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Introduction
The recent process of harmonization and strengthening of intellectual property rights (IPRs) systems is expected to have implications for global relations among countries (Maskus, 2012) . However, the effect of IPRs on international trade, foreign direct investment (FDI), technology transfer, and mergers and acquisitions (M&As) is not clear from a theoretical perspective neither from an empirical point of view (Maskus and Penubarti, 1995; Maskus, 2000; Foley et al., 2006; Campi and Dueñas, 2016) .
In the case of cross-border M&As, intellectual property (IP) assets are often a relevant part of the value of the target firm and the desire of a firm to access them may be a significant driving force behind a deal. Nevertheless, from a theoretical perspective, the relation between IPRs and M&As is still ambiguous.
By reducing the risk of imitation, IPRs might affect firms' decisions regarding investment, trade or licensing. But the effect of this lower risk of imitation may depend on the technological level of its products, encouraging firms with knowledge-intensive products to access a foreign market. Nevertheless, this will not necessarily lead to a burst of M&As because the lower imitation risk of licensed technologies might, conversely, reduce incentives for FDI (Yang and Maskus, 2001) . Also, the enforcement of IPRs can affect low-technology products, which are easier to be imitated.
Being a relevant part of the general regulatory system, IPRs systems can affect the investment climate (Fink and Maskus, 2005) . However, Maskus (2000) argues that IPRs systems alone cannot explain how firms decide to invest, trade or license a product to a certain country, as firms' decisions are influenced by other factors. Indeed, the choice among FDI, licensing, and trade is likely to depend on and interact with internationalization advantages that derive from market power, market size, as well as transportation, transaction, and labor costs. These factors, together with financial variables and the institutional system, are usually different in countries of different development level. Therefore, the effect of IPRs on M&As may also be affected differently by the the level of development of the countries involved in the deals.
In the last decades, the growth of FDI at higher growth rates than trade and GDP has been one of the main characteristics of the process of globalization (Feenstra, 1998; Brakman et al., 2010) . Cross-border M&As account for a large share of FDI.
1 Simultaneously, the signing of the agreement on Trade-Related Aspects on
Intellectual Property Rights (TRIPS) in 1994 led to a process of global diffusion and tightening of IPRs systems. In this process, developed countries (DC) have increased the level of existing IP protection and developing or less developed countries (LDC) have either adopted new systems or adapted their existing systems to the "minimum standards" demanded by the TRIPS. The scope of IP protection has also been broadened, reaching sectors or products, such as plant varieties, micro-organisms and pharmaceutical products, which were previously excluded from IP protection. This paper explores whether the strengthening of IPRs systems during the post-TRIPS period (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) has affected decisions of M&As using an extended gravity model. Our research differs from the existing literature in several aspects. Firstly, most studies that use a gravity model have focused on trade or FDI, while we use a gravity specification to explain M&As. Secondly, most authors addressing the effect of IPRs have focused on FDI. Conversely, we consider the strength of IPRs systems in target countries as a possible determinant of cross-border M&As. Thirdly, while most existing studies focus on single specific determinants of M&As, we consider altogether the more relevant determinants of M&As found in the literature. Finally, we also study whether there is a different impact of IPRs in sectors of different technology intensity, since the effect of IPRs is generally sector-specific.
We use an extended gravity model that includes a set of variables usually considered as determinants of M&As and two different measures of IPRs systems: the index of patent protection of Ginarte and Park (1997) and Park (2008) for the manufacturing sector and the index of IP protection for the agri-food sector, developed by Campi and Nuvolari (2015) . In order to take into account a possible differential effect of IPRs for different sectors (Mansfield, 1995; Cohen et al., 2000; Smarzynska, 2004; Nunnenkamp and Spatz, 2004) , we split our data on M&As in four groups of different technology content: (i) agri-food; (ii) low-technology industries; (iii) medium-technology industries; and (iv) high-technology industries.
In addition, we consider that the effect of IPRs might also depend on the development level of countries for several reasons. Firstly, in general, LDC have lower imitation abilities. Secondly, the relevance of agriculture and manufactures of different technology content is different for DC and LDC. Thirdly, DC used to have in place strong IPRs systems, while LDC are recently adopting strong IP protection systems. And, fourthly, most studies have found differential effects of IPRs on FDI for DC and LDC (Seyoum, 1996; McManis, 1997; Kalanje, 2002) .
Overall, we found that the recent strengthening of IPRs systems increases cross-border M&As. In addition, we found that IPRs facilitate the creation of investment linkages among countries in manufacturing sectors, regardless of their technological content. We also found that the creation of new investment links is more likely when the increase in IPRs takes place in a LDC, and that investment from DC in some sectors are discouraged from increases in IPRs.
These findings have relevant implications in the context of the global strengthening and harmonization of IPRs systems. In the first place, if IPRs are likely to affect not only firms' decisions related to M&As but also trade and licensing, then, the design of IPRs systems should consider how they may possibly affect these decisions and the implications for different countries. Secondly, since stronger IPRs attract more M&As in LDC, the question arises whether M&As are a desirable form of investment for developing countries. Finally, our findings suggest that there might not be a unique system of IPRs suitable for all countries and sectors.
The remaining of the paper is organized as follows. In the next section, we briefly discuss the possible determinants of M&As, analyses how IPRs can influence firms' decisions of M&As from a theoretical perspective and reviews the empirical evidence. In the third section, we analyze the data. In the fourth section, we explore the effect of IPRs on bilateral flows of M&As. Finally, in Section 5, we discuss the main findings and provide general conclusions.
Which factors determine M&As?
A firm that aims to access a foreign market faces different choices. It can export the good, produce it locally by undertaking foreign direct investment (FDI) -which in turn can mean doing a greenfield investment or a M&A-, license the good to a firm in the host country, or undertake a joint venture involving joint production or a technology-sharing agreement (Fink and Maskus, 2005; Helpman, 2006) . These decisions are not made independently from each other, nor they are exclusive.
IPRs systems may affect these decisions on several ways. For example, from the domestic firms perspective, a weak IPRs system may allow them to imitate technologies possibly leading to productivity and economic growth. From the foreign firm perspective, given the higher risk of imitation, a weak IPRs system might discourage FDI or exports to that economy. However, imitation abilities depend not only on IP protection but most importantly on the capabilities of firms to master new technologies and both tacit and codified knowledge. Therefore, the effect of IPRs system has to be considered taking into account imitation abilities of the target countries.
In fact, when imitation abilities are low, weak IPRs could be beneficial for both partners because this combination may encourage foreign firms to engage in joint-ventures and license agreements with domestic firms, and also simply trade, promoting technology transfer to the domestic market. However, the market power that derives from IPRs may induce firms to reduce sales and increase prices, and it may also prevent access to new technologies, negatively affecting further innovation. How IPRs influence decisions of firms is mediated by several other trade-offs, which explains the difficulty to predict their effect a priori.
Which factors affect decisions of M&As is an issue that has caught the attention of economists. The literature focuses mainly on the macroeconomic causes of FDI and the obstacles to capital flows (such as financial markets failures and asymmetric information), and on specific features of countries (such as GDP, development level, quality of institutions, and openness to trade) (Hyun and Kim, 2010) .
The empirical studies find that the more relevant determinants of M&As are: 1) GDP and market size (Brakman et al., 2010) ; 2) geographical distance as a proxy of transportation and transaction costs (Brakman et al., 2010) ; 3) cultural differences (Erel et al., 2012) ; 4) financial market development (Di Giovanni, 2005) ; 5) openness to trade and economic integration (Cuevas et al., 2005; Hyun and Kim, 2010) ; 6) quality of institutions (Hur et al., 2011; Hyun and Kim, 2010; Courdacier et al., 2009) ; and 7) exchange rates volatility (Blonigen, 1997) .
Recently, a part of the empirical literature has started using gravity specifications to explain cross-border M&As because market size, trade barriers, and economic distance are critical for understanding FDI and trade patterns (see, for example: Brakman et al., 2010; Di Giovanni, 2005; Courdacier et al., 2009) . Also, gravity models allow for the consideration of other possible determinants at the country level. Given the volatility of M&As time series, explaining them with gravity specifications might be more challenging than in the case of trade (Herger et al., 2008; Wong, 2008) . However, several studies have succeeded in fitting and predicting M&As reasonably well with a gravity model (Blonigen, 2005) .
General determinants of M&As
The literature that focuses on macroeconomic volatility as a determinant of FDI and M&As finds mixed evidence. These studies use the coefficient of variation of the exchange rate as a proxy of macroeconomic stability. For example, Blonigen (1997) finds that the appreciation of the exchange rate in the US has a significant effect on cross-border M&As of Japanese firms, but the impact of the variability of exchange rates is ambiguous. Brakman et al. (2010) find that exchange rate volatility does not affect the value of cross-border M&As.
Several authors provide empirical evidence of the effect of financial market development on M&As. Using a gravity model, Di Giovanni (2005) studies the distribution and evolution of worldwide cross-border M&As, finding that domestic financial deepening affects firms' decisions of investing abroad and that deep financial markets in the target country also play a relevant role. Brakman et al. (2010) show that financial openness is a prerequisite to attract cross-border M&As. They also argue that the market-seeking motive is an important determinant of M&As and that market size variables related to the target increase the value of M&As.
Other authors explore the effect of openness to trade and regional trade agreements on M&As. Cuevas et al. (2005) conclude that the North American Free-Trade Agreement has a significant positive effect on FDI flows, especially for the smaller members of the agreement. However, Di Giovanni (2005) argues that custom unions and free trade agreements decrease cross-border M&As, while service agreements increase them.
Several scholars analyze whether the quality of the legal and regulatory framework of countries affect M&As. Rossi and Volpin (2004) show that differences in laws and enforcement explain the intensity and the pattern of cross-country M&As: countries with higher accounting standards and stronger shareholder protection receive more M&As. Using a gravity model, Hyun and Kim (2010) find that, in addition to economic integration and geographic characteristics, the quality of the institutions and financial market development are key determinants of M&As. Also, Hur et al. (2011) argue that the quality of institutions is a relevant determinant of M&As. They attribute the disparities observed in cross-country M&As inflows to DC and LDC to the difference in the quality of their institutions.
The influence of IPRs on M&As
Intangible assets such as patents, trademarks, and trade secrets, are a part of the value of the target firm in M&As. Therefore, several scholars agree that a relevant driving force behind M&As deals is the acquirer's desire to obtain the target's IP assets (Bryer and Simensky, 2002; Marco and Rausser, 2002) . For example, Marco and Rausser (2002) show that M&As of major agricultural business suppliers are designed to expand the intellectual property rights portfolio. This is not surprising if we consider certain behaviors related with IPRs such as patent blocking or the creation of patent thickets, which can create incentives for firms to acquire other firms that hold strategic IPRs (Bessen, 2003; Cohen et al., 2000) . Then, we might expect that not only access to IPRs assets but also IPRs systems protecting these assets might induce M&As.
Theoretically, the relation between IPRs and FDI, including M&As, is ambiguous. Strong IPRs may encourage firms with IPRs assets or knowledge intensive products to trade, invest, and license because IP protection reduces the risk of imitation. But the effect of lower imitation risk of licensed technologies may reduce incentives for FDI and, instead, increase incentives to trade (Yang and Maskus, 2001) . Being a relevant part of the general regulatory system, weak IPRs systems may adversely affect the investment climate, discouraging FDI (Fink and Maskus, 2005) . However, Maskus (2000) argues that IPRs systems alone cannot explain how firms decide to invest, trade, or license a product. The choice between the different options is likely to depend on internationalization advantages. Thus, there is an interplay between IPRs and market power, market size, transportation and labor costs, transaction costs, and other country specificities. Moreover, trade, licensing, and FDI can be complementary rather than substitutes for each other.
The effect of IPRs on M&As has been less thoroughly studied. The available evidence is not conclusive and it is mostly gathered from FDI. Several authors find a positive effect of IPRs on FDI. Using a gravity model, Smith (2001) finds a positive link between IPRs and both FDI and licensing of US firms, although this holds for middle-income countries and large LDC, but not for small and low-income countries. Adams (2010) argues that the strengthening of IPRs in LDC has a positive effect on FDI, especially after the signing of the TRIPS agreement. Lesser (2002) finds a positive correlation among IPRs and FDI inflows to LDC. Foley et al. (2006) study the effect of IPRs reforms on US multinationals, finding that stronger IPRs increase technology transfer together with the level and growth rate of non-resident patenting.
On the contrary, other authors find a negative or not significant correlation between IPRs and FDI. Seyoum (1996) explores the relation between IPRs and FDI for 27 countries. He finds that, in the case of LDC, there is no significant effect of IPRs systems on investment decisions, while for DC there is a positive effect of trademarks and copyrights but a negative effect of patent protection. Fink (2005) investigates the effect of IPRs on exports, FDI, and licensing arrangements made by Germany and American multinationals. He finds no effect of stronger IPRs systems, except for a negative link between IPRs and sales in the chemical industry. He concludes that variables other than IP protection are explaining the cross-country activity of multinationals. Nicholson (2007) estimates the impact of IPRs on the composition of sector-specific multinational activity. He argues that firms in industries with high capital costs are more likely to maintain control over production knowledge through FDI in countries with weak IP protection. Conversely, firms in industries that are intensive in research and development (R&D) are more likely to engage in licensing when IPRs systems are strong.
As noted above, the effect of IPRs usually depends on the sector considered. Mansfield (1995) provides empirical evidence that firms in the chemical, pharmaceutical, electrical equipment, and machinery sectors are more likely to be affected by IPRs. Smarzynska (2004) argues that weak IPRs systems have the largest deterring effect on FDI in four technology-intensive sectors: drugs, cosmetics and health care products, chemicals, machinery and equipment, and electrical equipment.
Since the effect of IPRs remains ambiguous, we contribute to this literature with further empirical evidence on whether IPRs systems in target countries affect decisions of M&As. Our main goal is to use a gravity model to explain cross-border M&As including IPRs systems to study their effect on M&As. To our knowledge, this is the first study that considers the strength of IPRs systems in target countries as a possible determinant of M&As using a gravity specification for a large set of countries. Also, while most studies focus on a few variables that affect M&As, we aim to include a set of variables which are considered determinants of M&As in the related literature. In addition, we want to assess the effect of IPRs on M&As in sectors with different technology content and for countries at different development stages.
Data
Data of M&As in nominal yearly values are from Worldwide Mergers, Acquisitions, and Alliances Databases SDC Platinum (Thomson Reuters). We deflated cross-border flows of M&As using the US imports price index provided by the US Bureau of Labor Statistics.
2 Thus, we use M&As in constant 2000 dollars. In addition, the database reports the number of M&As. We consider different sub-samples of M&As in four sectors of different technology content for DC and LDC (see the Appendix for the list of countries).
3 Following the classification of Lall (2000) and OECD (2011) as a baseline, we have classified our data in four groups of M&As: (i) agri-food; (ii) low-technology industries; (iii) medium-technology industries; and (iv) high-technology industries.
There are several ways of categorizing industries by technology intensity. Pavitt (1984) made a relevant effort, distinguishing between resource-based, labour-intensive, scale-intensive, differentiated and science-based manufactures. Lall (2000) improved this classification, arguing that the analytical distinctions of Pavitt are unclear and present large overlaps among categories. The OECD (2011) uses four categories:
high-, medium-high, medium-low, and low technology. This classification is based on direct R&D intensity, and R&D embodied in intermediate and investment goods (Hatzichronoglou, 1997) . 3571, 3572, 3575, 3577, 3661, 3663, 3669, 3671, 3672, [3674] [3675] [3676] 3679 -Other high-technology Pharmaceuticals, aerospace, optical/measuring instruments, cameras 2833-2836, 38 (except 3821), 3721, 3724, 3728, 3761, 3764, 3769 Our classification combines the classifications of Lall (2000) (which is based Pavitt' work) and that of the OECD (2011). We must highlight that Lall (2000) considers the technological content of products while our classification is for industrial sectors. In order to create our groups, we first connected the sectors identified by SIC codes in the M&As database and the groups defined by the OECD (2011) that correspond to the ISIC Rev.3.
4 As both Lall (2000) and the OECD (2011) warn, there is a certain amount of subjectivity in assigning industries to categories since the technology-intensity classification is relative. For example, high-technology industries can produce a variety of products ranging between low-tech and high-tech. Also, countries might have slightly different classifications using the same method. However, all these possible drawbacks are present in any given classification and are not expected to affect our research. Table 1 displays the final classification. Figure 1 depicts the evolution of the volumes in millions (MM) of US dollars (left axis) and the number of total cross-border M&As (right acis) between 1995 and 2010 (including data from our four sectors). The time series displays two peaks, which derive from the "wave-like" behaviour of cross-border M&As, characterized by substantial variation over time, produced by periods of rapid growth and periods of rapid decline (Brakman et al., 2010) . In our period of study, cross-border M&As increased between 1995 and 2000, and then decreased until 2003. After this downturn, M&As recovered until 2007 and decreased thereafter. This behaviour characterizes the evolution of both the number and the value of transactions.
Some interesting facts emerge if we discriminate by development level of the target countries and sectors. Figure 2 shows the inflows of M&As to DC and LDC. We observe that inflows of M&As to DC almost replicate the behaviour of total M&As and that inflows to LDC have been increasing, especially since 2003, with the beginning of the second wave. Figure 3 shows the inflows of M&As by sector and development level of the target countries. We observe the two waves pattern in all the sectors, although for LDC the first wave is less pronounced. Not surprisingly, DC -that attract and do more M&As-display a more similar pattern to the one shown in Figure 1 .
In all the sectors, we observe a similar trend for the number of deals and for the To measure the strength of IPRs systems, we consider the widely used patent protection index of Ginarte and Park (1997) and Park (2008) for the manufacturing sector; and a yearly index developed by Campi and Nuvolari (2015) for the agri-food sector. Both indexes aggregate different components that indicate the strength of each country's IP protection system.
The index of Ginarte and Park (1997) considers five categories of the patent laws in each country: (i) extent of coverage, (ii) membership in international patent agreements, (iii) provisions for loss of protection, (iv) enforcement mechanisms, and (v) duration of protection. Similarly, the index of Campi and Nuvolari (2015) consists of five components that define the strength of IP protection in the agricultural sector: (i) ratification of UPOV Conventions; (ii) farmers' exception; (iii) breeder's exception; (iv) protection length; and (v) patent scope.
In both indexes, each of the categories or components were scored with a normalized value ranging from 0 to 1. The unweighted sum of these five values constitutes the overall score of each of the indexes, which range from zero to five. Higher values of the indexes indicate stronger levels of IP protection.
5 The main advantage of using these two indexes is that they provide a yearly measure of the Table 2 shows an increase in the average values of the indexes over time. IPRs in LDC have been increasing at higher growth rates and, although the gap between the level of IPRs in DC and LDC has narrowed, the last five-years period still shows a higher average level of IP protection in DC. This evolution reflects the process of strengthening and harmonization of IPRs systems. Since we are interested in whether IPRs attract M&As, we consider the indexes of the target countries.
In the following section, we carry out a regression using a gravity model extended with measures of IPRs systems. We include the usual variables for a gravity equation that denote market size, geographical distance and transaction costs, and a set of control variables that might influence M&As: the volatility of the bilateral exchange rate, openness to trade, financial openness, human capital, and political system as a proxy of institutional factors.
The coefficient of variation of the bilateral exchange rates is computed yearly using monthly data of bilateral exchange rates and we use it as an indicator of macroeconomic volatility. Openness to trade may both increase or decrease M&As given that it also affects firms' exports decisions. Financial openness is an index that measures the degree of capital account openness of a country. It is based on binary dummy variables that codify the tabulation of restrictions on cross-border financial transactions Ito, 2008, 2014) . Human capital is an index that considers the average years of schooling and the return to education. We use it as an indicator of the capabilities of a country and as a proxy of imitation abilities. Finally, political system is an indicator that measures the degree of democracy versus autocracy and we use it as a proxy of the quality of institutions.
IPRs and M&As: a gravity model
In this section, we perform a gravity model (GM) estimation to explore the possible implication of IPRs on decisions of M&As. This model has been largely used to explain bilateral trade flows using the GDP and the geographical distance between two countries as the main explanatory variables (see: Anderson, 2011 , for a review). Other variables are trade barriers, openness to trade, cultural differences, trade agreements, and transaction and transportation costs. Although less frequently, the GM has also been used to estimate bilateral FDI and M&As flows considering other specific explanatory variables. We use as our benchmark specification the following equation:
where M A ij,k (t) denotes the flow of M&As from the acquirer country i to the target country j, in sector k, in the year t, and
i, j = 1, ..., N ; Z = {log(GDP), log(pop), landl} is a vector containing country-specific variables including GDP, total population, and a dummy variable to indicate whether the country is landlocked; D = {log(dist), contig, comlang, comcol, colony} is a vector with link-specific variables that includes geographical distance (dist), and variables indicating geographical, economic and cultural barriers (contiguity, common language, common colonizer, colonial link) between both countries; and IP j,k = {IPR j,k } includes the index of IP protection of the target country for sector k. To control for other determinants of M&As, we use W = {log(open tra), fin open, h cap, polity}, which is a vector with country-specific variables that includes openness to trade, an index of financial openness, human capital, and political system; and XR = {xr} is the coefficient of variation of the bilateral exchange rate. Finally, γ is a set of time dummies and it is assumed that E[η ij |Z i , Z j , D ij , ...] = 1. Table 3 describes the variables and data sources. The estimation of Equation (1) involves some econometric challenges mainly derived from its non-linearity. Borrowing from the empirical evidence on international trade, difficulties might be due to heteroscedasticity (Santos Silva and Tenreyro, 2006) , endogeneity and omitted-variable bias (Baldwin and Taglioni, 2006) , and the need of a special treatment for zero-valued flows (Santos Silva and Tenreyro, 2006; Baldwin and Harrigan, 2007) . These difficulties rule out OLS estimates given that they require a log-linearization of the gravity equation that, in principle, might lead to biased and inefficient estimations. One possible source of endogeneity may be IPRs systems. However, there are no theoretical reasons either to believe that the indexes are not independent from the level of M&As, or that M&As are likely to cause the level of IPRs. Several authors agree that the increase in IP protection after the signing of the TRIPS agreement can be considered exogenous (Ivus, 2010; Delgado et al., 2013) . The main reason is that the TRIPS agreement was included in a package of agreements whose acceptance was a compulsory requirement of the World Trade Organization (WTO) membership. Thus, the decision of signing the TRIPS and the implications on IPRs systems might not be seen as determined at the country level, but rather by an external body. In this sense, IPRs systems in the post-TRIPS period might be reasonable regarded as "exogenous" (Delgado et al., 2013) .
Thus, endogeneity is not a problem up to a certain extent. In fact, the TRIPS agreement establishes certain minimum standards -which are quite high compared to the previous systems-and gives countries the freedom to choose the final design of their IPRs systems. This implies that there are individual reasons for countries to adopt a certain level of IP protection. Thus, in order to control for this possible source of endogeneity and also to reduce the probability of omitted variable bias, we have added several time varying covariates, which are theoretically expected to influence M&As. Additionally, in order to reduce omitted variable bias, we perform robustness exercises using different specifications in order to check if coefficient estimates are stable. In this exercise, we also use origin and destinations dummies, since countries might have individual reasons to adopt stronger IPRs.
In order to consider the heteroscedasticity and the high number of zero bilateral flows in the M&As database, we adopted a Zero-Inflated Count Data Model (see: Long, 1997, for details) .
6 This estimation consists of two estimation stages that must be jointly analyzed. In the first stage, zero flows are treated with a logit model in which the dependent variable takes the value of one for those country dyads that report any transaction and zero otherwise. The main goal behind this stage is to derive the probability of having M&As among any couple of countries. In the second stage, the intensity of the observed interactions is fitted using a count data model restricted only to positive flows. The statistical tests determined that the negative binomial (NB) estimation performs better than the Poisson pseudo maximum likelihood (PPML) estimation for all sectors and specifications. 7 Then, we have estimated Equation (1) using a Zero-Inflated Negative Binomial (ZINB) method for the four samples of M&As classified according to technology intensity. In order to simplify the analysis of our results, we first present the NB estimations and then we show the results of the logit estimations. Table 4 displays the results of the NB estimations for each of the four groups of M&As. We must recall that this part of the ZINB estimation is restricted to the links with positive values (M A ij,k > 0). Thus, the dependent variable is the volume of the positive flows. We have estimated two models for each of the four sectors. 8 In model (1), we used the baseline specification of the gravity model extended with the IPRs indexes.
ZINB estimation results
6 The Vuong test allowed us to determine the superiority of zero-inflated count models with respect to their non-zero-inflated analogs. This was confirmed in all sectors.
7 The over-dispersion parameter (α) of the NB estimation was always statistically greater than zero. Therefore, the NB estimation method is preferred instead of the PPML. 8 We have also estimated the model for the aggregate manufacturing sector finding similar results, which are available upon request. In model (2), we also included the set of control variables that influence M&As. Note that, in all the estimations, we used the index of IPRs of Campi and Nuvolari (2015) for the agri-food sector, and the index of (Ginarte and Park, 1997) for the manufacturing sectors. The estimated coefficients of IPRs in the baseline specification (1) show that the strengthening of IPRs systems increases the value of M&As, except in the sector of medium-technology manufactures. It is interesting to note that when we include the set of control variables in model (2), the effect of IPRs is still positive and significant in the same sectors. This implies that the interaction of IPRs with other factors such as institutions, financial variables, human capital and openness to trade, affects the investment climate of countries (Maskus, 2000) .
In both specifications, we observe that most of the usual variables related to the gravity equation are significant and present the expected signs. A higher GDP, which is an indicator of market size, leads to a higher value of M&As, especially the GDP of the acquirer. M&As decrease when population increases, in particular, when the population of the acquirer grows. The distance between two countries lowers M&As and, conversely, common language, an indicator of cultural proximity, is positively related with M&As. Regarding other link-specific variables indicating barriers to trade, in some specifications, we found that contiguity is not statistically significant, sharing a common colonizer decreases M&As holding colonial links (colony) in the past increases M&As. If the acquirer is landlocked, M&As decrease in the case of agri-food, and increase in medium-technology manufactures. Meanwhile, when the target country is landlocked, M&As increase in all sectors, except in low-technology manufactures. This could be explained by the fact that a landlocked country has higher transportation costs, which can discourage trade and, on the contrary, encourage M&As.
The control variables also present the expected signs. Like Brakman et al. (2010) , we observe that the coefficient of variation of the bilateral exchange rates is not significant. In line with the findings of Di Giovanni (2005) , we observe that an improvement in the index of financial openness of the acquirer boosts M&As. Thus, more financially open countries seem to invest more abroad. Also, financial openness in the target countries increases M&As in the low-and high-technology sectors. Conversely, openness to trade decreases M&As in the sectors of low-and medium-technology. This could indicate that a firm might decide to export to a more open country rather than investing in it. An increase in the level of human capital of the acquirer increases M&As in medium-and high-technology manufactures, while an increase in the level of human capital of the target decreases M&As in the agri-food and low-technology sectors and increases M&As in medium-technology manufactures. This suggests that the effect of human capital is relevant for sectors that demand more capabilities. Also, an increase in imitation abilities of the target countries discourage M&As. Finally, the index of political system displays positive estimated coefficients in agri-food and high-technology, meaning that an improvement in political institutions fosters M&As. This agrees with Hur et al. (2011) , who argue that the quality of institutions is a relevant determinant of M&As. Table 5 displays the results of the logit estimations, which estimates the probability that a M&A occurs for a given dyad (ij) in sector k. The dependent variable takes the value 1 if M A ij,k > 0, and zero otherwise.
As before, most of the explanatory variables are significant and the signs of the estimated coefficients are similar to the ones reported in the NB estimations. We observe no significant effect of IPRs in the agri-food sector, but a positive and significant effect on manufacturing sectors, regardless of their technological content and model specification. Therefore, in the manufacturing sector, an increase in IPRs generates an extension of new bilateral M&As, which implies that countries with stronger IPRs systems have a higher probability of receiving investment in the manufacturing sector from new partner-countries.
Finally, in order to deal with a possible omitted variables bias, we also performed an estimation of the GM using origin and destination fixed effects, which also indicate that IPRs foster M&As. Notwithstanding, the variables that are country-specific are relatively less stable because country fixed effects are able to capture, up to a certain extent, their effect. 
Interactions between IPRs and development
In this section, we explore possible heterogeneity on the effect of IPRs depending on the development level of countries. To do this, we estimated a new specification of the model that includes two interaction variables.
The main idea behind the interaction variables is to control for possible link specificities that may derive from some stylized facts of the data, such as: (i) most cross-country investments are done by developed economies, (ii) since 2003, investments towards LDC have been increasing, and (iii) after the signing of the TRIPS, IP protection has been increasing at higher growth rates in LDC.
In order to consider the possible implications of these features, we included two interaction variables: the first one (LDC j *IPR j ) is meant to capture the effect of strengthening IPRs in LDC independently on the level of development of the acquirer country. This aims to answer the question of whether LDC attract more investments as a consequence of a tightening of their IPRs system. The second interaction variable (DC i *IPR j ) aims to detect whether any target country receives more investments from a DC when it increases the level of IPRs. In other words, this also reflects whether a DC finds attractive an increase in the level of IPRs of any target country. In the agri-food sector, a strengthening of IPRs systems seems to increase M&As. But, considering the interaction terms (DC i *IPR j ), M&As from DC are discouraged by an increase in IPRs in the target countries. In the low-technology sector, we found that a LDC that increases its level of IPRs will receive more investments (LDC j *IPR j ). In the medium-technology sector, both interaction variables are negative, meaning that an increase in IPRs reduces M&As in LDC and also that an increase in IPRs of any type of country discourages investments from DC. For the high-technology sector, we found that IPRs increase M&As, especially in LDC. But, the strengthening of IPRs systems reduces M&As from DC.
The logit estimations show that the probability of creating new investment links increases with IPRs in the manufacturing sectors, regardless of their technological content. In addition, LDC increase their probability of receiving M&As by tightening their IPRs systems in all sectors, including agri-food.
Concluding remarks
Considering the recent global process of strengthening and harmonization of IPRs systems and the significance of cross-border M&As as the most relevant form of FDI, we have studied for the post-TRIPS period whether IPRs affect how firms decide to undertake M&As.
The results of the gravity estimations confirm that market size, geographical factors, trade barriers, and cultural differences among countries are important determinants of cross-border M&As. The strengthening of IPRs systems increases M&As in the agri-food, low-technology and high-technology manufacturing sectors. This is not surprising given that access to IP assets was found to be one of the driving forces for firms to engage in M&As. Then, IPRs systems protecting these IP assets also affect decisions on cross-border M&As. Moreover, stronger IPRs systems seem to facilitate the creation of investment linkages among countries in the manufacturing sector regardless of the technological content, especially in LDC. Conversely, in some cases, we have found that stronger IPRs discourage M&As from DC. Therefore, our exercises suggest that the effect of IPRs depends on technological specificities of sectors and development level of countries. These results are robust to different specifications controlling for other possible determinants of M&As.
Overall, we have shown that several country features influencing or creating an attractive investment environment, are relevant to explain M&As. Some of these features are geography, market size, human capital, openness to trade, financial openness, and also IPRs systems. This finding suggests that the choice between FDI, trade and licensing is likely to depend on, and interact with, country characteristics.
Our exercises have some relevant implications for the design of IPRs systems, especially for developing countries. Firstly, given that our results point out different effects for DC and LDC, they suggest that IPRs systems should consider specificities of countries and that there might be no unique system suitable for all countries. Secondly, considering that stronger IPRs are increasing M&As directed to the developing world, one should examine whether it is beneficial for LDC to attract more investments in the form of M&As. Finally, we must recall that IPRs systems are likely to affect not only decisions of firms related to M&As but also trade and licensing. Therefore, the design of IPRs systems should also consider how they may possibly affect these decisions and what are the implications for countries in terms of innovation, technology transfer and development.
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