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This thesis presents FCTHydro, a ROOT package, and its application to hydrodynamic
simulations through the packages RelHydro and Nonideal xy. These packages aim to pro-
vide the broader heavy ion collision community with access to hydrodynamic simulation
software which is now accessible from within the primary analysis framework, ROOT.
Tests are performed and show how well the high-order, monotone, conservative, positivity
preserving routines within FCTHydro simulate hydrodynamic systems with harsh initial
conditions. RelHydro illustrates the application of FCTHydro to relativistic systems and
Nonideal xy the application to causal non-ideal hydrodynamic systems. Nonideal xy is
also used to obtain a first order understanding of the effects of the relaxation times in
causal non-ideal hydrodynamics.
In addition, a semi-analytic solution for the particle rapidity spectra obtained by
combining Landau hydrodynamics and the Cooper-Frye freezeout formalism is given.
The results are compared with the Landau Gaussian and a known approximation for
midrapidies. The Landau Gaussian provides the best approximation to experimental
data.
Furthermore, the chemical freezeout results for preliminary data from AGS for cen-
tral Au-Au collisions at nominal beam energies 2, 4, 6 and 8 AGeV are shown to agree
with the E/N = 1 GeV freezeout criteria. These data allow access to a previously
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Mankind has always had a natural curiosity which has many a time led him into trouble,
but has also opened avenues to exciting and innovative ideas and discoveries. His curiosity
has extended to his environment, matter, and the question, what is it all made of? What
are the fundamental particles, the indivisible base constituents? And how do these
particles interact? Through the ages he has developed the scientific method of applying
his curiosity and through thought and experiment has travelled an interesting road to
the current understanding of matter and its basic elements.
The concept of the atom as the building block of matter was first conceptualised
in ancient India in the 6th century BC and then again with Democritus’ atomos (which
means uncuttable) around 450BC. While, our modern atomic theory was started by
Boscovich and developed further by the likes of Avogadro, Maxwell, Boltzmann and
Dalton. In 1897, Thomson’s experiments with cathode rays lead to the discovery of the
electron and the realisation that atoms are in fact not fundamental particles but have an
underlying structure. Rutherford’s examination of the ’gold foil experiment’ led to the
concept of atoms consisting of a positive nucleus surrounded by a “cloud” of negatively
charged electrons. Through further experiments, the nucleus was further understood
to consist of protons and neutrons. The concept that the nucleons were fundamental
particles of nature was challenged by Feynman and his postulation of the existence of
partons [1] in 1969. He realised that protons and neutrons have substructure from the
analysis of high energy collisions of protons and electrons at SLAC (Stanford). It was
only around the late 1960’s and early 1970’s, that nucleons were realised to consist of
bound states of quarks and gluons [2]. It is our present understanding that quarks and
leptons are fundamental particles of nature.
The Standard Model of particle physics is the best current description of the 200+
elementary particles and resonances [3] of nature and their interactions (forces). The











2 CHAPTER 1. INTRODUCTION
mediating bosons. The leptons consist of the electron, muon and tauon each with an
associated neutrino and the 6 quarks are the up, down, charm, strange, top and bottom
quarks. Within the Standard Model, three of the four fundamental forces are mediated
by the exchange of the fundamental bosons. The force carrier for the electromagnetic
force is the photon, for the strong force it’s the gluon and for the weak force it’s the W+,
W− and Zo bosons. Currently, the fourth fundamental force, gravity, is not described
within the Standard Model. To date, all known elementary particles and resonances can
be described as bound states of quarks and gluons, with either two valence quarks for
the mesons or three for the baryons.
In order to describe the dynamics of these fundamental particles, quantum theories
are required. The dynamics of the electromagnetic interactions between charged parti-
cles is described by quantum electrodynamics (QED), of the electro-weak force (combi-
nation of electromagnetic and weak force) by the Weinberg-Salam model [4, 5] and of the
strong force interactions between the quarks and the gluons by quantum chromodynam-
ics (QCD). QCD is a non-Abelian Yang-Mills theory with a triplet of coloured quarks,
its associated anti-triplet and an octet of coloured gluons [2]. This theory is non-Abelian
since the force carriers (gluons) are themselves coloured, thus allowing self interaction of
the gluons. This behaviour is not present within QED.
The form of the QCD potential results in to two very interesting phenomena within
the theory. At large distances the potential increases linearly with distance and thus
more and more energy is needed as two quarks are separated further apart. Eventually
sufficient energy will have been added to the system, in separating a pair of quarks, so as
to create a quark anti-quark pair. On the creation of this pair, the created quark forms
a bound state with one of the original quarks as the anti-quark forms a bound state with
the other. This phenomenon of the non-Abelian Yang-Mills, known as confinement [2],
explains why a single quark can not be seen on its own. The other interesting behaviour,
asymptotic freedom [6, 7, 8, 9], occurs at small distances or high energy densities. In
this regime the strong force between two quarks tends to zero and the quarks behave
essentially as free particles, at least with respect to the strong force.
A limitation in the study of the properties and interactions of the quarks and gluons
has been the extraordinarily high energies required to do this. Suppose you wish to
study a medium by probing it with a point-like particle, then the resolution to which the
probing particle can measure is limited by its own de Broglie wavelength λ = hp , where
h is the Plank’s constant and p is its momentum. In fact, the resolution is dependent
on the momentum transfer between the probing particle and the objects in the target
medium. Therefore, in order to probe inside a proton, which has radius of 1 fm, to a
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Table 1.1 – Some of the particle accelerators used to study fundamental and elementary
particles. The accelerators are listed with their location, the year they were built
and some of the discoveries experiments held there led to.
The Initial observations of elementary particles were only possible with the use of
high energy cosmic rays. As technology improved the construction of particle accelera-
tors was possible, providing a more controlled environment for research. Some of these
accelerators are listed in Table 1.1. Over time certain colliders were converted to allow
for the collision of nuclei, for example the AGS and SPS, and also used as injectors for
larger accelerators like:
• The Relativistic Heavy Ion Collider (RHIC), Brookhaven National Laboratory
(BNL), USA, which is an intersecting storage ring particle accelerator and Col-
lider and collides Au-Au, Cu-Cu, deuterium-Au as well as polarised protons. The
centre-of-mass energies attained per nucleon-nucleon collision range from 62.4 to
200 GeV. Results from RHIC have shown the first viable indications of the Quark
Gluon Plasma.
• The Large Hadron Collider (LHC), Conseil Europen pour la Recherche Nuclaire
(CERN), Switzerland, which is a ring accelerator and collides p-p and Pb-Pb. The










4 CHAPTER 1. INTRODUCTION
1.1 Heavy Ion Collisions
At high energy densities/temperatures the coupling constant (αs) for QCD is small,
thus it is possible to make use of an effective perturbative theory (pQCD) by taking
an expansion in αs to study the dynamics. However, as the temperature decreases the
coupling constant increases and eventually becomes too large for the validity of pQCD.
Thus to understand the dynamics in this region one must make use of other methods,
for example through lattice gauge theory calculations of QCD (lQCD). The results from
lQCD calculations indicate the presence of a phase change as the temperature is varied,
as is evident from Fig 1.1, with the sharp increase in the pressure (a) and energy density

































Figure 1.1 – Taken from [10]. The pressure (a) and energy density (b) in QCD with nf = 0, 2
and 3 light quarks as well as two light and a heavier (strange) quark. Arrows
indicate the ideal gas pressure pSB (a) and energy densities εSB (b).
a change from hadronic degrees of freedom to the degrees of freedom associated with
the individual quarks and gluons, deconfinement. lQCD calculations with 2 flavours
indicate that a phase change occurs at around a critical temperature of Tc=173±8 MeV
[11] while more recent calculations for (2+1) flavour QCD show a critical temperature
of Tc=172±11±7MeV [12].All of these lQCD calculations were done in the vanishing net
baryon density limit.
A QCD phase diagram is shown in Fig 1.2 as a function of temperature (T) and
baryon chemical potential (µB), together with the asymptotic properties of QCD. For
low µB the calculations from lQCD predict that the transition from the hadron phase to
the QGP stage is a smooth crossover (dotted line) [13]. At higher µB it is expected that
the transition is a first order phase transition and the critical point is the small region
where a second order phase transition is expected.
If the partons in the deconfined system are also equilibrated, it is expected that a
state of matter called the quark-gluon plasma (QGP) will exist. The asymptotic high





















Figure 1.2 – The QCD phase diagram in terms of temperature (T ) and baryon chemical
potential (µB).
interacting particles and the limiting values for the energy density and pressure are shown
as arrows in Fig 1.1. Gaining a better knowledge of the QGP is crucial in understanding
matter and its fundamental building blocks. It is also important in understanding our
universe as it is expected that such a QGP stage existed during the early stages of the
Big Bang, before hadronisation [14]. The QGP is also expected to exist in the centre of
neutron stars and its presence will have an affect on the spin down characteristics in the
spectrum of rotating neutron stars [15].
Heavy ion collisions (HIC) were proposed as a way of constructing a system with a
high enough temperature for the creation of the QGP [16]. During a heavy ion collision
a region of matter which is extremely dense and energetic is produced. If the densities
become sufficiently large, the quarks and gluons within this system should enjoy asymp-
totic freedom. Thus the individual hadrons are no longer distinguishable and the system
becomes deconfined. Although temperatures above Tc are obtained at SPS [17, 18] there
is only enough time for the partons to equilibrate at RHIC [19, 20] and the LHC.
1.2 The Collision
In the centre of mass frame of a relativistic HIC, the two colliding nuclei appear as disks
due to Lorentz contraction. A diagram of the geometry of a collision is shown in Fig 1.3,
with (i) a particular side view and (ii) the view down the beam line. The axis along
which the two nuclei approach each other defines our z-axis, the beam axis of the HIC.


















Figure 1.3 – Geometry of colliding nuclei in heavy ion collisions. (i) As viewed from perpen-
dicular to the collision axis and the line through the centres of the nuclei (ii) As
viewed down the collision axis
Thus a central collision will have b = 0. This impact parmeter also defines our x-axis
and then the y-axis is chosen such that we have a right-handed coordinate system. The
reaction plane is defined by the x- and z- axes, while the transverse plane is the plane
defined by the x- and y-axes.
The Glauber model [21], a semi-classical description of the collision, can be used to
determine the number of nucleons which participate in the collision. These participatory
nucleons are termed the wounded nucleons [22, 23]. The Glauber model calculates the
number of nucleons in the overlapping region in Fig 1.3(ii), assuming a Wood-Saxon’ s
distribution of nucleons in the two nuclei. The nucleons outside the collision area, which
do not participate in the collision, are the spectator nucleons. Another parameter of
interest in HICs is the number of binary collisions[24, 25] which occur between the con-
stituent partons and can also be determined from the Glauber model. These parameters
are relevant in HICs as at SPS energies the particle multiplicity yields scale with the
wounded nucleons, while for central collisions at RHIC’s higher energies they scale with
binary collisions.
1.3 Evolution
If the energy densities created during the collision are sufficiently high, a system of
deconfined quarks and gluons will form. These partons will then undergo rescattering
and fragmentation as the system expands. The expansion in turn results in the decrease











partons and hadronisation occurs. A mixed phase state where hadrons and deconfined
partons coexist should exist, due to the formation time of the hadrons. Eventually all the
partons will be confined within hadrons resulting in a pure hadron gas. Such a hadron
gas would also be created by HICs if the energy densities created by the collision were not
sufficient for deconfinement. Thereafter, the hadrons in this gas rescatter inelastically
until chemical freezeout, at which the particle numbers and ratios are fixed since the
inelastic collisions have ceased. When the densities have decreased further and elastic
scattering ceases, thermal freezeout has been reached and the momenta of the particles
no longer change.
The simulation of the collision dynamics can be achieved with microscopic methods.
For example, HIJING [26] can be used to determine the initial distributions and used as
input for a parton cascade model, like VNI [27] or ZPC [28], to simulate the partonic
stage. Then a hadronisation model is required to describe hadronisation, after which
models like UrQMD [29] and ART [30] can simulate the evolution of the hadronic stage.
There are some multi-phase models, such as AMPT [31], which have different componets
to treat these separate stages combined into a single package. Using microscopic models
requires tracking all the partons from the first collisions as well as all the secondary
particles, their fragmentation and scattering with each other throughout the entire evo-
lution. Unfortunately, for reasonable results, the microscopic descriptions of the partonic
section require scattering cross sections which are orders of magnitude higher than those
used by other partonic calculations like HIJING. There is also the difficulty of forming
colourless observables during hadronisation.
However, if the system is thermalised, it can be described by a few thermodynamic
macro variables rather than the multitude of micro variables. Moreover, if the scattering
lengths are smaller than the size of the system then pressure gradients will drive the
dynamic evolution of the macro variables. In this case, the dynamics of the system can be
described by hydrodynamics; local conservation of energy, momentum and any conserved
charges in the system. The system of dynamical equations provided by hydrodynamics
is closed with the equation of state (EOS). This is a description of the pressure as a
function of local energy density and possibly other local densities. Given an equation
of state and an initial condition, a system which obeys hydrodynamic evolution is fully
determined.
Much of the early applications [32] of hydrodynamics were due to the conceptual
simplicity of hydrodynamics. When applied to AGS and SPS, hydrodynamics tends to
overpredict the observables. However, the systems obtained at RHIC [33] and those to
be obtained at the LHC have scattering lengths which are much smaller than the system










8 CHAPTER 1. INTRODUCTION
collective flow [34, 35], motivating the use of hydrodynamics to explain the observables.
Thus hydrodynamics has been widely used at RHIC [36, 37, 38, 39] and will be crucial
in understanding the observables at the LHC.
1.3.1 Ideal Hydrodynamics
There are many excellent reviews on hydrodynamics as applied to heavy ion collisions
[40, 41, 42, 43, 44] and introductory literature [45, 46, 47] to hydrodynamics. Here we
present only a brief overview.
By making use of tensors, the local conservation of energy and momentum can be
expressed elegantly as
∂µT
µν = 0, (1.1)
where T µν is the energy-momentum tensor. Similarly the local conservation of conserved
currents Nµ can be written as
∂µN
µ = 0. (1.2)
If in addition, the system is in local thermal equilibrium, then it can be described as
an ideal fluid, which has no stresses nor viscosity. Thus the energy-momentum tensor is
characterised purely by the local rest frame energy density (ε), the pressure (P ) and the
flow four-velocity (uµ):
T µν = (ε+ P )uµuν + Pgµν , (1.3)
where gµν = diag(1,−1,−1,−1) is the Minkowski metric. We are using natural units
~ = c = 1. The flow four-velocity has the form uµ = 1√
1−v2 (1, vx, vy, vz), with vx,vy and








this notation the local rest frame is defined as the frame in which uµ = (1, 0, 0, 0). When
a conserved charge is present in the system, the Eckart frame [48] is usually used. In this
frame the flow four-velocity follows the conserved charge current. In the absence of a
conserved charge one must make use of the Landau frame [49] were the flow four-velocity
follows the energy-flow. For ideal fluids the two frames are identical.
The system of equations (1.1), for an ideal fluid, is a system of four independent equa-
tions, while there are five unknowns: energy, pressure and the three spatial components
of the flow velocity (vx, vy, vz). The final degree of freedom, as mentioned previously, is
fixed through the equation of state (EOS).
1.3.2 Initial Conditions
Hydrodynamic simulations solve partial differential equations and as such require initial











where thermalisation has been achieved after the collision of the nuclei. Hydrodynamics
does not care how thermalisation is achieved, it is up to other models to determine how
thermalisation has been attained.
It is important to note that the final particle distributions are very sensitive to the
initial pressure gradients [50] and are thus closely linked to the initial asymmetry of the
system [51, 39]. At SPS it has been assumed that the initial entropy density [50, 52, 53]
and alternatively that the initial energy density [36, 37, 38] scale with the wounded
nucleon distribution. At RHIC, the binary collisions dominate the particle multiplicities
and so the initial energy density has also been assumed to be proportional to the binary
collision distribution [54, 55].
For the longitudinal direction, the simplifying assumption of longitudinal boost in-
variant scaling [56] is often made. Although this is the infinite collision energy limit,
the transparency of the nuclei in ultra-relativistic heavy ion collisions makes it a viable
assumption. Some models have relaxed this constraint and have obtained initial profiles
which have been successful at reproducing observables at SPS [57, 58, 59] and RHIC
[54, 59].
Other options include calculating the initial conditions by melting the colour glass
condensate of the colliding nucleons [60], using string ropes/flux tubes [61] and using
event generators such as HIJING [62], URASIMA [63] and NeXus [64].
1.3.3 Freeze-out
As the system expands it cools down and eventually a temperature is reached at which
the mean free paths become too large for hydrodynamics to be applicable. Near this
temperature it may be better to describe the particles as free streaming particles. To
simulate the system accurately there should be a gradual change from hydrodynamics to
free streaming.
In simulations, one simplification is to switch to a cascade model and treat the dilute
hadronic gas microscopically. The general assumption is that this switch should occur
shortly after hadronisation. The first work in combining hydrodynamics with a cascade
model was done for cylindrically symmetric systems (central collisions) in [65, 66, 67]
and non-cylindrically symmetric systems (peripheral collisions) in [68, 52].
Another simplification is to assume that the boundary between the region of hydro-
dynamics and that of free streaming is a hypersurface. We use the terminology that
the particles have “frozen out through the freezeout surface”. They are no longer the
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where Nµ is the particle four-current, σµ is the freeze-out hypersurface and dσµ is the
outward normal to the freeze-out hypersurface. If the particles emitted from the freeze-






f(pν , uµ). (1.5)
This Cooper-Frye formalism has the unfortunate feature that it allows for negative
contributions, due to particles “flowing back into the hydrodynamic region”. If the ex-
pansion of the system is faster than the motion of a free particle it is possible, within this
formalism, for the particle to re-enter the hydrodynamic system through the hypersur-
face. This feature should not occur as free particles should be free but the contributions
are a few percent [52] and are usually ignored. Sometimes this feature is corrected for by
introducing a Heavyside step function preventing negative contributions, unfortunately,
this ad hoc addition violates energy-momentum conservation. There have been some
other improvements on this formalism [70, 71, 72], however their implementation is com-
plicated. A more recent move has been to extend the hypersurface to a hypervolume
over which the particles freeze-out [73, 74].
1.3.4 Flow observables
In non-central collisions the collision region has a spatial anisotropy in the transverse
plane and thus the initial pressure gradients have an azimuthal dependency. Since it is
the pressure gradients which drive the dynamics, there will be azimuthal anisotropies in
the momenta of the particles in the transverse plane. It is these azimuthal anisotropies
which are referred to as the flow observables. These flow observables are effects of col-
lective motion and hydrodynamics has been fantastic at reproducing them at RHIC at
midrapidities and transverse momenta pT ≤ 2 GeV.

















where φ is the azimuthal angle, Ψ is the azimuthal angle of the reaction plane (the angle
of the x-axis) and vn are the Fourier coefficients. Collisions between identical nuclei result











the sine terms in the expansion. It is the Fourier coefficients, vn, which are used to
analyse and quantify the flow of the systems. The coefficient v1 is termed directed flow
and v2, elliptic flow.
At RHIC (Au-Au) the collision region for non-central collisions has an elliptic shape
and the different pressure gradients, in the direction of the short versus the long axis,
gives rise to the elliptic flow in hydrodynamic simulations. The elliptic spatial anisotropy
of the initial condition is usually characterised by the eccentricity
ǫ =
〈y2〉 − 〈x2〉
〈y2〉 + 〈x2〉 . (1.7)
This is used to calculate the scaled elliptic flow
v2
ǫ
which hydrodynamics predicts to be
approximately constant at a value of 0.2 [37, 38, 39]. It was collisions at RHIC where the
experimental value for the scaled elliptic flow first reached this limit. There have also
been theoretical investigations and measurements of higher harmonic coefficients, such
as v4 [76, 77].
The deviation between theory and experiment for the elliptic flow at central rapidities
occurs at a pT of around 2 GeV [78]: The experimental data start to level off while the
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Figure 1.4 – Taken from [79]. Elliptic flow measurements at middle rapidity from minimum-
bias Au+Au collisions at
√
sNN = 200 GeV. The bands around the STAR
preliminary measurements of pions and protons represent systematic uncertain-
ties mostly from non-flow correlations. The PHOENIX measurements are made
by correlating hadrons at middle rapidity with an event-plane measured using
hadrons at 3.1 < η < 4.0..
mesons and baryons the elliptic flow at RHIC for 2 . pT & 6 GeV saturates to different
values. However, if v2 and the transverse momentum are both scaled by the number of
valence quarks and plotted against each other (Fig 1.5) the lines converge. This suggests
































Figure 1.5 – Taken from [80]. Elliptic flow for different particle species scaled according to
the number of constituent quarks of the hadrons. The lower plot shows the ratio
of the data to the dashed-dotted fit to the data in the upper plot. Pions were
not included in this fit and are only shown in the lower panel.
1.3.5 Nonideal Hydrodynamics
The application of ideal-hydrodynamics to the observables at RHIC only hold in certain
regimes. As mentioned, the v2 predictions are only valid for central rapidities (|y| < 0.5)
and transverse momenta pT ≤ 2 GeV while at forward and backward rapidities ideal hy-
drodynamics also overpredicts the data. However, observables for forward and backward
rapidities at RHIC have been described by introducing a thermalisation coefficient [81].
For some reason the system no longer behaves as an ideal fluid. Either the system is
too dilute or perhaps internal friction and thermal conductivity are affecting the observ-
ables. If the system is not in thermal equilibrium then the thermodynamic irreversible
processes (viscosity and thermal conductivity) lead to energy dissipation and the system
can be described by nonideal hydrodynamics.
First order dissipative corrections to non-relativistic ideal hydrodynamics result in
the well known Navier-Stokes equations and can be generalised to relativistic systems
[48, 49]. However, these theories are acausal since the dynamic equations generated are
parabolic. One must consider up to second order, dissipative corrections to obtain a ca-
sual theory. The second order non-relativistic system is given in [82] and was generalised
to a relativistic system in [83]. It is important to note that there are other causal models
that have also been developed [84, 85, 86].
There have been a number of applications of nonideal hydrodynamics to HIC, both











simulations have been done for non-central collisions [93, 94, 95]
1.4 ROOT
The data volumes which LHC will provide are orders of magnitude larger than previous
experiments. For this reason, ROOT, an object orientated framework for large volume
data analysis, was developed, and has become the primary framework for analysis of
HIC events. Due to its prevalence in the HIC community there have been a number
of applications (e.g. THERMUS for thermal model calculations, ...) which have been
written to work within ROOT. In fact, it is such a useful framework that ROOT has
been used to develop applications outside the area of physics, for example in the financial
sector. However, as yet, there is no ROOT application for simulating hydrodynamic
systems. It is important to introduce such an application since hydrodynamic effects
have been shown to be important when regarding momenta observables. The main work
of this thesis aims to address this issue. By introducing such an application, we hope
to make hydrodynamic simulations more accessible to the broader HIC community and






















FCTHydro is a C++ package designed for the ROOT framework [96] for simulating
hydrodynamical systems. The package can be loaded as a library in ROOT and its rou-
tines are then accessable from the command line in ROOT. As ROOT is the framework
used by physicists in heavy-ion collisions, hopefully FCTHydro will broaden the use
of hydrodynamic simulations in heavy ion collisions. This package is also designed such
that the size of the system simulated is dynamic, in other words the size of the system
can be set at runtime. Previousely (for example in Fortran programs) it was necessary
to specify the size of the grid within the code itself. Thus each time the grid size was
changed, the code required recompiling before it could be run. With a dynamic grid size,
this is no longer necessary.
There are many different numerical schemes available for simulating a hydrodynami-
cal system, for example Lax-Wendroff, leapfrog, donor cell (or upstreaming) and smooth
particle. The algorithm we make use of is a flux corrected transport (FCT) algorithm
which is designed for solving one-dimensional continuity equations. This FCT algorithm
is especially useful when dealing with a system which contains large gradients. One tends
to find that most other Eulerian convection methods introduce large numerical diffusion
or else over correct and introduce numerical dispersion. Thus the FCT algorithm is ideal
for describing hydrodynamic systems which contain shock waves, as the shock waves
are accompanied by discontinuities and thus large gradients, in the densities, across the
shock front.
The FCT algorithm handles these difficult conditions by applying a corrected diffu-
sion to the dispersive transport. This is achieved by adding sufficient diffusion everywhere
and then removing it where it is not needed via a corrected antidiffusion. This antidiffu-
sion is nonlinear as it is determined locally for each point. Thus the diffusion is localised
to regions where non physical ripples would normally occur due to dispersion. It is
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manner.
A flux corrected transport algorithm can be broken into three distinct stages. The
first step is to convect or transport the density, then the density is diffused and finally
there is the antidiffusion stage.
The algorithm which we make use of is the one employed in LCPFCT Fortran library
[97]. It is a one-dimensional FCT algorithm with fourth-order phase accuracy designed


































As one can see from the above equations, the algorithm is designed for Cartesian α = 1,
polar α = 2 and spherical coordinates α = 3.
This flux correct transport is a high-order, monotone, positivity preserving, conser-
vative algorithm and as already stated, is accurate when dealing with steep gradients.
The well known SHASTA algorithm [98], which has been used in many phenomeno-
logical simulations of heavy-ion collisions, is also a flux corrected transport system. One
difference between these algorithms is that the values at the cell interfaces are used in
LCPFCT as opposed to the cell centre values as in SHASTA.
2.1 The FCT Algorithm
We will now review the particular FCT algorithm [97] to be used. During this discussion
the following notation convention is adopted for consistency: values defined at cell centres
are indicated with integer subscripts i while those with subscripts i + 12 describe values
at the cell interface between cells i and i + 1. The values at the interface i + 12 are the
averages of the values at the cell centres i and i+ 1. Similarly i− 12 describes the values
at the interface between cells i and i− 1.
The algorithm is also generalised in such a manner that both Eulerian and La-
grangian grids∗ can be implemented. The interfaces between cells are the finite-difference







i+1). The values of the grid
∗The spatial positions of the cells in a Lagrangian grid can change from timestep to timestep, while
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where vg is the grid velocity. Obviously, for a Eulerian grid vg = 0.
Since the algorithm depends on the fluxes into and out of the cells we need the

















(ρoi + ρi+1). (2.4)




2 , are determined by applying the appropriate boundary conditions via setting the
cell values at i = 0, N+1. There are four different types of boundary conditions one can
apply at the moment; periodic boundary conditions, anti-periodic, a hard wall boundary
condition and the last is a user specified boundary condition which is set through the
equations
ρ0 = S1ρ1 + V1, (2.5)
ρN+1 = SNρN + VN . (2.6)
The values of S1, SN are the user set slope multipliers and V1 and VN are user set additive
values.
Fig 2.1 gives an indication of the geometry of the system for the one-dimensional flow.
As stated previously the ri+ 1
2
are the finite-difference grid points and are the interfaces
bb b b b b b b
Ai− 1
2
1 2 i− 1 i i+ 1








Figure 2.1 – Geometry of one-dimensional grid
between cells i and i + 1. The Ai+ 1
2
represent the area of the interface between cells i
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What we now have is the purely convected density multiplied with the old cell volume
as the size of the cells have not yet changed. The next step is to add the sources, i.e. the
contribution due to the terms on the right hand side of (2.2). This then results in the




























[D2,i+1 −D2,i−1] + ∆tΛoiD3,i
Note: The boundary values of D1, D2, D3, C1 and C2 must be set by the user.
2.1.2 Diffusion
We can now add the diffusion, yielding the transported and diffused density ρ̃i;
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The left hand side of this equation contains the volume of the cell at the end of the
time step ∆t as this stage incorporates the changes due to the possible expansion or
contraction of size of the cells, in a Lagrangian grid system. The Λi+ 1
2
are the averaged
values of Λni and Λ
n
i+1. By choosing the values of the diffusion coefficients νi+ 1
2
and the
antidiffusion coefficients µi+ 1
2
appropriately, it is possible to reduce the phase errors from
[97] second order to fourth order. This is a correction which most SHASTA algorithms
do not employ, and as such generally have second order phase errors.
2.1.3 Antidiffusion
Now we have to calculate the antidiffusive fluxes, correct them and apply them to the
transported and diffused density ρ̃i. There are three available choices; explicit, implicit
and phonetical antidiffusion [99]. To understand the difference between these options we
will assume that we are considering a Eulerian grid, that there are no sources and adopt
the following notation [99]: The operation of transporting (or convecting) the density
will be denoted by the operator T , diffusion by D and antidiffusion by A. With these,
the different antidiffusion schemes can be expressed as
ρnE = (1 +A)(1 + T +D)ρ
0, (2.12)
ρnI = (1 +D)
−1(1 + T +D)ρ0, (2.13)
ρnP = [(1 +A)(1 + T ) +D]ρ
0. (2.14)
The problem with the explicit antidiffusion is that it has a residual diffusion which damps
short wavelengths, even for vanishing flow v → 0 (T → 0). The implicit scheme removes
this residual diffusion [98], however it can give erroneous results near shocks. Secondly
it depends on a numerically costly recurrence relation.
The antidiffusion we make use of is the phonetical antidiffusion which introduces
higher order terms to the antidiffusive fluxes which mean that the diffusion is exactly
cancelled when the flow vanishes v → 0. This scheme derives its name from “phoenix”:
‘features which sagged into shapelessness in the diffusion stage are “reincarnated” and
resorted to their original form during antidiffusion’[99].
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If the antidiffusive fluxes calculated above are applied, there is the risk of creating
maxima and minima in the antidiffusive stage which causes the numerics to become
unstable. Thus the antidiffusive fluxes at each point need to be corrected. This correction
is done according to the values of the density at that point and the surrounding points.





















Λni+1 [ρ̃i+2 − ρ̃i+1] , Si+ 1
2





the sign of [ρ̃i+1−ρ̃i]. This ensures that if ρ̃i is below ρ̃i+1 then the antidiffusive
flux does not push ρ̃i’s value above that of ρ̃i+1.
To understand what occurs when we correct the fluxes we must realise that f c
i+ 1
2
affects both ρ̃i and ρ̃i+1 in the antidiffusive stage. Consider the situation where Si+ 1
2
> 0.























i−1 i i+1 i+2 i−1 i i+1 i+2
Figure 2.2 – Calculation of the corrected antidiffusive flux
point i (as indicated by the larger point) follows the behaviour as show in Fig 2.2(a,b,d)
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enhancing extrema.
However, if the profile follows the behaviour described in Fig 2.2(c) the the flux is
left at its calculated value as long as it does not move the ρ̃i below ρ̃i−1 and also as long
as it does not move ˜ρi+1 above ˜ρi+2. If either of these would occur the antidiffusive flux is
corrected to avoid this. The overall affect is to steepen the profile when the antidiffusive
stage is applied. This type of correction is called strong flux correction and can tend to
leave a large net diffusion. Another consequence of this correction is a property called
“clipping”. Clipping occurs because of the property that no extrema which are present
after the diffusion stage are allowed to be enhanced by the antidiffusion. Thus a sharp
peak profile will be blunted [99]. There are possible alternatives but they all require
knowledge of the character of the solution.
Now that the antidiffusive fluxes have been corrected we can calculate the density
values at the end of the time step:













The algorithm can be used with a two step integration method method, where for each
time step the densities are evolved forward half a time step ∆t2 , using the values for
the sources and velocity profile at the beginning of the time step. The source terms
and velocity are then recalculated using the density at this stage and used to evolve the
densities from the beginning of the time step forward a full time step ∆t. The two step
method can be described by the following schematic [97]:
• Start with density, velocity and sources at the beginning of the time step: ρ0, v0
and D0j .
• Evolve density ρ0 forward half a time step ∆t2 using v0 and D0j to ρ
1
2 .













This method, reduces the numerical errors dramatically.
2.1.5 Multidimensional systems
The flux corrected algorithm described above is a one dimensional algorithm. How-
ever most physical systems of interest are multidimensional. This one-dimensional al-
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For this method the system is evolved in each of the dimensional directions using the
one-dimensional algorithm for each time step
This method is illustrated through the following example of a two-dimensional non-
relativistic hydrodynamic system [97]. The continuity equations describing the dynamics
of this system are
∂tρ+ ∂x(ρvx) + ∂y(ρvy) = 0, (2.21)
∂t(ρvx) + ∂x(ρv
2
x) + ∂y(ρvxvy) = −∂xP,
∂t(ρvy) + ∂x(ρvyvx) + ∂y(ρv
2
y) = −∂yP,
∂tE + ∂x(Evx) + ∂y(Evy) = −∂x(Pvx) − ∂y(Pvy).
To apply the timestep slip method we evolve the system in the x-direction for each
fixed value of y, then in the y-direction for each fixed value of x. This is done for each
timestep ∆t. The continuity equations for the evolution in the x-direction are




∂t(ρvy) + ∂x(ρvyvx) = 0,
∂tE + ∂x(Evx) = −∂x(Pvx),
and those for the y-direction are
∂tρ+ ∂y(ρvy) = 0, (2.23)




∂tE + ∂y(Evy) = −∂y(Pvy).
It is important to keep the timesteps small enough so that the fluxes do not change the
value of the cell values too much when evolving in either of the directions. When using
the timestep split method it is advisable to alternate the order of evolution directions,
so as to avoid introducing a bias into the system.
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2.1.6 Non-Conservative Convection
There is also a modification to this FCT algorithm for solving non-conservative convec-

















Note the difference between this equation and the conservative convection equation (2.2):
in this instance the velocity appears outside the gradient term, on the left hand side of
the equation. The only change to the algorithm occurs in the convection stage, where









































Now that the transported density ρ∗ is calculated, the sources, diffusion and antidiffusion
are calculated in exactly the same manner as above.
Table 2.1 – Table of variables used in the FCT algorithm
∆t time for one timestep
roi position of cell centres at beginning of timestep
rni position of cell centres at end of timestep
vf velocity of fluid
vg velocity of grid (Lagrangian)
Λi Volume of cell
Ai+ 1
2
Area of cell interface


















2.2 The FCTHydro Code
FCTHydro consits of various classes which are compiled into a shared library for loading
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hydrodynamic evolution simulations in heavy-ion collisions. It consits of the base classes
FCTFluid, FCTVeloctiy, FCTGrid and FCTVector.
We will now describe the FCTVector, FCTGrid, FCTVelocity and FCTFluid
classes. For each we will review the important members and member functions. The
members are listed with the name of the member followed by the data type of the
member and then a description of the member. The functions are listed with the name
of the function with the input variables and is followed by the output type. The use of
each function is also provided. At the end of each section there is a diagram indicating
the order in which the functions must be called. An arrow means that the function(s)
to the left of the arrow must be called before the function(s) to the right of the arrow.
Any input variable with an “s” prefix indicates it is used to set the value of a member
of the class.
The members of the classes which correspond to parameters of the flux corrected
transport algorithm with integer subscripts, i.e. the cell centre values, have N+2 compo-
nents. The first (i = 0)† and last elements (i = N +1) are set according to the boundary
conditions. The values of i = 1...N are the values for the physical cell centres
The members corresponding to the cell interface values, i.e. those in the algorithm with
half integer superscripts have N+1 elements. The first element i = 0 is for the lower
boundary cell interface r 1
2




This is a class for a dynamic array of doubles. It is this class which gives FCTHydro
the dynamic system size functionality. As stated before, the benefit of this functionality
is that the size of grid for the system you wish to simulate can be decided at run time
instead of before compile time. FCTVector contains the following members
N Int t size of the vector
vector Double t [] pointer to dynamically set vector of doubles
and the following important member functions
SetSize(Int t sN) void
Fill(Double t fillvalue) void
operator[ ](Int t N) Double t&
operator=(const FCTVector& sV ec) FCTVector&
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As the name suggests, the SetSize() sets the size of the array of doubles to the value of
sN . Fill() is used to fill the entire array with the value fillvalue. The operator “[ ]” takes
the input integer N and returns the value of the array at position N . The overloaded
operator “=” sets the array of the FCTVector object to the same size and the same
entries as that of sV ec.






This class contains all the geometrical values which depend on the grid cells and the
functions for initialising the grid and calculating these geometrical values. The following
members are important.
N Int t number of cell centres
alpha Int t coordinate systems (2.7), (2.8)
dx Double t used for initialising a uniform grid
x0 Double t the lower boundary of the grid
oldvolElement FCTVector old volume of cell; oldvolElement[i] = Λ0i
volElement FCTVector volume of cell; volElement[i] = Λni
hArea FCTVector hArea[i] = Ai+ 1
2
x FCTVector cell centres x[i] = ri
hx FCTVector cell interface positions; hx[i] = rn
i+ 1
2
oldhx FCTVector old cell interface positions; oldhx[i] = ro
i+ 1
2
hgridV el FCTVector cell interface velocities; hgridV el[i] = V g
i+ 1
2
Recall that the superscript “o” indicates the value at the beginning of the timestep and
“n” the value at the end. Now we list a few of the important member functions;
SetParams(Int t sN , Int t salpha, void
Double t sdx, Double t sx0)
SetVectorSize() void
SetDeltat(Double t vdt) void













26 CHAPTER 2. FCTHYDRO
As is indicated by the name, SetParams() is used to set the values of the members N ,
alpha, dx and x0. SetVectorSize() sets the size of the vectors. This is done as de-
scribed above; the parameters with integer subscripts have N+2 elements to account
for the boundary values, and the parameters with half-integer subscripts have N+1 ele-
ments. Once the variables are set with SetParams() and SetVectorSize() has been called,
InitialiseGrid() can be called. This calculates the initial values of the geometrical param-
eters of the grid. TranslateGrid() is called to calculate the new geometrical parameters
(values at the end of the timestep). This function must be called at least once, even if
you are using a Eulerian grid, as volElement is calculated for the first time here. If you
are using periodic boundary conditions for this grid direction, then SetPeriodicBCs()
must be called with true. SetDeltat() has been created to allow for easily varying the
step size of the timesteps. (section §2.1.4).
























This class contains all of the velocity dependent parameters and the necessary functions
for calculating them. Some important members of this class are
maxN Int t size of arrays allocated in memory
N Int t size of the system being simulated
BC1 Int t type of boundary condition at lower edge
BCn Int t type of boundary condition at upper edge
scrhSwitch Double t variable for adjusting diffusion and antidiffusion co-
efficients
fluidV el Double t [ ] flow velocity at cell centre; fluidV el[i] = vfi
hfluidV el Double t [ ] flow velocity at cell interface; fluidV el[i] = vf
i+ 1
2
hdeltaF luid Double t [ ] difference between flow velocity and grid velocity
at cell interface; hdeltaF luid[i] = ∆vi+ 1
2
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mu Double t [ ] velocity dependent antidiffusion coefficient;
mu[i] = µi+ 1
2
Having both N and maxN allows one to have only one FCTVeloctiy object when
working with a multidimensional system. In this case maxN is set to the size of the
largest grid dimension. Then N is set to the size of the grid for the dimension in which
you are evolving (when using the split timestep method section §2.1.5). See section §4
for an application of this functionality. If the is grid uniform, scrhSwitch = 0 and
the velocity is constant, then the simulation has fourth-order phase accuracy. However,
better results for simulations can be obtained by adjusting scrhSwitch, but the choice
for optimisation will depend on the system simulated.
The following member functions are useful
SetParams(ifstream ∗confile) TString
SetVectorSize (Int t smaxN) void
SetBCs(Int t sBC1, Int t sBCn, Double t sS1 = 1, void
Double t sV 1 = 0 Double t sSn = 1, Double t sV n = 0)
SetFluidVel(Double t ∗valF luidV el) void
SetDeltat(Double t vdt) void
SetN(Int t sN) void
SetZeroFlux(Int t i) void
SetZeroDiff(Int t i) void
SetScrhSwitch(Double t sscrhSw) void
ApplyBCs() void
VelDepFuncts(FCTGrid ∗Grid) void
The function SetParams() takes an pointer to a configuration file which specifies the
value for scrhSwitch. Else SetScrhSwitch() must be called to set its value. SetBCs() is
used for setting the boundary conditions at the lower and upper ends of the grid. The
user set values for (sS1, sV 1) and (sSn, sV n) are only used if BC1 = 1 or BCn = 1,
respectively. The function ApplyBCs() applies the boundary conditions to the fluidV el.
The function SetN() is used for setting N , while SetVectorSize() allocates the memory
of the arrays according to maxN . SetDeltat() performs the same function as in the
FCTGrid class.
VelDepFuncts() takes as an argument the FCTGrid object corresponding to the
direction in which the evolution is occurring and calculates all the velocity dependent
parameters. SetZeroFlux() is used to ensure that there is no flux through a hard-wall
boundary condition (BC=2) at interface ri+ 1
2
, while SetZeroDiff() is used at the bound-
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This class contains the necessary functions and parameters for convecting a specific
density. Important members are
maxN Int t size of arrays allocated in memory
N Int t size of the system being simulated
BC1 Int t boundary condition at lower edge
BCn Int t boundary condition at upper edge
correctAntidiffF lux Int t bool switch for correcting antidiffusive
fluxes
residualDiff Double t parameter for adding extra diffusion to
the system should be corrected; equation
(2.19)
hanitdiffF lux FCTVector antidiffusive fluxes
fluidMass FCTVector density multiplied by cell volume
density FCTVector density values
olddensity FCTVector density values at the beginning
of the timestep
The parameters maxN and N perform the same function as in the FCTVeloctiy class.
The important member functions are
SetParams(ifstream ∗confile) TString
SetVectorSize (Int t smaxN) void
SetBCs(Int t sBC1, Int t sBCn, Double t sS1 = 1, void
Double t sV 1 = 0 Double t sSn = 1, Double t sV n = 0)
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Bool t sMode4)
SetSources(Double t *C1, Double t *D1, Double t *C2, void
Double t *D2, Double t *D3)
SetDensity(Double t ∗SDensity) void
SetDeltat(Double t vdt) void
SetN(Int t sN) void
SetCorrectAntiDiffFlux(Int t sCADF ) void
SetResidualDiff(Double t sresdiff) void
ApplyBCs() void
ApplyBCsTo(Double t *sVector) void
ConvectLCP(FCTGrid *Grid, FCTVeloctiy *Velocity) void
ConvectCNV(FCTGrid *Grid, FCTVeloctiy *Velocity) void
Sources(FCTGrid *Grid, FCTVeloctiy *Velocity) void
Diffuse(FCTGrid *Grid, FCTVeloctiy *Velocity) void
AntiDiffuse(FCTGrid *Grid, FCTVeloctiy *Velocity) void
LCPFCT(FCTGrid *Grid, FCTVeloctiy *Velocity) void
CNVFCT(FCTGrid *Grid, FCTVeloctiy *Velocity) void
SetParams() take the pointer to a configuration file to set the values of
correctAntidiffF lux and residualDiff . If these are not set in the file then SetCor-
rectAntiDiffFlux() and/or SetResidualDiff() must be called. SetVectorSize(), SetN(),
SetDeltat() and SetBCs() have the same function as they do in the class FCTVelocity.
ApplyBCs() applies the boundary conditions to the density vector, while ApplyBCsTo()
applies the boundary conditions to an array with pointer sV ector and is used to apply
boundary conditions to source terms.
The function ConvectLCP() and ConvectCNV() perform the connective part of the
evolution for the conservative equation (2.2) and the nonconservative equation (2.24),
respectively. Sources() adds the contribution to due to the source terms (2.10), Diffuse()
performs the diffusive part (2.11) and AntiDiffuse() calculates the corrected antidiffusive
fluxes and performs the antidiffusive stage of the calculation. All of these functions take
a pointer to an FCTGrid object and an FCTVeloctiy object as these objects hold the
geometrical and velocity dependent parameters for the dimension in which the evolution
is occurring.
Rather than call each of these functions separately one can call LCPFCT() to do a
complete evolution for timestep size set by SetDeltat() for the equation (2.2). CNVFCT()
does the same but for the nonconservative equation (2.24)


























































































The above classes can be compiled into a shared library libFCTHydro.so, which can
then be loaded into the ROOT environment. Thus one can write ROOT macros which
use the FCTHydro to solve any number of generalised transport equations of the form
of (2.2) or (2.24), in any number of dimensions. Another alternative is to write a class or
set of classes to do this. This second option allows one to compile an executable which
can be run without opening ROOT.
Thus any hydrodynamic simulation, from (1+1)-dimensional to (3+1)-dimensional,
ideal, non-ideal, relativistic or non-relativistic can be run within ROOT. What changes
from system to system is the manner in which FCTHydro is applied. In the next two
chapters we present two such applications.
2.2.6 How To Use
A ROOT macro is provided below to illustrate how one can use FCTHydro to convect
a distribution. This specific macro is used to convect a square wave with a constant




























for (int i=1; i<=N; i++)
{









The macro first loads the FCTHydro library. It then instantiates a FCTFluid, FCT-
Grid and a FCTVeloctiy object for a system with a maximum of N points. The grid is
a cartesian grid (α = 1) with grid spacing dx and its left edge at x0. The macro also sets
the boundary conditions for a hard wall at both ends of the grid, turns off all sources,
and sets the spatial size of the system and the timestep size. It then initialises the grid
and translates it once to calculate necessary grid parameters. The fluid and velocity
profiles are set, the velocity’s boundary conditions applied and the velocity dependent
variables calculated. These only need to be calculated once as the velocity is constant.
Finally the density profile is convected forward conservatively 20 timesteps. In order
to convect it non-conservatively one must replace the command “rhos.LCPFCT(&grid,
&v)” by “rhos.CNVFCT(&grid, &v)”.
2.3 Testing
To test whether the base classes of FCTHydro have been coded correctly we compared
some simple simulations with those using LCPFCT Fortran routines [97]. These consist
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the tests were done on a Eulerian grid with N = 50 points, the left boundary at x0 = 0,
grid spacing of dx = 1.0, timestep size dt = 0.2. A constant velocity of v = 1.0 was used
and there are no sources terms.
The first three tests were done using periodic boundary conditions on a rectangular
coordinate system (α = 1), where three profiles, one a square wave, another a circular
wave and the third a Gaussian, where convected across the grid. After 500 timesteps the
output from FCTHydro was compared to that from the LCPFCT Fourtran routines
and the exact solution. The Figures 2.3, 2.4 and 2.5 show the solution for the square
wave, circular wave and the Gaussian distributions respectively. In each of the figures
the FCTHydro solution is indicated by the solid line, the solution from the LCPFCT
Fortran routines by the squares and the exact solution by the dotted line. If one plots
the solutions from FCTHydro and the LCPFCT Fortran routines using lines, then
they are indistinguishable to the eye for all three plots. There is a small difference, most
likely due to the significant figures used when the output from the LCPFCT Fortran
routines is saved to file. Another indicator of the accuracy of the code is the test
x








Figure 2.3 – Convection of a square wave distribution . The output from FCTHydro (solid
line), LCPFCT Fortran routines (squares) and the exact solution (dotted line)
are compared.
for conservation. The integral of the densities, over the grid, should be constant as the
conservative convective transport (2.2), without source terms, was used. In Table 2.2 the
difference in the integral of the densities before and after the evolution are compared. As
is evident, the algorithm is incredibly accurate as there is only a deviation of the order




















Figure 2.4 – Convection of a half circular wave distribution. The output from FCTHydro
(solid line), LCPFCT Fortran routines (squares) and the exact solution (dotted
line) are compared.
x








Figure 2.5 – Convection of a Gaussian distribution. The output from FCTHydro (solid
line), LCPFCT Fortran routines (squares) and the exact solution (dotted line)
are compared.
When the above convection tests are repeated, this time using the non-conservative
convection equation (2.24) we obtain same results as for a constant velocity profile,
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Scenario Initial value Difference between
initial and final
Square Wave 20 0
Circular Wave 1.5709682e1 5e-15
Gaussian 8.862262 5e-15
Polar Coordinates 2.5132741e3 5e-12
Spherical Coordinates 1.089085e5 1e-10
Table 2.2 – Conservation check: The integral of the initial densities is given as well as the
difference between this and the integral of the final density from FCTHydro
The next tests were done using the polar (α = 2) and spherical (α = 3) coordinate
system. The results in Fig 2.6 were obtained by transporting an initial square wave
distribution according to the conservative transport equation (2.2) on a polar coordinate
system for 75 timesteps. The same is done for the nonconservative convection equation
(2.24) which is shown in Fig 2.7. As before the FCTHydro solution and the LCPFCT
Fortran routines’ solutions are indistinguishable to the eye.
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Figure 2.6 – Conservative convection of an initial square wave distribution on a polar coor-
dinate system. The output from FCTHydro (solid line) and LCPFCT Fortran
routines (squares) are compared.
The last two tests were done for a spherical coordinate system (α = 3). Again, an
initial square wave distribution is convected using the conservative equation, Fig 2.8, and
non-conservative equation, Fig 2.9. And, again, the solutions are indistinguishable.
For both the polar and spherical coordinate systems the integral of the densities was




















Figure 2.7 – Non-conservative convection of an initial square wave distribution on a polar
coordinate system. The output from FCTHydro (solid line) and LCPFCT
Fortran routines (squares) are compared.
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Figure 2.8 – Conservative convection of an initial square wave distribution on a spherical
coordinate system. The output from FCTHydro (solid line) and LCPFCT
Fortran routines (squares) are compared.
Table 2.2 show that the numerics are still very accurate, with a difference of the order
of 10−12 and 10−10 for polar and spherical, respectively. The relative difference for all
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Figure 2.9 – Non-conservative convection of an initial square wave distribution on a spherical
coordinate system. The output from FCTHydro (solid line) and LCPFCT
Fortran routines (squares) are compared.
As mentioned, in the next two chapters we present two hydrodynamic applications
of FCTHydro. The first is for a (1 + 1) dimensional, relativistic, ideal hydrodynamic
problem; TRelHydro. The second is for a (2+1) dimensional, non-ideal, non-relativistic
application; TNonideal xy. These applications are coded as classes with their necessary
functions and compiled into share library files which can be loaded into ROOT, thus












Now that FCTHydro provides tools for solving continuity equations, how can these
tools be used to simulate hydrodynamic systems? More specifically, relativistic sys-
tems, as these are the ones of interest in heavy ion collisions. In answer, this chapter
presents an application of FCTHydro to a (1+1) dimensional, relativistic, ideal hy-
drodynamic system. This is achieved via the package TRelHydro. By considering a
simpler (1+1) dimensional system, it is easier to illustrate the application of FCTHydro
to relativistic systems. Also the known analytic solutions to certain (1+1) dimensional
systems can be used as a test for the accuracy of the numerics. TRelHydro is still a
useful tool in its own right as (1+1) dimensional simulations are of great use in heavy ion
collisions for obtaining first order approximations to the momenta distributions. In the
next chapter other challenges are considered in the form of multi-dimensional, non-ideal
hydrodynamic systems.
The first section of this chapter presents the theory behind the code in TRelHydro.
The evolution equations for the (1+1) dimensional relativistic system are described as
well as the various equations of state which are included in TRelHydro. There is also
a description of the freeze-out process implemented. In the second section the code is
presented in the same manner as for FCTHydro; a description of all classes along with
their most important members and functions are provided. At the end of this section
there is also a brief explanation on how to run a simulation using TRelHydro. In the
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3.1 Theory
In (1+1) dimensions the flow four-velocity reduces to uµ = γ(1, v, 0, 0), with γ =
1√
1 − v2
, and the hydrodynamic equations,
∂νT
µν = 0,







for the components of the energy-momentum tensor. Furthermore, for ideal hydro-
dynamic systems, equation (1.3), we can use the relations, T 0x = (T 00 + P )v and
Txx = vT0x + P , to rewrite these equations as decoupled equations for T
00 and T 0x;
∂tT
00 + ∂x(vT
00) = −∂x(vP ), (3.1)
∂tT
0x + ∂x(vT
0x) = −∂x(P ).
Similarly the equation for the conserved currents
∂νN
ν = ∂t(γn) + ∂x(γvn) = 0,
can be written as
∂t(Ñ) + ∂x(vÑ ) = 0, (3.2)
where Ñ = γn is the lab-frame density. The equations (3.1) and (3.2) are now in the
form of the generalised conservative convection equation (2.2) solveble by FCTHydro.
From the comparison with equation (2.2) we see that in (1+1) dimensional, ideal hydro-
dynamics we can evolve the components T 00 and T 0x, of the energy-momentum tensor,
with source terms −∂x(vP ) and −∂x(P ), respectively. While, conserved currents have
no source terms and it is the lab-frame densities Ñ which are evolved.
The system of equations (3.1) and (3.2) are not fully deterministic as there are three
equations and essentially four unknowns; the energy density, ε, pressure, P , fluid velocity,
v and conserved number density, n†. Thus an equation of state is needed to supply the
fourth constraint via an equation for the pressure as a function of the energy and number
densities. To simulate this system the following formalism is followed











• Given a distribution for T 00, T 0x and Ñ at the beginning of a timestep, perform a
fit using the equation of state to find the associated distributions of P and v.
• Use P and v to determine the values of T 00, T 0x and Ñ at the end of the timestep.
This method is repeated for as many timesteps as necessary.
Non-relativistic systems are easier to simulate since it is the energy, the various
momentum components and the number density themselves which are evolved. Usually
the equation of state can be rewritten as a fairly simple algebraic equation in terms of
the evolved variables. As described above for relativistic hydrodynamics, though, it’s the
energy-momentum tensor components T 00 and T 0x and the lab-frame density Ñ which
are evolved, while the equation of state is in terms of local rest-frame densities. Thus it
is very unusual to find algebraic equations for v and P in terms of T 00, T 0x and Ñ , using
the equation of state. Thus in relativistic hydrodynamics there is usually an extra step
of computation needed at each timestep in terms of a numercial fit to find the values of
P and v. If the equation of state has the simple form P = c2sε − β, however, we can







00 − β]2 − 4c2s(T 0x)2 + (c2s − 1)T 00 + β
]
, (3.3)
P = c2sε− β,
v =
T 0x
T 00 + P
,




3.1.1 Equation of State
There are currently four different equations of state which have been coded and included
in TRelHydro. One is for a gas of massless particles and another for a thermal hadron
gas. The third is for a baryonless gas of quarks and gluons which undergoes a phase
change to a gas of pions. Finally there is also the facility for a tabulated equation of
state.
Massless Particles
This equation of state is for a gas of massless particles which obey Boltzmann, Fermi-
Dirac or Bose-Einstein statistics. In fact, the gas can consist of various fractions of these
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for Bose-Einstein (upper sign) and Fermi-Dirac (lower sign) particles, in terms of the
temperature, T , the chemical potential, µ, the volume, V , the energy, E, and the degen-
eracy of the paticles, g. From these we are able to calculate the pressure, energy and














Table 3.1 gives these variables as a function of temperature for systems with zero net
baryon density, i.e. systems where µ = 0. From these results it clearly follows that the
























Table 3.1 – The pressure, energy density and particle density of a gas of massless particles
which obey Boltzmann, Bose-Einstein and Fermi-Dirac statistics are given for the
case where µ = 0.
equation of state, for all three statistics, is simply p = ε3 . Hence we can use the algebraic
equations (3.3) with c2s =
1
3 and β = 0.
Thermal Hadrons
This is the equation of state for a thermal gas of hadrons including resonances. The code
interfaces with the THERMUS package [101] to calculate the energy density, pressure
and baryon density, in the grand-canonical ensemble. In this ensemble the logarithm, of
the partition function for a multi-component hadron gas, is given by























with the upper signs for fermions, the lower sign for bosons and where µi is the particle
chemical potential. For each individual particle i, its chemical potential is written in
terms of its baryon Bi, strangeness Si and charge number Qi as well as the corresponding
chemical potentials µB, µS and µQ, respectively:
µi = BiµB + SiµS +QiµQ. (3.7)
In the current application of this equation of state, the charge density and strangeness
density are zero. This is achieved by setting µQ to zero, while µS is constrained, such that
the strangeness is zero. THERMUS also allows for a γS factor to account for possible
incomplete strangeness saturation [102, 103]. Our default is to have γS = 1.
Since THERMUS gives the pressure, energy and baryon density, given the tem-
perature and baryon chemical potential, a fitting function is used in conjunction with
THERMUS to find the values of the temperature, µB and velocity for given values of
T 00, T 0x and the lab-frame baryon density Ñ . Using the calculated values of tempera-
ture and µB , the pressure, local rest-frame energy and baryon densities are calculated.
This is done for each cell on the grid during each evolution timestep. This process can
become incredibly resource consuming, and was the orginal reason for introducing the
tabulated equation of state functionality.
Quarks, Gluons and Pions
This is the equation of state for a baryonless gas which undergoes a first order phase
transition from a state of massless quarks and gluons to one of pions at some critical



















where Nc is the number of colours, Nf the number of flavours and B is the Bag constant.
This is the equation of state for a Stephan-Boltzmann gas with a bag constant introduced
and is the equation of state for the well know bag model [104]. The bag model is
obtained by introducing a Bag constant term, Bgµν , into the energy-momentum tensor,
which moves the perturbative vacuum of the quarks and gluons below the level of the
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During the phase change the system is in a mixed phase of the above two gases and
the temperature and pressure are constant. At this critical temperature, T = Tc, the
pressure of the quark-gluon gas is the same as that of the pion gas PQ = Pπ. These
criteria can be used in two manners, firstly one could fix the bag constant, B, and find
the corresponding critical temperature. Alternatively, one could set the value of the
critical temperature and find the corresponding value for the bag constant. Thus for








the gas is in the mixed phase and T = Tc
and PQ = Pπ = Pc.
Since there is such a simple relation between the pressure and the energy density,
equation (3.3) can be used with c2s = 1/3 and β =
4
3B and for the quark-gluon gas and
c2s = 1/3 and β = 0 for the pion gas.
Tabulated EOS
This is an equation of state where the pressure is given in a tabulated form, as a function
of the local rest-frame energy and baryon density. Thus we have a two dimensional grid
with one axis corresponding to energy density, the other to baryon density and at each
point in the grid the pressure is given.
To calculate the values of the pressure at points (n, ε), which do not correspond to
grid points, we use a bilinear interpolation. In the diagram below, the corner points










We would now like to calculate the pressure P at the point of interest, which corresponds












P1 = P [i][j] P2 = P [i+ 1][j]
P3 = P [i+ 1][j + 1] P4 = P [i][j + 1],
where the first component corresponds to the baryon density and the second to the
energy density. By defining the variables
t =
n− n[i]
n[i+ 1] − n[i] (3.12)
u =
ε− ε[j]
ε[j + 1] − ε[j] (3.13)
we have, from bilinear interpolation, that P is given by
P = (1 − t)(1 − u)P1 + t(1 − u)P2 + tuP3 + (1 − t)uP4. (3.14)
When this tabulated equation of state was used for the thermal hadron gas, an issues
arose as there is a region in the (n, ε) plane of non-existence, as indicated in Fig 3.1. Thus
n
























Figure 3.1 – Contour plot for pressure, as a function of energy and baryon density, for a
hadron gas. The white region is the region of non-existence.
you might have the situation where the P2 and possibly P3 do not exist. We illustrate
























































Figure 3.2 – Illustration of existence edge (dashed line) in (n, ε) plane. The open circles are
points where the pressure does not exist, while at closed circles the pressure does
exist
where the pressure exists while the open circles are outside the region of existence, i.e.
the pressure does not exist. In this situation we “restructure” the grid around the point
of interest and estimate ghost values for P3 and P2, as shown in diagram on the right
in Fig 3.2. To estimate the value of P3, we assume that the pressure values along the











(P4 − P00) . (3.15)
The initial assumption was to then assume that the point P2, lay on the same plane as
points P1, P3 and P4, this however gave unsatisfactory results as discontinuous behaviours
are obtained between adjacent grid cells. Lets assume that the point of interest lies on
the boundary line (dashed line). In this situation there will be a discontinuous jump in
the value for P as the point crosses the boundary between two cells of the grid.
A better choice is to fix P2, such that the bilinear fit reproduces the same value for
the point (α, εj), i.e. Pα, as equation (3.15). This then yields
P2 =













where from equation (3.15)




(P1 − P00) .
now the values for P along the boundary line are continuous across the grid cell bound-
aries.
TRelHydro makes use of the tabulated equation of state along with a set of fitting
functions to determine the values of P and v for a given set of values for T 00, T 0x and
Ñ .
3.1.2 Freeze-Out
In (1+1) dimensions the freeze-out hypersurface becomes a freeze-out curve, and as such















where epsilon is the Levi-Civita symbol and the curve has positive orientation for in-
creasing ξ. Thus, if we have the freeze-out curve, the number of particles which have














is the slope of the curve and the curve is orientated positively.
In order to perform this freeze-out we require the freeze-out curve, which is deter-
mined by the freeze-out criteria. In this hydrodynamic application, freeze-out is chosen
to occur when the temperature reaches a freeze-out temperature Tfo. At each timestep
we step through the grid looking for adjacent cells whose temperatures are on either side
of Tfo. A linear interpolation is done between the temperatures of the two cells to de-
termine the spatial coordinate corresponding to temperature Tfo. Linear interpolations
are then also used to calculate the energy density, baryon density, particle density and
flow velocity at this point. We also set a flag to indicate the direction of the normal.
There may be regions where “numerical” instantaneous freeze-out occurs. This is
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- + + + -
- + + + -
- - - - -
x
t
The “+” and “−” signs indicate that the temperature is either above or below Tfo. In
this situation, there is instantaneous freeze-out for the middle cell in the second row.
In this case, we interpolate linearly between this cell and the one above it to find the
temporal coordinate which corresponds to the value Tfo. Again we interpolate to find
the values of flow velocity, energy, baryon and particle density at this point.
By performing the linear interpolation, we obtain a much smother curve than taking
the first order choice of choosing the interface between the inside and outside cell as the
point on the freeze-out curve.
At the end of the simulation the rapidity spectra of the particles can be created
using the stored data on the freeze-out curve (§3.3.2). There is the option to perform the
freeze-out online (while the simulation is running), but at this stage the matter frozen
out is cold, it has no thermal distribution.
3.1.3 Initial Condition
TRelHydro has a built in initial condition for setting the initial profiles of the distribu-















with half-width, r0, skin-width, β, and maxima ε0 and n0, respectively. All the other
distributions are then calculated from these and the fact that the velocity v = 0. It
is, however, possible to use load ones own initial profiles for the energy density, baryon
density and velocity.
3.2 The Code
TRelHydro consists of the main class, TRelHydro, a container class for parameters,
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the equation of state, TRHEOS. Having this base class for the equation of state allows
one to code various interchangeable equation of states and introduces the functionality
of being able to load any equation of state you wish to use at run time. Thus one
can code their own equation of state class as long as it contains implementations of the
virtual functions defined in TRHEOS class. The various interchangeable equation of
states which are currently included are implemented through the classes; TRHBagEOS,
TRHMassless, TRHThmCFO and TRHTabEOS.
The descriptions of the classes follow the same format as for those of FCTHydro:
For each class we review the important members and member functions. The members
are listed with the name of the member followed by the data type of the member and then
a description of it. The functions are listed with the name of the function and its input
variables and followed by its output type. The use of each function is also provided. At
the end of each section there is also a diagram indicating the order in which the functions
must be called. An arrow means that the function(s) to the left of the arrow must be
called before the function(s) to the right of the arrow. Any input variable with an “s”
prefix indicates that it is used for setting the value of a member of the class.
3.2.1 TRHParam
This is a container class for the various parameters which are used in the system and
simplifies the setting and checking of parameters at run time. It’s members are
N *Int t number of physical cells
dx *Double t initial size of each cell
dt *Double t timestep
hdt *Double t half of timestep
x0 *Double t lower edge of grid
xn *Double t upper edge of grid
writeInterval *Int t number of iterations to run between each
output of data
noWrite *Int t number of times to output data
time *Double t time at end of time step
twoStep *Int t bool switch for the twostep method
e0 *Double t maximum value of initial energy density
b0 *Double t maximum value of initial number density
a *Double t variable for setting skin-width of Wood-Saxons
distribution
r0 *Double t variable for setting half width of Wood-Saxons
distribution
toll *Double t numerical tolerance for vacuum
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You will notice that all of the members are in fact pointers to the values of the parameters.
The total number of timestep iterations is determined by the product of writeInterval
and noWrite. The parameters e0, b0, r0 and a are used in the built in initialisation
script of TRelHydro. This script initialises the energy density and baryon density to a
Wood-Saxons distribution with halfwidth r0, skinwidth a × dt and maximum values e0
and b0, respectively. The most useful function is
SetParams(ifstream *confile) void
which takes a pointer to a configuration file containing the values for the parameters. See
section §3.2.5 for information on the layout of this file. There are also “Get” functions
for all of the parameters which return pointers their values.
3.2.2 TRHEOS
This is the base class from which all the various interchangeable equation of state classes
inherit. It contains the virtual function definitions of the functions required by the classes
which use the equation of state. It also has the common parameters for all the equation
of state classes;
N Int t size of the system
Toll Double t numerical tolerance for vacuum
Temp FCTVector vector for temperature profile
The virtual functions required are
SetParams(ifstream *confile) virtual TString
SetVectorSize(Int t sN) virtual void
CalcVelEpsPresTemp(Double t *Nbnr, Double t *T00, virtual Int t
Double t *T0x,Double t *vel, Double t *eps,
Double t *bnr, Double t *pres)=0
InitPresTemp(Double t *eps,Double t *bnr, virtual void
GetEntropy(Int t i, Double t *eps, Double t *bnr, virtual Double t
Double t *pres)=0
GetNumDens(Int t i, Double t *eps, Double t *bnr, virtual Double t
Double t *pres)=0
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The function SetParams() takes a pointer to a configuration file to set Toll, else SetToll()
must be called. As usual SetVectorSize() is used to set the size of the system. The
function InitPresTemp() is used to calculate the initial pressure and temperature profiles
of the system given the known initial local energy density and local baryon density
profiles. GetNumDens() returns the number density given that the local energy and
baron densities are known. During the evolution of a relativistic hydrodynamical system
the equations of motion are used to evolve the components of the energy-momentum
tensor and the lab-frame baryon density. CalcVelEpsPresTemp() calculates the flow
velocity, local energy and baryon density the pressure and the temperature, given values
for the lab-frame baryon density and energy-momentum tensor components. There are
currently four different types of equations of state which have been coded. As the classes
below all inherit from this TRHEOS class, they all contain the above functions and
members, however, their implementations vary.
What follows is the descriptions of the four equation of states which are currently
included in TRelHydro. For each one the additional parameters and functions which
they require, above those already mentioned, are described.
TRHMassless
This contains the routines for a thermal gas of massless Boltzmann, Fermi-Dirac or Bose-
Einstein particles, or mixtures there of. The extra members which are needed by this
class are
Qstats Double t [3] array of fractions of gas which are
[Boltzmann, Fermi-Dirac, Bose-Einstein]
g Double t degeneracy factor
And the extra functions are
SetQStatsFrac(Double t Boltz, Double t FD, Double t BE) void
PrintQstats() void
SetG(Double t sg) void
SetParams() now also sets g, else SetG() must be called. SetQStatsFrac() is used to set
the fraction of the gas which is Boltzmann, Fermi-Dirac and Bose-Einstein. It performs
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the fractions to standard output and is needed as Qstats is a private member.








































This class performs the calculations for a Grand Canonical thermal hadronic gas equation
of state by interfacing with the THERMUS package [101, 105]. This thermal equation
of state can have a baryon (µB) and strangeness (µS) chemical potential. At each point
on the grid for each time interval, this class tries to find the temperature, flow velocity
and baryon and strangeness chemical potentials for given values of the lab-frame baryon
density and components of the energy-momentum tensor. There are a collection of
external fitting functions which make use of the “broyden” and “newt” routines from
the Numerical Recipes libraries [106]. Broydens Method is a generalisation of the secant
method to higher dimensional nonlinear systems and “newt” uses a globally convergent
multi-dimensional Newton’s method. The external fitting functions are located in the
file “HOESfuncts.cxx”.
Some important members of this equation of state class are
fitV el Double t value for the flow velocity fitted
by the externalfunctions
Widths Bool t switch for using widths in the
thermal model
Qstats Bool t switch for using quantum stats in
the thermal model
ParticleList TString file containing the particles to be
loaded in the thermal model
bF itEpsCut Double t local energy density value above
which the fitting is done
broydnStartTemp Double t starting temperature value for the
broyden fit
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broydnStartMuS Double t starting µS value for the broyden
fit
MuB TRHVector vector for µB
MuS TRHVector vector for µS
constrainMus Bool t switch for constraining µS with
strangeness density set to zero
pset TTMParticleSet Thermal Particle Set object
thParams TTMParameterSetBSQ Thermal Parameter Set object
thm TTMThermalModelBSQ Thermal Model object
TTMParticleSet, TTMParameterSetBSQ and TTMThermalModelBSQ
are THERMUS classes. They are the classes related to the Grand Canonical Ensemble
which consists of the particles listed in the TTMParticleSet object. The following are
important member functions of TRHThmCFO;
SetParticleSet( TString ParticleList); void
SetTMuBMuS( Double t sT=0.1, Double t smub=0.0, void
Double t smus=0.0)
SetWidths(Bool t withWidths) void
SetQStats(Bool t sQstats) void
SetbFitEpsCut(Double t sbF itEpsCut) void
SetBroydnStartValues(Double t sT , Double t sMb, void
Double t sMs=0.0)
SetParams() is used to set the values for Widths, Qstats, ParticleList and bF itEpsCut,
else SetWidths(), SetQStats(), SetParticleSet() and/or SetbFitEpsCut() must be called.
As usual SetVectorSize() is used for setting the size of the FCTVector objects in the
class. SetTMuBMuS() sets the values of the temperature, µB and µS in the thermals
model parameter object, thParams. The function SetBroydnStartValues() sets the start-





























































































The down side to this equation of state class, is that at each time step and for
each point on the grid, a fit is performed for the temperature and other thermodynamic
parameters. Since for each step of the fitting process THERMUS does a number of
multidimensional integrations, the numerics can be very computational intensive. The
speed of the simulation can be dramatically improved with the use of a tabulated equation
of state. Although this is less accurate, the dramatic increase in speed is well worth it.
Thus if you would like to do simulations with a the thermal equation of state above, it
is preferable to do one set of fits to create the table, then use the table for various initial
conditions.
TRHqgEOS
This class performs the necessary calculations for the equation of state of the gass which
consists of quarks and gluons at higher temperatures and massless pions at lower tem-
peratures. There is also a mixed phase during the first order phase change between these
two states. It has the extra members
Nc Double t the number of colours
Nf Double t the number of flavours
Bag Double t the bag constant
Tc Double t the critical temperature for the phase change
And extra functions:
SetNc(Double t sNc) void
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SetBag(Double t sBag) void
SetTc(Double t sTc) void
The function SetParams() also sets Nf and Nc, and either Tc or Bag from the con-
figuration file values. If these are not specified in the file then SetNf(), SetNc() and/or
SetBag() or SetTc() must be called. Since the values of Tc and Bag are related; if you
set the critical temperature Tc using SetTc() it also calculates the corresponding value
for Bag. Similary if Bag is set using SetBag() then the corresponding value for Tc is
calcualted. Thus one either runs SetTc() or SetBag(), and not both. If both a value for




































































This class was written for simulating a system using a tabulated equation of state. This
class uses the fitting routines “newt” and “zbrent” of the Numerical Recipes in C libraries
[106]. The routine “zbrent” finds the root of a function using Brent’s method. Again
there are external fitting functions which use these routines and they are collated in the
file “TABfuncts.cc”. The tabulated equation of state provides the temperature, number
density, pressure, µB, µS and entropy density as a function of energy density (ε) and
baryon density (nB).
Instead of the keeping the values in two-dimensional histograms we opted for cre-
ating an array of BDensObj objects. Each of these objects correspond to a particular
value of the baryon density and contains an array for energy density values and arrays
for the corresponding values of pressure, temperature, µB, µS and entropy density. It
is important that the values of the corresponding Edens (energy density) elements of
different BDensObj objects have the same value∗. See below for a description of the
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BDensObj class. The members which are needed by TRHTabEOS are
MuB FCTVector vector for µB profile
MuS FCTVector vector for µS profile
Bdens TObjArray array for BDensObj objects
BLastPos Int t position in the object array just below fitted nb
ELastPos Int t position in the energy density array just below fitted ε
And the extra functions needed are:
WriteToFile(TString TabFName) void




GetMuB(Int t i) Double t
GetMuS(Int t i) Double t
GetBDens(Int t i) *BDensObj
SetVectorSize() now also sets the size of MuB and MuS. As the name suggests,
WriteToFile() outputs the tabulated eos to the file with name TabFName. GetNbins()
returns the number of BDensObj objects in the array Bdens. GetBLastPos() and
GetELastPos() return the values of BLastPos and ELastPos, respectively, as these are
private members. GetMuB() and GetMuS() return the i’th component of MuB and
MuS, respectively. LocateBnrEpsPosition() sets the appropriate values of BLastPos
and ELastPos given energy and baryon density values, ε and nb. GetBDens() returns a
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You will notice that there is no function for reading a tabulated equation of state from
a file. This is because everyone uses their own personal format when writing tabulated
data to file. One must create an instance of this class and then fill the TObjArray in
the appropriate manner. This can be achieved with a ROOT macro† to load your specific
tabulated eos into the TObjArray. This instance of TRHTabEOS can then be saved
in a ROOT file and thus loaded when it is needed by a hydrodynamic simulation.
BDensObj
This is the container class for the tabulated equation of state class TRHTabEOS. The
TObjArray Bdens contains instances of this class. The important members are
Ebins unsigned int number of components in the arrays below
density Double t baryon density value
Edens *Double t pointer to energy density array
T *Double t pointer to temperature array
Mub *Double t pointer to µB array
Mus *Double t pointer to µS array
Pres *Double t pointer to pressure array
Ent *Double t pointer to entropy density array
Num *Double t pointer to number density array
We opted to use arrays as opposed to instances of FCTVector as each of the vector
parameters has the same number of elements. The functions which this BDensObj class
use are:
BDensObj(unsigned int sN)
SetSize(unsigned int sN) void
WriteToFile(ofstream *ofile, Bool t printheaders) void
SetSize() sets the size of the arrays and the value of Ebins to sN . The constructor
BDensObj(unsigned int sN) creates an instance of BDensObj and then runs SetSize()
with the argument sN . The function WriteToFile() outputs the data of the instance
to the output file with the pointer *ofile. The bool variable printheaders informs the
function to precede the data in the file with a header explaining the output format, if
set to true.
3.2.3 TRHFO
This class contains all of the necessary functions and members needed for calculating
the freeze-out hypersurface and storing related data. It makes use of the container class
TRHFOData. TRHFO calculates the position of points along the freeze-out curve as
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well as the flow velocity, number density and information regarding the direction of the
outward normal to the freeze-out curve at these points. The main parameters for this
class are
eos *TRHEOS pointer to the object for the equation of state
N Int t size of the system
dt Double t timestep
Tfo Double t freeze-out temperature
fosurfF ile ofstream output file for the data points of the
freeze-out curve
dndyFile ofstream output file for the dNdy data
oldV el FCTVector velocity profile for previous time step
Num FCTVector particle number density profile
oldNum FCTVector number density profile for previous time step
oldTemp FCTVector temperature profile for previous time step
dNdy TH1D histogram of dNdy
foData TRHFOData [2] the containers for the freeze-out points
The first component of foData[0] contains the data points of the freeze-out curve from
the previous timestep while the second component foData[1] contains the points for the
current timestep. The important member functions are
SetParams(ifstream *confile) void
SetVectorSize(Int t sN) void
SetTfo(Double t sTfo) void
SetDeltat(Double t sdt) void
SetEOS(TRHEOS *eos) void
FindFreezeOutCurve(Double t *x, Double t *eps, Double t *vel, void
Double t *pres, Double t *bnr, Double t time)
InitFOData(Double t *x, Double t *eps, Double t *vel, void
Double t *pres, Double t *bnr, Double t time)
FreezeOutParticles() void
StoreOldValues(Double t *vel) void
OutPutData() void
OpenDataFile(TString DataFilesDir) void
SetParams() sets the value of Tfo using the file with pointer confile else SetTfo() must
be called. As usual, SetVectorSize() sets the size of FCTVector objects. SetEOS() sets
the pointer eos to point at the equation of state instance which is being used. This is
needed to access to the temperature profile and calculate the particle number density.
The function InitFOData() finds the points of the freeze-out surface at the start of the
simulation while FindFreezeOutCurve() calculates the points on the freeze-out curve
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the output files with names “dNdy.dat” and “fosurf.dat” in the directory specified by



























→ InitFOData() → FindFreezeOutCurve() · · ·
· · · → FreezeOutParticles() → OutPutData()
TRHFOData
This is a container class used by the TRHFO class. It contains the coordinates which
define the freeze-out curve as well as the value of the flow velocity and local number
density at these coordinates. There is also a variable which describes the direction of the
outward normal of the freeze-out curve. The important members of this class are
N Int t number points defining the freeze-out curve
Xpos FCTVelocity vector of spatial coordinates of the points on
freeze-out curve
Tpos FCTVelocity vector of temporal coordinates of the points on
freeze-out curve
V el FCTVelocity vector of flow velocity values at the points on
freeze-out curve
Num FCTVelocity vector of flow velocity values at the points on
freeze-out curve
Norm FCTVelocity vector of values defining the direction of the out-
ward normal to the freeze-out curve
Loc FCTVelocity vector of the location in the grid of the cells
whose centres are just outside the freeze-out
curve
The functions which are needed when using this class are:
ClearData() void
operator=(const TRHFOData& sfodata) TRHFOData&
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Double t snorm, Double t sloc, Double t stp)
GetN() Int t
ClearData() empties the vectors and sets N to 0. The function GetN() simply returns the
value of N and the operator “=” sets the current instance to have the exact same values
as the TRHFOData object sfodata. Finally the most useful function is AddFOpoint()
as this function adds the data for a new point on the freeze-out curve found by the
functions of TRHFO.
3.2.4 TRelHydro
Now we can now describe the main class TRelHydro and how it simulates a (1+1)
dimensional, relativistic hydrodynamic system with the aid of the classes TRHParam,
TRHEOS, TRHFO. As we saw at the beginning of this chapter, it is the lab-frame
baryon density ÑB and the energy-momentum tensor components T
00 and T 0x, which
are evolved.
The important members of TRelHydro are:
N Int t number of physical cells
EOS *TRHEOS pointer to eos object
FO TRHFO performs freeze-out functions
params TRHParam contains parameter values
velocity TRHVelocity calculates velocity dependent parameters
grid TRHGrid calculates geometry parameters
T00 FCTFluid for evolving T 00
T0x FCTFluid for evolving T 0x
Nbnr FCTFluid for evolving lab-frame baryon density
Fluids THashList list containing FCTFluid objects to simplify
coding
eps FCTVector local energy density profile
bnr FCTVector local baryon density profile
t00SourceD FCTVector profile of the source for T 00 evolution
t0xSourceD FCTVector profile of the source for T 0x evolution
entropy diff Bool t switch for calculating entropy production
OFNames *TString array of output file names
DataOutType TString specifies the type of data output
DataLocation TString directory in which to output data
heps *TH2D stores local energy density profiles
hpres *TH2D stores pressure profiles
hvel *TH2D stores velocity profiles
hbnr *TH2D stores local baryon density profiles
ht00 *TH2D stores T 00 profiles










3.2. THE CODE 59
htemp *TH2D stores temperature profiles
hmub *TH2D stores µB profiles
hmus *TH2D stores µS profiles
hent *TH2D stores entropy profiles
hdNdy *TH2D stores dNdy profiles
vel *Double t pointer to velocity profile
t00 *Double t pointer to T00 profile
t0x *Double t pointer to T0x profile
x *Double t pointer to position of cell centres
For each density which is evolved, an associated FCTFluid object is created. Then
THashList Fluids is used when the same call must be made to all the FCTFluid
objects. With this formulation, the addition of extra conserved currents to the system
is fairly simple. There are two options for the data output; file (DataOutType=File)
and histogram (DataOutType=Hist). If the histogram type is chosen then the TH2D
objects are used for capturing the various profiles else they are written to file. This is
done every writeInterval (section §3.2.1) time steps. The pointers vel, t00, t0x and x
are introduced to increase the readability of the code.
The member functions which must be called to simulate the system are:
TRelHydro(TRHEOS *sEOS,TString confFile)
SetEOS(TRHEOS *sEOS) void
SetParams(TString confFile) Int t
Initialise() void
Initialise(TRHVector *sEps, TRHVector *sV el, TRHVector *sBnr) void




OutputResults(Int t k) void




The function SetEOS() sets the equation of state you wish to employ by pointing EOS at
the instance of an equation of state class. SetParams() sets the parameters of the system
using the values specified in the configuration file with name confFile. See section §3.2.5
for the required format of the input data in the configuration file. TRelHydro() is
the constructor which then calls SetEOS() and SetParams() with the arguments sEOS
and confFile, respectively. The function SetEOS() must be called before SetParams(),
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Initialise() with out any arguments initialises the system such that the local rest-
frame energy and baryon densities have static Wood-Saxon distributions with half-width
r0, skin width a× dx and maximum values e0 and b0, respectively (see section §3.1.3).
This is done on a uniform grid with lower boundary at x0 and grid spacing dx. These
profiles are then used to calculate the lab-frame baryon density, T00, T0x, temperature
profiles, as well as any other profiles required by the equation of state class. The values
of these parameters are stored in the TRHParam instance, params.
If the function is called with the arguments (sEps, sV el, sBnr) then it initialises the
system with a regular grid with lower boundary x0, grid spacing dx and the profiles of the
flow velocity and the local rest-frame energy density and baryon density as specified by
the vectors with pointers sV el, sEps and sBnr, respectively. The other profiles required
are then calculated from these.
The functions SetOutPutTypeFile() and SetOutPutTypeHist() set the output type
to either an ASCII file or ROOT histograms, respectively. The ASCII output files are
located in the directory specified by the parameter outF ileDir (section §3.2.1). The
output directory can be over ridden by calling SetOutPutTypeFile() with the argument
DataFilesDir, a string with the path of the directory for the data output. The code
outputs the data at a certain timestep, according to the chosen style, by calling the
function OutPutData() with the argument k denoting which output it is in the sequence
of outputs. During the evolution, snapshots of the profiles are taken after a certain
number of specified iterations and stored in two dimensional histograms.The function
WriteHist() is called at the end of the evolution to write these histograms to a ROOT
file, in the directory specified by outF ileDir or DataFilesDir.
SetEntropy diff() is used to toggle the codes calculation of entropy production. The
bool variable sentropy diff is the switch and sEntF ile is the name of the file to which
the output must be written. If sentropy diff is true then CalcEntropyDiff() determines
the increase in entropy between the last timestep and this timestep. This is very useful
as a consistency check when simulating an ideal hydrodynamical system as there should
be no entropy production. Any increase in the entropy is then due to the numerical
errors alone.
Finally the function ConvectSystem() is called to simulate the evolution of the sys-
tem. The bool argument verbose, is a switch for outputting information to the standard
output every timestep as opposed to every writeInterval timesteps. The argument
freezeout is a bool switch for calculating the freeze-out curve and performing the freeze-
out. This is the function with the code structure for implementing the twostep method
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3.2.5 How To use















Firstly, load the the libraries for FCTHydro and the equation of state you wish
to use, in this case a gas of massless particles. Then load the library for the main
class TRelHydro and its necessary components. Once the various libraries are loaded
instantiate the equation of state class. Since the massless particle equation of state is
being use, the fractions of the gas which obey Boltzmann, Fermi-Dirac and Bose-Einstein
statistics must be set. In this case the gas is purely Bose-Einstein. Now that the equation
of state class has been initialised the TRelHydro class, here bob, can be initialised. The
file with name “Config.file” is the configuration file with the values of the parameters
(section §3.2.5).
The next three lines of code are for initialising the profiles. If all we had wanted were
static Wood-Saxon distributions for the local rest frame energy and baryon densities then
instead of these three lines one would just call Initialise(), with no argument. For a better
understanding of the scope of this code, we present an example where the initial profiles
are determined outside of TRelHydro. You might notice that bob.grid.InitialseGrid()
is called, this initialises the grid for use in another macro which determines the initial
profiles. The next line runs the macro “init hydro4.c” (shown below) which sets up a
static square wave for the local rest-frame energy density and sets the baryon density to
zero. These profiles are then passed to bob and the system is initialised.
The next line of code tells bob to calculate the entropy production and output the
data to the file ”./datafiles/entropy.dat”. Then bob is told to output the profiles to an
ASCII file in the directory specified in the container params. This is followed by the
call to OutPutData() with the argument “0”, which tells bob to output the the initial
profiles as the 0th output. Finally, bob is told to evolve the system without outputting
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Below is the macro “init hydro4.c” for calculating the initial profiles:
int nn=bob.N+2;
double hdx =*bob.params.GetDx()/2.0;






if (TMath::Abs(xx[i]) < 1.0+hdx) ee[i]=e1;
else ee[i]=e0;
}
Note that when a TRHVector class is instantiated without a size, then all the
elements of the vector are automatically zero.
Configuration file
Most of the classes listed above can get their parameter values from a configuration file.
This input file must have the data in a certain format. The name of the parameter
appears first and is followed by a equal sign “=”, then by the parameters value. These
must all be separated by spaces. Anything that occurs after the hash symbol “#” is
ignored. For example,
residualDiff = 0.9 # this text is ignored
sets the value of the parameter residualDiff to 0.9. See appendix B for a configura-
tion file which can be used for this (1+1)D system. The system only looks for parameters
that are needed and ignores the others. For example if we are using the equation of state
TRHMassless and the and there are values set for parameters of TRHThmCFO, then
the latter’s parameters are ignored.
3.3 Applications and Testing
In this section we present the solutions obtained from TRelHydro for systems with
known analytic results. These provide indications of the accuracy of TRelHydro and
thus for relativistic hydrodynamic simulations using FCTHydro.
3.3.1 Shock problem
The first test is a relativistic shock tube problem described in [107]. This is an extreme
system as the shock waves introduce large gradients and provides a tough constraint on
the numerics. If FCTHydro performs well for these initial conditions it should preform
well for most systems setups. The solutions obtained from TRelHydro, using different
values for the parameters, are compared to the analytic solution. The initial conditions
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and baryon density n0 = 1.0 and the second at pressure P4 = 0.1 and baryon density
n4 = 0.125. For the simulation a Boltzmann massless gas was used, i.e. the equation of
state is P = ε3 .
When the evolution begins, a rarefaction wave travels into the region of higher pres-
sure while a shock wave travels into the region of lower pressure. There are five separate










0 1 2 3 4
(b)
Figure 3.3 – An illustration of the shock problem: The initial conditions (a) and the solution
after time t (b).
fluid at the higher pressure is still undisturbed. Then we have the rarefaction wave which
is travelling left. This is followed by a constant state between the rarefaction wave and
the contact discontinuity which trails the shock front travelling to the right. Finally we
have the fluid at the lower pressure which is still undisturbed. The details of the analytic
solution can be found in [107].
A grid with N = 1000 points and grid spacing dx = 0.025 fm was used for all the
tests and the results are presented at time t = 3.75 fm/c. With this geometry, the effects
of residualDiff , of emplying the twostep method, of correcting the antidiffusion and of
the ration dtdx are investigated.
Effect of residualDiff
The results for values of residualDiff = 0.1, 0.5, 0.9 and 1.0 are presented in Fig 3.4,
where the lab-frame baryon density ÑB , pressure P and flow velocity v are given. For
these tests dt = dx/2, the twostep method is used and antidiffusion is corrected.
The parameter residualDiff controls how much extra diffusion is added, by hand,
to the system during the convection stage. Since this diffusion is added during the
convection stage, the antidiffusion stage will attempt to remove it along with the inherent
diffusion of the algorithm and the numerics. If residualDiff = 1, then there is no added
diffusion, while, as its value is lowered more artificial diffusion is added. From the graphs
it is evident, that as the extra diffusion is decreased the numerical solution gives a better
approximation of the analytic result. However, if insufficient diffusion is added to the
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numerical solution displays erroneous oscillations. Thus, adding extra diffusion removes
these oscillations (which are caused by dispersion), but also degrades the solution. To
obtain the best solution requires finding a balance between the effects of dispersion and
extra diffusion.
Effect of twostep method
To show the advantage of using the twostep method (section §2.1.4), tests were run with
and without this method for dt = dx/2, residualDiff = 0.9 and with the antidiffusion
corrected. The results are shown in Fig 3.5. These graphs show the improved accuracy
of the numerical solution when using the twostep method, especially in the vicinity of
the shock front and front edge of the rarefaction wave.
Effect of dtdx
The third set of tests show the effect of changing the ratio dtdx , which is related to changing




10 . For all the tests residualDiff = 0.9, the twostep method was used and antidiffusion
corrected.
It is evident, form the graphs, that the higher the value of dtdx , the more accurate
the numerical solution. Thus it is advisable to choose the highest value of dtdx such that
the cournat number does not exceed 12 . A cournat number of
1
2 is the upper limit for
stability of the flux corrected transport routines in FCTHydro.
Effect of correcting the antidiffusion
Finally the fourth set of tests with the shock problem show how important it is to correct
the antidiffusion. The results in Fig 3.7 were obtained with dt = dx2 , residualDiff = 0.9
and the use of the twostep method. When the antidiffusion is not corrected, the ripples
due to dispersion near the shock front are accentuated. These ripples become unstable
and the numerical solution diverges. It is very important to correct the antidiffusion
when steep gradients occur in the system.
†The cournat number given by v dt
dx




































Figure 3.4 – Shock Problem: The effect of residualDiff is shown by plotting the lab-frame



































Figure 3.5 – Shock Problem: The effect of using the two step method is shown by plotting








































Figure 3.6 – Shock Problem: The effect of the ratio of dt to dx is shown by plotting the lab-



































Figure 3.7 – Shock Problem: The effect of correcting the antidiffusion is shown by plotting
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3.3.2 Landau’s Solution
Analytic Solution
In [32] Landau presents an analytic solution for the expansion of matter after a nuclear
collision, in the case where the matter is fully stopped during the collision. Due to
the Lorentz contraction of the nuclei in the longitudinal direction, the gradients of the
macroscopic variables, such as pressure, density and temperature in this direction far
exceed those in the transverse direction. The result of which is that the expansion in
the longitudinal direction is dominant and the system can be approximated as a (1+1)
dimensional system. Landau assumed that the initial condition for his (1+1) dimensional





Figure 3.8 – Initial temperature distribution for Landau hydrodynamics
As the system evolves, the front edges expand outward at the speed of light, while
a rarefaction wave travels inward at the speed of sound, cs. The region between is
described by simple Riemann waves. The two rarefaction waves, from the edges, collide
in the centre after a time t = l/cs. The region where these two waves interact defines
the region of validity for Landau’s analytic solution. In this text we shall refer to this as
the Landau region. The geometry of this scenario is illustrated in Fig 3.9.
In finding the solution, the symmetry of the system is employed and only the right
half is considered. The x coordinate is also translated such that x = 0 corresponds to
the right edge of the distribution at t = 0. Under this transformation the system is
symmetric about x = −l and similarly x = −2l corresponds to left edge of the matter.
In addition, the following assumptions are made:
• The equation of state is P = c2sε.
• There are no chemical potentials; µB = µS = µQ = 0, and thus, no baryon density.
• The system obeys ideal hydrodynamics.
The solution for the simple Riemann waves is obtained using characteristics [49] and, in































Figure 3.9 – An illustration of the different regions evident in a hydrodynamic simulation with
Landau’s initial conditions
where the fluid velocity, v, and temperature, T , are constant along each characteristic.
On the characteristics, the flow velocity and the temperature are related via
αcs = w, (3.22)
where the α is the flow rapidity, α = arctanh v, and w = ln TT0 .
Using entropy conservation, since the hydrodynamics is ideal, and a Legendre’ trans-
formation from the parameters (x, t) → (T, α), a potential function χ(T, α) is found for






= 0: which is a result of the symmetry around x = −l. This boundary
condition states that the matter at the centre of mass is always stationary.
2. χ = 0 for αcs = −w, this describes the boundary between the Landau region and
the Riemann wave region.









w′2 − c2sα2)dw′, (3.23)
where I0 is the zeroth order Bessel function and β =
1 − c2s
2c2s
. In terms of this potential,
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If we now wish to implement freeze-out in this system a freeze-out criterion is required
and for our purposes it is choosen as a fixed temperature T = Tfo. The freeze-out
curve will then be an isotherm. With this criterion we can obtain a freeze-out curve for
relativistic (1+1) dimensional hydrodynamics.
For the section of the freeze-out curve in the region described by simple Riemann
waves, we know that the curve must lie on one of the characteristics as the temperature is
constant along both. Thus we find the flow velocity which corresponds to the temperature
Tfo using equation (3.22) and then the coordinates of the freeze-out curve are given by
equation (3.21).
For the section of the curve in the Landau region, we fix the temperature to Tfo and
let the flow rapidity take on values from α = 0 → αmax ≡ −wcs . The coordinates are then
calculated using the equations (3.24). An example of a freeze-out curve obtained from







Figure 3.10 – An illustration of the right half of the freeze-out curve in a hydrodynamics
system with Landau’s initial conditions
Numerical Solution
As a test for the numerical accuracy, TRelHydro was used to simulate a system with
Landau’s initial conditions, and the results compared to the analytic solution. The
massless gas equation of state was used as P =
ε
3
. The simulations were run with
dt = dx2 , using the twostep method and using corrected antidiffusion. The value of
residualDiff was varied over the values 0.1, 0.5, 0.9 and 1.0. Also a grid of N = 5001
points was used with grid spacing dx = 0.1.
The initial conditions consist of a static, square wave distribution with half width
l = 1.005fm, such that the maximum temperature is T0 = 1GeV. The simulation was
then run for 2600 timesteps and the freeze-out curve corresponding to temperature Tfo =
0.4GeV calculated. In Fig 3.11 the right half of the freeze-out curves are compared to
Landau’s analytic solution. For the comparison, the x coordinate of the analytic solution
is transformed back, such that x = 0 corresponds to the centre of mass.
The graphs show that the numerical solution gets better as less extra diffusion is
added to the system. In fact, for residualDiff = 0.9 the numerical solution is very
accurate. It is however important to add extra diffusion during the convection stage as
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diffusion added through the parameter resdiff is necessary to correct for anomalous
ripples caused by dispersion at a shock front.
x[fm]













Figure 3.12 – Numerical freeze-out curve in Landau hydrodynamics with
Tfo
T0
= 0.4 with no
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Note that at the position of the centre of mass the numerical solution cools slower
than the analytic solution as the freeze-out temperature is reached at a later time. This
is due to a combination of the implicit numerical diffusion and the fact that the initial
numerical distribution is not a pure square wave. The numerical initial condition’s tem-
perature distribution does not drop from T = T0 to T = 0 vertically but over the width
of a single grid cell, dx = 0.1. Thus the gradients in the numerical system are smaller
than for the analytic initial condition and hence the expansion rate is slower. This in
turn results in the numerical system cooling slower than the ideal system.
In support of this argument, Fig 3.13 shows that the deviation of the initial distri-
bution away from a square wave decreases the cooling rate at the centre of mass. The
figure compares the freeze-out curves for two simulations using the same parameter values
where one has a square wave initial condition and the other a Wood-Saxons distribu-
tion. Both initial distributions have the same half-width 1.005fm and maxima, while the
Wood-Saxons distribution has a skin depth of 0.05fm. The square wave distribution can
be interpreted as a Wood-Saxons distribution with skin width zero. Again this difference
x[fm]














Figure 3.13 – Freeze-out curves displaying the effect on the cooling of the system due to
increasing the skin width of the initial distribution.
in the cooling, as is evident at x = 0, is understandable as the square wave distribution
has steeper gradients and thus a higher acceleration of the matter away from the centre.
At present TRelHydro can only calculate the
dN
dy
spectra of cold matter (matter




malised particles using the freeze-out curve obtained from the numerical solution and
the Cooper-Frye freeze-out formalism. A similar method was employed in [108], where
the numerical solution for the freeze-out curve from SHASTA was used to show that
one cannot ignore the contribution from the spacelike‡ (in [108] referred to as timelike)
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section of the freeze-out curve.
According to the Cooper-Frye formalism the spectrum of particles frozen out through









For flow in the x-direction alone
uν = γ(1, v, 0, 0) = (coshα, sinhα, 0, 0)
and dσν = [−∂x∂ξ , ∂t∂ξ , 0, 0] dξ. Combining this with the form for the four momentum in
terms of rapidity, y, and transverse mass, m⊥, we have



























f(m⊥ cosh(y − α)) dξ dp⊥.
















p⊥m⊥f(m⊥ cosh(y − α)) dp⊥ dξ. (3.26)
Assuming that the distribution function f(pνuν) is that of massless particles which obey
Boltzmann statistics, we can evaluate the inner integral
∫ ∞
0









Thus all that is left, is to integrate along the freeze-out curve. To use the numerical

















are evaluated on the freeze-out curve.
This method is valid as long as the ratio of
Tfo
T0
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understood by calculating the minimum time a simulation must run and grid size which




the coordinates of the sharp point of the freeze-out curve (the furthest point from the


















eαmaxcs(β+1) [coshα+ cs sinhαmax] .
The graphs in Fig 3.14 show xmax and tmax for l = 1.0 fm and cs =
1√
3
. If the ratio
Tfo
T0
= 0.1 then the simulation must run for the time interval 1978 fm/c on a grid of
size 1973 fm. Since the initial halfwidth of the temperature distribution l = 1.0fm, we
need dx of the order 0.01 fm for a decent approximation to the analytic initial condition.
Thus we would need a grid with approximately 200,000 cells and thus at least 400,000
timestep iterations, as dt ≤ dx2 §. This is a huge simulation and not really feasible. Also,
the numerical solution may deviate fairly substantially after this number of iterations.
One might suggest that since xmax and tmax are linearly dependent on l, we could just
decrease l, however we would also have to decrease dx. So performing the freeze-out
numerically is not really feasible for the above scenario. Thus, it is preferable to use
T
foT



























and l = 1 fm.




for stability of the algorithm and the velocity of the
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example see Chapter 5.
3.3.3 Tabulated EOS
One must be carefull when using the tabulated equation of state. If the grid of your
tabulation is too course you could introduce large numerical errors. We will consider
the example of tabulating the Hadronic equation of state used in TRHThmCFO. We
initialised the densities with Wood-Saxon distributions with half-width 1 fm, skin-width
0.01 fm and maximum energy and baryon densities 0.9GeV fm−3 and 0.2fm−3, respec-
tively. We then used the equation of state classes TRHTabEOS and TRHThmCFO




from TRHThmCFO and using two different TRHTabEOS objects, which
were populated using TRHThmCFO, with different granularities. In regions where the
x

















obtained from TRHThmCFO and two different TRHTabEOS objects
which were populated using TRHThmCFO.
gradients changed most rapidly the courser tabulated equation of state gave a poorer ap-
proximation to the pressure values.
In describing the tabulated grids we use the following notataion; a0 :: da :: a1 signifies
a vector starting at a0 with increment da between elements and ending at a1. For both
grids, the energy density values start at 0 increase with step size 10−21 till 10−20 then in
step size 10−20 until 10−19, etc, until 0.01, where after it increases in step size 0.01 up to
1.0;
ε = 0, 10−21 × (1, 2, 3, 4, 5, 6, 7, 8, 9), 10−20 × (1, 2, 3, 4, 5, 6, 7, 8, 9), ... => 0.01 :: 0.01 :: 1
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to 1.0;
n = 0.0 :: 0.01 :: 1
While the fine grid has
n = 0, 10−10 ∗ (1, 3, 5, 7, 9), 10−9 ∗ (1, 3, 5, 7, 9), ... => 0.001 :: 0.00495 :: 1
3.3.4 Antidiffusion and Relativistic Hydrodynamics
When the equation of state is of the form p = c2sε − β and equation (3.3) is used to





. Since the distributions for T 00 and T 0x are treated independently







Recall that correcting antidiffusion means that antidiffusion is only applied to situ-
ations where four consecutive points produce a monotonic line (Fig 2.2). So, if for four
consecutive points of the T 00 distribution are monotonic while the corresponding points
on T 0x are not, then antidiffusion is applied to T 00 but not T 0x. It is possible then,









at some point. This would result in the square root in equation (3.3)
returning a Nan in the numerics and the simulation breaking. To account for this the




after antidiffusion, and if it is it resets the



































TNonideal xy - 2+1D
In non-equilibrium systems, the presence of the thermodynamic irreversible processes
internal friction (viscosity) and thermal conductivity result in energy dissipation. When
dissipation is present, ideal hydrodynamics no longer applies and we have entered the
arena of non-ideal (viscous) hydrodynamics.
In this chapter we use FCTHydro to simulate a causal, viscous, multi-dimensional
hydrodynamic system. The simulation provides some understanding of causal non-ideal
hydrodynamics and is also an illustration of FCTHydro’s wide functionality, in that it
can even be appiled to non-ideal systems. It also illustrates the application of FCTHy-
dro to a multi-dimensional system, via the time-split method (section §2.1.5).
The chapter begins with a review of relativistic, causal, viscous hydrodynamics.
Then an assumption is made on the form of the distributions to reduce the full (3+1)
dimensional to an effective (2+1) dimensional system which is considered in the weak
coupling and non-relativistic limit. Then a summary of the code used to apply FCTHy-
dro to this system is presented. Finally chapter concludes with some specific applications
and testing.
4.1 Theory
The well known Navier-Stokes equation, for non-relativistic non-ideal systems, was first
generalised to relativistic systems by Eckart [48] and Landau and Lifshitz [49]. These
non-relativistic and relativistic theories are obtained by considering first order dissipative
corrections to ideal hydrodynamics. Unfortunately, because only first order corrections
are considered, the equations obtained are parabolic and allow the propagation of per-
turbations to violate causality. In fact, the equations allow for propagations with infinite
speed [109] and have many instabilities [110]. By taking second order corrections into
account, a causal theory [82] was obtained and subsequently generalised [83] to rela-
tivistic systems. The equations obtained in [83] are consistent, in the non-relativistic
limit, with the linearised form of dynamics equations obtained using Grad’s 13-moment
method [111]. The dynamical equations obtained via these methods are hyperbolic and
thus causal. In the literature is common for the acausal theories to be referred to as first
order theories, while the casual ones as second order theories.
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servation equations for the conserved particle current and the energy-momentum stress
tensor. The ideal systems (in 3+1 dimensions) are characterised by only five independent
dynamical variables; the energy density, conserved particle density and the three compo-
nents of the flow velocity. However, the non-ideal systems are characterised by fourteen
independent variables. For both types of fluids, the systems of equations describing the
dynamics are closed through the equation of state.
For our discussion of relativistic, causal viscous systems, we choose the Eckart frame





Thus a non-vanishing conserved particle current is needed. If, however, there is no
conserved particle current then the Landau frame [49] must be used, where the 4-velocity
follows the energy flow. Also, we assume that the fluid is close to equilibrium and that
in the chosen frame only the pressure deviates from the equilibrium value. The local
rest-frame energy density, ε, and conserved number density, n, attain their equilibrium
values; ε = εeq and n = neq. While, P = Peq +Π, with P the isotropic pressure and Π
the bulk viscous pressure.
The conservation equations which govern the motion are then
∂µN
µ = 0, ∂µT
µν = 0, (4.2)
where
Nµ = nuµ,
T µν = (ε+ P +Π)uµuν − (P +Π)gµν + 2q(µuν) + πµν . (4.3)
Here, πµν is the shear stress tensor and qν is the heat flux. The round brackets around
the indices represent symmetrisation, A(µν) = 12 [A
µν +Aνµ], and the convention gµν =
diag(1,−1,−1,−1) has been chosen.
Unlike ideal systems, the entropy 4-current is no longer conserved:
∂µS
µ ≥ 0, (4.4)
where













µΠ − α1qνπµν) , (4.5)
and T is the temperature. Note the coefficients αi and βi that appear in the terms which
are second order in dissipative fluxes. They are determined by the equation of state
[112].
This causal theory depends on two assumptions. Firstly the dissipative fluxes, heat
flux and viscous pressures are independent variables. Secondly, the entropy is maximum











shear stress tensor obey [112]



























−lqπ∇νπµν − lqΠ∇νΠ + τqωµνqν ,
τπ∆
µα∆νβπ̇αβ + π











where the variables Θ, ωµν , σµν and aµ are the expansion scalar, the vorticity, the shear
tensor and the 4-acceleration, respectively. The coefficients κ, ζ and η are the thermal
conductivity and the bulk and shear viscosity coefficients, respectively. The associated
relaxation times, τi, and relaxation lengths for couplings, lij , are related [83, 112] to κ,
ζ and η via the βi and αi of equation (4.5). In these equations the following notation
has been employed. The projection on to the 3-space orthogonal to uµ is given by
∆µν = gµν − uµuν . The gradient vector ∇µ = ∆µρ∂ρ. The angular brackets in the





σ∆µρ) − 13∆µν∆σρ]Aσρ and the overdot denotes Ḃ = uλ∂λB.
In [113] these equations are considered in the weak coupling limit: there is no cou-
pling between viscosity and heat (α1 = α2 = 0) and there are no vorticity couplings.
Thermodynamic gradients are also assumed to be small allowing the terms with the
one-half factor to be eliminated. Finally the assumption that there is no coupling be-
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are
Θ = ∇µuµ,
σµν = ∆(µuν) − 1
3
∆µν∇ρuρ. (4.9)
The transport equations (4.7) together with the continuity equations (4.2) form a
system of hyperbolic partial differential equations for fourteen∗ (1+1+3+1+3+5) inde-
pendent variables {n, ε, uµ, Π, qµ, πµν}. The dynamical equations are closed with
the equation of state, which gives the isotropic pressure, P , as a function of the local
rest-frame energy density, ε, and conserved particle density, n.
4.1.1 2+1D Non-relativistic Hydrodynamics
It is important to gain some understanding of these non-ideal systems by first studying
them in the non-relativistic limit. Thus, for the rest of this section we no longer work in
natural units and must reintroduce the necessary factors of the speed of light, c. Also, to
obtain an effective (2+1) dimensional system we assume that the distributions of all the
variables are independent of the z coordinate. Thus all partial derivatives with respect
to z are zero and there is no flow in the z direction.
On reintroducing the required factors of c:




∂t, ∂x, ∂y, ∂z),






(ε+ P +Π)uµuν − (P +Π)gµν + 2
c2









Substituting these into the the continuity equations (4.2) and realising that T 00, T 0x,
T 0y, T xx, T yy and T xy can be expressed in terms of each other, using equation (4.3),
∗Allthough, the 4-velocity, heat flux and stress tensor have four, four and sixteen components, respec-
tively, they only contribute three, three and five variables. This is because uµuµ = 1, the stress tensor is
symmetric ,πµν = πνµ, and the orthogonality conditions qµuµ = 0 and π











equations (4.2) can be expressed as continuity equations for n, T 00, T 0x and T 0y:
∂tn+ ~∇ · (n~v) = 0,
∂tT
00 + ~∇ · (T 00~v) = −∂x
[






































































where we have introduced the notation ~v = (vx, vy) and ~∇ = (∂x, ∂y). To obtain these
equations we also made use of the orthogonality conditions πµνuν = 0 and q
µuµ = 0 to
express π0x and π0y in terms of πxx, πyy and πxy. Similarly, the transport equations for
the bulk viscous pressure and spatial parts of the stress tensor become

















xy + ~v · ~∇πxy = 1
γτπ
(2ησxy − πxy), (4.12)
where
Θ = ∂tγ + ~∇ · (γ~v),








Θ − [∂t + ~v · ~∇](γvx)
]
,








Θ − [∂t + ~v · ~∇](γvy)
]
,































[∂t + ~v · ~∇](γvy) −
γ2vy
2c2
[∂t + ~v · ~∇](γvx). (4.13)


















[∂t + ~v · ~∇]vy
]
. (4.14)
The non-relativistic limit is obtained by taking the limit c → ∞. In order to take
this limit of the conservation equations (4.11), we must realise that T 00 = E, T 0x = cMx
and T 0y = cMy, where E is the energy density and Mx and My are the momentum
densities in the x and y directions, respectively. Futher more, we will consider the mass
density ρ = mn, where m is the mass of the particles in the gas and n is the particle
number density, which is a conserved quantity. Then equations (4.11) reduce to
∂tρ+ ~∇ · (ρ~v) = 0,
∂tM



















∂tE + ~∇ · (E~v) = −∂x
[




(P + πyy)vy + πxyvx + qy
]
. (4.15)
The equation of state for a non-relativistic gas is ε = PΓ−1 , with Γ the gas constant, and
the local restframe energy density is obtained via




Similarly the transport equations for the bulk viscous pressure and the stress tensor
(4.12) reduce to
∂tΠ + ~v · ~∇Π = −
ζ
τΠ








































zz + ~v · ~∇πzz = 2η
3τπ














and the heat flux equations (4.14) to
∂tq









We have ignored the π0i, π00 and q0 terms as the orthogonality conditions πµνuν = 0 and
qµuµ = 0 indicate that they vanish in the non-relativistic limit. A usefull consequence
of taking the non-relativistic limit is the elimination of the time derivatives which occur
on the right hand side of the transport equations. This slightly simplifies the numerical
simulations.
4.1.2 Initial Conditions
There are five static initial conditions built into TNonIdeal xy from which to choose.
These are for a rectangular Wood-Saxons’, hard rectangle, hard circle, circular Gaussian
and an elliptic Wood-Saxons’ distribution for the energy density and baryon density.
The energy density for the rectangular Wood-Saxons’ is given by:
ε = (ε0 − ε4)
(
1 + exp








with half widths ξx and ξy and skin-widths βx and βy in the x and y directions, respec-
tively. The energy density for the hard rectangle initial condition is given by
ε =
{
ε0 if |x| ≤ ξx and |y| ≤ ξy
ε4 otherwise
(4.20)




2 + y2 ≤ ξx
ε4 otherwise
(4.21)
and for the circular Gaussian







Finally for there is an elliptic generalisation of the Wood-Saxons’
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In all of these ε0 and ε4 are the maximum and minimum values of the energy density.
The baryon density has the same form as the energy density but with a maximum of n0
and minimum of n4. The rest of the distributions are obtained from these and the fact
that the velocity v = 0.
4.1.3 Applying FCTHydro
Since this is a multi-dimensional system, the timestep split method (section §2.1.5) must
be employed. Thus, for each of the evolution equations (4.15) and (4.17) the terms
which depend on gradients with respect to x and y are separated and evolved separately.
From the comparison of equations (4.15) and equation (2.2) we realise that (4.15) are
conservative evolution equations and that the terms on the right hand side are the source
terms. Similarly, a comparison of equations (4.17) and equation (2.24) indicates that
(4.17) are non-conservative evolution equations and, again, the terms on the right are
source terms. When a source term has neither explicit dependence on, nor contains
derivatives with respect to x or y, then half of it is added to the x-evolution and the other
half to y-evolution. To prevent a dependence on the order chosen for the one dimensional
evolutions, the source terms are calculated at the beginning of each timestep.
4.2 The TNonideal xy Code
The second application of the FCTHydro is for a two-dimensional non-ideal non-
relativistic system where the profiles depend on the x and y coordinates. This appli-
cation has a simpler setup than the previous case as it uses a simple non-relativistic gas
equation of state. For this reason we have removed the implementation of a separate
class for the equation of state, although this could be added relatively simply. There is
also, as yet, no freezeout implementation. Thus we have only two classes, the main class
TNonideal xy and a container class TNIParam.
4.2.1 TNIParam
As with the previous implementation there is a container class for most of the parameters
of the system. These are:
Nx *Int t number of physical cells in x direction
Ny *Int t number of physical cells in y direction
dx *Double t initial size of each cell in x direction
dy *Double t initial size of each cell in y direction
dt *Double t timestep
hdt *Double t half of timestep
courant *Double t courant number - if negative, dt is fixed
dtmax *Double t maximum allowed timestep
time *Double t time of current timestep
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noWrites *Int t number of times profiles are saved
twoStep *Int t bool switch for using twostep method (sec-
tion §2.1.4)
residualDiffT ij *Double t residual diffusion coefficient for energy-
momentum tensor components
residualDiffP i *Double t residualDiff for stress tensor components
correctAntidiffF luxT ij *Int t bool switch for correcting the antidiffu-
sive fluxes for the energy-momentum ten-
sor components
correctAntidiffF luxPi *Int t bool switch for correcting the antidiffusive
fluxes for the stress tensor components
Gamma *Double t Γ factor for the non-relativistic gas equa-
tion of state
x0 *Double t lower edge of x-grid
xn *Double t upper edge of x-grid
y0 *Double t lower edge of y-grid
yn *Double t upper edge of y-grid
EvolvBulkPres *Int t bool switch for evolving bulk pressure
EvolvStressTens *Int t bool switch for evolving stress tensor com-
ponents
EvolvHeatF lux *Int t bool switch for evolving heat flux compo-
nents
e0 *Double t maximum, initial, local restframe energy
density
b0 *Double t maximum, initial, local restframe number
density
a *Double t variable for skin depth of Wood-Saxon dis-
tribution
xsix *Double t width of distribution in x direction
xsiy *Double t width of distribution in y direction
eta0 *Double t variable for adjusting the η distribution
tau0 *Double t variable for adjusting the τπ distribution
fred *Double t variable for adjusting the initial distribu-
tions of the stress tensor
toll *Double t numerical vacuum tolerance
outF ileDir *TString directory for data output
The variables e0, b0, a, xsix, xsiy and fred are used when initialising the profiles using
the built in, initialisation routines (section §4.1.2). The parameter a is related to the
beta’s in section §4.1.2; βx = a dx and βy = a dy. The distributions of η and τπ are
multiplied by the factors eta0 and tau0, respectively, if eta0, tau0 > 0. If they are
negative then η and τπ are set to the constant values |eta0| and |tau0|, respectively. If
the value of courant is negative then dt is kept constant, at its initial value, throughout
the evolution. All of the variables in this class have an associated “Get” function which
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SetParams(ifstream ∗confile) TString
which takes as an argument the pointer to a configuration file to set the values of the
variables. It returns the names of the variables which were not set in the configuration
file.
4.2.2 TNonideal xy
This is the main class for simulating the system (4.15) and (4.17). In the code we have
used the notation T00 ≡ E, T0x ≡ Mx, T0y ≡ My, and Nbnr ≡ ρ. The 2 dimensional
profiles are stored in TMatrixD objects with the columns corresponding to the x values
and the rows to the y values. This class has a number of important members, namely:
params TNIParam container object for variable values
T00 *TMatrixD energy density
T0x * TMatrixD momentum in x-direction
T0y *TMatrixD momentum in y-direction
Nbnr *TMatrixD particle number density e
PI *TMatrixD bulk stress pressure
pi xx *TMatrixD shear stress tensor component πxx
pi yy *TMatrixD shear stress tensor component πyy
pi zz *TMatrixD shear stress tensor component πzz
pi xy *TMatrixD shear stress tensor component πxy
qx *TMatrixD heat flux in x-direction
qy *TMatrixD heat flux in y-direction
xvel *TMatrixD x component of flow velocity
yvel *TMatrixD y component of flow velocity
pres *TMatrixD isotropic pressure
Temp FCTVector vector for temperature profile
tau PI FCTVector vector for τΠ profile
tau pi FCTVector vector for τπ profile
tau q FCTVector vector for τq profile
lambda FCTVector vector for λ profile
eta FCTVector vector for η profile
zeta FCTVector vector for ζ profile
Fluid FCTFluid object for doing the 1D evolutions
velocity FCTVeloctiy object for calculating the velocity depen-
dent parameters for 1D evolutions
xgrid FCTGrid object for calculating the x grid geometri-
cal parameters
ygrid FCTGrid object for calculating the y grid geometri-
cal parameters
OFNames *TString array of output file names
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DataLocation TString directory for data output
D1 FCTVector D1 source profile
D2 FCTVector D2 source profile
D3 FCTVector D3 source profile
C1 FCTVector C1 source profile
C2 FCTVector C2 source profile
There are pointers to TMatrixD objects, which have the name of a distribution postfixed
by “o”, which stands for “old”. These objects contain the distributions of the associated
parameters at the begging of the timestep, e.g. T00 and T00o are related. For the shear
stress tensor components, bulk pressure and the heat flux, there are also pointers to the
TMatrixD objects which are prefixed by “S”. These contain values of the associated
parameters which are needed for the evolution of the stress tensor, bulk pressure and
heat fluxes. There are also TH2D objects with pointers to them, which can be used for
storing snapshots of the associated distributions in a 2D histogram, e.g.. hpixx, is used
to store the pi xx distribution.
The are a number of member functions for this class. Some of the private functions are




ConvectDensityX(Double t valdt) Int t
ConvectDensityY(Double t valdt) Int t
EnergyMomentumFCTX(Int t rj) void
StressTensFCTX(Int t rj) void
StressTensFCTX(Int t rj) void
BulkPressX(Int t rj) void
HeatFluxX(Int t rj) void
EnergyMomentumFCTY(Int t xi) void
StressTensFCTY(Int t xi) void
BulkPressY(Int t xi) void
HeatFluxY(Int t xi) void
SetSourceValues() void
CalcDt() void
The function SetSystemSize() creates the TMatrixD and TH2D objects on the stack
and sets the size of the FCTVector objects, once the values of Nx andNy have been set.
DelHists() and DelMatricies() are used for releasing the memory which was used for the
TMatrixD and TH2D objects. The function ConvectDensityX() is used for convect-
ing all distributions forward one timestep valdt in the x-direction. ConvectDensityY()
does the same in the y-direction. EnergyMomentumFCTX() evolves the rj’th row of
the energy-momentum and particle distributions in the x-direction. StressTensFCTX(),
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bulk stress pressure and the heat flux components. Similarly the functions which are
postfixed by “Y” evolve the xi’th column in the y-direction.
SetSourceValues() determines the values of the stress and heat flux parameters as well as
the values of the pressure and velocity components which will be needed for calculating
the source terms for the different evolution equations.
CalcDt() calculates the value of dt. It chooses the lower of dtmax and the value deter-
mined by the courant number and the maximum velocity, if the courant number is set
to a negative value then dt is kept at its initial value.
The functions which one must call in to simulate the system are
TNonIdeal(TString sConfFile)
SetParams(TString confFile) Int t
Initialise(Bool t WS = 1, Bool t cylinder = 0, Bool t sphere = 0, void
Bool t gaussian = 0, Bool t elliptic ws = 0)
SetOutPutTypeFile( TString DataFilesDir ) void
SetOutPutTypeHist( TString DataFilesDir) void
SetOutPutTypeMatrix(TString DataFilesDir ) void
ConvectSystem(Bool t verbose) Int t
OutputResults(Int t k) void
Conserve(TMatrixD *density) Double t
The function SetParams() takes, as its argument, the name of a configuration file. It
then passes a pointer, to this file, to the necessary components for the setting of vari-
ables. This function outputs the names of the parameters not set by the configuration
file to standard out. The constructor TNonIdeal() calls the function SetParams() with
argument sConfFile. The functions SetOutPutTypeFile(), SetOutPutTypeHist and
SetOutPutTypeMatrix() are used to set the format of the data output to either ASCII
files or ROOT files of TH2D’s or TMatrixD’s, respectively. If they are called with
the argument DataFilesDir, then the output files are written to directory specified
by DataFilesDir. If there is no argument then the files are witten to the value of
DataLocation in the TNIParam object.
Initialise() is the function which initialises the grids and distributions of the system.
The grids are regular in both directions with Nx cells of width dx and lower boundary x0
in the x-direction, and similarly for the y-direction. The arguments determine whether
the distributions are going to be rectangular Wood-Saxons’, hard rectangle, hard circle,
circular gaussian or elliptic Wood-Saxons distributions as described in section §4.1.2.
The function ConvectSystem() simulates the evolution of the system, with verbose infor-
mation if verbose=true. This is the function which has the code structure to implement
the twostep method if twoStep = 1. OutPutData() is used to output the data in the
format specified above. Conserve() integrates the density distribution, pointed to by







































































4.2.3 How To Use









Firstly the FCTHydro library is loaded followed by the TNonideal xy library. Once
these libraries are loaded, a TNonideal xy object, bob, is instantiated with the con-
figuration file conf2.f ile which contains the values for the parameters of the system.
The distributions are then initialised with the static elliptic Wood-Saxons’ distribution.
Then bob is told to output snapshots of the distributions as matrices in the direc-
tory“../datafiles”. The second last line tells bob to output the initial distributions, while
the last line convects the system without displaying verbose output.
4.3 Testing and Applications
As noted in the first section of this chapter, we wish to gain an understanding of non-ideal
hydrodynamic systems. To simplify matters we consider systems in the weak coupling
limit, described by the equations (4.2) and (4.7). These are then simplified further by
also considering the non-relativistic limit, which reduces them to the equations (4.15)
and (4.15).
Consistency check
Before performing the nonideal simulations we performed a simple consistency check.
The output of TNonideal for an ideal hydrodynamic system was compared with the
output from a corresponding simulation by the LCPFCT Fortran routines. TNonIdeal
can be used to simulate an ideal systems by setting the initial distributions of the bulk
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evolution with the switches EvolvBulkPres, EvolvStressTens and EvolvHeatF lux.
The results for these mulit-dimensional sysems were consistent.
4.3.1 Application: Boltzmann gas of Israel particles
To study a non-ideal system we need the form for the bulk viscosity, ζ, shear viscosity, η,
and thermal conductivity, κ, as well as the relaxation times τΠ, τπ and τq. One possible
model is a Boltzmann gas of Israel particles. The Israel particle [114] is a relativistic
generalisation of the Maxwell Molecule [115].
Introducing the reduced temperature, z =
mc2
kBT
, this model gives, for low tempera-































where σ is the scattering cross section. In the above expressions the expansion in z has
been truncated after the highest order term. It is interesting to note that for a gas, the
viscosity coefficients increase with temperature. If we now assume that the gas is ideal
(P = nkBT ) and that the particles are hard spheres (σ = r













































Next, realising that the relaxation times are related to the βi’s in equation (4.5) via
[113, 116]:
τΠ = ζβ0, τq = κc
−2Tβ1, τπ = 2ηβ2, (4.26)




























Since in the non-relativistic limit the bulk viscosity becomes zero, there is no evolu-
tion of the bulk stress pressure. Also to simplify matters we consider a system with no
heat flux. Hence there is only the evolution of the stress tensor terms.
Another piece of information required for the evolution is the gas constant Γ. By
assuming a Boltzmann gas, we find in the local restframe that the pressure, P = nkBT ,
and the energy density, ε = 32nkBT . Since P = (Γ − 1)ε, the gas constant Γ = 53 .
Numerical values
To calculate values for η and τπ, we require the mass and radius of the particles in the
gas. Let’s consider the gas to consist of particles with a mass such that, at standard





(1.292 × 10−3 g cm−3)(1.381 × 10−16 g cm−2s−2K−1)(273.15 K)
(1.01325 × 106 g cm−1s−2)
= 4.810 × 10−23g. (4.28)
To obtain the radius of the particles we will assume that the shear viscosity is that of air
when at a temperature of 293.15 K: η = 1.8 × 10−4 g cm−1s−1 [49]. Thus, from (4.25),











(4.81 × 10−23)(1.381 × 10−16)(293.15)
π
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1.8 × 10−4 g cm−1s−1
1.01325 × 106 g cm−1s−2
= 1.8 × 10−10 s. (4.30)
This value sets a limit on the possible temporal step size used in the evolution. To
understand why, lets assume that the flow and its gradients in the system are negligible.






An accurate numerical simulation of this equation requires dt≪ τπ. If the pressures and
temperatures in our model are near those at STP, the simulation requires dt ∼ 10−11 s.
A second constraint on dt is from the courant number. The stability of the FC-
THydro routines require that the courant number, v dtdx ≤ 12 . To obtain another estimate
for dt, let’s assume that a shock wave is created during the expansion with mach number







where CP and CV are the heat capacities at constant pressure and volume, respectively.
If, in addition, the gas is monotomic, then CP/CV =
5
3 and at STP the speed of sound
†
cs ∼ 3.6 × 104 cm s−1. This gives the estimate for a maximum velocity of vmax =
5.4×104 cm s−1. If the the initial condition distributions for the hydrodynamic system are
of the order of a centimetre then they would suggest a grid spacing of dx ∼ 0.1−0.01 cm
and as such a step size of dt ∼ 10−7 s. Thus the shock wave would need an highly
unrealistic mach number of the order of 104 before the courant number determined a
stepsize of the order of the one determined by the relaxation time.
The value of τπ indicates the necessity of a much smaller value for dt than the
courant number does and as such a much larger number of timesteps would be required
to simulate a non-ideal as apposed to the associated ideal system. Ideal systems do not
contain τπ and thus dt only depends on the courant number. Fortunately this discrepancy
will not occur when treating an ultra-relativistic gas as is shown in section §4.3.2.
Since our primary concerns are to gain an understanding of the relativistic systems
and to show the validity of the application of FCTHydro to non-ideal systems, we need
not fix ourselves to the quantitative values obtained above. In fact to show the validity
of the application of FCTHydro we should test a variety of η and τπ values. Similarly
we are interested in the effect of τπ on the system, as this is a parameter which does not
occur in the widely studied first order theories.
There are two possible means of increasing the value of τπ, while keeping its qual-
itative behaviour. The first method is to calculate η and τπ via (4.25) and (4.27) and
†For diatomic molecules of which our air primarily consists of, CP /CV =
7
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then manually increase τπ by a multiplying through a factor [case A]. The second is to
calculate η, increase its value manually and then calculate τπ via (4.27) [case B]. Note
that we only consider increasing τπ as decreasing it would necessitate an even smaller
value of dt.
Initial Conditions and System Setup
For all the simulations below we used the same setup and initial conditions, which are
described below. Items appearing within square brackets “[ ]” indicate which variables
of TNonideal xy are used to create the condition and their values.
Initial Condition: A static circular Wood-Saxon’s distribution with a radius of 2 cm
and skin width a = 3dx [Initialise(0,0,0,0,1); xsi x = 2; xsi y = 2; a = 3] for the energy
density T 00 and the mass density of the gas Nbnr. Since it is static, the initial x and
y velocities are zero as are the momenta in these two directions; T 0x and T 0y. The
initial pressure is obtained using the equation of state [Gamma = 1.6̇] and the energy
density, T 00. The heat flux components and the bulk viscosity are initialised to zero.
The components of the stress tensor are initialised as πxx = −0.1 ∗ P6 , πyy = −0.1 ∗ P6 ,
πzz = 0.1∗ P3 and πxy = 0 [fred = 0.1]. The initial distribution for the energy density has
a maximum of 1.52×108 and minimum of 1.52×106 g cm2s−2 [e0 = 1.52e8; e4 = 1.52e6].
While the density has a maximum of 1.292×10−2 and a minimum of 1.292×10−3 g cm−3
[b0 = 1.292e-2, b4 = 1.292e-3]. These are equivalent to setting up a system with a
region of gas which has a maximum pressure 100 times that of standard pressure and a
temperature 10 times standard temperature which expands into a region of gas at STP.
Geometry: A symmetric grid in both the x and y directions was used. The number
of grid elements in both directions was 300 [Nx = 300; Ny = 300]. A grid spacing of
0.1 cm was the same for both directions [dx = 0.1; dy = 0.1]. The step size was set to
3 × 10−7 s [dt = 3e-7] and was fixed‡ to this value by setting the courant number to a
negative value [courant < 0]. This is needed in order compare outputs from different
simulations at the same output times.
System Parameters: For the energy, density and momentum components the antid-
iffusive flux is corrected [correctAntidiffF luxT ij = 1], but not for the stress tensors
[correctAntidiffF luxPi = 0]. The tracelessness of the stress tensor is violated when the
antidiffusive flux is corrected, as the antidiffusive flux is altered in different manners for
the different stress tensor components as determined by the shape of their distributions.
There is no extra diffusion added for the energy, density and momentum components
[residualDiffT ij = 1.0], while some is added in the evolution of the stress tensor
[residualDiffP i = 0.85] to smoothen the evolution since its antidiffusion is not cor-
rected. The twostep method (section §2.1.4) is employed for the evolution [twoStep = 1].
During the simulation the evolution of the heat flux and bulk pressure is switched off
and for the stress tensor it is switched on [EvolvHeatF lux = 0; EvolvBulkPres = 0;
EvolvStressTens = 1].
All of the data shown below was outputted after 180 time steps, which corresponds
to the time t = 5.4 × 10−5 s.
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Case A
For these simulations η and τπ are calculated via (4.25) and (4.27) and then τπ is increased
by some factor. The increase is achived with a multiplicative factor which is set by the
parameter tau0. With the initial conditions above and step size dt = 3 × 10−7, it was
found that TNonideal xy produces results for values of tau0 = 105 and above. For
values of tau0 = 104 and below the simulation dies.
With the initial conditions as they are, the initial values of the relaxation time given
by (4.27): 5.5×10−12 ≤ τπ ≤ 1.8×10−10. Thus it is understandable that the simulations
are only stable when tau0 = 105, as these are the factors necessary for τπ > dt.
In Fig 4.1 the cross-section, through the centre, of the energy density (T 00) dis-
tributions for various values of tau0, after 180 time steps, are plotted. Note that the
distributions obtained for values of tau0 ≥ 108, (a), are nearly identical. Also, the dis-
tributions for 105 and 106, (b), are nearly identical and are very close that of an ideal
fluid. However, Fig 4.1(c) shows that a transition occurs as tau0 varies between 106 and
107.
The timescales for which the initial conditions for the stress tensor affects the evolu-
tion of the system increases with increasing τπ. This is evident from the comparison of
the stress components distributions for tau0 = 108 in Fig 4.2 with those for tau0 = 106
in Fig 4.3. The distributions for tau0 = 108 have a similar form to those of the initial
condition. They appear to have only been convected non-conservatively because the
correspondingly higher value of τπ has minimised the effect of the source terms on the
right hand side of equation (4.17). For tau0 = 106 the distributions do not resemble the
initial conditions at all.
If we consider the system where the initial conditions for the stress tensor components
are now reduced by a factor of 10 (πxx = −0.01 ∗ P6 , πyy = −0.01 ∗ P6 , πzz = 0.01 ∗ P3
and πxx = 0 [fred = 0.01]) the transition for 10
6 ≤ tau0 ≤ 108 still exists. However, the
distributions for 108 and 106 are closer than for the previous initial conditions.
Case B
For these simulations η is calculated via (4.25) and then increase by a multiplicative
factor where after τπ is calculated via (4.27). The multiplicative factor is set by the
parameter eta0. This has the effect of increasing both the effective viscosity and its
relaxation time by a factor of eta0.
In Fig 4.4 the cross-section, through the centre, of the energy density (T 00) distri-
butions for various values of eta0, after 180 time steps, are plotted. The simulations die
for eta0 ≤ 104. This is because, as with case A, values of eta0 ≥ 105 are needed in order
for the effective τπ to be greater than dt. The more eta0’s value is increased the further
the solution deviates from that of the ideal system. It is evident from the graphs that
the higher the effective value of the viscosity the lower the shock waves and the higher
the central region; the matter addhears more to itself.
Looking at the graphs one may be concerned by fact that the viscous systems for high
viscosities seem to be expanding faster than the ideal system. As the viscosity is increased
the effect of the stress tensor on the evolution is increased. Recall now that the stress
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Figure 4.1 – The cross-section of the energy density (T 00) distribution after 180 time steps
(5.4×10−5s) for various values of the relaxation time’s multiplicative factor tau0.










98 CHAPTER 4. TNONIDEAL XY - 2+1D
one cannot use corrected antidiffusive fluxes with the stress tensor. This added diffusion
results in a slight broadening of the distributions of the stress tensor, which in turn
broadens the distribution of the energy and momentum. Thus the distributions appear
to travel marginally faster than they actually are.
One must be cautious when increasing the viscosity for if it is increases to much,
the system initially expands but then begins to contract in the centre. This behaviour is
shown in Fig 4.5 for eta0 = 107, where the cross-section of the energy density distribution
is plotted at various times. Note that the central value for the last time t = 5.40×10−5 s
is higher than for t = 4.32 × 10−5 s. This is not unreasonable as when eta0 = 107
the initial value of η ∼ 3 × 102 g cm−1s−1 which is more than 5 times the viscosity of
molasses at STP. Fig 4.6 shows the distributions for the stress tensor components in the
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Figure 4.2 – The stress tensor components πij [g cm−1s−2] for tau0 = 108, after 180 time
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Figure 4.3 – The stress tensor components πij [g cm−1s−2] for tau0 = 106, after 180 time
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Figure 4.4 – The cross-section of the energy density (T 00) distribution after 180 time steps
(5.4×10−5s) for various values of the viscosity’s multiplicative factor eta0. These
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Case C
Another possible means of trying to simulate a system where the value of dt suggested
by τπ is smaller than that by the courant number, is to perform multiple iterations
for the stress tensors components to each time iteration for the energy, density and
momenta. In other words, to one iteration for the energy, density and momenta over a
step size dt, perform N iterations for the stress tensor with step size dtN . The structure of
TNonideal xy was altered to create TNonideal xy pi10 which perform simulations
in this manner§. It uses 10 iterations of step size dt10 to each iteration of the energy,
density and momenta of step size dt. Simulations were then run with the same setup
and initial conditions as Cases A and B. The results from the original TNonideal xy
are compared to those of TNonideal xy pi10. In the following we use the notation of
a preceding subscript 10 to indicate outputs from TNonideal xy pi10, e.g. the energy
density obtained from TNonideal xy pi10 is indicated as 10T
00
With the setup of, Case A, TNonideal xy pi10 is able to obtain a solution for
values of tau0 ≥ 104. This is a factor of 10 better than TNonideal xy, which is
expected. With the same dt chosen for both systems TNonideal xy pi10 uses an
effective dt/10 step-size when evolving the stress-tensor. However for the values of tau0
for which TNonideal xy also obtains a solution, the solutions from the two simulations
are nearly identical. In Fig 4.7 the ratio of the energy densities 10T
00/T 00 (the ratios
of the solutions from TNonideal xy pi10 to that from TNonideal xy) are compared.
The comparison is done for tau0 = 105, 107 and 108, i.e. the smallest value for which
both codes produce a solution, a value which occurs within the transition region and one
which occurs on other side of the transition region (see Fig 4.1, recall that the solutions
for TNonideal xy pi10 and TNonideal xy are nearly identical). For tau0 = 104 the
solution is even closer to the ideal case than for tau0 = 105. (see Case A above)
Similarly, with the setup of Case B, TNonideal xy pi10 obtains a solution for
values of eta0 ≥ 104. Which is again a factor of 10 better than TNonideal xy. For the
lower value of eta0 for which TNonideal xy also contains a solution, the solutions are
nearly identical, Fig 4.9 (a) & (b). However for larger values of eta0 the solutions are
significantly different, Fig 4.9 (c).
You will notice than in general the solutions from TNonideal xy pi10 are
smoother, which is not unexpected as the effective step-size for the evolution of the
stress tensor is a factor of 10 smaller. The behaviour shown in Case B for values of eta0
which are significantly high is repreduced here; the system initially expands, but then
begins to contract. This is demonstrated for eta0 = 107 in Fig 4.8, where the central
value of the last output is higher than that of output before it.
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Figure 4.7 – Cross-section of the energy density ratio 10T 00/T 00, after 180 time steps
(5.4 × 10−5s). [The ratio of the solution from TNonideal xy pi10 to that
from TNonideal xy.] The ratios are for tau0 = 105 (a), tau0 = 107 (b) and
tau0 = 108 (c).
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Figure 4.9 – A comparison of the energy density cross-sections obtained using TNon-
ideal xy pi10 (10T
00) and TNonideal xy (T 00), for different values of eta0:
eta0 = 105 in fig (a), eta0 = 106 in figs (b) & (c) and eta0 = 107 in figs (d) &
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Case D
For interest we also consider what happens when eta0 = 104 and 106 and let tau0 take
on a variety of values. This increases the value of η determined by (4.25) by the factor
eta0 and the value of τπ determined by (4.27) by the factor eta0 × tau0.
Letting eta0 = 104 and using the same initial conditions and setup as used in the
cases above we find that TNonideal xy obtains a solution for tau0 ≥ 101. Again there
is a transition that occurs as tau0 is increased, Fig 4.10. The solutions for tau0 = 101
and 102 are nearly identical are are very close to the ideal systems solution. Solutions
for tau0 ≥ 104 are also incredibly similar and tau0 = 102 and 104 are on eather side of
the transition region. In Fig 4.11 the distributions of the stress tensor components are
plotted for tau0 = 104.
Setting eta0 = 106, TNonideal xy obtains a solution for tau0 ≥ 100 and, as with
all the previous cases, a transition occurs as tau0 is varied. The energy density cross-
sections for tau0 = 100, 101 and 102 are plotted versus that of the corresponding ideal
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Figure 4.10 – The cross-section of the energy density (T 00) distribution after 180 time steps
(5.4 × 10−5s) for the viscosity multiplicative factor eta0 = 104 and various
values of the relaxation time’s multiplicative factor tau0. In (a) the solution to
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Figure 4.11 – The stress tensor components πij [g cm−1s−2] for eta0 = 104 and tau0 = 104,
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Figure 4.12 – The cross-section of the energy density (T 00) distribution after 180 time steps
(5.4 × 10−5s) for the viscosity multiplicative factor eta0 = 106 and various
values of the relaxation time’s multiplicative factor tau0. In (a) the solution to
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Figure 4.13 – The stress tensor components πij [g cm−1s−2] for eta0 = 106 and tau0 = 101,
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Eccentricity
In this section we study the effect of viscosity, η, and the relaxation time τπ on the
eccentricity of the system. Changes in the eccentricity can be used to infer what changes
one might expect in the elliptic flow. To recap, in heavy ion collisions, the eccentricity
ǫ =
≪ y2 − x2 ≫
≪ y2 + x2 ≫ (4.33)
where the angled brackets represent the energy weighted averages. As the x axis is
co-linear with the impact parameter ~b the initial distributions are elongated in the y
direction and the initial eccentricity is positive, for non-central collisions in heavy ion
collisions.
The effects on the eccentricity is analysed for two separate sets of systems. In both
systems, the geometry and system parameters are set to the same values as those used
in Case A, above, except for courant. The parameter courant (= 0.45) is positive which
means that the stepsize, dt, is changed thoughout the evolution such that the maximum
cournat number ∼ 0.45, at each timestep. With this setting, different systems evolve at
different rates and the outputs do not occur at the same times. In order to calculate the
difference in eccentricity for two different systems (ǫ1 − ǫ2) at a specific time, the time
dependence of the eccentricity is interpolated using a cubic spline interpolation. Again,
the values of η and τπ are altered through the multiplicative parameters eta0 and tau0.
For the first set of systems the initial conditions give rise to a shock wave during the
expansion while in the second they do not. The first initial condition consists of static
elliptic Woods-Saxon distributions with an extension of 2 cm in the y direction and 1 cm
in the x direction and a skin width a = 10dx in both directions [Initialise(0,0,0,0,1);
xsi y = 2; xsi x = 1; a = 10]. These are for the energy density T 00 and the mass density
of the gas Nbnr. Since it is static, the initial x and y components of the velocity are
zero as are the momenta in these two directions; T 0x and T 0y. The initial pressure is
obtained using the equation of state [Gamma = 1.6̇] and the energy density. The heat
flux components and the bulk viscosity are initialised to zero. The components of the
stress tensor are initialised as πxx = −0.1∗ P6 , πyy = −0.1∗ P6 , πzz = 0.1∗ P3 and πxy = 0
[fred = 0.1].
For the system with a shock wave, the initial distribution for the energy density has a
maximum and minimum of 1.52× 108 and 1.52× 106 g cm2s−2, respectively [e0 =1.52e8;
e4 =1.52e6]. The density has a maximum and minimum of 1.292 × 10−2 and 1.292 ×
10−3 g cm−3, respectively [b0 = 1.292e-2, b4 = 1.292e-3]. This is equivalent to a region of
gas which has a maximum pressure 100 times that of standard pressure and a temperature
10 times standard temperature which expands into gas at STP. In the system without a
shock wave the initial distributions have the same maximum values, while the minimum
values are zero [e0 = b0 = 0]. This corresponds to the region of gas expanding into a
vacuum.
To calculate the eccentricity in the situation where the “background” energy density
is non-zero, the difference between the energy density and that of the “background” is
used for the weighted average in the calculation of the eccentricity. We are interested
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follows the time dependence of the eccentricity of nonideal systems are compared to
that of the corresponding ideal system. With the initial conditions described above, all
systems start with an initial eccentricity ǫ = 0.6.
For the first analysis the parameter eta0 = 1 and tau0 is varied. This leaves η
unchanged while τπ is increased by the factor tau0. It is found that with eta0 = 1
a solution is only obtained when tau0 ≥ 106 for the systems with a shock wave and
tau0 ≥ 105 for systems without a shock wave. It is at these values that τπ is sufficiently
large for the values of dt used during the simulation. In the case of the systems with a
shock wave, the eccentricity of the ideal system is plotted against time in Fig 4.14 (a),
while (b) shows the absolute difference between the eccentricity of the nonideal systems
the ideal system for tau0 = 106, 107 and 108. Fig 4.14 (c) and (d) show the similar
information, but for the systems without a shock wave. Also, the absolute difference in
eccentricities in this case is shown for tau0 = 105, 106 and 107. The eccentricities of the
ideal and nonideal systems are not plotted on the same set of axes as they are too close
to be easily distinguishable. The eccentricity of the nonideal systems are very close to
(a) t [s]


































































Figure 4.14 – The time dependence of the eccentricity of the ideal system with a shock
wave is plotted in (a). Graph (b) shows the absolute difference between the
eccentricities of the nonideal systems, for various values of tau0 and eta0 = 1,
and that of the ideal system. Graphs (c) and (d) display the same, but for
systems without a shock wave
that of the ideal one. Also, the systems with a shock wave have a more rapid change in
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For the second analysis, tau0 = 1 and eta0 is varied. Recall that this has the effect
of increasing the value of η and τπ by a factor of eta0. For the systems with a shock
wave solutions were only found when eta0 = 106, while for those without a shock wave
solutions were found when 105 ≤ eta0 ≤ 109 [values above 109 were not tested]. In
Fig 4.15 (a) the eccentricity of the different nonideal systems without a shock wave are
plotted along with that of the corresponding ideal system. In (b) the absolute difference
between the eccentricities of the nonideal systems and that of the ideal system (ǫ−ǫideal)
is plotted. As the viscosity, η, is increased the eccentricity of the system decreases ever
(a) t [s]



































Figure 4.15 – The time dependence of the eccentricities of the ideal and nonideal systems with
a shock wave are shown in (a). The nonideal systems plots are for tau0 = 1
and different values of eta0. The absolute difference between the eccentricities
of the nonideal systems and that of the ideal system are shown in (b).
slower. If fact for eta0 = 107 the viscosity is so large that the eccentricity begins to
increase after about 3.5 × 10−5 s. This is related to the phenomenon realised in Case
B above, where the system has such a high viscosity that it begins to contract after
the initial expansion. For eta0 = 106 it seems as though the eccentricity is just about
to start increasing at the point where the simulation ends. It would be interesting to
analyse the effect of changing τπ for the cases where eta0 = 10
5 and 106 and we do so in
the following.
For the next analysis, the parameter eta0 = 105 and tau0 is varied. This has the
effect of increasing η buy the factor eta0 and τπ by the factor eta0 ∗ tau0. Solutions
were found when tau0 ≥ 101 for systems with a shock wave and tau0 ≥ 100 for those
without a shock wave. In Fig 4.16 (a) the eccentricities of the nonideal systems with a
shock wave, for tau0 = 101, 102 and 103, are shown as well as the eccentricity of the
corresponding ideal system. In (b) the absolute difference between the eccentricities of
the nonideal systems and that of the ideal system is shown. The similar data is show in
Fig 4.16 (c) and (d), but for systems without a shock wave. In this case the graphs are
for tau0 = 100, 101 and 102.
For the final analysis, eta0 = 106 and, again, tau0 is varied. For both systems, with
and without a shock wave, solutions were found when tau0 ≥ 100. The eccentricities
when tau0 = 100, 101 and 102 are shown in Fig 4.17 (a) and (c) for systems with and
without a shock wave, respectively. In both cases, they are plotted with the eccentricity
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Figure 4.16 – The time dependence of the eccentricities of the nonideal systems with a shock
wave and the corresponding ideal system are show in (a). The same is shown
in (c) for the systems without a shock wave. The absolute difference between
the eccentricities of the nonideal and ideal systems are shown in (b) and (d) for
systems with and without a shock wave, respectively. In all cases eta0 = 105
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eccentricities of the nonideal systems and the ideal system are shown for those systems
with and without the shock wave, respectively
(a) t [s]


































































Figure 4.17 – The time dependence of the eccentricities of the nonideal systems with a shock
wave and the corresponding ideal system are show in (a). The same is shown
in (c) for the systems without a shock wave. The absolute difference between
the eccentricities of the nonideal and ideal systems are shown in (b) and (d) for
systems with and without a shock wave, respectively. In all cases eta0 = 106
and tau0 is varied for the nonideal systems..
The evolution of the eccentricity becomes more like that of the ideal systems as the
relaxation time τπ is increased. So although the actual distributions diverge from the
ideal system’s distributions as τπ is increased, the eccentricity evolution diverges more
as τπ decreases.
4.3.2 Ultra-Relativistic Values
For the non-relativistic gas, section 4.3.1, it was found that the relaxation time τπ sug-
gested a much smaller value for dt than the courant number suggests. Thus a much
larger number of time steps would be required to preform a simulation for a non-ideal
versus and ideal system. Fortunately in relativistic heavy ion collision systems this is not
the case. For example if we consider a gas of quarks and gluons near the freezeout curve
then the temperature is T = 170 MeV and the energy density is ε = 1 GeV fm−3. With
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= 41 MeV fm−2c−1. (4.34)






= 0.19 fm c−1. (4.35)
which would suggest dt ∼ 0.01 fm c−1. Alternatively the FCTHydro routines require
a courant number, v dtdx ≤ 12 . Since the upper bound for the velocity is the speed of light,
we can obtain an approximate bound dt. If the size of the initial distributions are of
the order of the diameter of a Pb nucleus a reasonable spatial grid spacing would be














It was shown in section §3.3.2 that a massive simulation is required to produce the freeze-
out curve in (1+1)D hydrodynamics with Landau initial conditions, in the case where the
freeze-out to initial temperate ratio,
Tfo
T0
, is small. In fact it was shown that to produce
the curve in the instance where
Tfo
T0
= 0.1 would require a simulation grid with 200,000
cells and 400,000 timestep iterations, which is not feasible. Thus a method other than
that described in section §3.3.2 must be used for small Tfo
T0
.
It is infact possible to calculate the freeze-out spectrum from Landau hydrodynamics
analytically. Here we illustrate this in the case of a gas of massless particles which obey
Boltzmann statistics. The spectrum of particles emitted from the freeze-out curve, as
















where y is the particle rapidity, α = arctan(v) is the flow rapidity and
t = t(ξ), x = x(ξ)
are parametric equations for the temporal and spatial coordinates of the freeze-out curve,
σ. All that is needed is the appropriate parametric parameters for the freeze-out curve.
In the following, the spacelike and timelike sections of the freeze-out curve are dealt with
separately.
5.1 Spacelike curve
The spacelike section of the freeze-out curve is the section which occurs in the region
described by simple Riemann waves (section §3.3.2). In this region the freeze-out curve
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where y is rapidity. By introducing the speed of sound rapidity, αs = tanh(cs), the













The timelike section occurs in the region were Landau’s solution is valid. Here we can
parametrise the curve using the flow rapidity, α = arctanh v, where α takes values from
αmax to 0 for the curve to be positively orientated. This requires knowledge of the
partial derivatives ∂x∂α and
∂t
∂α , which are calculated from equations (3.24). In terms of









w′2 − c2sα2)dw′, (5.5)





























































and the spectrum found by performing the integration.
We are now able to calculate the
dN
dy
spectra for Landau hydrodynamics with
Cooper-Frye freeze-out. The full
dN
dy
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system about y = 0.
In Fig 5.1 we present the
dN
dy
spectra for freeze-out temperatures
Tfo
T0
= 0.2, 0.4, 0.6
and 0.8, where Gaussian quadrature with 20 nodes was used to evaluate the integral in
equation (5.7). These can be compared to the results in Fig. 7 from [108], which were
y
























Figure 5.1 – The freeze-out spectra from Landau hydrodynamics and Cooper-Frye freeze-out
for l = 1, cs =
1√
3




obtained by performing a numerical simulation of the system hydrodynamic system. As
identified in [108], the spectra are far from the Gaussian distribution generally associated
with Landau hydrodynamics. This due to the contribution of the spacelike section of
the freeze-out curve. Fig 5.2 shows this more clearly, where the contribution due to
the spacelike and timelike sections of the freeze-out curve are plotted separately. The
contribution from the timelike section has a Gaussian like distribution, while that from
the spacelike is a double peaked spectrum and is not negligible. One could then conclude
that the “true” solution from Landau hydrodynamics is not valid, as a two peak spectrum
is not seen in the
dN
dy
spectra from heavy ion collisions. However, as we will show later,
the contribution of the timelike section becomes negligible when the collision energy is
high enough.
It is interesting to note the negative values from the spacelike section at mid-rapidity.
These are due to an anomaly of Cooper-Frye freeze-out, where one can obtain negative
contributions from particles which are travelling “back” into the fluid from the freeze-out
hypersurface. This anomaly was first addressed in [71] where a Heaviside step function
θ(pµu
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Figure 5.2 – The contribution to the freeze-out spectra from the spacelike and timelike sections







5.3 Test Case for Analytic Freeze-out
Let us consider a central,
√
sNN = 200GeV Au-Au collision and apply Landau hydrody-
namics. Firstly we need to determine the initial temperature and longitudinal extension.
We will assume that the nuclei are Lorentz contracted into discs and so need the gamma
factor for a
√
sNN = 200GeV collision. In the centre of mass the two nuclei have four
momenta P1 = [E, ~p] and P2 = [E,−~p]. Thus, using P 2i = m2N , E = γmN and ~p = γ~vmN ,
sNN = (P1 + P2)
2 = P 21 + P
2
2 + 2P1 · P2
= 2m2N + 2E
2 + 2~p2










To calculate the volume of the cylinder we just need the radius which is given approxi-
mately by
r ∼ 1.2A1/3 fm, (5.9)
with A the nucleon number of the atoms. Thus the volume of the cylinder is
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It is interesting to note that for this geometry, the energy density is independent of the
size of the nucleus. Now that we have the energy density we can finally calculate the












2 · 1.2 · (197)1/3 · 0.938
200
= 0.065495 fm, (5.12)
the initial energy density is
ε =
(200)2
4π(1.2)3 · 0.938 = 1964GeV/fm
3, (5.13)
and the initial temperature
T0 = 3.68GeV. (5.14)
These values are wildly different from those predicited by the Bjorken model; ε ∼
3GeV and extension of initial distribution ∼ 1 fm. This is because for the Landau system,
unlike the Bjorken model, it has been assumed that the matter has stopped during the
collision and that thermalisation has occured instataneously.





and Tfo = 0.17GeV, we obtain the spectrum in Fig 5.3. Although, for rapidities






2L , L = ln(γcm) (5.15)
which he obtained by making certain simplifying assumptions. Srivastava et al [117]
avoided some of the simplifying assumptions and arrived at the distribution
dN
dy




for small rapidities, where p = β
√





. Their spectrum is also
much broader than Landau’s Gaussian one, but not as broad as the spectrum obtained
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for massless Boltzmann particles using Landau’s hydrodynamics for a
√
sNN = 200 AGeV, Au-Au collision. The figure shows the contribution from
the spacelike (dashed line) and timelike (dotted line) sections of the freeze-out
curve. The solid line indicates the sum of these two contributions.
have compared the rapidity spectra from BRAHMS [118] for π+ (a) and K+ (b) with
Landau’s Gaussian, Srivastava et al [117] and Landau hydrodynamics with Cooper-Frye
freeze-out. The theoretical distributions were calculated using the values for the pa-
rameters found above and have been normalised such that their maxima are the same.
Amazingly it is Landau’s Gaussian distribution which describes the data most accurately.
y


































Figure 5.4 – Comparison of π+ (a) and K+ (b) spectra from BRAHMS [118] with Landau’s
Gaussian, Srivastava et al [117] solution and our full Landau hydrodynamics with
Cooper-Frye freeze-out.
Srivastava et al pointed out that their distribution narrows towards the Gaussian distri-
bution when cs → 0. This is also true when Landau hydrodynamics is combined with
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as above, but three different values of the speed of sound are chosen. The distributions
were normalised such that their maxima are equal. However, as cs → 0 the time it takes
y














Figure 5.5 – The dependence of
dN
dy
on the speed of sound for the exact solution using Landau
hydrodynamics and Cooper-Frye freeze-out..
for the system to cool diverges, and we end up with a system which does not expand at
all.
If one now assumes that during the collision only part of the energy is deposited




increases. This will narrow the width of the distribution obtained from
Landau’s solution coupled with Couper-Frye, however the effect of the leading edges also
increases and becomes a significant contribution. This results in the three peak spectrum





















AGS data and the E/N
Freeze-out Criterion
This chapter is distinct from the rest of the thesis, in that it is not related to hydrody-
namics. In this chapter a statistical-thermal model is used to fit the chemical freezeout
points for preliminary[119] data from AGS. These fits are performed using the package
THERMUS [101]. The data consist of 4π yields from central Au-Au collisions at nominal
beam energy 2, 4, 6 and 8 AGeV. The fits are then compared to the Cleymans-Redlich
freeze-out criterion.
6.1 Theory
Statistical-thermal models are able to characterise the production of a large number of
hadrons using very few parameters. They have been applied to high- energy collisions
from as early as the 50’s and 60’s, with the work of Fermi [120], Landau [121] and
Hagedorn [122]. Since then, statistical-thermal models have been very successful in
describing data for a wide range of energies in both heavy-ion and elementary collisions
[123, 124, 125, 126, 127, 128, 129, 130].
In order for statistical-thermal models to be valid, the system must be in chemical
equilibrium. This equilibrium could possibly be obtained through the filling of hadronic
phase space at hadronisation or it could evolve from an initial non-equilibrium state.
For the first process, the phase space is filled via the principle of maximising entropy
and requires no scattering. In the second, the evolution from a state of non-equilibrium
occurs via re-scattering. Although it was shown [131] that two particle scatterings are
insufficient to equilibrate the system, multi-particle collisions are very effective near the
phase change transition region.
In high-energy collisions the baryon (B), charge (Q) and strangeness (S) quantum
numbers are conserved charges. When using the statistical-thermal model, there are typ-
ically two different ensemble choices for treating each of these quantum numbers. In the
grand-canonical ensemble, chemical potentials are introduced to allow for perturbations
about conserved averages and is, understandably, only feasible if the conserved number
is large. However, in the canonical ensemble the charges are conserved exactly. This
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Not all the conserved charges need be treated using the same ensemble. It is possible to
have a mixed-canonical ensemble [132], where, for example, B and Q are treated grand-
canonically while S is treated canonically. This particular mixed ensemble is generally
used at lower energy heavy-ion collisions, such as those at SIS. Although the tempera-
tures are low, the large number of nucleons in the collision particles ensures that B and
Q are sufficiently large to use the grand-canonical ensemble, while S is zero.
It has been suggested that, when using canonical systems, there should be two vol-
ume parameters [133, 134, 135]. The one is the freeze-out volume Vf and the other a
correlation volume Vc. The freeze-out volume determines the overall normalisation of
particle yields, while Vc is the volume over which local conservation of the quantum
numbers must occur. By choosing Vc < Vf the inherent strangeness suppression of the
mixed-canonical ensemble is boosted. Another way to account for possible strangeness
suppression, due to deviation from complete strangeness chemical equilibrium, is the in-
troduction of the phenomenological factor γS [102, 103]. For each of the particle species,
their Boltzmann factor is multiplied by the factor γ
|Si|
S , where |Si| is the number of va-
lence strange quarks in the hadron. So, strangeness suppression can be enhanced in the
mixed-canonical ensemble by choosing either Vc < Vf or γs < 1.
From the fits to various AA collision systems, a universal chemical freeze-out crite-
rion, that the energy per hadron is 1 GeV at chemical freeze-out, was proposed [125, 126].
Since its introduction, this criterion has proved very accurate in describing statistical-
thermal model fits. Two other freeze-out criteria which have been proposed are that the




is fixed [137, 138].
Mixed-Canonical Ensemble
Due to the energies of the AGS systems fitted in this chapter, the mixed-canonical






















in terms of the volume, V and temperature, T , for particles with energy Ei, degeneracy
gi and chemical potential











and Bi, Qi and Si are the particle specific baryon, charge and strangeness quantum



















where the fictitious fugacity factor λi is introduced as a multiplicative factor in the species
specific partition function.
6.1.1 The Fit
The data were taken by the E895 experiment for Au-Au runs at nominal beam energies
2, 4, 6 and 8 AGeV. After correcting for energy loss it was found that the actual beam
energy of the 2 and 4 AGeV beams were in fact 1.85 and 3.91 AGeV, respectively [139].
No corrections were needed for the 6 and 8 AGeV runs. All 4π data were obtained from
Gaussian fits to the rapidity spectra, as they are generally well described by Gaussians.
The π+, π− and proton yields are obtained from [139, 140]. The yields for K+, K−,
deuteron 2H, triton 3H and hellion 3He are preliminary [119]. The 4π yields for these
particles are presented in Table 6.1.
Eb π
+[139] π−[139] K+ K− p[140] 2H 3He
8 96.9±1.1 130.7±0.4 19.43±1.94 2.44±0.24 153.1±0.3 30.6±0.3 0.97±0.01
6 75.7±1.1 104.0±0.2 12.1±1.2 1.16±0.12 154.9±0.4 34.7±0.2 1.47±0.01
4 46.3±0.8 76.0±0.2 5.65±0.57 0.37±0.04 139.7±0.3 34.9±0.2 2.53±0.07
2 19.2±1.3 36.1±0.3 0.78±0.07 0.00±0.07 113.7±0.2 37.0±0.1 6.10±0.05
Table 6.1 – 4π data from AGS for central Au-Au collisions with nominal beam energies 2, 4,
6 and 8 AGeV. The results for K+, K−, p, 2H, 3H and 3He are preliminary [119].
As mentioned previously, the mixed-canonical ensemble is chosen for the statistical-
thermal model fits. The correlation volume is assumed to be equal to the freeze-out
volume and the charge chemical potential µQ is constrained by setting the ratio B/2Q =
1.24662. This is the initial ratio for Au-Au collisions. Thus the parameters fitted are the
temperature T , baryon chemical potential µB, the fireball radius R and γS . For 6 and
8 AGeV, the fits were obtained using the pions, kaons, proton and hellion yields. For 4
AGeV, a fit was obtained using the pions, K+, proton and hellion yields. While for 2
AGeV, a fit was obtained when the pions, kaons, proton and deuteron yields were used.
The fit values, obtained from THERMUS, are presented in Table 6.2 and are plotted
in Fig 6.1. This figure also indicates the line corresponding to the E/N = 1 GeV freeze-
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Energy T µB γS R χ
2
AGeV MeV MeV fm
8 116.6±0.6 588.8±0.9 0.716±0.057 8.79±0.07 22.6
6 106.9±0.4 633.9±0.9 0.589±0.048 9.21± 0.05 6.35
4 94.82±0.62 695.1±1.5 0.719±0.074 9.08±0.09 2.92
2 77.34±0.36 752.6±0.6 0.302±0.025 9.82±0.05 0.256



























Figure 6.1 – A plot of fitted freeze-out points against the E
N
= 1 GeV criterion which is
indicated by the dashed line. The statistical-thermal fits to the data in Table 6.1
are shown in magenta.
statistical-thermal fits to the data. As is evident from the figure, the new data points
agree very well with the E/N = 1 GeV line.
A set of preliminary pion yields [141] were produced which differe from those in
[139]. There was a disagreement over the normalisation used. These yields were quoted




2 0.8±0.2 0.6±0.2 23±1 40±2
4 8.1±0.6 7±2 71±4 99±5
6 12.8±0.6 16±2 110±6 133±8
8 21±4 21±6 155±13 185±17
Table 6.3 – Preliminary 4π data [141] from central Au-Au collisions with nominal beam energies











Npart = 340±34 were also fitted using the mixed-canonical ensemble with the correlation
volume assumed to be equal to the freeze-out volume and the charge chemical potential
µQ constrained such that B/2Q = 1.24662. The fit values, obtained from THERMUS,
are presented in Table 6.4 and are plotted in Fig 6.2.
Energy T µB γS R χ
2
AGeV MeV MeV fm
8 138.6±12.2 496.3±29.7 0.63±0.12 7.53±1.54 0.886
6 121.5±0.5 554.5±28.8 0.50±0.03 8.55±0.34 16.837
4 112.4±0.4 662.3±1.1 0.442±0.001 7.70± 10.55 2.702
2 79.2±0.4 781.3±0.2 0.21±0.03 9.16±0.05 2.0833



























Figure 6.2 – A plot of fitted freeze-out points against the E
N
= 1 GeV criterion which is
indicated by the dashed line. The statistical-thermal fits to the data in Table 6.3
are shown in magenta.
It is evident from Fig 6.1 and Fig 6.2 that the temperatures for these alternative
yields are much higher than for the previous results. This is due to the pion yields being
significantly higher. In fact for the 6 and 8 AGeV points the temperatures are higher
and the chemical potentials lower than the 11.6 AGeV point (lowest green point). This























The purpose of writing is to inflate weak ideas, obscure pure reasoning,
and inhibit clarity. With a little practise, writing can be an intimidating and
impenetrable fog!
– Bill Watterson (Calvin and Hobbes)
It is important to take into account hydrodynamic effects when trying to understand
many of the observables in heavy ion collisions. To this end the package FCTHydro
was developed. FCTHydro was designed to run in ROOT, the primary framework for
analysing heavy ion collisions. The goal is to make hydrodynamic simulations more
accessable to the broader heavy ion collision community with the hope that they will
become more widely applied.
ROOT applications
The flux corrected transport package FCTHydro is an implementation of the LCPFCT
algorithm [97] designed for solving generalised continuity equations. The algorithm was


































for Cartesian (α = 1), cylindrical (α = 2) and spherical (α = 3) geometries. Since it is
an implementation of the LCPFCT algorithm it is a high-order, monotone, conservative,
positivity preserving algorithm and has inherited LCPFCT strengths and versatility. It
has the ability to treat steep gradients and shockwaves, can be applied to Cartesian,
polar and spherical geometries, as well as applied to both Eulerian and Lagrangian grids
and has forth order phase accuracy for certain systems. There are also parameters which
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In order to import FCTHydro into ROOT, it has been coded in C++ and com-
piled into a shared library, which can loaded into ROOT when needed. By using C++,
FCTHydro has access to the advantages of this programming language. For example,
FCTHydro has been designed with a dynamic system size functionality. The size of the
system can be specified at runtime, as opposed to being hard coded and the application
recompiled each time the system size changes.
The tests which were performed in chapter 2 served as a consistency check, confirming
that the algorithm was implemented correctly and showing the behaviour of the numerical
solutions in the various geometries. They also show how accurate FCTHydro is with a
relative error of the order of 10−15 in the integration of the densities before and after 75
timesteps, for the conservative convection.
Since FCTHydro actually simulates continuity equations, it is used as a tool within
other programs/ROOT macros to simulate hydrodynamic systems. RelHydro, another
ROOT application, was developed to illustrate the application of FCTHydro to relativis-
tic hydrodynamic systems, in particular, to (1+1) dimensional relativistic hydrodynamic
systems. RelHydro is designed to simulate a system with any equation of state with
the rules for creating one’s own equation of state class described in chapter 3. However,
there are four different equation of state classes packaged with RelHydro: a massless gas,
a thermal gas of hadrons, a tabulated equation of state, and one for a quark-gluon gas
which has a first order phase transition to a pion gas.
The shock wave tests showed the accuracy of RelHydro, and thus FCTHydro, in sim-
ulating relativistic systems, even those with steep gradients. By varying the parameters
the following were identified as necessary for the best simulations:
• The two step method should be employed.
• The ratio dtdx should be set such that the courant number is close to, but not greater
than, 12 .
• The antidiffusive fluxes should be corrected.
• The added diffusion must be fine-tuned to achieve a balance between the effects of
dispersion and the added diffusion.
RelHydro was also applied to the well known initial condition of Landau [32] which
consists of a static square wave. This system involves shock wave expansions into a
vacuum as well as a region of interference when the two rarefaction waves from the edges
meet in the centre. Comparing the freezeout curve (an isotherm) found by RelHydro
with the analytic solution shows that the numerical simulation behaves extremely well
even when subjected to these harsh initial conditions. The fact that temperature of the
numerical solution cools slightly slower than the analytic solution is understandable as
one cannot have an exact square wave initial condition in numerics. The gradients of a
true square wave are larger than those of the numerical approximation and, as such, the
analytic system has a higher acceleration away from the centre, and cools faster. This
explanation is strengthened by the comparison of the cooling rates from an initial square











Perhaps the most useful equation of state class which comes with RelHydro is the
tabulated equation of state. This class admits a number density - energy density grid, on
which the parameters of the system are defined, with an irregular spacing. It is important
to check that the grid spacing, when tabulating an equation of state, is sufficiently fine.
Otherwise, the errors in the interpolated thermodynamic parameters will be too big.
Not only does RelHydro illustrate an application of FCTHydro to relativistic sys-
tems, but it is, in its own right, a useful tool. Many first order corrections can be made
using simple (1+1) dimensional hydrodynamic simulations.
Since our interest lies in heavy ion collisions, an ultimate goal would be to introduce
second order non-ideal hydrodynamic corrections to simulations of the expansion of the
system after collision. Chapter 4 explains how these systems can be simulated using
FCTHydro. Before studying the complicated, full system, a better understanding of
causal non-ideal systems is required by analysing them in the weak coupling and non-
relativistic limit. The package NonIdeal xy was developed to simulate this scenario in
(2+1) dimensions.
The NonIdeal xy package also provides an illustration n how FCTHydro can be
applied to multi-dimensional systems as well as causal non-ideal systems. It is for the
simulation of causal non-ideal systems that the non-conservative continuity equation is
encountered since it is required for the evolution of the stress tensor components.
NonIdeal xy was applied to a Boltzmann gas of Israel particles with heat flux
switched off. This gave qualitative behaviours for the viscosity coefficient η and its
relaxation time τπ. The investigation of these parameters through the adjustment of
their magnitudes via multiplicative factors (set by the parameters eta0 and tau0) found
the following:
• As τπ is altered, by changing the multiplicative factor tau0, a “phase change”
occurs
• For values of tau0 one order and more below that of the phase change’s value the
distributions are very similar and are close to that of an ideal hydrodynamic system
• For values o e order and more above the phase change’s the distributions are also
very similar to each other
• As τπ is increased the initial conditions for the stress tensor components become
less significant.
It was also found that if the value of eta0 is increased beyond 107, the system initially
expands but then contracts in the centre. This behaviour is feasible as these values
corresponds to extremely viscous systems η & 3 × 102 g cm−1s−1.
The effect of the viscosity coefficient, η, and its relaxation time, τπ, on the eccentricity
of the system was also investigated. It was found that although the distributions diverge
from ideal system’s distributions as τπ increases, the evolution of the eccentricity diverges
further from the ideal system’s eccentricity evolution as τπ decreases. The results also
showed that as η is increased, the evolution of the eccentricity decreases ever slower. If the
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The values of viscosity for which this occurs correspond to same values described above
for which the systems begin to contract after the initial expansion.
There was a complication when dealing with these non-relativistic systems, because
the value of τπ given by a Boltzmann gas of Israel particles suggested a much smaller
step-size, dt, than was suggested by the courant number. For this reason the package
NonIdeal xy pi10 was developed. This package evolves the stress components 10 times
over a step-size dt10 to a single evolution of the energy, momenta and density over a single
step dt. This finer granularity in the evolution of the stress terms only made a significant
difference for high values of η & 30 g cm−1s−1 (eta0 ≥ 106). Fortunately, it is shown that
for systems expected in heavy ion collisions, the proposed values for dt from τπ and the
courant number do not display such a large discrepancy.
Semi-analytic Landau spectra
In chapter 5 a semi-analytic solution for the
dN
dy
spectra from (1+1) dimensional rela-
tivistic hydrodynamics with Landau’s initial conditions is presented. This was developed
as it was shown in chapter 3 that numerical simulations of the freezeout curve, for Lan-
dau’s system, are not feasible when the ratio of the freezeout temperature to that of
the initial temperature is of the order of 10−1 and smaller. The appearance of the dou-
ble peak discovered previously in a numerical simulation is shown to disappear as the
ratio of temperatures mentioned above diminishes. The results also confirm that the
approximation devised in [117] is accurate for central rapidities.
E/N Freezeout Criteria
Finally in the last chapter the freezeout criteria are found for preliminary data [119] from
AGS for Au-Au collisions at nominal beam energies of 2, 4, 6 and 8 AGeV. The results
fill in previously unknown regions of the temperature - chemical potential plane and are
consistent with the Cleymans-Redlich E/N = 1 GeV freezeout condition. This purely
phenomenological model continues to describe the chemical freezeout points incredibly
well. These results were used in [142] Fig 1.
Future Directions
The future directions for this work lie in the applications of FCTHydro to hydrodynamic
systems. It would be useful to create (2+1) and (3+1) dimensional versions of the
application Relhydro. Moreover, these higher dimensional applications should contain
the appropriate freezeout mechanisms. On the side of the causal non-ideal hydrodynamic
applications there is lots of room for development. The next move should, perhaps, be to
apply FCTHydro to the full relativistic system in (2+1) dimensions and then to (3+1)
dimensional systems. Another avenue for the future would be a test to determine how the
use of a Lagrangian grid system compares to that of an Eulerian one. Parallelisation of
the hydrodynamic code would allow for the simulation of larger systems and or systems












Unless specified otherwise, we have made use of natural units throughout this thesis:
~ = c = k = 1.
In a heavy ion collision, the beam axis (z-axis) defines a unique and common direction
for all collisions in an experiment, while the x- and y-axes are determined on an event by
event basis. Therefore, observables are considered in terms of the longitudinal momentum




y). Since the collision energies are
so large, it is convenient to introduce the variables longitudinal rapidity and transverse











In terms of these variables
E = m⊥ cosh y,
pz = m⊥ sinh y,
px = p⊥ cosφ,
py = p⊥ sinφ,
with φ the polar angle of the particle in the transverse plane. The four-momentum
pν = [E, px, py, pz] in terms of these new variables is
pν = [m⊥ cosh y, p⊥ cosφ, p⊥ sinφ,m⊥ sinh y]. (A.2)
The differentail momentum element d3p = dpz dpx dpy can also be recast in terms
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0 m⊥p⊥ cosφ −p⊥ sinφ
0 m⊥p⊥ sinφ p⊥ cosφ









d3p = Em⊥ dy dm⊥ dφ. (A.3)
This can also be expressed in terms of the the differentials dy, dp⊥ and dφ as
d3p = Ep⊥ dy dp⊥ dφ. (A.4)
since p⊥ dp⊥ = m⊥ dm⊥, from equation (A.1).






























This is an example of a configuration file for TRelHydro. Notice that for each vari-
able, its name is followed by an “=” sign buffered by blank spaces and then its value.
Anything which occurs after a “#” is ignored, which allows one to add comments to the
configuration file. Blank lines are also ignored. If variables are set in the configuration
file but not needed by the specific application of TRelHydro, then they are ignored.
For example if the massless particle equation of state is being used then the parameters
for the quark-gluon model and thermal hadron model are ignored.
t0xmode = 2 # 2<+c*grad()>|5<+c*grad()> (from interface data)
t00mode = 1 # 1<+div()> |4<+div()> (from interface data)
twoStep = 1 # bool switch for twostep metod
scrhSwitch = 1.0 # bool switch fow scrh term
residualDiff = 0.9 # parameter which determines the amount of extra diffusion
correctAntidiffFlux = 1 # bool switch for correcting the antidiffusive fluxes
writeInterval = 500 # number of iterations between outputs





time = 0.0 # initial time
gridtype = E # E - eulerian grid
alpha = 1 # 1-cartesian, 2-polar, 3-spherical
toll = 1.0e-16 # vacumme is < toll
Tfo = 0.25 # freezeout temperature [GeV]
# the next 2 are for qg Model eos
Bag = 0.0 # Bag model parameter
Nf = 2 # Number of flavours
Nc = 3 # Number of colours
# the next 4 are for WS initialisation, if used
a = 1.0 # skin width of wood-saxons dist = a*dx
e0 = 43.0308388 # maximum energy density
b0 = 0.5 # maximum baryon density
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# the next 5 are for the Thermal Model eos (needed by THERMUS)
withWidths = 0 # 0-false 1-true














Filling a TRHTabEOS Object
If you have a tabulated version of an equation of state which you wish to use with
TRelHydro, it must be contained in a TRHTabEOS object. Here we present two
macros showing how one can fill a TRHTabEOS object. In the first macro, matrices
are created using the Massless Particle equation of state (see sections §3.1.1 and §3.2.2).
In the second macro these matrices are used to fill the TRHTabEOS object.
The macro for filling the matrices with the values of the pressure, temperature, etc:
{
//in this macro e is energy density and nb is baryon density
gSystem->Load("../lib/libFCTHydro2.so"); // load FCTHydro library
gSystem->Load("../lib/libRHTabEos2.so"); // load TRHTabEOS library
gSystem->Load("../lib/libRHMassless2.so"); // load TRHMassless library
TRHMassless bob; // Initialise a TRHMassless object
bob.SetVectorSize(1); // Set size to one as we will only need one point
// for each calculation
Int_t ebins=100,nbins=100; // number of e and nb bins
Double_t eLow=0.0,eHigh=1.0; // low and high e values
Double_t nLow=0.0,nHigh=1.0; // low and high nb values
Double_t de=(eHigh-eLow)/((Double_t)(ebins-1));
Double_t dn=(nHigh-nLow)/((Double_t)(nbins-1));
Double_t eDens[ebins], nDens[nbins]; // arrays for e and nb
// the following are matrices which will contain the values of the
// temperature, pressure, MuB, MuS, entropy and number density




Double_t Eps[2],Nb[2],pres[2]; // vectors for using the InitPresTemp()
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// These loops fill the [i][j]’th components of the matrices with values


















The following macro fills the TRHTabEOS object with the values in the matrices.
The columns of the matrices, which correspond to fixed values of the baryon density,
are inputted into separate BDensObj objects. These objects are then added to the
TRHTabEOS object.
{
TRHTabEOS tom; // create TRHTabEOS object
BDensObj* bvec;
bvec = new BDensObj [nbins]; // create BDensObj array with
// same number of bins as nb
for (Int_t i=0;i<=nbins-1;i++)
{
(bvec[i]).SetSize(ebins); // set i’th BDensObj to have ebins
// elements in all its arrays;
(bvec[i]).density=nDens[i]; // set density value to that of
// i’th element of nb
// The energy density, pressure, temperature, MuB, MuS
// and entropy arrays are now filled with corresponding





















tom.Bdens.Add(&(bvec[i])); //the i’th BdensObject is added




Now that the TRHTabEOS object has been created it can be save in a ROOT file
and then loaded when required by TRelHydro.
Note!
With the manner in which TRHTabEOS has been coded, the size of the ar-
rays for the different BDensObj objects do not have to be the same. Thus, re-
calling that bvec[i].Ebins is the size of the arrays in the i’th BDensObj object in
bvec, we have that bvec[i].Ebins is not necessarily equal to bvec[k].Ebins, if i 6= k.
However it is important to realise that the corresponding energy density elements, if
they exist, must be equal. For example, if bvec[i].Edens[j] and bvec[k].Edens[i] ex-




















Figure C.1 – Illustration of the allowed setup of a TRHTabEOS object. Each column
corresponds to a BdensObject in the array bvec. Each row corresponds to an
element in the Edens arrays in each bvec element. To each bvec element there
may be a different number of rows, but corresponding rows have the same energy
density value. For each cell in this grid the pressure, temperature, µB, µS and






















This package is used to simulate the same systems as TNonideal xy (§4.2). However,
TNonideal xy pi10 evolves the stress tensor componets forward through ten timesteps
of stepsize dt/10 to each evolution of the energy, momenta and number density evolutions
forward a single timestep of stepsize dt. There are two classes, the main class TNon-
ideal xy pi10 and a container class TNIParam. This container class has exactly the
same parameters and functions as the one for TNonideal xy. See section §4.2.1 for a
description its the parameters and functions.
The the main class for simulating the system has a similar form to that of TNon-
ideal xy and has the four parameters
xF luid FCTFluid object for doing the x-direction 1D evolu-
tions
yF luid FCTFluid object for doing the y-direction 1D evolu-
tions
xvelocity FCTVeloctiy object for calculating the velocity depen-
dent parameters for x-direction 1D evolu-
tions
yvelocity FCTVeloctiy object for calculating the velocity depen-
dent parameters for y-direction 1D evolu-
tions
in place of the two parameters velocity and Fluid of TNonideal xy pi10.
The functions of TNonideal xy pi10 which do not appear in TNonideal xy are
the private functions
ConvectT00(Double t valdt) Int t
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The function ConvectT00() is used for convecting the energy, momentum and number
density distributions forward one timestep valdt. ConvectPIsX() convects the stress
tensor,bulk stress and heat flux forward one timestep valdt, in the x-direction. Convect-
PIsY() performs the similar function, but in the y-direction. These replace the functions
ConvectDensityX() and ConvectDensityY() of TNonideal xy. SetSourceVP() deter-
mines the values of the pressure and velocity components which are needed for calcu-
lating source terms for the evolution equations. Similarly SetSourcePIs() calculates the
stress and heat flux parameters needed for the evolution equations. These replace the
function SetSourceValues() of TNonideal xy. The reason for the introduction of the
new functions is to faciliate the separate simulation of the stress tensor and that of the
energy, momentum and number densities.
The functions of TNonideal xy pi10 that are called to simulate a system have
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