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Abstract
We show that artificial neural networks with rectifier units as activation functions can exactly represent the piecewise affine
function that results from the formulation of model predictive control of linear time-invariant systems. The choice of deep
neural networks is particularly interesting as they can represent exponentially many more affine regions compared to networks
with only one hidden layer. We provide theoretical bounds on the minimum number of hidden layers and neurons per layer
that a neural network should have to exactly represent a given model predictive control law.
The proposed approach has a strong potential as an approximation method of predictive control laws, leading to better
approximation quality and significantly smaller memory requirements than previous approaches, as we illustrate via simulation
examples. Since the online evaluation of neural networks is extremely simple, the proposed approach is a perfect candidate for
embedded applications.
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1 Introduction
Model predictive control (MPC) is a popular control
strategy that computes control inputs by solving a nu-
merical optimization problem. A mathematical model is
used to predict the future behavior of the system and an
optimal sequence of control inputs is computed by solv-
ing an optimization problem that minimizes a given ob-
jective function subject to constraints. The main reasons
for its success are the possibility of handling systemati-
cally multiple-input multiple-output systems, nonlinear-
ities as well as constraints. The main challenge of MPC is
that it requires the solution of an optimization problem
at each sampling time of the controller. For this reason,
traditional applications focused on slow systems such as
chemical processes [32] [33].
During the past two decades, a large research effort has
been devoted to extending the application of MPC algo-
rithms to fast embedded systems. To achieve this goal,
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two different approaches have been followed. The first
approach included the development of fast solvers and
tailored implementations [27] that can solve the required
optimization problems in real time for fast systems. Dif-
ferent variations of the Nesterov’s fast gradient method
(see e.g. [34] [13], [22]) and of the alternating directions
method of multipliers (ADMM) [7] have been very suc-
cessful for embedded optimization and model predictive
control. Different versions of these algorithms have been
used to obtain MPC implementations on low-cost mi-
crocontrollers [39], [25] or high-performance FPGAs [19]
[26].
The second approach to extend the application of MPC
to fast and embedded systems is usually called Explicit
MPC. The MPC problem for linear time invariant sys-
tems is a parametric quadratic program whose solution
is a piecewise affine function defined on polytopes and
only depends on the current state of the system [3]. Ex-
plicit MPC exploits this idea by precomputing and stor-
ing the piecewise affine function that completely defines
the MPC feedback law. The online evaluation of the ex-
plicit MPC law reduces to finding the polytopic region
in which the system is currently located and applying
the corresponding affine law. The main drawback of ex-
plicit MPC is that the number of regions on which the
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control law is defined grows exponentially with the pre-
diction horizon and the number of constraints. Therefore
its application is limited to very small systems and small
prediction horizons, especially in the case of embedded
systems with limited storage capabilities.
To counteract the problems of explicit MPC, some ap-
proaches try to simplify the representation of the control
law by eliminating redundant regions [12] or by using
different number representations [18]. Other approaches
try to approximate the exact explicit MPC solution to
further reduce the memory requirements of the approach
(see a review in [1]). Approximate explicit MPC schemes
include the use of simplicial regions [4], neural networks
[31], radial basis functions [10], or using a smaller num-
ber of regions to describe the MPC law [17].
The main contribution of this paper is to present a new
approach for the exact representation as well as for the
efficient approximation of explicit MPC laws based on
deep learning. We make use of new advances in the the-
oretical description of the representation capabilities of
deep neural networks [37], [35], which show that deep
neural networks (with several hidden layers) can repre-
sent exponentially many more linear regions than shal-
low networks (with only one hidden layer). We establish
bounds on the size (width and depth) that a network
should have to be able to achieve an exact representa-
tion of the MPC law and we show that an approximate
explicit MPC based on deep learning achieves better ac-
curacy with less memory requirements when compared
to other approximation techniques. The contributions
developed in this paper give a theoretical background
and support our preliminary results presented in [20] for
mixed-integer quadratic programs.
2 Background and Motivation
2.1 Notation
We denote by R, Rn and Rn×m the real numbers, n-
dimensional real vectors and n×m dimensional real ma-
trices, respectively. The interior of a set is denoted by
int(·) and bxc denotes the floor operation, i.e. the round-
ing to the nearest lower integer. The composition of two
functions f , and g is denoted by g ◦ f(x) = g(f(x)).
2.2 Explicit MPC
Model predictive control (MPC) is an optimal control
scheme that uses a system model to predict the future
evolution of a system. We consider discrete linear time-
invariant (LTI) systems:
xk+1 = Axk +Buk, (1)
where x ∈ Rnx is the state vector, u ∈ Rnu is the control
input, A ∈ Rnx×nx is the system matrix, B ∈ Rnx×nu is
the input matrix and the pair (A,B) is controllable.
Using a standard quadratic cost function, the following
constrained finite time optimal control problem with a
horizon of N steps should be solved at each sampling
time to obtain the MPC feedback law:
minimize
u˜
xTNPxN +
N−1∑
k=0
xTkQxk + u
T
kRuk (2a)
subject to xk+1 = Axk +Buk, (2b)
Cxxk ≤ cx, CfxN ≤ cf , (2c)
Cuuk ≤ cu, (2d)
x0 = xinit, (2e)
∀ k = 0, . . . , N − 1, (2f)
where u˜ = [u0, . . . , uN−1]T is a vector that contains the
sequence of control inputs and P ∈ Rnx×nx ,Q ∈ Rnx×nx
andR ∈ Rnu×nu are the weighting matrices. The weight-
ing matrices are chosen such that P  0 and Q  0
are positive semidefinite, and R  0 is positive definite.
The state, terminal and input constraints are polytopic
sets X , Xf and U defined by the matrices Cx ∈ Rncx×nx ,
Cf ∈ Rncf×nx , Cu ∈ Rncu×nu and the vectors cx ∈ Rncx ,
cf ∈ Rncf , cu ∈ Rncu . The terminal cost defined by P as
well as the terminal set Xf are chosen in such a way that
stability of the closed-loop system and recursive feasi-
bility of the optimization problem are guaranteed [28].
The set of initial states xinit for which (2) has a feasible
solution depending on the prediction horizon N is called
feasibility region and is denoted by XN .
The optimization problem (2) can be reformulated as a
multi-parametric problem [3] that only depends on the
current system state xinit:
minimize
u˜
u˜TFu˜+ xTinitGu˜+ x
T
initHxinit (3a)
subject to Ccu˜ ≤ Txinit + cc, (3b)
where F ∈ RNnu×Nnu , G ∈ Rnx×Nnu , H ∈ Rnx×nx ,
Cc ∈ RNnineq×Nnu , T ∈ RNnineq×nx , cc ∈ RNnineq and
nineq is the total number of inequalities in (2).
The solution of the multi-parametric quadratic program-
ming problem (3) is a piecewise affine (PWA) function
of the form [3]:
K(xinit) =

K1xinit + g1 if xinit ∈ R1,
...
Krxinit + gr if xinit ∈ Rr,
(4)
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with Ki ∈ RNnu×nx and gi ∈ RNnu . Each region Ri is
described by a polyhedron
Ri = {x ∈ Rnx | Zix ≤ zi} ∀i = 1, . . . , nr, (5)
where Zi ∈ Rci×nx , zi ∈ Rci describe the ci half-spaces
of the i-th region. The formulation (4) is defined on
the polytopic partition RΩ = ∪nri=1Ri with int(Ri) ∩
int(Rj) = ∅ for all i 6= j.
The memory needed to store the explicit MPC con-
troller 4 can be computed as:
ΓK = αbit
nR∑
i=1
(
φ(Zi) + φ(zi)
)
+ nr (nxnu + nu) , (6)
where φ(X) is an operator giving the number of elements
of a matrix X and αbit is the memory necessary to store
a real number. Since for the optimal application of the
explicit MPC law only the first input is needed, only the
first nu rows of Ki and gi have to be stored which equals
nxnu + nu numbers per region.
2.3 Artificial Neural Networks
We shortly recap in this subsection the fundamental con-
cepts of artificial neural networks.
A feed-forward neural networks is defined as a sequence
of layers of neurons which determines a function N :
Rnx → Rnu of the form
N (x; θ,M,L) = fL+1 ◦ gL ◦ fL ◦ · · · ◦ g1 ◦ f1(x), (7)
where the input of the network is x ∈ Rnx and the output
of the network is u ∈ Rnu .M is the number of neurons in
each hidden layer and L is the number of hidden layers.
If L ≥ 2, we describe N as a deep neural network and
if L = 1 as a shallow neural network. Each hidden layer
consists of an affine function:
fl(ξl−1) = Wlξl−1 + bl, (8)
where ξl−1 ∈ RM is the output of the previous layer
with ξ0 = x. The second element of the neural network
is a non-linear activation function gl. In this paper, we
consider exclusively rectifier linear units (ReLU) as acti-
vation function, which compute the element-wise maxi-
mum between zero and the affine function of the current
layer l:
gl(fl) = max(0, fl). (9)
The parameter θ = {θ1, . . . , θL+1} contains all the
weights and biases of the affine functions of each layer
θl = {Wl, bl} ∀l = 1, . . . , L+ 1, (10)
where the weights are
Wl ∈

RM×nx if l = 1,
RM×M if l = 2, . . . , L,
Rnu×M if l = L+ 1,
(11)
and the biases are
bl ∈
{
RM if l = 1, . . . , L,
Rnu if l = L+ 1.
(12)
2.4 Motivation
Implementing the explicit model predictive controller
defined by (4) requires storing the set of matrices and
vectors E = {Zi, zi,Ki, gi} that defines the regions and
the affine controllers in each region. The number of re-
gions can grow exponentially with respect to the hori-
zon and the number of constraints which leads to large
memory requirements that can prohibit the application
of explicit MPC for larger case studies.
The main motivation of this work is to find an efficient
representation and approximation of the MPC control
law, which can significantly reduce the memory require-
ments for the representation of the exact controller as
well for achieving a high-quality approximation that out-
performs other approximate explicit MPC techniques.
The basic idea on which this work is based is described
in the following Lemma.
Lemma 1 [30] Every neural networkN (x; θ,M,L) with
input x ∈ Rnx defined as in (7) with ReLUs as activation
functions andM ≥ nx represents a piecewise affine func-
tion. In addition, a lower bound on the maximal num-
ber of affine regions that the neural network represents is
given by the following expression:(
L−1∏
l=1
⌊
M
nx
⌋nx) nx∑
j=0
(
L
j
)
.
PROOF.
The neural network N (x; θ,M,L) is a piecewise affine
function because it only contains compositions of affine
transformations with a piecewise affine function (Re-
LUs). For the derivation fo the maximal number of re-
gions, see [30]. 
Lemma 1 gives clear insights about why deep networks,
as often observed in practice, obtain better performance
to approximate complex functions when compared to
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Fig. 1. Number of regions with respect to the number of
weights a neural network can represent. The parameters for
this plot were chosen to nx = 2, M = 10, L = 1, . . . , 50 and
nu = 4.
shallow networks. In particular, Lemma 1 implies that
the number of affine regions that a neural network can
represent grows exponentially with the number of layers
L as long as the width of the network M is not smaller
than the number of inputs nx. The bound of Lemma 1
can be slightly improved if M ≥ 3nx as recently shown
in [36].
At the same time, the number of parameters contained in
θ that are necessary to fully describe the neural network
N (x; θ,M,L) are determined by the dimensions of the
weights and biases at each layer. Assuming that storing
each number requires αbit bits, the total amount of mem-
ory necessary to store the neural network N (x; θ,M,L)
can be computed as:
ΓN = αbit((nx + 1)M + (L− 1)(M + 1)M
+ (M + 1)nu). (13)
Since ΓN only grows linearly with respect to the number
of layers L, deep ReLU networks can represent exponen-
tially many more linear regions than shallow ones for a
fixed amount of memory. This fact can be clearly seen
in Fig. 1.
We believe that this observation, while somewhat obvi-
ous, is a very powerful result with important implica-
tions in control theory and constitutes the main motiva-
tion for this paper.
3 Deep learning-based explicit MPC
We show in this section how to design a deep neural net-
work that exactly represents the explicit MPC feedback
law (4). We make use of the following lemma from [23].
Lemma 2 Every scalar PWA function F(x) : Rnx →
R can be written as the difference of two convex PWA
functions
F(x) = γ(x)− η(x), (14)
where γ(x) : Rnx → R has rγ regions and η(x) : Rnx →
R has rη regions.
PROOF. See [23] or [15]. 
We make use of the following Lemma, recently presented
in [14] to give specific bounds for the structure that a
deep neural network should have to be able to exactly
represent an explicit MPC feedback law.
Lemma 3 A convex piecewise affine function f : Rnx →
R defined as the pointwise maximum of N affine func-
tions:
f(x) = max
i=1,...,N
fi(x),
can be exactly represented by a deep ReLU network with
width M = nx + 1 and depth N .
PROOF. See Theorem 2 from [14]. 
The main contribution of this paper is given in the fol-
lowing theorem, which states that any explicit MPC law
of the form (4) can be represented by a deep ReLU neu-
ral network with a predetermined size.
Theorem 4 There always exist parameters θγ,i and θη,i
for 2nu deep ReLU neural networks with depth rγ,i and
rη,i for i = 1, . . . , nu and width w = nx + 1, such that
the vector of neural networks defined by
N (x; θγ,1, w, rγ,1)−N (x; θη,1, w, rη,1)
...
N (x; θγ,nu , w, rγ,nu)−N (x; θη,nu , w, rη,nu)
 (15)
can exactly represent an explicit MPC law K(x) : Rnx →
Rnu .
PROOF. Every explicit MPC law K(x) : Rnx → Rnu
can be split into one explicit MPC law per output di-
mension:
Ki(x) : Rnx → R ∀i = 1, . . . , nu. (16)
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Applying Lemma 2 to all nu MPC laws, each one of
them can be decomposed into two convex scalar PWA
functions:
Ki(x) = γi(x)− ηi(x) ∀i = 1, . . . , nu, (17)
where each γi(x) and each ηi(x) are composed of rγi and
rγi affine regions. The explicit MPC law K(x) : Rnx →
Rnu can thus be vectorized as
K(x) =

γ1(x)− η1(x)
...
γnu(x)− ηnu(x)
 . (18)
According to Lemma 3, it is always possible to find pa-
rameters θγ,i, θη,i for deep ReLU networks with width
w = nx + 1, depth not larger than rγ,i, rη,i that can
exactly represent the scalar convex functions γi(x) and
ηi(x). This holds because any convex affine function with
N regions can be described as the pointwise maximum
of N scalar affine functions. This means that each com-
ponent of the explicit MPC law can be written as:
γi(x)− ηi(x) = N (x; θγ,i, w, rη,i)−N (x; θη,i, w, rη,i),
(19)
for all i = 1, . . . , nu. Substituting (19) in (18) results in
(15). 
The proof presented in [15] for the decomposition of a
PWA function into the difference of two PWA functions
is constructive, which means that Theorem 2 gives ex-
plicit bounds for the construction of neural networks
that can exactly represent any explicit MPC of the
form (4).
Another advantage of the proposed approach is that if
the explicit MPC law is represented as a set of neural
networks, its online application does not require deter-
mining the current regionRi and only needs the evalua-
tion of the neural networks. This evaluation is a straight-
forward composition of affine functions and simple non-
linearities, which facilitates the implementation of the
proposed controller on embedded systems.
We illustrate Theorem 4 with a small example of an
oscillator with the discrete system matrices
A =
[
0.5403 0.8415
0.8415 0.5403
]
, B =
[
−0.4597
0.8415
]
.
We chose the tuning parameters for (2) to P = 0, R = 1,
Q = 2I and the horizon to N = 1. The state constraints
are given by |xi| ≤ 1 for i = 1, 2 and input constraints
by |u| ≤ 1. We used the toolbox MPT3 [16] to compute
the explicit MPC controller which has 5 regions and is
illustrated in the left plot of Fig. 2.
Using the algorithm given in [15], we decompose the ex-
plicit MPC controller into the convex function γ(x) and
the concave function−η(x), depicted in the middle plots
of Fig. 2. Both functions consist of rγ = rη = 3 regions.
According to Theorem 4, we used two neuronal networks
N (x; θγ , 3, 3) andN (x; θη, 3, 3) with widthw = nx+1 =
3 and depth rγ = rη = 3 to represent the two convex
functions. We compute the parameter values of the net-
works θγ and θη as the minimizers of the mean squared
error defined by:
θγ = argmin
θγ
ntr∑
i=1
||N (x; θγ , w, rγ)− γ(x)||22, (20)
based on ntr = 1000 randomly chosen sampling points
for the functions γ(x) (and analogously for η(x)). The
learned representation of the neural networks γ(x) −
η(x) = N (x; θγ , w, rη) − N (x; θη, w, rη), is shown the
right plot of Fig. 2, which is the same function as the
original explicit MPC controller. The training procedure
is considered finished when the maximal error emax =
maxx |K(x)− (γ(x)− η(x))| is less than 0.001, which we
consider to be an exact representation of the original
explicit MPC law.
4 Approximate explicit MPC based on deep
learning
The previous sections suggest that using deep learning to
approximate explicit MPC laws might be a very promis-
ing idea because of two main reasons. The first one is
that deep neural networks can exactly represent the ex-
plicit MPC law, and not only approximate it arbitrarily
well for an increasing number of neurons, as it is known
from the universal approximation theorem [2]. The sec-
ond reason is that, as shown in Lemma 1, the number of
linear regions that deep neural networks can represent
grows exponentially with the number of layers.
Motivated by these facts, we propose the approximation
of the explicit MPC law with a neural network without
the need of a convex-concave decomposition. Further-
more, we design a feasibility recovery step to ensure that
the original constraints are satisfied despite of the ap-
proximation error.
4.1 Training of the deep learning-based approach
For the training of the deep-learning based approximate
explicit MPC, we generate data pairs by solving (3) for
many different points xinit = xtr,i in the state space ob-
taining the corresponding optimal control input u∗0 =
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Fig. 2. PWA explicit MPC law K(x) (left plot). Decomposition of K(x) into convex function γ(x) and concave function −η(x)
(middle plots). The resulting exact representation N (x; θγ , w, rη)−N (x; θη, w, rη), via two deep neural networks is shown on
the right plot.
utr,i. Only feasible solutions are accepted as valid train-
ing points.
The neural network is designed by choosing a width
M ≥ nx, a number of layers L and finding the network
parameters θ by minimizing the mean squared error over
all training samples ntr:
minimize
θ
1
ntr
ntr∑
i=1
||N (xtr,i; θ,M,L)− utr,i||2. (21)
We solve (21) using Adam [21], a variant of stochastic
gradient descent, via Keras/Tensorflow [9], [11].
4.2 Feasibility recovery
Since we do not aim for an exact representation of the
explicit MPC law, the output of the network is not guar-
anteed to be a feasible solution of (3). In order to guaran-
tee constraint satisfaction as well as to guarantee recur-
sive feasibility of the problem, we propose the following
strategy.
We assume that a convex polytopic control invariant set
Cinv is available, which is defined as: Cinv = {x ∈ X |∀x ∈
Cinv,∃u ∈ U s.t. Ax + Bu ∈ Cinv}. The polytopic con-
trol invariant set can be described by a set of linear in-
equalities as Cinv = {x ∈ X |Cinvx ≤ cinv}
To recover feasibility of the output generated by the
neural network, we perform an orthogonal projection
onto a convex set [8] such that the input constraints
are satisfied and the next state lies within the control
invariant set. This idea is formalized in the following
theorem.
Theorem 5 Let Cinv be a control invariant set for sys-
tem (1) and N (x; θ,M,L) be a deep neural network that
approximates the explicit MPC controller (4). Provided
an initial condition xinit ∈ Cinv, if the output of the neu-
ral network is projected onto the convex set defined by
the input constraints and Cinv, which can be computed by
solving the following quadratic program:
minimize
uˆ
‖N (x; θ,M,L)− uˆ‖22 (22a)
subject to Cinv(Axinit +Buˆ) ≤ cinv, (22b)
Cuuˆ ≤ cu, (22c)
then the closed-loop system obtained by applying the pro-
jected control input uˆ to system (1) leads to satisfaction
of input and state constraints at all times.
PROOF. Solving (22) directly ensures that the input
applied to the system satisfies the input constraints and
also that the next state satisfies the state constraints,
if (22) is feasible. By definition of a control invariant set,
and because we require that xinit ∈ Cinv, problem (22) is
feasible at initial time. This in turn means that any con-
sequent state will also belong to Cinv because of (22b)
and therefore problem (22) remains feasible at all times.
This ensures that input and state constraints of the
closed loop are satisfied at all times. 
Remark 6 In the typical case where only box input con-
straints are present, solving (22) reduces to a saturation
operation and no control invariant set is necessary. In
the case of state constraints a control invariant set should
be computed. In the linear case, it is possible to compute
such sets even for high dimensional systems [29]. The
feasibility recovery requires solving the QP (22) with nu
variables and ninv+ncu constraints, which is often signif-
icantly smaller than the original QP defined in (3) with
with Nnu variables and N(ncx + ncu) + ncf constraints.
The number of half-spaces ninv that define a polytopic
control invariant set can be reduced if required [5] at the
cost of conservativeness.
Remark 7 The generation of training points can be si-
multaneously used for the computation of a control in-
variant set. For example, if all the vertices of the exact
explicit MPC solution are included as training points,
taking the convex hull of all of them will generate a con-
trol invariant set.
One of the main advantages of the proposed approach
is that, as we show in the next section, complex explicit
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MPC formulations can be well approximated by simple
deep networks that are easily deployed on embedded de-
vices with limited storage capacity. Our approach does
not require the computation of the exact explicit solu-
tion.
Other works have also studied the stability guarantees
for approximations of explicit MPC as [24] a tube-based
approach is combined with polynomials, the approach
presented in [17] or those described in [6]. We focus on
constraint satisfaction, recursive feasibility as well as im-
proved approximation quality. Stability guarantees are
out of the scope of this work.
4.3 Alternative approximation methods
We compare our proposed deep learning-based approx-
imate explicit MPC approach to other approximation
approaches.
The first alternative approximates the explicit controller
using multi-variate polynomials of the form P : Rnx →
Rnu with degree p:
P(x;α, p) =

p∑
i1=0
. . .
p∑
inx=0
a1,m
∏nx
j=1 x
ij
j
...
p∑
i1=0
. . .
p∑
inx=0
anu,m
∏nx
j=1 x
ij
j
 (23)
where the indexm =
∑nx
j=1 ij andαi = {ai,1, . . . , ai,(p+1)nx}
for i = 1, . . . , nu contains all coefficients. The coeffi-
cients of the polynomials are computed by solving
minimize
α
1
ntr
ntr∑
i=1
||P(xtr,i;α, p)− utr,i||2 (24)
where utr,i is the exact optimal control input obtained
solving (3) for each training point xtr,i. The memory
footprint of a multi-variate polynomial is given by
ΓP = αbitnu(p+ 1)nx . (25)
The second method is similar to the approach in [17]. We
use the partition of an explicit MPC description with a
shorter horizon N ≤ Nmax (and therefore less regions)
and adapt the parameters λ = {λ1, . . . , λnr} where λi ={Ki, gi} by solving the following optimization problem:
minimize
λ
1
ntr
ntr∑
i=1
||LN (xtr,i;λ)− utr,i||2. (26)
Table 1
Summary of algorithms used, including exact explicit solu-
tion KN and the approximations methods.
Method Param. Explanation
KN (x) N prediction horizon
N (x; θ,M,L)
θ aff. trans. {Wl, bl} ∀ layers
M neurons per hidden layer
L number of hidden layers
P(x;α, p) p degree of the polynomial
α coefficients ai for all terms
LN (x;λ) N prediction horizon
λ aff. trans. {Ki, gi} ∀ regions
𝑚1 𝑚2
𝑢1
Fig. 3. Chain of masses connected via springs.
We denote the optimized descriptions L : Rnx → Rnu as
LN (x;λ) =

K1x+ g1 if x ∈ R1,
...
Krx+ gr if x ∈ Rr.
(27)
The memory footprint of the optimized explicit MPC
can be computed as done for the standard explicit
MPC (6).
The explicit MPC description and the approximation
methods are summarized in Table 1. We introduce a
new abbreviation for explicit MPC laws KN (x) where N
stands for the horizon of the primary problem (2) they
are derived from.
5 Simulation results
We illustrate the potential of the proposed approach
with a simulation example modified from [38]. The ex-
ample represents two horizontally oscillating masses in-
terconnected via a spring where each one is connected
via a spring to a wall, as shown in Fig. 3. Both masses
can only move horizontally and have a weight of 1 kg
and each spring has a constant of 1 N m−1. The states of
each mass are the position s and the speed v. There are
no limitations on the speed, but the position is limited
to |s| ≤ 4 m. We can apply a force limited by |u| ≤ 0.5 N
to the right mass.
We assume that all states can be measured and the sys-
tem matrices are discretized with first-order hold and a
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Table 2
Comparison of the explicit formulation and different approx-
imations. The relative average settling time (rAST) is given
for 2000 simulations from random initial values. The memory
footprint Γ [kB] the quantity of numbers needed to describe
a formulation assuming double-precision floats.
K7 L6 L3 P3 N6,6 N43,1
rAST [-] 1 1.020 1.113 1.407 1.015 1.125
Γ [kB] 854.6 528.1 49.7 2.00 1.93 2.02
sampling time of 0.5 s resulting in:
A =

0.763 0.460 0.115 0.020
−0.899 0.763 0.420 0.115
0.115 0.020 0.763 0.460
0.420 0.115 −0.899 0.763
 , B =

0.014
0.063
0.221
0.367
 .
We use as our performance index the average settling
time (AST), which is defined by the time it takes a
controller to steer all nx states of the system to the
origin. We consider a state to be at the origin when
|xi| ≤ 1× 10−2.
Our benchmark horizon was Nmax = 7 corresponding to
2317 regions. We used the exact explicit controller K7
to generate 25952 training samples which where used to
train the different approximation approaches via (21),
(24) and (26). First, we trained networks with differ-
ent values of depth and width whose memory footprints
do not exceed 2 kB, polynomials of degree one, two and
three and optimized the parameters of explicit MPC for-
mulations from horizon one to six. Second, we ran simu-
lations for all controllers and chose the approximations
that provided the best trade-off between memory foot-
print and performance.
In the following, we drop the dependency of the con-
trollers on x and on the parameters µ for the sake of
brevity. Additionally, we will refer to the deep neural net-
work N (x; θ, 6, 6) as N6,6, to the shallow neural network
N (x; θ, 43, 1) as N43,1 and to the polynomial P(x;α, 3)
as P3.
The relative average settling time (rAST) and the mem-
ory requirements for 2000 closed-loop simulations ini-
tialized with random values for each control method are
summarized in Table 2. The relative average settling
time is computed with respect to the exact solution K7.
The proposed deep neural networkN6,6 only uses 0.23 %
of the memory of the optimal solution K7 while reach-
ing an average AST that is only 1.51 % longer than the
exact solution. The deep neural network clearly achieves
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]
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Fig. 4. Position of the first mass (top plot) and control in-
puts (bottom plot) for different control strategies for one
exemplary closed-loop simulation.
the best trade-off between performance and memory re-
quirements. It is interesting to see that a shallow network
N43,1 with a slightly larger memory footprint than the
deep network, achieves considerably worse performance.
The results show that a naive polynomial approxima-
tion of the explicit MPC does not result in good results
as the performance that can be achieved with no more
than 2 kB is significantly worse than the other approxi-
mation methods. Even if we compare the optimized ex-
plicit MPC with the finest partition L6, our proposed
deep neural network performs slightly better while hav-
ing a much smaller memory footprint.
Fig. 4 shows an example of the closed-loop trajectories
obtained for each controller. It can be clearly seen that
the polynomial approximation (degree 3) cannot prop-
erly approximate the explicit controller. The best re-
sults, which are almost identical to the exact explicit
controller K7, are obtained by the proposed deep neural
network N6,6.
These results confirm that the use of deep neural net-
works to approximate explicit MPC laws is very promis-
ing as it can achieve very good performance with low
memory requirements. In addition, the deployment on
low-cost embedded hardware is straightforward, as it
only requires matrix-vector multiplications, vector ad-
ditions and the evaluation of a simple nonlinearity (rec-
tifier unit).
6 Conclusions and future work
We have shown that explicit MPC formulations can be
exactly represented by deep neural networks with rec-
tifier units as activation functions and included explicit
bounds on the dimensions of the required neural net-
works. The choice of deep networks is especially inter-
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esting for the representation of explicit MPC laws as
the number of regions that deep networks can represent
grows exponentially with their depth.
A feasibility recovery strategy has been used to ensure
constraint satisfaction if the neural network is used to
approximate, and not to exactly represent, the explicit
MPC law. Simulation results show that the proposed
deep learning-based explicit MPC achieves better per-
formance than other approximate explicit MPC meth-
ods with significantly smaller memory requirements.
Future work includes the design of stability guarantee-
ing formulations and the deployment of the proposed
strategy on embedded devices.
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