A general numerical integration formula is presented that generates many of the commonly used one-dimensional finite-difference schemes. A number of these schemes are tested on a simple wave equation; three implicit and three explicit are chosen for further analysis with a nonlinear set of equations with known solutions. A seventh method of the implicit type not requiring iteration is also tested. A transformation is developed that allows the removal of linear terms from the nonlinear equations, thereby avoiding truncation of the linear terms. The results of the analysis show that energy components may have large errors when the total energy shows essentially none, and phase errors may be quite serious without indication from linear analysis. By treating the uncoupled linear terms exactly (no truncation), significant improvement in the numerical solutions ensues. The multilevel implicit schemes give superior results and are to be recommended if computing time is not a criterion. Great care must be taken in interpreting the linear stability criterion. The critical truncation increment should be considerably reduced t o avbid significant truncation errors, especially for long time integrations.
INTRODUCTION
The problems of computational stability and truncation errors are by no means recent in origin. Indeed, few physical problems are so simple as to yield mathematical representations that lend themselves to analytic solutions. More often than not, the appropriate equations are nonlinear and must be solved numerically with little insight into the exact solutions. One is generally confronted with partial differential equations to further complicate clarification of the errors arising from numerical computation.
Despite these seemingly overwhelming obstacles, significant progress in studies of computational stability have been made as exemplified by the work of Richtmyer (1957) . The traditional approach to such studies is to linearize the nonlinear equations and then compare the exact solutions of the linear system to the solution of the corresponding finite-difference equations. For different truncation procedures, the approximations may be evaluated in terms of the true solution. For initial value problems where the linearizing assumption may not be valid for all time, only the criterion of computational stability has utility. Moreover, since finite-difference operations must generally be applied in both space and time, highly involved relationships between the truncation intervals evolve.
With reference to problems concerning atmospheric flow, the feasibility of converting the appropriate nonlinear partial differential equations to a finite set of ordinary nonlinear first-order differential equations in time (termed "spectral" equations) has been established. Such equations are generated by assuming the space dependence to be given by a series of known polynomials 1 Present a5liation, Canada Center for Inland Waters, Department of Energy, Mines, and Resources, Burlington, Ontario.
and solving for the time dependent coefficients through integration over the entire space domain. The technique seems to have been applied first by Silberman (1954) and discussed in detail by Platzman (1960) . On the assumption that the series truncation does not create serious errors (a question not yet investigated in detail) or that the finite set of equations is an exact representation of the physical system, one is left with the considerably simpler problem of determining time truncation alone.
The investigation of ordinary differential equations by numerical methods has also not been neglected; see, for example, Henrici (1962) , Hildebrand (1956 ), or Milne (1949 . However, if wave-type solutions exist, error estimates of linear equations based on Taylor expansions may be cast into doubt, and investigations of the type carried out by Kurihara (1965) are necessary. Little is known about truncation errors of initial value problems involving nonlinear equations. Fortunately, there exist some nonlinear systems of spectral equations that have analytic solutions. Such systems were first used to describe atmospheric flow by Lorenz (1960) . Clearly, a comparison between the finite-diff erence solution of the equations of such a system when compared to the analytic solution will give information on truncation errors as a function of time. Studies with various time-differencing schemes have been made on this basis by Lillp (1965) and Young (1968) .
A number of finite-differencing schemes have been utilized for integrating ordinary differential equations, and many are a composite of ingenious techniques that have occurred to various scientists and have been proven useful. For testing the utility of such schemes, however, it seems worthwhile to generate them in some systematic fashion, thereby establishing a hierarchy of schemes with (we hope) increasing accuracy. One such systematic VOI. 98, No. 9 approach would be to assume that the function to be integrated can be represented by a polynomial that is exact at its known point values. The degree of accuracy of such a polynomial will then be established by the number of known points utilized. We shall show, moreover, that the most popular schemes can be represented by this approach.
The schemes were tested by application to a firsborder linear wave equation to avoid the problem of being overwhelmed by an unmanageably large number of schemes. When a scheme was not able to give good results for this equation, we assumed it would not be satisfactory for a more complex system of equations. In this way, we were able to reduce the number of sqhemes to a manageable size. I t should be noted that, if more points on the time axis are used to develop the interpolation polynomial than there are orders of derivatives in the differential equations, spurious solutions will resulkfrequently denoted as "parasitic" solutions-that must be handled with great care so as not to obscure the true physical s o h tion.
The remaining schemes (those which gave satisfactory results with the wave equation) were then tested on a low-order spectral system of the type used by Lilly and Young. The system used here however (Baer 1970 ) has the added flexibility of involving both linear and nonlinear terms in the firsborder system of equations; it furthermore allows for time-dependent phase changes that were constrained in previous experiments. Since linear contributions to differential equations may be determined without truncation, their influence has been investigated. Of the techniques that proved most accurate, multistep methods were included, despite the presence of parasitic solutions. Previous calculations suggest that integral constraints of the system (say, energy or vorticity) were adequate indicators of truncation error when observed during calculation. This conclusion does not seem to be borne out. We shall see that slight phase errors will create amplitude errors in the individual dependent variables that have a tendency to cancel when the integral properties are evaluated. Thus, although the integral constraints will yield a good indication of computational stability (which is also available from h e a r theory), truncation errors can only be investigated from the detailed behavior of all the dependent variables in the system.
.
As we have indicated, the spectral equations applicable to the atmosphere may be represented quite generally by a nonlinear set of first-order differential equations in time for which analytic solutions are not available unless the set is highly truncated. The dependent variables, which me the expansion coefficients of the space-dependent polynomials, may be represented by a vector P such that *=($J, l < i g q and the general set of equations may be wrhten as
where F is a vector operator and the dot notation fies time daerentiation. Suppressing indices, we may also state that the scalar equation for any expansion coo%-cient will be &=w, t ) . 
implicit, I,,
We see from (10) that a wide variety of finitedifference integration schemes may be selected in a systematic fashion. As we increase p and n, we arrive not only a t higher order schemes (more "steps") with the consequent expected increase in accuracy but also additional parasitic roots. Most of the standard numerical integration schemes fall into the classification given by (10). For example, the schemes Eo, and El, are generally associated with Adams-Bashforth and Nystrom, respectively (Henrici 1964) ; whereas the schemes Io,, 11, are referred to as Adams-Moulton and Milne-Simpson, respectively (Hildebrand 1956) . The more involved predictor-corrector or multicorrector schemes would require a sequence of schemes described by (10).
A number of schemes whose properties will be investigated are listed in table 1. Certain omissions will be noted.
The Eo, scheme, which is termed the "Euler forward" is always unstable in terms of fictitious amplscation and is consequently of no interest. Similarly, the "Euler backward" Io,, gives fictitious damping and is therefore ignored. Schemes with p = 2 have been shown (Hildebrand 1956 ) to yield results not appreciably superior to those for p = 1 ; their discussion would thus be redundant. For the implicit schemes, the coefficients cy13 (I), Zr5 (3) vanish, and consequently the lower order forms II2, Ia4 that require as much calculation as II3,
The schemes described by (10) may be subject to Taylor's series expansion about the point T ; for a given truncation (p, n), there will be an error of order times the same order of time derivative of $ listed in table 1. We shall see in the sequel that applying this technique to wave-type equations may lead to misleading error estimates.
have been ignored.
LINEAR STABILITY PROPERTI ES
If the schemes listed in table 1 do not show adequate stability properties when applied to a linear differential equation, we may anticipate their failure with regard to nonlinear differential equations. We shall therefore test them on the simple linear wave equation
#= -iplc, (11)
that could be generated from (10) by linearization and neglecting coupling terms. Note that I ) is a complex variable, but let us assume p to be real. The true solution of equation (11) agj=O for j = -l ,
CYj= { --we may write both the implicit and explicit finite-difference schemes (10) after substitution of (11) for the values of the derivatives at the known discrete points by the single relation for diffrent inteyratim s c h a e i E,,, I,,, their names (if known), and the truncation error based on Taylor's series analysis
The solutions to equation (12) may be determined in a number of ways, but they must all satisfy the characteristic equation
where the roots of (13) represent the solutions of (12).
Since we have specified p I n , there will be n+ 1 solutions to ( 1 2 ) , only one of which corresponds to the real "physical" mode. The computational or parasitic modes (n of them) are distributed as follows a t At=O; n-p roots begin a t the origin, and p + l roots are distributed equally about the unit circle with the physical mode a t X = l . As At is increased from zero, the roots will change from their initial points. If the first root, A,, represents the "computed physical mode," we may compare it with the true solution. So long as its amplitude remains near unity, there will be no spurious damping or amplification. However, its phase, say Bo, must also remain near the true phase for accuracy; that is, we should observe that -Oo/pAt remains close to unity. The remaining n solutions are parasitic and enter only to disturb the physical solution. So long as their amplitudes remain less than unity (that is, within the unit circle), they will be damped. If they go outside the unit circle, they will cause amplification and may be classified as "unstable" solutions. If they remain on the unit circle, by suitable choice of initial conditions their effects can be made innocuous.
All the schemes listed in table 1 have been tested on equation ( 1 1 ) . Their characteristic equations may be easily determined by substitution of the tabular coefficients together with the limits (p, n) into (13). The roots of these characteristic equations have been determined for various values of pat, and the amplitudes of all modes for each scheme have been plotted against pat (abscissa) in figure 1. Pursuant to the previous discussion, wherever a mode exceeds unity on the ordinate, it will yield an unstable solution. Clearly, the best schemes will be those for which all roots remain stable for the largest value of pat.
j = O
We may be considerably more precise about, the behavior of these schemes by investigating the computed physical mode in more detail-both its amplitude and phase. On figure 2, we have plotted for all schemes the amplitude of the computed physical mode (and amplitudes of parasitic modes when they are within the ordinate scale) on the upper graph and the ratio -Bo/pAt on the lower graph against pAt on the abscissa. Here, we may isolate the best schemes. Whereas from figure 1 we might have thought that scheme Iol was best because it is stable for all values of At, we see from figure 2 that this scheme (trapezoidal) has serious phase errors for reasonable values of pAt.
We have selected, based on figure 2, three schemes in the explicit group and three in the implicit group for further study. Choosing p A t S 0 . 4 , we see that ]E031 ]El1, and Ea3 are the best; whereas for the implicit schemes, the obvious choices are IolJ 113, and L5. Scheme I,, was selected because of the strong stability property of its amplitude and also because of its general popularity, although its phase characteristics are less desirable.
An interesting sidelight to the selection of suitable finite-difference schemes is exemplified by figure 3. Suppose one would like a scheme no greater than two-step for which the coefficients could be varied such that the most favorable properties may be chosen. Let the scheme be represented in terms of the arbitrary coefficients (a, P) Figure 3 shows for various combinations of a, / 3 that the phase properties in the stable range (where both the real physical and the parasitic roots have amplitude unity) are effectively bounded by the error curves for the leapfrog (L-E,,) on the one hand and the trapezoidal (T--Io1) on the other. The Milne scheme (M-I,,) is undoubtedly one of the best that satisfies the criteria of ( 1 4 ) . 
MULTICOMPONENT SYSTEM
The coupled set of nonlinear first-order differential equations on which the six schemes that survived the linear analysis of the last section will be tested is part of the group of low-order spectral systems which were sytematically developed by Platzman (1962) for the barotropic vorticity equation, but which also have applicability for baroclinic problems. The system under consideration involves an arbitrary zonal flow interacting with a single planetary wave composed of two complex components (describing its latitudinal variability) in a rotating atmosphere with spherical geometry. Details of this system including the exact solutions (elliptic functions) have been presented by Baer (1970) . If the zonal coefficients (real) are denoted as #,(t) where y=2m+l, m l M , and the complex wave coefficients are described by the terms #&), #&), the differential equation for the zonal terms may be written &=2a, Im
The zonal coefficients can be solved in terms of one coefficient # n by integration of the above equation. The time relationship thus developed between the zonal coefficients is unaltered if the integration is Derformed bv numerical means, whereby we find that # y = (u,/a,& + sy. The system to be integrated therefore involves only three variables, #%, and #a and is P = ( ; ; ) , where the tilde denotes transposition. The physical significance of the constants that deDend on sDectrum Before proceeding to a discussion of the numerical calculations of the different schemes, let us consider the linearized coupled equations and the finite-diff erence solution to these equations. ----
If the roots of are pure imaginary, no physical amplification will take place, and computational stability can be easily defined. The physical stability condition implied in has been discussed by Baer (1970) and need not be repeated here. We shall concern ourselves with physically stable situations.
Let us now apply the leapfrog scheme to (22) with the option that some of the linear terms may be extracted as we have done in (18) . The appropriate form of (22), using the transformation (17), becomes Here, G may take on any of the three values 0, AI, or A.
Since we wish to compare the solutions of the second of (24) with (23)' me return (24) to the variable P. Noting now that we may establish the roots of G and write a root matrix A,
where the roots and the modal matrix for different matrices G are listed in table 2, we find for (24) using (25) and (17) Since the elements of are a linear combination of the elements of 9, they will have the same solutions (roots).
By the usual method of establishing an amplification matrix for multistep equations (Richtmyer 1957 and we get the solution to (26) in the form where I is the unit matrix. The root equation for the amplification matrix in (27) is given as that is, in general, a fourth-order equation in the roots. Two of these roots are physically real; the other two are parasitic. The real roots should be compared with the roots of the exact solution, eirAf. So long as At remains within the limits of computational stability, the roots will have amplitude of unity, and we may therefore consider only the phase angles. Thus if the roots of (28) phase. Total truncation (G=O) is clearly the worst case, whereas including an exact treatment of the coupling terms in A, does not improve the stability or phase errors; in fact, the extraction of more exact information in this case creates larger truncation errors. It should be noted that these results refer to a particular set of initial conditions and are subject to change for different conditions. However, we may conclude with some coddence that the exact treatment of uncoupled linear terms will yield solutions to the nonlinear equations with less error for a given truncation element At. We shall not consider the linearized equations for the other truncation schemes but proceed directly to the numerical calculation of the nonlinear equations.
UMERBCAL CALCULATIONS
Three different sets of initial conditions were used to test the truncation schemes; they are listed in table 3 and are denoted respectively as cases CA, CB, and C@.
Since the exact solutions to (16) are known, any variable determined from a numerical integration will be represented normalized by its exact value. For each case of initial data, the three methods (TL, a@, and EL) for dealing with the linear terms were applied, and three different time increments (At) were used; the scales of the time increments were determined from the characteristic frequencies of the cases. All seven truncation schemes discussed in section 3 as having satisfactory linear properties were tested and are listed in table 4.
Let us now concentrate our attentions on the features of case @A that was integrated numerically in excess of 51 days. Since this case has an exact nonlinear exchange period of 3.452 days, the integration period should be long enough to highlight important errors. The exact frequencies-and there are two because two wave components, $a, $S exist-are vl=O.309, v2=0.0192. The first of the two frequencies calculated by linear theory (section 4) compares remarkably well with the first exact frequency, but the second is more than twice as large. However, because of the difference in magnitude of these frequencies, the first (larger) frequency will essentially determine the stability criterion. Using the first frequency and the linear (uncoupled) solutions for the different schemes developed in section 3, we list in table 4 the stability condition At,,,, which the linear theory would indicate.
A common procedure for establishing stability and truncation errors is to investigate the development in time of some integral property of the system-generally conservative-as was done by both Lily (1965) and Young (1968). For simple atmospheric flow problems, energy is the logical choice, although Young also included the vorticity. To indicate the behavior of the total energy of our solution (case CA) with time, we have prepared table 4 in which we describe the total energy (conserved in the exact solution) for the different truncation schemes, different truncation intervals At=2.07, 4.14, or 8.28 hr, and different treatment of the linear terms. The energies have been listed after 51.77 days unless an oscillation occurs, in which case its range is tabulated. As indicated above, we have also listed the stability condition based on linear theory.
Unquestionably, the stability properties are well described by the total energy and correspond to those anticipated from linear theory. Where damping is pre- as expected from the linear analysis (section 4). The above information is indeed valuable; however, it must be emphasized that the behavior of the total energy with time is not necessarily an indicator of the behavior of the detailed character ofthe solution. As we shall see, the individual amplitudes of the wave components may be seriously in error with no indication from the total energy. Moreover, the phase angles and wave velocities of the components from the truncated calculations may have no relation to the true solution, although the total energy is well conserved. To establish this fact, among others, we shall proceed to a detailed discussion of the calculations.
The component amplitudes that make up the total energy in our equations may be represented when we describe the truncated value normalized by the exact value from equations (15) as
T energy E to tal energy. conditions based on data from case CA in figure 5. We have selected to discuss the TL condition because it is by far in most common usage and the TC condition for comparison. From a superficial view of figure 5, one is immediately impressed with the sizable errors in some of the schemes, a fact not established from table 3. These errors have a regular period that is given by the first (largest) frequency, v1 =0.309. One must conclude, therefore, that the energy components cancel their errors on summation. A further observation is the remarkable improvement in the calculations (reduction in error) by use of the T C condition. Although this condition has been in computational use with higher order systems for some time (Baer 1964) , its virtues had not been investigated in any detail.
Of the explicit schemes tested, E33 is by far the best with regard to truncation, showing almost no errors during the entire integration period for Atcx4 hr. However, in terms of its utility as a computation scheme, we must refer back to table 4 that elucidates its limited stability region (At55 hr). Scheme EO3 shows errors in excess of 50 percent in the energy components and describes the anticipated damping with time, but only in the a wave. The leapfrog scheme also shows large error excursions, but they are cut back dramatically by the TC condition. Although table 4 indicates no significant errors for the implicit schemes, figure 5 clearly does not corroborate this interpretation. Scheme Io* has errors as large as 50 percent in the components for the TL condition; they are, however, almost completely eliminated when the T C method is applied. An unfortunate and unexpected result of the tests is the poor quality of the I M computation.
While the TL results are not available, the TC results suggest that this scheme is inferior to the others described on figure 5 (another observation not anticipated from the total energy information of table 4). Schemes II3 and 135
FIGURE L-Energy in the zonal and cx and p waves as a function of time in days (abscissa) normalized by their exact values for the seven schemes that had favorable linear properties. Solid curves represent TL condition and dotted curves are for TC, both for At=4 hr.
have been plotted on the same chart since neither has any measurable error in the energy components over the total integration period for At=4 hr. They are clearly superior schemes, but HI, should be preferred, both because of its better stability condition (table 4) and its ease of computation.
As indicated above, a striking feature described by figure 5 is the improved computation for the T C condition. Because this involves the exact treatment of part of the linear contribution, one might anticipate that the exact treatment of all the linear terms (EL) might further improve the calculated results. That this reasoning is incorrect has already been suggested by the deterioration d the stability criterion for the leapfrog scheme using the EL condition, seen from the total energy in table 4. Since Ell shows this feature most strongly of all the schemes, we describe on figure 6 the different energy components with time for En, At=4.14 hr using both the TC and E L conditions; the comparison of TL to T C is evident from figure 5. None of the schemes show improved computation using the EL method, but most give results comparable to the T@ calculation. Most remarkable is the instability that is set up in the Ell scheme using the EL method, a result not anticipated from the linear analysis of section 4 ( fig. 4) , wherein the stability condition for the EL calculation was superior to the TE method. We find here, therefore, a purely nonlinear phenomenon, not predictable by linearization. However, this observation is not systematic with regard to all the schemes and does not appear for E,.
The error in the energy components as a function of At is described by figure 7. Here we show both Ell and IO1 using the TL method for the three times, At=2.07, 4.14, and 8.28 hr. We have chosen En and Iol because they are the most frequently used schemes in the explicit and implicit groups, respectively. Nevertheless, all schemes tend to show a similar deterioration of the result With increased At, although the higher level implicit schemes (I,, and 13J have extremely small errors for A t 3 4 hr.
The failure of the total energy to indicate the errors in the components is plainly evident from this figure. An interesting feature of the leapfrog scheme that is apparent for At=8 is the larger error period, a modulation effect caused by the parasitic mode; this phenomenon has bean observed and discussed in the past (Baer 1961 ). An indication of the component errors seen on figure 7 may be available from linear theory through the phase errors. When Atz2, the phase errors ( fig. 3) are almost indetectable; whereas when At%8 (vAt=2/3), both the leapfrog and trapezoidal schemes show sizable phase errors.
It is interesting to note that for the latter truncation the Milne scheme (I,,) has almost no linear phase error and correspondingly no nonlinear computational errors. Despite the appearance of large errors in the energy components, there exist periodic times at which the computed solutions describe the exact solution with great accuracy. One might thus be led to the conclusion that the numerical integrations will give satisfactory results at selected times (periodic) for all time, to be determined by the highest characteristic mode of oscillation (available from linear theory). Such reasoning, in analogy with the conclusions drawn from the behavior of the total energy only, is based on incomplete information and is unfortunately incorrect. The missing information are the phase angles of the CY and B waves, both of which are time dependent; their time dependence may be described by the real part of the stream components #a, $0 and we present them as A-wave= Re#a (2) B-wave 3 Re #0 (t) .
and (31)
In figure 8 , we show the phase properties for the El, and I,,, schemes for the time steps At=4.14, 8.28 hr, using the TL method. By comparing the computed values of the two wave components as given in (31) to the exact values, we see that after 50 days the A-wave is significantly out of phase with the exact value. For A t E 8 hr, the phase error is almost 180" in both schemes, whereas the error in the B-wave is negligible. This error grows with time, and the consequent solution therefore becomes less and less reliable. Having now established an almost insurmountable obstacle to these numerical integration schemes (the multistep implicit schemes I,,, I,, do not exhibit discernible phase errors for the time steps utilized), we observe that no apparent phase errors occur if we use the T C or EL condition. The interpretation of this correction must be based on the fact that the uncoupled linear terms include most of the high-frequency phase properties and therefore cannot be successfully truncated. Although many of the schemes exhibit the phase characteristics outlined above, the implicit matrix scheme (IM) is nonconformist. With At=8.28 hr, figure 8 shows the phase properties for both [&i.
LEAPFROG SCHEME consequently not reproduce these results here; we shall assert, however, based on figures 9 and 10, that the computational properties of the different schemes tested and discussed in this section are applicable to a wide variety of initial conditions.
CONCLUSUON
The solution of the nonlinear equations that describe atmospheric flow (among others) by numerical means is today a commonplace event. These equations (given a set of initial values) are frequently integrated in time for long periods. It is therefore imperative that an integration scheme be chosen that is not only stable but also has negligible truncation errors so that the true solution is not obscured. The development of the "spectral" approach allows this solution to be carried out in time alone, thereby bypassing the space truncation influence. Moreover, the reduction of the spectral equations to low-order form, with their known solutions, enables US to test directly the validity and accuracy of any truncation technique.
Since a wide variety of schemes exist and have been applied, it is desirable to f h d a general method whereby such schemes may be systematically presented for testing.
We have developed such a method based on finite-difference polynomial interpolation and havc shown that many of the more common schemes-both implicit and explicitare incorporated in our presentation. A number of the lower level schemes have been tested on a simple linear LEAPFROG SCHEME 4.1 HOUR STEP EXdCT NONCOUPLED TERMS MATRIX_SCHEME, wave equation, and those with the most favorable qualities (best stability condition and least truncation) have been selected for testing with a low-order nonlinear spectral system. Included in this group is an implicit method that is not a member of the general set, but is interesting because it does not require iteration. The low-order system is of particular interest as it involves both linear (coupled and uncoupled) and nonlinear effects. Linear terms may be handled without truncation, and a procedure whereby these terms are removed from the equations may have some impact on the numerical solution of the remaining purely nonlinear equations. An indication that the truncation errors are modified by such climination is suggested from the solution of the linearized low-order equations, both exactly and with finite-difference methods.
The comparison of the truncated solutions to the exact ones yields some interesting observations. Whereas it has been common to estimate truncation errors of an integration from the behavior of conservative integral properties, our results indicate that only stability can be discusscd in this way. The ainplitudes of functional variables in our nonlinear system showed wild deviations (errors) at times during the numerical integration, but the conservative property (energy) was well conserved; this was caused by a cancellation of the individual amplitude errors. One must conclude that the conservation of integral constraints in a numerical calculation is not sufficient to justify confidence in the results. Furthermore, the satisfactory prediction of amplitudes is also not sufficient; one must also assure the accurate calculation of Lhe phase angles.
Linear theory seems to yield satisfactory information about the computational stability of our nonlinear system, as may be seen from the development of the conservative property; and the lincar phase errors (for any scheme) are indications of errors in the amplitudes of the dependent variables. Nonlinear phase errors, which are pronounced for the explicit schemes, may be removed by the exact consideration of the uncoupled linear terms of the nonlinear equations; the latter technique also reduces the amplitude errors significantly. As might have been anticipated, reduction of the truncation interval, At, will yield improved solutions. FIGURE 9.-Component energies calculated using the leapfrog, trapezoidal, and Milne (113) schemes using the TL condition for the two time steps At= 1.5, 2.9 hr for case CB (see table 3 ).
As a consequence of our calculations, it would be most advisable to select a truncation increment (At) substantially less than the critical one determined from linear analysis, if truncation errors are to be minimized. Moreover, to avoid phase errors, one must remove any uncoupled linear terms from the equations by a linear transformation involving the exact solution of such terms. Finally, if computation time is not a serious consideration, an implicit method should be selected in preference to an explicit one. Multistep methods, although they involve more parasitic solutions, seem to yield superior results. If, for reasons of economy and speed, an explicit scheme is chosen, a technique denoted as "restart" that begins a new calculation periodically from the mean data at the restart time appears to reduce high-frequency amplifying parasitic oscillations, but other truncation properties of this procedure have not been evaluated.
