In this article we focus on beta estimation in the thinly-traded environment of the Johannesburg Stock Exchange (JSE). We build on existing literature by evaluating a beta estimation procedure known as the trade-to-trade which has not until now been considered in the context of the JSE. We contrast our results with two known estimation procedures, i.e. the Cohen et al. and the traditional ordinary least squares (OLS). The trade-to-trade methodology, the estimator proposed by Cohen et al. and OLS are objectively assessed for shares typical of the JSE on the basis of unbiasedness and efficiency in the controlled environment of a simulation study. The trade-to-trade technique is found to be superior on both counts and is recommended as the appropriate technique for beta estimation on the JSE.
Introduction
It is well known that infrequent/thin trading biases the estimates of financial risk statistics (particularly the beta of a share) when traditional methods of estimation are used. Several researchers have developed correction techniques to compensate for the biases in the estimates of beta caused by thin trading. The more notable contributions in the area of beta estimation are Dimson (1979) , Scholes & Williams (1977) and Cohen et al. (1983) . The two correction procedures which have been widely used in the literature are the 'trade-to-trade' (T-'O technique (advocated by Dimson & Marsh, 1983 ) and the Cohen-type estimators, of which the Dimson aggregated coefficients 1 and the Scholes-Williams methods can be regarded as special cases.
On the Johannesburg Stock Exchange (JSE) Bradfield (1990) provides evidence of the extent of the bias in beta estimates caused by thin trading. In a further paper by Bradfield & Barr (1989) the appropriateness of the beta estimation procedure developed by Cohen et al. (1983) , which is aimed at correcting the bias caused by thin trading, was assessed for JSE stocks. Bradfield & Barr (1989) demonstrated that the correction procedure yields, on average, less biased estimates of beta in comparison with the traditional ordinary least squares (OLS) procedure.
In this article we extend the results of Bradfield & Barr (1989) by assessing the efficiency of a further beta correction procedure known as the 'trade-to-trade' approach which was advocated by Dimson & Marsh (1983) . We demonstrate, using the controlled environment of a simulation study, that the trade-to-trade beta estimator is superior to the Cohen et al. (1983) procedure in correcting for the effects of thin trading for typical JSE stocks.
The two criteria for an estimator of beta which are important discriminators are firstly unbiasedness and, secondly, efficiency. While both the T-T and Cohen-type estimators have been shown by their developers to be unbiased and consistent, i.e. the distribution of the estimates converges onto the true beta as the sample size increases, their efficiencies in terms of estimation error have not yet been fully considered (to our knowledge). The aim of this article is to quantify the biases which do exist in the OLS estimates of betas for shares typical of the JSE and to compare the efficiencies of the two competing correction procedures, i.e. the T-T and the Cohen estimators.
The article is organized as follows: In the second section we outline details of the simulation study used to compare the beta estimators. In the third section the results of the simulation study are presented and discussed. The fouth section contains some evidence concerning the sensitivity of the simulation analysis to the choice of parameter values used in generating the data. We offer concluding remarks in the last section.
Outline of methodology
The major problem in comparing estimators of the beta coefficient is that the parameter that is being estimated, i.e. the 'true' beta, is unknown. One does not, therefore, have a yardstick with which to compare estimates of beta, when using empirical data.
Further, a simple comparison of empirical estimates of betas provided by the various estimation methods will not give a clear indication of whether or not the particular method is giving unbiased estimates and, more importantly, which method is the more efficient.
A simulation technique is therefore necessary to address the above-mentioned problem. A simulation study allows data with known betas to be constructed so that the various estimators can be assessed objectively. In this article a simulation methodology similar to that employed by several researchers (e.g. Dimson, 1979) in the area of the evaluation of beta estimators is used. Briefly the approach involves simulating returns for a large number of shares at various levels of thin trading assuming known beta coefficients. Thereafter the three methods of beta estimation (T-T, Cohen and OLS) are contrasted by com)")aring the estimated para-meterS with the known parameters based on which the data was simulated.
Details of the simulation methodology are outlined below.
Description of simulation
The simulation of stock market returns involved two stages: firstly, returns for the simulated 'shares' were generated using the market model and secondly, thin trading was inll'Oduced into the returns so that we could measure the relative efficiencies of the estimators of beta.
In the first stage we chose the beta for all simulated share returns to be a unity. On this basis we simulated 60 calendar months of daily returns for a market index using the normal2 distribution. The parameters for the simulation were derived from the monthly returns on the ]SE-Actuaries Overall Index from its inception in September 1978 to December 1990. The relevant parameters are shown in Table I . To assess the ability of the estimators to deal with various levels of non-systematic variation we ran the simulations at a range of levels of residual standard deviation as shown in Table I .
From the simulated market returns we generated daily returns for a large number of shares under the assumption of the market model with a beta of unity and a zero alpha, i.e.: r, = r';'+ e, where:
r, = the return on the share for day t,
,": = the market return for day t, e, = a random normal deviate with standard deviation Ge, A beta of unity and alpha of zero meant that a regression of the simulated share returns on the market returns would result in a beta estimate that could easily be interpreted as a proportion of the true beta.
In the second stage of the simulation procedure we inll'Oduced the effects of thin trading into the simulated share returns. This was done by allocating a measure of thin trading to each of the simulated shares. The measures of thin trading were defined to be the proportion of days on which no 'trades' occurred for each share. The allocation of the measures of thin trading to the simulated shares was based .005
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a The mean return on the market. b The standard deviations of the market returns through time.
c The standard deviations of the residuals in the market modd.
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on the distribution of thin trading measures among the shares actually listed on the JSE on 30 November 1990 which is shown in Table 2 . Briefly, equal numbers of simulated shares were assigned to the ten deciles and for each 'share' a particular level of thin trading was allocated randomly from the range of levels within the assigned decile. Details of the procedure used to introduce the effects of thin trading are outlined in the Appendix. The simulated daily returns were then aggregated to form a series of simulated monthly returns. The set of monthly returns were then regressed against the monthly market returns to obtain estimates of alpha and beta.
Results of simulations
In order to consider the impact of various levels of unique risk' on the estimators of beta the simulation was conducted under the different parameter scenarios listed in Table I . By repeating the simulation study at various levels of a, (the standard deviation of the security's residuals), we were able to compare how the estimators performed across various classes of unique risk, that is from the high unique risk (high o,) shares to the lower unique risk (low o,) shares.
In the first part of this section we present the results of the simulation at the level of unique risk o, = 0.02. This level of unique risk results in estimates of beta which have efficiencies of the same order of magnitude as the empirical estimates obtained for typical shares on the JSE.
While the efficiency of an estimator depends on the level of unique risk, the average estimated beta resulting from that estimator does not 4 Hence, in the second part of this section, we combine the estimates of beta from all four simulations, i.e. the average betas across all four levels of unique risk as shown in Table I . This enables us to calculate a more accurate average estimated beta and thus to obtain a more accurate estimate of the difference between the average estimate and the known beta of unity, i.e. the bias of the estimator.
Thereafter, in the fourth section, we report on the differences between the estimators by interpreting their efficiency at the different levels of thin trading. The average of the beta estimates as well as the crosssectional standard deviations (i.e. the standard deviation of the estimated betas) were computed for each decile of thin trading and for each level of unique risk. Since all the data were simulated using a beta of unity, the variance of the estimated betas within each decile provides an estimate of the efficiency of the estimator. The average beia is computed to be the arithmetic mean of all the estimated betas in the decile. The cross-sectional standard deviation is the slandard deviation of the estimated belas in each decile. Table 3 are the results of the simulation of 5 000 shares in each decile with a. = 0.02. The crosssectional standard deviations of beta in decile 1 are equivalent to estimates of the standard errors of the beta esti-mates5 and are typical for shares on the JSE (for evidence, see Bradfield & Bowie, 1993 ).
Shown in
To assess the information in Table 3 we use a well-known measure of the relative performance of estimators, the mean squared error (MSE). The MSE is a measure of the combined effects of bias (defined to be the difference between the average estimated value and the true beta) and inefficiency, and can be calculated using the relationship (see Appendix):
The smaller the value of the MSE for a partipular estimator relative to the MSEs of other estimators the better that estimator is in comparison with the others. The MSE of the OLS estimator in decile 6 is, for example:
The estimated MSEs corresponding to Table 3 are presented in Table 3 Decile
OLS T-T Cahen bias, i.e. the average value of the T-T estimates is equal to the parameter being estimated, and the standard errors of the estimate are no larger than those of either of the other methods (see Table 4 ).
It is also evident from 
Estimation of the bias component of the different estimators
The bias component in the estimates of beta is not related to the residual standard deviation since the bias is dependent only on the average length of time between the last trade in an estimation interval and the end of the interval; therefore we computed average betas for each type of estimator across all four levels of residual standard deviation. The average bells are shown in Table 5 . From Table 5 we observe that in tenns of unbiased estimation, the trade-to-trade estimator is superior. The Cohen estimator shows no clear bias from the expected unity except in decile 10, where we would anticipate having to use more than the one lagged coefficient used in these simulations. The increasing bias with increasing levels of thin trading is evident in the OLS estimates.
Assessing the Impact of different levels of unique rtsk on the efficiency of the estimators Given in Table 6 is a comparison of the cross-sectional standard deviations of the estimators at the two extreme levels of unique risk shown in Table I , i.e. 0.0005 and 0.01 (see Table 6 ).
From Table 6 it is evident that at the level of unique risk corresponding to the residual standard deviation of O.ot, the trade-to-trade estimator is only marginally more efficient than the OLS estimator, except for the most thinly traded shares. On the other hand the Cohen estimator has substantially higher standard error than the other two estimators.
At the lower residual standard deviation (0.0005), i.e. at low levels of unique risk, the Cohen estimator appears to be marginally more efficient than the OLS estimator (on average), but both of these have far larger standard errors than the trade-to-trade estimates which are more efficient at all levels of thin trading.
Clearly the trade-to-trade estimator is superior both in terms of efficiency and unbiasedness at all levels of thin trading and unique risk.
The trade-to-trade estimator requires information regarding the times of the trades in a share and the value of the market proxy at that time. In some cases the information about the timing is unavailable. It is theref <X"e useful to be Averaae 0.1171 0.'17'17 0.0964 0.0047 0.1497 0.0691 121 able to decide between the Cohen and OLS methods for estimating a beta without requiring precise information regarding the times of the trades. By comparing the MSEs of the estimators it is possible to ascertain at which levels of thin trading the OLS estimator is superior to the Cohen estimator and vice versa.
To establish the level of thin trading at which the Cohen estimator becomes superior to the OLS estimator we find the OLS estimate of beta at which the MSEs of the two estimators are equal. To do this we denote the OLS estimate of beta at which the MSE of OLS is the same as the MSE of the Cohen estimator by b. From Table 5 we can reasonably assume that the Cohen estimator is unbiased and so the MSE for the Cohen estimator is simply found by squaring the standard error of the estimate. We take the standard error for the Cohen estimator to be 0.26 and the standard error for the OLS estimator to be 0.19 (which correspond to the average cross-sectional standard deviations at a level of unique risk equal to 0.02). The expressions for the respective MSEs are:
MSE (Cohen) = o:m
Equating the two expressions and solving for b yields 0.82 as the value of the OLS estimate of beta for which the two MSEs are equal. Thus we have established that for about the first seven or eight deciles when the OLS estimates of beta are greater than 0.82 (see Table 5 ) the OLS technique yields 'better' estimates than the Cohen estimator in terms of a smaller MSE.
Conclusion
The results of this simulation study show conclusively that the trade-to-ttade approach to beta estimation is both the more efficient and consistent of the well-known thin-trading correction procedures. This method of estimation does however require extensive data (at least data on a daily basis) and a well-traded and continuously updated market index. However, we did find that the Cohen estimator does correct for the biases induced by thin trading, but at the expense of efficiency. At most levels of thin ttading. the OLS estimator outperfonns the Cohen estimator in terms of its mean squared emr of the estimate.
The Cohen estimator performs relatively more efficiently when there is less non-systematic randomness, i.e. at low levels of unique risk. However, a disadvantage of the Cohen estimator is that the determination of the appropriate number of lags (and leads) is problematic and hence it is not a technique which can be easily automated for all shares on the JSE.
The simulation study provides insights into the effectiveness of the various ways of estimating a security beta. It is evident that thin trading severely biases ordinary least squares estimates of beta and a correction technique should therefore be used. On the basis of the two statistical discriminators, i.e. unbiasedness and efficiency, the trade-totrade approach to estimating beta coefficients was found to be superior to the Cohen-type estimator. We therefore recommend its use in estimating risk statistics on the JSE.
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5.
In the deciles which represent the shares which are the most thinly traded the biases of the estimators of beta are themselves subject to an additional non-negligible variation. The variation arises because the bias is very sensitive to differences in the level of thin trading at the levels represented by those deciles.
In the Appendix we give some indication of the magnitude of the increased variation. The inflation of the variance will not, however, affect comparisons between the estimators. For the other deciles the inflation of the variance is negligible because the bias is not as sensitive to changes in the level of thin trading, i.e. the bias is very nearly the same for all levels of thin trading within the range of thin trading represented by the decile. 6. For the Cohen estimator no leading coefficient was used because the market proxy was constructed to be completely efficient, and only one lag was used. 7. We generated 20 000 uniform deviates between the bounds of each decile using the SYST AT package, and computed <t and µ.1 for each generated q and then calculated the variance of (1l,l,1)(1 -¢). 
B. Evidence for use of normal distribution
In the simulation the normal distribution was used to simulate the daily returns which were then aggregated to fonn simulated observed monthly returns. In order to ascertain the validity of this assumption, we calculated a few summary statistics for both daily and monthly returns of the JSE Actuaries Overall Index. The skewness, kurtosis and the Wilk-Shapiro statistic (a test for nonnality) were compute.cl (see Table 7 ).
The results indicate that the assumption of normality is a reasonable one for the monthly returns (in the index), but not for the daily data where even when outlying rewms are excluded, the measures of peakedness (kurtosis) reveal that the tail areas are heavier than expected. The distribution of the residual component is not tested here.
C. Inflation of cross-sectional standard deviation for OLS estimator
We can write the average beta obtained in a decile as and the variance of this average will depend on not only the variance of I' but also the variance of plim P, with respect to q which is distributed unifonnly across the decile. (The variance of the error tenn is also dependent on q and hence will also have its estimated variance inflated by the variability of the q in the decile. The effect of the inflation of the standard error is not very large in comparison with large 
where k is the number of days in the estimation interval (20 in this simulation case) and µ, is average proportion of the interval between the last trade in the interval and the end of the interval (in those intervals in which trades occur). On the basis of the simulation (i.e. that the trades occur at random and with constant probability on each day) this parameter can be expressed in terms of q:
(k-lr I l+k ~J
The variance of the first term (1-¢) in the expression for the probability limit of the estimated beta is quite easily obtainable as follows:
Since q is distributed U(a,b), i.e. uniformly between the bounds in the decile a and b, Z will have density function 123 The variance of µ. 1 is not easy to write in a closed form and the distribution of the product (1 -<f)(lµ.1) will be even more difficult to ascertain. We therefore resorted to Monte Carlo techniques 7 to estimate the variance of the bias term for each decile. The results of the Monte Carlo runs are reported in Table 8 . 
