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Abstract
The use of correntropy as a similarity measure has been increasing in dif-
ferent scenarios due to the well-known ability to extract high-order statistic
information from data. Recently, a new similarity measure between complex
random variables was defined and called complex correntropy. Based on a
Gaussian kernel, it extends the benefits of correntropy to complex-valued
data. However, its properties have not yet been formalized. This paper
studies the properties of this new similarity measure and extends this defini-
tion to positive-definite kernels. Complex correntropy is applied to a channel
equalization problem as good results are achieved when compared with other
algorithms such as the complex least mean square (CLMS), complex recursive
least squares (CRLS), and least absolute deviation (LAD).
Keywords: complex correntropy, maximum complex correntropy criterion,
fixed-point algorithm.
1. Introduction
Recent studies have demonstrated that correntropy is an efficient tool
for analyzing higher-order statistical moments in machine learning and sig-
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nal processing applications (Liu et al., 2007; Fontes et al., 2014, 2015, 2017).
In particular, the maximum correntropy criterion (MCC) has been success-
fully used in filtering, robust regression, and signal processing applications.
Correntropy extends the autocorrelation function to the nonlinear systems
analysis and nonGaussian sources from real-valued data (Peng et al., 2017;
He et al., 2011).
On the other hand, many applications associated to signal processing in-
volve signal sources that employ complex-valued data. However, correntropy
has only been defined for real numbers (Santamaria et al., 2006). So, due to
the limitation to deal with real-valued data, it is difficult to use correntropy
in a straightforward way as applied to problems involving complex-valued
data. Inspired by the probabilistic interpretation demonstrated in (Liu et al.,
2006), our research group has extended the concept of classic correntropy to
include processing from complex-valued data (Guima˜raes et al., 2017), as the
method has been defined as complex correntropy. This similarity measure is
based on the probability density function (PDF) applied to multidimensional
spaces using the Parzen estimator with a Gaussian Kernel. Additionally, a
new cost function called Maximum Complex Correntropy Criterion (MCCC)
is defined, whose performance has proven to be superior to that regarding
classical algorithms for processing complex-valued data (Guima˜raes et al.,
2017). However, the properties of complex correntropy have yet not been
properly formalized.
This paper extends the complex correntropy definition to positive-definite
kernels and gives a probabilistic interpretation for the case of positive valued
kernels. Besides, some important properties are presented and studied, which
make complex correntropy structurally similar to the correntropy function.
Complex correntropy is also used as a cost function in a channel equalization
problem, while the results demonstrate the advantages of this new similarity
function in nonGaussian environments when compared to LAD, CLMS, and
CRLS algorithms.
The organization of the paper is as follows. Section 2 defines the com-
plex correntropy, as some important properties are presented. In Section 3,
the maximum complex correntropy criterion (MCCC) is presented, where
Wirtinger derivatives are briefly discussed and used to obtain a fixed-point
recursive algorithm. Section 4 describes a channel equalization problem used
to illustrate and verify the theoretical assumptions associated to the proper-
ties of MCCC, which provide overall improved performance if compared with
the classical solutions. Finally, Section 5 summarizes the main conclusions
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and potential future work.
2. Definition and Properties of Complex Correntropy
This section presents the complex correntropy definition and properties.
Firstly, let us assume that C1 and C2 are always complex random variables,
where C1 = X + j Z and C2 = Y + j S with X ; Y ;Z;S being real-valued
random variables; and j refers to the imaginary unit.
2.1. Definition
Complex Correntropy is a generalized similarity measure between two
arbitrary scalar complex random variables C1 and C2 defined as
V Cσ (C1, C2) = EC1C2 [K(C1, C2)] (1)
where K is a positive-definite kernel.
2.2. Properties:
Important properties of the complex correntropy are listed and proved
in this section. Since complex correntropy was developed to keep impor-
tant characteristics from the classical correntropy, some properties such as
symmetry, high-order statistical measure, probabilistic interpretation, con-
sistent and asymptotically unbiased estimator, are the same for both cases
(i.e. properties 1, 3, 4 and 5). Other properties must be properly adapted
and modified e.g. boundedness (property 2). Besides, two new properties
exist in the case of complex correntropy: one of them connects two similarity
measures numerically (property 6), while the other one is adequate for the
polar representation of complex numbers (property 7).
Property 1: For symmetric kernels, complex correntropy is symmetric.
V Cσ (C1, C2) = EC1C2 [K(C1, C2)] = EC1C2 [K(C2, C1)] = V
C
σ (C2, C1) (2)
Proof. This property follows from the concepts of positive definiteness
and symmetry.

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Property 2: Complex correntropy is positive and bounded. For the Gaus-
sian kernel, its estimated value Vˆ Cσ is always real and between zero, the
minimum value, and 1/2piσ2, which is achieved when C1 = C2.
0 ≤ Vˆ Cσ (C1, C2) ≤
1
2piσ2
(3)
Proof. Applying the Gaussian kernel GCσ , defined in (4), to the definition
established by (1) gives (5).
GCσ (C1 − C2) =
1
2piσ2
exp
(
−(C1 − C2)(C1 − C2)
∗
2σ2
)
(4)
Vˆ Cσ (C1, C2) =
1
2piσ2
1
N
N∑
n=1
exp
(
−(xn − yn)
2 + (zn − sn)2
2σ2
)
(5)
If C1 = C2, x = y and z = s, ∀n, the, Vˆ Cσ (C1, C2) = 1/2piσ2. Otherwise,
if C1 is much different from C2, the negative exponential term of equation
(5) increases and Vˆ Cσ (C1, C2) tends to zero, thus validating the property. 
Property 3: For the Gaussian kernel, the complex correntropy is a weighted
sum of all the even moments of the random variable C1 − C2. Furthermore,
increasing the kernel size makes correntropy tends to the correlation of C1
and C2.
Proof. Recalling that C1 = X + jZ and C2 = Y + jS, let us analyze
equation (5) according to its respective Taylor series expansion, which gives
V Cσ (C1, C2) =
1
2piσ
E[1− (X − Y )
2
2σ2
+
(X − Y )4
8σ4
− (X − Y )
6
48σ6
+
(X − Y )8
384σ8
+
−(Z − S)
2
2σ2
+
(Z − S)4
8σ4
− (Z − S)
6
48σ6
+
(Z − S)8
384σ8
+
(X − Y )2(Z − S)2
4σ4
+
−(X − Y )
2(Z − S)4
16σ6
− (X − Y )
4(Z − S)2
16σ6
+
(X − Y )2(Z − S)6
96σ8
+
(X − Y )4(Z − S)4
64σ8
+
(X − Y )6(Z − S)2
96σ8
+ ...]
(6)
One could group the terms with σ2 in the denominator and define hσ4
as a variable containing the high-order terms of the summation. Then, it is
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possible to write
V Cσ (C1, C2) =
1
2piσ
− 1
2piσ
E[
(X − Y )2 + (Z − S)2
2σ2
] + hσ4 (7)
V Cσ (C1, C2) =
1
2piσ
− 1
2piσ
E[(C1 − C2)(C1 − C2)∗] + hσ4 (8)
V Cσ (C1, C2) =
1
2piσ
− 1
2piσ
R[C1, C2] + hσ4 (9)
where R[C1, C2] = E[C1C
∗
2 ] is the correlation between C1 and C2. One can
notice in equation (7) that the higher-order terms represented by hσ4 tend to
zero faster than the second one as σ increases, what corresponds exactly to
the correlation involving two complex variables C1 and C2, which completes
the proof.

Property 4: When using the Gaussian Kernel with kernel size σ, decreas-
ing σ to zero causes complex correntropy to approach the value associated
to the probability density of the event C1 = C2 (P (C1 = C2)).
lim
σ→0
V Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
fXY ZS(u1, u1, u2, u2)du1du2 = P (C1 = C2) (10)
where fXY ZS(u1, u1, u2, u2) is the joint PDF.
Proof: Let us recall the complex correntropy definition presented in Equa-
tion (1) i.e. V C(C1, C2) = EC1C2 [K(C1, C2)]. Two complex numbers are
equal when both their real and imaginary parts are also equal to each other.
Then, using the Gaussian kernel and expanding the terms associated C1 and
C2, one can obtain
V Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
∞∫
−∞
fXY ZS(x, y, z, s)Gσ(x− y)Gσ(z − s)dxdydzds
(11)
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From the theory of distributions, the following statement can be demon-
strated
lim
σ→0
Gσ(x) ≡ δ(x) (12)
Then, it gives
lim
σ→0
V Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
∞∫
−∞
fXY ZS(x, y, z, s)δ(x− y)δ(z − s)dxdydzds
(13)
Making x = y = u1 and z = s = u2 results in
lim
σ→0
V Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
fXY ZS(u1, u1, u2, u2)du1du2 = P (C1 = C2) (14)

Complex correntropy was defined in order to maintain the probabilistic
meaning of correntropy. Equation (14) represents a variable transformation
of the joint PDF, fXY ZS, which is evaluated with equal arguments u1 and u2.
By using a Parzen method in (Parzen, 1962) to estimate fXY ZS, when σ goes
to zero and the product Nσ tends to infinity, respectively, the estimative of
the joint PDF, fˆXY ZS(x, y, z, s), approaches fXY ZS(x, y, z, s) asymptotically
in the mean square sense. Therefore, using the Gaussian Kernel with a
small kernel size in the Parzen estimation of fxyzs causes Equation (14) to
provide a scalar value that approaches the probability density of the event
(C1 = C2). A thorough discussion on this probabilistic meaning is presented
in (Guima˜raes et al., 2017).
Property 4.1: Assuming i.i.d data {(xi, yi, zi, si)Ni=1} draw from the joint
PDF fxyzs, while fˆσxyzs is its respective Parzen estimate with kernel size σ,
the complex correntropy estimated with kernel size σ′ = σ
√
2 is the integral
of fˆσxyzs along the plane formed by x = y and z = s.
Vˆ Cσ′ (C1, C2) =
∞∫
−∞
∞∫
−∞
fˆσXY ZS(x, y, z, s) du1du2
∣∣∣
x=y=u1,z=s=u2
(15)
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Proof. For simplicity, the step-by-step proof is presented in detail in
Appendix I.
Property 5: Under the condition N →∞, VˆN , σ(X, Y ) is an estimator of
Vσ(C1, C2) consistent in mean square. Furthermore, under conditions Nσ →
∞ and σ → 0, VˆN,σ(C1, C2) is an asymptotically unbiased estimator for pE
and consistent in mean square.
Proof. Following the properties of the Parzen estimation (Parzen, 1962),
one can say that, if the conditions
lim
n→∞
σ = 0; (16)
holds, them
lim
n→∞
fˆσXY ZS(x, y, z, s) = fσXY ZS(x, y, z, s) (17)
Thus,
E[Vˆ CN,σ(C1, C2)] = V
C
σ (C1, C2) (18)
Recall the random variable E = C1 − C2 with PDF pE(e). By using the
Gaussian kernel and holding the conditions N →∞ and σ → 0, it is possible
to write (see property 4)
lim
N→∞,σ→0
E[Vˆ CN,σ(C1, C2)] = P (C1 = C2) = pE(0) (19)
Furthermore, to analyze the variance, it is also needed to consider the
Parzen estimator properties shown on (Parzen, 1962), then
var[Vˆ CN,σ(C1, C2)] = N
−1var[Gσ(C1 − C2)] (20)
lim
N→∞,σ→0
Nσ var[Vˆ CN,σ(C1, C2)] = pE(0)
∫
G21(u)du (21)
where G1(u) is the Gaussian Kernel with σ = 1.

Property 6: For two real random variables, R1 and R2 ∈ R, using the
Gaussian Kernel, complex correntropy V Cσ (R1, R2) differs form conventional
correntropy Vσ(R1, R2) by a factor of (
√
2piσ).
Vˆ Cσ (R1, R2)
√
2piσ = Vˆσ(R1, R2) (22)
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Proof. Let us expand the left-hand side of equation 22 as
Vˆ Cσ (R1, R2)
√
2piσ =
1
2piσ2
1
N
N∑
n=1
exp
(
−(xn − yn)
2 + (zn − sn)2
2σ2
)√
2piσ
(23)
If R1 and R2 do not have imaginary parts, one can write equation 23 as
Vˆ Cσ (R1, R2)
√
2piσ =
1√
2piσ
1
N
N∑
n=1
exp
(
−(xn − yn)
2
2σ2
)
(24)
which is exactly the expression to estimate Vσ(R1, R2) using the Gaussian
Kernel (Principe, 2010).

It is important to mention that, using the Gaussian kernel, one could ex-
pect complex correntropy to generalize the real correntropy also numerically,
as to be equal to each other when the imaginary parts of the data be equal to
zero. That is not the case because, as an estimate, the error in the estimation
causes the Gaussians to ”spreads” out differently in the 4 dimensional case
(two complex variables) than it does in two.
Property 7: Using the Gaussian kernel, the complex correntropy can be
expressed in polar coordinates as
Vˆ Cσ (C1, C2) =
1
2piσ2
1
N
N∑
n=1
exp
(
−|C1|
2 + |C2|2
2σ2
− |C1||C2|cos(θ − φ)
σ2
)
(25)
Proof. Since C1 and C2 can be written in the polar form as C1 =
|C1|cos(φ) + j|C1|sin(φ), and C2 = |C2|cos(θ) + j|C1|sin(θ), equation (5)
can now be represented as
(x− y)2 = (|C1|cos(θ)− |C2|cos(φ))2 =
= |C1|2cos(θ)2 − 2|C1||C2|cos(θ)cos(φ) + |C2|2cos(φ)2
(26)
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Then, it is possible to expand term (z − s)2 as
(z−s)2 = (|C1|sin(θ)−|C2|sin(φ))2 = |C1|2sin(θ)2−2|C1||C2|sin(θ)sin(φ)+|C2|2sin(φ)2
(27)
Now, let us make (x− y)2 + (z − s)2 by adding equation 26 and 27 i.e.
|C1|2+|C2|2−2|C1||C2|(cos(θ)cos(φ)+sin(θ)sin(φ)) = |C1|2+|C2|2−2|C1||C2|cos(θ−φ)
(28)

3. Maximum Complex Correntropy Criterion
Complex correntropy has been defined as a robust similarity measure
between two complex random variables (Guima˜raes et al., 2017). Let us
consider a linear model and define the error e = d − y as the difference
between the desired signal d and the estimated output y = wHX, where y,
d, e, X, w ∈ C, and the superscript H is the Hermitian (conjugate tranpose).
Let the new criteria MCCC be defined as the maximum complex correntropy
between two random complex variables D and Y (Guima˜raes et al., 2017).
JMCCC = V
C
σ (D, Y ) = EDY [G
C
σ (D −wHX)] = EDY [GCσ (e)] (29)
where w is the parameter that controls the error between the estimated and
the desired signal, as GCσ is the Gaussian kernel.
One can obtain a fixed-point solution for the optimal weight by using
equation (29) as a cost function. Then, the natural way would be to set the
cost function derivative to zero with respect to w∗. However, even depend-
ing on complex-valued parameters (D, Y ), as property 2 shows, using the
Gaussian kernel makes complex correntropy a real-valued function. Then,
equation (29) is not analytical in the complex domain because the Cauchy-
Riemann conditions are violated (Mandic and Goh, 2009). Hence, standard
differentiation can not be apply. One possible alternative to overcome this
problem is to consider the cost function defined in an Euclidean domain
with a double dimensionality (R2), although this approach leads to onerous
computations (Bouboulis and Theodoridis, 2011). The Wirtinger Calculus,
which will be briefly presented in this section later on, provide an elegant way
to obtain a gradient of real-valued cost function that are defined in complex
domains (Mandic and Goh, 2009; Bouboulis and Theodoridis, 2011).
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3.1. Wirtinger calculus
The Wirtinger calculus was firstly introduced in (Wirtinger, 1927), based
on the duality between spaces C and R2.
Let f : C → C be a complex function defined in C. Such function can
also be defined in R2 ( i.e., f(x+ jy) = f(x, y)).
The Wirtinger‘s derivative of f at a point c is defined as follows (Bouboulis and Theodoridis,
2011)
∂f
∂z
(c) =
1
2
(
∂f
∂x
(c)− j ∂f
∂y
(c)
)
(30)
while the Conjugate Wirtinger‘s derivative of f at c is defined by
∂f
∂z∗
(c) =
1
2
(
∂f
∂x
(c) + j
∂f
∂y
(c)
)
(31)
The work developed in (Bouboulis and Theodoridis, 2011) presents a
complete overview on the properties associated to Wirtinger Calculus. In
summary, in order to compute the Wirtinger derivative of a given function
f , which is expressed in terms of z and z∗, one should apply the usual differ-
entiation rules after considering z∗ as a constant. Additionally, following the
same concept to compute the Conjugate Wirtinger derivative of a function
f , also expressed in terms of z and z∗, one should apply the usual differen-
tiation rules considering z as a constant (Bouboulis and Theodoridis, 2011).
For example, considering f as f(z) = zz∗ allows concluding that
∂f
∂z
= z∗ and
∂f
∂z∗
= z (32)
3.2. Fixed-point solution
The MCCC fixed-point algorithm was firstly introduced and discussed in
(Guima˜raes et al., 2017). By using Wirtinger calculus, it is possible to set
the derivative of the cost function to zero i.e.
∂JMCCC
∂w∗
=
∂EDY [G
C
σ
√
2
(e)]
∂w∗
= EDY
[
GC
σ
√
2
(e)
∂(ee∗)
∂w∗
]
= 0 (33)
Which gives
∂(ee∗)
∂w∗
=
∂(d −wHX)(d∗ −wTX∗)
∂w∗
= (−d∗X+XXHw) (34)
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Then, it is possible to substitute (34) in (33) as
EDY [G
C
σ
√
2
(e)(−d∗X+XXHw)] = 0
EDY [G
C
σ
√
2
(e) d∗X] = EDY [G
C
σ
√
2
(e)XXH ]w (35)
Finally, the final expression for w is obtained as
w =
[
N∑
n=1
GC
σ
√
2
(en)XnX
H
n
]−1 [ N∑
n=1
GC
σ
√
2
(en)d
∗
nXn
]
(36)
A detailed step-by-step solution is presented in Appendix II.
4. Simulations and results
Channel
Unknown
Decision
Signal
Training Equalizer
Adaptive
∑
∑
noise ηn z−1z−1
+−
B CA
D
+
+
Figure 1: Block diagram representing a channel equalization problem.
In order to evaluate the performance of the MCCC, a comparison has been
established involving traditional algorithms such as CLMS (Mandic and Goh,
2009), CRLS (Diniz, 2008), and LAD (Alliney and Ruzinsky, 1994) in a chan-
nel equalization problem. Figure 1 shows the block diagram of a communi-
cation system with adaptive channel equalization.
The in-phase component Ak;I and quadrature component Ak;Q at Ath
instant are transmitted through a delay line to obtain the current and past
signals. The training signal is formed by a sequence of T−spaced complex
symbols associated to a 16 − QAM (Quadrature Amplitude Modulation)
constellation whose values (±1± j1,±2± j2, ...,±8± j8) are seen in Figure
11
2-a. This signal is then applied to an unknown channel W modeled as W =
[w1, w2]
T , where w1 and w2 ∈ C. This generates Bk, which is represent as
BK =
[
AK AK−1
] [w1
w2
]
(37)
where w1 and w2 were arbitrary chosen as (1.1 − j1.1) and (0.9 − j0.2),
respectively. The distorted signal BK can be observed in Figure 2-b.
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(a) Clean input signal (Ak)
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(c) Bk when corrupted with alpha-stable noise (Ck).
Alpha = 1.8 and GSNR = 20dB.
-8 -6 -4 -2 0 2 4 6 8
-8
-6
-4
-2
0
2
4
6
8
Dk
(d) Recovered signal after adaptive equalization using
MCCC using kernel size σ = 1 (Dk)
Figure 2: Data flow analysis, where each letter represents the corresponding stage in
Figure 1.
Thus, in order to assess the robustness of the methods to outliers, BK
is corrupted with an additive noise ηk producing signal CK = BK + ηK as
shown in Figure 2-c, where ηk is characterized by α-stable distribution with
α = 1.8. The impulsive noise strength is measured by the generalized signal
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to noise ratio (GSNR) (Tsakalides and Nikias, 1995) defined as
GSNR = 10log10
(
1
γM
M∑
t=1
|s(t)2|
)
(38)
where γ is the dispersion parameter of α-stable noise. Different GSNR values
varying from 10 dB to 20 dB have been used in the simulation tests. It is
worth to mention that the result in Figure 2-c was obtained when GNSR=20
dB.
Signal Ck and its respective delay are used as inputs of the adaptive
equalizer, as well as the error between the training signal and the equalizer
output DK . In the simulations, W is always initialized with zeros. While
MCCC and also CRLS are fixed-point solutions, both CLMS and CMOD
techniques employ an ascendant gradient with learning rate of 0.01. After
the equalization process with the training signal, the parameters found by
each algorithm at every iteration are used to generate a Bit Error Rate (BER)
for all tested GSNR levels. In order to compare the results in Figure 3-a with
the ones provided by classical methods e.g. CLMS, CRLS, and LAD, three
different values of σ are chosen i.e. 1, 10, and 100. The performances of
algorithms have been evaluated for an average of 105 Monte Carlo trials in
an enviroment with alpha = 1.5 and GSNR varing from 10 to 20 db.
10 11 12 13 14 15 16 17 18 19 20
GSNR (dB)
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Bi
t E
rro
r R
at
e
CLMS
LAD
CRLS
MCCC σ = 1
MCCC σ = 10
MCCC σ = 100
(a) Bit Error Rate for the tested algorithms.
10 11 12 13 14 15 16 17 18 19 20
GSNR (dB)
0
0.02
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0.08
0.1
0.12
St
an
da
rd
 d
ev
ia
tio
n
CLMS
LAD
CRLS
MCCC σ = 1
MCCC σ = 10
MCCC σ = 100
(b) Standard deviation of the Bit Error Rate.
Figure 3: BER (left) and respective standard deviation (right) resulting from 105 iterations
of the tested algorithms for different GSNR scenarios.
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As it can be seen in Figure 3-a, all methods are able to achieve equiv-
alent good results for high values of GSNR. However, as this parameter
decreases associated to the nature of the selected type of noise with α-stable
distribution, the probability of existence of outliers increases. This type of
environment degrades the performance level of second-order methods such as
CRLS and CLMS. Figure 4 shows the BER performance regarding MCCC
for a kernel size σ = 1 and different values of alpha, which vary from 1 to
2. According to property 3, when using the Gaussian kernel, the complex
correntropy is a weighted sum of all the even moments of the probability den-
sity estimation from event C1 = C2, what makes MCCC robust to outliers
similarly to LAD.
0
110
0.1
1.212
14 1.4
0.2
GSNR alpha
BE
R
1.616
0.3
1.818
0.4
20 2
Figure 4: BER for the MCCC algorithm with fixed kernel size σ = 1 for distinct GSNR
scenarios and values of alpha.
Additionally, the standard deviation of the Monte Carlo trials in Figure
3-a is shown Figure 3-b. One can notice that, for all tested kernel sizes and
GSNR values, MCCC has the smallest standard deviation among all tested
algorithms thus demonstrating its robustness. It is also worth to mention
that this method has fast convergence rates since it is a fixed-point method
(Guima˜raes et al., 2017). According to Figure 3-a, the MCCC performance
regarding the channel equalization problem is strictly related to the selection
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of a proper kernel size, which is a free parameter and must be wisely chosen by
the user. The best results could be obtained with a kernel size σ = 1, where
Figure 2-d shows the undistorted signal DK produced by the MCCC method
with σ = 1 when GSNR = 20dB. Therefore, one can notice, for example,
that the LAD algorithm outperforms MCCC when σ = 100 for some values of
GSNR. According to property 4, when the kernel size is increased, complex
correntropy tends to behave as the correlation analogously to correntropy
in the real-valued case. Then, as expected, one can notice how similar the
MCCC performance is to that regarding CRLS when σ = 100. In order to
highlight the importance of the kernel size adjustment, Figure 5 is presented
to show a surface formed by each BER curve created with different kernel
sizes within the range from 5 to 50.
0
010
0.1
1012
2014
0.2
GSNR Kernel size
BE
R
16 30
0.3
4018
0.4
20 50
Figure 5: Influence of different kernel sizes on the BER behavior for the MCCC algorithm
with different values of GSNR, where α = 1.5 is fixed.
Once the kernel size is adjusted, the MCCC method is able to achieve
better BER levels than the classic algorithms for all tested values of GSNR,
being an effective tool to deal with outlier environments.
5. Conclusions
This paper has expanded the definition of complex correntropy to positive-
definite kernels. Furthermore, a complete derivation of this similarity mea-
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sure is presented as well as important properties such as symmetry, bound-
edness, high-order statistical measure, probabilistic meaning, mathematical
relationship with classical correntropy, and polar coordinate representation.
This expanded definition together with the properties makes complex cor-
rentropy structurally similar to the correntropy function. For positive valued
kernels with complex arguments, complex correntropy could be used as a
generalization of conventional real-valued arguments correntropy.
A brief review on Wirtinger calculus has been discussed in order to use
the complex correntropy as a cost function in a channel equalization prob-
lem, thus resulting in the MCCC algorithm, which was analyzed in detail.
Therefore, the advantages associated to the use of complex correntropy in
nonGaussian signal processing have been clearly demonstrated both theoret-
ically and experimentally.
The results obtained from the channel equalization problem have shown
the improved performance of the complex correntropy function in nonGaus-
sian environments when compared to classic algorithms such as LAD, CLMS,
and CRLS. After setting the proper kernel size, the MCCC method has been
able to overcome the performance of other similar algorithms, thus providing
better values of BER for all tested scenarios. Being a fixed-point solution, it
also provides MCCC with a fast convergence rate. There are several poten-
tial applications that may explore the benefits from this similarity measure.
For instance, spectrum sensing and automatic modulation classification are
interesting lines for further research. Another approach lies in understand-
ing complex correntropy when using the theory of reproducing kernel Hilbert
space.
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Appendix I
Property 4.1: Assuming i.i.d data {(xi, yi, zi, si)Ni=1} are draw from the
joint PDF fxyzs, and fˆσxyzs is its Parzen estimate with kernel size σ, the
complex correntropy estimated with kernel size σ′ = σ
√
2 is the integral of
fˆσxyzs along the plane formed by x = y and z = s.
Vˆ Cσ′ (C1, C2) =
∞∫
−∞
∞∫
−∞
fˆσXY ZS(x, y, z, s) du1du2
∣∣∣
x=y=u1,z=s=u2
(39)
Proof.
Lets assume two complex random variables C1 = X + j Z and C2 =
Y + j S, where C1, C2 ∈ C, and X, Y, Z, S are real-valued random variables.
Complex correntropy was develop to keep the probabilistic meaning from
correntropy. So, estimate the complex correntropy is also estimate the prob-
ability density of the event C1 = C2, which implies in estimate the probability
density of the event X = Y and Z = S. The reasoning is that two complex
numbers are equal when their real parts are equal and their imaginary parts
are also equal to each other, then:
Pˆ (C1 = C2) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
∞∫
−∞
fˆXY ZS(x, y, z, s)δ(x− y)δ(z− s)dxdydzds (40)
When x = y and z = s, equation (40) can be rewritten as:
Pˆ (C1 = C2) =
∞∫
−∞
∞∫
−∞
fˆXY ZS(x, y, z, s) du1du2
∣∣∣
x=y=u1,z=s=u2
=
∞∫
−∞
∞∫
−∞
fˆXY ZS(u1, u1, u2, u2) du1du2
(41)
which is the right side of the equation 39.
Lets recall Equation 42, which estimates correntropy from data using a
Gaussian Kernel.
Vˆ Cσ (C1, C2) =
1
2piσ2
1
N
N∑
n=1
exp
(
−(xn − yn)
2 + (zn − sn)2
2σ2
)
(42)
Then, to complete the proof, one should obtain Equation 42 by solving
the double integral from Equation 39.
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First, lets replace fˆXY ZS for the Parzen estimator defined as:
fˆX1,X2,...XL(x
1, x2, ..., xL) =
1
N
N∑
n=1
L∏
l=1
Gσ(x
l − xln) (43)
where
Gσ(x) =
1√
2piσ
exp
(
− x
2
2σ2
)
Then, using L = 4 in equation (43) and then replacing fˆXY ZS in equation
(41):
Vˆ Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
1
N
N∑
n=1
Gσ(u1−xn)Gσ(u1−yn)Gσ(u2−zn)Gσ(u2−sn)du1du2
(44)
The best way to solve this double integral is rewrite equation (44) is make:
Vˆ Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
1
N
N∑
i=1
1
(4pi2σ4)
exp
(
− 1
2σ2
(a(u1 − b)2 + a′(u2 − b′)2 + c
)
du1du2
and then
Vˆ Cσ (C1, C2) =
∞∫
−∞
∞∫
−∞
1
N
N∑
i=1
1
(4pi2σ4)
exp
(
− 1
2σ2
a(u1 − b)2
)
exp
(
− 1
2σ2
a′(u2 − b′)2
)
exp
(
− c
2σ2
)
du1du2
(45)
The coefficients a, b, a′, b′ and c are obtained by the completing square
technique, detailed as follows:
(u1−xi)2+(u1−yi)2+(u2−zi)2+(u2−si)2 = a(u1−b)2+a′(u2−b′)2+c (46)
Developing the right side of the equation (46):
au21 + a
′u22 − 2u1ab− 2u2a′b′ + ab2 + a′b′2 + c
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And then, the left side:
2u21 + 2u
2
2 + x
2
i + y
2
i + z
2
i + s
2
i − 2u1(xi + yi)− 2u2(zi + si)
One can say that:
a = a′ = 2; b =
(xi + yi)
2
; b′ =
(zi + si)
2
; and c =
(xi − yi)2 + (zi − si)2
2
Using these values in the equation (45) we have:
=
∞∫
−∞
∞∫
−∞
1
N
N∑
i=1
1
(4pi2σ4)
exp
(
−(u1 − b)
2
σ2
)
exp
(
−(u2 − b
′)2
σ2
)
exp
(
− c
2σ2
)
du1du2
(47)
Making σ2 = 2θ2, one can rewrite equation (47) as:
=
∫ ∫
1
N
N∑
i=1
(
1
2piθ2
)(
1
2pi4θ2
)
exp
(
−(u1 − b)
2
2θ2
)
exp
(
−(u2 − b
′)2
2θ2
)
exp
(
− c
4θ2
)
du1du2
(48)
But
(
1√
2piθ
) ∞∫
−∞
exp
(
−(u1 − b)
2
2θ2
)
du1
(
1√
2piθ
) ∞∫
−∞
exp
(
−(u2 − b
′)2
2θ2
)
du2 = 1
(49)
Then, equation (48) can be rewrite as:
Vˆ Cσ (C1, C2) =
(
1
2pi4θ2
)
1
N
N∑
i=1
exp
(
−(xi − yi)
2 + (zi − si)2
8θ2
)
Or, making 8θ2 = (2σ′)2:
Vˆ Cσ (C1, C2) =
(
1
2pi(σ′)2
)
1
N
N∑
i=1
exp
(
−(xi − yi)
2 + (zi − si)2
2(σ′)2
)
(50)
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Where σ′ = σ
√
2, which implies
V Cσ (C1, C2) =
1
N
N∑
n=1
Gσ
√
2(xn − yn)Gσ√2(zn − sn)
The non parametric estimator of complex correntropy with Parzen win-
dows can be written as
Vˆ Cσ (C1, C2) = E[G
C
σ (C1 − C2)] (51)
where
GCσ (C1−C2) =
1
2piσ2
exp
(
−(C1 − C2)(C1 − C2)
∗
2σ2
)
=
1
2piσ2
exp
(
−(xn − yn)
2 + (zn − sn)2
2σ2
)
(52)
alternatively,
Vˆ Cσ (C1, C2) =
1
2piσ2
1
N
N∑
n=1
exp
(
−(xn − yn)
2 + (zn − sn)2
2σ2
)
(53)
which completes the proof.

Appendix II
MCCC Fixed Point Solution:
Considering a linear model and define the error, e = d−y, as the difference
between the desired signal d and the filter output y = wHX, with y, d, e,
X, w ∈ C, let the new criteria MCCC be defined as the maximum complex
correntropy between two random complex variables D and Y :
JMCCC = V
C
σ (D, Y ) = EDY [G
C
σ
√
2
(D −wHX)] = EDY [GCσ√2(e)]
For archiving the FP solution for the optimal weights, one can set the
cost function derivative to zero in respect to w∗
∂JMCCC
∂w∗
=
∂EDY [G
C
σ
√
2
(e)]
∂w∗
= EDY
[
GC
σ
√
2
(e)
∂(ee∗)
∂w∗
]
= 0
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∂(ee∗)
∂w∗
=
∂(D −wHX)(D −wHX)∗
∂w∗
∂(ee∗)
∂w∗
=
∂(D −wHX)(D∗ −wTX∗)
∂w∗
Then, lets find the derivative of ee∗ in respect to w∗ using Wirtinger
Calculus:
∂(ee∗)
∂w∗
=
∂(DD∗ −DXHw −wHXX∗ +wHXXHw)
∂w∗
∂DD∗
∂w∗
= 0
∂DXHw
∂w∗
= 0
∂wHXD∗
∂w∗
=
∂XTw∗D∗
∂w∗
= XD∗
∂wHXXHw
∂w∗
=
∂wTX∗XTw∗
∂w∗
= XXHw
always using the denominator layout ( result is column vector)
∂(ee∗)
∂w∗
= (XD∗ −XXHw)
EDY [G
C
σ (e)(XD
∗ −XXHw)] = 0
EDY [G
C
σ (e)XD
∗] = EDY [G
C
σ (e)XX
H ]w
w =
[
N∑
n=1
GCσ (en)XnX
H
n
]−1 [ N∑
n=1
GCσ (en)D
∗
nXn
]
(54)
A full discussion on how to implement the above equation is presented in
(Guima˜raes et al., 2017).
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