Traditional performance optimization techniques have focused on nding the kernel in an application that is the most time consuming and attempting to optimize it. In this paper we focus on an optimization technique with a more global perspective of the application. In particular, we present a methodology for measuring the interaction, or coupling, b e t ween kernels within an application and describe how the measurements can be used to improve the performance of scienti c applications. We discuss four case studies to demonstrate the use of this methodology. The rst study involves the Conjugate Gradient b e n c hmark from the NAS Parallel Benchmarks. The coupling measurement aided in the development of a new hybrid data structure and corresponding algorithm that slightly increased the performance of the program. The second study involves the Block Tridiagonal NAS Parallel Benchmark, for which the coupling parameter aided in revising the program to reduce the level-two c a c he misses by 1 4 % . Next, we i n troduce improvements to an application in the SpecJVM benchmark suite resulting in 41% reduction in level-one cache misses. Lastly, w e present results from the Seis application from the SPEChpc Benchmarks to illustrate the coupling parameters that may result from large-scale scienti c applications.
INTRODUCTION
Traditional performance optimization techniques have focused on nding the kernel in a program that is the most time consuming and attempting to optimize it. An example of such an optimization entails restructuring an algorithm to increase data reuse (i.e., blocking), thereby reducing cache misses. It is well known that the performance increase that is achieved when optimizing a given kernel in isolation generally does not re ect the performance increase that occurs when the new kernel is included in the larger application 12]. This disparity in performance increase between the kernel and full application is due in part to a lack of understanding of how the interaction, or coupling, o f k ernels a ects the performance of the application.
In this paper, we present a methodology for quantifying the coupling. In particular, we measure how k ernels within an application perform in isolation in contrast to how k ernels perform with nearby k ernels in the application. The measurements lead to a parameter that is a ratio between the performance of the kernels executed together and the sum of the performance of the kernels executed in isolation. This parameter allows the algorithm designer to know h o w m uch a k ernel interacts with other kernels in the application. With this ratio and a full understanding of the algorithm, the designer can improve the application performance by c hanging the kernel so that it can bene t from the work done by previous kernels and/or provide a bene t to succeeding kernels. By understanding where performance bottlenecks exist due to coupling, the algorithm designer will be able to develop more e cient applications that interact well between kernels, leading to overall improved performance.
This work focuses on single processor performance because of the importance of obtaining optimized serial codes. Amdahl's Law 1 ] emphasizes the importance of improving the performance of the serial portions to obtain an overall improvement in a parallel application. Furthermore, the SPMD programming methodology is based on using e cient sequential programs. The methodology generalizes to a parallel processing framework by adding another level of interaction to represent the interconnection network.
Within the single processor, we are looking at interaction that occurs within the memory hierarchy. With the increasing disparity b e t ween CPU and memory performance, it is important to optimize memory hierarchy usage. Also, the coupling parameter focuses on improved cooperation between kernels. Since the cache is designed to take advantage of sharing between di erent pieces of the same program, it is the rst candidate for this methodology. The parameter, however, is not limited to measuring cache performance the coupling parameter can be applied to other resources that are shared or reused (e.g., registers or networks).
In this paper we p r e s e n t four case studies that illustrate the usage of the coupling parameter. The coupling parameter measurements aided in the development o f a new hybrid data structure and corresponding algorithm that slightly increased the performance of the Conjugate Gradient benchmark from the NAS Parallel Benchmarks. We a c hieved a reduction of 14% of level-two c a c he misses from the Block Tridiagonal benchmark from the same suite. We i m p r o ved the 209 db benchmark from the SpecJVM suite by 41% less level-one cache misses. Finally, we demonstrated small improvements in the Seis application from the SPEChpc suite.
In the next section we describe the methodology of measuring coupling parameters for an application. Next, we g i v e a simple example to demonstrate the coupling parameter in an easy to understand context. Then we present some bene ts of using the coupling parameter through four case studies. Finally, w e p r e s e n t related work and conclusions.
DESCRIPTION OF METHODOLOGY
This section describes our methodology and techniques for measuring coupling for both adjacent a n d non-adjacent kernels. We also include a description of the hardware architecture we got the results on.
Adjacent Coupling
The coupling parameter (c ij ) q u a n ti es the interaction between adjacent k ernels in an application. In this work, a kernel is a unit of computation that denotes a logical entity within the larger context of an application. The unit may b e a l o o p , procedure, or le depending on the level of granularity of detail that is desired from the measurements.
To compute the parameter c ij , three measurements must be taken: 1. p i is the performance of kernel i alone, 2. p j is the performance of kernel j alone, and 3. p ij is the performance of kernels i and j assuming kernel i immediately preceeds kernel j in the application. The three measurements above c a n improve t h e performance of an application by monitoring the sharing or reuse of any resource to which the application has access. Example resources that might be measured are di erent levels of the mem- ory hierarchy or processor instruction slots on multithreaded machines. This work looks at the cache usage by measuring misses at the various levels.
It should be noted that interactions between all pairs of kernels is not necessary.
The value c ij represents the direct interaction between two adjacent k ernels in an application (i.e., in the sense of the control ow of the application). Hence, for each unique application control path that involves N kernels, only N ; 1 pairwise interactions are measured.
In general, the value c ij is equal to the ratio of the measured performance of the pair of kernels to the expected performance resulting from combining the isolated performance of each k ernel. For the case of cache misses we expect p ij to be the sum of p i and p j if there is no interaction between kernels. Since c ij is the measurement of interaction between kernels, we compute it as the ratio of the actual performance of the kernels together to that of no interaction: c ij = pij pi+pj . The summation of the isolated performance is not applicable to all performance metrics, such a s o a t i n g point operations per second ( op/s) a weighted average would be used in this case. Di erent performance metrics may require di erent mathematical formulations for combining the isolated performance.
We group the parameters into three sets:
c ij = 1 indicates no interaction between the two k ernels, yielding no change in performance.
c ij < 1 results from some resource(s) being shared between the kernels, producing a performance gain (i.e., constructive coupling). This occurs when the two kernels have l o wer cache misses when run together than separately.
c ij > 1 occurs when the kernels interfere with each other, resulting in a performance loss (i.e., destructive coupling). This occurs when the two k ernels have higher cache misses when run together than separately.
Therefore, it should be the goal to use code that minimizes c ij to achieve best performance.
Non-adjacent Coupling
Previously, w e discussed kernels that occur consecutively in the call graph of an application. These kernels may be said to be adjacent and one would expect them to greatly a ect each other. Non-adjacent kernels are separated by one or more kernels and can have coupling. In Section 4.3, we present results that indicate measurable interaction between non-adjacent k ernels.
Non-adjacent k ernels can exhibit coupling despite the intermediate kernels that execute for several reasons:
1. The intermediate kernels are small and do not a ect the state of the shared resource.
2. The itermediate kernels have a high coupling with the rst kernel and so they do not make m uch di erence in the state of the resource.
3. The shared resource is so large that it can handle the needs of multiple kernels without degrading performance. The level-two c a c he is a good example of this since it can hold data structures as large as 4 Mbytes. The improvement in BT relied on this fact to t two data structures in the level-two c a c he by relocating them in the cache.
Recall the initial de nition of the coupling parameter was c ij = performance together combined isolated performances (1) The key to reformulating the equation to account for non-adjacent k ernels is to keep the ratio semantics the same. The numerator is the performance of the kernels run together, and the denominator is the performance one would expect to result if there was no interaction between the kernels. The new coupling parameter retains this relationship in the following manner:
We de ne S as the set of kernels to be measured. We measure the performance of the kernels independently (p k for every kernel k 2 S), and the performance of the kernels together (p S ) to compute the coupling parameter (c S ). Finally, we must de ne some function F such that F k2S (k) de nes the performance of the kernels with no interaction. The equation becomes
In the case of cache misses, we expect kernels with no interaction to perform as the sum of the individual kernels, so we set F = . Thus the equation for the coupling parameter when measuring the interactions of kernels for the cache is c S = pS P k2S p k . If we reconsider the two adjacent kernels case, we s e t S = fi jg, and the following hold true:
Therefore, we h a ve an equation that retains the original de nition but expands to multiple non-adjacent k ernels.
Machine Description
For all of our experiments, we used the SGI Origin2000 at Northwestern University i n the Center for Parallel and Distributed Computing. It is an eight w ay symmetric multiprocessor, but we only use one processor. Each processor is a 64 bit chip running at 195 MHz capable of 390 M op/s (2 op/s per cycle) 10]. It has 64 oating point registers and 64 integer registers. The machine has separate level-one instruction and data caches, but a uni ed level-two cache. Each level one cache is 32 Kbytes with two-way set associativity. The instruction cache has a line size of 64 bytes, while the data cache line size is 32 bytes. The 4 Mbyte level-two cache is two-way set associative with a 128 byte line size. The total main memory is 1 Gbyte in size.
Kernel Measurements
Each of the applications were divided into an initialization kernel and computation kernels. The initialization kernel contained all the code needed to set up the correct data values for the computational kernels. The structure of the benchmarks analyzed in this paper is such that the initialization section occurs once, outside of the loop around the computational kernels.
The number of cache misses of the initialization kernel (p init ) in isolation was measured using the performance counters in hardware. Next, the number of cache misses for the initialization kernel and the computational kernel i (p init+i ) was measured since the execution of the kernel often depends on the data being valid (e.g., random oating point values would produce NaNs and hardware traps not found in any run of the code). The value for p i was then computed as p i = p init+i ; p init .
To get an accurate measurement of the cache misses, we measured p i , p j , and p ij inside the loop that surrounds the computational section. The cache misses for p i consists of the initialization kernel followed by a l o o p c o n taining only kernel i. This is consistent with what is done when a kernel is taken out of an application and optimized. The same applies to measuring the cache misses for p j . In the case of p ij , the measurement consists of the initialization kernel followed by a l o o p containing kernel i and kernel j. This measurement strategy does not contain any cache ushes, which can arti cially produce kernels with coupling values of 1.0.
SIMPLE EXAMPLE
To illustrate the ideas behind the coupling parameter and verify the model, we use a synthetic program with two k ernels that generate speci ed data streams. The synthetic program consists of two k ernels that accesses memory with a stride of one. For all the programs in this section, we used code to implement the pseudocode in Algorithm 3.1. It is very easy to predict the number of misses because we know the exact access patterns for the program and the cache characteristics of the machine, which c a n be combined to form a prediction in the following manner. For arrays smaller than the cache, the number of misses is the number of misses needed to pull the array into the cache, or array size cache line size , and for arrays larger than the cache, each cache line must be refetched because it was ushed by another array location, thus the total number of misses are number of accesses cache line size . To illustrate the predictability of the synthetic program, we ran a number of experiments to measure the rst level cache misses for the kernels with array sizes o f 4 K b ytes to 512 Kbytes. The runs ran with sizeB from Algorithm 3.1 set to 0, so only kernel 1 was measured. Each a r r a y element is four bytes. The results are given in Table 1 for array sizes larger than or equal to 32 Kbytes. The hardware counters do not generate interrupts until at least 2,053 cache misses occur, and the predicted number of misses for the array sizes smaller than 32 Kbytes is less than 2053.
The predicted column is computed as described previously. T h e l a s t c o l u m n i s the relative error of the predicted value. By observing the nal column, we can see that the synthetic program performs as predicted. The only case where the program does not perform as predicted is 32 Kbytes. The reason for this is a small, but noticeable system overhead. The prediction expects the entire array to stay in the cache, but due to looping overhead, hardware interrupts, and other applications running (e.g., daemons), this prediction is overly optimistic. These additional overheads consist of 1,408 bytes per iteration, resulting in 44 misses per iteration or 17,600 misses during four hundred iterations. This was con rmed with two independant tests.
After measuring each k ernel in isolation, experiments were conducted to measure the synthetic program, involving the two k ernels, with various array sizes. A coupling value is generated for each r u n . We use three sets of experiments to illustrate the concept of the coupling parameter. The rst experiment considers the kernels accessing arrays with the same starting address (B o f f s e t = 0), but di erent sizes (sizeA 6 = sizeB). The last two experiments demonstrate how the coupling parameter changes when the starting address of the arrays are changed. The measurements performed for veri cation, given in Table 1 The results from the rst experiment are given in Tables 2 (a) and (b). The rst column identi es the kernel pair. The second column gives the cache misses for the rst kernel, and the third column for the second kernel. The two columns can be compared to the measured values in Table 1 to identify if the cache misses increased (destructive coupling) or decreased (constructive coupling) when the two kernels were executed together as compared to when the two k ernels were executed individually.
In Table 2 (a), the misses for kernel two (128 Kbytes) decreased as compared to Table 1 however, the misses for kernel one (sized 4 Kbytes through 32 Kbytes) increased. When executed in isolation, the rst kernel is able to load the entire array into the cache during the rst iteration, resulting in no misses during the remaining iterations. When the rst kernel is executed with the second kernel, the rst kernel must reload the data into the cache during each iteration because the second kernel ushes the cache every iteration, causing destructive coupling. Conversely, the second kernel when run in isolation always reloads the array i n to the cache. When run with the rst kernel, however, the second kernel can access the array t h a t t h e 1.0 rst kernel has already loaded into the cache causing a decrease in the number of misses, or constructive coupling. In this example, the coupling parameter remains at 1.0 because the constructive coupling (the size of kernel one's array reused by kernel two) is exactly the same as the destructive coupling (the size of kernel one's array that must be reloaded into the cache), thereby cancelling each other. Hence, the coupling parameter measures e ective performance. In Table 2 (b), the misses for both kernels remained about the same as the isolated execution given in Table 1 . Therefore, as expected, the coupling parameter is approximately 1.0.
The second experiment explores the impact of moving the starting address of the array such that the data left in the cache by the second kernel is immediately accessed by the rst kernel on the next iteration (;sizeB < B o f f s e t < 0). We expect this alignment to produce constructive coupling by reducing the numberof misses of the rst kernel. The results are given in Table 4 .
In Table 4 , the misses for kernel one (sized 64 Kbytes through 512 Kbytes) decreased as compared to Table 1 . When run in isolation, kernel one was forced to reload its array i n to the cache during each iteration. By reusing the data left in the cache by k ernel two, kernel one does not incur as many c a c he misses causing constructive coupling. Since there is no destructive coupling to o set the constructive coupling, the coupling parameter is less than 1.0. As the size of kernel one increases, however, the coupling parameter increases from 0.85380116 to 0.95591182, since the amount of reuse become a smaller percentage of the total number of accesses.
The coupling values below 1.0 for the second experiment i s v ery signi cant. We have not altered either kernel to change the numb e r o f c a c he misses when run in isolation. The only reason for the decrease in cache misses in kernel one is due to kernel two loading the data that kernel one needs. This coupling can only be measured when they are executed together.
The last experiment also looks at the impact of moving the starting address of the array that the rst kernel accesses the address, however, is set such that the data accessed by t h e two kernels do not overlap (Boffset > sizeA). This \mis-alignment" can only cause destructive coupling by causing extra misses, since the two k ernels will never share data.
In Table 5 , the misses for kernel one increased as compared to Table 1 . Unlike when run in isolation, kernel one is forced to reload all of its data into the cache during each iteration causing destructive coupling. In addition, the second kernel continues to reload all of its data into the cache during every iteration. Since there is no constructive coupling to balance the destructive coupling, the coupling parameter is greater than 1.0 and increases as the size of kernel one increases since kernel one must reload more data as its size increases.
The coupling values above 1.0 for the third experiment is another signi cant result. Once again, we h a ve not altered either kernel to produce more misses when run in isolation. The only reason for the increase in cache misses is due to the interference produced when both kernels are run together. When coupling the results of the previous experiment and this experiment together, we can see that both constructive and destructive coupling can occur and that the only way to measure its existence is to measure the performance of kernels together.
CASE STUDIES
In this section we describe four examples for which the coupling parameter was used to make modi cations with the applications that resulted in performance improvements. The rst example improves the level-one cache misses while the second improves the level-two c a c he misses. The third examines coupling when the kernels that interact do not occur in succession. Finally, the last study looks at an industrial sized application.
NPB: Conjugate Gradient
The Conjugate Gradient benchmark from the NAS Parallel Benchmarks 2] solves the equation Ax = b using an iterative process to search through the solution space.
The main computational complexity occurs during the matrix-vector multiply section of the code. We give results for the S class (N = 1400, and 102,200 nonzeros), but achieve similar results for the W class (N = 7000, and 637,000 nonzeros). Both sizes take fteen iterations to converge to the correct solution.
We divide the Conjugate Gradient benchmark into three kernels: 1. Initialization sets up the data structures after randomly generating the nonzero elements in the sparse matrix.
2. Matrix-Vector Multiplication performs the largest piece of computation that can have v arying numbers of cache misses based on the data structure that stores the matrix.
3. Remaining Vector Operations performs the rest of the computations needed to perform the conjugate gradient application and then any cleanup after the application is nished.
We considered three di erent sparse matrix representations in addition to the original representation for the matrix-vector multiply kernel:
CMNS 3] stores the matrix non-zeros by columns. SPAR 17] is similar to CMNS, but stores some zeros to facilitates vector processing.
ITPACK 5] stores a compressed matrix whose size is determined by r o w w i t h the largest number of nonzeros. It stores zeros for the rows smaller than the largest row.
The original representation 2] stores the matrix non-zeros by r o ws. The results of measuring the isolated performance of each k ernel and the coupling parameters are given in Figure 1 . T h e n o d e v alues are the level-one cache misses and the edge values are the coupling parameters. Initial inspection of Figure 1 immediately rules out the ITPACK representation as the best algorithm because of its poor performance (nearly four times worse than the other three algorithms), which is not compensated by a small enough coupling parameter. This leaves CMNS, SPAR, and the original representation as possibilities. CMNS and SPAR have destructive coupling with the rest of the code (c ij > 1:0), whereas the original code has negligible impact on the rest of the code (c ij = 1:02). If one considers cache misses only, which is the traditional method, one would select the original representation or CMNS. The coupling values provide information that can lead to new insights as described below. Next, we studied the code carefully to understand why the various coupling parameters existed. First, we examined ITPACK since it had such a good coupling parameter between the matrix-vector multiply and the remaining vector operations. For ITPACK, thew vector is strided through during each iteration of the outside loop, which corresponds to di erent columns of the compressed sparse matrix. In the CG code however, the rst vector used by the remaining vector operations is thẽ w vector (the resultant v ector of the matrix-vector multiply operation). ITPACK and CMNS force thew vector to be left in the cache causing fewer cache misses in the vector updates code. The other data structures only iterate through thẽ w vector once (original code) or in a non-strided manner (SPAR). The problem with ITPACK, however, is that it accesses too many zero entries in the compressed sparse matrix, causing a signi cant n umber of cache misses.
In the CG code, the last data structure used by the remaining vector operations before the matrix-vector multiply is thep vector (the multiplier vector of the matrixvector multiply operation). Both ITPACK and the original code accessp in a nonstrided manner that bene ts from havingp in the cache. CMNS and SPAR only iterate through thep vector once, causing only the rst few accesses ofp to hit the cache beforep is ushed by other accesses in the matrix-vector multiplication.
The above c haracteristics suggest a code for matrix-vector multiply such that the rst part usesp frequently (to take a d v antage ofp being left in the cache by t h e remainder of the code) and the latter part strides throughw to leavew in the cache to be used by the remainder of the code. This was achieved by splitting the sparse matrix, A, in half. The rst N=2 columns of the matrix were stored row-wise, using the original data structure. The second N=2 columns of the matrix were stored column-wise using CMNS. Hence the hybrid data structure does not store any zero entries.
The new algorithm resulted in 12,898,999 misses for the matrix-vector multiply and a coupling parameter of 1.0. The number of misses is in the range of original and CMNS, but the coupling is better. The reduction in coupling for the new algorithm is enough such that the new algorithm has 17,451 fewer total cache misses (1% less) than the original data structure. Also, we explored the e ect of the location of the split in matrix A on the coupling parameter. We studied six splits and the coupling parameters associated with them. The results are in Table 6 . The split identi es the fraction of the matrix that is stored row-wise followed by the fraction of the matrix that is stored column-wise. As can be seen, the 15/16,1/16 split produces the lowest coupling parameter and the 31/32,1/32 split produces the largest. The coupling reduces as the fraction of the matrix is stored row-wise. This makes sense since only a few columns need to be retrieved to put thew vector into the cache for the remainder of the code while many r o ws may t a k e a d v antage of thep vector being left in the cache. The 15/16,1/16 split provides this advantage best. This split reduces the number of cache misses by 197088, or 1.3% over the original code.
NPB: Block Tridiagonal
The Block T ridiagonal Benchmark (BT) from the NAS Parallel Benchmarks 2] uses an implicit algorithm to solve the 3-D compressible Navier-Stokes equations. In the BT benchmark, the ux Jacobians are fully diagonalized resulting in block-tridiagonal matrices. The x, y, and z dimensions have been decoupled, so they are solved separately. The computation proceeds in a two phase manner. The rst phase calculates the right hand side consisting of local di erence stencils only. The second phase involves solving 5 5 systems of equations and multiplying 5 5 matrices as part of a specialized Gaussian elimination solver. According to 11], there is signi cant data reuse in the BT kernel.
We divided the application into seven kernels: 1. Initialization sets all the initial values for the various matrices, vectors, and scalars. It reads the input le to respond to user requests. Finally, i t probes the system for run-time values like n umber of processors.
2. Copy Faces work done is the phase one computation of the right h a n d s i d e .
3. X Solve solves the problem in the x dimension. 4. Y Solve solves the problem in the y dimension. 5. Z Solve solves the problem in the z dimension.
6. Add performs a matrix update. 7. Final Cleanup veri es the solution integrity and cleans up any data structures along with printing out the results of the computation.
The coupling values for the second level cache using the smallest dataset (12 12 12 that converges in sixty iterations) are in Table 7 . The Copy Faces ) X Solve coupling parameter for the second level cache was a high value of 4.92. The two k ernels used approximately 406 Kbytes and 2509 Kbytes in data structures. In total, this is less than the 4096 Kbytes available from the level-two c a c he. Thus, the extra misses occurring at level-two are con ict misses{not capacity misses. By printing the addresses of the data structures used in the two kernels, we were able to determine which ones con icted with each other. Finally, we c hanged the declaration section so the con icting arrays had di erent stack addresses. This modi cation required no changes to the algorithm. The e ect of changing the declarations is similar to that of padding an array without the disadvantage of adding extra memory. Interestingly, after the modi cation the number of misses for the Copy Faces kernel isolated increased from 2,096 to 16,637 and the numb e r o f m i s s e s o f t h e X Solve k ernel isolated increased from 12,576 to 32488, but the number of misses for the coupled kernels dropped from 72,181 to 27772, or 62%. When run with the full application, we s a w a 14% improvement i n l e v el-two misses. The change made a dramatic improvement, but would have been rejected if judged solely on its e ect on the individual kernels. This is because of the number of cache hits X Solve g o t from Copy F aces with the new variable layout.
Because of the three dimensional layout of the matrix, the second largest coupling occurs for Y Solve ) Z Solve. The layout helps the coupling at X Solve ) Y Solve, but seems to hurt the coupling for Y Solve ) Z Solve. Further research is needed to develop a data structure that gives good cache performance for such three dimensional data structures. With both CG and BT, the amount of time spent studying and improving the code took less than a day because the coupling parameter pointed directly to the problem area. The improvements presented here were easy to develop with such a directed focus given by the coupling parameter.
SpecJVM: 209 db
The Standard Perfomance Evaluation Corporation (SPEC) has produced a set of eight benchmarks for Java Virtual Machines. It was produced in 1998 to provide a standard measurement critera for di erent J a va platforms 15]. This benchmark is used to simulate the performance one would expect to receive when implementing a full database in Java. The program reads a starting database of 1 Mbyte and performs actions on that database that it gets from a command le. During the execution of the application, 224 Mbytes of objects are allocated. The benchmark performs nine operations that we i d e n ti ed as basic kernels:
Add inserts a new record to the end of the database and sets the current p o i n ter to reference the newly added record.
Begin sets the current pointer to the rst record. Delete deletes the record that the current p o i n ter references. End sets the current pointer to the last record.
Find locates a record with speci c criteria and sets the current pointer to reference it.
Modify changes the values of the record referenced by the current p o i n ter. Next sets the current pointer to the record following the currently referenced record. This operation does not perform any actions if the current pointer references the last record.
Previous sets the current p o i n ter to the record preceeding the currently reference record. This operation does not perform any actions if the current pointer references the rst record.
Sort arranges the records according to a user-speci ed eld. This operation does not perform any actions if the records are already sorted on the same eld and no changes have been made to the database since the last sort.
Certain operations may require other operations to perform correctly (e.g., Find performs the Sort operation).
The benchmark performs these opertions in a speci c order to approximate what a real database would see. We created a synthetic load that performed a much simpler task by minimizing the amount o f i n teractions between kernels. The synthetic load performed each operation in sequence leading to eight adjacent interactions since there were nine total kernels (e.g., Add preceeded Find and followed Previous, leading to two adjacent interactions). We recognized the synthetic load did not fully represent the typical benchmark input, but thought i t w ould give a rst approximation to where some ine ciencies existed in the code. We performed the coupling measurements and they all came out 1:07. The results are in Table 8 .
When applying Formula 2 for S = all kernels, we g o t c S = 2 :44587598 for L1 and c S = 3 :33148572 for L2, so we k n e w t h e r e w as interaction in the synthetic workload not being measured.
We began to measure non-adjacent kernels with the results in Table 9 . This indicated End and Delete were having poor coupling since the coupling values dramtically increased when considering both kernels. We began to look at the code to identify the source of the problem. The End operation is extremely small in source code and appears to provide little overhead. However, the two operations share a function (set index()) to make sure the records are indexed properly. Further study discovered that the Java datatypes used to store the record contained indexing functions, resulting in the set index call being redundant. We removed the redundant indexing in the code and relied on the indexing internal to the Java data structure and got the following results: the L1 cache misses decreased by 6 5 % and the L2 cache misses decreased by 73%. To v erify that the modi cations made a di erence on the originally speci ed workload, we measured the performance of the original workload and achieved these results: the L1 cache misses decreased by 41% and the L2 cache misses decreased by 2 5 % .
SpecHPC: Seis
SpecHPC contains several industrial sized applications to measure high-end computing systems. Seis is a data processing application for seismic data 7] . This application comes with many di erent prede ned dataset sizes and is included to illustrate the coupling values that result in an industrial application. The benchmark required signi cant disk capacity exceeding that available on the experimental system. Therefore, Seis was only run with the \tiny" dataset available. This dataset generates between 20 and 100 Mbytes of trace les while processing.
The results for the Seis application are given in Table 10 . The rst column gives the coupled kernels. The second column is the sum of the misses for the isolated kernels. The next column is the number of misses for the coupled kernels, and the nal column is the computed coupling parameter. The coupling parameters for Seis are striking. Only one indicates constructive coupling, and over 75% indicate very bad destructive coupling. The two highest coupling parameters correspond to kernels not originally developed for the benchmark (VRFY and RATE). Both were added by SPEC for veri cation and measurement purposes respectively. It can be observed that these kernels do not dominate the execution time and we can assume that SPEC was not concerned with getting the best performance from these new kernels. Another factor a ecting the coupling parameters for Seis is the granularity di erences between it and the NPB. Seis uses le level granularity while NPB use procedure level granularity. The change in granularity m a y b e a factor in the destructive coupling since most les do not share much data. The sharing typically occurs within le units.
We created a graph like Figure 2 for each k ernel. Each bar represents a kernel being added to the string of kernels run. The height of the bar is the number of misses in DGEN when that kernel is added to the kernels. The rst bar is the numb e r o f m i s s e s i n D G E N w h e n V S B F i s r u n . Obviously, there are not very many misses in DGEN since none of its kernels are run (some misses do occur during initialization accounting for a non-zero value). The second bar is the number of misses when GEOM is added so that both VSBF and GEOM are running. Again, very little misses are measured. The third bar has a large jump because that is when DGEN is added to the kernels run (now VSBF + GEOM + DGEN). This correlates to the number of misses in DGEN run in isolation. Notice the number of misses in DGEN when FANF is added. It is larger than any other bar. This indicates that FANF has negative coupling with DGEN. This is con rmed by t h e measurements in Table 10 . The bar is lower for later kernels indicating that FANF's destructive coupling is overcome by constructive coupling by the other kernels. We 
explored the destructive coupling with FANF and DGEN so that we could remove it and take a d v antage of the constructive coupling with the other kernels. Study of FANF and DGEN concluded that the FFTs (forward and reverse) that FANF performs were pushing the data out of cache that DGEN was using. In general, this data movement cannot be changed because the FFTs are critical to the FANF algorithm. FANF, however, was not performing the FFT in an optimal manner for cache use.
When FANF is called, it is given a pointer to the data it needs. It then calls the forward FFT and points to a temporary location which the FFT should return the values in. The FFT, then copies the data to a third location to perform the work before copying the results to the destination location. FANF then performs a lter operation in the temporary location before calling the reverse FFT. The result location of the reverse FFT is the location of the real data, but before the data is copied there, the reverse FFT is performed in a fourth temporary location. This is shown in Figure 3 .
By performing as much of the FANF work inplace as possible instead of using temporary arrays, we w ere able to improve the numb e r o f L 1 c a c he misses of FANF by over 18% and the overall application by over 1%. Much of Seis is designed similarly to FANF and performing a similar optimization to all the kernels should improve the performance of the application by 5-10%.
RELATED WORK
Allan Snavely de ned a similar concept as symbiosis 14] . His work studies the interaction of two separate programs on a multithreaded machine instead of interaction within an application. The equations used to quantify interaction uses a similar ratio of isolated and simultaneous execution times. His work in 13] indicates that dynamic scheduling of multiple highly tuned applications still produces better e ciency on the Tera MTA. Our work focuses, however, on improving the performance of a single application.
Rafael Saavedra did much w ork characterizing various benchmarks 8] by decomposing them into high-level Fortran statements. He then counted the number of times each statement occurred in the execution of the program. By measuring the execution time of each statement o n v arious target machines, he was able to predict the total execution time of the benchmarks by m ultiplying the statement execution times by the number of times it occurred and then summing that product over all statements. Rafael's work demonstrated that measurements of high level constructs can result in accurate predictions (over 50% of the predictions had less than 10% error) if cache or compiler optimizations are not used.
In 9], he added terms in his model to account for cache e ects. This improved the accuracy of his model to more than 80% of the predictions with less than 10% error. Our work complements Rafael's work in quantifying and understanding the interaction between kernels.
Many metrics already exist to measure performance of serial and parallel programs. The most important is execution time. Some metrics measure speci c operations, such as instructions, cache misses, or execution pipeline stalls. These metrics do not relate the operations from one kernel to another, however. Others, such as speedup, sizeup 16], and measured serial fraction 4] attempt to relate some theoretical performance to the observed performance, but they are based on the full program resulting in one value per application hence coupling is not represented. While the coupling parameter does relate a theoretical performance to an observed performance (kernels in isolation summed together vs. kernels run together), a single application is represented by m ultiple coupling parameters (one for each k ernel interaction).
Larry Carter et. al. have studied the performance impacts of hierarchical tiling 6]. Their technique focuses on improving a single kernel within an application, however the additional information that the coupling parameter provides indicates that the technique would be useful across kernels. The coupling parameter can indicate which cross-kernel tilings should be pursued and which should be ignored.
SUMMARY
In this paper, we de ned the coupling parameter for adjacent kernels (c ij = pij pi+pj ) and generalized it to non-adjacent kernels (c S = pS F k2S (k) ). This allowed us to quantify the interaction between kernels in an application. We measured the coupling parameter for four applications for the rst two l e v els of the memory hierarchy. Using the coupling parameter, we were able to develop a new data structure for the conjugate gradient benchmark that improves level one cache misses 1%. Also, we i m p r o ved the level-two cache misses for BT by 14%. Next, we studied the e ects of coupling on non-adjacent k ernels. 209 db provided 41% improvement when removing the redundant data structure. Finally, Seis indicated that a large range of coupling values exists on industrial applications with a small improvement demonstrated.
The improvements above w ere achieved through various means: Improved data structure for CG resulted in better interaction between the matrix-vector multiply and the remaining vectore operations.
Changed memory location in BT reduced the level-two con ict misses without changing the algorithm.
Removed redundant operations in the Java c o d e t o t a k e a d v ant a g e o f t h e v alues stored internally by the native data structure.
Optimized the cache usage of seis by removing temporary storage to reduce cache pollution by the temporaries.
All of these improvements were pointed to by the coupling parameter. Without the assistance of the coupling parameter, these improvements would have ranged from not investigated due to no known problem (CG and 209 db) to too di cult to diagnose (Seis). In all four cases, the coupling parameter quickly led us to hone on to an ine ciency that could be improved. 
