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ABSTRACT 
 
Objective image and video quality metrics focus mostly on 
the digital representation of the signal. However, the display 
characteristics are also essential for the overall Quality of 
Experience (QoE). In this paper, we use a model of  a 
backlight dimming system for Liquid Crystal Display 
(LCD) and show how the modeled image can be used as an 
input to quality assessment algorithms. For quality 
assessment, we propose an image quality metric, based on 
Peak Signal-to-Noise Ratio (PSNR) computation in the CIE 
L*a*b* color space. The metric takes luminance reduction, 
color distortion and loss of uniformity in the resulting image 
in consideration. Subjective evaluations of images generated 
using different backlight dimming algorithms and clipping 
strategies show that the proposed metric estimates the 
perceived image quality more accurately than conventional 
PSNR. 
 
Index Terms— Video quality assessment, Liquid 
crystal display, Local backlight dimming 
 
1. INTRODUCTION 
 
Since subjective quality assessment performed by human 
test subjects is often very time and resource consuming, 
several different objective (i.e. algorithm based) metrics 
have been developed and proposed for evaluating 
compression and transmission artifacts in digital images and 
video sequences. These methods are useful for rapid 
experimentation and comparison between different artifacts 
introduced in the digital signal. However, the actual quality 
perceived by the end user is also highly dependent on the 
display device. Low contrast, distorted color representation 
or blurriness on the display may disturb the experienced 
quality, even if the digital input signal is of perfect quality. 
Nowadays, LCDs are widely used in computer monitors 
and TV sets. LCD technology is based on voltage controlled 
liquid crystal pixels working as shutter elements, blocking 
the backlight and in this way rendering the desired 
brightness level. In color displays, pixels are formed of red, 
green and blue (R,G,B) subpixels. The full range of possible 
colors is produced as a combination of R, G and B 
components. In practical LCDs, a large amount of light is 
dissipated by the screen elements and only a fraction of it 
reaches the viewer [1]. This is why a bright backlight is 
typically needed, which leads to high power consumption in 
LCDs. Another disadvantage of LCD is light leakage: LC 
elements cannot block all the light even for the entirely 
black pixels, so some light leaks through them, making dark 
areas of the image look slightly grayish. Light leakage is 
visible in particular from large viewing angles. 
In order to alleviate the problem  of high power 
consumption and light leakage, different local backlight 
dimming schemes have been proposed [2-5]. The basic idea 
of local backlight dimming is simple: instead of using a 
uniform backlight over the whole display, there are several 
backlight segments, often using Light Emitting Diodes 
(LED) as light sources, that can be adjusted separately. 
LEDs may be located behind the LCs (direct-lit backlight) 
or at the edges of the display (edge-lit backlight). The 
transmittance of the LC pixels can be increased to 
compensate the reduced backlight. Backlight dimming 
allows using lower light intensity in the dark areas of the 
image, and therefore reduces power consumption and local 
light leakage. Between backlight elements and LCs, there is 
a diffuser plate, that mixes the light coming from individual 
elements. 
Backlight dimming often involves decreased brightness 
of some pixels, causing a defect called clipping. Leakage 
and clipping both compromise the image quality. For the 
clipping part, quality is basically a trade-off with power 
consumption [6]; dimming reduces power consumption, but 
results in more severe clipping effects. In order to model the 
physical image rendered by the display, the backlight 
intensity needs to be modeled at each pixel position on the 
diffuser plate, and then combined with the pixel 
transmittance at the respective LC element [7]. 
Traditional image distortion measures, such as PSNR, 
have not been designed for backlight dimming artifacts. In 
this paper, we propose a new yet simple metric, based on 
PSNR in CIE L*a*b* color space, taking clipping effect and 
color distortion into consideration better than conventional 
PSNR. Modeling a backlight dimming display is discussed 
more comprehensively in Section 2. In Section 3, the 
proposed metric and its use within the backlight dimming 
model is explained. Section 4 summarizes simulation results 
comparing the proposed metric against several conventional 
metrics in respect to results of subjective quality assessment. 
Finally, concluding remarks are given in Section 5. 
2. MODEL OF A BACKLIGHT DIMMING DISPLAY 
 
There are several different aspects that need to be taken into 
consideration when modeling a local backlight dimming 
system. In a basic model, we only consider normalized 
backlight intensities and LC transmittance levels, light 
distribution on the diffuser plate and light leakage. In a more 
advanced model, we add some more sophisticated features, 
such as the connection between physical and perceived 
intensity, and different pixel compensation schemes. 
 
2.1 Basic model 
 
A generic local backlight dimming algorithm takes a digital 
image as input and gives the intensities for each backlight 
segment and the transmittance of LC pixels as output. The 
observed luminance L at pixel (i,j) can be calculated by 
multiplying the backlight intensity B at the pixel with the 
LC transmittance T of the pixel: 
  ),(),(),( jiTjiBjiL = ,                     (1) 
where L,B and T are normalized to the interval [0,1], where 
0 is no light and 1 is full light intensity. 
However, Eq. (1) does not consider the impact of light 
leakage. Assuming full backlight and zero transmittance 
(B=1, T=0), the observed luminance would optimally be 
L=0. Due to light leakage, this is not the case, since the 
leaked light is observed. To model this aspect, a leakage 
factor ε is defined [5]. In practice, ε depends on the viewing 
angle and may vary between pixels and color components. 
In a simple model, constant ε may be assumed for the whole 
display. The relationship between observed and ideal 
luminance with backlight levels B=0.5 and B=1 is illustrated 
in Fig. 1., and the normalized luminance with the leakage is 
given by: 
  ( )),(1),(),(),(),(),( jiTjiBjijiTjiBjiL −+= ε    (2) 
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Fig. 1. Impact of light leakage to observed luminance. 
In practical LCDs, light from different backlight units is 
diffused and mixed on the diffuser plate located between the 
light source and the liquid crystals. Light diffusion can be 
modeled with a Point Spread Function (PSF) hk: hk(i,j) is the 
amount of light from backlight unit k reaching the pixel at 
position (i,j). Then, the normalized intensity at (i,j) is hk(i,j) 
multiplied by the intensity of backlight element k, denoted 
as Bk. Since the backlight intensity at each position B(i,j) 
may be contributed by all the backlight units k, the actual 
intensity can be computed as a sum of all N contributions: 
  ∑
=
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),(),(                     (3) 
Equation (3) allows different PSFs for each backlight unit. 
However, in practical applications with direct-lit backlight, 
similar PSF is often used, centered around the midpoint of 
the backlight element. To get the most accurate results, PSF 
should be measured for each device independently. 
However, Gaussian PSF may be used as a simplified 
approximation of PSF in direct-lit backlights [7]. 
 
2.2 Perceptually uniform vs. physical luminance 
 
Digital images and video sequences are ideally presented in 
a perceptually uniform format, i.e. certain intervals in pixel 
values represent similar differences in perceived intensity 
over the whole applicable range. In particular, sRGB is an 
approximately uniform representation of the color 
components [8]. Unfortunately, the relationship between 
physical luminance and perceived brightness is not linear: 
increasing physical luminance  by a certain step size is 
perceptually more noticeable in the dark than in the bright 
part of the luminance range. This is why practical displays 
usually perform gamma correction when the input image is 
converted to LC transmittance. Denoting normalized 
perceived (uniform) luminance LU and physical luminance 
L, Gamma and inverse Gamma corrections are defined as: 

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A typical value of γ is 2.2, but other values around 2 are 
also used [9]. It should be noted that in practical LCDs, 
input signal controlling the backlights is usually directly 
proportional to the physical luminance, whereas the input 
signal to LC is in sRGB, that is then Gamma corrected by 
the display hardware. In the Eqs. (1) and (2), L, B, and T are 
supposed to be expressed in the physical domain. This is 
why the input values must be converted to the same domain 
before computations, in our case by applying inverse 
Gamma correction to T. 
It has been reported that the optimal γ is often different 
for R, G and B components of a color signal [9]. We have 
omitted this aspect in our study; however, it would be 
possible to apply different Gamma correction to color 
components. In general, Gamma function has shown to 
work well with conventional displays with relatively low 
maximum luminance (up to about 100 cd/m2), but more 
accurate functions have been proposed for perceptual 
linearization of the input signal in brighter High Dynamic 
Range (HDR) displays [7]. 
 
2.3 Pixel compensation and clipping 
 
When backlight dimming is performed, some pixels receive 
less light than with full backlight. In many cases, this can be 
compensated by increasing pixel transmittance accordingly. 
This is referred to as pixel compensation [9] or brightness 
preservation [6]. In an ideal case, all the pixels can obtain 
their original intended values TORG(i,j) (i.e. transmittance 
assuming full backlight) via compensation; in this case, the 
backlight dimming algorithm is said to be clipper-free. 
Then, the compensated transmittance TCOM(i,j) can be 
computed as: 
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However, it might be desirable to allow clipping. Especially 
when there are only few bright pixels in the image, the 
image quality may not be severely compromised if those 
pixels are dimmer than in the original.  
There are two basic approaches for clipping: hard and 
soft clipping [10]. In hard clipping, all the pixels that need to 
be clipped, are compensated to full transmittance. Hard 
clipping minimizes the average difference between 
originally intended and clipped light intensity, but on the 
other hand, it maps all the pixels above clipping threshold 
into one intensity level, causing undesirable saturation 
effect. This problem can be alleviated by using soft clipping, 
where the clipping curve is smoothened so that some level 
of differentiation in saturated areas can be obtained. 
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Fig. 2. Hard and soft clipping compared. 
 
Hard and soft clipping are illustrated in Fig. 2. A practical 
example demonstrating the clipping effect is shown in Fig. 
3. In this example, backlight of the original image (a) is 
dimmed by setting global backlight level to 0.325, 
respectively to 0.6 in perceptual domain. The resulting 
images are shown without pixel compensation (b), with hard 
clipping (c), and soft clipping (d). For soft clipping, we use 
scaling function: 
)1/(1)1( BININOUT CBCC
−⋅−−=         (6) 
where CIN and COUT are the original and rescaled pixel 
values, respectively. The same equation applies to R,G, and 
B components. Note that this is just one possibility to 
implement soft clipping: different approaches have been 
proposed in the literature [10]. 
 
 
           a) original image                  b) no compensation 
 
            c) hard clipping                       d) soft clipping 
Fig. 3. Practical example of dimmed images without pixel 
compensation (b), hard clipping (c) and soft clipping (d). 
 
As the visual inspection of Fig. 3. reveals, the relative 
differences between tones are maintained best when pixel 
compensation is not used, but the resulting image is very 
dark. On the other hand, hard clipping introduces visible 
saturation and color distortion in the brightest areas of the 
image. Among these compensation strategies, soft clipping 
apparently provides the most pleasant visual experience: the 
image looks brighter than without compensation, and colors 
are less distorted than with hard clipping. 
The pixel compensation paradigm can also be applied 
reversely to compensate light leakage (i.e. reduce 
transmittance of dark pixels). That said, the impact of 
leakage is most typically visible only in the darkest 
segments,  and this is why light leakage compensation is 
usually needed in the very lowest part of the luminance 
range only. In the example scenario above, light leakage is 
omitted. 
 
3. OBJECTIVE QUALITY MODEL 
 
In order to assess the quality of an image shown on an LCD 
employing backlight dimming and compare different 
backlight dimming algorithms, we may apply the model 
presented in Section 2 to generate a digital image that 
approximates the image actually shown on the screen in the 
perceptually uniform space, LU(i,j). Then, the resulting 
image or video sequence can be compared against the 
original sRGB input image [7], using any traditional 
objective quality metric, such as PSNR or Mean Structural 
Similarity Index Metric (MSSIM). The procedure is outlined 
in Fig. 4. For the sake of clarity, we assume that the signal is 
normalized to range [0,1] in all phases. 
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dimming
Input image 
TORG(i,j) Diffusion 
model (3)
B1..N
TCOM(i,j)
Combination 
model (2)
B(i,j)
Quality 
metric
LU(i,j)
Quality 
index
 
 
Fig. 4. Measuring the image quality in a backlight dimming 
systems. 
 
The major weakness of the approach described above is that 
it does not consider the typical artifacts related to backlight 
dimming, such as color distortions, often difficult to 
estimate with traditional quality indices weighting different 
color components in a non-optimal manner. This is why we 
propose a metric based on PSNR, but operating in the CIE 
L*a*b* color space, where L* component represents 
luminance, and a* and b* components define the 
chrominance. The formula for conversion from linearized 
(Gamma corrected) sRGB to L*a*b* can be found in [9].  
In contrast to other well known color spaces, L*a*b* 
color space has been designed so that a transition of certain 
magnitude in the color space is supposed to approximate an 
equivalent perceived change, regardless of the direction. 
This is why we can define color difference ΔE*, that is the 
perceived difference between two colors, considering both 
luminance and chrominance differences [9]: 
         222 *)(*)(*)(* baLE ∆+∆+∆=∆ ,       (7) 
where ΔL*,Δa*, and Δb* are the differences of L*, a* and 
b* components between the compared colors. Using the 
well known definition of PSNR, we can define LabPSNR by 
replacing the Mean Squared Error (MSE) by the mean 
squared ΔE*: 
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where ΔE*(i,j) is the color difference at pixel position (i,j), 
m and n give the image dimensions, and ΔE*max is the 
maximum possible color difference. However, as ΔE*max we 
have used ΔE* obtained between normalized sRGB triplets 
(0,0,0) and (1,1,1), ie. the difference between full black and 
white, although even larger differences can be observed 
with certain color combinations. The value of ΔE*max is 100. 
In order to perform more accurate transform of the 
sRGB color component value CU in the normalized 
perceptually uniform scale to the respective normalized 
physical luminance value CPHY than with the conventional 
Gamma function, we propose linearization using the 
conversion function adopted from [7]: 
   [ ]( )( ) bbU
PHY l
alaCC
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max /1)1ln(exp −+⋅⋅= ,
       (9) 
where lmax is the maximum physical luminance in cd/m2, 
respective to CU=CPHY=1. Parameters a=0.56 and b=0.88 
have been derived by fitting Eq. (9) to the experimental data 
from [8], as explained in [7]. The reverse conversion can be 
performed as: 
      
)1ln(
)1)(ln(
max
max
+⋅
+⋅⋅
= b
b
PHY
b
U la
ClaC                    (10) 
The use of the proposed function for perceptual 
linearization is of course optional; the conventional Gamma 
function can be used as well. However, it is essential that 
both original reference image and the distorted image are 
linearized with the same method. 
One significant issue to consider for practical quality 
assessment is the selection of the luminance range for the 
reference image. Usually, the range is chosen so that a white 
pixel, i.e. a pixel with normalized sRGB triplet values 
(1,1,1), is mapped to the peak luminance that can be 
obtained using the full backlight. However, with this 
approach, hard clipping results in better measured quality 
than soft clipping, and the quality impact of the saturation 
effect related to hard clipping is not taken into 
consideration. It is reasonable to assume that the relative 
luminance differences are as essential for the perceived 
quality as the maximum brightness level. This is why we 
also suggest rescaling the reference pixels to make the 
maximum obtained luminance to match the reference value: 
          REFRS CC ⋅= δ ,                           (11) 
where CRS is the rescaled pixel, CREF is the respective 
original reference pixel, and δ is a linear dimming factor 
denoting the maximum observed relative loss of brightness 
after backlight dimming. The rescaled pixels represent the 
brightest possible dimmed image that would maintain the 
color uniformity of the original image. In general, 
δ=min{CDIM/CREF} can be used, where CDIM denotes the 
pixel values resulting from backlight dimming and pixel 
compensation. With global dimming, the minimum is 
typically reached at any position, where one of the brightest 
pixels is located. However, since local dimming can lead to 
significant local variations in the backlight level, the impact 
of outlier pixels with little significance on the overall image 
quality needs to be excluded. In this paper, we have used 
1000 pixels out of the reference pixels with original 
intensity higher than 95% of the observed maximum 
intensity, so that they give the smallest CDIM/CREF values, 
and computed δ as the average of them. The rescaling 
procedure is then performed to the pixel values in the 
perceptually uniform domain. The procedure is illustrated in 
Fig. 5. 
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Fig. 5. Rescaling of the reference pixels. 
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Fig. 6. Deriving ΔE* from the difference between the 
dimmed pixel, and the original and rescaled pixels. 
 
Even though the relative luminance levels are 
perceptually more important than the maximum brightness 
of the image, overall dimming has some negative influence 
on the quality. This is why we have the redefined color 
difference ΔE* for each pixel so that the difference from the 
dimmed pixel is computed firstly against the original and 
secondly against the rescaled reference pixels, and the larger 
difference is chosen as ΔE*:  
              )*,*max(* ba EEE ∆∆=∆                    (12) 
Then, combined LabPSNR (CLabPSNR) can be 
computed, using ΔE* from Eq. (14). We believe that this 
approach provides a reasonable compromise between 
measuring uniformity and brightness in respect to the ideal 
pixel value. 
 
4. EXPERIMENTS 
 
We have first tested our metric by simulating global 
backlight dimming on selected color images of size 768x512 
pixels from the Kodak image set, using several backlight 
levels and different pixel compensation methods in a similar 
fashion as explained in Section 2.3. As expected, 
conventional RGB-PSNR indicates the best quality when 
hard clipping is used, since hard clipping minimizes the 
absolute difference between the pixel values in the original 
and the dimmed image. The relative quality estimates 
produced by the proposed CLabPSNR are better in line with 
the visually perceived image quality: as demonstrated in 
Fig. 3, soft clipping gives the best result, whereas hard 
clipping and direct scaling (no compensation) both show 
lower quality. As an example, RGB-PSNR and CLabPSNR 
results for the 'Beach' image shown in Fig. 3. are 
summarized in Table 1. 
 
Table 1. Comparison of RGB-PSNR and CLabPSNR on 
Beach image with different pixel compensation (see Fig. 3.) 
 no comp. hard clip. soft clip. 
RGB-PSNR (dB) 12.02 19.34 15.67 
CLabPSNR (dB) 11.41 13.13 14.97 
 
 
In order to validate CLabPSNR in local backlight 
dimming scenarios with more subtle differences between 
different backlight dimming methods, we have compared 
the proposed method against the raw subjective data 
available from an earlier study described in [11,12]. In this 
study, the subjective quality produced by different local 
backlight dimming methods was evaluated by 16 test 
subjects via pairwise comparisons. The comparison results 
were then converted into subjective scores using Thurstone-
Mosteller method [13]. Five to eight different backlight 
dimming methods were applied to each of the 7 source 
images included in the study. For more details about the 
subjective test methodology and the results, readers may 
refer to [11,12].  
Table 2. summarizes the results in terms of Pearson 
correlation coefficient (PCC) and Spearman rank order 
correlation coefficient (SROCC), when subjective results 
are compared against CLabPSNR and some conventional 
quality indices, including RGB-PSNR. Since only few 
versions  of each test image were compared, the results are 
sensitive to outliers, which explains the low correlations in 
some cases, such as MSSIM and RGB-PSNR for 'Stars' 
image. 
With the notable exceptions of 'Stars' and 'Diver', both 
RGB-PSNR and CLabPSNR show a good performance. 
When correlation coefficients are computed for all the 
images combined, the advantage of using CLabPSNR is 
more clearly pronounced, since PCC is significantly higher. 
We have also computed combined correlation coefficients 
with 'Stars' and 'Diver' excluded as outliers due to large 
difference between RGB-PSNR and CLabPSNR results, and 
CLabPSNR performs still better (for RGB-PSNR, 
PCC=0.83 and SROCC=0.85; for CLabPSNR, PCC=0.92 
and SROCC=0.94). Therefore, the results clearly indicate 
that CLabPSNR has more consistent performance than 
RGB-PSNR. HDR-VDP also gives relatively consistent 
results across different contents, but it is also significantly 
more complex metric than CLabPSNR. 
To our knowledge, CLabPSNR is the first attempt to 
develop an image quality metric that considers clipping and 
color distortions that are typical to local backlight dimming 
displays. In the future, our intention is to continue 
development towards a more accurate metric exploiting 
even more sophisticated features of the human visual system 
in the context of local backlight dimming. 
 
5. CONCLUSIONS 
 
In this paper, we have studied objective image quality 
assessment in a simulated backlight dimming system. We 
have observed that conventional quality analysis based on 
MSE or PSNR comparison between the original sRGB 
image and the image generated by simulating backlight 
dimming does not consider the impact of color distortion 
and pixel compensation adequately. Therefore, we have 
proposed a new metric, based on PSNR computation in 
L*a*b* color space. The reference pixels are chosen from 
the original reference image, representing target image at 
full backlight, and linearly rescaled reference image, 
representing dimmed image that maintains the relative 
uniformity of the pixel values.  
Informal evaluation of images produced by simulating 
global dimming with different clipping strategies suggest 
that the proposed metric approximates the perceived relative 
image quality more accurately than conventional PSNR 
comparing reference image and the dimmed image directly. 
In addition, we have used subjective results from our 
previous study comparing different local backlight dimming 
algorithms. The results show that CLabPSNR predicts 
subjective preferences more accurately than conventional 
PSNR and even more complex metrics, such HDR-VDP. 
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