The simplest explanation for the occurrence of bursts is that they are a consequence of large membrane depolarization as a result of strong afferent excitation. Under this scenario, small depolarization levels would mean the cell is silent; moderate depolarization would lead to Proper investigation of these issues requires the intact networks and their physiological activation. The main centers, but rather in places where discharge frequency was 6-7 Hz. Burst probability was lower and goal of the present experiments was to determine the factors that lead to burst activity in hippocampal pyramibursts were shorter after recent spiking activity than after prolonged periods of silence (100 ms-1 s). Burst dal cells of behaving animals. We find that burst occurrence in the intact brain requires two conditions to be initiation probability and burst length were correlated with extracellular spike amplitude and with intracellumet: a sufficient level of excitation coupled with preceding silence (nonspiking of the neuron). lar action potential rising slope. We suggest that bursts may function as "conditional synchrony detectors," signaling strong afferent synchrony after neuronal si- of cutoff threshold was not critical; qualitatively similar
ing periods of high activity. Because hippocampal pyramidal cells fire selectively in restricted regions of space ("place fields") (O'Keefe and Dostrovsky, 1971), we exresults were obtained using ISI thresholds up to ‫51ف‬ amined the spatial correlates of burst firing in a pellet ms (see below). chasing task (Muller et al., 1987) . If bursting is produced The "burstiness" of neurons, as measured by the fracby strong excitation, we reasoned that the ratio of bursts tion of ISIs Յ 6 ms, varied considerably between cells to single spikes would also be spatially modulated, be-( Figure 1C) . Nevertheless, the burstiness of a given neuing largest in the place field center where the strongest ron showed stability across different behaviors, as demdepolarization is expected. As a result, we expected the onstrated by the strong correlation between burstiness place fields constructed from burst events to be sharper during theta and nontheta states. The incidence of comthan place fields constructed from single spikes, as has plex spike bursts was also, in general, larger during the been previously suggested (Lisman, 1997; Otto et al., nontheta state as compared with the theta state ( Figure  1991) . We set about investigating these previous obser-1C). During theta oscillations, no systematic difference vations quantitatively using an information-theoretic was found in the phase preference of bursts and single measure of place field sharpness (Skaggs et al., 1993). spikes.
The database did indeed contain some cells for which The number of spikes within a burst varied extensively the place fields constructed from bursts appeared within bursts of a single neuron as well as between sharper, one of which is shown in Figure 2 . This visual neurons. For the majority of neurons, the probability of impression was quantified by an increase of the place seeing n spikes in a burst decreased exponentially with sharpness index from 0.81 (single spikes) to 0.91 n, as reflected by the linear fit of burst length probability (bursts). However, both the subjective impression and on a logarithmic scale ( Figure 1D ) (Metzner et al., 1998).
information measure are subject to bias due to the In neurons showing long bursts, the burst length distrismaller number of burst events compared with single bution was supraexponential ( Figure 1E ). spikes. To avoid this bias, we constructed random subsets of the single spikes, with the number of spikes per subset equal to the number of burst events. Figure 2C 
Behavioral Correlates of Bursts and Single Spikes
If complex spike bursting is a result of strong dendritic shows the place field generated by one such random subset. The place field appears sharper, and the inforexcitation, the proportion of bursts should increase dur-of the place field. To determine whether this observation held in general, we computed burst proportion for each bin of a spatial grid and related it to mean event frequency (number of burst or single spike events per second) in that bin. The behavior seen in the example case is borne out at the group level, with the largest proportion of bursts in regions where mean event frequency was 6-7 Hz and lower proportions at higher and lower frequencies ( Figure 3C ; see Experimental Procedures). In most cells, this occurred at the periphery of the place field. However, in cells with place field center rates in the theta range, the burst proportion was typically highest in the field center. These neurons were the ones for which the place field of bursts was sharper than that of single spikes (see above). As a control, the same relationship was examined for interneurons and for the same pyramidal cells using longer ISI thresholds (pseudobursts). The control analysis of interneurons ( Figure 3D ) showed an increasing proportion of "bursts" with frequency. Pseu- to the depolarization hypothesis, an increased proportion of bursts was expected during periods of strong activity. Contrary to the hypothesis, the proportion of mation measure is higher than that for all single spikes bursts decreased at high event frequencies ( Figure 4A ). in this particular example (0.94). Comparison of the In addition, the proportion of bursts also decreased at "sharpness" for bursts to a population of 200 random the lowest firing rates (Ͻ5 Hz). For the two control cases subsets of single spikes showed that the burst place of pyramidal cell pseudobursts ( Figure 4B ) and infield was not significantly sharper than the population terneuron "bursts" (Figure 4C ), however, "burst" proporof random subsets ( Figure 2D ). Of 54 well-isolated pyration showed a consistent increase with firing rate. The midal "place" cells recorded during free exploration, breakpoint between burst and pseudoburst behavior burst place fields were significantly sharper in 12 cells was again seen at an ISI threshold of ‫51ف‬ ms. These and significantly less sharp in 7 cells (p Ͻ 0.05; 2-tailed findings suggested that the conditions that produce quantile test). As a control, we performed the same analmaximal firing rates do not necessarily produce a maxiysis on interneurons (n ϭ 26), which carry less spatial mal proportion of bursts in pyramidal cells. information than pyramidal cells (Muller et al., 1987) and do not fire complex spike bursts (Freund and Buzsá ki, 1996). By arbitrarily defining an "interneuron burst" as
Temporal Properties of Burst Firing
The results above suggest that pyramidal cell bursting a set of spikes separated by Յ6 ms intervals, the information conveyed per "burst" was significantly larger in is not a simple reflection of increased afferent excitation.
To investigate the conditions that may be controlling 21 interneurons, with no significant effect in the remaining 5.
burst activity, we examined the temporal properties of the spike train in more detail. Figure 5A illustrates a These findings indicate that, for pyramidal cells, the place fields of bursts are not, in general, sharper than "return map" for a single neuron, which shows the relationship between each successive pair of ISIs. The solid those of single spikes. However, this does not imply that the spatial correlates of bursts and single spikes line shows the running median of ISI as a function of the preceding ISI. The median ISI is small when preceded by are identical. To investigate the spatial correlates of bursts in a more direct fashion, we considered the spashort ISIs, reaches a maximum when preceded by ISIs of ‫01ف‬ ms, and becomes small again for long preceding tial dependence of burst proportion (i.e., the fraction of all neuronal events which are bursts). If the place fields ISIs (10 2 -10 3 ms). To express these features more explicitly, the probability of burst length ISIs (Յ6 ms) is plotted of bursts were the same shape as the place fields of single spikes (i.e., if the firing rate maps were scaled by as a function of previous ISI in Figure 5B . Short ISIs had a high probability of being followed by a second short a constant multiple), burst proportion would be independent of position. Figures 3A and 3B show firing rate and ISI, corresponding to bursts of three or more spikes. For longer ISIs, burst probability increases steadily with burst proportion as a function of space for a single pyramidal cell. The proportion of bursts was highest, ISI, ranging from 0.1 to 0.8. If the graph was replotted using only spikes from theta or nontheta epochs, it apnot in the place field center, but rather, in the periphery peared similar (data not shown). There was also a small ( Figure 5C ). For single spikes, little difference was seen between activity before and after the spike. In contrast, but significant increase in burst probability in nontheta over theta after ISIs of up to ‫05ف‬ ms. These results complex spike bursts tended to be preceded by periods of low activity. Across the population, the median ISI showed that burst initiation was most probable after a period of nonspiking activity in both theta and nontheta preceding single spikes was 48 ms. The median ISIs preceding bursts of length 2, 3, 4, and Ն 5 were 119, states.
To quantify the temporal dynamics at the group level, 260, 371, and 480 ms ( Figure 6A ), displaying a strongly significant increase with burst length (p Ͻ 0.0001, the ratio of burst initiation probability after long ISIs The above analysis has indicated that bursting is supculated for each pyramidal neuron. To ensure accurate estimation of the ratio, only cells that fired Ն10 spikes pressed by prior activity. Are bursts in particular more effective than single spikes in reducing the probability in both conditions were used. Of the 57 such cells, the ratio exceeded unity in 51, indicating that the probability of subsequent burst initiation? To address this question, we plotted the probability of burst initiation as a function of bursting in pyramidal cells is significantly higher after a period of silence than after recent spiking (p Ͻ 0.0001; of the time since the previous event and the nature of the previous event ( Figure 6B ). Single spikes and bursts sign test).
This conclusion is further illustrated by comparing the were equally effective at suppressing subsequent burst initiation. We therefore conclude that the effect of burstdistribution of activity occurring before and after single spikes and bursts of various lengths in the example cell ing on subsequent activity is not different from the effect of single spikes. Notice also that after very long intervals (1-10 s), the probability of burst decreases again, a finding which may be compared to the lower fraction of bursts at times or places of very low firing rates.
Spike Amplitude Predicts Burst Probability
Because extracellular spike amplitude also shows a dependence on recent firing history (Quirk and Wilson, 1999), we examined whether spike amplitude and burst initiation probability might be related. varying lengths are shown in Figure 7C for an example cell. The effect of spike amplitude on burst probability correlated, i.e., whether the correlation persists after the common effect of ISI is accounted for. Figure 7D shows was confirmed at the group level with logistic regression (t ϭ 75.7; p Ͻ 0.0001; data from different cells were the relationship between preceding ISI, amplitude, and burst initiation for an example cell. It can be seen that pooled after standardization of amplitude to the same mean and variance). However, the question remains spike amplitude is larger for burst first spikes than for single spikes, even after a fixed preceding ISI. This effect whether burst probability and amplitude are partially the behaving rat, burst probability was correlated with the time since the last spike (p Ͻ 0.01 for each cell) ( Figure 8C ). Because the induced bursts occurred independent of the network activity, these intracellular experiments also support the hypothesis that the temporal relationship between single spikes and burst is the critical variable for burst length rather than some undetected coordinated network event.
Discussion
The main findings of the present experiments are that for CA1 pyramidal cells: (1) bursting did not in general occur preferentially in place field centers, but rather, in regions of space where the neurons discharged at intermediate frequencies (6-7 Hz); (2) the probability of burst initiation is largest after sustained (100 ms-1 s) periods of neuronal silence; and (3) the probability and length of the burst are correlated with extracellular spike 
Spike Bursts
In between current steps, the cell fired sporadic single spikes. Bursts
The fraction of complex spikes was larger after extended were divided into "long" and "short" according to whether the numperiods of neuronal silence (100 ms-1 s) than after short ber of spikes in the burst was greater or less than mean. long silent periods (Ͼ1 s), the fraction of complex spikes was reduced. We therefore suggest that burst production reflects an interplay of two factors: stronger depowas confirmed at the group level with partial logistic regression (t ϭ 51.7, p Ͻ 0.0001). Burst length was also larization increases burst probability, but it is counterbalanced by a suppression of bursting by recent activity. correlated with the extracellular amplitude of the initiating spike at the group level, with bursts of length 2, 3, The ideal condition for producing a burst would therefore be a period of silence followed by strong dendritic 4, and Ն 5 being initiated by spikes of amplitude 5%, 10%, 13%, and 18% above mean single spike amplitude excitation. Strong but tonic excitation would cause a smaller proportion of bursts, as it would lead to firing (p Ͻ 0.0001, Kruskall-Wallis test). of prior spikes, and there would not be a sufficient silent period.
Intracellular Correlates of Burst Length
The data in the behaving rat indicated that the probabilWe propose that complex spike bursts can be conceived as conditional synchrony detectors, occurring ity of burst initiation is correlated with extracellular spike amplitude. Previous work has shown that the extracelluwhen two criteria are met: strong synchrony of excitatory afferents and a preceding prolonged silent period. lar spike waveform is well approximated by the first derivative of the intracellular action potential during the According to this reasoning, during periods of sustained activity, strong synaptic excitation will elicit further sinrising phase (Henze et al., 2000; Jack et al., 1975) . We therefore examined the relationship between burst gle spikes, but after a period of inactivity, the same afferent input is more likely to induce a complex spike length and intracellular action potential rising slope directly in five cells in intact anaesthetized rats. Burst burst. Further support for this proposal is that weak commissural stimulation of CA1 pyramidal cells causes discharges were evoked by the standard method of injecting sufficiently strong somatic current steps (0.5-1 an initial suppression of unit firing, followed by a rebound period when bursts are observed (Buzsá ki and nA, 20-25 ms), which caused bursts of 2-5 spikes ( Figure  8A ). This method has the advantage that the parsing Czeh, 1981). The tendency of pyramidal cells to produce bursts after silent periods may be thought of as compleof a spike train into single spikes and bursts is clear. However, caution is in order since somatic current injecmentary to firing rate adaptation; bursting serves to enhance the neuron's response at the onset of a period tion bursts may have different properties compared to those that occur naturally in vivo.
of excitation, while adaptation serves to diminish its response to continuing excitation. For each cell, the rate of rise of the first action potential was positively correlated with the numbers of spikes While our findings were derived from recordings of hippocampal pyramidal cells, the temporal dynamics within the burst (logistic regression; p Ͻ 0.01 for each cell) ( Figure 8B ). In addition, we examined the effect of described here may also apply to bursting cells elsewhere in the nervous system. It is notable that return spontaneously occurring spikes on the current step- , 1975) . In this influx). However, the relationship of bursts to subsecontext, network effects might also play a role in the quent activity was not different from that of single control of burst firing. For example, strong inhibition spikes. following a period of activity could deinactivate Na ϩ channels and, thus, facilitate burst occurrence.
The increased burst probability during nontheta over
Functional Implications
The finding that the proportion of bursts is largest for theta may also be explained by this mechanism. In theta, most spikes occur during brief epochs of rapid firing event rates of 6-7 Hz suggests that there is a point at which the balance between excitation and suppression corresponding to place field traversals. Therefore, greater Na ϩ channel inactivation is expected compared by preceding activity leads to maximum burst probability. Interestingly, this balance point occurs for firing rates with the nontheta state where such intense firing periods do not occur. Evidence for cumulative inactivation durequal to the frequency of the hippocampal theta rhythm. suggest that the firing mode of pyramidal cells is determined by a subtle interplay of the intrinsic properties of
Relationship of Burst Probability to Frequency
neurons and the timing of afferent neuronal networks.
For each unit, spike activity was classified into bursts (series of two or more spikes separated by no more than 6 ms) and single spikes.
Furthermore, this interplay may affect the conditions for
Single cell spike trains were binned either by time (into overlapping synaptic plasticity in the intact brain. 
Data Analysis

