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FOX H-KERNEL AND θ-DEFORMATION OF THE CAUCHY TWO-MATRIX
MODEL AND BURES ENSEMBLE
PETER J. FORRESTER AND SHI-HAO LI
Abstract. A θ-deformation of the Laguerre weighted Cauchy two-matrix model, and the Bures
ensemble, is introduced. Such a deformation is familiar from the Muttalib-Borodin ensemble.
The θ-deformed Cauchy-Laguerre two-matrix model is a two-component determinantal point
process. It is shown that the correlation kernel, and its hard edge scaled limit, can be written as
the Fox H-functions, generalising the Meijer G-function class known from the study of the case
θ = 1. In the θ = 1 case, it is shown Laguerre-Bures ensemble is related to the Laguerre-Cauchy
two-matrix model, notwithstanding the Bures ensemble corresponds to a Pfaffian point process.
This carries over to the θ-deformed case, allowing explicit expressions involving Fox H-functions
for the correlation kernel, and its hard edge scaling limit, to be obtained.
1. Introduction
The Cauchy two-matrix model has attracted attention due to its applications in multiple aspects
of mathematical physics. It is not only significant in studies of classical integrable systems theory
like Degasperis-Procesi peakons [27] and Toda lattice of CKP type [26], but important too in
random matrix theory [3, 5]. This model is defined on some subset of the configuration space
R
N × RN , as specified by an eigenvalue probability density function (PDF) of the form∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xk − xj)(yk − yj)
N∏
i,j=1
ω1(xi)ω2(yj), (1.1)
where ω1 and ω2 are two proper (i.e. non-negative) weight functions. An overall normalisation in
(1.1) is implicit and not shown explicitly; this convention will be used throughout this section. The
correlations ρℓ1,ℓ2(x1, . . . , xℓ1 ; y1, . . . , yℓ2) for the subset of variables is given by an (ℓ1+ℓ2)×(ℓ1+ℓ2)
determinant with the structure
ρℓ1,ℓ2(x1, . . . , xℓ1 ; y1, . . . , yℓ2) = det

 [K˜00(xa, xb)]ℓ1a,b=1 [K˜01(xa, yβ)] a=1,...ℓ1α=1,...,ℓ2
[K˜10(yα, xb)] α=1,...ℓ2
b=1,...,ℓ1
[K˜11(yα, yβ)]
ℓ2
α,β=1

 , (1.2)
for certain correlation kernels K˜00(x, x
′), K˜01(x, y), K˜01(y, x), K˜01(y, y′) dependent of ω1, ω2, N but
independent of ℓ1, ℓ2. The Cauchy two-matrix model is thus an example of a two-component
determinantal point process; see e.g. [11, §5.9].
The choice ω1(x) = x
ae−x, ω2(y) = ybe−y restricted to R+ × R+ in (1.1) is said to define
the Cauchy-Laguerre two-matrix model. The hard edge scaled limit of this model, which is the
neighbourhood of the origin on the positive half line of the corresponding point process with
a scaling so that eigenvalues have order unity spacing, has been analysed in [5]. It was found
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that the corresponding scaled correlation kernels can be written in terms of particular Meijer-G
functions; see e.g. [2] for a review of the latter. Not long after, it was found that particular Meijer-G
kernels also control the hard edge correlations for many examples of determinantal point processes
specified by the squared singular values of particular random matrix products [1, 12, 16, 23, 25, 35].
A special case, which can be written in terms for the Wright’s generalised Bessel function, had
in fact been found earlier in the analysis of the hard edge limit for what are now referred to as
Muttalib–Borodin ensembles [6, 30]; see also the more recent work [18]. This latter class of models
are specified by eigenvalue PDFs of the form
∏
1≤j<k≤N
(xk − xj)(xθk − xθj )
N∏
j=1
ω(xj), with proper weight function ω. (1.3)
Note that the case θ = 1 of (1.3) corresponds to the eigenvalue probability density function for a
unitary invariant ensemble of Hermitian matrices (see e.g. [31])— the Muttalib–Borodin ensembles
can thus be regarded as a θ-deformation of the latter.
In [3] it was conjectured that there exists a relationship between the Cauchy two-matrix and
O(1)-model [24] — also referred to as the Bures ensemble [33] — for which the PDF is of the form
∏
1≤j<k≤N
xk − xj
xk + xj
(xk − xj)
N∏
j=1
ω(x), with proper weight function ω. (1.4)
Later, one of us and Kieburg [14] gave explicit inter-relations for the average characteristic poly-
nomials, partition functions and correlation functions. A priori, this is far from obvious as the
ensemble (1.4) is an example of a Pfaffian point process (see e.g. [11, Ch. 6]), and thus has corre-
lations of the form
ρℓ(x1, . . . , xℓ) = Pf
[
D(xj , xk) S(xj , xk)
−S(xk, xj) I(xj , xk)
]ℓ
j,k=1
, (1.5)
with the requirement that D(x, y) = −D(y, x), and I(x, y) = −I(y, x), so that the matrix is
anti-symmetric, whereas we know that (1.1) is determinantal. Using then results for the Cauchy-
Laguerre two-matrix model from [5], the corresponding properties of the Bures ensemble with
Laguerre weight — such as the correlation functions and their hard edge scaled limit — could be
made explicit.
The hard edge scaling limit is but one of a number of well defined scaling limits for (1.1), (1.3)
and (1.4). Another is the global scaling limit, corresponding to a scaling of the eigenvalues for
which in the N →∞ limit the eigenvalue density is supported on some finite interval [0, L], L > 0.
For the Muttalib–Borodin ensemble with Laguerre weight it is known that after the change of
variables xl = y
1/θ
l , the global density ρ(y) minimises the energy functional [9, 15, 17]
Eθ+1[ρ(y)] = θ
∫ L
0
y1/θρ(y) dy − 1
2
∫ L
0
dy
∫ L
0
dy′ ρ(y)ρ(y′) log
(
|y1/θ − (y′)1/θ| |y − y′|
)
(1.6)
with L = θ(1 + 1/θ)1+θ. Furthermore, its moments are given by∫ L
0
ynρ(y) dy =
1
θn+ 1
(
n(1 + θ)
n
)
. (1.7)
The RHS in the case θ = 1 is recognised as the n-th Catalan number; for general θ ∈ Z+ one has
instead the n-th Fuss–Catalan number with parameter θ + 1. It was proposed in [15], and later
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verified in [17], that the Raney generalisation of the Fuss–Catalan numbers, as specified by the
sequence
Rp,r(n) :=
r
pn+ r
(
pn+ r
n
)
, (n = 0, 1, 2, . . . ), (1.8)
are realised in the case (p, r) = (θ/2 + 1, 1/2) by the moments of the minimiser of the energy
functional
Eθ/2+1,1/2[ρ(y)] = θ
∫ L
0
y1/θρ(y) dy − 1
2
∫ L
0
dy
∫ L
0
dy′ ρ(y)ρ(y′) log
( |y1/θ − (y′)1/θ|
|y1/θ + (y′)1/θ| |y − y
′|
)
(1.9)
for certain L. One reads off from this the underlying probability density function
∏
1≤j<k≤N
xk − xj
xk + xj
(xθk − xθj )
N∏
j=1
xaj e
−xj , (1.10)
(note that (1.9) is independent of a) with the change of variables xl = y
1/θ
l . Comparing with (1.4)
we immediately see that (1.10) is a θ-deformation of the Bures ensemble with Laguerre weight,
in the same sense that the Muttalib–Borodin ensembles (1.3) are a θ-deformation of the unitary
invariant ensembles. Moreover, as to be demonstrated below, it retains the property of being a
Pfaffian point process.
Our aim in this work is to study the statistical systems implied by (1.10) for general θ > 0. The
known relationship between the Bures ensemble and Cauchy two-matrix model suggests that for
this purpose we introduce the θ-deformation of the Cauchy-Laguerre two-matrix model, specified
by the PDF
N∏
j=1
xaj e
−xjybje
−yj
∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xθk − xθj )(yθk − yθj ). (1.11)
It will be demonstrated in Section 2.3 that this specifies a two-component determinantal point
process for general θ > 0. Particular θ-deformed Cauchy bi-orthogonal polynomials deduced in
Section 2.2 allow the correlation kernels in (1.2) to be specified. From this the hard edge limit
can be studied, giving rise to a θ dependent family of kernels outside of the Meijer G-function
class. In fact, these kernels belong to the family of Fox H-functions [19], which can be viewed as
a generalisation of Meijer G-functions. In section 3, analogous to the study [14] in the case θ = 1,
the point process corresponding to the θ-deformation (1.10) is studied through its relationship
to (1.11). We show the characteristic polynomials, partition functions of θ-deformed Cauchy two-
matrix model and Bures ensemble are related to each other, allowing in particular the computation
of the correlations and their hard edge scaled limit for the latter.
2. θ-deformation of Cauchy two matrix model
Consider the θ-deformation of the Cauchy-Laguerre two-matrix ensemble specified by the eigen-
value PDF (1.11). Define the corresponding partition function
ZN(a, b; θ) =
(
1
N !
)2 ∫
RN+×RN+
N∏
j=1
xaj e
−xjybje
−yj
∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
×
∏
1≤j<k≤N
(xθk − xθj )(yθk − yθj )d[x]d[y],
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where d[x] = dx1 · · · dxN and similarly the meaning of d[y]. We assume a > −1 and b > −1 to
ensure the convergency of the integral.
Lemma 2.1. We have
ZN(a, b; θ) = det (Ij,k(a, b; θ))
N
j,k=1 , Ij,k(a, b; θ) =
∫
R2+
xa+θ(j−1)yb+θ(k−1)
x+ y
e−(x+y) dxdy. (2.1)
Proof. We require the Cauchy double alternant identity
det
[
1
xj + yk
]N
j,k=1
=
∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
(2.2)
(see e.g. [20]) and the Vandermonde determinant formula
det[zk−1j ]
N
j,k=1 =
∏
1≤j<k≤N
(zk − zj), (2.3)
the latter used twice, with zj = x
θ
j and with zj = y
θ
j . This allows all the double products in the
integrand to be replaced by determinants: there are three in total. Moreover, the fact that two of
the determinants are anti-symmetric in {xj} and two are anti-symmetric in {yj} tells us that both
Vandermonde determinants can be replaced by their diagonal term, provided we multiply by (N !)2
— the reason being that each term in the sum form of the Vandermonde determinants contributes
the same. These diagonal terms can be multiplied into Cauchy double alternant determinant in
such a way that only row j depends on xj and column k depends on yk. The integrations can then
be done row-by-row (for the x’s) and column-by-column (for the y’s) to obtain (2.1). 
Remark 2.2. This proof is very similar to that used to derive the classical Andréief integration
formula; see [13].
The double integral in (2.1) can be computed explicitly, and from this a product formula eval-
uation of the partition function can be given.
Lemma 2.3. We have
Ij,k(a, b; θ) =
Γ(a+ θ(j − 1) + 1)Γ(b+ θ(k − 1) + 1)
1 + a+ b+ θ(j + k − 2) . (2.4)
Also
ZN (a, b; θ) =
N∏
j=1
Γ(a+ θ(j − 1) + 1)Γ(b+ θ(j − 1) + 1)× 1
θN
(
N−1∏
l=1
l!)2
N∏
k=1
(β + k − 2)!
(β + k +N − 2)!
(2.5)
with β = (1 + a+ b)/θ.
Proof. To evaluate the double integral, introduce
Jj,k(t) =
∫
R2+
xa+θ(j−1)yb+θ(k−1)
x+ y
e−t(x+y) dxdy.
Through the variable transformation x 7→ x/t and y 7→ y/t, we see that the dependence on t can
be written as Jj,k(t) = t
−(1+a+b+θ(j+k−2))Ij,k(a, b; θ) and
d
dt
Jj,k(t) = −t−(2+a+b+θ(j+k−2))(1 + a+ b+ θ(j + k − 2))Ij,k(a, b; θ).
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On the other hand, if we take the derivative of Jj,k(t), we can obtain
d
dt
Jj,k(t) = −
(∫
R+
xa+θ(j−1)e−tx dx
)(∫
R+
yb+θ(k−1)e−ty dy
)
= −t−(2+a+b+θ(j+k−2))Γ(a+ θ(j − 1) + 1)Γ(b + θ(k − 1) + 1).
Comparing these two formulae, it gives (2.4).
Substituting (2.4) into (2.1), we have
ZN (a, b; θ) =
N∏
j=1
Γ(a+ θ(j − 1) + 1)Γ(b + θ(j − 1) + 1)× det
[
1
1 + a+ b+ θ(j + k − 2)
]N
j,k=1
.
This determinant is of the Cauchy double alternant type, and so according to (2.2) has the evalu-
ation
det
[
1
1 + a+ b+ θ(j + k − 2)
]N
j,k=1
=
1
θN
(
N−1∏
l=1
l!)2
N∏
k=1
(β + k − 2)!
(β + k +N − 2)!
if one denotes β = 1+a+bθ . The result (2.5) now follows. 
Remark 2.4. When θ = 1, this agrees with known results; see [3].
2.1. Jacobi polynomials and θ-deformation Cauchy bi-orthogonal polynomials. Associ-
ated with the double integral in (2.1) is an inner product, and associated with the inner product
are biorthogonal polynomials.
Definition 2.5. Under the inner product
µi,j = 〈xi, yj〉 =
∫∫
R2+
xiθ+ayjθ+b
x+ y
e−(x+y)dxdy,
one can define a family of θ-deformed Cauchy bi-orthogonal polynomials {Pˆn(x), Qˆn(y)}n∈N with
Laguerre weight having the property
〈Pˆn(x), Qˆm(y)〉 =
∫∫
R2+
e−(x+y)
x+ y
xaybPˆm(x
θ)Qˆn(y
θ) dxdy =
hn
θ
δn,m, (2.6)
where hn =
θ
2nθ+a+b+1 (this choice of normalisation is for latter convenience).
In the case θ = 1, explicit forms for {Pˆn(x), Qˆn(y)}n∈N have been obtained in [3]. The method
of derivation can be generalised to give the corresponding explicit forms for all θ > 0.
Proposition 2.6. Set
cn,l =
Γ(α+ n+ l + 1)
l!(n− l)!Γ(α+ l + 1)(−1)
l.
The polynomials
Pˆn(x) =
n∑
l=0
cn,l
xl
Γ(a+ θl + 1)
, Qˆn(y) =
n∑
l=0
cn,l
yl
Γ(b+ θl + 1)
, (2.7)
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are θ-deformed Cauchy bi-orthogonal polynomials. They can be written in terms of contour integrals
according to
Pˆn(x) =
∫
γ
du
2πi
Γ(α+ n− u+ 1)Γ(u)
Γ(n+ u+ 1)Γ(α− u+ 1)Γ(a− θu+ 1)x
−u, (2.8a)
Qˆn(y) =
∫
γ
du
2πi
Γ(α + n− u+ 1)Γ(u)
Γ(n+ u+ 1)Γ(α− u+ 1)Γ(b− θu+ 1)y
−u (2.8b)
valid for x, y 6= 0 and the contour encloses {0,−1, . . . ,−n}.
Proof. With the above definition of cn,l we note that
P (α,0)n (1− 2x) := P ((a+b+1)/θ−1,0)n (1− 2x) :=
n∑
i=0
cn,ix
i, (2.9)
where P
(α,0)
n denotes a Jacobi polynomial with parameters (α, 0). Also, upon recognising that
1
1 + a+ b+ θ(j + k − 2) =
1
θ
1
(1 + a+ b)/θ + j + k − 2 =
1
θ
∫ 1
0
xj−1xk−1x
1+a+b
θ −1dx, (2.10)
we see that Ij,k(a, b; θ) as defined in (2.1) and evaluated by (2.4) can be written in the integral
form
Ij,k(a, b; θ) =
Γ(a+ θ(j − 1) + 1)Γ(b+ θ(k − 1) + 1)
θ
∫ 1
0
xj−1xk−1x
1+a+b
θ −1dx. (2.11)
To make use of first (2.11), we note from (2.6) with the substitution (2.7) that
〈Pˆn(x), Qˆm(y)〉 =
n∑
j=0
cn,j
Γ(a+ θj + 1)
m∑
k=0
cm,k
Γ(b+ θk + 1)
Ij,k(a, b; θ),
Rewriting according to (2.11) we have
〈Pˆn(x), Qˆm(y)〉 = 1
θ
n∑
j=0
cn,j
m∑
k=0
cm,k
∫ 1
0
xj−1xk−1x
1+a+b
θ −1dx.
Using now (2.9) gives
〈Pˆn(x), Qˆm(y)〉 = 1
θ
∫ 1
0
xαP (α,0)n (1 − 2x)P (α,0)m (1− 2x) dx.
The orthogonality of the Jacobi polynomials
∫ 1
0
xαP
(α,0)
n (1 − 2x)P (α,0)m (1 − 2x) dx = hnδn,m with
hn =
1
2n+α+1 gives (2.6) as required.
Regarding the contour integrals, note that for the poles of Γ(u) for u < −n− 1 in the integrand
are cancelled by the poles of the Γ(n+ 1+ u) and thus this integral is a polynomial in x of degree
n. Calculation of the residues reclaims (2.7). 
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Remark 2.7. We can check, using integration methods analogous to the one used in Lemma 2.3,
that the θ-deformed Cauchy bi-orthogonal polynomials can be written in the determinant form
Pˆn(x) =
√
hn
θZnZn+1
∣∣∣∣∣∣∣∣∣∣
µ0,0 · · · µ0,n−1 1
µ1,0 · · · µ1,n−1 x
...
...
...
µn,0 · · · µn,n−1 xn
∣∣∣∣∣∣∣∣∣∣
,
Qˆn(y) =
√
hn
θZnZn+1
∣∣∣∣∣∣∣∣∣∣
µ0,0 µ0,1 · · · µ0,n
...
...
...
µn−1,0 µn−1,1 · · · µn−1,n
1 y · · · yn
∣∣∣∣∣∣∣∣∣∣
.
Interestingly, the integrals (2.8a) and (2.8b) can be written in terms of the Fox H-function. In
general, the Fox H-function is a generalisation of the Meijer G-function [19]. It is defined by a
Mellin-Barnes integral
H m,np,q
[
z
∣∣∣∣∣(a1, A1); (a2, A2); . . . ; (ap, Ap)(b1, B1); (b2, B2); . . . ; (bq, Bq)
]
:=
1
2πi
∫
γ
(
∏m
j=1 Γ(bj +Bjs))(
∏n
j=1 Γ(1− aj −Ajs))
(
∏q
j=m+1 Γ(1 − bj −Bjs))(
∏p
j=n+1 Γ(aj +Ajs))
z−sds,
(2.12)
for a suitable contour γ. Therefore, the bi-orthogonal polynomials Pˆn(x) and Qˆn(x) can be ex-
pressed as
Pˆn(x) = H
1,1
2,3
[
x
∣∣∣∣∣
(−α− n, 1); (n+ 1, 1)
(0, 1); (−α, 1); (−a, θ)
]
, Qˆn(y) = H
1,1
2,3
[
y
∣∣∣∣∣
(−α− n, 1); (n+ 1, 1)
(0, 1); (−α, 1); (−b, θ)
]
.
2.2. Christoffel-Darboux kernel for the θ-deformed Cauchy bi-orthogonal polynomi-
als. In this section, we introduce the Christoffel-Darboux kernel for the θ-deformed Cauchy bi-
orthogonal polynomials. In the next section it will be shown to play a key role in the specification
of the correlation kernel for the θ-deformation Cauchy two-matrix model.
Definition 2.8. The Christoffel-Darboux kernel for the θ-deformation Cauchy bi-orthogonal poly-
nomials is defined as
KN (x, y) =
N−1∑
n=0
θ
hn
Pˆn(x
θ)Qˆn(y
θ). (2.13)
It is not difficult to see that this is a reproducing kernel, as specified by certain integration
formulas.
Lemma 2.9. We have
(1)
∫
R2+
KN(x, z)KN (w, y)
wae−wzbe−z
z + w
dzdw = KN (x, y);
(2)
∫
R2+
KN(x, y)
xae−xybe−y
x+ y
dxdy = N.
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Proof. The proof is direct. Noting that∫
R2+
KN (x, z)KN(w, y)
wae−wzbe−z
w + z
dzdw
=
∫
R2+
N−1∑
j=0
θ
hj
Pˆj(x
θ)Qˆj(z
θ)
N−1∑
i=0
θ
hi
Pˆi(w
θ)Qˆj(y
θ)
wae−wzbe−z
w + z
dzdw
=
N−1∑
j=0
N−1∑
i=0
θ
hj
θ
hi
Pˆj(x
θ)Qˆi(y
θ)
hj
θ
δi,j =
N−1∑
j=0
θ
hj
Pˆj(x
θ)Qˆj(y
θ) = KN (x, y),
the first equality is verified. Then we turn to the second equality,∫
R2+
KN(x, y)
xae−xybe−y
x+ y
dxdy =
∫
R2+
N−1∑
j=0
θ
hj
Pˆj(x
θ)Qˆj(y
θ)
xae−xybe−y
x+ y
dxdy =
N−1∑
j=0
1 = N.

It furthermore permits integral forms.
Proposition 2.10. Let
α = (a+ b+ 1)/θ − 1 (2.14)
as in (2.9). We have
KN (x, y) = θ
∫
γ×γ
du
2πi
dv
2πi
x−uθy−vθ
1 + α− u− v
× Γ(u)Γ(v)Γ(α +N + 1− u)Γ(α+N + 1− v)
Γ(N + u)Γ(N + v)Γ(α + 1− u)Γ(α+ 1− v)
1
Γ(a− θu+ 1)Γ(b− θv + 1) .
(2.15)
Also, setting
GθN,a(z) =
∫
γ
du
2πi
Γ(u)Γ(α+N + 1− u)
Γ(N + u)Γ(α+ 1− u)Γ(a− θu+ 1)z
−u,
we have
KN (x, y) = θ
∫ 1
0
tαGθN,a(tx
θ)GθN,b(ty
θ)dt.
Proof. Since Pˆn(x) and Qˆn(y) have integral formula (2.8a) and (2.8b), we can equivalently express
KN (x, y) as
KN (x, y) =
N−1∑
n=0
θ
hn
Pˆn(x
θ)Qˆn(y
θ)
= θ
∫
γ×γ
du
2πi
dv
2πi
Γ(u)x−θu
Γ(α+ 1− u)Γ(a− θu+ 1)
Γ(v)y−θv
Γ(α+ 1− v)Γ(b − θv + 1)
×
N−1∑
n=0
(2n+ α+ 1)
(
Γ(α+ n− u+ 1)Γ(α+ n− v + 1)
Γ(n+ 1 + u)Γ(n+ 1 + v)
)
.
Proceeding as in [25], by employing the formula
N−1∑
n=0
(2n+ α+ 1)
Γ(α+ n− u+ 1)Γ(α+ n− v + 1)
Γ(n+ 1 + u)Γ(n+ 1 + v)
=
1
1− α− u− v
(
Γ(α+N + 1− u)Γ(α+N + 1− v)
Γ(N + u)Γ(N + v)
− Γ(α+ 1− u)Γ(α+ 1− v)
Γ(u)Γ(v)
)
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to the summation in the kernel and noting that∫
γ×γ
du
2πi
dv
2πi
x−θuy−θv
1 + α− u− v = 0, for α > −1
gives (2.15). The formula
x−uθy−vθ
1 + α− u− v =
∫ 1
0
tα(txθ)−u(tyθ)−vdt (2.16)
now gives the second form. 
Finally we would like to analyse the hard edge scaling of the Christoffel-Darboux kernel.
Corollary 2.11. We have
lim
N→∞
N−2(α+1)KN
( X
N
2
θ
,
Y
N
2
θ
)
= θ
∫ 1
0
tαGθ∞,a(tX
θ)Gθ∞,b(tY
θ)dt,
where
Gθ∞,a(z) =
∫
γ
du
2πi
Γ(u)z−u
Γ(α− u+ 1)Γ(a− θu+ 1) =
∞∑
k=0
zk
k!Γ(α+ k + 1)Γ(a+ θk + 1)
,
and the contour γ is required to enclose the negative real axis, and the origin.
Proof. This integral form follows from Proposition 2.10 by applying the uniform asymptotic esti-
mate
Γ(α+N + 1− u)Γ(α+N + 1− v)
Γ(N + u)Γ(N + v)
∼ Nα+1−2uNα+1−2v, N →∞ (2.17)
and the series form follows from the integral by evaluating the residues. 
The Christoffel-Darboux kernel and its asymptotic estimation all belong to the Fox H-function
class since
GθN,a(z) = H
1,1
2,3
[
z
∣∣∣∣∣ (−α−N, 1); (N, 1)(0, 1); (−α, 1); (−a, θ)
]
, Gθ∞,a(z) = H
1,0
0,3
[
z
∣∣∣∣∣ −(0, 1); (−α, 1); (−a, θ)
]
.
(2.18)
2.3. Correlation functions for the θ-deformation Cauchy two-matrix model. The θ-
deformation Cauchy two-matrix model is a determinantal point process. We will see that the
Christoffel-Darboux kernel underlies the expression for the corresponding correlation kernel.
Definition 2.12. The (r, s)-correlation function is defined as
ρr,s(x1, · · · , xr; y1, · · · , ys) :=
N !
∏r
j=1 x
a
j e
−xj ∏s
j=1 y
b
je
−yj
(N − r)!(N − s)!ZN
×
∫
R
N−r
+ ×RN−s+
N∏
j=r+1
xaj e
−xj dxj
N∏
j=s+1
ybje
−yj dyj∆(xθ)∆(yθ) det
[
1
xi + yj
]N
i,j=1
.
Lemma 2.13. The (r, s)-correlation function can be re-expressed in terms of Christoffel-Darboux
kernel
ρr,s(x1, · · · , xr; y1, · · · , ys) =
N !
∏r
j=1 x
a
j e
−xj ∏s
j=1 y
b
je
−yj
(N − r)!(N − s)! ×∫
R
N−r
+ ×RN−s+
N∏
l=r+1
xaj e
−xjdxj
N∏
j=s+1
ybje
−yjdyj det [KN(xi, yj)]
N
i,j=1 det
[
1
xi + yj
]N
i,j=1
.
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Proof. First note that by making use of (2.3) we can write
∆N (x
θ)∆N (y
θ) =
[
det(P˜i−1(xθj )) det(Q˜i−1(y
θ
j ))
]N
i,j=1
,
where P˜i(x) and Q˜i(y) are the monic θ-deformation Cauchy bi-orthogonal polynomials with the
bi-orthogonal relation
〈P˜i(x), Q˜j(y)〉 =
∫
R2+
P˜i(x
θ)Q˜j(y
θ)
x+ y
xaybe−(x+y)dxdy =
Zi+1
Zi
δi,j .
The latter are associated with the Pˆi(x) and Qˆi(x) in (2.6) by the relation
Pˆi(x) =
√
hi
θ
√
Zi
Zi+1
P˜i(x), Qˆi(x) =
√
hi
θ
√
Zi
Zi+1
Q˜i(x).
Then one can deduce
1
ZN
[
det(P˜i−1(xθj )) det(Q˜i−1(y
θ
j ))
]N
i,j=1
=
(
N−1∏
i=0
hi
θ
)[
det(Pˆi−1(xθj )) det(Qˆi−1(y
θ
j ))
]N
i,j=1
= det(KN (xi, yj))
N
i,j=1
with the reproducing kernel KN(x, y) defined in (2.13), which implies the result. 
In the special case r = s = N , the above re-expressed kernel reads
ρN,N(x1, · · · , xN ; y1, · · · , yN ) = 1
N !
det [KN (xi, yj)]
N
i,j=1 det
[
1
xi + yj
]N
i,j=1
N∏
j=1
xaj y
b
je
−(xj+yj)dxjdyj .
We will show that that this can be expressed in terms of correlation kernels.
Proposition 2.14. One has
det [KN (xi, yj)]
N
i,j=1 det
[
1
xi + yj
]N
i,j=1
= det
[
[K01(xi, xj)]
N
i,j=1 [K00(xi, yj)]
N
i,j=1
[K11(yi, xj)]
N
i,j=1 [K10(yi, yj)]
N
i,j=1
]
,
where K00(x, y) is exactly the Christoffel-Darboux kernel KN(x, y) and K01, K10 and K11 are
defined as
K01(x, x
′) :=
∫
R+
KN (x, y)
x′ + y
ybe−ydy,
K10(y, y
′) :=
∫
R+
KN(x, y
′)
x+ y
xae−xdx,
K11(y, x) :=
∫
R2+
KN (x
′, y′)
(x′ + y)(x+ y′)
x′ay′be−(x
′+y′)dx′dy′ − 1
x+ y
.
(2.19)
Proof. This proposition is directly proved by the matrix decomposition. By denoting
Pi(x) =
√
hi
θ
Pˆi(x), P
(1)
i (y) =
∫
R+
Pi(x
θ)
x+ y
xae−xdx,
Qi(x) =
√
hi
θ
Qˆi(x), Q
(1)
i (x) =
∫
R+
Qi(y
θ)
x+ y
ybe−ydy,
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we know the matrix in right hand side can be decomposed as[
[K01(xi, xj)]
N
i,j=1 [K00(xi, yj)]
N
i,j=1
[K11(yi, xj)]
N
i,j=1 [K10(yi, yj)]
N
i,j=1
]
=


(
Pi−1(xθj )
)N
i,j=1
0(
P
(1)
i−1(yj)
)N
i,j=1
I

[ 0 I
I 0
] −
(
1
xi+yj
)N
i,j=1
0(
Q
(1)
i−1(xj)
)N
i,j=1
(
Qi−1(yθj )
)N
i,j=1

 ,
and hence the determinant of this matrix is equal to det [KN(xi, yj)]
N
i,j=1 det
[
1
xi+yj
]N
i,j=1
. 
By employing the above, one can see the (N,N)-correlation function can be written as
ρN,N(x1, · · · , xN ; y1, · · · , yN ) =
N∏
i=1
xai y
b
i e
−(xi+yi) det
[
[K01(xi, xj)]
N
i,j=1 [K00(xi, yj)]
N
i,j=1
[K11(yi, xj)]
N
i,j=1 [K10(yi, yj)]
N
i,j=1
]
.
This structure remains true for the general (r, s)-correlation functions.
Proposition 2.15. The (r, s)-correlation functions for the θ-deformation Cauchy two-matrix
model is exactly
ρr,s(x1, · · · , xr; y1, · · · , ys)
=
r∏
i=1
s∏
j=1
xai y
b
je
−(xi+yj) × det
[
[K01(xi, xj)]
r
i,j=1 [K00(xi, yj)]
1≤j≤s
1≤i≤r
[K11(yi, xj)]
1≤j≤r
1≤i≤s [K10(yi, yj)]
s
i,j=1
]
.
(2.20)
Proof. This proposition is a special case of [32, Corollary 1.4] if we take κ(x, y) = 1x+y , φj(x) =
Pˆj−1(xθ) and ψj(x) = Qˆj−1(xθ). 
Remark 2.16. In fact, one can scale the correlation function (2.20) so that the multiple factor
can be absorbed into the kernel, that is
ρr,s(x1, · · · , xr; y1, · · · , ys) = det


[
Kˆ01(xi, xj)
]r
i,j=1
[
Kˆ00(xi, yj)
]1≤j≤s
1≤i≤r[
Kˆ11(yi, xj)
]1≤j≤r
1≤i≤s
[
Kˆ10(yi, yj)
]s
i,j=1

 ,
where Kˆ00(x, y) = K00(x, y), Kˆ01(x, x
′) = e−x
′
x′aK01(x, x′), Kˆ10(y, y′) = e−yybK10(y, y′) and
Kˆ11(y, x) = e
−(x+y)xaybK11(y, x). This form is useful for purposes of obtaining the kernel for the
Bures ensemble.
Particular integral forms can be derived for the correlation kernels.
Proposition 2.17. Define
GθN,a(z) =
∫
γ
du
2πi
Γ(u)Γ(α+N + 1− u)
Γ(N + u)Γ(α+ 1− u)Γ(a− θu+ 1)z
−u,
G˜θN,a(z) =
∫
γ
du
2πi
π
sin(uθ − a)π
Γ(u)Γ(α+N + 1− u)
Γ(N + u)Γ(α+ 1− u)Γ(a− θu+ 1)z
−u
=
∫
γ
du
2πi
Γ(u)Γ(α+N + 1− u)Γ(θu− a)
Γ(N + u)Γ(α+ 1− u) z
−u.
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We have
K01(x, x
′) = θex
′
x′b
∫ 1
0
tαGθN,a(tx
θ)G˜θN,b(tx
′θ)dt,
K10(y, y
′) = θeyya
∫ 1
0
tαG˜θN,a(ty
θ)GθN,b(ty
′θ)dt,
K11(y, x) = θe
x+yxbya
∫ 1
0
tαG˜θN,a(ty
θ)G˜θN,b(tx
θ)dt− 1
x+ y
,
and the corresponding hard edge scaled limits are given by
lim
N→∞
N−2(α+1)+
2b
θ K01
( X
N
2
θ
,
X ′
N
2
θ
)
= θX ′b
∫ 1
0
tαGθ∞,a(tX
θ)G˜θ∞,b(tX
′θ)dt,
lim
N→∞
N−2(α+1)+
2a
θ K10
( Y
N
2
θ
,
Y ′
N
2
θ
)
= θY a
∫ 1
0
tαG˜θ∞,a(tY
θ)Gθ∞,b(tY
′θ)dt,
lim
N→∞
N−
2
θK11
( Y
N
2
θ
,
X
N
2
θ
)
+
N2θ(α+1)
X + Y
= θXbY a
∫ 1
0
tαG˜∞,a(tY θ)G˜θ∞,b(tX
θ)dt,
where
Gθ∞,a(z) =
∫
γ
Γ(u)z−u
Γ(α+ 1− u)Γ(α− θu+ 1)
du
2πi
,
G˜θ∞,a(z) =
∫
γ
Γ(u)Γ(θu − a)z−u
Γ(α+ 1− u)
du
2πi
.
(2.21)
Remark 2.18. Here, G˜θN,a(z) can be written in terms of a Fox H-function
G˜θN,a(z) = H
2,1
2,3
[
z
∣∣∣∣∣ (−α−N, 1); (N, 1)(0, 1); (−a, θ); (−α, 1)
]
, (2.22)
and its scaled form can also be expressed as a Fox H-function
G˜θ∞,a(z) = H
2,0
0,3
[
z
∣∣∣∣∣ −(0, 1); (−a, θ); (−α, 1)
]
. (2.23)
Proof. We give the details for K01(x, x
′) only; the derivation in the other cases is similar. Use of
the integral representation (2.15) gives
K01(x, x
′) =
∫
R+
KN (x, y)
x′ + y
ybe−ydy
= θ
∫
γ2
dudv
(2πi)2
x−uθ
1 + α− u− v
Γ(u)Γ(v)Γ(α+N + 1− u)Γ(α+N + 1− v)
Γ(N + u)Γ(N + v)Γ(α + 1− u)Γ(α+ 1− v)
× 1
Γ(a+ 1− θu)Γ(b+ 1− θv)
∫
R+
y−θv+be−y
x′ + y
dy,
which means we only need to compute the integral
∫
R+
y−vθ+be−y
x′+y dy. One can check that∫ ∞
0
y−θv+be−y
x′ + y
dy =
∫ ∞
0
y−θv+be−y
(∫ ∞
0
e(−x
′+y)sds
)
dy
=
∫ ∞
0
(∫ ∞
0
y−θv+be−(s+1)ydy
)
e−x
′
ds = Γ(1 + b− θv)
∫ ∞
0
(1 + s)θv−b+1e−x
′sds
= ex
′
Γ(1 + b− θv)
∫ ∞
1
tθv−b+1e−tx
′
dx = ex
′
x′b−vθΓ(vθ − b;x′)Γ(1 + b− θv)
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with Γ(vθ − b;x′) the incomplete Gamma function. By using the relation
Γ(vθ − b;x′) = Γ(vθ − b)− x
′vθ−b
b− vθ 1F1(vθ − b, vθ − b+ 1;−x
′)
we see that inside the integral Γ(vθ − b;x′) can be replaced by Γ(vθ − b), and with the choice of
contour γ contains all poles. Making use then of (2.16) gives the stated integral form of K01(x, x
′).
The hard edge scaled limits follow upon use of the asymptotic formula for the Gamma function
(2.17). 
2.4. A different approach — ratios of average characteristic polynomials. A method
introduced in [14] involving averaged ratios of characteristic polynomials can be used to give an
alternative derivation of Proposition 2.15. This formalism is necessary to relate the θ-deformation
Cauchy two-matrix model to the θ-deformation Bures model. In this section we list details as
required for this latter purpose.
We define the generalized partition function
Z
(N,a,b,C)
k1|l1;k2|l2(λ1, λ1;κ2, λ2) =
1
(N !)2
∫
RN×RN
∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xθk − xθj )(yθk − yθj )
×
N∏
j=1
xaj e
−xjybje
−yj
∏l1
i=1(x
θ
j − λ1,i)
∏l2
i=1(y
θ
j − λ2,i)∏k1
i=1(xj − λ1,i)
∏k2
i=1(yj − κ2,i)
d[x]d[y].
(2.24)
Note the dependence on {xθj , yθj } in the characteristic polynomials due to the θ-deformation of
the matrix model. Notice too that Z0|0;0|0 is the partition function of the θ-deformation Cauchy
two-matrix model, Z0|1;0|0(x) (or Z0|0;0|1(y)) is the θ-deformed Cauchy bi-orthogonal polynomials
discussed above and Z1|0;0|0(y) (or Z0|0;1|0(x)) is the Cauchy transformation of these polynomials
respectively.
According to results of [21], we know this partition function induces the determinantal structure
Z
(N,a,b,C)
k1|l1;k2|l2(κ1, λ1;κ2, λ2) =
(−1)k1(k1−1)/2+k2(k2−1)/2+l1l2Z(N˜,a,b,C)0|0;0|0
Bk1|l1(κ1, λ1)Bk2|l2(κ2;λ2)
× det


Z
(N˜+1,a,b,C)
1|0;1|0
(κ1,i;κ2,j)
Z
(N˜,a,b,C)
0|0;0|0
1
κ1,i−λ1,j
Z
(N˜,a,b,C)
1|1;0|0
(κ1,i,λ1,j)
Z
(N˜,a,b,C)
0|0;0|0
1
κ2,j−λ2,i
Z
(N˜,a,b,C)
0|0;1|1
(κ2,j ,λ2,i)
Z
(N˜,a,b,C)
0|0;0|0
−Z
(N˜−1,a,b,C)
0|1;0|1
(λ1,j ;λ2,i)
Z
(N˜,a,b,C)
0|0;0|0


where N˜ = N + l1− k1 = N + l2− k2 > 1 and Bk|l(κ;λ) is the Cauchy-Vandermonde determinant
Bk|l(κ;λ) =
∆k(κ)∆l(λ)∏k
i=1
∏l
j=1(κi − λj)
.
Only the cases k1 = l1 = k and k2 = l2 = l are independent as other cases follow by taking
appropriate variables κ1, κ2, λ1, λ2 to infinity. In addition to this restriction, the case b = a + 1
plays a special role, as then the partition function can be expressed as the determinant of an
14 PETER J. FORRESTER AND SHI-HAO LI
anti-symmetric matrix,
Z
(N,a,a+1,C)
k|l;k|l (κ, λ;κ, λ) =
Z
(N˜,a,a+1,C)
0|0;0|0
B2k|l(κ, λ)
×


det
[
Kˆ
(N˜+1)
11 (κi, κj) −Kˆ(N˜)01 (κi, λj)
Kˆ
(N˜)
01 (κj , λi) Kˆ
(N˜−1)
01 (λi, λj)
]
for k + l even,
det


Kˆ
(N˜+2)
11 (κi, κj) −Kˆ(N˜+1)01 (κi, λj) Kˆ(N˜+1)1 (κi)
Kˆ
(N˜+1)
01 (κj , λi) Kˆ
(N˜)
00 (λi, λj) Kˆ
(N˜)
0 (λi)
−Kˆ(N˜+1)1 (κj) −Kˆ(N˜)0 (λj) 0

 for k + l odd
(2.25)
with kernels
Kˆ
(N)
11 (κ1, κ2) =
Z
(N,a,a+1,C)
1|0;1|0 (κ1;κ2)− Z
(N,a,a+1,C)
1|0;1|0 (κ2;κ1)
2Z
(N−1,a,a+1,C)
0|0;0|0
,
Kˆ
(N)
01 (κ;λ) =
1
κ− λ
Z
(N,a,a+1,C)
0|0;1|1 (κ, λ) + Z
(N,a,a+1,C)
1|1;0|0 (κ;λ)
2Z
(N,a,a+1,C)
0|0;0|0
,
Kˆ
(N)
00 (λ1, λ2) =
Z
(N,a,a+1,C)
0|1;0|1 (λ2;λ1)− Z
(N,a,a+1,C)
0|1;0|1 (λ1;λ2)
2ZN+1,a,a+1,C0|0;0|0
,
Kˆ
(N)
1 (κ) =
Z
(N,a,a+1,C)
0|0;1|0 (κ) + Z
(N,a,a+1,C)
1|0;0|0 (κ)
2ZN,a,a+1,C0|0;0|0
,
Kˆ
(N)
0 (λ) =
Z
(N,a,a+1,C)
0|0;0|1 (λ) − Z
(N,a,a+1,C)
1|0;0|0 (λ)
2Z
(N+1,a,a+1,C)
0|0;0|0
.
Finally, introduce the correlation function with self-energy term,
ρˆk,l(x1, · · · , xk; y1, · · · , yl)
:=
1
Z
(N,a,b,C)
0|0;0|0
1
(N !)2
∫
RN×RN
∏
1≤j<k≤N (x
′
k − x′j)(y′k − y′j)∏N
j,k=1(x
′
j + y
′
k)
∏
1≤j<k≤N
(x′θk − x′θj )(y′θk − y′θj)
×
N∏
j=1
x′aj e
−x′jy′bje
−y′j
k∏
j=1
(
1
N
N∑
i=1
δ(xj − x′i)
)
l∏
j=1
(
1
N
N∑
i=1
δ(yj − y′i)
)
=
1
Z
(N,a,b,C)
0|0;0|0
lim
ǫ→0
∑
Lj ,L′i=±
k∏
j=1
(
Lj
2πiN
∂
∂x˜j
)
l∏
i=1
(
L′i
2πiN
∂
∂y˜i
)Z
(N,a,b,C)
k|k;l|l (x˜+ iLǫ, x; y˜ + iL
′ǫ, y)|x˜=x,y˜=y,
where the equality comes from the residue theorem. This correlation function with self-energy
connects with the correlation functions defined in Proposition 2.15 by the formula
ρˆ
(N,a,b,C)
k,l (x; y) =
(N !)2
(N − k)!(N − l)!Nk+l ρ
(N,a,b,C)
k,l (x; y) + lower order terms. (2.26)
(the meaning of “lower order terms" is given in [14]).
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3. θ-deformation of the Bures ensemble
We now turn our attention to the θ-deformation of the Bures ensemble (1.10). Its relationship
to the θ-deformation Cauchy two-matrix model, as known from [14] in the case θ = 1, is essential
to our working.
3.1. The partition function of the θ-deformation Bures ensemble. Let’s firstly consider
the partition function of the θ-deformation Bures ensemble,
ZBN (a; θ) =
1
N !
∫
RN+
∏
1≤j,k≤N
xk − xj
xk + xj
(xθk − xθj )
N∏
j=1
xaj e
−xjdxj . (3.1)
The working in [14] for the case θ = 1 can be used to show that this partition function can be
written in a Pfaffian form.
Lemma 3.1. We have
ZBN (a; θ) =


Pf(IBj,k)
N
j,k=1 for N even,
Pf
(
0 iBj
−iBk IBj,k
)N
j,k=1
for N odd,
where
IBj,k =
∫
R2+
y − x
y + x
xa+θ(j−1)ya+θ(k−1)e−(x+y)dxdy, iBj =
∫
R+
xa+θ(j−1)e−xdx. (3.2)
Proof. The Schur’s Pfaffian identity tells us
Pf(A) :=
∏
1≤j<k≤N
xk − xj
xk + xj
=


Pf(aj,k)
N
j,k=1 for N even,
Pf
(
0 1N
−1TN (aj,k)Nj,k=1
)
for N odd,
(3.3)
where 1N is a N dimensional row vector of elements 1 and aj,k =
xk−xj
xk+xj
. Here we also use the
de Bruijn’s notation [7] Pf(A) to denote the Pfaffian of an anti-symmetric matrix of even and
odd order. The stated formulas now follow by applying de Bruijn’s integration formula when the
integrand consists of the product of a Pfaffian and a determinant [7] (see also the review [13]). 
One can evaluate this partition function by computing this Pfaffian, however, here we compute
this partition function through its relation to the partition function of θ-deformation Cauchy two-
matrix model.
Proposition 3.2. We have
(ZBN (a; θ))
2 = 2NZCN (a, a+ 1; θ).
Proof. This follows from the fact that the moments of θ-deformation Cauchy two-matrix model
and Bures ensemble are of the form
ICj,k(a, a+ 1; θ) =
∫
R2+
1
x+ y
xa+θ(j−1)ya+1+θ(k−1)e−(x+y)dxdy,
IBj,k(a; θ) =
∫
R2+
y − x
y + x
xa+θ(j−1)ya+θ(k−1)e−(x+y)dxdy,
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and so they are connected with each other by the relation
2ICj,k(a, a+ 1; θ) = I
B
j,k(a; θ) + i
B
j (a; θ)i
B
k (a; θ). (3.4)
From here we proceed as in the working given in [3] in the case θ = 1 to deduce the result. 
Corollary 3.3. We have the evaluation
ZBN(a; θ) =
π
N
2
2θN2+2aN−(θ−1)N
× Γ(j + 1)Γ(2βˆ + j + 2)
Γ(θ(j + βˆ + 1) + 1/2)
×
√
Γ(2θ(βˆ + j + 1))Γ(2θ(βˆ + j + 1) + 1)
Γ(2(βˆ + j + 1))Γ(2(βˆ + j + 1) + 1)
with βˆ = a+1θ − 1.
Proof. We make use of the partition function of the evaluation of the θ-deformation Cauchy two-
matrix model partition function (2.5) in Proposition 3.2 and simplify using gamma function iden-
tities. 
3.2. Average of characteristic polynomials——θ-deformation partial-skew-orthogonal
polynomials. This section relies on results from the recent work [8].
Let’s firstly introduce a skew-symmetric inner product
〈xi, yj〉Bures =
∫
R
2
+
y − x
y + x
xiθ+ayjθ+a+1e−(x+y)dxdy,
then follow the definition in [8], we can define a family of monic polynomials {φn(z)}∞n=0 by
considering the condition
〈φ2n(z), zi〉Bures =
ZB2n+2
ZB2n
δi,2n+1, 〈φ2n+1, zj〉Bures = −
ZB2n+1
ZB2n
iBj , 0 ≤ j ≤ 2n+ 1.
Solving this linear system, one knows φ2n(z) and φ2n+1(z) also admit determinantal expressions
φ2n(z) =
1
det
(
IBj,k
)2n−1
j,k=0
det
(
IBj,k
zk
)
j=0,··· ,2n
k=0,··· ,2n+1
φ2n+1(z) =
1
det
(
IBj,k|iBj
)
j=0,··· ,2n+1
k=0,··· ,2n
det
(
IBj,k −iBj
zk 0
)2n+1
j,k=0
.
It is a remarkable fact that the determinant expressions admit the Pfaffian form
φ2n(z) =
1
ZB2n
Pf
(
IBj,k z
k
−zj 0
)2n
j,k=0
φ2n+1(z) =
1
ZB2n+1
Pf

 0 i
B
j 0
−iBk IBj,k zk
0 −zj 0


2n+1
j,k=0
where the moments IBj,k and i
B
j are the same as defined in (3.2). This can be established by employ-
ing the Jacobi identity for determinants; see [8] for details. From the Pfaffian form, consideration
of the de Bruijn formula [7] shows that
φN (z) =
1
ZBN
∫
RN+
∏
1≤j<k≤N
xk − xj
xk + xj
(xθk − xθj )
N∏
j=1
(z − xθj )xaj e−xjdxj .
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The fact that for A an even dimensional anti-symmetric matrix Pf A = (detA)2 it also follows from
the Pfaffian form that a unified determinant expression of the square of the Bures polynomials can
be given,
φ2n(z) =
1
(ZBn )
2
det

 1 i
B
j 0
−iBk IBj,k zk
0 −zj 0


n
j,k=0
.
If we consider the θ-deformation Cauchy bi-orthogonal polynomials (θ-CBOPs) with special
inner product
ICj,k = 〈xi, yj〉Cauchy =
∫
R2+
1
x+ y
xjθ+aykθ+a+1e−(x+y)dxdy,
then we can define the monic θ-CBOPs
P˜n(x) =
1
ZCn
det
(
ICj,k x
j
)
j=0,··· ,n
k=0,··· ,n−1
, Q˜n(y) =
1
ZCn
det
(
ICj,k
yk
)
j=0,··· ,n−1
k=0,··· ,n
,
obeying the bi-orthogonal relation
〈P˜n(x), Q˜m(y)〉Cauchy =
ZCn+1
ZCn
δn,m.
Furthermore, the θ-CBOPs and θ-Bures polynomials can be related to each other.
Proposition 3.4. There exist linear relations between θ-CBOPs and θ-Bures polynomials,
(1) P˜n(x) + Q˜n(x) = 2φn(x);
(2) Q˜n(x) = φn(x)− Z
B
n+1Z
B
n−1
(ZBn )
2 φn−1(x);
(3) P˜n(x) = φn(x) +
ZBn+1Z
B
n−1
(ZBn )
2 φn−1(x).
Proof. To prove the first equality, we have to use the relation between the moments of θ-CBOPs
and θ-Bures polynomials, from which we know
ZCn Q˜n(x) =
∣∣∣∣∣∣∣∣∣∣
IC0,0 · · · IC0,n
...
...
ICn−1,0 · · · ICn−1,n
1 · · · xn
∣∣∣∣∣∣∣∣∣∣
=
1
2n
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
−iB0 2IC0,0 · · · 2IC0,n
...
...
...
−iBn−1 2ICn−1,0 · · · 2ICn−1,n
0 1 · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣
=
(−1)n
2n
∣∣∣∣∣∣∣∣∣∣
1 iB0 · · · iBn−1 0
iB0 I
B
0,0 · · · I0,n−1 1
...
...
...
...
iBn I
B
n,0 · · · IBn,n−1 xn
∣∣∣∣∣∣∣∣∣∣
.
For n even, we know the above equation is equal to
1
2n


∣∣∣∣∣∣∣∣∣∣
−1 iB0 · · · iBn−1 0
iB0 I
B
0,0 · · · IB0,n−1 1
...
...
...
...
iBn I
B
n,0 · · · IBn,n−1 xn
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
2 0 · · · 0 0
iB0 I
B
0,0 · · · IB0,n−1 1
...
...
...
...
iBn I
B
0,0 · · · IBn,n−1 xn
∣∣∣∣∣∣∣∣∣∣

 = −ZCn P˜n(x) +
(ZBn )
2
2n−1
φn(x),
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and for n odd, one knows the above equality is equal to
−1
2n


∣∣∣∣∣∣∣∣∣∣
1 −iB0 · · · −iBn−1 0
iB0 I
B
0,0 · · · IB0,n−1 1
...
...
...
...
iBn I
B
n,0 · · · IBn,n−1 xn
∣∣∣∣∣∣∣∣∣∣
+ 2
∣∣∣∣∣∣∣∣∣∣
0 iB0 · · · iBn−1 0
iB0 I
B
0,0 · · · IB0,n−1 1
...
...
...
...
iBn I
B
n,0 · · · IBn,n−1 xn
∣∣∣∣∣∣∣∣∣∣

 = −ZCn P˜n(x) + 2ZCn φn(x),
which establishes the first equality.
For the second equality, note
ZCn Q˜n(x) =
∣∣∣∣∣∣∣∣∣∣
IC0,0 · · · IC0,n
...
...
ICn−1,0 · · · ICn−1,n
1 · · · xn
∣∣∣∣∣∣∣∣∣∣
=
1
2n
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
−iB0 2IC0,0 · · · 2IC0,n
...
...
...
−iBn−1 2ICn−1,0 · · · 2ICn−1,n
0 1 · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
2n


∣∣∣∣∣∣∣∣∣∣∣∣
0 iB0 · · · iBn
−iB0 IB0,0 · · · IB0,n
...
...
...
−iBn−1 IBn−1,0 · · · IBn−1,n
0 1 · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
−iB0 IB0,0 · · · IB0,n
...
...
...
−iBn−1 IBn−1,0 · · · IBn−1,n
0 1 · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣


:=
1
2n
(An +Bn).
For n even, we know An = Z
B
n+1Z
B
n−1φn−1(x), Bn = (Z
B
n )
2φn(x) and for n odd, we know An =
(ZBn )
2φn(x) and Bn = Z
B
n+1Z
B
n−1φn−1(x). The second equality follows. Note the third equality is
a linear combination of the first two equations; the details of its derivation are omitted. 
Remark 3.5. The linear relation between the θ-CBOPs and θ-Bures polynomials revealed in this
proposition implies that if one computes the Pfaffian point process in terms of θ-Bures polynomials,
then this kernel can be expressed as θ-CBOPs as well. This is the key to connecting these two
different ensembles.
3.3. Connections between θ-deformation Cauchy two-matrix model and θ-deformation
Bures ensemble. We start with the generalised partition function of the θ-deformation Bures
ensemble
Z
(N,a,B)
k|l (κ, λ) =
1
N !
∫
RN+
∏
1≤j,k≤N
xk − xj
xk + xj
(xθk − xθj )
N∏
j=1
∏l
i=1(x
θ
j − λi)∏k
i=1(xj − κi)
xaj e
−xjdxj (3.5)
(cf. (2.24)). Results from [22] tell us that this can be written in the Pfaffian form
Z
(N,a,B)
k|l (κ, λ) = (−1)k(k−1)/2+l(l−1)/2
Z
(N˜,a,B)
0|0
Bk|l(κ, λ)
× Pf


(κi − κj)
Z
(N˜+2,a,B)
2|0
(κi,κj)
Z
(N˜,a,B)
0|0
1
κi−λj
Z
(N˜,a,B)
1|1
(κi,λj)
Z
(N˜,a,B)
0|0
1
λi−κj
ZN˜,a,B
1|1
(κi,λj)
Z
(N˜,a,B)
0|0
(λi − λj)
Z
(N˜−2,a,B)
0|2
(λi,λj)
Z
(N˜,a,B)
0|0

 , for k + l even
(3.6)
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Z
(N,a,B)
k|l (κ, λ) = (−1)k(k−1)/2+l(l−1)/2
Z
(N˜+1,a,B)
0|0
Bk|l(κ, λ)
× Pf


(κi − κj)
Z
(N˜+3,a,B)
2|0
(κi,κj)
ZN˜+1,a,B
0|0
1
κi−λj
ZN˜+1,a,B
1|1
(κi,λj)
Z
(N˜+1,a,B)
0|0
ZN˜+1,a,B
1|0
(κi)
Z
(N˜+1,a,B)
0|0
1
λi−κj
ZN˜+1,a,B
1|1
(κi,λj)
Z
(N˜+1,a,B)
0|0
(λi − λj)Z
(N˜−1,a,B)
0|2
(λi,λj)
Z
(N˜+1,a,B)
0|0
Z
(N˜−1,a,B)
0|1
(λi)
ZN˜+1,a,B
0|0
−Z
N˜+1,a,B
1|0
(κi)
Z
(N˜+1,a,B)
0|0
−Z
(N˜−1,a,B)
0|1
(λi)
ZN˜+1,a,B
0|0
0


, for k + l odd.
(3.7)
Moreover, by generalising the moments relation between the θ-deformation Cauchy ensemble
and Bures ensemble (3.4) according to the working of [14, Appendix A], the partition function
identity of Proposition 3.2 can be similarly generalised.
Proposition 3.6. We have
(Z
(N,a,B)
k|l (κ, λ))
2 = 2NZ
(N,a,a+1,B)
k|l;k|l (κ, λ;κ, λ).
As a consequence, we can compare the expressions (3.6) and (3.7) with (2.25), and obtain linear
relationship between these average of characteristic polynomials.
Corollary 3.7. Let Zˆ(N,a,a+1,C) be the mean value of the difference of the two variable sets of the
θ-deformed Cauchy-Laguerre ensemble
Zˆ(N,a,a+1,C) =
1
(N !)2
∫
RN×RN
∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xθk − xθj )(yθk − yθj )
×
N∏
j=1
xaj e
−xjya+1j e
−yj
N∑
j=1
(xj − yj)dxjdyj ,
We have
Z
(N,a,B)
2|0 (κ1, κ2)
ZN,a,B0|0
=
1
κ2 − κ1
Z
(N−1,a,a+1,B)
1|0;1|0 (κ1;κ2)− Z
(N−1,a,a+1,B)
1|0;1|0 (κ2;κ1)
Zˆ(N−1,a,a+1,C)
,
Z
(N,a,B)
0|2 (λ1, λ2)
Z
(N,a,B)
0|0
=
1
λ1 − λ2
Z
(N+1,a,a+1,C)
0|1;0|1 (λ1;λ2)− Z
(N+1,a,a+1,C)
0|1;0|1 (λ2;λ1)
Zˆ(N+1,a,a+1,C)
,
Z
(N,a,B)
1|1 (κ, λ)
Z
(N,a,B)
0|0
=
Z
(N,a,a+1,C)
0|0;1|1 (κ, λ) + Z
(N,a,a+1,C)
1|1;0|0 (κ, λ)
2Z
(N,a,a+1,C)
0|0;0|0
,
ZN,a,B1|0 (κ)
ZN,a,B0|0
=
Z
(N,a,a+1,C)
0|0;1|0 (κ) + Z
(N,a,a+1,C)
1|0;0|0 (κ)
2Z
(N,a,a+1,C)
0|0;0|0
,
Z
(N,a,B)
0|1 (λ)
ZN,a,B0|0
=
Z
(N+1,a,a+1,C)
1|0;0|0 (λ) − Z
(N+1,a,a+1,C)
0|0;0|1 (λ)
Zˆ(N+1,a,a+1,C)
.
Remark 3.8. The last two equations correspond to the results of Proposition 3.4.
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3.4. Correlation function of θ-deformation Bures ensemble. Now we can compute the cor-
relation function of θ-deformation Bures ensemble in terms of the average of characteristic poly-
nomials.
Let us firstly consider the k-point correlation function
ρ
(N,a,B)
k (x1, · · · , xk) =
1
(N − k)!ZBN
∫
R
N−k
+
∏
1≤j<k≤N
xk − xj
xk + xj
(xθk − xθj )
N∏
j=k+1
xaj e
−xjdxj .
If we specify the correlation function including “self-energy” term by the definition
ρˆ
(N,a,B)
k (x) : =
1
Z
(N,a,B)
0|0
1
N !
∫
RN+
x′k − x′j
x′k + x
′
j
(x′θk − x′θj)
N∏
j=1
xaj e
−xjdxj
k∏
j=1
(
1
N
N∑
i=1
δ(xj − x′i)
)
=
1
Z
(N,a,B)
0|0
lim
ǫ→0
∑
Lj=±
k∏
j=1
(
Lj
2πiN
∂
∂x˜j
)Z
(N,a,B)
k|k (x˜ + iLǫ, x)|x˜=x,
then these two correlation functions relate to each other by
ρˆ
(N,a,B)
k (x) =
N !
(N − k)!Nk ρ
(N,a,B)
k + lower order terms
(cf. (2.26)). Moreover, from the relationship of Proposition 3.6
(Z
(N,a,B)
k|l (κ, λ))
2 = 2NZ
(N,a,a+1,B)
k|l;k|l (κ, λ;κ, λ),
we know
ρˆ
(N,a,B)
1 (z) =
1
2
(ρ
(N,a,a+1,C)
1,0 (z) + ρ
(N,a,a+1,C)
0,1 (z)),
ρˆ
(N,a,B)
2 (z) =
1
2
[
ρˆ
(N,a,a+1,C)
2,0 (z1, z2) + ρˆ
(N,a,a+1,C)
1,1 (z1, z2) + ρˆ
(N,a,a+1,C)
1,1 (z2, z1) + ρˆ
(N,a,a+1,C)
0,2 (z1, z2)
− 1
2
(ρN,a,a+1,C1,0 (z1) + ρ
(N,a,a+1,C)
0,1 (z1))(ρ
N,a,a+1,C
1,0 (z2) + ρ
(N,a,a+1,C)
0,1 (z2))
]
,
from which we can deduce following proposition.
Proposition 3.9. Let z1, · · · , zk ∈ R+ be pairwise different. Introduce the notation
∆K
(N,a,a+1,C)
11 (zi; zj) = Kˆ
(N,a,a+1,C)
11 (zi; zj)− Kˆ(N,a,a+1,C)11 (zj ; zi),∑
K
(N,a,a+1,C)
01 (zi; zj) = Kˆ
(N,a,a+1,C)
01 (zi; zj) + Kˆ
(N,a,a+1,C)
10 (zi; zj),
∆K
(N,a,a+1,C)
00 (zi; zj) = Kˆ
(N,a,a+1,C)
00 (zi; zj)− Kˆ(N,a,a+1,C)00 (zj ; zi).
Then the above correlation function can be expressed as a Pfaffian
ρ
(N,a,B)
k (z1, · · · , zk) =(−1)k(k−1)/2
N !
(2N)k(N − k)!
× Pf
[
∆K
(N,a,a+1,C)
11 (zi; zj)
∑
K
(N,a,a+1,C)
01 (zi; zj)
−∑K(N,a,a+1,C)01 (zi; zj) ∆K(N,a,a+1,C)00 (zj ; zi)
]
1≤i,j≤k
Hence the kernels of the correlation functions for θ-deformation Bures ensemble are exactly
expressed as the kernels of that for θ-deformation Cauchy two-matrix model. Moreover, from the
asymptotic behaviors of θ-deformation Cauchy two-matrix model, one can write down the hard
edge scaling limit of the k-point correlation function of the Bures ensemble.
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Proposition 3.10. Let z1, · · · , zk ∈ R+ be pairwise different. Then the hard edge scaling limit of
the k-point correlation function of Bures ensemble is
ρ
(∞,a,B)
k (z1, · · · , zk) = limN→∞N
− 2kθ ρ(N,a,B)k (
z1
N
2
θ
, · · · , zk
N
2
θ
)
=
(−1)k(k−1)/2
2k
Pf
[
∆K
(∞,a)
11 (zi; zj)
∑
K
(∞,a)
01 (zi; zj)
−∑K(∞,a)01 (zi; zj) ∆K(∞,a)00 (zj ; zi)
]
1≤i,j≤k
,
where the kernels are
∆K
(∞,a)
00 (zi; zj) = lim
N→∞
N−
4(a+1)
θ ∆K
(N,a)
00 (
zi
N
2
θ
,
zj
N
2
θ
)
= θ
(∫ 1
0
t
2(a+1)
θ −1Gθ∞,a(tz
θ
i )G
θ
∞,a(tz
θ
j )dt− |zi↔zj
)
,
∆K
(∞,a)
11 (zi; zj) = lim
N→∞
N−
4a
θ ∆K
(N,a)
11 (
zi
N
2
θ
,
zj
N
2
θ
)
= θ(zizj)
2a+1
(∫ 1
0
t
2(a+1)
θ −1G˜θ∞,a(tz
θ
j )G˜
θ
∞,a(tz
θ
i )dt− |zi↔zj
)
,
∑
K
(∞,a)
01 (zi; zj) = lim
N→∞
N−
2
θ
∑
K
(N,a)
01 (
zi
N
2
θ
,
zj
N
2
θ
)
= θ
(
z2a+1i
∫ 1
0
t
2(a+1)
θ −1Gθ∞,a(tz
θ
i )G˜
θ
∞,a+1(ty
θ)dt+ z2a+1j
∫ 1
0
t
2(a+1)
θ −1G˜θ∞,a(tz
θ
i )G
θ
∞,a+1(tz
θ
j )dt
)
with Gθ∞,a(x) and G˜
θ
∞,a(x) defined in (2.21).
Remark 3.11. The kernels Gθ∞,a(x) and G˜
θ
∞,a(x) are in the Fox H-function class according to
the formulas (2.18) and (2.23).
4. Conclusion and discussion
The Bures ensemble was originally introduced into random matrix theory as part of the theory
of the Bures metric, which is a natural choice in measuring the statistical distance between density
operators defining quantum states. It has been known since the work of Sommers and Zyczkowski
[34] that the global density, scaled to have support on [0, b] with b = 3
√
3/2, is given by
ρ(x) =
1
2π
√
3
(( b
x
+
√
b2
x2
− 1
)2/3
−
( b
x
−
√
b2
x2
− 1
)2/3)
. (4.1)
The leading asymptotic form near x = 0 is
√
3
2π
1
x2/3
.
Of particular relevance to the θ-deformation of the present work is the fact that the moments
of the density form a Raney sequence (1.8) with (p, r) = (3/2, 1/2). For general parameters (p, r)
denote the corresponding scaled density by ρ(p,r)(x), which is known to be supported on (0,Kp)
with Kp = p
p(p− 1)1−p. Moreover, introducing the Stieltjes transform
G(p,r)(z) :=
∫ Kp
0
1
z − xρ
(p,r)(x) dx =
1
z
∞∑
n=0
1
zn
Rp,r(n),
it is known from [29] that w(z) := zGp,r(z) satisfies the algebraic equation
w
p
r − zw 1r + z = 0;
note that in the case (p, r) = (3/2, 1/2) this is a cubic, in keeping with the structure of (4.1). The
cases (p, r) = (θ + 1, 1) are known to be realised by the Laguerre Muttalib–Borodin model [18].
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Results from [15, 17] tell us that the sequence (p, r) = (θ/2 + 1, 1/2) is realised by the θ-deformed
Bures ensemble (1.10). Generally the Raney density (assuming r < p) has the small x form [15]
ρ(p,r)(x) ∼ 1
π
(
sin
rπ
p
)
x−(p−r)/p.
Thus the critical state near the origin is distinct when comparing the Laguerre Muttalib–Borodin
model and θ-deformed Bures ensemble.
In keeping with this latter fact, in the present work we have studied the hard edge scaled limit
of the θ-deformed Bures ensemble. For this purpose, we first considered a θ-deformed Cauchy
two-matrix model. In contrast to the hard edge scaled limit of the Laguerre Muttalib–Borodin
ensemble, which gave rise to a determinantal point process with a kernel given in terms of Wright
Bessel functions (or Meijer G functions for θ, 1/θ ∈ Z+) the hard edge scaled limit of the θ-deformed
Bures ensemble gives rise to a Pfaffian point process with kernel given in terms of Fox H-functions.
Integrability aspects of this kernel, for example the interpretation of the corresponding hard edge
gap probability as a tau function, the formulation of its asymptotics in terms of a Riemann-Hilbert
problem (see [10] in the case of Muttalib–Borodin ensemble), or associated nonlinear equations
(see [28, 35, 36] for previous work) remain for later work.
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