Cryptographic algorithms play an important role in the security architecture of wireless sensor networks (WSNs). Choosing the most storage-and energy-efficient block cipher is essential, due to the facts that these networks are meant to operate without human intervention for a long period of time with little energy supply, and that available storage is scarce on these sensor nodes. However, to our knowledge, no systematic work has been done in this area so far. We construct an evaluation framework in which we first identify the candidates of block ciphers suitable for WSNs, based on existing literature and authoritative recommendations. For evaluating and assessing these candidates, we not only consider the security properties but also the storage-and energy-efficiency of the candidates. Finally, based on the evaluation results, we select the most suitable ciphers for WSNs, namely Skipjack, MISTY1, and Rijndael, depending on the combination of available memory and required security (energy efficiency being implicit). In terms of operation mode, we recommend Output Feedback Mode for pairwise links but Cipher Block Chaining for group communications.
INTRODUCTION
A wireless sensor network (WSN) is a network composed of a large number of sensors that (1) are physically small, (2) communicate wirelessly among each other, and (3) are deployed without prior knowledge of the network topology. Due to the limitation of their physical size, the sensors tend to have storage space, energy supply, and communication bandwidth so limited that every possible means of reducing the usage of these resources is aggressively sought. For example, a sensor typically has 8∼120 KB of code memory and 512∼4096 bytes of data memory. The energy supply of a sensor is such that it will be depleted in platform, which are the platforms the AES committee mainly focused on, further suggests the necessity of our study. Although with the advent of IEEE 802.15.4 or ZigBee [IEEE 2003 ], hardware implementations of AES are expected to appear, there would still be customized sensor nodes that are not equipped with such hardware for cost and other reasons (e.g., our nodes), and software implementations offer more flexibility (e.g., in software updates), so our benchmark results are therefore still applicable.
The contribution of this article is three-fold: (1) to identify the candidates of block ciphers suitable for WSNs based on existing literature; (2) to provide a systematic methodology for assessing the suitability of the ciphers, in terms of both security and efficiency; and (3) to select the suitable ciphers for WSNs based on the evaluation results.
Our evaluation framework consists of (1) literature survey, and (2) benchmarking. The rest of this article is organized as follows. Section 2 contains the literature survey of the block ciphers, explaining why they are selected and why others are not, as well as shedding light on their security properties. Section 3 details aspects of our benchmarking. Section 4 provides our observation and evaluation results. Section 5 concludes.
LITERATURE SURVEY
A typical cipher consists of three components: (1) the encryption algorithm, (2) the decryption algorithm and (3) the key expansion algorithm (also known as key scheduling or key setup). The key expansion algorithm expands the user key or cipher key to a larger intermediate key, to allow (ideally) all bits of the cipher key to influence every round of the encryption algorithm. For most ciphers, key expansion only needs to be done once to cater for both encryption and decryption; for other ciphers however, key expansion has to be done separately for encryption and decryption (e.g. for Rijndael). The most important parameters of a block cipher are (1) the key length(s) it supports, (2) the block size and (3) the nominal number of rounds. In the ensuing discussion, for each cipher we give the reasons why we have chosen to evaluate the cipher, as well as providing status quo information on its security strength. Table II explains some of the terms we use in the following discussion. Note that in Table II we adopt Lenstra and Verheul's [2001] definition of security margin. The definition can be understood as follows. Suppose (1) c DES is the number of computations required to break DES, (2) c X is the number of computations required to break cipher X , and (3) an attacker that can afford c DES computations starting from 1982, can afford c X computations starting from year y, then the security of cipher X in year y is computationally equivalent to the security of DES in 1982, or in other words, the security margin of cipher X is y. The year 1982 is chosen as the baseline because DES was standardized in 1977 and set for review in 1982. If the best known attack against a cipher with key length k is exhaustive key search, y can be calculated according to Equation 1 [Lenstra and Verheul 2001] :
• Y. W. Law et al. An abstraction that is independent of the adversary, but encrypts/decrypts plaintexts/ciphertexts for the adversary on request. Known-plaintext attack An attack whereby the adversary, who has no access to the encryption or decryption oracle, uses a number of known plaintext-ciphertext pairs in his analysis to recover the key. Chosen-plaintext attack An attack whereby the adversary, who has no access to decryption oracle, feeds a number of plaintexts of his choice to the encryption oracle, in order to get the corresponding ciphertexts that would help in his analysis to recover the key. Chosen-ciphertext attack Similar to chosen-plaintext attack, except that the adversary (1) has access to the decryption oracle instead of the encryption oracle, (2) the adversary feeds the oracle with ciphertexts of his choice, and (3) the adversary uses a potentially different kind of analysis. Linear cryptanalysis A known-plaintext attack whereby the adversary studies the linear approximation to:
denote fixed bit locations [Matsui 1993 ]. Differential cryptanalysis A chosen-plaintext attack whereby the adversary encrypts a pool of plaintext pairs with chosen differences and filters those pairs that have the expected ciphertext differences-these pairs reveal internal behaviour of the cipher that helps the adversary determine bits of the secret key ].
Security margin
The year until which breaking the cipher requires more effort than breaking DES in 1982 [Lenstra and Verheul 2001] .
Hence in the discussion below, when a cipher with 80-bit keys has a security margin of 2013, or when a cipher with 128-bit keys has a security margin of 2076, we consider the cipher to be "secure."
Skipjack
We have chosen to evaluate Skipjack because it is used in TinySec [Karlof et al. 2004] , SenSec , and TinyKeyMan [Liu et al. 2005] . As TinySec is an optional part of TinyOS, the de facto operating system for WSNs, to the user community of TinyOS, justifying the use of Skipjack seems like a favor waiting to be fulfilled.
2.1.1 Security. Skipjack is a 64-bit block cipher with an 80-bit key. The fact that it is declassified by the NSA raises natural suspicions over its security. However since its declassification in 1998, Skipjack has resisted years of cryptanalysis. The best attack on Skipjack with full 32 rounds is still exhaustive key search. With reduced rounds, the best known attack is Biham et al.'s [1999] cryptanalysis with impossible differentials that breaks 31-round Skipjack slightly faster than exhaustive search using 2 34 chosen plaintexts, 2 64 memory, and 2 78 encryptions. Reichardt and Wagner [2002] observe that as the nonlinear permutation of Skipjack affects only a quarter of the bits at each round, it is relatively easy to follow differentials across multiple rounds. However, they also show that there are no meaningful truncated differentials for Skipjack with full 32 rounds, providing heuristic evidence that Skipjack may be secure against truncated differential distinguishing attacks.
Differential cryptanalysis aside, it is easy to see exhaustive key search as a promising attack against Skipjack due to its relatively short key length of 80 bits, but there is a computationally cheap way to increase the effective key length of any block cipher. This mechanism, originally conceived for DES by Rivest in 1984 , is known as the DESX contruction [Kilian and Rogaway 1996] . In fact this is the mechanism use to extend Skipjack to what they call Skipjack-X in their SenSec framework. The mechanism works as follows. Denote P as the plaintext, K as an 80-bit key, K 1 and K 2 as two 64-bit keys, then
The new key, of Skipjack-X, is therefore 80 + 64 + 64 = 208 bits long. Applying Kilian and Rogaway's [1996] analysis, we can show that an adversary's advantage at distinguishing between a Skipjack-X and a random permutation is bounded by t/2 (143−log 2 m) , where t is the total number of trial encryptions/decryptions the adversary can perform, and m is the number of plaintext-ciphertext pairs the adversary can obtain. This means the effective length of Skipjack-X is 143 − log 2 m. However, if we apply Biryukov and Wagner's [2000] sliding with a twist cryptanalysis on Skipjack-X, we will get an attack that requires 2 (64+1)/2 = 2 32.5 known plaintexts and 2 80−1+32.5 = 2 111.5 offline trial Skipjack encryptions. This means the 208-bit keys that are used with Skipjack-X are only about as strong as 111-bit keyssuch a strategy does not seem to constitute a sound investment of memory. Therefore we do not think of Skipjack-X as a worthy replacement for Skipjack in WSNs.
To conclude, we note that while mainstream cryptography is moving away from keys smaller than 128 bits, Skipjack with full 32 rounds is secure as of today, with a security margin of 2013.
RC5
We have chosen to evaluate RC5 [Rivest 1995] because RC5 is a well-known algorithm that has been around since 1995 without crippling weaknesses. Although distributed.net has managed to crack a 64-bit RC5 key in RSA Laboratories' Secret-Key Challenge after 1757 days of computing involving 58,747,597,657 distributed work units, the standard key length of RC5 is 128 bits and RC5 has managed to withstand years of cryptanalysis.
In terms of design, RC5 is an innovative cipher that uses data-dependent rotations and is fully parameterised in word size, number of rounds, and key length. Such flexibility is rare among mainstream ciphers. RC5 is also designed to be suitable for hardware as well as software implementations. Last, Perrig • Y. W. Law et al. et al. [2001] , Xue and Ganz [2003] and Liu et al. [2005] choose to use RC5 for WSNs. We would like to find out if their choice is justified.
2.2.1 Security. RC5 is conventionally represented as RC5-w/r/b, where w, the word size, is the number of bits in a word of the target computing platform, r is the number of rounds, and b, the key length, is the number of bytes of a key. The attacks found up to year 1998 have been summarized in Kaliski and Yin's [1998] After Biryukov and Kushilevitz [1998] , Borst et al. [1999] manage to reduce the storage requirements drastically for attacking RC5 (with 64-bit block size) and RC6 (with 128-bit block size) using the linear hull effect [Nyberg 1995] . This is known as the first experimentally executed known plaintext attacks on reduced versions of RC5 (with up to 5 rounds). Shimoyama et al. [2000] introduce another route of attack based on statistical correlations derived from χ 2 tests. They have managed to derive the last round key of up to 17 rounds by using a chosen plaintext attack. While Shimoyama et al. use a chosen plaintext attack, Miyaji et al. [2002] use a known plaintext attack, which breaks RC5-32/10/16 with 2 63.67 plaintexts at a probability of 90%. The attacks described so far are theoretical. Ironically, intended as a security feature, data-dependent rotation invites implementation-based attacks. One such attack (on RC5-32/12/16) has been proposed by Handschuh and Heys [1998] 
RC6
We have chosen to evaluate RC6 [Rivest et al. 1998 ] because like RC5, RC6 is parameterized and has a small code size. RC6 is one of the five finalists that competed in the AES challenge and according to some AES evaluation reports [Nechvatal et al. 2000; Worley et al. 2001] , it has reasonable performance. Last, RC6 has been chosen as the algorithm of choice by Slijepcevic et al. [2002] Takenaka et al. [2002 Takenaka et al. [ , 2003 propose the Transition Matrix Computation technique for evaluating security against χ 2 attacks, by which they are able to deduce the "weakest key" of RC6 against χ 2 attacks. Shimoyama et al. [2002] show that the 64-bit target extended key of 18-round RC6 with a weak key (which exists once in every 2 90 keys), can be recovered with a probability of 95% by multiple linear cryptanalysis with 2 127.423 known plaintexts, a memory of size 2 64 , and 2 193.423 computations of the round-function. To conclude, RC6-32/20/16 (20 rounds) is secure.
Rijndael
We have chosen to evaluate Rijndael [Daemen and Rijmen 1999] because Rijndael is the Advanced Encryption Standard, mandated by the NIST of the United States, chosen after extensive scrutiny and performance evaluation (http://csrc.nist.gov/encryption/aes). It is also one of the ciphers recommended by the New European Schemes for Signature, Integrity and Encryption (NESSIE) Consortium (www.cryptonessie.org), and Japan's CRYPTREC [2003] . Rijndael, as the AES, is well studied and there are efficient implementations on a wide range of platforms (www.rijndael.com). We would however like to obtain first-hand experience of evaluating Rijndael on our particular platform, which has never been studied before during the evaluation process of the AES.
2.4.1 Security. Like most modern block ciphers, Rijndael is designed with resistance against differential and linear cryptanalysis in mind, using the latest results in cryptographic research [Daemen and Rijmen 1999] . For example, Cheon et al.'s [2002] impossible differential cryptanalysis requires 2 91.5 chosen ciphertexts and 2 122 encryptions to attack 6-round Rijndael-128 (128-bit keys). describe (1) an attack on 7-round Rijndael-196 and Rijndael-256 with 2 32 chosen plaintexts and a complexity of about 2 140 , and (2) an attack on 7-round Rijndael-128 with 2 32 chosen plaintexts and a computational complexity slightly less than exhaustive search. Ferguson et al. [2001a] report a related-key attack of 9-round Rijndael-256 with time complexity 2 224 , which is of course far from practical. No attack is known for Rijndael with more than 9 rounds.
On the other hand, although Rijndael has been chosen as the AES, the security of Rijndael has gone through twists and turns of controversy. The algebraic nature of Rijndael [Ferguson et al. 2001b] , has interestingly opened up possible avenues of other nontraditional attacks as summarized in the Crypto-Gram Newsletter of September 2002 [Schneier 2002a ]. It started with Pieprzyk [2002a, 2002b] presenting evidence that the security of Rijndael might not grow exponentially as intended with the number of rounds. Their technique is based on expressing the S-boxes of Rijndael in an overdefined system of multivariate quadratic equations that can be solved by an algorithm called XSL. XSL is in turn based on XL [Courtois et al. 2002] . The security of Rijndael therefore lies with the computational complexity of XL, which to date remains an open problem [Courtois and Patarin 2003] . In spite of Moh's [2002] dispute, whether the technique would not work, remains to be proven [Schneier 2002b ]. In the meantime, Murphy and Robshaw [2002b] derive an alternative representation of Rijndael that is easier to cryptanalyse, by embedding Rijndael in a cipher called BES which uses only simple algebraic operations in GF(2 8 ). They show that Rijndael encryption can then be described by an extremely sparse overdetermined multivariate quadratic system over GF(2 8 ), whose solution would recover the key. In another paper, Murphy and Robshaw [2002a] argue that while XSL does not have estimates accurate enough to substantiate claims of the existence of a key recovery attack, XSL does help solve their GF( 2 8 On the other front, Fuller and Millan [2002] unravel serious linear redundancy in the only nonlinear component-the S-box, of Rijndael: the 8 × 8 S-box behaves actually like a 8 × 1 S-box. They, by studying the invariance properties of the local connection structure of affine equivalence classes, discover that the outputs of the S-box are all equivalent under affine transformation. The essence of their discovery can be summarized in the following simple mathematical expression: Let b i (x) and b j (x) be two distinct outputs of the S-box, then there exists a nonsingular 8 × 8 matrix D i j and a binary constant c i j such that
Independently of the above development, Filiol shocked the scientific community in January 2003 by announcing a break of Rijndael with his plaintextdependent repetition codes cryptanalysis technique [Filiol 2003 ]. By detecting bias in the Boolean functions of Rijndael, Filio claimed that he was able to obtain 2 bits of a Rijndael key with only 2 31 ciphertexts and a computational complexity of mere O(2 31 ). Fortunately, several independent cryptographers were quick to dismiss the claim ].
To conclude, the research on Rijndael has entered an interesting era. More and more previously unknown properties are now being discovered and analyzed [Barkan and Biham 2002; Tri Van Le 2003; Youssef and Tavares 2002] . Despite the above debate, we are adopting the recommendation of NESSIE [Preneel et al. 2003] and CRYPTREC [2003] that Rijndael is secure.
Twofish
We have chosen to evaluate Twofish ] because it allows a wide range of tradeoffs between size and speed. It is also designed to be efficient on a wide range of platforms. Since Twofish is more efficient than RC6 on some embedded processor platforms, for example, on 8-bit Z80 [Sano et al. 2001 ] and on 8-bit 6805 [Keating 1999] , and since we are investigating RC6, Twofish is also included in our investigation.
2.5.1 Security. One of the earliest cryptanalytic attempts [Mirza and Murphy 1999 ] from outside the Twofish design team found flaws in the original security assessment of the key schedule, but this resulted in no practical implication. One of the unprecedented features of Twofish is its key-dependent S-boxes (conventional S-boxes are fixed), but Murphy [2000] and Murphy and Robshaw [2002c] , using primarily (1) the fact that the key-dependent S-boxes are determined only by half of the key, and (2) differential cryptanalysis, show that key-dependent S-boxes, as used in Twofish, provide no additional security over well-designed fixed S-boxes, and may in fact improve the range of options available to attackers. Nevertheless, it is still an open question whether any practical attack will result from Murphy et al.'s analysis [Schneier et al. 1999a; Kelsey 2000] . Biham and Furman's [2000] impossible differential cryptanalysis needs 1.82 × 2 128 one-round computations and 2 64 chosen plaintexts to break 6-round Twofish with 128-bit keys. The best known attack is Lucks' [2002] saturation attack, which requires 2 127 chosen plaintexts and 2 126 encryptions (two times faster than exhaustive search) to break 7-round Twofish with 128-bit keys.
To conclude, 16-round Twofish is secure.
MISTY1
We have chosen to evaluate MISTY1 [Matsui 1997] 2.6.1 Security. Babbage and Frisch [2001] demonstrate the possibility of a 7th order differential cryptanalytic attack on 5-round MISTY1. According to them, none of the S-boxes with optimal linear and differential properties has an optimal behaviour with respect to higher order differential cryptanalysis, however as improvement, the number of rounds of the FI function could be increased. As we will see later, KASUMI, derived from MISTY1, incorporated such improvement, in that it has four instead of three S-boxes in its FI function. Kühn [2001] found an impossible differential attack on 4-round MISTY1 using 2 38 chosen plaintexts and 2 62 encryptions. In the same paper, a collisionsearch attack has also been described-the attack requires 2 28 chosen plaintexts and 2 76 encryptions. In a later paper, Kühn [2002] shows that the FL function introduces a subtle weakness in 4-round MISTY1. This weakness allows him to launch a slicing attack with as few as 2 22.25 chosen plaintexts, with The best known attack on 5-round MISTY1 so far is Knudsen and Wagner's [2002] integral cryptanalysis, at a cost of 2 34 chosen plaintexts and 2 48 time complexity.
To conclude, MISTY1 with full 8 rounds is secure.
KASUMI
We have chosen to evaluate KASUMI [3GPP 1999] because KASUMI, as the 3GPP-endorsed encryption algorithm [3GPP 1999] , is presumably well-suited for embedded applications, and has gone through considerable expert scrutiny.
2.7.1 Security. KASUMI more or less inherits the security and performance benefits of MISTY1.
At the same time, reporting attacks on MISTY1 and MISTY2, Kühn [2001] is also able to extend the attacks to KASUMI. His impossible differential attack on 6-round KASUMI requires 2 55 chosen plaintexts and 2 100 encryptions. Kang et al. [2001a Kang et al. [ , 2001b prove that 3-round KASUMI is not a pseudorandom permutation ensemble but 4-round KASUMI is a pseudorandom permutation ensemble. However Tanaka et al. [2001] show that 4-round KASUMI without the FL functions can be attacked using effective 2nd order differentials. The attack can be used to find the 6 sub-keys at the 4th round, at a cost of 1416 chosen plaintexts and 2 22.11 times FO function operations. To conclude, KASUMI with full 8 rounds is secure.
Camellia
We have chosen to evaluate Camellia [Aoki et al. 2001a] because Camellia is one of the NESSIE-and CRYPTREC-recommended [2003] 128-bit ciphers. Camellia is designed for high-speed implementations on hardware as well as software platforms by using only logical operations and table lookups. Aoki et al. [2001b] claim their hardware implementation of Camellia occupies only 7.875K gates using a 0.11 μm CMOS ASIC library and is in the smallest class among all existing 128-bit block ciphers. Camellia is designed not only to be resistant to differential cryptanalysis, linear cryptanalysis, higher order differential attacks, interpolation attacks, related-key attacks, truncated differential attacks, boomerang attacks, and slide attacks, but also with a large safety margin in view of anticipated progress in cryptanalysis techniques [Aoki et al. 2001a; Matsui and Tokita 2000] . Futhermore, Camellia is royalty-free.
2.8.1 Security. He and Qing [2001] discover that the Square attack [Daemen et al. 1997] is not only applicable to the Square block cipher but also to ciphers with a Feistel structure. [Burwick et al. 1999] and Serpent [Anderson et al. 1998 ] are not considered. For MARS, the reason is its high algorithmic complexity, which results in the highest RAM and ROM usage among the AES finalists [Nechvatal et al. 2000; Sano et al. 2001; Schneier and Whiting 2001] , and it actually received the least number of votes during the last round of voting for the AES. While Serpent was the 1st runner-up during the last round of voting, it consistently performs poorly in software encryption and decryption [Nechvatal et al. 2000; Worley et al. 2001] due to its large security margins-researchers who voted for Serpent prioritized security over performance. MARS and Serpent also have not been submitted to, nor considered by NESSIE or CRYPTREC. Blowfish [Schneier 1994 ] is not considered because it is superseded by Twofish, which improves on Blowfish's key schedule, and en/decryption speed [Schneier et al. 1999b] . SHACAL-2 [Handschuh and Naccache 2000] is a new 256-bit hash functionbased block cipher recommended by NESSIE, but has not been been studied by NIST or CRYPTREC. The specific reasons it is not chosen for our investigation are that (1) the security offered by a key length of 256 bits is out of proportion with the relative lack of physical security in sensor nodes; (2) using 256-bit keys requires twice the storage that is required by 128-bit keys, causing an unnecessary strain on the available memory that is already scarce-note that 256-bit keys are not used in TinySec [Karlof et al. 2004] either.
METHODOLOGY AND CONSIDERATION
For benchmarking, we consider: (1) the cipher parameters, (2) the cipher operation modes, (3) the compiler toolchain, and (4) the implementation sources. our platform. Therefore, for RC5 and RC6, we are using the standard word size of 32 bits.
Cipher Parameters

Operation Modes
The naïve approach of encrypting a message longer than one block, by dividing the message into multiple blocks and encrypting the blocks separately, is called the electronic codebook mode (ECB) mode. ECB is insecure since an adversary can construct valid ciphertexts from the original ciphertext by arbitrarily rearranging, repeating and/or omitting blocks from the original ciphertext. The more secure operation modes in Table IV are used in practice. These operation modes do not only affect the security, but also the energy efficiency of the encryption scheme, which will be measured in the following investigation. As stated in Table IV , different operation modes also have different fault tolerance characteristics against ciphertext errors (where ciphertext bits are changed during transmission), and synchronization errors (where whole ciphertext blocks are lost), but we will explain why these characteristics do not really matter.
In case of a ciphertext error, a node would typically either request the corresponding packet to be retransmitted, or ignore the error. If retransmission is requested, regardless of the operation mode used, the same penalty, in the form of energy required for transmitting a packet, applies. Otherwise, using different modes only means putting up with different degrees of error, for example, CBC and CFB have to put up with more errors compared with OFB and CTR according to Table IV. To put synchronization error into context, we first need to know how ciphertext blocks are transmitted. Usually, a network packet corresponds to one or more ciphertext blocks, and every packet contains an initialization vector (IV) in the header, allowing it to be decrypted independently from other packets, as is the case with TinySec. So a lost packet does not constitute a synchronization error, unless the packet is fragmented, and one or more of the fragments are lost. When a node discovers it has lost a packet fragment, there are typically 3 options: (1) request the fragment to be retransmitted, (2) abort receiving all ensuing fragments, or (3) wait for the ensuing fragments to arrive naturally until a time-out. If option 1 is taken, then the same retransmission penalty applies to all operation modes. If option 2 is taken, all ensuing fragments are lost and so the same penalty in the form of information loss applies to all operation modes. If however option 3 is taken, only OFB and CTR can decrypt all received fragments (all fragments that arrived naturally) according to Table IV . That is to say, in theory, using option 3 means putting up with different degrees of information loss according to the operation mode used. For example, if 3 fragments are transmitted, each of the fragments contains 4 ciphertext blocks, and if only the 1st and 3rd fragment are successfully received, OFB and CTR would be able to decrypt all ciphertext blocks in the 1st and 3rd fragment correctly, whereas CBC and CFB would only be able to decrypt the ciphertext blocks in the 1st fragment, and the last 3 blocks in the 3rd fragment. In practice, when one fragment is lost, ensuing fragments would likely be lost too [Szewczyk et al. 2004] , in which case the same information loss penalty applies to all operation modes.
Summarizing from the above analysis, in the event of a ciphertext error or synchronization error, using different modes either leads to the same (whether energy or information loss) penalty, or different information loss penalties. In other words, the different fault tolerance characteristics of operation modes do not result in different penalties in energy. We can thus safely consider the energy efficiency of an operation mode solely from an algorithmic point of view.
Some notes about our implementation: our CBC supports ciphertext stealing [Schneier 1996 ], so padding is not required. For CFB and OFB, we are using a feedback size that is equal to the block size.
Compilers
For compilation, we are currently only using IAR Systems' MSP430 C Compiler V2.20A/W32 (www.iar.com) with a patched linker, IAR Universal Linker of version 4.56F. For debugging and profiling, we use IAR Systems' Embedded Workbench 3.2 with the integrated C-Spy Debugger and profiler plug-in. Another viable compiler is the GNU C compiler in the MSPGCC toolchain (mspgcc.sf.net), however we are not using it due to the lack of profiling support by the toolchain. That said, we do not rule out the possibility of performing our benchmarks using the toolchain as it continues to mature in the future. Note that the chip supplier itself, Texas Instruments, offers only the Kickstart version of the toolchain we are using.
In our benchmarks, we compare maximum size optimization with maximum speed optimization. The IAR compiler supports 3 levels of optimization in terms of size or speed: High, Medium and Low, as well as 4 kinds of transformations: common subexpression elimination (ELIM), loop unrolling (UNROLL), function inlining (INLINE), and code motion (MOTION). How these optimizations and transformations are used is described in the next section.
Implementation Sources
To avoid reinventing the wheel, we try to use and improve as much existing source code as possible. The following describes how and from where the implementation of each cipher is adapted.
The implementation of Skipjack is adapted from TinySec. Skipjack consists of executing two shift register algorithms called Rule A and Rule B: 8 rounds of Rule A, then 8 rounds of Rule B, then 8 rounds of Rule A and 8 rounds of Rule B again, resulting in a total of 32 rounds. At each round, 4 bytes of it are used, and when the key is exhausted, it is used from the beginning again (wrapped around). This offers a lot of freedom in the implementation. For example, to minimize storage, we can use exactly as many bytes for the expanded key as there are in the user key-our size-optimized implementation adopts this strategy. For another example, to minimize the number of instructions, we can expand the user key to 4 × 32 bytes so that the key pointer never has to wrap around (Figure 1(a) )-TinySec's implementation adopts this strategy. As a compromize, we can also expand the key such that the key pointer only wraps around after 8 rounds of Rule A or Rule B (Figure 1(b) )-our speed-optimized implementation adopts this strategy. Measurements show that compared to TinySec's strategy, our strategy not only saves 90 bytes of memory per expanded key but is also slightly more efficient when speed-optimized.
The implementation of RC5 is adapted from that of OpenSSL (www.openssl. org). The speed-optimized version is basically the same as the size-optimized version, with some loops unrolled.
RC6 is implemented from scratch according to the specification. The speedoptimized version does not have its loops unrolled because the resultant code size exceeds 10 kB, with marginal increase in energy efficiency.
The implementation of Rijndael is adapted from that of OpenSSL. In OpenSSL, Rijndael is fully accelerated using 10 tables, occupying 10 kB of memory (ROM in our case). Following Hachez et al.'s [1999] suggestion, we use only 4 tables-2 tables for S-boxes, 2 tables for combined S-box lookups, matrix multiplications and rotations-reducing the table space from 10 KB to 2600 bytes, in both our size-and speed-optimized implementations. In principle, we can reduce the code size of the size-optimized version further by doing away with the last 2 tables, but the resultant code size generated by the IAR compiler far exceeds the table space saved. So the number of tables used in our case can be considered minimum. The implementation of Twofish is adapted from Whiting's [1998] optimized implementation. Whiting's implementation by design offers 4 layers of performance tradeoffs, in decreasing en/decryption speed: (1) full keying, (2) partial keying, (3) minimal keying, and (4) zero keying. All options, except zero keying, are however impractical for MSP430F149, as the amount of table space for the key schedule is at least 1 KB, which is half the size of the RAM. Therefore, our size-optimized implementation of Twofish is based on Whiting's implementation with zero keying. Our speed-optimized implementation is also based on Whiting's implementation with zero keying, but with Worley et al.'s [2001] optimization incorporated.
The implementation of MISTY1 is adapted from Matsui and Tokita [2000] . In our size-optimized version, only the minimum number of expanded keys are stored in the RAM, while in our speed-optimized version, more expanded keys are stored to speed up en/decryption. Attemps to accelerate MISTY1 further using Botan's (botan.randombit.net) table-lookup technique fail, because the IAR compiler fails to terminate on medium-and high-level speed optimization.
The implementation of KASUMI is adapted from the reference implementation in the specification [3GPP 1999] . The speed-optimized version is basically the same as the size-optimized version, with some loops unrolled.
The implementation of Camellia is adapted from the reference implementation [Mitsubishi Electric Corp. 2001] . The size-optimized and speed-optimized versions are the same code, but compiled with different compiler options.
The invocation interface of each cipher follows that of OpenSSL. Table V lists the levels of optimization and kinds of transformations we use for each cipher. Furthermore, all code is compiled to use the hardware multiplier. For MISTY1 and KASUMI, the IAR compiler has trouble applying Medium/High size/speed optimization, hence only Low optimization is used. Our source code and benchmark results can be found at http://wwwes.cs.utwente.nl/eyes/ crypto_test.zip.
RESULTS
We have performed our measurements in standalone mode-without interaction with an OS. We have taken care in making the interface of the cipher implementations as uniform as possible, so that no difference in performance is a result of the difference in the interfaces. Our benchmark parameters are memory and CPU cycles. The results in terms of these two parameters are given in Section 4.1 and Section 4.2, followed immediately by our observation and analysis in Section 4.3.
Memory
We refer to two types of memory: (1) code memory, in the form of flash memory and (2) data memory, in the form of RAM. The memory organization of MSP430F149 is such that data memory ranges from address 0200h to 09FFh, whereas code memory ranges from 01100h to 0FFFFh. The IAR compiler generates 3 types of segments for MSP430: CODE, CONST and DATA. A typical policy is to put CODE and CONST segments in the code memory, and DATA segments in the data memory. Each segment type is further divided into the following subtypes: Of all the above segment subtypes, we use only the underlined ones. The memory usage of these segments can be read off the list files generated by the compiler, and the results are shown in Tables VI and VII. In Table VI , some entries have two figures separated by a comma. The first figure applies to encryption, and the second, decryption, for example, sizeoptimized Rijndael needs 14 bytes of RAM for setting up an encryption key, but 30 bytes for setting a decryption key. When an entry has only one figure, the figure for encryption equals the figure for decryption.
In Table VII , the code memory for each CBC module takes into account (1) the code memory for key setup, (2) the code memory for barebone encryption and decryption, (3) the code memory for lookup tables, as well as (4) the code memory for CBC-specific parts. CFB, OFB and CTR do not use the decryption function [Schneier 1996 ], hence the code memory for each CFB/OFB/CTR module is similarly calculated except that the code memory for decryption, decryption key setup and lookup tables for decryption are not included. Note that the storage for plaintext, ciphertext, and cipher key is not included in Table VI  nor Table VII .
CPU Cycles
The computational complexity of an algorithm translates directly to its energy consumption. Assuming the energy per CPU cycle is fixed (which is justified in the Appendix), then by measuring the number of CPU cycles executed per byte of plaintext processed, we get the amount of energy consumed per byte. For example MSP430F149 draws a nominal current of 420 μA at 3 V and at a clock frequency of 1 MHz in active mode [Texas Instruments, Inc. 2001 ]-this means that the energy per instruction cycle (for the processor alone) is theoretically 1.26 nJ.
To evaluate the ciphers, we must determine the range of plaintext lengths that is of greatest interest to WSNs. Here is how we arrive at the choice of 8 to 96 bytes. The lower limit of 8 bytes is close to the minimum packet size (usually the size of control packets) used in mainstream link-layer protocols [Ye et al. 2002; van Dam and Langendoen 2003; Polastre et al. 2004] . The upper limit of 96 bytes is close to the maximum packet size used for simulating and benchmarking WSN protocols van Dam and Langendoen 2003] . Figure 2 shows our measurements for CBC encryption. CBC decryption consumes a slightly different number of CPU cycles, but the relative ordering between the various ciphers remains the same. Since an RC5/RC6 en/decryption executes a different number of rotations depending on the key and the plaintext/ciphertex, the figures for RC5 and RC6 in Figure 2 are obtained by averaging over 450 encryptions using a different pseudorandomly generated key and plaintext each time. Only 450 encryptions are used because (1) the keys and plaintexts are pseudorandomly generated offline and downloaded to the 60 KB ROM of the MSP430F149, and (2) they can be done in under a minute on the profiler. That the plots for the 64-bit block ciphers: Skipjack, RC5, MISTY1 and KASUMI, appear as straight lines, should be interpreted as follows: the measurements are only taken at full block lengths for these ciphers. Were the measurements taken at nonfull block lengths, the plots for these ciphers would appear jagged-like, just as the plots for other, 128-bit block ciphers do. When size-optimized, the CPU cycles per byte of Rijndael, Skipjack and KASUMI are only a few clock cycles apart, with Rijndael slightly more efficient than Skipjack, and Skipjack slightly more efficient than KASUMI at large packet sizes.
For CFB, OFB, and CTR, with the exception of RC5 and RC6, we found that the number of CPU cycles consumed per byte, y, can be approximated by
where x is the plaintext length, B is the cipher's block length (both in bytes) and C f , C b , and C B are constants. In Equation 2, the first term, C f , accounts for the function call overhead, the second term, xC b , accounts for the overhead of organizing x bytes into B-byte blocks, and the last term accounts for the actual en/decryption process, and in CTR's case the increment of a counter. This approximation does not apply to CBC because with ciphertext stealing, CBC involves more complicated computation. This approximation does not apply to RC5 and RC6 either because an RC5/RC6 en/decryption executes a different number of rotations depending on the data and the key, resulting in a nonconstant value for C B . Thus for RC5 and RC6, the following equation is more appropriate:
where V B is a variable. Table VIII lists the values of C f , C b , C B (for Skipjack, Rijndael, Twofish, MISTY1, KASUMI and Camellia), and the average value of V B (for RC5 and RC6) obtained through least squares fitting. The standard error of each of the constants is less than 10 −11 . Note that CFB, OFB and CTR consume exactly the same number of CPU cycles for both encryption and decryption. We now look at the operation modes. Although Figure 3 only compares the operation modes in the context of Rijndael encryption, the same comparison applies to all other ciphers. Figure 3 shows that in terms of efficiency, OFB > CTR > CFB > CBC when size-optimized ('>' meaning 'is more efficient than'). When speed-optimized, OFB is still the most efficient mode, but CBC > CFB > CTR at plaintext lengths = integer × block size, and CFB > CTR > CBC at other plaintext lengths-this is when ciphertext stealing is activated, thereby degrading the efficiency of CBC. Anyhow the performance difference between all modes is smaller when they are speed-optimized than when they are size-optimized.
• Y. W. Law et al. (1) Enc (Dec) = setting up an encryption (decryption) key from scatch.
(2) Enc→Dec (Dec→Enc) = converting an encryption (decryption) key to a decryption (encryption) key.
Apart from en/decryption, we are also interested in the efficiency of the key setup algorithms. Table IX has the results. Notice that only Rijndael and Twofish incur overhead when converting an encryption key to a decryption key, and converting a decryption key to an encryption key. For Skipjack, the speedoptimized version performs worse than the size-optimized version because the expanded key used in the speed-optimized version is 38 bytes long compared with 12 bytes in the size-optimized version (the difference in expanded key length is explained in the next section). Using a longer expanded key allows en/decryptions to execute faster.
Observation and Analysis
First about the operation mode. According to the results in the previous section, OFB is the most energy-efficient mode, and CBC is the least energy-efficient mode when there are partial (plaintext/ciphertext) blocks. OFB is the obvious choice if we only consider the case of two communicating parties. However energy-efficient communications in WSNs often require more than two parties to be involved in a secure group, for example in the form of passive participation [Zhu et al. 2003 ]. In passive participation, a node decides whether to transmit its own packets based on the packets it received from its neighboursnot reporting data that are superseded by a neighbour's, helps save energy.
Using OFB, and for that matter CFB and CTR, effectively in a group setting is problematic. For example in a group composed of nodes A, B and C, all sharing the same key K and the same IV n (or counter in case of CTR mode), when A broadcasts a packet encrypted with K and n, if B succeeds but C fails to receive the packet, C would not know it should use a different IV than n. If C decides to send a packet encrypted with K and the same IV n, all is lost because the IV in the OFB/CFB/CTR mode can never be reused. A suggestion to overcome this is to use a longer IV and to partition the IV space by node ID. In this approach, the IV can be variable in length if the group communication protocol is to dynamically accommodate a variable number of members at the expense of protocol complexity. If the IV is fixed according to the maximum supported group size, bandwidth and energy are wasted whenever the actual group size is lower than the maximum supported group size. Either way, using OFB in the group setting is awkward and not energy-efficient. CBC in contrast is easier and safer to use for group communications [Karlof et al. 2004] . CBC is not the most efficient mode, but we may find comfort in the fact that CBC is actually quite close to other operation modes in efficiency when speed-optimized, and the difference only gets smaller with increasing plaintext length according to Equation 2.
Next we analyze Figure 2 and Tables VI, VII, VIII, and IX cipher by cipher: Skipjack: Skipjack produces the shortest expanded key, and requires the least code and data memory. When size-optimized, it is slightly less energyefficient than Rijndael, but when speed-optimized, it is the most energy-efficient cipher.
RC5: RC5 requires little code memory but has poor energy efficiency because multiplication and rotation are the Archilles' heel of MSP430F149: multiplication takes 9 cycles and rotation can only be done one bit at a time. It is for the same reason that speed optimization does not improve the energy efficiency of RC5 significantly.
RC6: Like RC5, RC6 is lean in code size. The code size is in the range of 1 KB, close to the code size of Sano et al.'s [2001] implementation on the ZiLOG Z80 8-bit microprocessor. In terms of CPU cycles, our measurements are not far from Hachez et al.'s [1999] measurements on the 8-bit processor Intel 8051: when speed-optimized, key setup takes 43246 clock cycles on MSP430F149, compared to 43200 on 8051; encryption of one block takes 16265 on MSP430F149, compared to 14400 on 8051. For the same reason that applies to RC5, RC6 is poor in energy efficiency, and is barely improved by speed optimization. The observation that RC6 is a big RAM consumer and performs poorly on 8/16-bit architectures such as the MSP430F149, is confirmed by benchmarks done over a spectrum of architectures [Hachez et al. 1999; Nechvatal et al. 2000; Schneier and Whiting 2001] .
Rijndael: Rijndael has moderate code size for the number of tables we use in the implementation. It is the second most energy-efficient cipher both when size-optimized and when speed-optimized.
Twofish: Twofish has larger code size than Rijndael. The tables used by Twofish cannot be economized without seriously degrading its energy efficiency. Twofish is almost as energy-efficient as Rijndael in en/decryption when speedoptimized, but is significantly worse in key agility.
MISTY1: MISTY1 has moderate code size, larger than RC5 and RC6, but smaller than Rijndael. Its RAM usage is only larger than Skipjack's. When size-optimized, MISTY1 is the most energy-efficient cipher. There is no significant speed increase in the speed-optimized version mainly because the IAR compiler has a problem applying any level of optimization above Low.
KASUMI: KASUMI has larger code size than MISTY1 and Rijndael. Although the key setup of KASUMI is linear [Dunkelman 2002 ], it takes more than 2 times as long as that of MISTY1 which is nonlinear. KASUMI is less energy-efficient than MISTY1, since it is algorithmically more complicated, and speed optimization does not provide significant improvement for the same reason given previously for MISTY1.
Camellia: Although Camellia is more energy-efficient than RC5 and RC6, it has the largest code and data memory requirements. The expanded key occupies more than 10% of the RAM, but computing the round subkeys on the fly would significantly worsen the the energy efficiency in en/decryption, which is already lacking.
To conclude our observations, we now discuss the ranking of the ciphers in Table X . Skipjack is the winner in all categories. The fact that RC5 and RC6 have small code size does not help them in their overall ranking, as they range from moderate to poor in all other categories. Rijndael and Twofish fare well if only en/decryption efficiency is taken into account. MISTY1 is excellent in key agility and data memory usage, and is moderate in code size. If the expanded key is not kept in the RAM and must be generated on the fly, for example when the amount of RAM available to security is scarce, MISTY1 has better en/decryption efficiency than Twofish. KASUMI is an average performer in all categories. Camellia is moderate when it comes to en/decryption efficiency, but does poorly in all other categories.
CONCLUSION
First about the operation mode. The OFB mode should be used on pairwise secure links, for example, for mutual authentication between a base station and a node. The CBC mode should be used for group communications, for example, in passive participation, as mentioned in the previous section. On the most suitable cipher to use, we will reach our verdict by first ruling out the unlikely candidates. First we would like to emphasise that MSP430F149 is one of the most high-end in the Texas Instrument's MSP430 series. In other words, a total code memory of 59.7 KB and data memory of 2 KB is a hard limit in the MSP430 family of processors. For this reason, we first rule out Camellia, which occupies 1/5 of the total code memory even after size optimization, and even though it has decent energy efficiency for en/decryption when speedoptimized. The next to be ruled out are RC5 and RC6, which have poor energy efficiency and key agility (the ability to change keys quickly and with a minimum amount of resources). KASUMI lags behind MISTY1 in all categories, so we should consider MISTY1 instead of KASUMI. Rijndael and Twofish require about the same amount of data memory, but Rijndael has a smaller code size and better en/decryption efficiency, so Rijndael instead of Twofish should be considered. Finally the verdict is given in the form of Figure 4 .
Reviewing some of the proposals in the literature so far, we conclude that there are better options to the use of RC5 and RC6 in WSNs. We note the fact that we use 18 instead of 12 rounds for RC5 based on our security analysis, may explain the difference in performance perceived by us and other researchers. One discouraging factor against the use of RC5 or RC6 is that most embedded processors do not support the variable-bit rotation instruction like ROL of the Intel architecture [Intel Corporation 1997] , which RC5 and RC6 are designed to take advantage of. Another, nontechnical, discouraging factor is that they are patented.
In conclusion, we have presented a detailed benchmark for one of the most important cryptographic primitives for WSNs: block ciphers. Taking into account the security properties, storage-and energy-efficiency of a set of candidates, we have arrived at a systematically justifiable selection of block ciphers and operation modes.
