ABSTRACT In this paper, we propose an intelligent constant false alarm rate detector, which uses support vector machine (SVM) techniques to improve the radar detection performance in different background environments. The proposed detector uses the variability index statistic as a feature to train a SVM and recognizes the current operational environment based on the classification results. The proposed detector has the intelligence to select the proper detector threshold adaptive to the current operational environment. This detector provides a low loss performance in homogeneous backgrounds and also performs robustly in nonhomogeneous environments including multiple targets and clutter edges.
I. INTRODUCTION
Constant false alarm rate (CFAR) is a useful method in adaptive radar detection when the background noise is unknown. The most traditional CFAR methods are the well known mean level detectors [1] - [3] . The cell averaging (CA-) CFAR [1] has the optimal performance in a homogeneous environment for various signal-to-noise ratios (SNR). However, nonhomogeneous environments including multiple targets and clutter edges are often encountered in practice. For example, one or more interfering targets are present in the reference window for multiple targets. Moreover, clutter edges result in a transition from one level noise power to another. Unfortunately, the CA-CFAR suffers a severe performance degradation in nonhomogeneous environments. The greatestof (GO-) CFAR [2] provides a better performance in controlling probability of false alarm (P fa ) in the case of clutter edges, but results in a dramatic probability of detection (P d ) loss in multiple targets. The smallest-of (SO-) CFAR [3] has better performance in multiple targets, but experiences more false alarms than the CA-CFAR in clutter edges. Moreover, the order statistics (OS-) based CFAR attempts to enhance the robustness of mean level detectors against multiple targets, but suffers from excessive false alarms in clutter edges [4] - [11] . In [12] , an automatic censored cell averaging (ACCA-) CFAR detector is proposed based on an ordered data variability. The ACCA-CFAR acts like the CA-CFAR in a homogeneous environment and performs robustly in multiple targets, but experiences even more false alarms than the OS-CFAR in clutter edges. Based on above discussions, a composite detector is proposed to accommodate various environments encountered in practice. In [17] , the variability index (VI-) CFAR detector is presented. The VI-CFAR dynamically switches to the CA-, SO-, or GO-CFAR, depending on the outcomes of the VI and the mean ratio (MR) hypothesis tests. However, its detection performance degrades considerably when interfering targets are not confined to a single half of the reference window [12] , [17] .
With machine learning achieving ground breaking success in many research fields, a switching CA/OS CFAR based on neural network (NN-CFAR) is proposed for improving the radar target detection in different environments [18] . The inputs of the neural network are the CA-CFAR threshold, the OS-CFAR threshold, and the test cell. Although the NN-CFAR is more robust in multiple targets than the CA-CFAR, its P fa is even worse than the OS-CFAR during clutter edges.
Support vector machine (SVM) techniques are a powerful machine learning method for classification, regression [19] and other learning tasks [20] . In this paper, we propose an intelligent CFAR detector based on SVM (SVM-CFAR) and use the VI as a feature to train the SVM. Specially, the test cell is taken into consideration to calculate the VI. The SVM-CFAR detector has the intelligence to select a proper detector threshold according to the classification results of the SVM. In this manner, the detector provides low loss performance in homogeneous backgrounds and also performs robustly in nonhomogeneous environments including multiple targets and clutter edges.
Section II discusses the operations of the SVM-CFAR including detector description, feature extraction, SVM-CFAR algorithm, and performance analysis. The SVM-CFAR simulation results for various environments are summarized in section III. Section IV gives conclusions.
II. SVM-CFAR DETECTOR A. SVM-CFAR DETECTOR DESCRIPTION
The SVM-CFAR detector block diagram is provided in Fig. 1 . In-phase I and quadrature Q input signals correspond to samples of radar range returns from a matched filter receiver. For a homogeneous noise plus clutter environment, the I and Q signals are assumed independent and identically distributed (IID) Gaussian random processes with zero mean. Consequently, the outputs of the square law detector are an exponentially distributed random variables, and are serially sent into a tapped delay line of length N + 1. The N + 1 samples correspond to an even number N of reference window x n (n = 1, 2, · · · , N ) and a test cell D. The reference window is divided into a leading window and a lagging window. When a target is present in the test cell, the guard cells between the reference window and the test cell prohibit target energy from invading the reference window.
For the SVM-CFAR detector, a VI module is employed to calculate the VI statistic. A priori data are used as a training data set. In the training stage, A SVM module is trained by using the training data set. In the practical testing stage, the SVM module outputs a decision function y based on the VI of the current reference window and the test cell.
A CFAR module which contains various thresholds corresponding to different operational environments provides an adaptive threshold S according to the decision function y. For each test cell, the SVM-CFAR makes a target present or absent decision based on a comparison of the test cell to the threshold S. Precisely, A target absent decision is made if the value of the test cell is less than the threshold. Otherwise, a target present decision is made. The unique aspect of the SVM-CFAR is that it utilizes the VI as a feature to train the SVM module and provides the threshold S based on the classification results of the SVM module.
B. FEATURE EXTRACTION
The VI is a second order statistic which is function of the estimated population varianceσ 2 and estimated population meanμ 2 . Specially, the test cell is taken into consideration to calculate the VI in the SVM-CFAR. In this way, we can only use the VI rather than both the VI and the MR to recognize the current operational environment.
The VI is calculated by using
wherex is the arithmetic mean of the (N /2 + 1) cells in a half reference window and test cell. The probability density function of VI will change considerably, if a target signal or interfering targets present in the test cell or the reference window and other cells only contain lower power noises.
In [17] , the VI and the MR are compared with two thresholds (K VI and K MR ) to decide that the VI and the MR come from a nonvariable or a variable environment. However, for SVM-CFAR, in the training stage, we need to predefine a nonvariable or a variable property for each training sample based on the operational environments.
A simple example of the VI in a homogeneous environment is shown in Fig. 2 . The VI A is the variability index of the leading window and test cell. The VI B is the variability index of the lagging window and test cell. For a homogeneous environment, a target signal is in the test cell and lower power noises are in the reference window, so we assume the VI A and the VI B are both variable in this situation. Similarly, if one or more interfering targets are present in the leading or lagging reference windows, the VI A and the VI B will still indicate a variable environment. The corresponding example is shown in Fig. 3 .
For a clutter edges environment, as the clutter first enters the reference window, one or more leading window cells will occur higher power clutters. But the test cell and the lagging window only contain lower power noises. At this moment, the VI A and the VI B can be assumed as a variable environment and a nonvariable environment, respectively. The corresponding example is shown in Fig. 4 . As the clutter continues to move into the test cell, as shown in Fig. 5 , the VI A will appear to be a nonvariable environment, but the VI B will be a variable environment. Finally, as the clutter fills both the leading window and the lagging window, each will appear to be a nonvariable environment. The corresponding example is shown in Fig. 6 . In conclusion, for a homogeneous environment and multiple targets, both the VI A and the VI B can be assumed to be a variable environment. However, for clutter edges, either the VI A or the VI B appear to be a nonvariable environment. The relationship between the VI and the operational environments is shown in Table 1 .
C. SVM-CFAR ALGORITHM
From above discussions, we find that the VI A and the VI B can be the features to classify the operational environments. On the other hand, due to the surprising classification capability, SVM is extensively used in many classified applications. SVM has two main advantages. First, in SVM, the training data are first mapped into a high dimensional feature space through a nonlinear feature mapping function. Second, SVM can find the solution of maximizing the separating margin of two different classes in this feature space while minimizing the training errors. Therefore, we consider using the VI A and the VI B as the features to train a SVM. Then, the SVM can output a decision function y according to the classification results.
The decision function y of the SVM module can be expressed as [21] 
where x is a testing sample ( x ∈ R d , d is the dimension of the testing sample), w is a vector variable, b is a bias, T represents a transpose operator, φ ( x) represents a nonlinear feature mapping function, and sgn represents a signum function [21] sgn
In SVM-CFAR, x = [V I A , V I B ] (the VI A and the VI B comes from the current reference window and the test cell) and d = 2. To obtain w and b in (2), the SVM module need to be trained by using the training data set.
The distance between two different classes in the feature space is 2/ w . To maximize the separating margin and to minimize the training errors, the primal optimization problem is
where x i is ith training sample, y i is the corresponding label (y i ∈ {−1, 1} for a two-classes pattern), ( x i , y i ) represents ith training data, ξ i is the training error of ith training data, M is the number of the training data, and C is the regularization parameter which provides a tradeoff between the distance of the separating margin and the training errors. Table 1 , if the operational environment of ith training sample is clutter edges, we will define y i = −1. Otherwise, y i = 1. Due to the possible high dimensionality of the vector variable w, (4) is equivalent to solving the following dual problem [21] 
where each Lagrange multiplier α i corresponds to ith training data After (6) is solved, using the primal-dual relationship, the optimal w satisfies
where M s is the number of support vectors. The decision function y of the SVM module can be rewritten as
In (8), α i and b can be obtained through the training stage. Then, to get the decision function y, we only need to substitute the x into (8) in the practical test stage. In general, the radial basis function (RBF) kernel is a reasonable first choice [22] RBF : K x i , x j = exp −σ x i − x j 2 , σ > 0, (9) where σ is kernel parameters, and exp represents an exponent function. The SVM module consumes extra computational costs. However, there are many methods to alleviate the extra computational costs in the SVM-CFAR. First, the most computational tasks are completed during the training stage. Second, only the support vectors can participate in the computation of (8) . The last but most important method is that using the VI rather than the entire reference window [19] as a feature to train the SVM module can dramatically reduce the computational burdens. This is because the computational costs of a SVM is order (exp d ) [21] , [22] . Fortunately, d of the SVM-CFAR is merely 2 through feature extraction.
D. THE CFAR MODULE
The CFAR module of the SVM-CFAR contains two CFAR detectors, the ACCA-CFAR and the GO-CFAR. The CFAR module calculates one adaptive threshold S from the two detectors according to the decision function y. y = 1 indicates that the current operational environment is a homogeneous environment or multiple targets, so S = S ACCA (S ACCA is the adaptive threshold of ACCA-CFAR). On the contrary, y = −1 indicates that the current operational environment is clutter edges, so S = S GO (S GO is the adaptive threshold of GO-CFAR). The adaptive threshold S of the SVM-CFAR in different environments is shown in Table 2 . 
E. SVM-CFAR PERFORMANCE ANALYSIS
The goal of the SVM-CFAR is to achieve a good performance in different environments, which requires that the SVM module has a low probability of classification error. Based on above discussions, y = 1 and D > S ACCA indicate that the current operational environment is a homogeneous environment or multiple targets and there is a target in the test cell. However, if the SVM module outputs y = −1 due to classification error and D < S GO , this classification error will degrade the P d of the SVM-CFAR. A P d hypothesis test for a two-classes pattern is defined as
From (10), we can find that a classification error may increase β. The relationship between the P d of the SVM-CFAR and β can be expressed as
where P d,desired is a desired P d , which corresponds to the P d of the ACCA-CFAR for homogeneous environments and multiple targets. From (11) , it can be seen that the greater β, the worse P d,svm .
In an analogous fashion, y = −1 and D < S GO indicate that the current operational environment is clutter edges and there is no target in the test cell. However, if the SVM module VOLUME 5, 2017 outputs y = 1 due to classification error and D > S ACCA , this classification error will degrade the P fa of the SVM-CFAR. A P fa hypothesis test for a two-classes pattern is defined as
Similarly, from (12), we can find that a classification error may increase γ . The relationship between the P fa of the SVM-CFAR and γ can be expressed as
where P fa,desired is a desired P fa , which corresponds to the P fa of the GO-CFAR for clutter edges. From (13) , it can be seen that the greater γ , the worse P fa,svm .
III. PERFORMANCE OF SVM-CFAR DETECTOR
A. TRAINING DATA SET For a design P fa = 10 −4 , we study the performance of the SVM-CFAR for N = 24. The training data set in our simulations is shown in Table 3 . The notation − and . . . represent none and ellipsis, respectively. The multiple targets contain one interfering target in different positions of the reference window. The clutter enters the reference window from x 1 to x N for clutter edges. The target SNR = [0, 3, 6, 9, 12, 15, 18, 21, 24, 27 , 30] (dB). Therefore, the total number of the training data set M = 2 * 25 * 11 * 10 = 5500. The SVM module is implemented by using the LIBSVM library [22] . In our simulations, we choose the RBF kennel function with C = 1 and σ = 1 through a grid-search method [22] . M s = 2662. The detection performance of the well trained SVM-CFAR is compared to those of the CA-CFAR, the GO-CFAR, the SO-CFAR, the OS-CFAR, the ACCA-CFAR, and the VI-CFAR detectors in different environments. The censoring point of the OS-CFAR is 3N /4 [5] , [7] . For the ACCA-CFAR, we take the lowest cell p = 16 [12] . 
B. SIMULATION RESULTS
In Fig. 7 , we present the P d of these detectors in a homogeneous backgrounds. We observe that the SVM-CFAR acts like the CA-CFAR and the ACCA-CFAR in homogeneous backgrounds. The SVM-CFAR detector slightly performs better than the VI-CFAR and the GO-CFAR, and is obviously superior to the OS-CFAR and the SO-CFAR. Fig. 8 shows β, which is less than 0.001 for different target SNRs in the test cell. The actual value of β agrees very well with theoretical value which is calculated by using (11) . Fig. 9 shows that the P d in the environments with a single interfering target. We can find that the CA-CFAR and the GO-CFAR have a substantial performance degradation while the performance of the SVM-CFAR, the OS-CFAR, and the ACCA-CFAR is relatively unaffected. The SVM-CFAR performance is somewhat better relative to the SO-CFAR and the VI-CFAR. Like the ACCA-CFAR, the SVM-CFAR detector is not affected by the position of the interfering target in the reference window. Fig. 11 shows that P d for the case of four interfering targets both in the leading window and the lagging window. In this case, the detection performance degradation of the SO-CFAR and the VI-CFAR is more severe. We note that the SVM-CFAR and the ACCA-CFAR are robust in the sense that no excessive detection degradation occurs. Fig. 10 and Fig. 12 show the β for one interfering target and four interfering targets, respectively. We observe that β is still very small for these cases.
The P fa of the SVM-CFAR in clutter edges environments is shown in Fig. 13 where the clutter-to-noise ratio (CNR) is 10dB. We observe that the P fa of the SVM-CFAR (P fa,svm ≈ 0.004) is somewhat worse relative to the P fa of the GO-CFAR (P fa,go ≈ 0.0006) and the P fa of the VI-CFAR (P fa,vi ≈ 0.0007) when the clutter transition occurs at the test cell. This is because when the clutter fills the test cell, there is a relatively greater γ (although the maximum of γ is less than 0.0034), as shown in Fig. 14 . However, the P fa of the SVM-CFAR is somewhat better relative to the P fa of the CA-CFAR (P fa,ca ≈ 0.0061) and far better than the P fa of the OS-CFAR (P fa,os ≈ 0.0252), the P fa of the ACCA-CFAR (P fa,acca ≈ 0.0378), and the P fa of the SO-CFAR (P fa,so ≈ 0.2673).
IV. CONCLUSION
An intelligent CFAR detector based on support vector machine techniques is proposed. The proposed detector uses the variability index as the feature to train a SVM module and can select the proper threshold according to the classification results of the SVM module for different environments. The simulation results show that the proposed detector provides low loss performance in homogeneous backgrounds and also performs robustly in nonhomogeneous environments including multiple targets and clutter edges. Moreover, many researchers have studied the properties of non-Gaussian distributions in recent years, such as Weibull distribution, K distribution, Pareto distribution, and so on. Therefore, we consider using machine learning techniques to improve the detection performance for above distributions in future work.
