This paper addresses the synthesis of novel views of people from multiple view video. We consider the target area of the multiple camera 3D Virtual Studio for broadcast production with the requirement for free-viewpoint video synthesis for a virtual camera with the same quality as captured video. A framework is introduced for view-dependent optimisation of reconstructed surface shape to align multiple captured images with sub-pixel accuracy for rendering novel views. View-dependent shape optimisation combines multiple view stereo and silhouette constraints to robustly estimate correspondence between images in the presence of visual ambiguities such as uniform surface regions, self-occlusion, and camera calibration error. Free-viewpoint rendering of video sequences of people achieves a visual quality comparable to the captured video images. Experimental evaluation demonstrates that this approach overcomes limitations of previous stereo-and silhouette-based approaches to rendering novel views of moving people.
Introduction
The challenge of creating realistic computer generated scenes is leading to a convergence of computer graphics and computer vision technology. Where computer graphics deals with the complex modelling of objects and simulation of light interaction in a virtual scene to generate realistic images, computer vision offers the opportunity to capture and render such models directly from the real world with the visual realism of conventional video images, illustrated in Fig. 1 .
One of the key challenges lies in the creation of realistic human models, a central component of most visual media. In recent years the problem of generating visually realistic graphical models of people has been addressed through computer vision techniques. The concept of using multiple cameras for 3D production of actors is now being explored in the broadcast industry [27, 11] . Traditionally, the use of computer graphics in broadcast has centred on the virtual studio in which a camera films live action against a chroma-key background. Virtual studio technology has developed to the point where the 2D video of an actor can be automatically composited over a background video in real time with movement of the real studio camera [11] . This opens up the potential for a 3D Virtual Studio in which a virtual camera can be used in post-production to automatically generate free-viewpoint video sequences for an actor captured from multiple view video with static cameras. The primary requirement for free-viewpoint video in broadcast production is the synthesis of image sequences of actors with the same visual quality as conventional broadcast footage.
There are two strands of research in computer vision and graphics that will potentially lead to the realisation of image-based human appearance capture in a 3D Virtual Studio. First, marker-free visual motion capture in which the motion of a person is tracked from multiple cameras. Second, accurate scene reconstruction to capture the dynamic shape and appearance of a person moving in the studio. In this paper, we address the problem of reconstructing the geometric shape and rendering the appearance of a person from multiple view video sequences. The approach is an image-based rendering technique [4, 36] where scene geometry is estimated from multiple view images and used as a proxy to render the desired virtual view by re-sampling the input images. The principal novelty of our approach is view-dependent optimisation of the estimated scene geometry to render the desired virtual view. There are several important considerations in our approach to the problem:
(1) Robust 3D shape estimation in the presence of reconstruction ambiguities such as self-occlusions between camera images or uniform surface appearance; and (2) Sub-pixel image correspondence in the presence of inexact camera calibration for rendering with the visual quality of the original images.
In this work, we present a new approach for view-dependent optimisation of estimated scene geometry for rendering novel views. A robust initial estimate of the scene geometry is derived from the visual-hull using multiple view silhouette images [18] . View-dependent refinement of the geometry is then performed to optimise multiple view image correspondence for rendering using surface-based stereo [6, 9] . The estimated view-dependent scene geometry gives sub-pixel accurate correspondences between captured images to render novel views. View-dependent optimisation achieves virtual view synthesis with a visual quality comparable to the captured images in the presence of camera calibration error and visual ambiguities such as self-occlusion or regions of uniform appearance. The principal novelty of this approach is to combine previous research in visual-hull [18] and surface-based stereo [6, 9] in a view-dependent rendering algorithm for novel view synthesis.
View-dependent optimisation is compared with results for previous approaches to image-based rendering of moving people using the visual-hull [23, 22] or multiple view stereo [15] . We demonstrate that the technique provides a more robust estimate of geometry and improved visual quality in rendering novel views of moving people.
Related work
The acquisition and rendering of visually realistic images of real objects and scenes has been a long standing problem in both computer graphics and computer vision. There are two contrasting approaches to the problem: image-based modelling and image-based rendering. In image-based modelling, a 3D surface model is constructed for a scene and texture maps are extracted from the images. The advantage of this approach is that it allows the model to be rendered and manipulated in a conventional computer graphics pipeline. The disadvantage lies in the quality of the geometric and photometric reconstruction that can be achieved from images and the fixed appearance given by the model texture. Image-based rendering on the other hand synthesises novel views directly from the original images rather than through explicit reconstruction of scene geometry. This provides greater visual fidelity to the original data at the cost of requiring dense sampling of the scene for view synthesis. Researchers have introduced variants such as view-dependent texture mapping [6] and surface-based light fields [35] which combine scene geometry with imagebased rendering techniques. Buehler et al. [4] presented Unstructured Lumigraph Rendering a unified framework for image-based modelling and rendering where various levels of geometric information are used in image-based rendering algorithms.
In this paper, we introduce a view-dependent approach to optimise scene geometry for image-based rendering of novel views. The contribution of this approach is the combination of visual reconstruction algorithms to achieve sub-pixel correspondence for rendering novel views from video sequences of dynamic scenes of people. Zitnick et al. [36] recently introduced a related approach for high-quality view interpolation from multiple view video. Their approach combines multiple view stereo reconstruction to obtain photo-consistent correspondences across all views. Scene reconstruction provides a global depth matte for rendering novel views. This approach does not require a prior matting of foreground and background objects allowing view synthesis for general scenes. In this work, rather than reconstructing a single global model we reconstruct a view-dependent estimate of scene geometry for optimal correspondence of multiple views to render a specific novel view. The advantage of this approach is that in the presence of camera calibration errors or incorrect correspondence due to visual ambiguity a global model may not be optimal for rendering a specific view. View-dependent optimisation also allows correspondence across a wider baseline than conventional stereo requiring fewer cameras to achieve the same range of virtual viewpoints. However, we require prior segmentation of the foreground object which is appropriate for studio production but a limitation for general scenes.
Image-based modelling
Geometric modelling from images is a central problem in computer vision and techniques have been developed to automate the process of scene reconstruction [13] . Techniques for shape estimation from multiple cameras include visual-hull reconstruction from image silhouettes [18] , photo hull reconstruction from colour consistency between images [30, 17] , and surface reconstruction from stereo correspondence between pairs of camera images [15, 24] .
Multiple camera systems have been developed to reconstruct dynamic sequences of people, Moezzi et al. [23] demonstrated the use of the visual-hull, Vedula et al. [34] made use of the photo hull, and Kanade et al. [15] fused multiple stereo depth-maps to create surface models of a moving person. There are several important limitations of these techniques for visual reconstruction. The visual-hull provides only a bounding approximation to a scene from silhouettes [18] . Matching colour between images in the photo hull can refine the estimated shape, however, colour consistency techniques suffer from holes or false cavities in the volume of a scene where consistency cannot be correctly estimated between views, and the fattening of areas of the scene where there is insufficient colour information in the images to distinguish different surfaces [8] . Finally, stereo correspondence fails in regions of uniform appearance and at occlusion boundaries resulting in incorrect depth estimates.
In this paper, we optimise surface shape using multiple visual cues (silhouette and stereo) to achieve robust reconstruction in the presence of visual ambiguities. Modelbased approaches assuming knowledge of the scene geometry have previously been used in visual reconstruction to combine multiple cues. Terzopoulos [33] introduced deformable surfaces in which a prior model is deformed to satisfy multiple constraints on shape. Recently, model-based approaches using a prior humanoid model have been applied to reconstruction from multiple view silhouettes [5] and the combination of silhouettes with stereo [26, 31] . However, model-based approaches are limited to reconstruction of scenes which are close to the model structure. Current approaches have been restricted to scenes of people with relatively tight clothing and short hair. Inexact model shape [5, 26] and integration of images from all views into a single geometry and texture [31] results in a loss of resolution in rendering novel views.
Surface-based stereo refinement approaches have been introduced to avoid prior assumptions on surface shape for reconstruction of general scenes [6, 9, 14] . These approaches estimate an initial coarse approximation of the scene geometry using photogrammetric model-fitting [6] , stereo [9] or the visual-hull [14] . The initial surface approximation is then refined using stereo correlation or photometric consistency across multiple views. Refinement of an initial surface approximation constrains stereo matching allowing reliable estimation of correspondence across relatively widebaseline views. Debevec et al. [6] used stereo correlation search to refine an initial scene model of architectural facades. Surface-based optimisation approaches are used in [9, 14] to refine an initial model for photometric consistency between captured views. Optimisation via gradient descent converges to the nearest local minimum which may give incorrect solution for visual ambiguities. In this work, we combine stereo correlation search with surface optimisation to avoid problems of convergence to local minima in surface-based refinement. As in [14] we use the visual-hull to provide a robust initial approximation of surface shape and constrain the reconstructed surface to satisfy the observed image silhouettes. A novel contribution of this work is the view-dependent optimisation of surface shape for photometric consistency rather than reconstruction of a single global model. This gives improved performance in novel view synthesis for real scene in the presence of visual ambiguities.
View-dependent rendering
Hybrid techniques have been introduced to combine an image-based representation of appearance with geometric reconstruction [4] . These techniques provide the visual quality of image-based rendering, making use of reconstructed scene geometry to interpolate from a sparse set of camera images. Debevec et al. [6] introduced the concept of view-dependent texturing from photographs and demonstrated the visual realism that can be achieved in rendering using the camera images as multiple texture maps. Pulli et al. [28] introduced the concept of both view-dependent geometry and texture for general view-dependent rendering. Their approach uses accurate geometry and texture from colour range scans. Novel views are synthesised by rendering the three closest range scans to the desired view and blending. These techniques provide the visual quality of the captured images closest to the novel viewpoint in rendering.
View-dependent approaches have been applied to rendering sequences of moving people from novel views [29, 21, 20, 34] using the visual-hull and photo-hull to reconstruct approximate scene geometry. These approaches reproduce view-dependent appearance but result in significant visual artefacts due to inaccurate geometric reconstruction. Several problems remain for virtual view synthesis from multiple view video sequences: (1) robust shape reconstruction; and (2) accurate image correspondence for view-dependent rendering. Current techniques for view generation rely on a single reconstructed global scene model and render novel views from the camera images using the scene geometry. Errors in the global scene model lead to misalignment between images and blurring in the rendered images, as shown later in Fig. 7 . In this paper, we introduce a view-dependent approach to estimate the scene geometry which best aligns the multiple view images for rendering a specific view. This approach uses view-dependent geometry and texture [28] which is estimated directly from the scene. The technique achieves sub-pixel accurate image correspondence of neighbouring views for rendering a view-dependent appearance to minimise visual artefacts due to misalignment and blur.
View-dependent reconstruction and virtual view rendering
In this section we present an algorithm for view-dependent optimisation of scene geometry to render novel views from multiple view image sequences. An initial estimate of scene shape is obtained using the visual-hull from multiple view silhouette images [18] . A discrete volumetric representation of the visual-hull [32] is triangulated using the Marching Cubes algorithm [19] to produce an initial mesh representation of the scene surfaces. View-dependent shape optimisation is then performed to refine the initial estimate of surface shape to obtain accurate correspondence between multiple view images.
View-dependent shape optimisation
Shape optimisation is performed in a regularised coarse-to-fine framework to satisfy constraints on multiple view stereo correspondence and silhouettes. The surface shape is regularised to reconstruct a smooth surface approximation in regions of visual ambiguity such as uniform appearance where stereo correspondence is unreliable. This approach follows the physically based deformable surface framework proposed by Terzopoulos [33] . A cost-function is constructed consisting of a potential energy term derived from the fit of the model to the data, and an internal energy term that penalises the deviation from the desired model properties. The surface SðxÞ, wherex is a point on the surface in R 3 , is then deformed to minimise the total energy function, E (S), hence minimising the error between the model and the data while the internal energy regularises the model deformation. In multiple view fitting we use the cost of fitting to stereo data E S ðxÞ and matching the visual-hull E V ðxÞ. The trade-off between these data terms is governed by a weighting function, bðxÞ, and the influence of model regularisation, E R ðxÞ, is governed by aðxÞ.
We discretise the energy function at the vertices of our meshx i and use gradient descent for minimisation. In terms of physics-based deformable models this is equivalent to a zero mass dynamic system. The deformation of the mesh vertices is then given as:
where $ is the gradient representing the rate of change of energy for each mesh vertex. The weighting between stereo and silhouette observation constraints bðx i Þ is set on a per vertex basis as described in Section 3.3. The relative weighting of the regularisation term is set to a constant value throughout this work as described in Section 3.4. In the following sections we define the cost-function terms used for view-dependent optimisation from multiple view images.
Silhouette observation cost
The visual-hull is used to provide an initial estimate of the scene geometry for optimisation, we then seek to update the estimated geometry to align stereo correspondence. Stereo matching can, however, fail where there is a limited variation in image appearance or where there is significant distortion in appearance between views due to projective distortion or occlusion boundaries. Silhouette data are therefore incorporated by fitting to the visual-hull surface. A data energy term for the visual-hull, E V ðx i Þ, is defined as the squared error between the vertex position and the closest point on the visual-hullỹ i .
This cost term constrains the reconstructed surface to satisfy the observed multiple view image silhouettes. In view-dependent optimisation this ensures that the reconstructed surface reprojects to the silhouette observations from adjacent images, where stereo correspondence is likely to fail due to distortion in appearance [36] .
Stereo observation cost
In stereo matching we use a direct search for stereo correspondence between the images used in view-dependent rendering. This ensures that the surface satisfies the best stereo correspondence rather than local gradient descent used in previous surface-based optimisation [9, 14] which converges to the nearest local minima.
View-dependent optimisation for a novel view is performed by optimising geometry to satisfy stereo correspondence in the camera images used to render the novel view. For each mesh vertex we first determine a key-view image, from the set of views used in rendering. The key-view image for vertexx i is defined as the camera view used in rendering that has the closest viewpoint to the direction of the vertex normal. We then recover the correspondence by stereo search between the key-view and the offsetview images forming camera pairs with the key-view image. Surface optimisation then provides the geometry that satisfies stereo correspondences for the set of camera images used in rendering.
Stereo correspondence is performed assuming a fronto-parallel surface at each vertex and using area-based normalised cross-correlation between rectified camera images [10] . For each offset image in each stereo pair we locate the sub-pixel match to the key image with the highest correlation score. The search range is defined along the epipolar line in each rectified offset image according to the expected maximum error in the shape of the mesh. This surface-based stereo search, starting from an initial estimate of the surface geometry, ensures correct correspondence for relatively wide baselines [6] . We also match up to a specified pixel error perpendicular to each epipolar line according to the expected accuracy of the camera calibration as illustrated in Fig. 2 .
For each mesh vertex,x i , we derive a sub-pixel correspondence in each offset image and a reconstructed 3D position,z i . The stereo energy term at each vertex, E S ðx i Þ, is defined as the squared error between the vertex position and the reconstructed 3D positionz i;c for each offset camera c. We therefore seek a least-square error fit to the matched vertex positions across the whole mesh, as given by Eq. (4), where n c i indicates the number of offset cameras for which a 3D position is derived.
The energy term is weighted according to the quality of the stereo matches as given by the correlation score w i,c 2 [0, 1]. This enables a trade-off to be obtained using the weighting function bðx i Þ between fitting stereo data where good matches are obtained and fitting silhouette data where matching is poor, Eq. (5).
In stereo matching it is important to account for self-occlusions to prevent incorrect matches between occluded and visible regions. The visibility of each mesh vertex in each camera image is determined by rendering the mesh to each camera view [7] . Stereo matching is only performed for vertices that are visible in a particular view.
Surface regularisation
The standard approach to shape regularisation is to treat a deformable model as a thin-plate material under tension [33] . Here, we use membrane tension for regularisation. The membrane functional for E R across a parameterised surfacexðu; vÞ is given in Eq. (6) and the variational derivative is given by the Laplacian MðxÞ. Under the simplifying assumption of a regular mesh parameterisation, the Laplacian at a mesh vertex is given by the ''umbrella-operator'' in Eq. (7) where the index v spans the 1-neighbourhoodx i;v of a vertexx i [16] .
The effect of the umbrella operator is to pull vertices towards the centroid of the 1-neighbourhood. This regularisation term maintains a uniform parameterisation of the mesh surface during deformation. The weighting function aðx i Þ introduced in Eq.
(1) provides user defined control over the degree of regularisation required in data fitting. The exact value of the parameter required will depend both on the accuracy of the data used in fitting, as well as the triangulation of the mesh due to the scale dependence of the umbrella operator. The parameter is therefore domain specific, throughout this work a fixed value of aðxÞ ¼ 10 is used to allow comparison of results.
Multi-resolution surface optimisation
Surface optimisation is performed in a coarse-to-fine framework to ensure robustness to errors in stereo correspondence. The surface shape is initialised from the visual-hull, this surface mesh is then optimised to match the appearance between the images used in view-dependent rendering. Given an expected maximum error between the visual-hull and the true surface, the search for stereo correspondence is performed up to the maximum search range between the key and offset image views. Vertex locations are then updated to minimise the energy function, Eq. (1). The expected error is successively reduced and the model again deformed to minimise the energy. The convergence criteria at each error level is set to the error estimate multiplied by the error reduction factor such that the assigned data remain within the matching range at the next iteration of mesh deformation. Optimisation is stopped when the error level reaches the reconstruction accuracy of the camera set-up.
The multiple-resolution surface optimisation algorithm is presented in Algorithm 1. The advantage of the coarse-to-fine matching and model deformation is that it allows the mesh to converge to a global solution avoiding local minima due to erroneous stereo matches. This increases the range of convergence compared to local optimisation techniques [9, 14] . The technique also provides sub-pixel accurate image correspondence for the mesh vertices up to the expected calibration accuracy of the camera system for subsequent rendering. In this work, we assume a maximum initial shape error of init = ±200 mm and a 2 pixel reprojection error in all cases. We use a conservative error reduction factor, g ¼ 1= ffiffi ffi 2 p , equivalent to reducing the energy function by half at each stage of optimisation.
Algorithm 1: Coarse to fine surface optimisation (1) (extract surface mesh for visual-hull) (2) set (camera view for rendering) (3) set (initial expected maximum shape error = init ) (4) while ( > reconstruction accuracy) (5) set (mesh visibility in camera images) (6) for (each mesh vertexx i ) (7) set (closest surface voxelỹ i ) (8) for (each camera used in rendering) (9) set (stereo matchesz i;c ) (10) while ðk
View-dependent rendering
In view-dependent rendering the original camera images are used as a set of texture maps for the surface mesh and blended according to the rendered view point using the optimised view-dependent mesh shape and the sub-pixel accurate matches derived in the images. A virtual view is generated using multi-pass hardware accelerated OpenGL rendering. The mesh is first rendered with a set of view-dependent vertex colours to provide surface appearance where triangles cannot be textured due to occlusion. Multi-pass texturing is then used to render the mesh from each camera image with the texture modulated by a set of view-dependent blend weights at each vertex. In our studio, cameras are located on a circular arc surrounding the subject and view-dependent rendering is performed using the two camera images closest to a rendered view.
Vertex colour is derived using a vertex centred view-dependent blend weightb im for vertex i in image m. The vertex weight is defined according to the proximity of a camera viewpoint to the rendered view, b im ¼ cos / im [28, 25] as shown in Fig. 3A . The vertex weights are normalised to sum to one across all visible viewŝ
The colour at each model vertexĨ i is defined as the weighted average of the image colour in each image,Ĩ i ¼ P mb imĨ im . Some vertices may be occluded in all camera views and a vertex colour cannot be derived. Each vertex with no colour assignment is therefore iteratively assigned an average of the adjacent vertex colours to complete the surface appearance.
View-dependent texturing is performed using a triangle centred vertex weightb imf for each vertex i on triangle facet f in camera m. The vertex weight is defined as b imf ¼ cos / im À cos / i12 , where / i12 is the angle between the two viewing directions to the cameras used for texturing at the vertex, as proposed by Pighin et al. [25] and shown in Fig. 3B . Blending favours the original camera views exactly when the virtual viewing direction is coincident with a camera viewing direction. The vertex weight is set to zero if the vertex is occluded or projects to the segmented background region of the image. Weights are then normalised to sum to one across the two texture views to giveb imf .
Multi-pass texturing linearly interpolates the red, green, and blue colour values in the camera images to obtain the view-dependent rendered image colour value. Linear interpolation in r, g, b colour space is not guaranteed to give a perceptually reasonable intermediate colour if different colours are blended. In this work, we make use of the image-plane correspondence derived for a mesh, providing sub-pixel accurate texture coordinates for the camera images. This ensures that the camera images are aligned for texturing and that the view-dependent colour of a surface point is blended. Under the assumption of the dichromatic reflection model for the surface, accurate correspondence between views and colour matched cameras this will provide perceptually consistent interpolation.
Results
In this section we present and discuss the performance of the proposed technique for the estimation and rendering of view-dependent geometry and appearance from multiple view video sequences. The technique is first compared against ground truth data for a synthetic test case. Results are then presented for dynamic sequences of people captured in a multiple camera studio.
Real video sequences are recorded from eight cameras in a blue-screen studio with controlled illumination. Synchronised video sequences are captured with 25 Hz PAL-resolution progressive scan Sony DXC-9100P 3-CCD colour cameras. Seven cameras are positioned in a frontal arc of approximately 110°with radius 4 m, giving six stereo pairs for matching with a baseline of 1.2 m between each camera. The eighth camera is mounted above the capture volume looking vertically down to increase the intersection angle between views for reconstruction of the visual-hull. The capture volume observed by all cameras is approximately 2.5 m 3 . A set of images captured with this camera configuration is shown in Fig. 4 . Intrinsic and extrinsic camera parameters are calibrated using a public domain calibration toolbox [1, 2] . Camera calibration provides a maximum reprojection error of 1.6pixels (0.6rms) averaged across the cameras which is equivalent to a reconstruction error in the order of 10 mm at the centre of the capture volume.
Comparison with ground truth
To evaluate the view-dependent performance against ground truth we consider an input set of synthetic images of a texture mapped cube object rendered from eight views with the same camera configuration and calibration parameters as the studio. The synthetic camera views of the textured cube object are shown in Fig. 5 . This test case provides ground truth data to test the reconstruction and rendering, allowing a quantitative evaluation of the proposed technique in comparison with shape from silhouette and multiple view stereo.
The view-dependent optimisation approach for virtual view rendering is compared with two approaches previously used for reconstructing sequences of people: visual-hull reconstruction from multiple view silhouettes using a discrete volumetric representation [18, 23] ; and merged 2.5D stereo reconstruction from multiple stereo pairs [15, 24] . Volumetric reconstruction of the visual-hull is performed with a voxel size of 10 mm to encompass the reprojection error in the real camera data. Camera calibration error is simulated in the images by adding a fixed displacement of up to 10 mm in a random direction to the cube when rendering the synthetic camera views shown in Fig. 5 . The image correspondence for rendering the visual-hull and merged 2.5D stereo depth-maps is obtained using the projected image plane location of the mesh vertices.
Reconstructed models for visual-hull, merged stereo and the view-dependent optimisation approach introduced in this paper are shown in Fig. 6 . This demonstrates the approximation error of the visual-hull and the degradation of merged stereo with increasing calibration error. A quantitative measure is proposed to assess the accuracy of the rendered images. It is not possible to make a comparison directly with views synthesised from the original cube as we cannot expect the camera images to reproject to the same original position in the presence of calibration error. Instead we note that the quality of the rendered images is degraded by the misalignment of the multiple camera textures used in view-dependent rendering. This produces the blurring and double exposure effects shown later in Fig. 7 . We therefore define an error metric that measures the difference in the RGB colour between the two camera textures used in rendering. The camera textures are first rendered independently to the virtual view-point without modulation. The root mean square RMS difference between the RGB colour is then computed across all pixels for which the colour is defined in both rendered images. For the exact colour balanced cameras used in the synthetic images we can expect that the RMS colour difference will be minimised where the camera textures are in alignment. Six virtual viewpoints are considered, positioned midway between the 7 cameras forming the frontal ring in the studio. The RMS difference in rendering is shown in Fig. 8 , for a range of simulated calibration errors. The graphs quantify the misalignment in the camera textures used in view-dependent rendering for the visual-hull, merged 2.5D stereo depth-maps and the optimised shape of the visual-hull derived in this work. The reconstructed shape for one virtual view is shown in Fig. 6 and the rendered images shown in Fig. 7 for simulated errors of 0, 5, and 10 mm.
The quantified colour difference shown in Fig. 8 illustrates the performance of the proposed technique in comparison with the visual-hull and multiple view stereo. The visual-hull represents an upper bound on the shape of the cube and so the surface will not be in correspondence even with exact camera calibration. A closer approx- imation to the underlying geometry can be obtained by making use of a greater number of image silhouettes. However, the visual-hull cannot reproduce any concavities in a scene which will always be out of correspondence. Stereo matching derives geometry by directly considering image correspondence and provides an improved estimate of geometry in this test case where there is a sufficient appearance variation in the images for matching. The accuracy degrades with the simulated error as the technique does not consider the reprojection error in the images and different stereo pairs will also provide different geometry estimates. In the view-dependent reconstruction algorithm introduced in this paper both silhouette and stereo observations are combined as complementary shape cues. The image-correspondence is optimised in the presence of calibration errors. This provides a more robust estimate of geometry and reduces the misalignment of camera images in rendering, providing an improved visual quality in virtual view synthesis.
Reconstructing and rendering people
In this section we present results of view synthesis for real people using the viewdependent optimisation framework. Reconstruction and rendering is first compared with the visual-hull and multiple view stereo. Fig. 9 shows a rendered viewpoint along with the corresponding geometry derived for each technique. The visual-hull, Fig. 9B , shows the blurring effect with incorrect geometry. The merged stereo, Fig.  9C , shows improved resolution but suffers from missing and incorrect sections of geometry due to the lack of appearance variation in the camera images for stereo matching. Fig. 9D shows the optimised shape of the visual-hull using both silhouette and stereo shape cues, and demonstrates the highest resolution with the recovered sub-pixel correspondence. Shape optimisation takes approximately 10 s on a 2.8 GHz Pentium IV PC.
Sequences of rendered views are shown in Fig. 10 for view-points with a virtual camera panning across the scene. Results demonstrate the quality of virtual view sequences reconstructed with view-dependent shape optimisation and rendering. The visual quality of synthesised virtual views approaches the resolution of the original camera images. The dynamic appearance of the clothing wrinkles produces a video-realistic result. Some artefacts are visible at the boundary of the reconstructed surface due to errors of silhouette segmentation in the original images. Boundary optimisation [36] could be introduced to overcome this limitation. Corresponding movie sequences can be viewed at [3] . Fig. 11 shows a further comparison of virtual views rendered using the visualhull and view-dependent optimisation. This comparison demonstrates that view-dependent optimisation eliminates visual artefacts due to incorrect geometry of the visual-hull approximation for a complex dynamic scene. This example with long hair and loose clothing could not be accurately reconstructed with previous model-based approaches for reconstruction of people [5, 31] .
Conclusion and discussion
A view-dependent approach to optimisation of surface shape for rendering of novel views has been introduced. This approach combines previous work in deformable surface optimisation [33] with shape-from-silhouette [18, 32] and surface-based stereo refinement [9, 6] to optimise the reconstructed surface shape with respect to the view point to be rendered. An initial estimate of scene surface shape is obtained using shape-from-silhouette. The view-dependent optimisation framework is then used to estimate a surface for the view-point to be rendered which minimises the stereo reprojection error between adjacent images. Stereo search and multi-resolution optimisation are used to ensure the reconstructed surface converges to the best correspondence within a given initial error range. This approach achieves sub-pixel reprojection error and is robust to visual ambiguities such as self-occlusion and uniform surface appearance where silhouette and stereo approaches fail. View-dependent image-based rendering with sub-pixel correspondence given by the estimated surface is then used to render the virtual camera view.
Results of virtual view synthesis for sequences of moving people demonstrate improved visual quality compared to previous visual-hull [23, 21] and multiple view stereo approaches [15, 24] . Virtual view video sequences reproduce the dynamics of clothing with a visual quality comparable to the captured multiple view images. Results of view synthesis from synthetic multiple view images demonstrate that the proposed approach is robust to errors in camera calibration.
The view-dependent optimisation using a regularisation framework implicitly assumes that the surface is locally smooth. For surfaces with crease discontinuities the correct shape will be reconstructed if there is good stereo correspondence in the edge region. In the absence of good stereo correspondence the regularisation approach will smooth the surface. If surface discontinuities were identified a priori they could be added as constraints in the optimisation. In practice for view synthesis of people the assumption of a locally smooth surface is reasonable and allows approximate reconstruction in areas of visual ambiguity such as surface regions with uniform appearance.
There are two limitations of the proposed approach which should be addressed in future research. First, the reconstructed model at each time instance is unstructured which prohibits editing of the scene structure. Model-based approaches [5, 31] reconstruct a consistent structured model but compromise visual quality. Future research should address reconstruction of structured models with the visual quality of the captured video. Second, the approach does not enforce temporal consistency between reconstruction for successive frames which may result in visual artefacts such as flicker. Previous work on visual-hull-based reconstruction [34, 12] enforced temporal consistency. However, as with rendering from the visual-hull reconstruction at a single time, errors in the geometry result in significant visual artefacts due to the resulting misalignment of multiple view images. Future research in view-dependent optimisation could enforce temporal continuity to eliminate any temporal artefacts in synthesised virtual view video sequences. In practice, temporal artefacts are greatly reduced with the proposed approach due to the optimisation of correspondence between images at each frame.
