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АЛГОРИТМ ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ С ИСПОЛЬЗОВАНИЕМ  
МЕТОДА СОПРЯЖЕННЫХ ГРАДИЕНТОВ 
 
Лахмицкий А.А., БГТУ, Брест 
 
Рассмотрим нейронную сеть, состоящую из n нейронных элементов распределительно-
го слоя и m - выходного слоя (рис. 1). 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1. Схема функционирования нейронной сети 
Для данной сети каждый нейрон распределительного слоя имеет синаптические свя-
зи ( )mjniwij ,1,,1, ==  со всеми нейронами обрабатывающего слоя. В качестве нейро-
нов выходного слоя используются элементы с некоторой функцией активации F [1, 2]. На 
вход сети подаются входные образы − векторы ( ) ( )Lkxxx knkk ,1,,1 == K . 
Выходное значение j-ого нейрона сети для k-ого образа определяется выражением: 
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Задача обучения нейронной сети с фиксированной функцией активации F состоит в 
нахождении весовых коэффициентов ( )mjniwij ,1,,1 ==  и порогов нейронных элемен-
тов ( )mjT j ,1= , которые минимизируют некоторую ошибку сети SE , как отклонение вы-
ходных значений kjy  от эталонных значений 
k
jt  − j-ого нейрона сети для k-ого образа. В 
качестве ошибки сети можно рассмотреть “квадратичное отклонение” 
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, которое будем называть квадратичной ошибкой сети. 
Столбец ( )Tmnmmmnn TwwwTwwwTwwwW ,,...,,,...,,,...,,,,,...,, 21222212112111=  будем называть 
приближенным решением или просто решением системы (по методу наименьших квадратов):  
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 достигает своего 
наименьшего значения.  
Рассмотрим дважды непрерывно дифференцируемую функцию ( )tES  − ошибку сети, 
как функцию нескольких переменных:  
( )mnmmmnnS TwwwTwwwTwwwE ,,...,,,...,,,...,,,,,...,, 21222212112111 . 
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Разложим функцию в ряд Тейлора, ограничиваясь частными производными второго 
порядка включительно: 
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )tWtWtWtWtEtWtWtEtEtE SSSS −+−+⋅∇+−+∇+=+ 1,1211,1 2 , 
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вектор градиента функции ( )tES , ( )tES2∇  − матрица Гессе вторых производных функ-
ции ( )tES  в момент времени t. 
Учитывая, что в соответствии с идеей метода сопряженных градиентов 
( ) ( ) ( ) ( ) ( ) ( )( )1)(1 −−⋅+∇⋅−=+ tWtWttEttWtW S βα ,                          (2) 
и введя обозначение ( ) ( ) ( )1−−=∆ tWtWtW , получим 
( ) ( ) ( ) ( ) ( ) ( )( )+∆⋅+∇⋅−∇+=+ tWttEttEtEtE SSSS βα )(,1  
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( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )−∇∇⋅∇+∆∇⋅+∇∇⋅−= tEtEtEttWtEttEtEttE SSSSSSS ),(21,, 22αβα
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Найдем критические точки функции ( ) ( )βα;1 SS EtE =+ , как функции двух переменных. 
Для этого найдем частные производные функции ( )βα;SE  и решим систему уравнений: 
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Тогда  
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Вычислим частные производные второго порядка функции ( )βα;SE : 
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Тогда гессиан ( )βα;2 SE∇  функции ( )βα;SE  равен 
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В случае если ( ) 0;2 >∇ βαSE  и ( ) 0,2 >∇∇⋅∇ SSS EEE , то функция ( )βα;SE  достига-
ет минимального значения при ( )tα  и ( )tβ , определяемыми соотношениями (3). 
Таким образом, доказано следующее утверждение. 
Теорема. Величины квазиоптимальных параметров )(tα и ( )tβ  шага обучения ней-
ронной сети с использованием метода сопряженных градиентов в момент времени t оп-
ределяется соотношениями (3): 
Приведем алгоритм обучения нейронной сети с использованием метода сопряжен-
ных градиентов, использующий соотношения (3): 
1. Задается минимальная квадратичная ошибка сети mε , которой необходимо дос-
тичь в процессе обучения. 
2. Записывается число t=0 в счетчик числа итераций алгоритма. 
3. Случайным образом инициализируются весовые коэффициенты сети 
( ) ( )mjnitwij ,1,,1 == , и пороговые значения нейронных элементов ( ) ( )mjtT j ,1= . 
4. Подаются входные образы ( ) ( )Lkxxx knkk ,1,,1 == K  на нейронную сеть и вычис-
ляются векторы ( ) ( ) ( )( ) ( )Lktytyty kmkk ,1,,1 == K  выходной активности сети, определяе-
мые соотношениями (1). 
5. Если t≠0, то величины квазиоптимальных параметров )(tα , )(tβ  шага обучения с 
использованием метода сопряженных градиентов вычисляются в соответствии с соот-
ношениями (3), в противном случае параметр )(tα  определяется выражением 
( ) ( )( )( )( ))(),(
)(,
2 tEtEtE
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=α  [2], а )(tβ  полагается равным нулю. 
6. Производится изменение весовых коэффициентов ( ) ( )mjnitwij ,1,,11 ==+  и по-
рогов нейронной сети ( ) ( )mjtT j ,11 =+  согласно выражению (2). 
7. Полагается t=t+1. 
8. Алгоритм завершает свою работу, если суммарная квадратичная ошибка сети  
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 или норма вектора ( ) ( ) ( )1−−=∆ tWtWtW  не превосходят задан-
ной величины mε , т. е. ( ) mS tE ε≤  или ( ) mtW ε<∆ , в противном случае выполняется п. 4. 
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ПРИМЕНЕНИЕ НЕЙРОПОДОБНЫХ СЕТЕЙ 
В РЕШЕНИИ ЗАДАЧ РЕКУРСИВНОГО ФОРМООБРАЗОВАНИЯ 
 
Полозков Ю. В., ВГТУ, Витебск 
 
Искусственные нейронные сети позволяют эффективно решать широкий круг анали-
тических информационных задач. В компьютерной технологии изготовления простран-
ственно сложных (нерегулярных) объектов [1] - рекурсивном формообразовании – к та-
ким задачам относятся обработка изображений; организация баз данных, содержащих 
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