"likelihood ratio" (Mossman, 2006; Wollert, 2007; Wollert & Waggoner, 2009 ) for each test score in each age group for each table. Finally, the fifth would control for any differences in likelihood ratios and base rates.
The next five sections of this article describe the preparatory procedures we implemented to undertake the foregoing comparisons. The sixth summarizes our data analyses and results. In the concluding section, we discuss the statistical advantages of age-stratification for estimating recidivism risk and consider the implications of our findings and some of our analytical methods for risk assessment procedures, the development of actuarial tests, and forensic testimony about actuarial data.
Step 1: Removing the Age Item from Actuarial Scores As noted earlier, the original Static-99 contained an age item that assigned an extra point to those who were younger than 25 years old at their release from custody. The ASRS contains this same age item. Inclusion of an age item was an attempt by the test developers to insure that the effects of aging on recidivism were incorporated in the actuarial instrument. The development of age-stratified experience tables for these instruments is as an alternative way of incorporating aging into the assessment process.
It is important to remove the age item from an actuarial instrument when this approach is used, otherwise, the age factor will be counted twice in the analysis. Retaining the age item in the test would then have the effect of assigning those who are under 25 years old to higher risk groups than appropriate, generating risk estimates that are too low for them. The top panel of Table 1 shows the original Static-99 age-stratified experience table (Hanson, 2006) in which one extra point is assigned to each offender under 25. The first three members of our team used a version of the formula for calculating conditional probability, described in Waggoner, Wollert, and Cramer (2008) , to re-specify table entries in the age-stratified experience table reported by Hanson (2006) . The bottom panel of Table 1 shows the effect of removing the extra point for being under 25 and the increases in the cell-wise recidivism rates that were subsequently obtained. This table shall hereafter be referred to as "Respecified Static-99" or, more concisely, as "RS-99."
Insert Table 1 about here Waggoner et al. (2008) used this probabilistic reasoning to re-specify Static-99 scores (removing the age item) because frequency data were unavailable. Frequency data were available for the ASRS and our current team re-specified the recidivism rates for the two youngest offender groups by simply eliminating the dichotomous age item from the risk factor battery and recalculating the observed proportion of recidivists among the youngest offenders with low, medium, and high scores on the ASRS. The top panel of Table 2 shows the recidivism percentages originally reported by the last two members of our team (Skelton & Vess, 2008 ).
The bottom panel shows the effect of removing this point and the increases in the cell-wise recidivism rates that were obtained.
Insert Table 2 about here Step 2: Standardizing the Risk Levels in Each Table   The age-stratified experience table described Table 3 .
Step 3: Standardizing the Age Categories In Each Table   The age-stratified experience table presented by Hanson (2006) and Waggoner et al.
(2008) subdivided offenders into five age groups while the ASRS subdivided them into six age groups. To standardize the number of age groups to the greatest extent possible we combined the RS-99 data in Table 1 for those in the 18 to 24.9 age group with the data for the 25 to 39.9 group.
This operation generated the first column in the top panel of Table 3 . Then we combined the ASRS data in Table 2 for 18 and 19-year-olds with the data for 20 to 30 year-olds and 30 to 40 year-olds, yielding the first column in the bottom panel of Table 3 .
Insert Table 3 about here Step 4: Calculating the Likelihood Ratios for the Cells in Each Table   Doren (2004) compared the 5-year score-wise recidivism rates for the developmental cohorts of Static-99 (Hanson & Thornton, 2000) with other data sets he assembled so that they had base rates ranging from a low of 6% to a high of 40%. He claimed his analysis showed that "each 5-year recidivism percentage associated with a … Static-99 score was replicated" and that During this analysis we noticed that the "60 and over" group reported by Hanson (2006) and Waggoner et al. (2008) included only 204 offenders. Furthermore, only 11 of these offenders had high scores and none recidivated who had low scores. These results concerned us because we were unable to calculate a likelihood ratio for older offenders with low Static-99 scores and also because we felt the likelihood ratios for older offenders might be unstable because of their small numbers.
We therefore contacted the members of the Static-99 research team, who provided us with 5-year follow-up data on 394 sex offenders in the 60 and over group (Leslie Helmus, personal communication, December 17, 2009 ). Twelve offenders in this group recidivated -four with high scores, four with medium scores, and four with low scores. There were also 382 nonrecidivists in this group -43 with high scores, 152 with medium scores and 187 with low scores. The recidivism rate was therefore 9% for older offenders with high scores (4/43 = 9%), Running Head: Sexual Recidivism 3% for older offenders with medium scores (4/152 = 3%), and 2% for older offenders with low scores (4/187 = 2%).
The foregoing contribution enabled us to complete our analysis of the likelihood ratios for the ASRS and RS-99. Table 4 presents the comparable likelihood ratios for RS-99 and the ASRS. When we conducted tests for determining whether any pair of ratios differed from one another (Mossman, 2006) 3 , we found no differences.
Insert Table 4 about here
Step 5 Although each cell entry in an actuarial table is typically calculated by simply dividing the number of recidivists by the number of offenders in the cell, each entry is also a conditional probability estimate (Donaldson & Wollert, 2008; Wollert, March 2010) . Generally, a conditional probability is written as P(R + | S) and read as the "observed probability of recidivism (R + ) among those sex offenders who share a set of conditions (S) such that they are all a particular age and have been assigned a particular test score" (the vertical bar in the conditional probability term means "given that").
The similarity between two age-stratified tables may be assessed if sufficient probability data are available to support the compilation of two other tables of conditional probabilities. This is done by combining the base rate data from the first table with the likelihood ratios from the second and then combining the base rate data from the second table with the likelihood ratios from the first. The entries in these tables, which are independent of one another, may then be Running Head: Sexual Recidivism averaged to generate a "multi-sample age-stratified table" and the averages in this table may then be contrasted with an age-restricted table that has been compiled to reflect only score-wise recidivism rates. We used the following procedures to compile both tables in the present study.
1. We relied on RS-99 (the "all levels" row of the top panel of Table 3 ) to estimate the base rate of recidivism for each age group and on the respecified ASRS (the bottom panel of Table 3 ) to derive the age-wise LRs and thus estimate the extent to which the scale discriminates between recidivists and non-recidivists for each age and risk group.
2. Using Bayes's Theorem, we combined the age-wise recidivism rates from RS-99
with the likelihood ratios for the ASRS (see Table 4 ) to compile a table of conditional probabilities/risk percentages that controlled for age-wise recidivism rates 4 . This age-stratified table is presented as the top panel of Table 5 .
Insert Table 5 about here 3. We repeated the foregoing steps, relying on the respecified ASRS (see the "all levels" row of the bottom panel of Table 3 ) to estimate the base rate of recidivism for each age group and, on RS-99 (the top panel of Table 3 ), to derive the age-wise LRs (presented in Table 4 ).
The age-stratified table generated by these operations is presented as the bottom panel of Table 5 .
4. We averaged the cells in Table 5 that corresponded to one another, generating the multi-sample age-stratified table of sexual recidivism rates presented in Table 6 . We refer to this table as the MATS-1 because it is the first multi-sample age-stratified table of sexual recidivism rates that we are aware of that has been compiled using our procedures.
Insert Table 6 about here 5.. We averaged the corresponding score-wise recidivism rates in the "all ages"
columns of the top and bottom panels of Table 3 to derive a set of age-restricted recidivism estimates. The age-restricted recidivism estimate was 5% for offenders with low scores, 12% for those with medium scores, and 29% for those with high scores.
Data Analysis
To justify averaging the cells in Table 5 , we calculated the likelihood ratios for the RS-99R and ASRS for each test score when age groups were collapsed into those who were younger than 40 versus those who were over 40. Recidivism data for each instrument was therefore aggregated into 6 cells that reflected three score groups (high, medium, and low) and two age groups (younger and older). We adopted 40 as a break point because this was about the average age of sex offenders in RS-99 and the ASRS.
Then we calculated the "score-wise likelihood ratio" for each aggregated cell in three steps. The likelihood for recidivism was obtained first by dividing the number of recidivists in a given cell by the number of recidivists in the score group that included the cell. The likelihood for nonrecidivism was obtained next by dividing the number of nonrecidivists in the cell by the number of nonrecidivists in the score group. Finally, the score-wise likelihood ratio was obtained by dividing the likelihood for recidivism by the likelihood for nonrecidivism. enhance test performance will be more likely to recidivate than those whose scores are below average. This predictive power, in turn, will be reflected in likelihood ratios that are greater than 1 for those with above average scores and likelihood ratios that are smaller than 1 for those with below average scores (Wollert, 2007) . On the assumption that information about age enhances risk prediction for all test scores, we tested whether the likelihood ratios for the younger offenders were larger than the likelihood ratios for older offenders. All six of the tests in this analysis reached the .05 level of significance. The specific values of the various pairs of likelihood ratios that were compared are presented in Table 7 .
Insert Table 7 about here After this we analyzed the extent to which recidivism estimates based on age and actuarial scores were more accurate than recidivism estimates based only on scores by compiling a series of line graphs that plotted the average estimated conditional probabilities presented in Table 5 , broken down by age and score level, with the average score-wise recidivism rates of 5%, 12%, and 28%. These graphs are presented in Figure 1 .
It is clear from Figure 1 that the age invariance effect is a highly reliable phenomenon. It is also obviously the case that our age-stratified actuarial estimates recidivism more accurately than an age-restricted alternative, and that this effect is most evident for offenders in the high risk group. on criminal activity. Other advantages of the MATS-1 are that it covers an eight-year risk period rather than a five-year period and was derived from one data set for a convenience sample that includes cohorts from many different countries (the RS-99) and a second data set for a true exhaustive sample (the ASRS). The 10-year sexual recidivism rate for the latter sample was 9%, which is consistent with the five-year recidivism rate of 7% that Wollert and Waggoner (2009) reported for a representative sample of 17,697 United States sex offenders who were released from incarceration.
Our analytical methodology also provides forensic experts with an algorithm for making a quantitative evaluation of the precise extent to which "a factor external to an evaluation scheme Running Head: Sexual Recidivism contributes information to risk assessment" (Hanson, 2006, p. 353) . If the algorithm shows the likelihood ratio for a factor, "conditioned on all other known facts with regard to recidivism over some defined time interval" (Vrieze & Grove, 2010, p. 388), differs from 1.0 an evaluator may justifiably generate a recidivism estimate by combining the likelihood ratio with whatever base recidivism rate is most appropriate. She may also testify in court that it aids in the identification of sexual recidivists because it satisfies the "principle of all relevant evidence" (PARE), which is fundamental to the use of inductive logic for reaching recidivism decisions. age in logistic regression equations as an alternative to age-stratified tables for predicting the probability of recidivism. This would be an excellent solution if there were good reason to believe that the data followed a logistic curve which ranges from a probability of 0 to a probability of 1 and is symmetric about a probability of .5 (Pampel, 2000) .
It is unjustified, however, to use the logistic curve or any other smooth function to predict the probability of recidivism unless the values that are used to do so reasonably correspond with the definition of a scale. Whether one refers to them as "scale values," "total points," or "scores,"
the Static-99 "risk categories" do not meet this criterion. Younger offenders, for example, are likely to be assigned a certain score based on items that reflect antisocial behavior while older offenders may get the same score because of items that reflect sexually deviant behavior (Barbaree, Blanchard, Langton, & Cantor, 2009 ). In addition, it is unreasonable to assume that the increase in risk that accompanies a one point increase for the large number of offenders with low scores (see Table 1 ) is the same for the small number of offenders with high scores. group. This method is easy for evaluators to understand, use, and explain to the court. Hanson and the members of our research team have previously estimated the probability of recidivism by determining the observed proportion of recidivists in each cell of experience tables reported in several papers (Hanson & Thornton, 2000; Hanson, 2006; Skelton & Vess, 2008; Waggoner et al., 2008) , and we recommend that this method be used today as well.
Our results might be questioned because of misconceptions about Bayes's Theorem. To estimate the conditional probabilities in our base-rate adjusted table we used equation (3), which is an explicit formulation of Mossman's (2006) suggestions for this type of analysis. Our fourth footnote sets forth a proof that equation (3) is a mathematical identity that follows directly from the definition of conditional probability. Nonetheless, a few sexual recidivism researchers have Overall, our research on one cohort of 3,425 sex offenders scored on RS-99 and another cohort of 5,880 sex offenders scored on the ASRS illustrates the stability of age-stratified actuarial tables for assessing sex offender recidivism risk and leads to the conclusion that agerestricted tables do not match the accuracy of age-stratified tables for predicting recidivism.
Although further research will be necessary to isolate and verify which factors are the most efficient predictors of recidivism for different age groups, evaluators should report recidivism estimates from age-stratified or equivalent tables when they are assessing sexual recidivism risk, particularly when evaluating the aging sex offender (Barbaree, March 2010).
Running Head: Sexual Recidivism Footnotes 1 Lussier and Healey's article was published in 2010. The correct current citation is included among our references.
2 The Static-99 includes items that take into account an offender's prior sex offenses and his sentencing history, violent nonsexual convictions, non-contact sex offense convictions, relationship to his victims, sex of his victims, marital status, and age. 3 We used the following formula described by Simel, Samsa, and Matchar (1991) and later used by Mossman (2006) to determine whether any pair of Static-99 and ASRS discrimination or "likelihood ratios" differed from one another at the 95% confidence level:
, where LR L,U represents the upper and lower limits of the confidence interval for the ASRS ratio;
ln is the natural (Naperian) logarithm;
e is the base of the natural logarithm;
R i + is the number of recidivists in a cell defined by a particular age group and test score;
R i -is the number of non-recidivists in the cell of interest; NR + is the total number of recidivists in the age group that includes the cell; and NR -is the total number of non-recidivists in the age group that includes the cell.
An example would best explain how equation (1) was applied to one of the tests we conducted in evaluating the likelihood ratios in Table 4 . A total of 967 offenders from the ASRS database had medium scores and were 18-30 years of age at the time of their release. and the likelihood of nonrecidivism was 823/1,504 = .547. The age-wise likelihood ratio for this ASRS cell was therefore .689/.547 = 1.26. The likelihood ratio for the comparable cell in RS-99 was 1.12. Applying formula (1), the upper limit of the 95% confidence interval for the ASRS ratio was determined to be 1.584 and the lower limit was 1.002. The RS-99 ratio therefore did not differ from the ASRS ratio.
4 Two steps are involved in making this type of computation (Waggoner et al., 2008; Wollert, 2006; Wollert & Waggoner, 2009 ). The first is to calculate the "discrimination" or "likelihood ratio" for each of the particular risk categories (e.g., L, M, and H in the bottom panel of Table 2) under each particular age group in one actuarial table by using the following equation:
, where LR + equals the accuracy, or "positive likelihood ratio," with which a particular risk category differentiates recidivists from nonrecidivists among all offenders who fall in a particular age group; P(S | R + ) equals the percentage of all recidivists in the distribution of recidivists for a particular age group who are assigned to a particular risk category; and P(S | R -) equals the percentage of all nonrecidivists in the distribution of nonrecidivists for a particular age group who are assigned to a particular risk category.
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The second step consists of using an "odds ratio" version of the formula for the calculation of conditional probabilities, also known as Bayes's Theorem (Bayes, 1764) , that combines the age-wise base rates from another actuarial table with the likelihood ratios from the first table. This formula is written as
, where, per the last sentence of the second paragraph, P(R + ) stands for the recidivism rate for a particular age group in the top panel of Table 3 ; and P (R + | S) stands for the expected rate of recidivism on the condition that offenders of a particular age have been assigned to a particular risk category.
The following train of logic provides a mathematical justification for Equation (2):
If O(R + ) stand for the odds of recidivism, then
Solving (a) and (b) for P(R + ) and P(R + | S) and simplifying gives
A form of Bayes's Theorem, frequently used in medical applications, (see, for example, Mossman, 2006, p. 49 ) is written in terms of odds as
As an example of applying equation (3) in the study at hand, suppose that a total of 77 offenders from the ASRS data base recidivated who were 41 to 50 years old at the time of their release and 20 offenders in this recidivistic cohort had high actuarial scores. Also, further suppose that a total of 1,132 offenders from the ASRS database who were 41 to 50 years old did not recidivate and that 60 offenders in this non-recidivistic cohort had high scores. If R + for this age group was reported to be 8.8% per the RS-99 (see the intersection of the fifth row and the fourth column in the top panel of Original Results
Static-99 Levels
Age at release 18-24.9 25-39.9 40-49.9 50-59.9 60 and older All ages Tables 1 and 2) .
RS-99 (L = 0 and 1, M = 2 through 5, and H = 6 and above) All Levels 11.6 6.4 3.7 3.4 
