This paper is devoted to study the sharp Moser-Trudinger type inequalities in whole space R N , N ≥ 2 in more general case. We first compute explicitly the normalized vanishing limit and the normalized concentrating limit of the Moser-Trudinger type functional associated with our inequalities over all the normalized vanishing sequences and the normalized concentrating sequences, respectively. Exploiting these limits together with the concentration-compactness principle of Lions type, we give a proof of the exitence of maximizers for these Moser-Trudinger type inequalities. Our approach gives an alternative proof of the existence of maximizers for the MoserTrudinger inequality and singular Moser-Trudinger inequality in whole space R N due to Li and Ruf [27] and Li and Yang [28].
Introduction
Let Ω ⊂ R N (N ≥ 2) be a bounded smooth domain of R N and W
1,N 0
(Ω) be the usual Sobolev space on Ω, i.e., the completion of C for any β ∈ [0, 1) and α ≤ α β,N := (1 − β)α N . The inequality (1.2) is sharp in the sense that the supremum in (1.2) is infinite if α > α β,N . The Moser-Trudinger inequality was extended to entire space R N by the pioneer works of Cao [6] , doÓ [11] , Ruf [37] and Li and Ruf [27] . It was proved by Li and Ruf [27, 37] that sup .3) respectively. It should be remarked here that the proof of (1.4) in [4] is essentially based on the Young inequality while the proof of (1.3) is based on the method of blow-up analysis. A new and simpler proof of (1.3) and (1.4) was given in [22] . This new proof can be applied to obtain the sharp Moser-Trudinger inequality in entire Heisenberg group [21] . Such kind of singular Moser-Trudinger inequality is very important in analysis of partial differential equations, for examples, see [45] [46] [47] . We refer the interest reader to [2, 13, 15, 16, 32, 34, 39] for recent developments of (1.1) and (1.3 ). An interesting problem related to the Moser-Trudinger inequality is whether or not extremal functions exist. Existence of extremal functions for the Moser-Trudinger inequality (1.1) was proved by Carleson and Chang [7] when Ω is the unit ball, by Struwe [38] when Ω is close to the ball in the sense of measure, by Flucher [19] and Lin [29] when Ω is a general smooth bounded domain, and by Li [25] for compact Riemannian surfaces. The extremal functions for (1.3) was consider by Ruf [37] and Ishiwata [20] when N = 2. It was proved that there exists ǫ 0 > 0 such that the supremum in (1.3) is attained if ǫ 0 ≤ α ≤ 4π while for α > 0 small enough, the supremum is not attained. If N ≥ 3 the supremum in (1.3) is attained for any 0 ≤ α ≤ α N (see [20] for 0 ≤ α < α N and [27] for α = α N ). The extremal functions for (1.4) with β ∈ (0, 1) was recently proved by Li and Yang [28] . All proofs given in [27, 28] for the existence of extremal functions for (1.3) and (1.4) is based on the method of blow-up analysis. The method of blow-up analysis is now a standard method of dealing with the best Moser-Trudinger type inequalities. We refer the reader to the book [18] and the articles [2, 12, 13, 16, 25-28, 31, 32, 34, 41-44, 48, 49] for more details about this method.
In this paper, we give a new proof of the existence of extremal functions for (1.3) and (1.4). Our proof avoids the use of the method of blow-up analysis. Furthermore, we will consider a more general variational problem concerning to the Moser-Trudinger type inequalities. More precisely, we consider the following variational problem
where F is a nonnegative function and β ∈ [0, 1). The study of such a problem (1.5) is motivated by the work of De Figueiredo, doÓ, and Ruf [10] where they studied a more genral variational problem concerning to the Moser-Trudinger type inequalities of the type
where Ω is a smooth bounded domain of R N and F is a nonnegative function on R satisfying some suitable growth conditions. Following [10] , we make the following assumptions on the growth condition of F throughout this paper,
(F2) F is strictly increasing on R + and F (−t) = F (t), t ∈ R.
(F4) There exist the limits lim
We say that F has subcritical growth if lim
Otherwise, we say that F has critical growth, in this case we normalize to lim
Let B N denote the sharp constant in the following Gagliardo-Nirenberg-Sobolev inequality
A simple variational argument shows that B N is attained in W 1,N (R N ). Moreover, all maximizers are determined uniquely, up to a translation, dilation and multiple by a nonzero constant, by a spherically symmetric and non-increasing function.
Our first main result of this paper read as follow. (i) If β ∈ (0, 1) and F is subcritical then MT (N, β, F ) is attained.
(ii) If β ∈ (0, 1) and F is critical and satisfies the following condition
with λ < α
(iii) Suppose that β = 0 and F is subcritical and has the following expression
(iv) Suppose that β = 0 and F is critical and satisfies (1.7) with λ < α
The function F (t) = Φ N (α|t| N N−1 ) with α ≤ α β,N satisfies the conditions of Theorem 1.1, hence we recover the results of Ruf [37] , Li and Ruf [27] , Ishiwata [20] and Li and Yang [28] for the Moser-Trudinger inequality and singular Moser-Trudinger inequality in R N . Theorem 1.1 generalizes the results in [10] for the unit ball to the wholes space R N . Comparing with the results in [10] we see that the behavior of F near zero (1.8) plays an important role in studying the existence of maximizers for MT (N, 0, F ). Indeed, without this condition, nonexistence results can occur, for examples, when N = 2 and F (t) = e αt 2 − 1 with α > 0 very small (see [20] ). Another example is N = 3 and F (t) = Φ 3 (α|t| 3/2 ) − α 3 |t| 9/2 /6 with α > 0 very small (the proof is completely similar with the one of Ishiwata [20] ). The condition (1.7) with λ < α N −1 β,N /(N − 1)! is used to exclude the concentrating behavior of the maximizer sequence for MT (N, β, F ). We do not know, at this time, that whether or not maximizer for MT (N, β, F ) exists without this condition. A similar open problem on B 1 was posed in [10] (see section 2.5 in that paper).
Let us explain the method used to prove Theorem 1.1. We take a maximizing sequence u n for MT (N, β, F ). Using a rearrangement argument based on Pólya-Szegö principle [5] , we can assume that u n is spherically symmetric and non-increasing function. According to a concentration-compactness principle of Lions type [30] (see Lemma 2.3 below) we have one of following three possibles. Either u n is a normalized concentrating sequences or u n is a normalized vanishing sequences (see the precise definitions below) or u n converges weakly in W 1,N (R N ) to a non-zero function u 0 . Computing explicitly the upper bounds of the Moser-Trudinger type functional
on the normalized concentrating sequences and the normalized vanishing sequences, we can exclude the concentrating and vanishing behavior of u n . Using again the concentrationcompactness principle, we can prove the existence of extremal functions for MT (N, β, F ) in Theorem 1.1. We now make precisely the definitions of the normalized concentrating sequences and the normalized vanishing sequences following [20] .
(i) We say that {u n } n is a normalized concentrating sequence ((NCS) in short) if ∇u n N N + u n N N = 1 for all n, u = 0 and lim
A (NCS) consisting of radially symmetric functions is called a radially symmetric normalized concentrating sequence ((RNCS) in short).
(ii) We say that {u n } n is a normalized vanishing sequence ((NVS) in short) if ∇u n N N + u n N N = 1 for all n, u = 0 and lim
consisting of radially symmetric functions is called a radially symmetric normalized vanishing sequence ((RNVS) in short).
Next we introduce obstacle values for the compactness of maximizing sequences
is called a normalized concentration limit.
• The number
is called a normalized vanishing limit.
We will compute explicitly two limits in the following two theorems. The first one give us the normalized vanishing limit d nvl (N, β, F ). Theorem 1.4. Let F be a function on R satisfying the conditions (F1)-(F4). Then we have
To state the normalized concentrating limit d ncl (N, β, F ), let us give some notation. Let G be the distributional solution of the equation
on R N where −∆ N denotes N−Laplacian operator on R N and δ 0 denotes the Diract measure at the origin. It is well known that
) (e.g., see [27] ). Moreover, G is a spherically symmetric and strictly decreasing function and has the following expression
when x → 0 with A 0 is constant, and
(1.12)
The normalized concentrating limit d ncl (N, β, F ) is given in the following theorem.
Theorem 1.5. Let F be a function on R satisfying the conditions (F1)-(F4). Then we have
where A 0 is constant given by (1.11).
From Theorem 1.4 and Theorem 1.5, we see that the normalized vanishing limit and normalized concentrating limit depend on the behavior of the function F near zero and near infinity respectively. In particular, the normalized concentrating sequences have no role in studying MT (N, β, F ) when F is subcritical. The proof of Theorem 1.4 is elementary by using the assumption (F4). The proof of Theorem 1.5 is more complicate. We follow the argument of Ruf [37] when N = 2 by combining the arguments in [9, 10] . Accidentally, we correct a gap in [37] . In that paper, Ruf proved that the normalized concentrating limits d ncl (2, 0, F ) = πe with F (t) = e 4πt 2 − 1. However, we know that G(r) = K 0 (r)/(2π) where K 0 denotes the modified Bessel function of second kind, hence A 0 = (ln 2 − γ)/(2π) with γ being the Euler-Mascheroni constant. Hence this limit is 4πe 1−2γ which is strict larger than eπ.
The normalized concentrating limit in Theorem 1.5 will be used in [35] to study the sharp Moser-Trudinger inequality in R N under the equivalent constraints 13) where N ≥ 2 and a, b > 0. Let us denote for a, b and α > 0
It is easy to see that 
where A 0 is constant given by (1.11) . In this direction, we refer the interest reader to the paper of Lam, Lu and Zhang [24] for more general results (still in the subcritical case). The rest of this paper is organized as follows. In the next section, we recall some fact used in our proofs. The proofs of Theorem 1.4 and Theorem 1.5 are given in section §3 and §4 respectively. In section §5, we prove Theorem 1.1. Finally, we prove an auxiliary variational problem which is used in the proof of Theorem 1.5 in section §6.
Preliminaries
In this section, we introduce some useful results that will be used in our proofs. We first recall the definition of the decreasing symmetric rearrangement and some its properties. Let Ω ⊂ R N , N ≥ 2 be a measurable set. We denote by Ω ♯ the open ball B R centered at origin of radius R > 0 such that |Ω| = |B R |. Let u : Ω → R be a measurable function that vanishes at infinity, i.e., for any t > 0 the set {|u| > t} has finite measure. For such a function u, its distribution function µ u is defined by
and its decreasing rearrangement function u ⋆ is defined by
Note that u * is a decreasing function on [0, |Ω|]. Moreover, the decreasing symmetric rearrangement function u
Note that u and u ♯ have the same distribution function, hence Ω |u| p dx = Ω ♯ |u ♯ | p dx for any p ≥ 1. Moreover, we have the following Pólya-Szegö principle [5] 
. We also need the following radial lemma.
with C depends only on N.
In our proofs below, we will use frequently the following elementary inequality which follows by the convexity of the function t → t r , r > 1 in R + .
Lemma 2.2. Let r > 1 then for any a, b ≥ 0 and ǫ > 0, we have
We next collect a concentration-compactness priciple of Lions type [30] for the sequence of the spherically symmetric and non-increasing functions in
Lemma 2.3. Let {u n } be a sequence of spherically symmetric and non-increasing functions in
. Then one of the following conclusions holds.
(ii) u n is (RNVS).
(iii) u 0 = 0 and
for any r ≥ R 0 with C depending only on N (here u n (r) means the value of u n at x with |x| = r). Hence F (u n (r)) ≤ Cu n (r) N for any r ≥ R 0 with C depending only on N, R 0 and F . We have following two cases:
• Case 1: lim
as n → ∞, hence it is enough to prove
Hence, there exist a ∈ (1 − δ, 1) and n 0 such that B R 0 |∇v n | N dx ≤ a < 1 for any n ≥ n 0 . By Lemma 2.2, we have
Therefore,
with C(N, R 0 , ǫ) depending only on N, R 0 and ǫ. Choosing ǫ > 0 small enough such that (1 + ǫ)a 1/(N −1) < 1, we obtain from the singular Moser-Trudinger inequality that 
Proof of Theorem 1.4
In this section, we compute the normalized vanishing limit d nvl in Theorem 1.4. We divide our proof into two cases following β = 0 or β ∈ (0, 1).
• Case 1: β ∈ (0, 1). Let u n be an arbitrary (RNVS). By Lemma 2.1, we have u n (R) ≤ CR −(N −1)/N for any R > 0 with C depending only on N. The assumtion (F4) on F implies that F (t) = (C(F ) + o t (1))|t| N as t → 0. Thus, for any R > 0 we get
Since u n is a (RNVS) then
for any R > 0. This together with (3.1) implies
Since u n is an arbitrary (RNVS), hence d nvl (N, β, F ) = 0.
• Case 2: β = 0. Let u n be an arbitrary (RNVS). We know that u n (R) ≤ CR
for any R > 0 with C depending only on N. Hence
Since u n is an arbitrary (RNVS), hence d nvl (N, 0, F ) ≤ C(F ). It remains to show that d nvl (N, 0, F ) ≥ C(F ). Let φ be a smooth, compactly supported, spherically symmetric and non-increasing function in R N with ∇φ N = φ N = 1, and let λ n be a sequence of nonnegative numbers such that λ n → 0 as n → ∞. Define 20] ). Note that u n → 0 uniformly in R N as n → ∞. By assumption (F4) on F , we have F (u n ) = (C(F ) + o n (1))|u n | N as n → ∞, and hence
This finishes our proof.
Proof of Theorem 1.5
We follow the argument in [10, 37] . Let u n be an arbitrary (RNCS). We define the function w n on R by
Then w n is a non-decreasing function with lim t→−∞ w n (t) = 0, and
and
Since u n is (RNCS) then we have
for any A ∈ R. Also, by u n ⇀ 0 weakly in W 1,N (R N ) and u n is spherically symmetric and non-increasing, then u n → 0 a.e. in R N . Consequently, we get w n → 0 a.e. in R. We first claim that
for any A ∈ R. Indeed, for a fixed A, we have 0 ≤ w n (t) ≤ w n (A) → 0 as n → ∞ for any t ≤ A, hence
for any t ≤ A as n → ∞. By this, we get
This together with (4.5) proves our claim (4.6). We divide our proof into two cases following the subcriticality and criticality of F .
F is subcritical
We first consider the case when F is subcritical. In this case, we need to prove that
Since w n (e) N N−1 → 0 as n → ∞, then there exists n 0 such that
for any n ≥ n 0 . We have two following cases:
• Case 1: w n (t) N N−1 < t − 2 ln t for any n ≥ n 0 and t ≥ e. For any A ≥ e, we have
for any n ≥ n 0 . Thus
Letting n → ∞, A → ∞ and using the claim (4.6), we get (4.7).
• Case 2: There exists t ≥ e such that w n (t) N N−1 = t − 2 ln t. Let a n be the first t ≥ e such that this equality holds. Using Hölder inequality, we have
Dividing both sides by a N−1 N n , we get 1 − 2 ln a n a n
This implies that a n → ∞ since w n (0) → 0 as n → ∞ and (4.5). For a fixed A ≥ e, we have a n ≥ A for n large enough. The definition of a n implies that w n (t) N N−1 ≤ t − 2 ln t for any t ∈ (A, a n ). Hence
On [a n , ∞) we have w n (t) N N−1 ≥ a n − 2 ln a n → ∞. Hence the subcriticality of F implies that
for t ≥ a n as n → ∞. Integrating on [a n , ∞) and using the singular Moser-Trudinger inequality (1.4) and (4.4) for
Letting n → ∞ and using (4.6), and then letting A → ∞ we obtain (4.7). Consequently, (4.7) holds. Using (4.4), we get
Since u n is an arbitrary (RNCS), then d ncl (N, β, F ) = 0.
F is critical
We first show that
We can assume, in addition, that
Indeed, if otherwise there is nothing to prove. Since w n (e) → 0 as n → ∞, we then have w n (e) N N−1 < e − 2 ln e for any n ≥ n 0 for some n 0 . Let a n be the first t ≥ e such that w n (t) N N−1 = t − 2 ln t. Such an a n exists since otherwise we have
Thus for A ≥ e we have
and hence
Letting n → ∞, using (4.6) and then letting A → ∞, we get
which contradicts with (4.9). Thus a n exists. Repeating the argument in Case 2 in the previous subcritical case, we get a n → ∞. We next claim that
Indeed, for any A ≥ e, we have a n > A for n large enough, and w n (t) N N−1 < t − 2 ln t for any t ∈ [A, a n ), hence
Letting n → ∞, using (4.6) and then letting A → ∞, we obtain (4.10). By (4.10), it is enough to prove
in order to verify (4.8). On [a n , ∞), we have w n (t) N N−1 ≥ w n (a n ) N N−1 = a n − 2 ln a n → ∞.
The criticality of F implies that
for t ≥ a n as n → ∞. Hence
as n → ∞. To proceed, we need the following result of Carleson and Chang [7] Lemma 4.1. Let a > 0 and δ > 0 be given numbers. Suppose that Applying Lemma 4.1 to w n with a = a n and
we get with K n := w n (a n )
We next use the following result proved in Appendix (see Lemma 6.6 below): for a > 0 and b > 0, let S N,β,a,b be the set of functions u ∈ W 1,N (−∞, a) such that lim
is attained by a function w such that
Applying this result for a n and b n = 1 − δ n , we get a n − 2 ln a n = w n (a n )
It is easy to check that 1
We then get
This shows that δ n → 0 as n → ∞. Plugging the estimate for δ n into K n we get K n = a n 1 − 2 ln a n a n 1 +
≤ a n 1 − 2 ln a n a n 1 + 2 ln a n a n + (1 − β)α N A 0 a n + O ln a n a n
This together with (4.12) proves (4.11). Thus we have shown that
for any (RNCS) sequence u n . Hence
We next construct a (RNCS) sequence u n such that
This will gives
Combining (4.14) and (4.16), we obtain
as wanted.
Let {ǫ n } be a sequence of positive number such that ǫ n → 0 as n → ∞. Denote R n = (− ln ǫ n ) 1 1−β and define the function u n by
where
, and A n , c n are constant depending on n and β to be determined such that u n ∈ W 1,N (R N ) and ∇u n N N + u N N = 1. These functions was introduced by Li and Ruf [27] when β = 0 and by Li and Yang [28] for β ∈ (0, 1).
It was computed in [27, 28] that
Hence c n → ∞ as n → 0. Note that R n ǫ n → 0 as n → ∞, hence u n is (RNCS). Moreover, again by [27, 28] , we have
where o n (1) → 0 as n → ∞. By the assumption (F3) on F and the criticality of F , we can write
with G ≥ 0 satisfying the conditions (F1)-F(4) and being subcritical. Hence, we get
This together with (4.18) implies (4.15).
Proof of Theorem 1.1
This section is devoted to prove Theorem 1.1. Let u n be a maximizer sequence for MT (N, β, F ) . By the rearrangement argument, we can assume that u n is decreasing symmetric, radial function. We can assume further that u n ⇀ u 0 weakly in
for any p < ∞ and u n → u 0 a.e. in R N . We first exclude the concentrating or vanishing behavior of the sequence u n . We will need the following lemma which gives a lower bound for MT (N, β, F ) .
under the conditions on F in Theorem 1.1.
Proof. If β ∈ (0, 1) and F is subcritical then d nvl (N, β, F ) = d ncl (N, β, F ) = 0. Hence our conclusion is trivial.
If β ∈ (0, 1) and F is critical. By Theorem 1.4 and Theorem 1.5 we have
Let u n be the sequence defined by (4.17), we have
Combining (5.1), (4.18) and (1.7), we have
This implies our conclusion for n large enough since λ < α 
We then have w t N N + ∇w t N N = 1 and w t → 0 uniformly on R N . By (1.8), we get
. . , 2N − 3, by taking v to be the maximizer of the Gagliardo-Nirenberg-Sobolev inequality (1.6), we then have
Hence, by choosing t > 0 small enough, we get MT (N, 0, 
uniformly in n, since β ∈ (0, 1). On B R we have
, for any p ≥ 1. Repeating the argument in proof of (2.2) with the help of (5.4), we obtain that
This equality together with the strictly increasing monotonicity of the function F implies that u 0
Similar in the case β ∈ (0, 1), we have
for any R > 0. Letting R → ∞, we get 
The preceding estimate and (5.5) imply
which is impossible by Lemma 5.1. Hence τ = 1, again by (5.5) we get
This equality together with the strictly increasing monotonicity of 
An auxiliary variational problem
In this section, we study the variational problem
Recall that S N,β,a,b be the set of functions u ∈ W 1,N (−∞, a) such that lim
where a, b > 0 are given number. Note that the embedding S N,β,a,b ֒→ L ∞ (−∞, a) is compact, then the supremum in (6.1) is attained by a function u a ∈ S N,β,a,b such that
In the sequel, we will determine the value of this supremum by identifying the maximizer u a . The natural way to do this is based on the Euler-Lagrange equation associated to (6.1), but we emphasize the difficulty here that the functional ψ :
is not differentiable. However this functional is convex and hence its subdifferential ∂ψ exists. We will briefly recall this notion and derive the Euler-Lagrange equation associated to (6.1). By analyzing this equation, we are able to determine the maximizer u a above. This strategy was already used in [37] which goes back to the earlier paper of De Figueiredo and Ruf [9] . Definition 6.1. Let E be a Banach space and ψ : E → R be continuous and convex functional. Then the subdifferential ∂ψ(u) of ψ at u ∈ E is the subset of the dual space E ′ characterized by
where ·, · denotes the duality pairing between E and E ′ . An element µ u ∈ ∂ψ(u) is called a subgradient of ψ at u.
Let us recall the following two lemmas in [8] whose proofs are slight modifications of the proof of Lemma 2.2, Lemma 2.3 and Corollary 2.4 in [9] . Lemma 6.2. Let ψ : E → R be a convex and continuous functional. Assume that ψ ≥ 0 and that for q ≥ 1 we have ψ(tx) = t q ψ(x) for any x ∈ E and t ≥ 0. Then µ u ∈ ∂ψ(u) if and only if µ u , u = qψ(u) and µ u , v ≤ µ u , u , ∀ v ∈ ψ u := {v ∈ E : ψ(v) ≤ ψ(u)}. where µ w ∈ ∂ψ(w) ⊂ E ′ .
Note that we can assume that w is nonnegative. It remains to determine the subgradient µ w in equation (6.3) . Following [9, Lemmas 2.6 − 2.8], we have the following proposition. here we use the asymptotic behaviors of G and G ′ near origin (see (1.11) and (1.12)).
