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Abstract
A classical result of J.-L. Lions asserts that if a solution to the Navier-Stokes equations
is such that: (i) it is in the Leray-Hopf class, and (ii) belongs to L4(0, T ;L4), then it must
satisfy the energy equality in the time interval [0, T ]. In this note we show that assumption
(i) is not necessary.
1 Introduction
Consider the three-dimensional Cauchy problem(1) for the Navier-Stokes equations:
∂tv + v · ∇v = ∆v −∇p
div v = 0
}
in R3 × (0,∞)
v(x, 0) = v0(x) x ∈ R
3 ,
(1.1)
where v : R3× [0,∞)→ v(x, t) ∈ R3 is the flow velocity field and p the associated pressure field.
It is well known since the work of Leray [8] and Hopf [7], that for any v0 ∈ L
2
σ(R
3) one can
construct a global weak solutions to (1.1), namely, a function v that, for each T > 0, is in the
class(2)
v ∈ L∞(0, T ;L2σ(R
3)) ∩ L2(0, T ;H1(R3)) (1.2)
and solves (1.1) in a distributional sense. In addition, such a v satisfies the so-called energy
inequality:(3)
‖v(t)‖22 + 2
∫ t
0
‖∇v(τ)‖22 ≤ ‖v0‖
2
2 , all t ≥ 0 , (1.3)
∗Department of Mechanical Engineering and Materials Science, University of Pittsburgh, PA 15261. Work
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(1)Generalizations to other domains are discussed in Remark 2.1. We also assume, for simplicity, zero body force
and, without loss of generality, take the kinematic viscosity coefficient to be 1.
(2)L2σ(R
3) is the subspace of L2(R3) of divergence-free vector functions. Other notations are standard, like Hm,q,
for Sobolev spaces, with corresponding norm ‖·‖m,q , L
r(I ;X), I real interval, X Banach space, for Bochner spaces,
etc.
(3)Actually, v obeys the strong energy inequality [8, §§27–28], but this is irrelevant to the aim of our paper.
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where ‖ · ‖q , denotes the L
q(R3) -norm. The inequality sign in this relation is another indication
of poor regularity of a weak solution. Actually, all sufficiently regular solutions to (1.1) satisfy
(1.3) with the equality sign (energy equality), which provides the precise energy balance for the
given flow. As a matter of fact, it is still an outstanding open question whether there exist global
solutions to (1.1) satisfying the energy equality for arbitrary v0 ∈ L
2
σ.
In this regard, a famous result of J.-L. Lions [10] states that if v, in addition to be in the
class (1.2), satisfies also
v ∈ L4(0, T ;L4(R3)) , (1.4)
then necessarily v obeys the energy equality throughout the interval [0, T ].(4) An important
corollary to this finding is that the map t 7→ v(t) is continuous with values in L2σ. Notice that
the two classes (1.2) and (1.4) are not comparable, in the sense that a generic function in (1.2)
need not satisfy (1.4) and vice versa.
Objective of this note is to prove that, actually, for the validity of Lions result the requirement
(1.2) is entirely redundant: it is just enough that v satisfies (1.4), along with the (necessary)
condition v0 ∈ L
2
σ(R
3). More precisely, setting
DT := {ϕ ∈ C
∞
0 (R
3 × [0, T )) : divϕ = 0}
we will show the following.
Theorem 1.1 Let v ∈ L2loc(R
3 × (0, T )) be such that∫ T
0
∫
R3
v · (∂tϕ+∆ϕ+ v · ∇ϕ) = −
∫
R3
v0 · ϕ(0)∫ T
0
∫
R3
v · φ = 0
(1.5)
for some v0 ∈ L
2
σ(R
3) and all ϕ ∈ DT , φ ∈ C
∞
0 (R
3× (0, T )). Then, if v satisfies (1.4), necessarily
v is in the class (1.2) and thus obeys the energy equality.
The proof of this result, which we give in the following section, is surprisingly elementary,
and is based on a mollifying procedure coupled with a simple duality argument.
2 Proof of Theorem 1.1
For a given g : R3 × (0, T ) 7→ R3 we set g˜ = g(·, T − t) . If g is locally integrable, by g(η), and
g(η), η positive and sufficiently small, we denote space and space-time mollifiers of g:
g(η)(x, ·) =
∫
R3
kη(x− y)g(y, ·)dy , g(η)(x, t) =
∫ T
0
jη(t− s)g
(η)(x, s)ds ,
where
jη(τ) := η
−1j(τ/η) , kη(ξ) := η
−1k(ξ/η) , (τ, ξ) ∈ R× R3 ,
(4)For further sufficient conditions other than (1.4), see [1] and the references therein.
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with j ∈ C∞0 (−1, 1), and k ∈ C
∞
0 (R
3). We also write, as customary, (f, g) :=
∫
R3
f · g , and set,
for simplicity, Lp,q := Lp(0, T ;Lq(R3)). Finally, we define
W
1,p := {u ∈ L11oc(R
3 × (0, T )) : u ∈ H1,p(0, T ;Lp(R3)) ∩ Lp(0, T ;H2,p(R3))} .
Before proving the theorem, we need a preparatory result.
Lemma 2.1 Let v and v0 be as in Theorem 1.1 and f ∈ C
∞
0 (R
3 × (0, T )). Then the Cauchy
problem
∂tw + v˜(η) · ∇w = ∆w −∇p+ f˜
divw = 0
}
inR3 × (0,∞)
w(x, 0) = (v0)
(η)(x) x ∈ R3 ,
(2.1)
has one (and only one) solution (wη, pη) such that
(5)
wη ∈ W
1,2 ⊂ C([0, T ];H1) , ∇pη ∈ L
2,2 , (2.2)
and satisfying the uniform bound
max
t∈[0,T ]
‖wη(t)‖
2
2 +
∫ T
0
‖∇wη(t)‖
2
2 ≤ ‖v0‖
2
2 + c2
∫ T
0
‖f(t)‖26
5
. (2.3)
In addition, if v0 ≡ 0, we have also (wη,∇pη) ∈ W
1, 4
3 × L
4
3
, 4
3 .
Proof. The existence of a solution in the class (2.2) is easily established by the “invading
domains” technique coupled with the classical Galerkin method [6]. We will sketch a proof here.
Let BR ⊂ R
3 be the ball of radius R centered at the origin, and consider the following problem:
∂tw + v˜(η) · ∇w = ∆w −∇p+ f˜
divw = 0
}
inBR × (0,∞)
w(x, t) = 0 (x, t) ∈ ∂BR × (0,∞) , w(x, 0) = vR(x) x ∈ BR ,
(2.4)
where vR ∈ H
1
0 (BR) ∩ L
2
σ(BR) satisfies
(6)
lim
R→∞
‖vR − (v0)
(η)‖1,2 = 0 . (2.5)
The existence of vR is known [5, Theorem III.4.2]. If we dot-multiply both sides of (2.4)1 by w,
formally integrate by parts over BR and take into account (2.4)2 and div v˜(η) = 0, we get
‖w(t)‖22 + 2
∫ t
0
‖∇w(τ)‖22 = ‖vR‖
2
2 +
∫ t
0
(f˜(τ), w(τ))
(5)The continuous embedding in (2.2) is a classical interpolation result [9].
(6)Since v0 ∈ L
2
σ, we have (v0)
(η) ∈ Hm,q, for all m ≥ 0 and all q ∈ [2,∞].
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The latter, in turn, by (2.5), Sobolev inequality ‖w‖6 ≤ c1 ‖∇w‖2, and Cauchy–Schwartz in-
equality furnishes
‖w(t)‖22 +
∫ t
0
‖∇w(τ)‖22 ≤ ‖v0‖
2
2 + c2
∫ t
0
‖f(τ)‖26
5
. (2.6)
Furthermore, since v˜(η) ∈ L
∞,∞ , if we dot-multiply both sides of (2.4)1 a first time by P∆w,
with P : L2 7→ L2σ Helmholtz projector, and then a second time by ∂tw, and then integrate by
parts the resulting relations over BR, we get
1
2
d
dt
‖∇w(t)‖22 + ‖P∆w‖
2
2 =(v˜(η) · ∇w,P∆w) + (f˜ , w)
≤
(
‖v˜(η)‖L∞,∞‖∇w‖2 + ‖f‖ 6
5
)
‖P∆w‖2 ,
and
1
2
d
dt
‖∇w(t)‖22 + ‖∂tw‖
2
2 =(v˜(η) · ∇w, ∂tw) + (f˜ , ∂tw)
≤
(
‖v˜(η)‖L∞,∞‖∇w‖2 + ‖f‖ 6
5
)
‖∂tw‖2 ,
respectively. Therefore, by Cauchy–Schwartz inequality, (2.6), (2.5), and the well-known esti-
mate ‖w||2,2 ≤ c (‖P∆w‖2+ ‖∇w‖2) valid with a constant c independent of R [6, Lemma 1], we
show ∫ t
0
(‖∂τw(τ)‖
2
2 + ‖w(τ)‖
2
2,2) ≤ C , t ∈ [0, T ], all T > 0 , (2.7)
where the constant C depends only on T , ‖v˜(η)‖L∞,∞ , and ‖(v0)
(η)‖1,2 , and is therefore inde-
pendent of R.Thus, coupling the classical Galerkin method together with the estimate (2.7), we
show the existence of a solution (wR, pR) to problem (2.4) in the class (2.2) (with R
3 replaced
by BR). Note that this solution continues to satisfy the uniform bounds (2.6) and (2.7). As a
result, we may let R→∞ along a sequence and use (2.7), to prove that (wR, pR) converges (in
suitable topology) to the desired solution (wη, pη) for which (2.6) and (2.7) hold [6, p. 660 and
ff.]. Next, take v0 ≡ 0. By Ho¨lder inequality, (2.6) and (1.4), we have
‖v˜(η) · ∇wη‖
L
4
3 ,
4
3
≤ ‖v˜(η)‖L4,4‖∇wη‖L2,2 ≤ c3 ‖v‖L4,4‖f‖
L
2, 65
, (2.8)
which implies, in particular,
v˜(η) · ∇wη ∈ L
4
3
, 4
3 .
Therefore, from classical results (e.g. [5, Theorem VIII.4.1]) the problem
∂tw = ∆w −∇χ+ F , divw = 0 in R
3 × (0, T ) ,
w(x, 0) = 0 x ∈ R3 ,
(2.9)
with F := v˜(η) · ∇wη + f˜ has at least one solution (w⋆, χ⋆) such that
(w⋆,∇χ⋆) ∈ W
1, 4
3 × L
4
3
, 4
3 .
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However, by uniqueness [5, Lemma VIII.4.2] we must have (wη,∇pη) ≡ (w⋆,∇χ⋆), which com-
pletes the proof of the lemma.
.
Proof of Theorem 1.1. Let uη be the solution of Lemma 2.1 corresponding to f ≡ 0.
From (1.5)1 and (2.1) we infer, for arbitrary ϕ ∈ DT ,∫ T
0
((v − uη), ∂tϕ+∆ϕ+ v(η) · ∇ϕ) =
∫ T
0
((v − v(η)) · ∇ϕ, v)− (v0 − (v0)
(η), ϕ(0)) . (2.10)
Next, let Φη(x, t) := ψη(x, T − t), Ξη(x, t) := pη(x, T − t), (x, t) ∈ R × [0, T ], with (ψη , pη)
solution constructed in Lemma 2.1 corresponding to v0 ≡ 0. It then follows that (Φη,∇Ξ) ∈
W
1, 4
3 ∩W 1,2 × L
4
2
, 4
3 ∩ L2,2, and that (Φ,Ξ) solves the final-value problem
∂tΦ+ v(η) · ∇Φ+∆Φ = ∇Ξ + f , divΦ = 0 inR
3 × (0, T ) ,
Φ(x, T ) = 0 x ∈ R3 .
(2.11)
Since uη ∈ W
1,2, by embedding uη ∈ L
4,4. Moreover, the trilinear form T :=
∫ T
0 (v1 · ∇v2, v3) is
continuous in L4,4 ×L2,2 × L4,4. Thus, by (1.4), and with the help of a density result proved in
Lemma A.1 in the Appendix, we can replace Φη for ϕ in (2.10) and use (2.11)1 to show∫ T
0
((v − uη), f) =
∫ T
0
((v − v(η)) · ∇Φη, v)− (v0 − (v0)
(η),Φη(0)) , (2.12)
where we also observed that, by another density argument based on (1.5)2 and (2.1)2 [5, Theorem
II.7.1], it is
∫ T
0 ((v−uη),∇Ξ) = 0 . We next pass to the limit η → 0 in (2.12). By (2.3), ‖Φη(0)‖2
is bounded by a constant independent of η. Therefore, since v0 ∈ L
2
σ,
lim
η→0
(v0 − (v0)
(η),Φη(0)) = 0 . (2.13)
Next, by the continuity of the trilinear form T , (1.4) and (2.3) it immediately follows that
lim
η→0
∫ T
0
((v − v(η)) · ∇Φη, v) = 0 . (2.14)
Finally, Lemma 2.1, and in particular (2.3), entails the existence of an element u ∈ L∞,2 ∩
L2(0;T ;H1) such that, along a sequence {ηn},
uηn → u , weak − ⋆ in L
∞,2 and weakly in L2(0, T ;H1) .
As a consequence, recalling that f ∈ C∞0 (R
3 × (0, T )) we infer
lim
n→∞
∫ T
0
((v − uηn), f) =
∫ T
0
((v − u), f) . (2.15)
Collecting (2.12)–(2.15) we thus conclude
∫ T
0 ((v − u), f) = 0 , which, by the arbitrariness of f
completes the proof of the theorem.

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Remark 2.1 (a) By a slight modification of the proof just given, one can show the same result
with the assumption (1.4) replaced by v ∈ L
2s
s−3
,s, s > 3, thus reobtaining (by a different
argument) a well known result of Fabes et al. [2, Theorems (2.1) and (5.3)]. In fact, by our
method one could cover also the borderline case v ∈ C([0, T ];L3) that is excluded in [2].
(b) The theorem continues to hold with R3 replaced by a sufficiently smooth bounded or
exterior domain, Ω, and with v vanishing at ∂Ω in the sense of “very weak” solutions; see, for
the latter, [3, 4]. In such a case, the proofs of Lemma 2.1 (especially for Ω exterior) and Lemma
A.1 in the Appendix may become technically (but not conceptually) more involved. This is also
a reason why we preferred to treat here the Cauchy problem.
(c) As an immediate corollary to Theorem 1.1, we obtain the following Liouville-type result:
If v satisfies (1.4), (1.5) with v0 ≡ 0, then v ≡ 0.
Appendix
Lemma A.1 Let W 1,q0 = {ψ ∈ W
1,q ∩C([0, T ];H1) : ψ(T ) = 0}, 1 < q <∞. Then DT is dense
in W 1,q0 .
Proof. Let χR ∈ C
∞
0 (R
3) with χR(x) = 1 for |x| ≤ R, χR(x) = 0 for |x| ≥ 2R such that
|∇χR(x)| ≤ C R
−1 , |D2χR(x)| ≤ C R
−2 , (A.1)
with C independent of R. Likewise, for small h > 0, let ζ = ζh(t) be a C
∞ function such that
ζh(t) =
{
0 for t ≥ T − h
1 for t ≤ T − 2h
, |ζ ′h(t)| ≤ C h
−1 (A.2)
with C > 0 independent of h. Set ψη1,η2(x, t) =
∫ T
0 jη1(t − s)ψ
(η2)(x, s)ds , and denote by
wR = wR(x, t) a solution to the problem
divwR = −∇χR(ζηψ)η1,η2 , wR ∈ C
∞
0 (R× [0, T )) , (A.3)
satisfying the estimates
R−1‖wR‖q + ‖∇wR‖q ≤ C ‖∇χR(ζhψ)η1,η2‖q
‖∇(∇wR)‖q ≤ C ‖∇(∇χR(ζhψ)η1,η2)‖q ,
‖∂twR‖q ≤ C R ‖∇χR ∂t(ζhψ)η1,η2‖q ,
(A.4)
where the constant C is independent of R. The existence of a function wR is known [5, Theorem
III.3.3 and Exercise III.3.6]. We shall show that, for any ε > 0 there are sufficiently large R and
small η such that, for all R ≥ R and all h, η1, η2 ≤ η,
‖wR‖W 1,q + max
t∈[0,T ]
‖wR(t)‖1,2 < c0 ε . (A.5)
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To this end, set B(R) := {R < |x| < 2R}. By (A.4)3 and (A.1) we have∫ T
0
‖∂twR‖
q
q ≤ C
∫ T
0
[‖(ζ ′hψ)η1,η2‖
q
q,B(R) + ‖(ζh∂tψ)η1,η2‖
q
q,B(R)] := C (I1 + I2) , (A.6)
where the subscript B(R) means that the spatial integration is restricted to B(R). By the
triangle inequality, the properties of the mollifier and (A.2)1, we get
I2 ≤
∫ T
0
[
‖(ζh∂tψ)η1,η2 − ζh∂tψ‖
q
q + ‖∂tψ‖
q
q,B(R)
]
< ε , (A.7)
for all sufficiently large R and small η1, η2. Furthermore, also with the help of (A.2), we show
I1 ≤
c1
h
∫ T−h
T−2h
‖ψ(τ)‖qq .
Thus, since W 1,q ⊂ C([0, T ];Lq) and ψ(T ) = 0, this entails, with h sufficiently small,
I1 ≤ c1 ε . (A.8)
Next, by the properties (A.1) of χR, for all sufficiently large R and small η1, η2, it easily follows
that ∫ T
0
‖wR(t)‖
q
q ≤ C [ ‖(ζhψ)η1,η2 − ζhψ‖
q
Lq,q +
∫ T
0
‖ψ(t)‖q
q,B(R)] < ε (A.9)
In analogous (and simpler) fashion we can show∫ T
0
(
‖∇wR(t)‖
q
q + ‖D
2wR(t)‖
q
q
)
< ε . (A.10)
Finally, from (A.5)1,2, (A.1) and again the triangle inequality we get
‖wR(t)‖1,2 ≤ C [‖(ζhψ)η1,η2(t)− ζhψ(t)‖1,2 + ‖ψ(t)‖1,2,BR ] , t ∈ [0, T ] ,
which, in turn, since ψ ∈ C([0, T ];H1), for sufficiently large R and small η1, η2, implies
max
t∈[0,T ]
‖wR(t)‖1,2 < ε.
As a result, (A.5) follows from the latter and (A.6)–(A.10). Set
ΨR,h,η1,η2 := χR(ζhψ)η1,η2 − wR ≡ UR,h,η1,η2 − wR . (A.11)
It is at once checked that ΨR,h,η1,η2 ∈ C
∞
0 (R
3×[0, T )) and, in view of (A.3), also that divΨR,h,η1,η2 =
0. Consequently, ΨR,h,η1,η2 ∈ DT . In view of (A.11) and what we have already established in
(A.5), to complete the proof, it remains to show that, for a given ε > 0, it holds
‖UR,h,η1,η2 − ψ‖W 1,q + max
t∈[0,T ]
‖UR,h,η1,η2(t)− ψ(t)‖1,2 < ε ,
for all sufficiently large R and small h, η1, η2. However, the proof of the latter is quite straight-
forward since, under the given assumptions on ψ, it only requires the use of classical properties
of mollifiers and, therefore, it will be omitted.

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