We conducted a study on climate-driven flash flood risk in the Boise River Watershed using flood frequency analysis and climate-driven hydrological simulations over the next few decades. Three different distribution families, including the Gumbel Extreme Value Type I (GEV), the 3-parameter log-normal (LN3) and log-Pearson type III (LP3) are used to explore the likelihood of potential flash flood based on the 3-day running total streamflow sequences (3D flows). Climate-driven ensemble streamflows are also generated to evaluate how future climate variability affects local hydrology associated with potential flash flood risks. The result indicates that future climate change and variability may contribute to potential flash floods in the study area, but incorporating embedded-uncertainties inherited from climate models into water resource planning would be still challenging because grand investments are necessary to mitigate such risks within institutional and community consensus. Nonetheless, this study will provide useful insights for water managers to plan out sustainable water resources management under an uncertain and changing climate.
Introduction
Climate variability and change continues to increase the risk and frequency of floods for inland communities in the United States (US) [1] [2] [3] [4] . Floods in 2017 alone claimed more than 3 billion dollars in property damages and crop losses [5] . As global warming shifts rainfall patters, more frequent heavy rain is likely contributing to flash floods at the urban-rural interface, such as the Boise River Watershed (BRW) [6] . In general, snowmelt-streamflow dominates high volume in many western watersheds during spring and summer [7, 8] . Thus, heavy snowfall and accumulation in winter can elevate potential risks of flash flooding during snow-melting season. Over the last few years, this consequence of heavy snowfall often affects streamflow augmentation in the Boise River so that the second highest inflows to reservoirs upstream is recorded in water year 2017 (October 2016-September 2017) [9] . Such a high-volume water condition began increasing management concerns for reservoir operators and homeowners who live in the flood plain.
Recent studies show that the global climate cycle will create and intensify more severe frequent floods in many regions, resulting in threats to the reliability and resiliency of water resources infrastructure [10, 11] . Many previous studies have investigated long-term hydrologic variability associated with climate change [12] [13] [14] [15] . The general circulation models (GCMs) are commonly used to characterize local hydrologic conditions induced by climate variability and change over the next few decades. For instance, because of the timing change of snowfall and snowmelt in the western states, regional water resources management is increasingly facing additional challenges; thus, heavy snowfall increases potential risks of flash flood in the snow-dominated watershed. Floods may also intensify in many regions where total precipitation is even projected to decline due to climate uncertainties [14] [15] [16] . Based on the evidence of a larger proportion of snowmelt-driven streamflow volume during springtime leveraged by temperature increase, potential impacts of climate change on streamflow in the western states are likely increasing [12, 17] .
Many previous studies, however, focused on hydrologic consequence of climate change scenarios using statistical downscaling and bias correction processes [13, 18, 19] . Thus, given the dominantly linear response of the GCMs, future perturbations of hydrologic cycles induced by climate change were investigated to characterize climate-induced hydrological impacts at the regional scales. Relatively little study has been done to explore the risk of potential flash floods associated with climate variability using frequency analysis [20] .
In this study, therefore, we investigate how future climate variability can characterize potential flash flood risks in the Boise River Watershed. Using both flood frequency analysis and future ensemble streamflow generations with climate inputs, potential flash flood events are analyzed. We anticipate that the result from this study will provide useful insights for local water managers to plan out future flood mitigation strategies in a changing global environment.
Study Area
The Boise River Watershed (BRW) is selected as the study area ( Figure 1 ). As a tributary of the Snake River system, the BRW plays a key role of providing water to Boise metropolitan areas, including Boise, Nampa, Meridian, and Caldwell. The drainage area of the basin is about 10,619 km 2 with a mainstream length of 164 km stretch and flows into the Snake River near Parma. More than 40% of Idaho residents live in this basin and 60% of people of that are residing around the floodplain [21] . The main physical and geographic characteristic of the BRW is a greater proportion of precipitation falling at higher elevations. It becomes the cause of predictably high flows due to the snow melting process so that the localized flood event is often observed during late spring and early summer.
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Methodology

Flash Flood Frequency
For flood frequency analysis, the magnitudes of a single hydro variable, such as annual maximum flood peak is widely used in hydro communities. For this study, 3-day running total streamflow sequences (3D flows) was utilized to better represent potential flash floods. Since a flash flood is caused by heavy rain and/or snowmelt streamflow in a short period of time, the maxim value of 3D flow at the given month was selected to consider independent and identically distributed variants (iid) for frequency analysis. For example, the flash flood in 2017 at OBS2 is recorded 876.69 cubic meter per second (cms), which is the second highest flow (7 May 2017) after 904.44 cms (27 April 2012) (see Table 1 ). 
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where, ln is the natural logarithm [28, 29] . The specified position of a ith-flood, Y i , can be defined as [30] :
where, Y is the mean of the flood series, σ y is the standard deviation of the series, and K i is a frequency factor defined by a specific distribution, which is GEV I (GEV) in this case [27, 31, 32] .
In order to plot the fitted values from three-parameter lognormal distribution, mean, standard deviation, and location parameter should be estimated [33] . The parameter estimation for the location parameter, in particular, is more difficult in the sense that an iterative solution of a nonlinear equation should be achieved to retain their desirable asymptotic properties. [34] . The method of quantiles would be a feasible solution to estimate the location parameter, τ.
where, x q , x 1−q , and x 0.5 are the largest, smallest, and median of the observations. This choice of the values ensures that the estimated lower bound is smaller than the smallest observation so that the fitted lower bound is reasonable [34] . For the three-parameter log normal distribution, Y i may be written:
Researchers [35] demonstrate parameter estimation to generate a sample from a log Pearson type 3 distribution (LP3). The probability density function of LP3 can be represented as:
where, λ, β and ζ are parameters for LP3 and the method of moment is applied for parameter estimation [28] .
Hydrological Model Used
Hydrological Simulation Program FORTRAN (HSPF) was used as a hydrological model to simulate the past and future hydrological consequences associated with climate variability [36] [37] [38] . HSPF is a process-based, river basin-scale, and semi-distributed model that simulates hydrological conditions through Hydrological Response Units (HRUs) within the watershed. Built upon Sandford Watershed Model IV [39, 40] , HSPF is widely used for water quantity and quality simulations for many national and international watersheds [41] [42] [43] [44] [45] . For hydrological simulation, a series of datasets was used, including the Digital Elevation Model (DEM) in 30-meter resolution and the National Hydrography Dataset (NHD). As environmental background data, the 2011 Land Use Land Cover (LULC) datasets provided by National Land Cover Database (NLCD) were used to perform a more detailed assessment of current LULC conditions in three watersheds. For climate forcing data, phase 2 of the North American Land Data Assimilation System (NLDAS-2) data, including precipitation, temperature, and potential evapotranspiration (PET) at an hourly time step were used [46] . NLDAS-2 is in 1/8th-degree grid spacing (about 12 × 12 km) and the simulation period is set for 1 January 1979 through 31 December 2015 at an hourly time step.
For HSPF calibration and validation, we utilized observed daily streamflow for calibration ) and validation (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) . Initial 2-year simulations (1979) (1980) were used as the warm up period. A total of three observed streamflow stations located in above reservoirs were selected for calibration target points because these stations are less influenced by anthropogenic water activities (e.g., diversion, irrigation, and dam operations) (see Figure 1) . A model-independent parameter estimation package (PEST) was used as an automatic calibration tool in BEOPEST environment, which is a special version of PEST in parallel computing to save calibration time and to improve model performance. Model performance was measured based on criteria, including correlation coefficient (R), the Nash-Sutcliffe efficiency (NSE), observation standard deviation ratio (RSR), and percentage of bias (PBIAS), which are typically used as described in the Appendix A. The more detailed HSPF modeling and calibration efforts can be found in the literature [13] .
Future Climate Scenarios Implemented
A total of 13 Global Circulation Models (GCMs) under representative concentration pathways (RCPs), including mid-range mitigation emission scenarios (RCP4.5) and high emission scenarios (RCP8.5) were used to generate climate-driven streamflows over the next few decades until 31 December 2099. Using Multivariate Adaptive Constructed Analogs (MACA)-based Coupled Model Inter-Comparison Project (CMIP5) statistically downscaled data for conterminous USA [47] , the extended future streamflows were generated at the selected USGS stations (OBS1, OBS2 and OBS3). There were a total of 13 MACA. More detailed information about the GCMs are listed in Table 2 . period 1979-2099 were obtained from [47] . Although future GCM data would be useful, additional efforts are needed to incorporate such data into HSPF modeling framework. Thus, bias correction was applied using a quantile-based mapping technique associated with the synthetic gamma distribution function to cross-validate GCMs and NLDAS-2 dataset. The bias correction assumes the biases represents the same pattern in both present and future climate conditions. It was based on the comparison between Cumulative Distribution Function (CDF) for NLDAS-2 and GCM data within the same time window. Thus, the bias between the GCM and NLDAS-2 during the reference period (1979-2005) was also considered to adjust future climate conditions prior to HSPF simulations as forcing inputs. The CDF was first calculated based on the month-specific probability distribution for monthly GCM and NLDAS-2 data, including precipitation, temperature and potential evapotranspiration (PET). The inverse CDF of the gamma function was then used to apply bias correction for GCMs from NLDAS-2. The more detailed process can be found at [13] .
Results
Figures 4-6 illustrate a comparison of the 3D flows against the Gumbel reduced variable for the selected USGS OBS1, OB2, and OBS3, respectively. Simple correlation coefficients and Kolmogorov-Smirnov statistic were computed for goodness-of-fit and it is concluded that all three methods are acceptable because the correlation coefficient is high enough (>0.98) and the Kolmogorov-Smimov empirical statistic [48] , Dn (Dn = 0.16) is smaller with 95% confidence level. The interested reader may also apply another goodness of fit, such as chi square test [49] for cross validation, when necessary. Confidence limits suggested by [50] were also applied to provide useful insights for water managers, who may utilize this information to mitigate impacts driven by flash floods. Note that the upper and lower bound lines are plotted based on GEV and those lines indicate a wide range of uncertainty for GEV Type I distribution at the 95% confidence level. additional efforts are needed to incorporate such data into HSPF modeling framework. Thus, bias correction was applied using a quantile-based mapping technique associated with the synthetic gamma distribution function to cross-validate GCMs and NLDAS-2 dataset. The bias correction assumes the biases represents the same pattern in both present and future climate conditions. It was based on the comparison between Cumulative Distribution Function (CDF) for NLDAS-2 and GCM data within the same time window. Thus, the bias between the GCM and NLDAS-2 during the reference period was also considered to adjust future climate conditions prior to HSPF simulations as forcing inputs. The CDF was first calculated based on the month-specific probability distribution for monthly GCM and NLDAS-2 data, including precipitation, temperature and potential evapotranspiration (PET). The inverse CDF of the gamma function was then used to apply bias correction for GCMs from NLDAS-2. The more detailed process can be found at [13] .
Figures 4-6 illustrate a comparison of the 3D flows against the Gumbel reduced variable for the selected USGS OBS1, OB2, and OBS3, respectively. Simple correlation coefficients and KolmogorovSmirnov statistic were computed for goodness-of-fit and it is concluded that all three methods are acceptable because the correlation coefficient is high enough (>0.98) and the Kolmogorov-Smimov empirical statistic [48] , Dn (Dn = 0.16) is smaller with 95% confidence level. The interested reader may also apply another goodness of fit, such as chi square test [49] for cross validation, when necessary. Confidence limits suggested by [50] were also applied to provide useful insights for water managers, who may utilize this information to mitigate impacts driven by flash floods. Note that the upper and lower bound lines are plotted based on GEV and those lines indicate a wide range of uncertainty for GEV Type I distribution at the 95% confidence level. The Monte Carlo simulation was also conducted to understand the impact of risk and uncertainty in flash flood events. A total of 1000 streamflow sequences were generated and distinct 30, 60 and 90 samples were selected to observe a 95% confidence level. Table 3 The Monte Carlo simulation was also conducted to understand the impact of risk and uncertainty in flash flood events. A total of 1000 streamflow sequences were generated and distinct 30, 60 and 90 samples were selected to observe a 95% confidence level. Table 3 The Monte Carlo simulation was also conducted to understand the impact of risk and uncertainty in flash flood events. A total of 1000 streamflow sequences were generated and distinct 30, 60 and 90 samples were selected to observe a 95% confidence level. Table 3 The streamflow calibration and validation were also performed to generate climate-induced future streamflows at BRW. The calibration and validation periods of streamflow are 1979-2005 (27 years) and 2006-2015 (10 years), respectively, but the first two years (1979) (1980) were used as a warm up period. Table 4 shows the calibration and validation results for performance measures of streamflow at BRW using daily and monthly time steps. Based on criteria and recommended statistics (see Appendix A) for model performances [51, 52] , all three observed stations, OBS1, OBS2 and OBS3 show good model performance (e.g., R 2 = 0.87, NS = 0.86, and RSR = 0.37, and PBIAS = 11.10 at OBS1) during the calibration period. Overall, the calibrated HSPF performs very well to generate climate-driven future streamflows with GCMs inputs. Table 5 lists the maximum of climate-driven ensemble streamflows (3D flows) from HSPF simulations with GCMs inputs. Both RCP 4.5 and RCP 8.5 scenarios are incorporated into HSPF to explore potential flood risks over the next few decades. It appears that RCP 4.5-induced streamflows might not have a great influence on the difference in the overall 3D flows at the selected stations. However, when the RCP 8.5 scenario was used, the significant increase was observed at OBS2 and OBS3. Based on the flood frequency analysis, the maximum of 3D flows at OBS2 and OBS3 are reported 1471 cms (N = 30) and 1109 cms (N = 3), respectively, which is much less than that from HSPF with GCMs inputs (see Table 5 ). This implies that uncertainties embedded in GCMs is quite large as opposed to the hydro stationarity-the idea that natural systems fluctuate within an unchanging envelop of historic flow variability [53] [54] [55] . Such an uncertainty, perhaps, can be reduced through more cohesive joint modeling efforts from the field of climatology and hydrology. Thus, the regional climate models are evolving with additional information and new approaches to better increase the predictability using any large-scale driving data, including aerosols and chemical species [56] . Additionally, the fast-moving technologies and applications, such as high-performance computing, computer parallelism in hydrological modeling [57] , and unmanned aerial system (UAS) for flood mapping would be another avenue to improve predictability by mitigating uncertainty and risks associated with other foreseen factors [13] (e.g., population growth, urbanization, and economic development). For example, Figures 7-9 illustrate the time series of ensemble 3D flows at OBS1, OBS2 and OBS3 respectively from HSPF associated with each of the climate projections. Note that logarithm base 10 is applied to the flow to show general trends of the flow over the next few decades until 2099. One can see that the magnitude of the projected annual 3D peaks varies in different ways for every projection. These peaks would correspond to flash flood values with a return period greater than 140 years when compared to historic observation (1951-2017, 67 years). The linear regression model was then applied to draw a trend line with 95% confidence levels for visual inspection. Additionally, the upper and lower envelop lines indicating 85% and 25% of 3D flows are drawn to provide a general insight for the reader. Unlike 3D flows at OBS1 and OBS2, the climate-driven 3D flows at OBS3 shows an increasing trend with 95% confidence. However, overall climate-driven 3D flows over time get more extreme in the sense that a wider envelop of 3D flow ranges is observed as shown in Figures 7-9 . Although an uncertainty does still exist in our assumption, the outcome from this research will provide a useful insight for water managers for their future water management practices based on scientific facts rather than personal judgement. 
Conclusion
We have conducted a study on climate-driven flood risks in the Boise River Watershed using flood frequency analysis and future streamflow ensembles generated by HSPF with climate inputs. Three distribution families, including the Gumbel Extreme Value Type I (GEV), the 3-parameter lognormal (LN3) and log-Pearson type III (LP3) are used to predict future flood risks using a 3-day running total flow (3D flow). In addition to this conventional flood frequency analysis, climate-driven streamflow ensembles are also generated to oversee the likelihood of future flash flood events over the next few decades until 2099. The result indicates that the magnitude of the potential flash flood events is likely increasing over time from both methods, while climate-induced future ensemble streamflows (3D flows) is a broader envelop of historic flow variability. This implies that optimal use of available climate information should be practiced for water managers to plan out their adaptation strategies associated with hydroclimatic nonstationary and uncertainty in a changing global environment. We anticipate that this research will provide useful insights for water stakeholders to make a better decision based on scientific facts rather than personal conjecture. Furthermore, this study can be exemplified to explore future water storage design and management practices in the Boise River Watershed to cope with climate uncertainties.
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Appendix A
where, Q Oi and Q Si are observed and simulated streamflow at the time step, respectively. Q Oi and Q Si are mean observed and simulated streamflow for the simulation period. N is the total number of values within the simulation period. R is the correlation coefficient between the predicted and observed values. It ranges from 0.0 to 1.0. A higher value indicates better agreement between predicted and observed data. Santhi et al. [58] indicated that R values greater than 0.7 show acceptable model performance. NSE is the percentage of the observed variance and determines the efficiency criterion for model verification [59] . It is calculated from minus infinity to 1.0. Higher positive values indicate better agreement between observed and simulated values. RSR is a standardized Root Mean Square Error (RMSE) based on observed standard deviation recommended by Legates and McCabe [60] . A zero value shows the optimal model performance. PBIAS calculates the average tendency of the simulated values to be larger or smaller than observed counterparts [61] . Lower PBIAS value (e.g., close to zero) indicates better performance. Positive PBIAS indicates underestimated bias, while negative PBIASO values shows the overestimated bias.
