The present paper constitutes an investigation on two twin classes of matrices, which result as Hadamard products of already known classes of matrices. The classes under consideration have Brownian form, which is defined by 3n − 1 parameters. Their inverses are matrices of lower Hessenberg form, the elements of which can be expressed analytically by these parameters. The explicit forms of the inverses and determinants of the two classes are given and the numerical complexity on the inverse evaluation is considered.
Introduction
In the theory of digital signal processing, many issues are resolved on the basis of linear models. Such models lead to linear systems of general form Bx = c, where B is a generalized "resultant matrix" obtained from certain "component matrices" of Brownian type. In particular, the so-called "discrete-time Brownian motion" is a proper model for the well-known "discrete-time signals", the covariance matrix of which is of Brownian type. More generally, if we have two "discrete-time signal devices", with corresponding covariance matrices B 1 and B 2 , then their "signal coupling" is represented by a generalized resultant matrix B = B 1 .op.B 2 , where the coupling operator ".op." can be either a matrix multiplication or a Hadamard product. If there are available "fast algorithms" for the computation of the inverses B −1 1 and B −2 2 , then the same could also be true for the inverse B −1 in the case of ".op." being matrix multiplication. In the present paper, we shall develop two "fast algorithms" for computing B −1 in the case of ".op." being Hadamard product, and when B belongs to two Brownian-type "twin classes" of matrices.
In Herbold (1969, hereafter H69) , the explicit inverse of a class of matrices G n = [β ij ] with elements
is given. On the other hand, the analytic expressions of the inverses of two symmetric matrices K = [κ ij ] and N = [ν ij ], where κ ij = k i and ν ij = k j , i j, respectively, are presented in Valvi (1977, hereafter V77) .
Let us consider two classes of matrices A 1 and A 2 defined by
where the symbol • denotes the Hadamard product. Hence, the elements of these two new matrices are
and
respectively. That is, these matrices have the forms
K is a special case of Brownian matrix and G n is a lower Brownian matrix as they have been defined in Gover & Barnett (1986) . Earlier, in Picinbono (1983) , the terms "pure Brownian matrix" has been used for the type of the matrix K, while in Carayannis, Kalouptsidis, & Manolakis (1982) , the so-called "diagonal innovation matrices" (DIM) have been treated, special cases of which are the matrices K and N.
Let us define, in addition, the terms "pure upper Brownian matrix" and "pure lower Brownian matrix" for a matrix B = [b ij ], between the elements of which the relationships
are, respectively, valid.
Then the Hadamard product of K and G n , A 1 , is a lower Brownian matrix. Furthermore, the matrix P NP , where P = [p ij ] is the permutation matrix with elements
is a pure Brownian matrix and P G n P a pure lower Brownian. Hence, their Hadamard product (P NP ) • (P G n P ) gives a pure lower Brownian matrix, that is, the matrix P A 2 P .
In the following sections, we deduce in analytic form the inverses and determinants of A 1 and A 2 . Then, we deal with the numerical complexity on evaluating A −1 1 and A −1 2 , and finally we give certain well-known classes of matrices as special cases of the classes under investigation.
The inverse of the matrix A 1
The inverse of the matrix A 1 = [a ij ], with elements given by equation (1), is found to be a lower Hessenberg matrix expressed analytically by the 3n − 1 parameters that define the matrix A 1 . In particular, if A −1 1 = [α ij ] is the inverse of A 1 , then its elements are given by the following formulae:
where we take
. . , n − 1, g n = 1, and
It is, of course, assumed that k 1 = 0 and c i = 0, i = 1, 2, . . . , n.
We shall now verify that the formulae (3) give the elements of the inverse matrix A −1
1 . To that purpose, we reduce the matrix A 1 to the identity matrix by applying a number of elementary row operations. Then the product of the corresponding elementary matrices gives the inverse of the matrix A 1 . In detail, we perform the following sequence of operations:
× row (i + 1), i = 1, 2, . . . , n − 1, to get the lower triangular matrix
2. row i −
which yields a bidiagonal matrix with main diagonal
and lower first diagonal
× row 1, and
to obtain the diagonal matrix
to obtain the identity matrix.
The operations 1-4 transform the identity matrix to the following forms, respectively, 1. The upper bidiagonal matrix consisting of the main diagonal
and the upper first diagonal
2. The tridiagonal matrix
The lower Hessenberg matrix
. . .
, where the symbol s stands for the quantity (−1) i+j .
4. The matrix whose the elements are given by the expressions (3).
The determinant of the matrix A 1
The determinant of A 1 , evaluated directly from the matrix (5), takes the form
Evidently, the matrix A 1 is singular if k 1 = 0 or, using the abbreviations (4), c i = 0 for some i ∈ {1, 2, . . . , n}.
The inverse of the matrix A 2
In the case of the matrix A 2 , the inverse is a lower Hessenberg matrix A −1 2 = [α ij ], with elements given analytically by the formulae:
It is, of course, assumed that k n = 0 and c i = 0, i = 1, 2, . . . , n.
In order to verify that the formulae (6) give the elements of the inverse matrix A −1 2 , we follow a similar way to that presented in Section 2. In detail, we reduce the matrix A 2 to the identity matrix by applying a number of elementary row operations. The product of the corresponding elementary matrices gives the inverse matrix. In the present case, adopting the conventions (7), we carry out the following operations:
1. row i − row (i + 1), i = 1, 2, . . . , n − 1, to get the lower triangular matrix
2. row n − kn g n−1
× row (n − 1) and
which yield a bidiagonal matrix with main diagonal (c 1 , c 2 , . . . , c n−1 , k n c n ) and lower first diagonal
× row (i − 1), i = 3, 4, . . . , n − 1, and
which deduce the diagonal matrix ⌈c 1 c 2 . . . c n−1 k n c n ⌋ .
4.
. . , n − 1, and 1 kncn × row n to obtain the identity matrix.
The foregoing operations 1-4 transform the identity matrix to the following forms, respectively, 1. The bidiagonal matrix with main diagonal (1 , 1 , . . . , 1 , 1) and upper first diagonal
2. The tridiagonal matrix consisting of the main diagonal
and the lower first diagonal
The lower Hessenberg matrix
, where the symbol s stands for (−1) i+j .
4. The inverse matrix given by the formulae (6).
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The determinant of the matrix A 2
The matrix (8) leads easily to the determinant of A 2 , that is,
which confirms that the matrix A 2 is singular if k n = 0 or, adopting the conventions (7), c i = 0 for some i ∈ {1, 2, . . . , n}.
Numerical complexity
The expressions in the relations (3) and (6) enable recurrence formulae to be obtained, which estimate the inverses in O(n 2 ) multiplications/divisions and O(n) additions/substractions. In fact the recursive algorithm
where the c i , d i , f i , and g i are given by (4), estimates the inverse of A 1 in n 2 /2 + 27n/2 − 22 mult/div (since the coefficients of α i,i−s depends only on the second subscript) and 5n − 9 add/sub. In terms of j, the above algorithm takes the following form α j−1,j = −1/c j−1 , j = 2, 3, . . . , n,
α j+s,j , j = 1, 2, . . . , n − 2, s = 1, 2, . . . , n − j − 1.
For the evaluation of the inverse A −1 2 the above algorithms change only in the estimation of the diagonal elements for which we have
where, apparently, the c i , d i , f i , and g i are given by the abbreviations (7). Therefore, considering the relations (7), it is clear that the number of mult/div and add/sub in computing A −1 2 is the same with that of A −1 1 .
Some special cases
The classes of matrices defined by (1) and (2) represent generalizations of the class of test matrices 
given in H69. Thus, the matrix Milnes (1968) , does also belong to the present category.
Furthermore, by restricting the a's and b's to unity, A 1 and A 2 reduce to the matrices
respectively, given in V77. Hence, the matrices Gregory & Karney (1969, pages 41, 42, 49, respectively) , are special cases of the classes considered.
Appendix. A Fortran 90 implementation of the fast recursive algorithm of § 6: constructing and inverting random matrices of Brownian type A 1
We present a Fortran 90 implementation of the fast recursive inversion algorithm developed in § 6. With this code, we construct random matrices of Brownian type A 1 . Then, we compute their inverses, Ψ 1 ≃ A −1 1 , by using (1) the fast recursive inversion algorithm of § 6, and (2) the well-known LU decomposition algorithm taken from Press et al. (1994, hereafter NR; Chapter 2, Section 2.3). Finally, we compare some basic characteristics of these two methods (execution times and representative errors).
In detail, the code asks first for the integer variable N, which is the order of the square matrix A 1 ; a negative value (given by the user) means that the order of A 1 will be random for each case to be examined. The code asks then for the integer variable CASES, which is the number of random matrices of type A 1 to be constructed (that is, the number of cases to be examined). As written, the code makes extensive use of ALLOCATABLE arrays; thus, it can efficiently manipulate matrices of random order(s) N. The real parameters LOWER and UPPER define two domains for the parameters a i , b i , and k i (defining in turn the matrix A 1 ). These two domains are, on a random basis, either (-LOWER-UPPER,-LOWER] or [LOWER,LOWER+UPPER); in our examples, we take LOWER=1.0_8 and UPPER=99.0_8. Random numbers are generated by the portable random number generator FUNCTION RAN2 (NR, Chapter 7, Section 7.1, Subsection "Portable random number generators"). For timekeeping, we use the code FUNCTION SECNDS, which calls in turn the code SUBROUTINE DATE_AND_TIME (standard Fortran 90 intrinsic subroutine).
The results are written in a results-file with name asked and given (by the user) on run time. We use four estimates for each algorithm tested. The first estimate gives the "average execution time" in seconds; note that the average values are taken over all the cases examined for each algorithm. The second estimate gives the "average maximum zero element error", ǫ 0 ; this is the average maximum absolute nondiagonal element of A 1 · Ψ 1 ,
The third estimate gives the "average maximum-upward unit element error", ǫ + ; this is the difference of the average maximum diagonal element of A 1 · Ψ 1 from the exact value, i.e., unity,
The fourth estimate is the "average maximum-downward unit element error", ǫ − ; this is the difference of the exact value, i.e., unity, from the average minimum diagonal element of
With the Fortran 90 code executed on a PIII 800MHz PC, the printout of a typical results-file has as follows. ======================================================================== ****** CASES AND CORRESPONDING ORDER OF A_1 ****** 100 256 ======================================================================== *** BROWNIAN_TYPE_01_INVERTER *** AVERAGE EXECUTION TIME (SEC) = 1.719999999986612E-002 This printout concerns 100 random matrices of Brownian type A 1 of order 256. We remark that the recursive inversion algorithm of § 6 computes an inverse matrix ∼ 140 times faster than the LU decomposition algorithm. On the other hand, the errors ǫ 0 , ǫ + , and ǫ − characterizing these two algorithms are more or less comparable. As a second example, the following printout ======================================================================== ****** CASES AND CORRESPONDING ORDER OF A_1 ****** 5 1024 ======================================================================== *** BROWNIAN_TYPE_01_INVERTER *** AVERAGE EXECUTION TIME (SEC) = 3.080000000016298E-001 
