Viability Evolution is an abstraction of artificial evolution which operates by eliminating candidate solutions that do not satisfy viability criteria. Viability criteria are defined as boundaries on the values of objectives and constraints of the problem being solved. By adapting these boundaries it is possible to drive the search towards desired regions of solution space, discovering optimal solutions or those satisfying a set of constraints. Although in previous work we demonstrated the feasibility of the approach by implementing it on a simple genetic algorithm, the method was clearly not competitive with the current evolutionary computation state-of-the-art. In this work, we test Viability Evolution principles on a modified (1+1)-CMA-ES for constrained optimization. The resulting method shows competitive performance when tested on eight unimodal problems.
Introduction
Evolutionary computation methods are often used to solve real-valued black-box optimization problems, a large number of which require satisfying constraints. Without loss of generality, solving a real-valued constrained optimization problem in R n means minimizing the objective function f (x), x ∈ R n , subject to inequalities 1 defined on m constraints function g i (x) ≤ 0, i = 1, . . . , m.
Several approaches have been proposed to solve constrained problems using evolutionary algorithms [1], ranging from rejecting solutions that violate constraints (infeasible solutions) to more sophisticated strategies that modify the ranking of individuals by penalizing the fitness using a function of constraint violations (penalty functions). Other popular approaches include stochastic ranking of solutions [2], -constrained optimization [3] , feasibility rules to 1 Equality constraints can always be rewritten as inequalities by using a tolerance value on the equality. rank solutions [4] , and transformation of constraints into objectives. Although these methods are necessary to handle infeasible solutions and constraints, an efficient optimizer is essential to progress during the search. Currently, many state-of-the-art algorithms for unconstrained optimization are based on Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [5] . In CMA-ES, a covariance matrix describing correlations between decision variables is learned and adapted during the search to maximize the likelihood of generating successful solutions. Although CMA-ES is a powerful optimizer in unconstrained settings [6] , it may suffer from premature convergence in presence of constraints, a common problem in strategies with adaptive step-size control [7] . Furthermore, methods for constrained optimization based on CMA-ES often require providing a feasible solution as a starting point.
A different modelling of objectives and constraints in CMA-ES may offer novel possibilities for handling constraints and allow the initialization of the algorithm from infeasible solutions. Viability Evolution [8, 9] is an abstraction of artificial evolution that models an optimization process using viability boundaries, which are modified over time to drive the search towards desirable regions of a search space, as shown in Figure 1 . Under this abstraction, mutations can produce viable solutions, which survive, or non-viable solutions, which are eliminated from the population. Viability boundaries are generally defined as admissible ranges of problem objectives and constraints. At the beginning of the search the boundaries are relaxed to encompass all randomly generated initial solutions and then gradually tightened. Once viability boundaries reach the desired target boundaries they are not tightened further, and the evolutionary process is considered complete. Fig. 1 . Viability boundaries initially encompass all randomly generated solutions. We represent the viable region as a projection on a two-dimensional plane of the viability boundaries (shaded area). During the search, the boundaries are made more stringent. Viable solutions are retained in the population (dots in the shaded area), whereas solutions that do not satisfy viability boundaries are eliminated. Mutations can generate solutions (circled dots) that fall outside or inside the viable region.
