In the present study, memory for picture boundaries was measured with scenes that simulated self-motion along the depth axis. The results indicated that boundary extension (a distortion in memory for picture boundaries) occurred with moving scenes in the same manner as that reported previously for static scenes. Furthermore, motion affected memory for the boundaries but this effect of motion was not consistent with representational momentum of the self (memory being further forward in a motion trajectory than actually shown). We also found that memory for the final position of the depicted self in a moving scene was influenced by properties of the optical expansion pattern. The results are consistent with a conceptual framework in which the mechanisms that underlie boundary extension and representational momentum (a) process different information and (b) both contribute to the integration of successive views of a scene while the scene is changing.
In the present study, memory for picture boundaries was measured with scenes that simulated self-motion along the depth axis. The results indicated that boundary extension (a distortion in memory for picture boundaries) occurred with moving scenes in the same manner as that reported previously for static scenes. Furthermore, motion affected memory for the boundaries but this effect of motion was not consistent with representational momentum of the self (memory being further forward in a motion trajectory than actually shown). We also found that memory for the final position of the depicted self in a moving scene was influenced by properties of the optical expansion pattern. The results are consistent with a conceptual framework in which the mechanisms that underlie boundary extension and representational momentum (a) process different information and (b) both contribute to the integration of successive views of a scene while the scene is changing.
Due to limits in visual acuity, people cannot see an entire scene clearly with a single glance. Consequently, people must scan scenes with eye movements. It has been proposed that people combine information from successive views of the environment into a coherent percept of the scene by relying on a mental schema of the environment (Hochberg, 1978) . It has been argued that distortions in scene memory provide evidence for such a schema (Intraub, Bender, & Mangels, 1992) . Specifically, Intraub proposed that a distortion in memory for picture boundaries known as boundary extension reflects mental representations of scenes (e.g., Intraub et al., 1992) . However, studies of boundary extension have been limited to static scenes. It has been demonstrated that another memory distortion termed representational momentum (Freyd & Finke, 1984) can occur with simulations of self-motion along the depth axis (Hayes & Thornton, 1999; Munger, Covington, Minchew, & Starr, 1999; Thornton & Hayes, 2004) . It is not known whether boundary extension occurs during self-motion or whether boundary extension is influenced by representational momentum. Moreover, it is not known whether optic-flow information that is available during self-motion influences boundary extension. These issues are examined in the present study. We measured memory for the boundaries of a picture with scenes that simulated self-motion along the depth axis. First, the memory distortions are described in more detail.
BOUNDARY EXTENSION
In boundary extension, people remember seeing a greater expanse of a scene than was actually presented Intraub & Richardson, 1989) . In a representative experiment, observers view close-up and wide-angle photographs of a main object against a natural background. An object takes up a smaller area in the picture space and shows much more of the background in a wide-angle photograph than in a close-up (Intraub & Berkowits, 1996) . At a designated time after viewing these target stimuli, observers complete a recognition test. The participants are presented with the same version of the target picture (e.g., close-up followed by closeup) or the opposite version (e.g., close-up followed by wide angle). Using a 5-point rating scale (see Table 1 ), observers indicate whether the test picture was the same as the target picture, or whether the camera was "farther away" or "closer up". Observers typically report the test scenes depicted in the pictures as being closer up than the target scenes. This means that they remember the target scenes as being photographed with extended boundaries (see Table 1 ). Such boundary extension has been found to occur with a range of stimulus durations (e.g., 250 ms to 15 s; Intraub & Berkowits, 1996; Intraub, Gottesman, Willey, & Zuk, 1996) and retention intervals (1 s to 48 hr; Intraub & Richardson, 1989) , and even when observers are forewarned about the distortion (Intraub & Bodamer, 1993) . It also occurs when observers perform a recall task in which they draw the scene that they remember (Intraub & Richardson, 1989) , and when they view only outlines of objects and imagine the scene context (Intraub, Gottesman, & Bills, 1998) . Finally, boundary extension has been demonstrated with real three-dimensional scenes and in the haptic modality (Intraub, 2000) .
Intraub proposed that boundary extension provides support for a perceptual schema hypothesis (e.g., Intraub, 2002; Intraub et al., 1992; Intraub & Berkowits, 1996) . Specifically, due to limits in visual acuity, observers cannot see clearly an entire scene at once. They scan the scene with successive fixations and combine the information from those partial views into a coherent percept of the environment. According to constructivist theories of visual perception, a schema of the scene assists the observer's integration and comprehension of these piecemeal glimpses of the environment (Hochberg, 1978 (Hochberg, , 1998 . Intraub proposed that boundary extension reflects such a scene schema-that is, an expectation about the scene that exists beyond a picture's boundaries (Intraub, 2002) . Observers' expectations that a scene continues beyond the limited , 2006, 59 (2) visual information of a single view helps them to integrate and understand successive views as they scan a scene. This perceptual schema hypothesis predicts a unidirectional distortion in memory in which boundary extension occurs with close-up pictures and decreases as the picture becomes more wide-angle until no bias occurs. This hypothesis also predicts asymmetry in ratings when the test picture is different from the target picture (Intraub & Richardson, 1989) . Relatively larger ratings are expected when the wide-angle picture is tested with a close-up because the test picture actually is closer than the target picture. Memory for the wide-angle scene contains extended boundaries, which results in a greater discrepancy between the (remembered) target scene and the close-up test scene. In contrast, smaller ratings are expected when the close-up picture is tested with a wide angle because the close-up scene is remembered with extended boundaries. This reduces the discrepancy between the (remembered) target scene and the wide-angle test scene. Generally, the present results replicate this earlier pattern of results. However, previous studies that are consistent with the perceptual schema hypothesis have been limited to static scenes. It is not known whether boundary extension occurs with displays that simulate self-motion through a scene. This is important because self-motion in depth may activate representational momentum of the self, which in turn may moderate boundary extension (see also Hubbard, 1996) . Representational momentum is described next. Freyd and Finke (1984) reported a memory distortion termed representational momentum in which observers remembered the final position of a moving object as being more forward in its motion trajectory than was actually shown. In a representative experiment, observers view three presentations of a rectangle that depict implied (discrete) rotation in the picture plane. A fourth test stimulus is identical to the third position, or is in a position that is forward or backward relative to the final position of the rectangle. When observers are asked whether the test stimulus has the same orientation as the third position, they often report the forward position as the same as the third position. Memory for position is distorted along the direction of motion. Such representational momentum has been found to occur when observers' memories are tested after short retention intervals (10 -300 ms), and the magnitude of the memory shift varies with retention interval and implied velocity (Freyd & Johnson, 1987) . It peaks at retention intervals between 200 ms and 300 ms (Freyd & Johnson, 1987) and increases as velocity and acceleration increase (Finke, Freyd, & Shyi, 1986 ).
REPRESENTATIONAL MOMENTUM
Freyd proposed that representational momentum provides support for dynamic mental representations and, in particular, for the internalization of physical properties of the environment (Freyd, 1987; Freyd & Johnson, 1987) . According to this proposal, representational momentum is analogous to physical momentum by which an object continues to move after a force to stop it has been initiated. This relationship between physical momentum and representational momentum is general and abstract rather than literal (Freyd, 1987; Kelly & Freyd, 1987) .
In most studies, representational momentum has been measured with simple geometric objects rather than with natural scenes, and with object motion rather than with self-motion. However, recent studies demonstrated that representational momentum can occur with simulations of self-motion along the depth axis (Hayes & Thornton, 1999; Munger et al., 1999; Thornton & Hayes, 2004) . This is important because representational momentum has been characterized as the displacement of a single moving target against a static background, and boundary extension has been characterized as the displacement of a scene away from the observer (Hubbard, 1996) . However, in ordinary three-dimensional environments, physical momentum governs both object motion and self-motion. If mental representations exist that are analogous to physical momentum, they should exist for self-motion as well as for object motion. Indeed, it has been suggested that observers use an internalization of environmental information to locomote toward a target when vision is interrupted (e.g., Thomson, 1983) . In the context of the present study, the finding that representational momentum occurs with (simulated) self-motion is important because it raises the possibility that representational momentum moderates boundary extension.
In summary, whereas boundary extension putatively reflects the nature of expectations about a scene that exists beyond a picture's boundaries (a scene schema), representational momentum putatively reflects the nature of expectations about a physical change in a stimulus-a motion schema (Hubbard, 1996; Intraub et al., 1992) . The former aids in the integration of partial views of the world . The latter aids in the anticipation of the future positions of moving objects (Freyd & Johnson, 1987) .
RATIONALE AND OBJECTIVES

Rationale
It is important to measure boundary extension with scenes that simulate self-motion through a scene because such scenes may activate representational momentum of the self. For brevity, the term moving scene is used to refer to self-motion through a scene. With scenes that simulate forward self-motion, representational momentum would lead observers to remember the position of the self on the final image of the scene as closer to the objects in the scene than was actually shown. This may decrease boundary extension compared with the same (static) image when it is not preceded by self-motion. For scenes that simulate backward self-motion, observers would remember the position of the self on the final image of the scene as farther from the objects in the scene than was actually shown. This may increase boundary extension compared with the corresponding static image. If this is the case, then the scene schema that putatively underlies boundary extension is influenced by the motion schema that underlies representational momentum. Therefore, it is important to determine whether motion affects memory for scene boundaries in a manner consistent with representational momentum of the self through the scene.
It is important to study memory for scene boundaries with moving scenes for reasons other than those associated with representational momentum. For example, it is not known whether the schema activated by a view of a static scene is the same as the schema activated by the same view when it is preceded by selfmotion. The absence of boundary extension with moving scenes would suggest that the mechanism that underlies the integration of eye movements may be different for static scenes and moving scenes. That is, the perceptual schema hypothesis may apply only to the rather limited case of a static scene. Just as there may be different mechanisms for the representations of static and moving objects (Kourtzi & Nakayama, 2002) , there may be different mechanisms for the representations of static and moving scenes. Furthermore, moving scenes provide different visual information about spatial layout than do static scenes. Consequently, observers may integrate successive views of the world differently for moving scenes than for static scenes. Indeed, Gibson (1979) argued that a mental schema is not necessary to convert a sequence of images into a coherent percept of a scene when there is optic-flow information. Rather, observers can use veridical information about the environment, which is available in optic flow. Such motion information may be processed effectively from foveal and peripheral vision (e.g., Crowell & Banks, 1993; DeLucia & Cochran, 1985) . In short, an optic-flow model of scene perception obviates the need for a scene schema and thereby the basis of boundary extension proposed by Intraub. Moreover, prior research suggests that whether observers rely on a mental schema or optic-flow information to perceive a sequence of views may depend on the spatiotemporal parameters of the sequence, such as the presentation speed and whether the views are overlapping or nonoverlapping (Hochberg, 1986) .
Related studies
There are some empirical data that suggest that boundary extension does not occur with object motion or self-motion along the depth axis. For example, Hubbard (1996) reported representational momentum, but not boundary extension, with a computer-generated square that increased or decreased in size to represent an approaching or receding object. Boundary extension occurred only when the square was stationary. However, Hubbard's study was limited in several ways. For example, the square's optical size changed by a constant multiplicative factor on each frame. This is not a veridical depiction of objects that move in depth at a constant velocity; in this case, the change in optical size gets increasingly larger as the object approaches (e.g., Hochberg, 1986) . Thus, Hubbard's stimuli represented an object that moved at a variable velocity, which can affect representational momentum (e.g., Finke, Freyd, & Shyi, 1986 ). In addition, Hubbard's displays did not constitute a scene, which is considered necessary for boundary extension (e.g., Intraub, 2002) . Boundary extension occurs only when the background is perceived as part of a continuous surface (Gottesman & Intraub, 2002) . The present study was conducted with veridical simulations of constant-velocity selfmotion through a scene.
Several subsequent studies have demonstrated representational momentum with displays that simulate implied or apparently smooth selfmotion through a scene (Hayes & Thornton, 1999; Munger et al., 1999; Thornton & Hayes, 2004) and with stereoscopic animations of a square that moves along the depth axis (Nagai, Kazai, & Yagi, 2002) . Such studies overcome some of the limitations of Hubbard's study. Nonetheless, these studies have only measured memory for position (i.e., representational momentum).
The primary objective of the present study was to measure memory for the boundaries of moving scenes. This study focused on three questions. First, does boundary extension occur with scenes that simulate self-motion along the depth axis? Second, does self-motion affect memory for scene boundaries in a manner that is consistent with representational momentum of the self? Finally, does the presence of optic-flow information influence memory for scene boundaries?
EXPERIMENT 1: EFFECTS OF MOTION ON MEMORY FOR SCENE BOUNDARIES
The purpose of Experiment 1 was to measure the effects of motion on memory for scene boundaries. Three types of scene were examined. The purpose of the static condition was to verify that the static scenes used in the present study resulted in boundary extension. The purpose of the continuous-motion condition was to determine whether boundary extension occurs with scenes that simulate continuous self-motion in depth. The purpose of the implied-motion condition was to determine whether boundary extension occurs with scenes that depict implied self-motion rather than continuous self-motion.
Method
Participants A total of 240 students participated, with 80 in each condition. All participants were students at Texas Tech University, had normal or corrected visual acuity, and received credit toward a psychology course.
Apparatus
Computer simulations were generated by a Pentium III 550-MHz computer with an Evans & Sutherland Tornado-3000 graphics card, and they were presented in 640 Â 480-pixel resolution at an update rate of 25 frames/s (motion appeared smooth). Displays were rear-projected onto a 1.83-m high Â 2.44-m wide screen with a Sharp XG-NV4SU LCD projector. Displays consisted of perspective drawings of three-dimensional scenes that contained an object on a background, based primarily on proportional measurements obtained from real-world objects. The surfaces in the scenes contained coloured texture-maps to enhance realism. None of the objects in the scenes had cropped edges.
Displays
Prior to conducting the main experiment, 60 different students completed the scene selection procedure described by Intraub (Intraub, 1992; Intraub et al., 1992) . A close-up, medium-angle, and wide-angle version of each of 25 scenes was created by moving the virtual self along the depth axis (see Figure 1) . Each scene was shown for 15 s followed by a white screen for 15 s. The observers were instructed to rate each scene with respect to their concept of a standard photograph of the object. They used a 5-point rating scale to indicate whether each scene was the same as a standard photograph of the object or was too close or too far compared with the standard. Scenes were retained only if the close-up version was rated as closer than standard, and the wideangle version was rated as farther than standard. The close-up and wide-angle versions of 16 such scenes were included in the main experiments using the procedure followed by Intraub et al. (1992) and are described subsequently.
One important difference between the present scenes and those used in earlier studies of boundary extension was that close-up and wide-angle scenes were created by moving the virtual self along the depth axis, analogous to a "dolly" shot. Consequently, these scenes contained optical expansion and motion perspective information about three-dimensional layout. Such information was not available in the displays used by Intraub, who used a "zoom" manipulation Intraub & Richardson, 1989) . In dolly shots, near objects move faster in the optic array than do farther objects, and this provides information about their relative depths. In zoom shots, near and far objects move at the same speed in the optic array. That is, zoom shots magnify an image and do not contain differential optical expansion information (Hochberg, 1978 (Hochberg, , 1986 . This distinction could be important if scenes activate a mental schema of three-dimensional space or if observers extract (and store) information about three-dimensional layout from optic flow. If veridical information about layout is extracted from optic flow (Gibson, 1979) , memory distortions may not occur.
Static displays. In the static condition, the scenes were stationary. They were composed of either close-up or wide-angle versions.
Continuous-motion displays. As represented in Figure 2 , the static scenes were modified such that the virtual self began closer to, or farther from, the object on the first frame than it did in the static scenes. The first frame was always a medium angle. The virtual self moved continuously toward the object, ending with a close-up, or away from the object, ending with a wide angle. The duration of each scene was 3 s. Critically, the final position of the virtual self in the moving scene was the same as the position of the virtual self in the static scene. To determine whether motion affects memory for scene boundaries, the critical comparison was between judgements of the final image of the moving scene and judgements of the same image when it was not preceded by self-motion. Thus, the final image of each moving scene matched the static presentation of the corresponding scene.
Implied-motion displays. In the implied-motion condition, scenes portrayed implied self-motion rather than continuous self-motion. The observers viewed three static samples of each continuous scene. The static scenes were 760 ms in duration with an interstimulus interval of 760 ms. It was critical for the implied velocity in the impliedmotion condition to match the velocity in the continuous-motion condition. To achieve this aim, it was necessary to increase the total duration of each scene (3.8 s vs. 3.0 s). It is important to note that optic-flow information is not available in static images and therefore is not available in implied-motion displays. Rather, observers must infer motion from a sequence of static images.
Procedure
Data were collected from between 1 and 7 observers simultaneously. The observers were seated between 1.22 m and 2.74 m from the screen and viewed a sequence of 16 scenes. Half of the scenes were presented as a close-up and half as a wide angle. An additional medium-angle scene was included at the beginning and at the end of the sequence to minimize primacy and recency effects. Presentation phase. All observers participated in a presentation phase followed by a recognition phase. In the presentation phase, observers were instructed to focus their full attention on each target picture and to remember each scene in as much detail as possible, with the background information just as important as the main object. Then they viewed each scene for 3 s followed by a 500-ms white screen. No more than two close-up pictures or two wide-angle pictures were shown successively. The order of scenes was randomized, and all observers received the same order.
Recognition phase. The recognition phase began after about 4 minutes of audio taped instructions. The observers were told that they would be shown the same scenes as those in the first phase and to indicate whether the scenes were exactly the same or slightly different from those in the first phase. An example scene was used to explain how less of the surrounding scene is shown when a camera moves closer to the main object, and more of the surrounding scene is shown when a camera moves farther away from the main object. Following the instructions, each test picture (excluding the filler scenes) was shown for 10 s, followed by a 5-s white screen. The order of pictures was the same as that in the presentation phase. Observers used a 5-point scale to rate each scene as to whether the camera was in the same location as in the presentation phase (0), or was much too close compared with where it had been in the first phase (22), slightly closer (21), slightly farther away (þ1), or much too far (þ2). These ratings are referred to as boundary scores. 
Design
The order of scenes in the recognition phase was identical to that in the presentation phase. However, in half of the trials the test picture was the same version as that in the presentation phase (e.g., close-up followed by a close-up), and in the other half the test picture was the opposite version (e.g., close-up followed by a wide angle). This resulted in the following four test conditions, each presented four times: (a) a close-up in the presentation phase followed by a close-up in the recognition phase (CC); (b) a wide angle followed by a wide angle (WW); (c) a close-up followed by a wide angle (CW); (d) a wide angle followed by a close-up (WC). In the continuous-motion and implied-motion conditions, the virtual self moved toward the object in the CC and CW conditions (forward self-motion), and away from the object in the WW and WC conditions (backward self-motion).
The observers were divided into four groups. Following Intraub et al. (1992) , the order of scenes and the frequency of each test condition was the same in each group. However, the particular scenes that represented each condition varied across groups. In addition, the order of scenes was constrained so that no more than two presentations of CC or WW occurred successively. For moving scenes this means that no more than two presentations of forward self-motion or backward self-motion occurred successively. This minimized the possibility of sensory aftereffects, which might occur if the same direction of motion was presented during every scene (Regan & Beverley, 1978) . Finally, the procedure was the same in all conditions except that in the continuous-motion and implied-motion conditions observers were instructed to remember the final view of each moving scene. That is, they were told to remember each scene as it was shown at the end of the motion.
Interpretation of boundary scores
As represented in Table 1 , when presentation and test pictures were the same, zero ratings indicated no memory distortion. A negative rating indicated that observers judged the test picture as closer than the target picture. This means that they remembered the target picture as farther than the test picture, and this would be consistent with boundary extension. A positive rating indicated that observers judged the test picture as farther than the target picture. This means that they remembered the target picture as closer than the test picture. This would be consistent with boundary restriction, which suggests a memory averaging effect (e.g., Intraub, 2002) . When presentation and test pictures were different, mean boundary scores did not measure the occurrence of boundary extension. For example, observers were accurate when they reported that the test picture in the WC condition was too close. Such conditions were included to determine whether mean boundary scores exhibited asymmetry, as described in earlier studies of boundary extension.
Predictions
In this section, we consider three possible outcomes and their implications. These predictions are based on previous proposals that boundary extension reflects a scene schema (e.g., Intraub et al., 1992) , and representational momentum reflects a motion schema (e.g., Freyd & Finke, 1984) . First, if the scene schema that putatively underlies boundary extension in static scenes also is activated by moving scenes, boundary extension will occur with moving scenes. In terms of the results, mean boundary scores will be negative for close-up pictures, indicating that observers remembered the scene as farther than was actually shown. Furthermore, if the scene schema that is activated by the view of a static scene is the same as the schema that is activated by the same view when it is preceded by self-motion, memory for scene boundaries will not be affected by selfmotion. The mean boundary score will be the same for static and moving scenes.
Second, if the motion schema that putatively underlies representational momentum is activated by simulations of self-motion, boundary extension will not occur with close-up scenes that are preceded by forward self-motion. In terms of the results, ratings will never be negative with forward self-motion. In addition, memory for scene boundaries will differ for static and moving scenes because memory for the position of the virtual self will be biased along the motion trajectory. With forward self-motion, representational momentum will lead observers to remember the position of the virtual self on the final image of the scene as closer to objects in the scene than was actually shown or as having restricted boundaries. In this case, observers will rate a test picture that matches the final view of the moving scene as too far. With backward selfmotion, representational momentum will lead observers to remember the position of the virtual self on the final image of the scene as farther from objects in the scene than was actually shown or as having extended boundaries. In this case, observers will rate a test picture that matches the final view of the moving scene as too close. That is, the remembered scene boundaries for the final image of backward self-motion should be expanded compared with the same static scene; the remembered scene boundaries for the final image of forward self-motion should be restricted compared with the same static scene (see also Hubbard, 1996) .
Finally, if observers extract veridical information about the environment from optic flow rather than relying on a mental schema, neither boundary extension nor representational momentum will occur with moving scenes. Memories will not be biased. The implication is that neither a scene schema nor a motion schema is activated by moving scenes. In terms of the results, mean boundary scores for scenes that simulate continuous self-motion will not differ significantly from zero. In contrast, static scenes and scenes that simulate implied self-motion do not provide optic-flow information. Therefore, the mean boundary scores for scenes that simulate continuous motion will be closer to zero (more accurate) than the mean for static scenes and scenes that simulate implied motion. In short, the continuity of the motion will affect mean boundary scores.
Results and discussion
For clarity, the results obtained when presentation and test pictures were the same (CC, WW) are discussed separately from the results obtained when they were different (CW, WC). In the former case, mean boundary scores were compared with zero to determine whether the scenes depicted by the pictures were remembered with extended boundaries. In the latter case, the difference in the absolute values of the boundary scores between the CW and WC conditions was compared to zero to determine whether asymmetry occurred. All moving scenes started with a medium-version picture and ended with either a close-up or a wide angle. Consequently, the CC and CW conditions represented forward self-motion (e.g., CC: motion from medium version to close-up version followed by a static close-up test picture), and the WW and WC conditions represented backward self-motion (e.g., WW: motion from medium version to wide-angle version followed by a static wide-angle test picture).
Performance when presentation and test pictures were the same The mean ratings and results of t tests for each motion type and test condition are shown in Table 2 . The results from each condition were analysed separately. For brevity, only the largest p-values from each set of conditions (i.e., CC, WW, CW, WC) are reported subsequently. In the static, continuous-motion, and impliedmotion conditions, the mean boundary score was below zero in the CC condition, p , .0001; boundary extension occurred. In the static condition and the implied-motion condition, the mean for WW was not significantly different from zero; there was no distortion. However, in the continuous-motion condition, the mean rating was above zero in the WW condition, p , .012; boundary restriction occurred.
Performance when presentation and test pictures were different In the static, continuous-motion, and impliedmotion conditions, the results indicated asymmetry. A t test of the difference in the absolute values of the boundary scores between the CW and WC conditions indicated that scenes in the WC condition were rated as farther away from "same" or zero than were scenes in the CW condition, p , .002, t(79) ranged from 3.26 to 6.84. Such results are consistent with prior studies (Intraub & Richardson, 1989) .
Comparison of boundary scores for static and moving scenes To evaluate the effect of self-motion on boundary scores, the results of static, continuous-motion, and implied-motion conditions were compared with a 3 Â 4 (Motion Type Â Test Condition) mixed analysis of variance (ANOVA). The results indicated a significant interaction between motion and condition, F(6, 711) ¼ 5.32, MSE ¼ 0.47, p , .0003, which was analysed further with tests of simple main effects. The mean boundary scores were positive when scenes were static in the CW condition and when scenes represented continuous forward self-motion or implied forward selfmotion in the CW condition. This indicates that observers rated the test picture as "too far" or remembered the target picture as closer. However, the magnitude of the mean was smaller with continuous and implied forward-moving scenes than with static scenes, p , .05. Therefore, the final image of the moving scene was remembered as farther than the same static image.
The mean boundary scores were negative when scenes were static in the WC condition and when scenes represented continuous backward selfmotion or implied backward self-motion in the WC condition. This indicates that observers rated the test picture as "too close" or remembered the target picture as farther. However, the magnitude of the mean was significantly smaller with continuous and implied backward-moving scenes than with static scenes, p , .01. Therefore, the final image of the moving scene was remembered as closer than the same static image. The mean boundary scores for the CC and WW conditions also suggested that the final image of the forward-and backward-moving scenes was remembered as farther and closer, respectively, than that with static scenes, but the effect of motion was not statistically significant.
Replication with a 250-ms retention interval
To compare memory for scene boundaries in static and moving scenes it was critical to follow Intraub's methods as closely as possible . Consequently, in Experiment 1, observers completed the recognition test several minutes after all target pictures were presented. Note: CC refers to a close-up in the presentation phase followed by a close-up in the recognition phase. WW refers to a wide angle followed by a wide angle. CW refers to a close-up followed by a wide angle. WC refers to a wide angle followed by a close-up. In the moving scenes, CC and CW represented forward motion; WW and WC represented backward motion. Degrees of freedom were 79.
However, representational momentum typically peaks with retention intervals between 200 ms and 300 ms (Freyd & Johnson, 1987) . With longer intervals, representational momentum decreases, and memory averaging occurs (Freyd & Johnson, 1987) . In Experiment 1, the delays between presentation and test pictures were longer than the typical duration of representational momentum. To address this issue, we replicated the static and implied-motion conditions from Experiment 1 with a shorter retention interval more typical of previous studies of representational momentum. A total of 160 different students completed the recognition test approximately 250 ms after each scene. The results are summarized in Table 2 . When presentation and test pictures were the same in the static scenes, boundary extension occurred in the CC condition, and boundary restriction occurred in the WW condition. When presentation and test pictures were the same in the implied-motion scenes, boundary extension occurred in the CC condition, which depicted forward self-motion, and boundary restriction occurred in the WW condition, which depicted backward self-motion. When presentation and test pictures were different, response asymmetry was observed with both static and impliedmotion scenes. A comparison of boundary scores for static and moving scenes indicated that the mean boundary scores differed between the static condition and the forward-motion conditions (CC, CW), p , .017, and between the static condition and backward self-motion in the WC condition, p , .014. Consistent with Experiment 1, the final image of the forward-moving scene was remembered as farther than the same static image. The final image of the backward-moving scene was remembered as closer than the same static image. The mean boundary scores for backward self-motion in the WW condition also suggested that the final image of the backwardmoving scene was remembered as closer, but the effect of motion was not statistically significant. We conclude that the results of Experiment 1 were not due to the long retention interval. Motion did not affect boundary scores in a manner consistent with representational momentum even when the retention interval was 250 ms and thus was more typical of previous studies of representational momentum.
Evaluation of predictions
Generally, the occurrence of boundary extension in the static, continuous-motion, and impliedmotion conditions is consistent with the activation of a scene schema. However, the difference in mean boundary scores between static and moving scenes suggests that motion affected the mental representation of the scene. Such differences in boundary scores between static and moving scenes also suggest the activation of a motion schema. However, the direction of the motion effect was opposite to that predicted by the motion schema that putatively underlies representational momentum. Similarly, the occurrence of boundary extension with forward self-motion was not consistent with such a motion schema. Finally, the occurrence of boundary extension and the finding that motion continuity (implied motion vs. continuous motion) did not affect mean boundary scores was inconsistent with predictions based on optic flow. In short, the results are mostly consistent with the activation of a scene schema. However, the results also suggest that the scene schema activated by the view of a static scene is not the same as the schema activated by the same view when it is preceded by selfmotion. We introduce a framework to account for our results in a subsequent section.
EXPERIMENT 2: MEMORY FOR THE POSITION OF THE SELF
The results of Experiment 1 indicated that effects of self-motion on memory for scene boundaries were not consistent with the occurrence of representational momentum of the self. However, a displacement in memory for the scene that is consistent with representational momentum of the self has not been demonstrated with any of the scenes used in Experiment 1. It is possible that the results occurred because representational momentum does not occur for these scenes. This issue was addressed in Experiment 2.
Method
Participants A total of 24 students at Texas Tech University had normal or corrected visual acuity, and received credit toward a psychology course. These students did not participate in Experiment 1.
Displays
The occurrence of representational momentum appears to depend, at least in part, on the local features of a scene (Munger et al., 1999; Thornton & Hayes, 2004) . Therefore, two different scenes from the implied-motion condition of Experiment 1 were included in Experiment 2. One scene represented a ceramic mug or cup. The other represented a beach ball. The cup scene began as a wide-angle version and ended as a medium angle. The ball scene began as a medium angle and ended as a close-up. Both represented implied forward self-motion along the depth axis.
Inducing stimulus. As represented in Figure 3 , the presentation of the displays was based on earlier studies of representational momentum (Freyd & Finke, 1984; Hubbard, 1996) . The inducing stimulus consisted of three static presentations of the scene. The static scenes were 760 ms in duration with an interstimulus interval of 760 ms.
Distractors or probes. The inducing stimulus was followed by a retention interval and a fourth presentation of the scene, referred to as the distractor or probe stimulus. The retention interval was 250 ms or 2 s, intermixed randomly among trials. There were nine probes and a total of 96 trials. On half of the trials, the probe was the same as the third presentation of the inducing stimulus. On the remaining trials, the virtual self was closer on four of the probes and farther on four of the probes (six replications each). The visual angle subtended by the cup in the probe stimulus was approximately 1, 3, 5, or 7 degrees larger or smaller than that in the third presentation; such values are comparable to those used previously (Freyd & Johnson, 1987) . The visual angle subtended by the ball in the probe stimulus was 0.5, 1.5, 2.5, or 3.5 degrees larger or smaller than that in the third presentation. The ball scene necessitated smaller magnitudes so that the ball would not be clipped by the edges of the virtual viewing window. The order of the probes was randomized across trials.
Procedure
An attempt was made to replicate Freyd's methods as closely as possible (e.g., Freyd & Finke, 1984; Freyd & Johnson, 1987) . For example, in the earlier studies of representational momentum, each observer viewed only one type of display and one direction of motion (e.g., a rectangle that rotated clockwise). This design was employed here. Each trial began with a cross that appeared on the screen for about 1 second so that observers could get ready for the onset of the scene. The cross was followed by the inducing stimulus, the retention interval, and the probe. Following Freyd and Finke (1984) , observers were instructed to report whether the fourth presentation of the scene was the same as the third presentation of the scene. They also were instructed to focus on the centre of the main object, and to respond as rapidly and as accurately as possible. Participants used two mouse buttons to report "same" and "different". Prior to the experimental session, observers were provided with examples of probes that were the same and different from the third presentation, and they were provided with 16 practice trials with feedback. Feedback was not provided in the main block of trials.
Results and discussion
The results are summarized in Figure 4 and were analysed in several ways. First, the percentage of trials in which observers reported "same" was plotted as a function of the probe position. Positive probes represent scenes that are forward in the motion trajectory. Negative probes represent scenes that are backward in the motion trajectory. Bias toward positive probes signifies representational momentum. Second, for each observer and experimental condition, the weighted mean was computed as defined in previous studies (e.g., Hubbard, 1996; Vinson & Reed, 2002) . The weighted means were analysed in two ways. Twotailed t tests were conducted to determine whether the overall weighted mean was significantly different from zero. This analysis indicates whether there is a memory displacement such as representational momentum. In addition, a 2 Â 2 (Retention Interval Â Scene) mixed ANOVA was conducted. This analysis indicates whether the experimental manipulations affected memory for the final position of the virtual self. Finally, it is noted that the weighted mean for the 2-s retention interval either was significantly below zero or was not significantly different from zero. A decrease in representational momentum with longer retention intervals is consistent with earlier studies (Freyd & Johnson, 1987) . For brevity, the following discussions of the plots and the weighted means refer to the more important short retention interval.
Weighted mean for cup scene
The plots indicated a bias toward forward memory shifts. The weighted mean of 0.25 degrees was significantly above zero, t(11) ¼ 2.23, p , .047. Representational momentum occurred.
Weighted mean for ball scene
The plots again suggested a bias toward forward memory shifts. However, the weighted mean of 0.16 degrees was not significantly different from zero.
ANOVA on weighted means
The results of ANOVA indicated that the weighted mean was significantly smaller for the longer retention interval (M ¼ 20.074 degrees) than for the shorter interval (M ¼ 0.204 degrees), F(1, 22) ¼ 8.18, MSE ¼ .11, p , .009. The means did not differ significantly between the two scenes.
In summary, the observed forward memory shift suggests that the results of Experiment 1 are not due to a failure of the scenes to activate representational momentum. However, only the cup scene resulted in a significant forward memory shift; the shift was not significant with the ball scene. Consistent with previous studies (Munger et al., 1999; Thornton & Hayes, 2004) , the occurrence of representational momentum may be limited to scenes with particular features.
It is important to consider specific scene parameters in future studies of representational momentum.
VISUAL MEMORY FOR MOVING SCENES: A CONCEPTUAL FRAMEWORK
The results of Experiments 1 and 2 are mostly consistent with the activation of a scene schema. However, the results also suggest that the scene schema activated by the view of a static scene is not the same as the schema activated by the same view when it is preceded by self-motion. Furthermore, this effect of motion is not consistent with the motion schema that putatively underlies representational momentum. In this section, a conceptual framework of visual memory for moving scenes is introduced that can account for the results of Experiments 1 and 2 and which potentially can elucidate the relationship between boundary extension and representational momentum. First, we summarize previous discussions of this relationship. Hubbard (1996) proposed that both boundary extension and representational momentum reflect an underlying extrapolation process. Based on his findings that memory for an approaching square was consistent with representational momentum, and memory for a static square was consistent with boundary extension, Hubbard concluded that the two memory distortions stem from either similar displacement mechanisms or different aspects of a general displacement mechanism. One is consistent with the displacement of a moving target, and one is consistent with the displacement of a scene.
Previous discussions
In contrast, Intraub (2002) argued that boundary extension and representational momentum do not share the same underlying mechanism. Rather, she proposed that while boundary extension and representational momentum reflect internalizations of regularities in the environment, the bases of those internalizations differ. Boundary extension reflects an internalization of the continuity of spatial layout in scenes. Representational momentum reflects an internalization of the dynamics of the environment. Boundary extension is related to characteristics of space, and representational momentum is related to characteristics of movement. Finally, Intraub argued that boundary extension reflects a distortion in memory for a scene's boundaries rather than a displacement along the depth axis. The results of her empirical studies support this argument (Gottesman & Intraub, 2002) . Similarly, studies of the time course of boundary extension (1 s to 48 hr) and representational momentum (10 -300 ms) suggest two mechanisms with different temporal properties.
Proposed framework
In this section, a conceptual framework of visual memory for moving scenes is introduced that can account for the results of Experiments 1 and 2 and which potentially can elucidate the relationship between boundary extension and representational momentum. This framework relies on several assumptions that are supported by prior studies. First, it is assumed that boundary extension reflects memory for the boundaries of a scene rather than memory for position. Second, it is assumed that boundary extension reflects the activation of a scene schema. Support for these assumptions has been discussed in prior studies (e.g., Intraub, 2002; Intraub et al., 1992 . Third, it is assumed that representational momentum reflects memory for the relative position of objects with respect to an observer rather than memory for scene boundaries. Finally, it is assumed that representational momentum reflects the activation of a motion schema. Support for these assumptions has been discussed in prior studies (e.g., Freyd & Finke, 1984; Freyd & Johnson, 1987; Hubbard, 1996; Intraub, 2002) .
Generally, it is proposed here that the mechanisms that underlie boundary extension and representational momentum process different information. It is proposed further that both mechanisms contribute to the integration of successive views of a scene while the scene is changing. In this context, it is hypothesized that the shorter time course observed for representational momentum is necessary to facilitate the integration of successive eye movements while a scene is changing. To do so, such changes must be extrapolated during the course of an eye movement because visual information that results from a dynamic event differs before and after a saccade (Verfaillie, De Troy, & Rensbergen, 1994) . The roles of the scene schema and the motion schema are discussed next. Intraub et al. (1992) provided empirical support for a perceptual schema hypothesis. According to this hypothesis, observers integrate successive views of a static scene with a scene schema, and this schema guides the next eye movement (e.g., Hochberg, 1978 Hochberg, , 1998 . However, this hypothesis does not address the integration of successive views of a scene that is changing (e.g., moving scenes). This is important because scenes often change before or during an eye movement as an observer moves through a scene or as objects move within the scene. Nevertheless, observers can direct their fixations effectively. The implication is that observers anticipate or extrapolate such changes as they scan the scene. Evidence for such anticipation has been reported for certain aspects of biological-motion displays (Verfaillie et al., 1994) . Putatively, this extrapolation is completed by the mechanism that underlies the motion schema, described subsequently.
Scene schema
It is proposed here that the mechanism that underlies the scene schema processes the global and spatial features of a scene. However, this mechanism does not process local or temporal properties of a scene (i.e., details or change). Prior studies have demonstrated evidence for a mechanism that extracts the global properties of a scene. For example, studies of scene memory indicated that observers do not maintain a detailed representation (e.g., Intraub, 1997; Irwin, 1991; Simons & Levin, 1997) . Consistent with such findings, observers often fail to detect changes in scenes that occur from one view to the next (e.g., Hochberg, 1986; Irwin, 1991; Simons & Levin, 1997) . Generally, observers retain more of a sketch than an image (e.g., Intraub, 2002) . Moreover, boundary extension (and thus the activation of a scene schema) occurs only with scenes or when the background is perceived as part of a continuous surface (Gottesman & Intraub, 2002) .
Motion schema
If the mechanism that underlies the scene schema does not process change information, how do observers integrate information from successive views of a scene and direct their eye movements effectively, while the scene is changing? When a scene is static, the area beyond the current view is predictable because continuity of spatial layout is internalized (Intraub, 2002) . However, when a scene is changing, such predictability can be achieved only if the visual system can project or extrapolate such changes. It is proposed here that the mechanism that underlies the motion schema facilitates this extrapolation. It is proposed further that information from optic flow, such as optical expansion, aids the motion schema, but that it is not relevant to the scene schema.
Specifically, it is proposed that the mechanism that underlies the motion schema processes local, and temporal, features of a scene (i.e., details, and local and global change). In contrast with the scene schema, it is not specific to scenes. Rather, it primarily processes changes in stimuli. When the changes are processed, an anticipatory motion or change schema is developed. This schema allows the visual system to extrapolate the effects of changes in a stimulus on the retinal image and generates predictions about the next position of the stimulus. This results in representational momentum.
Prior studies have demonstrated evidence for a mechanism that processes changes in stimuli and anticipates the consequences of those changes. For example, single-cell studies provide evidence for neurons that anticipate or predict the effects of planned eye movements on retinal information. Such anticipation is necessary to scan a scene while the scene changes. Specifically, Duhamel, Colby, and Goldberg (1992) recorded the responses of neurons in the parietal cortex of the monkey. In one condition, a stimulus was presented beyond the cell's receptive field while the monkey maintained fixation on a target. This stimulus did not affect the cell's response. The authors posited that the mental representation of the scene was stable during fixation. In another condition, the stimulus was located in the cell's receptive field after a saccade was completed. When the monkey made a saccade, the fixation target moved at the same time that the stimulus appeared. The cell responded 80 ms before the saccade began, which suggests that the position of the receptive field changed prior to the saccade. The authors proposed that before and during a saccade, the representation of a scene is transformed into the coordinates of the next planned fixation. More generally, the authors proposed that these cells anticipate or predict changes in the retinal image due to planned eye movements, and that this anticipatory response contributes to the integration of information across successive eye movements. Consistent with such proposals, it has been demonstrated that intentions about where to fixate can affect boundary extension (Intraub, Hoffman, Wetherhold, & Stoehs, 2001 ).
General predictions and comparisons with the present results
The proposed framework leads to general predictions regarding the effect of certain scene parameters on memory for scene boundaries (e.g., boundary extension) and memory for the final position of the self (e.g., representational momentum). First, the scene schema and thus memory for boundaries will not be affected by local and temporal properties of a scene such as optic flow. In other words, the presence of opticflow information is relevant for the motion schema, which incorporates temporal properties of a scene, but it is not relevant for the scene schema, which incorporates global and spatial properties of a scene. The present finding that motion continuity (implied motion vs. continuous motion) did not affect mean boundary scores is consistent with this prediction.
Second, the motion schema and thus memory for the position of the self will be affected by the local and spatiotemporal parameters of a scene. This includes local scene features, continuity of motion, and optic-flow information. The present finding that the forward memory shift was significant with the cup scene but not with the ball scene is consistent with this prediction, although statistically nonsignificant results must be interpreted with caution. Similarly, Munger et al. (1999) reported that representational momentum occurred with simulations of implied self-motion with a relatively detailed scene, but not with a less detailed scene. In addition, Hubbard (1993) reported that representational momentum is affected by context, such as the movement of a square frame that surrounds the inducing stimulus.
Finally, the proposed framework predicts that memory for the position of the self will be affected by properties of the optical expansion pattern. This is particularly relevant for constant-velocity motion along the depth axis because changes in optic flow are nonlinear. In contrast, constantvelocity motion in the picture plane-often used in studies of representational momentum, results in linear optical changes. Although it has been reported that the magnitude of representational momentum was smaller for motion in depth than for motion in the picture plane (Hubbard, 1996) , the role of optic flow in representational momentum has not been studied systematically in previous studies. We began to do so in an initial study. Specifically, we modified the ball scene from Experiment 2 so that the optical expansion of the ball matched the optical expansion of the cup (by controlling the ball's virtual size on each frame). Then we compared memory for the final position of the virtual self in this "smallball" scene with memory for the cup scene. These scenes had the same optical expansion but different virtual velocities. We also compared the results of the "small-ball" scene to those of the larger ball scene from Experiment 2. These scenes had different optical expansion patterns but the same virtual velocities. The results indicated that with forward and backward selfmotion, the weighted mean did not differ significantly between scenes with the same optical expansion pattern. However, with forward (but not backward) self-motion, the results differed significantly between scenes with different optical expansion patterns, F(1, 40.48) ¼ 8.93, p , .005 (small ball, M ¼ 2 0.05 degrees; large ball, M ¼ 20.52 degrees). Such differences cannot be attributed to virtual velocity. These results suggest that a scene's optical expansion pattern can affect memory for position of the self.
Generally, the conceptual framework proposed here can account for our results. However, more research is needed to validate this framework. For example, the present study was limited to motion along the depth axis. It is important to measure boundary extension with other motion directions.
GENERAL DISCUSSION
Summary of the results
The primary objective of the present study was to measure memory for the boundaries of moving scenes. The study focused on three questions. First, does boundary extension occur with scenes that simulate self-motion along the depth axis? Second, does self-motion affect memory for scene boundaries in a manner that is consistent with representational momentum of the self? Finally, does the presence of optic-flow information influence memory for scene boundaries? The results of Experiment 1 indicated that boundary extension occurred with scenes that simulated self-motion along the depth axis. Thus, the answer to the first question is yes. However, the mean boundary scores differed for static and moving scenes, and the effect of self-motion was not consistent with the occurrence of representational momentum. The answer to the second question is no. Finally, the results of Experiment 1 indicated that boundary scores did not differ significantly between scenes that simulated continuous and implied self-motion. Thus, the answer to the third question is no. Furthermore, initial results suggested that memory for the final position of the virtual self was influenced by properties of the optical expansion pattern.
Theoretical implications
The present results have several important implications. First, boundary extension generalizes to scenes that simulate self-motion along the depth axis. This finding provides broader support for the perceptual schema hypothesis. Scene schemata are activated by moving scenes as well as by static scenes. However, the occurrence of boundary restriction with continuous motion in the WW condition of Experiment 1 is contrary to the perceptual schema hypothesis and may reflect boundary conditions on the perceptual schema hypothesis.
Second, the occurrence of boundary extension with motion along the depth axis suggests that boundary extension can occur even when opticflow information is available. Optic-flow information does not necessarily result in more accurate memories of the environment. The implication is that the integration of successive views may involve scene schema even when optic-flow information is available.
Third, the pattern of results obtained with static scenes occurred for scenes with implied motion and continuous motion. The finding that motion continuity did not affect boundary scores suggests that the scene schema was not affected by the presence of optic-flow information.
Fourth, the results indicated that motion affected the magnitude of the boundary scores compared with static scenes. When scenes depicted backward self-motion, observers remembered the final image of the scenes as closer than that for the corresponding static scenes. When scenes depicted forward self-motion, observers remembered the scenes as farther than the static scenes. This effect of motion suggests that the scene schema activated by the view of a static scene was not the same as the schema activated by the same view when it was preceded by self-motion. Further research is warranted to determine the basis of this difference. Although this effect of motion also suggests the activation of a motion schema, the direction of the motion effect was not consistent with representational momentum.
Fifth, a forward shift in memory for the position of the self can occur with scenes that simulate selfmotion along the depth axis. This is consistent with previous research (Hayes & Thornton, 1999; Munger et al., 1999; Thornton & Hayes, 2004) and supports the conceptual framework of Freyd and Johnson (1987) who proposed a general and abstract analogy between physical momentum and representational momentum. However, the results of the present study also suggest that representational momentum depends on the parameters of the scene, consistent with previous studies (Munger et al., 1999; Thornton & Hayes, 2004) .
Sixth, the results indicated that the effect of motion on memory for scene boundaries was not consistent with the occurrence of representational momentum even when the retention interval was as short as 250 ms. The implication is that memory for scene boundaries is not affected by forward shifts in memory for position of the self during self-motion, which is consistent with proposals that boundary extension is not due to a displacement in depth (Gottesman & James, 2002; Intraub, 2002) . On the other hand, it is possible that memory for position of the self during self-motion (representational momentum) is affected by memory for scene boundaries (boundary extension). When the retention interval was 250 ms, mean boundary scores in the implied forward-motion condition were consistent with this possibility. Specifically, in the CC condition, the mean boundary score was significantly greater for the ball scene (M ¼ 20.85) than for the cup scene (M ¼ 20.25), p , .05. Thus, boundary extension may have counteracted representational momentum in the ball scene but may have been too small to counteract representational momentum in the cup scene.
Seventh, optical expansion information can affect memory for position of the (virtual) self. Memory did not differ between scenes with the same optical expansion pattern and different virtual velocities, but did differ between scenes with different optical expansion patterns and the same virtual velocities. The implication is that memory for position of the self cannot be explained solely by internal representations of the environment. The properties of optic flow also must be considered. Consequently, the mechanism that underlies the motion schema may not extrapolate linear optical motion (rotation and translation in the plane) in the same manner as that for nonlinear optical motion (motion in depth).
Finally, the results are consistent with a framework of visual memory for moving scenes that assumes that the mechanisms that underlie boundary extension and representational momentum process different information. The mechanism that underlies the scene schema, and thereby boundary extension, processes the global and spatial properties of a scene rather than the local or temporal features of a scene. In contrast, the mechanism that underlies the motion schema, and thereby representational momentum, processes details and local and global changes in a scene, including optic-flow information. The scene schema helps observers to integrate successive views as they scan different locations within a scene. The motion schema helps observers to anticipate or extrapolate changes in a stimulus. Both mechanisms work together so that observers can integrate successive views of a scene and scan the scene effectively, while the scene is changing. 
