Abstract: Deployment of relay nodes (RNs) in cellular orthogonal frequency division multiple access (OFDMA) systems provides an effective solution to increase high data rate coverage and improve cell throughput. However, a challenging issue is that additional interferences caused by RNs may substantially compromise the performance gain if no measure is taken. In this study, the authors address the problem of interference coordination in relay-aided cellular OFDMA systems, aiming at exploiting the benefits of RNs while minimising the negative effects of interferences introduced. The authors first analyse the possible interference scenarios in multi-cell systems. Based on the insights into their analysis, the authors propose resource allocation with interference coordination (RAIC) scheme for cellular OFDMA systems. RAIC selectively perform one of three resource allocation algorithms according to the offered traffic load in the system, to mitigate interferences and thus enhance system throughput. The authors conduct intensive simulation experiments based on the model with realistic broadband channel propagation conditions. Numerical results demonstrate that their proposed RAIC can effectively improve system throughput compared with the resource allocation schemes without appropriate interference coordination.
Introduction
As a strong candidate for radio access technology of the fourth generation (4G) cellular systems, orthogonal frequency division multiple access (OFDMA) has been selected by the third-generation partnership project longterm evolution (3GPP LTE) standard, for its robustness to multipath fading and higher spectrum efficiency [1] . LTE efforts aim at developing future cellular technologies in order to improve spectral efficiency and coverage while reducing costs [1] . As the work on the release of the LTE standard is coming to an end, the focus is now gradually shifting towards the further evolution of LTE, referred to as LTE-advanced (LTE-A) [2] . The high data rates targeted by LTE-A require a higher signal-to-noise ratio (SNR) than what is typically experienced in conventional cellular networks. A possible solution is to deploy different types of relay nodes (RNs) which assist the transmission between base-station (BS/eNB) and user (MS/UE) for throughput improvement and better coverage in heavily shadowed areas or new areas beyond cell range [3] . However, RNs, which are usually located between BS and cell edge, may introduce intra-cell interferences between RNs and BS as well as inter-cell interferences between RNs in neighbouring cells. Therefore it is imperative to develop effective mechanisms for interference coordination in conjunction with radio resource allocation in relay-aided cellular OFDMA systems.
Interference coordination can be realised by appropriately allocating system resources in terms of frequency, time and space etc. Owing to limited and precious radio resources, resource allocation with interference coordination (RAIC) in OFDMA-based cellular networks is a challenging problem, and has received much attention by both the research and the standardisation communities [4 -12] . 3GPP has examined and discussed what inter-cell interference coordination (ICIC) mechanisms should be supported in commercial systems [7] . In [5] , Rahman et al. propose a novel inter-cell interference avoidance scheme with aggressive frequency reuse. The scheme not only aims to achieve maximised network throughput but also focuses on providing improved throughput for cell edge users. Moreover, some intensive works [6 -10] address inter-cell interference with a specific emphasis on LTE implementation. Specifically, the authors of [6] investigate the impact of ICIC compared with an order-based allocation scheme from a system point of view. The work in [8] provides contemporary and forward looking ICIC techniques for LTE systems. In [9] , in order to reduce especially for the cell-edge users' interference, the available sub-channels are divided into two reserved parts: a cellcentre part allocated to users at cell centre, and a cell-edge part allocated to cell edge users. In [10] , the task of interference reduction is mapped to the MAX k-CUT problem in graph theory, and the BS cooperation and space division multiple access techniques are used to solve the problem. All of the above works provide in-depth insights into the maximum gain that can be achieved by ICIC mechanism. However, most existing works have not considered the relay-aided system scenarios. In [11] , the authors present a relay-assisted two-hop transmission technique with varying degrees of reuse (of time and frequency resources). They consider the resource sharing across the BS and RNs in 'single' cell. However, the interferences between BSs/RNs and MSs in 'multi-cell' scenarios are not taken into account. The authors in [12] propose a two-stage resource allocation scheme to alleviate the severe inter-cell interference problem. However, the communications in multiple cells of relay-aided OFDMA systems need to be in accordance. In other words, when the backhaul links between BS and RNs in a cell are active, the backhaul links in other cells should also be active. Similarly, when the access links in a cell are not active, the access links in other cells should also not be active. Therefore the proposed resource allocation schemes in this paper cannot be easily applicable to current realistic systems, such as LTE-A. Recently, some proposals submitted to 3GPP consider the interference avoidance by designing the frame structure [13] , or using appropriate reference signal [14] , or even applying simple time division mechanisms [15] . But most of these proposals focus on the physical layer solution and are not adequate for fulfilling the requirements of interference coordination.
In this paper, we first analyse possible interference scenarios when RNs are introduced in multi-cell OFDMA systems. Based on the analysis, we develop an RAIC scheme that consists of three resource allocation algorithms. When the traffic load is light, RAIC performs a preconfiguration algorithm (PCA) to allocate orthogonal spectrum resources to users served by the BS and two adjacent RNs in the cell. When the traffic load increases, RAIC performs a semi-static allocation algorithm (SSAA) based on orthogonal resource blocks (RBs) allocation to reuse RBs for some MSs which have not been scheduled. When the traffic load becomes heavy, in order to further improve system throughput, RAIC performs a dynamic allocation algorithm (DAA) to assign users into multiple clusters, and allocate appropriate spectrum resources to individual clusters in accordance with the instantaneous channel states.
The rest of the paper is organised as follows. Section 2 describes the system model and analyses the interference scenarios in relay-aided cellular networks. Section 3 elaborates the proposed RAIC with three resource allocation algorithms. We present simulation results in Section 4 to validate the effectiveness of our proposed RAIC, and conclude the paper in Section 5.
System model
We consider a relay-aided cellular network. Each cell has one BS at the centre and several fixed RNs between the cell edge and BS. Although each RN will create a 'relay cell' of its own, the 'cell' referred in the context only represents a macro cell which contains a number of relay cells.
Let us analyse the potential interferences in the scenario as shown in Fig. 1 . The shadowed areas around BSs and RNs indicate the coverage of BSs and RNs, respectively. BS -RN area is defined as the overlapping of RN's and BS's coverage, whereas RN -RN area is defined as the overlapping of two RNs' coverage. The signal intensity of BS or RN plays a dominant role in its own area. Note that the interference mainly exists in the overlapping area and some MSs may be located in both BS -RN area and RN -RN area.
Interference analysis
In this paper, the basic resource element is denoted as RB [9, 16] , which includes frequency and time. We suppose that each MS can only communicate with either an RN or a BS at the same time. Figs. 2a and c show the single cell and multi-cell transmission scenarios. In Fig. 2a, {MS1 , MS2}, {MS3, MS4} and {MS5} are served by BS, RN1 and RN2, respectively. In OFDMA system, different MSs with the same serving nodes need to use orthogonal RBs. If MSs with the same serving BS/RN use the same RBs, they are referred to as collided nodes. The relationship among MSs is shown in Fig. 2b , where each node denotes an MS, and each arrow indicates the interfered or collided node. For example, the arrow from MS1 to MS5 indicates that the serving BS of MS1 interferes MS5. Besides, the notation next to a line denotes the relationship of two nodes connected by the line. In particular, f N means no interference and collision, and f C means collision. f B and f R represent the interference coming from BS and RN, respectively. We can use some interference levels which can be determined by MSs' location and their serving nodes to indicate the impact of interference. In the example of this section and next section, we assume three levels of BS and two levels of RN in this scenario, which are denoted by {f B0, f B1, f B2 } and {f R0 , f R1 }, respectively. As the transmission power of BS is larger than that of RN, we have f B0 , f R0 , f B1 , f R1 , f B2 . The classification of interference levels is given in Table 1 . It is worthwhile to note that our proposed RAIC presented in next section is not sensitive to the number of levels identified.
Problem formulation
We consider the downlink of a cellular system with L cells. Assume that there are K RNs and M l MSs in cell l (l [ {1, 2, . . . , L}), and N available RBs can be assigned in each cell. There are three types of links in the system: those between a BS and an RN (denoted by BS-RN), between a BS and an MS (denoted by BS-MS), and between an RN and an MS (denoted by RN-MS). Besides, let us denote by BS-RN-MS the two-hop link composed of a BS-RN and an RN-MS link.
In LTE, TTI (transmission time interval), which is specified to 1 ms, is the duration for transmitting a sub-frame. Moreover, one TTI is the minimum interval for performing ICIC. As performing ICIC need to measure channel states, a shorter interval of ICIC may bring some performance gain at the expense of extra processing overhead. Therefore a good compromise is setting the interval of ICIC to several TTIs. The detailed analysis for setting interval of ICIC can be referred to [7] . In this paper, the interval of ICIC is divided into two time slots. BS-RN link is active in slot 1, and BS-MS and RN-MS links are active in slot 2. The 'slot' in our paper contains a number of TTIs.
In slot 1, the SNR and SINR of the received signal at RN k using RB n is given by
where b l,k is the path loss between RN k and its serving BS l, b l ′ ,k is the path loss between RN k and the interfering BS in cell l ′ . P l,k is the transmission power of BS l to RN k, P l
is the transmission power of the interfering BS to RN k ′ as RN k ′ in neighbouring cell l ′ is concurrently using the same RB n. N 0 is the thermal noise variance, W n is the bandwidth of one RB and the total bandwidth is W ¼ S n W n .
In slot 2, the serving node of an MS is either a BS or an RN. Let the set of MSs served by the BS in cell l be denoted by U, and the set of MSs served by RNs be denoted by
If the MSs are served by a specific RN, say RN k, the set is denoted by
The SNR and SINR for MS m using RB n can be expressed as
where and
, respectively. Thus, we can formulate the problem of RB assignment with interference coordination to be maximising the system throughput with assumptions of ideal transmission as follows
s.t.
where a 1 and a 2 represent the normalised durations of slot 1 and slot 2, respectively. The first term of the right-hand side of (3) represents the throughput of BS -MS links, and the second term represents the throughput of BS -RN -MS links, which is the smaller one of the throughput on links BS -RN and RN -MS, respectively. Equation (3b) stats that one RB of a BS can be assigned to at most one RN and one available RB of a BS or an RN can be assigned to at most one MS. Before we proceed to solving the maximisation problem, we can first decide the value of a 1 and a 2 in order to avoid BS -RN links to be the bottleneck of BS -RN -MS links. Thus, the problem represented by (3) can be simplified, and (3) can be rewritten as (4) to maximising the system throughput in slot 2
Let us first assume that there is only one RN in the cell in the optimisation problem (4), and we can reduce the problem to a 3-Satisfiability (3-SAT) problem which is NP-complete [17] . We consider an arbitrary instance of 3-SAT, with M variables v 1 , . . . , v M and N clauses C 1 , . . . , C N . A literal is either a variable or the negation of a variable (i.e. v i or v i ), and each clause is a disjunction of three distinct literals (i.e.
. An assignment satisfies a collection of clauses C 1 , . . . , C N if it makes all of the clauses to be 1 under the rules of Boolean logic (i.e. C 1^C2^. . .Ĉ N ¼ 1). We define our problem is to determine whether there exists a satisfactory assignment strategy for each MS with a given RB and serving node. This problem can be converted to be the problem whether there exists a satisfying truth assignment for a 3-SAT instance. We illustrate the 3-SAT instance in versa. In Fig. 3 , we give three clauses as an example to explain how to obtain a satisfactory assignment by setting different values for the variables in a clause. The clause for RB1 is given by
As an RB is able to be assigned to at most one MS served by a BS or an RN, we can only set a single variable to 1 for
and then RB1 can be assigned to one of the three MSs (e.g. MS1). When we have C 2 = (v 2 _ v 3 _ v 4 ), RB2 can be assigned to either one MS (e.g. MS4) or two MSs (e.g. MS3 and MS4). Based on the assignment of RB1 and RB2, RB3 with C 3 = ( v 1 _ v 2 _ v 3 ) can be assigned to either two MS (e.g. MS2 and MS3) or one MSs (e.g. MS2). Consequently, when RB1, RB2 and RB3 are assigned to {MS1}, {MS4} and {MS2, MS3}, respectively, C 1^C2^C3 ¼ 1 and a satisfactory assignment is obtained. Therefore we should set appropriate value for individual variables of each clause to make all the clauses in the 3-SAT instance evaluate to 1.
Based on the analysis above, the optimisation problem (4) with one RN in the cell is NP-hard. Obviously, the optimisation problem as (3) is more complicated and is thus NP-hard too. We cannot find an efficient algorithm to optimise the problem of objective (3), as the search space for the problem is quite large making it computationally intractable for practical systems. To solve the maximisation problem, we turn to employ a heuristic RB assignment scheme with interference coordination for a sub-optimal solution. The details will be presented in Section 3.
Resource allocation with interference coordination

Overview of RAIC
The proposed RAIC scheme for relay-aided cellular OFDMA systems is composed of three phases. Each of three phases executes a specific RB assignment algorithm, namely PCA, SSAA and DAA, respectively. The three RB allocation algorithms are not performed concurrently in each scheduling interval. According to the offered traffic load (the number of MSs in the system), RAIC selectively performs one of the three algorithms for seeking a good tradeoff between processing complexity and performance gain. The framework of RAIC is shown in Fig. 4 . In the beginning, RAIC examines the traffic load in the system. When the number of MSs in cell centre and cell edge is less than the number of RBs (which means the offered load is light in the system), we use PCA to allocate orthogonal RBs to MSs. In this case, if the number of orthogonal RBs is insufficient for MSs served by BS or RNs in the cell, we employ SSAA based on orthogonal RBs allocation to reuse RBs for some MSs which have not been scheduled. On the other hand, if the traffic load in the system is heavy, in order to schedule more MSs and reuse RBs efficiently, we use DAA to further enhance the system performance. The basic idea of DAA is to cluster MSs according to their interference levels, and allocate appropriate RBs to individual clusters in accordance with the instantaneous channel states. The details of the three algorithms are given in the following subsections.
Pre-configuration algorithm
When the offered traffic load is light, there are sufficient orthogonal RBs for the neighbouring serving nodes including RNs and BSs to allocate to MSs. Hence, we perform a PCA, with the objective of mitigating interferences through appropriate resource allocation for MSs. PCA is the extension of fractional frequency reuse [8] .
To solve the maximisation problem given in (3), we first perform resource allocation in slot 1 (without scheduling MSs as only BS -RN links are considered), and perform both resource allocation and scheduling in slot 2. Besides, we connect each MS to the serving node with the strongest received signal strength.
In slot 1, we consider the SINR and fairness in allocating RBs. We orderly assign an exclusive RB n * k to each RN which has the highest SINR and let N = N\n * k . The process iterates until all the RBs have been allocated in each cell. The allocation can be performed as
The throughput on a BS -RN link of cell l in slot 1 T 1,k can be expressed as
In slot 2, we divide the available RBs into two portions, one reserved for BS (denoted by N . We determine the serving node of each MS by the signal strength and suppose only one RB can be assigned to an MS. Then the scheduling scheme and RB allocation can be presented as
where RB n * 
The pair composed by a specific MS and an RB can be fixed. We Fig. 4 Framework of RAIC can denote the sets of these pairs by {m B , n * B } or {m R k , n * R k }. By such operation, all of the RBs allocated to MSs which are served by RNs of neighbouring cells (cell l and l + 1) are orthogonal, and the RBs allocated to MSs which are served by two adjacent RNs (RN k and k + 1) in one cell are also orthogonal. Thus the allocated RBs are collision-free, and the major interferences can be avoided. Hence, we have In slot 1, SSAA performs the same steps as PCA to obtain T 1,k in (5). In slot 2, SSAA allocate orthogonal RBs to MSs served by the BS and two adjacent RNs in the cell and then reuse some RBs for some MSs which have not been scheduled.
The set of MSs that have not been scheduled in cell l is denoted by M, which is a subset of {1, 2, . . . , M l }. Our basic idea is based on the interference levels to schedule some remaining MSs (called re-scheduled MSs) that are collision-free and with low interference. The re-scheduled MSs and the reused RBs can be obtained as 
respectively. The set of corresponding RBs used by re-scheduled MSs are denoted by { n B } and { n R k }, respectively. Then we can rewrite (6) and derive the maximum system throughput in SSAA as follows
Dynamic allocation algorithm
When the offered traffic load of the system is heavy (the number of MSs is much more than the number of available orthogonal RBs), PCA and SSAA may not be able to achieve a satisfactory system throughput. To further improve spectrum efficiency, we design a DAA. In slot 1, DAA performs the same steps as PCA to obtain T 1,k in (5). In slot 2, DAA is performed to construct clusters and allocate RBs to individual clusters using a graph-based approach [18] . Since MSs in a cluster can be assigned the same RB, DAA can utilise RBs efficiently.
Let us continue using the example shown in Fig. 2c to illustrate the construction of clusters in DAA. For the ease of description, we simplify the corresponding relationship in Fig. 2d , by removing the arrows and the edges with notation f N and keeping only one edge between two MSs with a higher interference level. The resultant interference relationship graph is shown in Fig. 5a . If we further remove the edges with notations f B0 and f R0 , the simplified relationship is shown in Fig. 5b . We can use a graph-based approach to put all MSs into different clusters.
Cluster construction can be formulated as a 'node colouring problem' [18] . The number of colours is identical to that of clusters and two interfering nodes are not allowed to have the same colour. Denote the relationship of MSs by a graph G ¼ (V, E), where the vertexes V ¼ {v
} represents the set of MSs (M is the number of MSs in the system), and E represents the set of edges in G. The possible sequence numbers of clusters form a set, denoted by H # {1, 2, . . . , M}. Actually, as different clusters need to be allocated different RBs, the number of clusters should be less than the number of RBs. The cluster construction function is denoted by F, and F(v) ¼ x means that MS v is put into cluster x. The clusters are formed by the following steps:
Step 1: Sort all nodes in a descending order according to the number of their interference nodes. Let the resultant sequence be denoted by v 1 ,v 2 , . . . , v M .
Step 2: Set F(v 1 ) ¼ 1 and i ¼ 1.
Step 3:
having a connection with v j }. Let x be the minimum integer in H\H(v i+1 ), and F(v i+1 ) ¼ x.
Step 4: Let i ¼ i + 1, go to Step 3.
Based on these steps, the MSs in Fig. 5a are divided into four clusters {MS2}, {MS3}, {MS1, MS4} and {MS5}. Nodes in Fig. 5b are divided into three clusters {MS3, MS1}, {MS4, MS2} and {MS5}. After the clusters are formed, we can assign RBs to individual clusters.
Let X be the number of clusters in the system. As the number of MSs is much more than that of RBs, we usually have X ≥ N. If X . N, we should slightly adjust cluster construction to let X ¼ N. Denote the set of all clusters by
RBs assignment is performed as follows: Step 1: Sort all clusters in a descending order based on
Step 2: Set i ¼ 1 and j ¼ 1.
Step 3: Find
Step 4: Assign RB n j to MSs in cluster Y i , and let N = N\n j .
Step 5: If j . N, denote the set of RBs assigned to Y i (i ¼ 1, . . . , X ) by N i and stop; otherwise, i ¼ i + 1, j ¼ j + 1, and go to Step 3.
Therefore we can obtain the maximum system throughput as
For further demonstrating the merits of our proposed RAIC, we analyse the complexity of PCA, SSAA and DAA, respectively. Let there be N RBs and K serving nodes (including the BS and RNs) in a cell, and M (M ≤ N ) MSs that can be served by a node. In PCA, we reserve orthogonal RBs for BS and adjacent RNs, and thus the set of available RBs for the MSs served by the same node can be determined. Each MS is able to choose an RB from a corresponding set. Hence, PCA is of complexity O(KN 2 /2). SSAA based on orthogonal RBs allocation to reuse RBs and has the same complexity as PCA. In DAA, we first construct clusters and then allocate RBs to individual clusters. If we construct N clusters, each MS has the opportunity to be put into N candidate clusters and there are totally KMN candidate clusters for all MSs in a cell. For RB allocation, the complexity is O(N 2 /2). Therefore DAA is of complexity O(KMN + N 2 /2).
Performance evaluation
In this section, we validate the effectiveness of our proposed RAIC through simulation experiments. As there is no existing work on RAIC based on the similar system model of our work, we compare RAIC with the following schemes: (i) sequential allocation scheme (SAS), which assigns RBs according to the RB's sequence number; (ii) Noninterference-coordination scheme (NICS), which assigns RBs randomly and does not perform inter-cell and intra-cell interference coordination; (iii) PCA, which performs only one phase of RAIC and reserves orthogonal RBs for BS and neighbouring RNs; (iv) SSAA, which performs one phase of RAIC and reuse some RBs based on PCA; and (v) ideal allocation scheme (IAS), where it is assumed that there are sufficient available RBs and no any interferences in the system. Particularly, the SINR of IAS is actually equal to SNR and the performance of IAS can be considered as the upper bound and used as a comparison base in our study.
Simulation settings and parameters
We consider the downlink of a seven-cell cellular network with six fixed RNs which symmetrically at the position 3R/4 (R denotes the cell radius) from the BS in each cell. The positions of BSs and RNs in the system are shown in Fig. 6a. Fig. 6b shows an example of the distribution of MSs in a cell. The system performance should be affected by the number and distribution of RNs [19] . However the impact is beyond the scope of this paper. Our focus of this paper is to investigate the issue of interference coordination given that the network topology is known. Since the system performance can be reflected by the centre cell performance, let us concentrate on the centre cell and consider the neighbouring six cells as interfering cells. We assume that the MSs in each cell served by the BS or RNs are uniformly distributed, and each MS can be assigned at most one RB. Moreover, in order to thoroughly evaluate the performance of our proposed scheme, BS-RN links are not the bottleneck of the connection BS-RN-MS in our model. We use empirical values for a 1 and a 2 by simulation statistics and set the duration ratio of slot 1 and slot 2 to be 1:1. We conduct simulation based on the 3GPP spatial channel model extension [20] , where the multi-path fading model introduces 'midpaths' to keep the fading distribution close to Rayleigh. The MS movement model is random direction mobility model. Other system parameters used in simulation are listed in Table 2 . In particular, we consider near line-of-sight (LOS) BS-RN links and non-LOS channels for RN-MS links and BS-MS links based on the path loss models [3] , which has been included in 3GPP Release 9. Although the effectiveness of RAIC is evaluated using the model of 3GPP LTE-A in this paper, we would like to emphasise that it is applicable to general relay-aided OFDMA systems.
We use four performance metrics in performance evaluation as follows:
1. 'Throughput', which is defined as the total rate for all scheduled MSs. Let the number of antennas in transmitting and receiving terminals is denoted by n T and n R respectively. The maximum achievable rate at MS m is given by [21] 
where r is the rank of channel matrix with r ≤ min(n R ,n T ), l i is the square of singular value of channel matrix, I is the interference and other notations are the same with that used in (2). 2. 'Spectrum efficiency', which relies on the throughput T cell and bandwidth. The spectrum efficiency f of RAIC, SAS and NICS is defined as f ¼ T cell /(W n N ). As IAS is not constrained by the number of available RBs, the spectrum efficiency of IAS can be expressed as
where N ′ is the number of used RBs. 3. 'Number of scheduled MSs', which is defined as the number of MSs that can be served in the cell.
Numerical results and discussions
In the first experiment, we examine the performance when offered traffic load in cell edge is light. In this case, RNs in each cell has sufficient available RBs. Note that the number of MSs that can be scheduled by the BS and each RN of IAS is not constrained by the number of available RBs. We first fix the number of MSs served by each RN to be 10 and vary the number of MSs served by BS from 30 to 120. Fig. 7 shows the throughput, spectrum efficiency and SINR distribution of SAS, NICS, IAS and RAIC. The simulation results of throughput are obtained with a maximum relative precision of 5% with confidence level of 90%. From  Fig. 7a , we can see that the throughput of RAIC is higher than that of SAS and NICS. This is because that the interferences between RN and MSs served by BS/other RNs, and between BS and MSs served by RNs deteriorate the system throughput in SAS and NICS. Besides, we can also observe that the throughput of RAIC is lower than that of IAS. This is because that the ideal scheme IAS does not consider any interference in the system. Indeed the throughput of IAS is the upper bound that cannot be achieved in reality. Fig. 7b shows the spectrum efficiency. As the number of available RBs is not limited in IAS, the spectrum efficiency of IAS reduces with the number of RBs and gradually becomes much lower than that of RAIC. However, the spectrum efficiency of NICS, SAS and RAIC exhibits the same trends as the throughput. Fig. 7c shows the CDF of SINR when the total number of MSs is 120. We can see that RAIC slightly outperforms NICS but significantly outperforms SAS in terms of SINR distribution. It indicates that RAIC can reduce interferences compared with the schemes without interference coordination.
In the second experiment, we further increase the number of MSs in the cell edge. We change the number of MSs that needs to be served by each RN to be 20 which is more than what the orthogonal spectrum can support. Other parameter settings are the same as the first experiment. From Fig. 8a , we can see that the throughput of RAIC is significantly higher than that of NICS and SAS and lower than that of IAS. As shown in Fig. 8b , the spectrum efficiency of RAIC is the highest whereas the spectrum efficiency of IAS is very low. This is because that each MS in IAS can be assigned an exclusive RB without RB reuse, and thus the spectrum resources are not efficiently utilised. Fig. 8c shows the CDF of SINR when the total number of MSs becomes 240. We can see that the SINR improvement of RAIC over NICS and SAS becomes more significant, compared with the case with smaller number of MSs. It is evident that RAIC can effectively reduce interference.
Next we compare the performance of RAIC with that of PCA and SSAA. Fig. 9 shows the throughput and number of scheduled MSs in NICS, PCA, SSAA and RAIC. From  Fig. 9a , we can see that the throughput of NICS is lower than that of PCA, SSAA and RAIC. This result demonstrates that even performing only one phase of RAIC can bring some performance gain. When the number of MSs in the cell changes from 150 to 180, the reserved RBs for RNs in PCA and SSAA are used up. PCA and SSAA have similar performance in terms of throughput. When the number changes from 180 to 240, the reserved RBs for both BS and RNs are all used up. From this figure we can see that the throughput of SSAA is higher than that of PCA. Moreover, we can also see that the throughput of RAIC is higher than that of PCA and SSAA, and the throughput gain is mainly brought by reusing RBs. Fig. 9b shows that the number of MSs which can be scheduled. From this figure, we can see that RAIC and NICS can schedule the greatest number of MSs, whereas PCA and SSAA schedule less MSs than the other two schemes. Although the number of scheduled MSs of NICS is the same as that of RAIC, NICS schedules the MSs regardless of the interference conditions. The additional interference deteriorates the system throughput and could not fulfil MSs' communication requirements. On the other hand, RAIC not only supports large number of MSs, but also improves throughput. Besides, as PCA is only allowed to schedule MSs with strict constraint of specific RBs of the BS and RNs, the number of scheduled MSs is the smallest in the four schemes. SSAA can fully use the orthogonal RBs, but this scheme is allowed to reuse a few RBs. The number of scheduled MSs is still less than that of RAIC. Comparing with the first experiment, RAIC can achieve more significant performance gain for heavy traffic load.
Besides, it is worthwhile to mention that a larger number of scheduled MSs may not necessarily lead to a better throughput. As the number of MSs in the cell increases, the interference will be increased. Thus in some cases, we need to make a good tradeoff between the scheduled number of MSs and the system performance.
Conclusions
In this paper we have analysed the interferences in relay-aided cellular OFDMA systems, and established a classification rule for interference levels. Based on the insights into our analysis, we have proposed an effective RAIC scheme to mitigate interferences and improve system throughput. We have validated the performance of RAIC by simulation experiments under a system model with realistic broadband channel propagation conditions. Numerical results demonstrate that RAIC effectively improves system performance, in terms of throughput, spectrum efficiency and the number of MSs that can be served, by performing inter-cell and intra-cell interference coordination. 
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