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ABSTRACT 
Let E = [e,,] be a matrix with integral elements, and let x be an indeterminate 
defined over the rational field Q. We investigate matrices of the form X = [ x”~] 
(i = 1,. , m; j = 1,. . , n; m Q n). We may multiply the lines (rows or columns) of the 
matrix X by suitable integral powers of r in various ways and thereby transform X 
into a matrix Y = [ rf;i] such that the xj are nonnegative integers and each line of Y 
contains at least one element x” = 1. We call Y a normalized form of X, and we 
denote by S(X) the class of all normalized forms associated with a given matrix X. 
The classes S(X) have a fascinating combinatorial structure, and the present paper is 
a natural outgrowth and extension of an earlier study. We introduce new concepts 
such as an elementary transformation called an interchange. We prove, for example, 
that two matrices in the same class are transformable into one another by inter- 
changes. Our analysis of the class S(X) also yields new insights into the structure of 
the optimal assignments of the matrix E by way of the diagonal products of the 
matrix X. 
1. INTRODUCTION 
Let 
A = [aij] (i=l,..., m; j=l,..., n) (1.1) 
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be a matrix of size m by n. A line of A designates either a row or a column of 
A. We assume throughout that m < n, and we define a diagonal of A as a set 
of m positions in A such that no two of the positions lie on a line. A diagonal 
of A is designated by the ordered sequence 
where u is an m-permutation of the integers 1,. . . , n, and the product 
(1.3) 
is called a diagonal product of A. 
Now let E = [ ei j] be a matrix of size m by n with integral elements, and 
let x be an indeterminate defined over the rational field Q. Throughout this 
paper we investigate matrices of the form 
x = [P’f] (i=l,..., m; j=l,..., n; m6n). (1.4) 
There is a striking interplay between the combinatorial structures of the 
matrices E and X, and we refer to E as the matrix associated with X. 
We may multiply the lines of the matrix X of (1.4) by suitable integral 
powers of x in various ways and thereby transform X into a matrix Y = [ XLJ] 
with the following properties: The exponents xj of x in Y are nonnegative 
integers, and each line of Y contains at least one element 
x0=1. (I.51 
We call Y a rwrmulized form of X. A given matrix X will in general have 
many normalized forms. We may in fact always select a normalized form with 
an arbitrarily line as a line of 1’s. Notice that in the case of square matrices 
two normalized forms of X have the same diagonal products apart from a 
fixed integral power of x. 
We denote by S(X) the class of all normalized forms associated with a 
given matrix X. These classes have a fascinating combinatorial structure and 
were first investigated in [2]. The present paper is a natural outgrowth and 
extension of this earlier study. 
We first summarize certain of the results discussed in [2]. Let Y be a 
normalized form of the matrix X of (1.4). The maximal number of l’s in Y 
OPTIMAL ASSIGNMENT PROBLEM 3 
such that no two of the l’s lie on a line is called the term rank of Y. The 
following theorem [2, Theorem 2.31 is one of the main conclusions: The matrix 
X of size m by n (m < n) has a normalized form Y of term rank m. Thus we 
are assured that a class S(X) always contains at least one matrix with a 
diagonal product equal to 1. Now let Y be an arbitrary matrix in the class 
S(X), and let F = [ Aj] be the matrix associated with Y. We define the degree 
d of Y by 
d=max{Aj} (i=l,..., m; j=l,..., m) (1.6) 
and the degree of the class S(X) as the minimal degree of all of the matrices 
in the class. One may prove that the degree of an arbitray matrix in the class 
S(X) cannot exceed twice the degree of the class, and hence the class S(X) 
contains only a finite number of matrices [2]. 
In Section 2 of the present paper we obtain a simple and explicit formula 
for the degree of the class S(X). In Section 3 we define an interchange as a 
certain elementary transformation of the elements of a matrix Y in the class 
S(X) that transforms Y into another matrix Z in the same class. We prove 
that two matrices in the same class are transformable into one another by 
interchanges. Our concluding Section 4 deals with square matrices, and here 
our discussion of the class S(X) yields new insights into the structure of the 
optimal assignments of the matrix E associated with X. We prove, for 
example, that a class S(X) with m = n contains a unique matrix of term rank 
n if and only if a certain (0, 1)-matrix associated directly with the class is fully 
indecomposable. 
2. THE DEGREE OF THE CLASS S(X) 
Let (ii,..., ik) be a sequence of k distinct integers from { 1,. . . , m }, and 
let (ji,..., j,) be a sequence of k distinct integers from { 1,. . . , n}. Then for 
the matrix X of (1.4) we define 
cx(i, ,..., i,; j, ,..., jk) = ( ei,j, + . * . + eikj,) - (ei,j%+ “’ + eik_ljk+eikj,). 
(2.V 
Now let Y and Z be matrices of size m by n that are normalized forms of 
matrices of the form (1.4). Then a theorem of Saunders and Schneider [3] 
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implies that Y and 2 belong to the same class S(X) if and only if 
44,. ..T i,; jl,. . *, j,) = c&,,. . ., i,; jl,. . .) j,) (2.2) 
for all integers k > 2 and for all sequences of k distinct integers (ii,. . . , ik) 
and (ii,. . . , j,) from { 1,. . . , m } and (1,. . . , R }, respectively. 
In what follows we write 
44 ,..., i,; j, ,..., jk)=cy(il ,..., i,; j, ,..., j,) (2.3) 
and utilize this invariant to derive a formula for the degree of the class S(X). 
THEOREM 2.1. The degree of the class S(X) is the minimal integer d such 
that 
c(i,,. . ., i,; j,,. . . , jk) < dk 
for all integers k > 2 and for all sequences of k distinct integers (i,, . . . , ik) 
und (j, ,..., j,) from (l,..., m} and {l,..., n}, respectively. 
Proof. Let d be an arbitrary integer that satisfies (2.4). Suppose that 2 
is a matrix in S( X ) of degree d’ and that d’ > d. 
We iteratively label some of the rows of Z with - l’s and some of the 
columns of Z with + 1’s. Consider a row of Z which contains an xd’, and 
label it - 1. Label every column of Z which contains an x0 = 1 in that row 
with a + 1. Label with a - 1 every row of Z which contains an xe (e > d ) in 
one of the columns just labeled. Label with a + 1 every column which 
contains an x0 = 1 in one of the rows just labeled, and so on. No row or 
column is assigned more than one label. We continue until no more label 
assignments are possible. 
We now apply row and column permutations and write Z in the following 
form: 
z, 62 z= z 
[ 1 3 Z,’ (2.5) 
where the rows intersecting Z, and Z, are labeled - 1 and the columns 
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intersecting 2, and 2, are labeled 
properties of the matrix 2: 
(1) The column which contains the 
5 
+ 1. We note the following three 
initial x “’ is not labeled + 1. If this 
were the case then Z, would contain a configuration of the form 
and this contradicts (2.4). 
(2) No entry of Z, is x ’ = 1 because none of the columns of Z, is labeled , 
+ 1. 
(3) All entries of Z, are of the form xf (f < d), because none of the rows 
of Z, is labeled - 1. 
We now multiply the rows of Z labeled - 1 by xP ’ and the columns of Z 
labeled + 1 by x. The initial xd’ in Z, is replaced by x”‘- ‘. The only 
exponents in Z that are increased are those in Z,. The entries in Z, are of the 
form xf (f < d) and they are replaced by xf’ l. Furthermore, the trans- 
formed matrix has all of its exponents nonnegative and may be placed in 
normalized form by the removal of possible common factors x in certain of 
the lines of the matrix. Notice that the removal of such common factors x 
does not further reduce the exponent of the initial entry x” below d ’ - 1. 
We have thus succeeded in replacing at least one exponent d’ in Z by 
d ’ - 1. We may iterate the procedure and obtain a matrix of degree d’ - 1 in 
S(X). It follows that the minimal integer d that satisfies (2.4) is the degree of 
the class S(X). = 
The preceding discussion also implies the following. 
COROLLARY 2.2. The matrices in the class S(X) take on all possible 
degrees between their minimal and maximal values. 
A 1 in the (i, j) position of a matrix Y in the class S(X) is called an 
invariant 1 of Y provided that every matrix in the class has a 1 in the (i, j) 
position [2]. The concept of an invariant 1 is a class property, and we say that 
S(X) is with or without invariant 1’s. In case Y has an invariant 1 in the (i, j) 
position, then we refer to the position as an invariant position of S(X). In all 
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other instances we refer to the position as a noninvariant position. A 
noninvariant position has the property that the class S(X) contains at least 
two matrices with distinct entries in that position. 
The following proposition is equivalent to Theorem 3.2 of [2]: An (i, j) 
position of the class S(X) is invariant if and only if 
c(i, k; j, I> < 0 (2.7) 
foraZZk#iandZ#j(k=l,..., m;j=l,..., n). 
Let Y be a matrix in the class S(X), and let F = [ Jj] be the matrix 
associated with Y. For each i, j let mij equal the largest value of Ai taken 
over all matrices Y in the class. 
The invariant (2.3) yields an explicit formula for mij. 
THEOREM 2.3. Suppose that (i, j) is a noninvariant position of the class 
S(X). Then 
mji=maxc(i,k;j,Z), (2.8) 
where the maximum is taken over all k # i and 1 f j (k = 1,. . . , m; 1= 1,. . . , n). 
Proof. Let the matrix F associated with Y be such that the (i, j) 
position of F satisfies Aj = mi j. Since (i, j) is a noninvariant position of S( X ), 
we have fij > 0. But then there exist k’ f i and I’ # j such that &, = fkTj = 0. 
For the F under consideration we have ij + fkIl, = c(i, k’; j’, I’) and hence 
mij < maxc(i, k; j, I). 
Now let max c(i, k; j, 1) = c(i, k*, j, Z*), and consider an F associated 
with Y such that row k* of F is a row of 0’s. For this choice of F we have 
hj - j& = c(i, k*; j, Z*). Suppose that AI* f 0. Then there exists an j& = 0, 
and this implies Aj = c(i, k*; j, 2”). But these equations contradict the maxi- 
mality of c(i, k*; j, Z*) and hence file = 0. n 
3. INTERCHANGES 
Let Y be a matrix in the class S(X), and let M be a submatrix of Y of size 
e by f. Let M be formed by the intersection of rows i,, . . . , i, and columns 
jl , . . . , jr of Y. We suppose that every element of M has a positive exponent 
and that M is maximal in the sense that M is not properly contained in a 
submatrix of Y that has all of its exponents positive. We now multiply the 
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m - e rows of Y complementary to the rows ‘i,, . . . , i, by x and we multiply 
the columns jl,. . . , jr of Y by x-l. We designate the resulting matrix by Y ‘, 
and we say that Y is transformable into Y’ by an interchange. 
We may illustrate an interchange schematically as follows: 
(34 
All of the exponents in the submatrix M of Y are positive, whereas the 
submatrices P and Q contain a zero exponent in every line. The exponents in 
M’ and N ’ are one lower and one higher than the corresponding exponents 
in A4 and N, respectively. The matrix Y’ is also a member of S(X). 
THEOREM 3.1. Let Y be of degree d in the class S(X), and let Z be an 
arbitrary matrix in S(X). Then Y is transformable into Z by at most d 
interchanges. 
Proof. Since Y and Z are in S(X), it follows that there exist diagonal 
matrices 
D(x) =diag[x”l,...,xd,ll], E(x) =diag[x”l,...,n:‘~l] (3.2) 
with integral exponents di and ei such that 
z = D(x)YE(x). (3.3) 
Thus for an arbitrary integer t we may write 
z = x’D(x)YE(x)x-‘. (3.4) 
This allows us henceforth to require the exponents d i of D(x) in (3.2) to be 
nonnegative. But for this choice of D(r) the exponents ej of E(x) in (3.2) are 
then nonpositive, because Z is in S(X). Furthermore, for Y # Z we require 
both positive and zero exponents in D(x), and both negative and zero 
exponents in E(x). 
Schematically, the matrix Y is divided into the following four blocks: 
Y= 
Yl yz 
i I y3 y4 * (3.5) 
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The submatrix Y, of Y is formed by the intersection of rows corresponding to 
d i > 0 and columns corresponding to ej < 0. The submatrix Y4 of Y is formed 
by the intersection of rows corresponding to d i = 0 and columns to ej = 0. 
The corresponding blocks in Z are denoted by 
2, z2 z= z 
[ I 3 z4 (Y, = Z,). (3.6) 
We assert that every exponent in Y3 is positive. This follows from the fact 
that Y, is determined by the intersection of rows corresponding to di = 0 and 
columns corresponding to ej < 0. Since Y is in S(X), it follows that there is a 
1 in every column of Y, and a 1 in every row of Y4. Furthermore, since 
Y4 = Z, and Z is in S(x), it follows that there is a 1 in every column of Y4. 
Thus Y4 has a 1 in every line. 
We now adjoin to Y3 possible additional rows of Y, so that this extended 
matrix is maximal. Schematically, we have the following: 
(3.7) 
In this diagram every exponent of Y: is positive and Y; has a 1 in every line. 
The matrix Y2* has a 1 in every row, because Y is in S(X). Notice that Y: 
cannot include all of Y,, because Y is in S( X ). Thus the matrices 
have a 1 in every line, and hence the matrix 
(3.9) 
is maximal. 
At this point of the argument we notice that we must have 
ej>/ -d, (3.10) 
because otherwise the submatrix Z, of Z would contain a negative exponent. 
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We next apply an interchange to Y based on the maximal matrix M of 
(3.9). This interchange reduces the exponents of M by one and raises the 
exponents of YL by one. The new matrix to be transformed into 2 has its 
ej < 0 increased by one over the earlier values and certain of its d, > 0 
diminished by one from the earlier values. 
We now begin again and iterate the argument. It follows that after at most 
d such interchanges we will have reduced all of the e.‘s to zero, and this 
means that Y is transformable into 2 by at most d interc h anges. n 
THEOREM 3.2. The exponents in a fixed (i, j) position of the matrices Y 
in a class S(X) take on all possible integers between zero and the maximal 
value mi i. 
Proof. This follows from Theorem 3.1 and the fact that an interchange 
changes the exponent in the (i, j) position by at most one. n 
We note that Theorem 3.1 also yields an alternative proof of Corollary 2.2. 
4. OPTIMAL ASSIGNMENTS 
Let X be a square matrix of order n of the form (1.4), and let E = [ eij] be 
the integral matrix of order n associated with X. The optimal assignment 
problem asks for the maximal value M(E) of e,,(,, + . . . + enocnj over all 
permutations (I of the integers 1,. . . , n. By replacing ei j by - e, j the problem 
is equivalent to determining the minimal value of - e,,(,, - . . . - enocnj over 
all permutations u. Hence it suffices to consider only those optimal assign- 
ment problems which ask for the minimal value m(E) of e,,(l, + . . . + enocnj. 
Throughout this section we let S(X) denote the class of all normalized 
forms of the matrix X of order n. Let Y be in S(X), and let f = [Aj] be the 
integral matrix of order n associated with Y. We now formally define an 
optimal assignment for F (or for Y) as a permutation u of 1,. . . , n such that 
(4.1) 
where the minimum in (4.1) is taken over all permutations r of 1,. . . , n. This 
minimal integer is called the value of the optimal assignment for F (or Y ). 
The value of an optimal assignment varies as the matrix Y ranges over the 
class S(X). But all matrices in the same class have identical optimal assign- 
ments. Thus in discussing optimal assignments it suffices to select a particular 
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matrix Y in S(X). We choose y so that Y has term rank n (Theorem 2.3 of 
[2]). Thus after line permutations we suppose that 
Y= [’ 1 . . . ;], F=r ” ..+ I]. (4.2) 
In particular the value of an optimal assignment is now 0. 
We note that the preceding observations immediately imply Balasubra- 
manian’s theorem for integral optimal assignments [ 11: An assignment formed 
solely out of positions occupied by optimal assignments is again an optimal 
assignment. 
Let Y be an arbitrary matrix in a class S(X). We let Y, designate the 
(0, 1)-matrix obtained from Y by replacing all of the x’s in Y with positive 
exponents by 0’s. Thus Y0 displays the pattern of l’s within Y as well as the 
pattern of O’s within F. 
Now let Y be a matrix of the form (4.2) in our class S(X). Then we may 
conclude directly from the definition of the permanent function that the 
number of optimal assignments for Y equals per (YO). This is because each 
optimal assignment for Y corresponds to a set of n l’s of Y, with no two of 
the l’s on a line. 
Since Y, has l’s in all of its main diagonal positions, it follows that there 
exists a permutation matrix P such that 
0 
A2 
Ak2 
. . . 
. . . 
0 
0 
11 
. . 
Ak 
(4.3) 
In (4.3), PT denotes the transpose of the matrix P, and A,, A,, . . . , Ak are 
irreducible matrices of appropriate orders. Since these irreducible matrices 
have l’s in all of their main diagonal positions, we know that they are in fact 
fully indecomposable. None of the l’s in a subdiagonal block of (4.3) belongs 
to an optimal assignment. But each 1 in the diagonal blocks of (4.3) belongs to 
at least one optimal assignment. Furthermore, the replacement of a 0 by a 1 
in a diagonal block creates a new optimal assignment. 
Now let 2 be a second matrix of term rank n in the class S(X). Then the 
value of an optimal assignment for Z is also 0. Since Y and Z have the same 
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optimal assignments, it follows that 
per(%) = per(G). (4.4) 
But the discussion of the preceding paragraph tells us that Y, and Z, even 
have the same fully indecomposable components. This means that there exists 
a permutation matrix Q such that 
QZoQT= I A, 0 ... 0 RF1 A ... .2 0 (4.5) . R;, &, . . - 
We may conclude that the fully indecomposable components of Y, are 
invariants of the class. We call them the fully indecomposable components of 
S(X). We say that the class S(X) is fully indecomposable provided that it 
contains only one fully indecomposable component. A fully indecomposable 
class is characterized by the property that all of its matrices of term rank n 
have the same fully indecomposable component Y, = A,. 
THEOREM 4.1. The class S(X) contains a unique matrix of term rank n if 
and only if S(X) is fully indecomposable. 
Proof. Suppose that S(X) is fully indecomposable, and let Y and Z be 
two matrices of term rank n in S(X). Then there exist diagonal matrices 
D(r)=diag[xdl,...,x”n], E(x) =diag[x”l,...,x”~~] (4.6) 
with integral exponents d i and ei such that . 
Z = D(x)YE(x). (4.7) 
But since Y and Z have l’s in all of their main diagonal positions, it follows 
that e,= -di (i=l,..., n). Furthermore, as in the proof of Theorem 3.1, if 
Y + Z then we may select all of the d i as nonnegative with both positive and 
zero values present. But then Y contains a submatrix of size e by n - e 
(0 -C e < n) with all of its exponents positive, and this contradicts the hy- 
pothesis that Y, is fully indecomposable. Thus we must conclude that all of 
the d i ‘s are equal and that Y = Z. 
Now suppose that Y, has at least two fully indecomposable components. 
Then we may group together the last k - 1 fully indecomposable components 
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of (4.3) and write 
PYoPT= (4.8) 
In (4.8) both of the matrices A, and B are nonvacuous and have a 1 in every 
line. But this means that the corresponding blocks in 
S M PYPT= N T 
[ 1 (4.9) 
are such that the matrix M is maximal. We may now apply an interchange 
based on the maximal matrix M of (4.9), and this yields a second matrix of 
term rank n in our class. n 
THEOREM 4.2. Let Y and 2 be two matrices in the class S(X) each of 
term rank n. Then there exists a sequence of matrices X, = Y, X2,. . . , X, = Z 
in S(X), each of term rank n, such that Xi is obtainable j%m Xi _ I by an 
interchange (i = 2,. . . , e). 
Proof. Our earlier discussion allows us to suppose that 
where the components A,, A,, . . . , A, are fully indecomposable. We desig- 
nate the corresponding partitions in Y and Z by 
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The matrices Y and Z are in S(X), so that there exist diagonal matrices 
D( x ) and E( r ) such that 
z = D(x)YE(x). (4.12) 
Let D(x) and E(x) be conformally partitioned with Y and Z, and write 
D(r) = D,(r)@ . . . @Q(X), E(x) = E,(x)@ . . . @E&X). (4.13) 
Then we may conclude that 
Zi = D,(r)Y,E,(x) (i = l,..., k). (4.14) 
But since the Ai are fully indecomposable, it follows from the proof of 
Theorem 4.1 that 
Di(z) =diag[x”,,...,r”l], E,(x) =diag[x-“l,...,x-“I] (4.15) 
for some integer d i and hence 
Y, = zi (i=l,...,k). (4.16) 
The theorem is now a consequence of the following lemma. 
LEMMA 4.3. Let Y and Z be two matrices in the class S(X) which are 
conformally partitioned as 
Y= 1; 1 1;; ;;], z=[; z 1;; :], (4.17) 
where each of the blocks Y,,Y,,..., Y, has full term rank. Suppose that 
D(x)= D,(r)@ . . f @Dk(x) and E(x) = El(x)@ . . + @3Ek(x) are diagonal 
matrices, confnmally partitioned with Y and Z, such that 
2 = D(x)YE(r) (4.18) 
14 
and 
oi( x) = diag [PI,..., Xd, 
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1, E,(x)=diag[x-da ,..., X-“‘] (i=I,...,k). 
(4.19) 
Then there exists a sequence of interchanges transfming Y into Z such that 
all of the intermediate matrices are of the form 
(4.20) 
Proof. We use induction on k. If k = 1 we have Y = Z. Upon applying 
simultaneous row and column block permutations to Y, Z, D(X), and E(x) 
we may assume that 
d,,<d,< ... <d,, (4.21) 
so that 
di-d,>d,-d,>O (i=2,...,k). (4.22) 
If d 1 = d 2 then Y,, = Z,, and Y,, = Z,, and the result follows by induction. 
Hence we may assume that d 1 -C d 2. 
The matrix 
M= [Y,, .*. Ylk] (4.23) 
is maximal in Y. We now apply d 2 - d 1 interchanges successively to Y. All of 
these interchanges are based on the maximal matrix M. Note that since 
Z,i = D,(x)Y,iEi(x) (i= 2,..., k) (4.24) 
and Zii and Yn have nonnegative exponents, it follows that all of the 
exponents of Yn are at least d i - d, 2 d, - d 1 > 0. Hence all of the expo- 
nents of M are at least d, - d 1, and this means that all of the matrices 
obtained by applying these d 2 - d 1 interchanges successively to Y are in 
S(X)* 
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The resulting matrix Y’ is obtained from Y by multiplication on the left 
by 
diag[x”l-d2,...,xdl-dz]@Z@ *.. @I, 
and on the right by 
(4.25) 
diag[xd2-‘l,..., xdz-dl] @I@ *. . @I. (4.26) 
In (4.25) and (4.26) the matrices are conformally partitioned with Y and 2, 
and the Z ‘s are identity matrices of the appropriate orders. But then 
y’= 
Y’ kl ‘k2 1 ‘k3 ’ ” yk 
and the lemma follows by induction. 
Let Y be a matrix in the class S(X). We write 
(4.27) 
n 
per(Y) = b, + b,x + . . . + b,x’ (b, + (3, (4.28) 
and call t the pemanmtal degree of Y in S(X). The coefficient bi of xi in 
(4.28) counts the number of diagonals of Y whose diagonal products equal xi. 
Since Y has exactly n! diagonal products, it follows that 
b,+b,+...+b,=n!. (4.29) 
As Y ranges over S(X), the polynomial per(Y) is multiplied by various 
integral powers of x. The matrices Y of term rank n in S(X) are char- 
acterized by 
per (Y,) = b, # 0. (4.30) 
These are the matrices of minimal permanental degree in S(X). 
The following theorem deals with matrices of maximal permanental 
degree. 
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THEOREM 4.4. Let Y be a matrix of maximal pennunental degree in the 
class S(X). Then an arbitrary maximal submatrix of Y of size e by f satisfies 
e+f>n. (4.31) 
There always exists an e and an f such that 
e+f>n, (4.32) 
except for precisely those classes in which the maximal and minimal per- 
manental degrees are equal. 
Proof. Let Y be of maximal permanental degree in S(X), and let M be 
a maximal submatrix of Y of size e by f. Let Y’ be obtained from Y by an 
interchange based on M. Then 
per(Y’) = x”-“-fper(Y), (4.33) 
and since Y is of maximal permanental degree, we have n - (e + f) 6 0. 
Suppose that there exists an e and an f such that e + f > n. Then we 
may cover the l’s in Y with (n - e) + (n - f) < n lines, and hence Y is of 
term rank less than n. 
On the other hand, suppose that the maximal submatrices of Y always 
satisfy e + f = n. Then by the Kiinig minimax theorem it follows that Y is of 
term rank n. But this implies that b, # 0 and thus Y is of minimal permanen- 
tal degree. n 
Classes in which the maximal and minimal permanental degrees are equal 
are characterized by the property that they contain n invariant l’s with no 
two of the l’s on a line. These classes have a simple structure. We may apply 
line permutations to Y and place the n invariant l’s on the main diagonal. 
Then it follows from Theorem 3.2 of [2] that the invariant l’s are symmetri- 
cally placed with respect to the main diagonal. Furthermore, it follows from 
Theorem 3.3 of [2] that under additional line permutations the matrix assumes 
the following form: 
3 
3 iEEl. 3 (4.34) 
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The J blocks down the main diagonal of (4.34) are square matrices of l’s of 
various orders and account for all of the invariant l’s of the matrix. The 
remaining blocks in (4.34) are scalar multiples of matrices of 1’s. Thus we may 
“collapse” the blocks of the matrix into matrices of order 1 and retain the 
essential structure of the matrix. 
The above classes stand in striking contrast to the fully indecomposable 
classes of Theorem 4.1. Here every matrix in the class is of term rank n, 
whereas in a fully indecomposable class there is exactly one matrix of term 
rank n in the class. 
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