Introduction
Pixel value comparisons are used for a variety of computer vision applications, including finding correspondences between images for 3D reconstruction, enforcing brightness consistency for calculating optical and scene flow, calculating weights for adaptive filters such as bilateral filters, and determining pixel similarity for image segmentation. With conventional images, we can compare pixels by comparing their RGB (or other color space) values. For more robust comparisons, we can also compare 2D pixel windows instead of individual pixels, but this involves a loss of precision. Furthermore, both pixel value comparisons and window comparisons are prone to errors due to the depth of objects in the scene; the windows corresponding to the same scene points at two different depths will appear different due to focal blur and perspective.
We propose a method to represent scene points, that uses the information from 4D light-field images [2, 13] , to enable more accurate and robust pixel comparisons (Sec. 3). Each spatial pixel has a 2D distribution of incident angular rays. If focused to the correct effective depth in the scene, all angular rays are consistent for Lambertian surfaces, since all rays converge to the same scene point. When not focused to the correct depth in the scene, the angular rays of a spatial location on the sensor incorporate information from the spatial neighborhood of the scene point. We leverage these insights to develop oriented 4D light-field windows, that account for shearing in the light field ray space due to focusing at different depths, translation for pixel matching, and windowing. This is a general representation that in the limit approaches a single spatial pixel with a 2D angular extent, effectively replacing the 2D spatial window, and alleviating issues with loss of precision and defocus blur. A natural application is the computation of scene flow, since it involves the estimation of corresponding spatial points (Sec. 4). Scene flow [26] is the 3D vector field describing the motion of each scene point over time. It extends the conventional notion of optical flow by also providing the change in depth. Scene flow has many applications in vision, including establishing correspondence, computing camera and object motions, and estimating shape. We propose an algorithm to compute dense non-rigid scene flow from a pair of light-field images, acquired using a consumer light-field camera (Lytro Illum). We demonstrate that oriented light-field windows provide better matching than conventional spatial windows, and derive a 4D light-field matching formula and energy minimization, analogous to traditional 2D brightness consistency.
We further demonstrate oriented light-field windows by using them for filtering images with a bilateral filter and segmenting images (Sec. 5). We show that the results are significantly better than when using traditional 2D images.
Previous Work

Light-Fields in Computer Vision
The 4D light-field is the total spatio-angular distribution of light rays passing through free space, and light-field cam- eras capture the region of the light-field that exists inside the camera body. Light-field data has enabled many applications such as post-capture image refocusing [13] , lens glare artifact reduction [17] , and stereo reconstruction from a single capture [2] . Light-field images can be used for passive general depth estimation [21, 23, 25, 28] by taking advantage of the multiple cues, such as defocus and correspondence, that can be obtained from a single shot. In this work, we make use of previous work that uses light-fields for depth estimation and image refocusing, and we introduce a light-field representation for scene points that can be used to significantly improve results in scene flow, bilateral filtering, and image segmentation.
Scene Flow
Scene flow was introduced by Vedula et al. [26] , who computed it by first estimating optical flow, the projection of scene flow onto the image plane, in each camera and then using triangulation to calculate a 3D motion field fitted to the estimated optical flows. Later works compute scene flow from stereo [6, 8, 11, 27, 29] or multi-view [5] images at consecutive times, which involves estimating disparity and the change in disparity over time in addition to the optical flow. These works typically use variational approaches to estimate the 3D geometry and flow, either jointly [5, 6, 11, 27] or in a decoupled [29] manner. They employ various methods of regularization and assumptions about the piecewise rigidity of the scene and the flow field. The method of [8] uses local estimation to efficiently compute the 3D geometry and flow. Additionally, other recent methods [9, 10, 12, 16] take advantage of the availability of accurate dense depth information from RGBD cameras to compute scene flow from pairs of RGBD images, typically using the 2D parametrization from RGBD sensors, or, as in [9] , a 3D point cloud representation of the scene. 
Bilateral Filtering and Image Segmentation
The bilateral filter [24] has been used widely for many applications such as image denoising, texture removal, and image manipulation [14, 15] to smooth images while respecting edges. The majority of bilateral filtering techniques use the RGB or CIE-Lab color space, and this has been known to lead to bleeding artifacts at edges in certain scenarios. Figure 7 shows that by using oriented light-field windows, desired details and edges are preserved and we improve the robustness of bilateral filters.
Image segmentation [7, 19] is a well-studied problem in computer vision, with the goal of segmenting images into semantically meaningful regions [3] , or oversegmenting images into superpixels [1, 18] . Figure 8 shows that we are able to improve the results of the popular SLIC superpixel segmentation algorithm [1] in cases where using traditional pixel values fails. By using oriented light-field windows instead of CIE-Lab color space pixel values, we can better detect texture edges with similar pixel intensity values.
Oriented Light-Field Windows
The angular rays of the light-field corresponding to the same point in the scene should be consistent for a Lambertian surface. However, to locate these rays in the light-field, we must account for the shearing effect due to the difference between the depth of the scene point and the light-field focal plane [13] . This is shown in Fig. 1 , using a 2D flatland epipolar image (EPI).
We represent each point in the scene as an oriented window in the light-field ray space, as visualized in Fig. 2 . The orientation of the window is defined by the shear of the point's effective depth, and the size of the window is defined by spatial and angular Gaussian weights.
Mathematical Definition
As shown in Fig. 3 , the oriented light-field window corresponding to a scene point can be computed by a shear operator, a translation operator and a windowing operator, as follows. The shear operator for depth α, as described 
In the 2D flatland visualizations of the 4D EPI (a) and (b), this corresponds to a shear and a shift in position. In the 1D flatland visualizations of the 2D conventional image (i) and (j), this corresponds to a focal blur and a shift in position. To match these two scene points using 4D oriented light-field windows, we shear as in (c) and (d), translate as in (e) and (f), compute the 4D window defined by spatial and angular Gaussian weights as in (g) and (h), and then integrate the difference between the two oriented light-field windows. In contrast, to match these two scene points using 2D image windows, we translate as in (k) and (l), compute the 2D window defined by spatial Gaussian weights as in (m) and (n), and integrate the difference between the two spatial windows.
in relation to the camera parametrization planes and scene depths in [13] , is:
The (spatial) translation operator is defined as usual as:
The windowing operator is defined as:
where N (s, t; σ 2 ) represents a 2D Gaussian distribution on the st plane, centered at the origin, with variance σ 2 in each dimension, i.e.
N (s, t; σ
2 ) = 1
Using these operators, the full oriented light-field window operator for a scene point at position (x 0 , y 0 , α) is:
where P α,x 0 ,y 0 (x, y, u, v) can be written explicitly as:
Matching A suitable application of oriented light-field windows is to match pixels between two images, as discussed in the next section on scene flow. In this case, we compare two oriented light-field windows, for example P α 0 ,x 0 ,y 0 and P α 1 ,x 1 ,y 1 , computing the sum of squared differences or equivalent metric over the entire 4D window. The process of matching oriented light-field windows versus standard spatial windows is visualized in Fig. 3 .
Limiting Cases
The above expression defines the general oriented 4D light-field window. By taking appropriate limits, we can reduce it to 2D spatial or 2D (oriented) angular windows. First, consider σ uv → 0, so that we restrict ourselves to (u, v) = (0, 0). This reduces to a conventional 2D spatial window in the central pinhole view,
(6) If we take the limit of σ uv → ∞ and σ xy → 0, we weight all angular directions equally, and the oriented lightfield window approaches an in-focus raw light-field image of the point. This is the 2D set of angular directions for a given spatial pixel,
In practice, we often use these parameters, which ensures the maximum precision (no spatial extent for windows) and is also efficient (only 2D light-field windows are matched). However, we emphasize that our formulation allows for matching of general 4D oriented light-field windows.
Scene Flow
We now develop our algorithm for light-field scene flow. We describe a simple extension to the standard 2D brightness consistency notion, formulate the light-field scene flow calculation as an energy minimization, and develop the optimization and regularization to compute the scene flow.
Light-Field Brightness Consistency
Scene flow F (x, y) can be described by a 3D vector field,
where (x 0 , y 0 ) are pixel coordinates of a 3D point at an effective depth (shear) α 0 in one frame, α 1 in the next frame, and (Δx, Δy, Δα) are the offsets (scene flow) between the frames, with α 1 = α 0 + Δα. The traditional brightness consistency assumption in optical flow is that the intensity in both images should be equal for the same point in the scene, and traditionally spatial pixel windows have been matched. By analogy, we assume that the oriented light-field windows are equivalent for the same point in the scene. That is, for all (x, y, u, v)
where we add a variable t to account for different frames.
Scene Flow Formulation
We now proceed to solve for scene flow by minimizing an energy function E that includes both a data term E D and a smoothness term E S ,
This formulation also solves for the depths of each scene point in both images, α 0 and α 1 . The smoothness term E S will be discussed in the next sub-section on regularization.
In this section, we focus on the data term:
In practice, the integral will be a discrete summation over both the spatial and the angular domain. Note that this formulation applies to both light-field images and traditional images. As σ uv → 0, the angular dimension collapses and the equation reduces to a traditional optical flow formulation with P spatial that just compares 2D pixel windows of pixels from the two central pinhole images.
For robustness to errors in the initial depth estimation, we also include integration over a range of shears, centered at the estimated effective depth of the scene point, when computing our data term.
Regularization
We use regularization in our scene flow method to enforce a piecewise smooth flow field and propagate accurate flow estimates to areas with low confidence and no local signal. We use total variation regularization, which penalizes the integral of the absolute gradient of the flow field. In the energy minimization framework, our smoothness regularization term is:
where C F and C D are confidence measures for the optical flow and depth estimations, and O is a confidence measure for the occlusion state of a pixel. We discuss how these measures are computed in the next sub-section. In our implementation, we use λ = 0.002 and γ = 0.1.
Scene Flow Estimation
Searching for the scene flow (Δx, Δy, Δα) that minimizes Eq. 11 for every pixel is expensive due to the large search space. We constrain the search space by decoupling the depth and optical flow estimations, using the method from Tao et al. [21] to estimate the depths in both light-field images as well as calculate a depth estimation confidence measure C D (x 0 , y 0 ).
We then compute (Δx, Δy) by locally searching for the minimum energy within a radius around every pixel, as in the SimpleFlow algorithm [22] , for efficiency due to our high-dimensional data. We compute the confidence C F (x 0 , y 0 ) in (Δx, Δy) as the minimum subtracted from the mean data energy within the search radius for each pixel.
where N is the set of (Δx, Δy) within the search radius. This confidence is used in our regularization to increase the smoothness term coefficient for less confident pixels.
We estimate the likelihood that a pixel is not located at an occlusion boundary, O(x, y), by measuring the consistency between the forward and backward optical flows. We use this in our regularization to increase the smoothness term coefficient for pixels that are more likely to be occluded.
The optical flow is optimized over a multiscale pyramid with warping between pyramid levels, resulting in a coarse- to-fine strategy that allows the estimation of large displacements. We median filter the intermediate flow results after each warping, as discussed in [20] , to remove outliers.
Results
To validate oriented light-field windows and their use in computing scene flow, we evaluated our algorithm against other state-of-the-art scene flow and optical flow algorithms on both synthetic and real world scenes containing a variety of shapes with motions including rotations and changes in depth. We encourage readers to refer to our supplementary material for more extensive comparisons and examples. Figure 4 shows a comparison of local optical flow search results (one pyramid level, without regularization) on a translating synthetic diffuse sphere, using the RGB pixel values from central pinhole images extracted from the lightfield, the same pixel values in the CIE-Lab color space, and oriented light-field windows. All RMSE values are normalized by the maximum possible flow error, so the possible RMSE values range from 0 to 1. Using oriented light-field windows yields significantly more accurate and less noisy results with higher confidence, due to the ability of oriented light-field windows to discriminate between scene points with similar pixel intensity values. Figure 5 shows a synthetic experiment for parameter validation and analysis of the tradeoff between using spatial and angular information in the 4D oriented light-field window. First, note that if we fix σ xy , the RMSE decreases as the angular variance increases from σ uv → 0 (a 2D spatial window) to essentially considering all directions equally. This underlines the benefits of 4D light-field windows over 2D pixel windows. Next, consider spatial variance. For a 2D pixel window (σ uv → 0), the error is quite sensitive to the spatial window size, trading off noise and precision as expected. However, for oriented 4D light-field windows considering all angular directions, the error is relatively insensitive to σ xy . In this example, we found a small spatial window, corresponding to σ xy = 5.45, to be optimal. In practice, we use a spatial variance of zero and the optimal (largest) angular variance σ uv = 4.09 for efficiency, since the benefit of using a larger spatial window is negligible. Figure 6 shows our results for synthetic scenes compared to state-of-the-art scene and optical flow algorithms. We show example results for all algorithms on the table scene, and our algorithm on the cow and teddy scenes. Each scene has one moving Lambertian object with a complex shape, rendered using a single point light source. We compare optical flow results to the Semi-Rigid Scene Flow (SRSF) algorithm of Quiroga et al. [16] , the Classic+NL optical flow algorithm of Sun et al. [20] , and the Motion Detail Preserving Optical Flow (MDP-Flow2) algorithm of Xu et al. [30] , a top performer on the Middlebury optical flow benchmark [4] . We provide both optical flow algorithms and the SRSF algorithm with the central pinhole view from each light-field image as input. As an additional comparison, we provide the Classic+NL method with high-resolution (HR) pinhole images with the spatial resolution equal to our lightfield sensor resolution. The MDP-Flow2 method ran out of memory (Intel Core i7 machine with 32 GB RAM) when given the HR images. The SRSF algorithm is designed for RGBD data from a sensor such as the Microsoft Kinect, and requires a dense accurate depth estimation for each input frame. In order to best satisfy this input requirement given our light-field images, we provide the input depth estimation calculated from the light-field images that we use in our algorithm. We do not compare our algorithm to stereoscopic scene flow algorithms such as [6, 11, 27, 29] , because they are meant to use pairs of stereo images with wide baselines, and do not perform well when instead given pairs of pinhole images extracted from a light-field camera. Table 1 shows RMSE values for the algorithms on all three scenes. Since only our algorithm and the SRSF algorithm compute the flow in depth, we only quantitatively . We compare the results of our algorithm to the SRSF [16] scene flow algorithm and the MDP-Flow2 [30] and Classic+NL [20] optical flow algorithms on three synthetic scenes, and the RMSE values can be seen in Table 1 compare the RMSE for the optical flow results of the algorithms. As evident from the RMSE results, our algorithm is either the most accurate or very close to the most accurate. Looking at the qualitative results in Fig. 6 , we can see that our algorithm is able to accurately estimate the scene flow in scenes where objects rotate and move in depth. Additionally, the Classic+NL HR results show that the decreased spatial resolution of a light-field camera does not significantly impact the flow estimation accuracy.
Synthetic Scenes
Real World Scenes Figure 9 shows results of our scene flow algorithm on natural images, captured with a Lytro Illum camera with 49 sub-aperture images. We compare our scene flow results to the SRSF algorithm, and our optical flow results to the Classic+NL and MDP-Flow2 algorithms. Oriented lightfield windows enable significantly more accurate scene flow computation. We correctly estimate the scene flow for significant depth changes, such as in the scenes with the hands and the penguin toy, as well for scenes with similarly colored objects, such as the scene with the tennis ball on a towel. Note that we better capture the motion contours of the hands, tennis ball, and penguin toy, and avoid the patchy appearance of the scene flow from other algorithms.
Other Applications
Bilateral Filtering
Bilateral filter weights are determined by both the spatial closeness and the photometric closeness. Instead of photometric closeness, which is typically measured as Euclidean distance in the RGB or CIE-Lab color space, we use the Euclidean distance between oriented light-field windows at a range of shears. Figure 7 shows that while all methods are able to denoise the image, using oriented light-field windows preserves textures and edges that are similar in pixel value due to similar colors, low illumination, and noise.
Image Segmentation
Superpixel image segmentation is used as a building block in algorithms such as semantic segmentation and motion estimation. We adapt the SLIC superpixel segmentation algorithm [1] to use oriented light-field windows at a Figure 8 . We compare the results of the SLIC superpixel segmentation algorithm [1] range of shears instead of CIE-Lab pixel values. Figure 8 shows that using oriented light-field windows enables better superpixel segmentation at edges that are similar in pixel value due to similar colors, low illumination, and noise.
Conclusion and Future Work
We proposed oriented light-field windows, a novel accurate and robust method of pixel comparison using lightfield images. Oriented 4D light-field windows represent scene points by accounting for shearing (depth), translation (matching), and windowing. We apply oriented lightfield windows to compute scene flow, and show significant benefits over standard 2D spatial windows by analyzing the tradeoff between the spatial and angular variance of the windows. We further demonstrate the benefits of using oriented light-field windows by evaluating our algorithm against state-of-the-art methods in scene and optical flow. Finally, we demonstrate applications in bilateral filtering and image segmentation, where we show that we are able to better detect and preserve edges.
Oriented light-field windows are a general way to describe scene points, and can be used to formulate many other problems, such as finding correspondences for reconstruction and edit propagation in video, for light-fields. This work builds the foundation for the use of light-field images for many computer vision and graphics applications. Figure 9 . We compare our scene flow results against the SRSF [16] RGBD scene flow algorithm, and the MDP-Flow2 [30] and Classic+NL [20] 
