A uniform weak consistency theory is presented for the marked and weighted empirical distribution function of residuals. New and weaker su¢ cient conditions for uniform consistency are derived. The theory allows for a wide variety of regressors and error distributions. We apply the theory to 1-step Huber-skip estimators. These estimators describe the widespread practice of removing outlying observations from an intial estimation of the model of interest and updating the estimation in a second step by applying least squares to the selected observations. Two results are presented. First, we give new and weaker conditions for consistency of the estimators. Second, we analyze the gauge, which is the rate of false detection of outliers, and which can be used to decide the cut-o¤ in the rule for selecting outliers.
the procedure, which is de…ned in terms of the falsely detected outliers when in fact there are no outliers. The gauge is useful for choosing the cut-o¤ for selection in the procedure. These results can also be used to study more complicated algorithms that involve iteration of 1-step Huber-skip estimators.
We consider a linear time series regression model y i = x 0 i + " i i = 1; : : : ; n;
where the regressors x i can be stationary, non-stationary, deterministically or even explosively trending and the scaled errors " i = are assumed to be independent, identically distributed and independent of the regressors. Let~ and~ be initial estimators of and ; respectively, and de…ne the estimated residuals by" i = y i x 0 i~ : The marked and weighted empirical distribution function of interest iŝ F w;p n (c) = n 1 P n i=1 w in " p i 1 (" i ~ c) ;
( 1.1) where w in are the weights, " p i is the mark and c 2 R. The main result is an asymptotic expansion of the empirical distribution functionF w;p n (c) uniformly in c: The proof of the result has two ingredients. First, we show that, asymptotically, the empirical distribution function F w;p n (c) does not depend on estimation errors. In order words, the empirical distribution function of residualsF w;p n (c) is close to the empirical distribution function of the true errors F w;p n (c) = n 1 P n i=1 w in " p i 1 (" i c) :
Second, we derive a Glivenko-Cantelli theorem for the empirical distribution function F w;p n (c): These two results are combined to derive uniform consistency ofF w;p n (c): The problem does not appear to have been studied much, apart from some non-uniform results in Johansen and Nielsen (2009) . Rather, the literature has focused on the empirical process formed from the empirical distribution function, that is, F w;p n (c) = n 1=2 fF w;p n (c) F w;p n (c)g;
where F w;p n (c) is a suitable compensator. A variety of results for this empirical process exist in the literature. Billingsley (1968) studied the case without weights, marks and estimation error. Koul and Ossiander (1994) , see also Koul (2002) , considered the weighted empirical processes, in which the scale is known and p = 0; so that there are no marks. Johansen and Nielsen (2016a) and Berenguer-Rico, Johansen and Nielsen (2019) considered the general case with weights and marks. The marked empirical process of Koul and Stute (1999) , and Escanciano (2007) arise when the weights are w in = n 1=2 1 (x i d) and the present indicators 1 (" i c) are set to unity. Their expansions are uniform in d; which is not considered here.
By focusing on the empirical distribution functionF w;p n (c) rather than the empirical processF w;p n (c), we achieve simpler regularity conditions and a simpler proof. Plainly, to obtain uniform consistency from uniform weak convergence imposes too strong assumptions with a too complicated proof -the same way as deriving a law of large numbers result from a central limit theorem would do. Thus, the technical contributions are two-fold. First, the results forF w;p n (c) require certain moment conditions on the errors and regressors and impose regularity assumptions on the density of " i = , whereas the results forF w;p n (c) require weaker moment conditions and impose regularity assumptions on the distribution function of " i = . Hence, the distribution function need not be di¤erentiable everywhere when ana-lyzingF w;p n (c) and the amount of moments required is substantially lower. Second, in both cases the proofs require chaining arguments. The chaining argument is considerably simpler in the case of the empirical distribution functions. Having, said that, since the marks are unbounded, we still need to use the iterated exponential martingale inequality of Johansen and Nielsen (2016a) .
We apply the theory to study 1-step Huber-skip estimators. These estimators cover a widespread practice in applied work. It is well known that outliers can severely a¤ect the results of a regression analysis. For this reason, applied researches often remove atypical values from the data, which have been previously identi…ed via the residuals of an initial estimation of the model. Once the outliers have been removed, the model is re-estimated with the selected observations. This procedure can be described by what is known in the literature as 1-step Huber-skip estimators -see Rupert and Carroll (1980) , Welsh and Ronchetti (2002) , Nielsen (2009, 2016b) or Jiao and Nielsen (2017) . These estimators also appear as building blocks in iterative outlier detection algorithms such as the Forward Search, see Atkinson, Riani and Cerioli (2010) , and Impulse Indicator Saturation within Autometrics by Doornik (2009) , see also Pretis, Reade and Sucarrat (2018) . Speci…cally, the 1-step Huber-skip estimators of and 2 arê
for initial estimators~ ;~ 2 , residuals" i = y i x 0 i~ and where c k = Ef(" i = ) k 1 (j" i = j c) g: The sums in^ c and^ 2 c can be written in terms of marked and weighted empirical distribution functions of residuals. For instance, introducing …rst the model for y i in^ c and normalizations x in = N 0 x i for a deterministic normalization matrix N; we can write
The numerator and denominator can be written in terms of the marked and weighted empirical distribution functions in (1.1) as follows. Let w in = n 1=2 N 0 x i (n 1=2 N 0 x i ) 0 = nx in x 0 in for the denominator and w in = n 1=2 N 0 x i = n 1=2 x in for the numerator. Then, noting that the indicator functions in (1.2) are two sided, we can write
Hence, the theory presented in this paper allows us to consider various aspects of these estimators.
First, we derive su¢ cient conditions for the uniform consistency of^ c and^ 2 c . Supposing that the initial estimators are consistent, the following features arise. In models with intercept, the estimators of intercept and scale are inconsistent when c 1 6 = 0; in particular, when the innovation distribution is asymmetric. The slope coe¢ cients are always consistent, but standard inference can be misleading due to the inconsistency of the scale estimator^ 2 c . Correct inference requires a bias correction of^ 2 c . In models without intercept and c 1 6 = 0, the consistency of^ c depends on the type of regressors. It is inconsistent for stationary regressors with a non-zero mean, but consistent for random walk regressors. However, when c 1 6 = 0, the scale estimator^ c is inconsistent regardless of the stationarity properties of the regressors. Hence, a bias correction is required.
Second, we study the consistency properties of the empirical gauge, which is de…ned in terms of the number of falsely detected outliers, when no outliers are present. The notion of gauge was introduced by Hendry and Santos (2010) , and it is based on an idea of Hoover and Perez (1999) in the context of variable selection -see also Hendry and Doornik (2014) and Johansen and Nielsen (2016b) . The idea, in an outlier detection context, is that …nding outliers in a sample is a multiple testing problem. Algorithms for that purpose involve tuning parameters, such as the cut-o¤ c in the case of 1-step Huber-skip estimators, for instance: These tuning parameters can be chosen so as to control type I errors, that is the false detection of outliers. Controlling the size of the algorithms is one such approach, that is, controlling the probability of making no false detections at all. The size will inevitably be fragile with respect to the number of decisions. In the extreme, if we make n independent decisions with individual size p; then the overall size is 1 (1 p) n ; which depends on n. In this example, the gauge or frequency of falsely detected outliers is simply the average of the individual sizes, that is p: Hence, it is independent of the number of decisions.
The empirical gauge for the 1-step Huber-skip estimator is de…ned aŝ
We obtain su¢ cient conditions under which^ c converges to c = P(j" 1 = j > c) uniformly in c. This result allows the investigator to set a level for the population gauge, say P(j" 1 = j > c) = 0:01; which de…nes a cut-o¤ value c: In particular, in a sample with n = 100 observations, a gauge of 1% corresponds to, on average, falsely declaring one observation as outlier. This calculation is feasible when the innovations are normal or follow some other known reference distribution. The practical consequence is that we can choose the cut-o¤ c so as to control the gauge in an uncontaminated sample, just as the critical value for a standard test is chosen under the hypothesis. The asymptotic properties of the gauge have been studied by Johansen and Nielsen (2016b) and Jiao and Nielsen (2017) using theory for the process F n . With the new results forF n , we can present signi…cantly weaker assumptions.
The paper is organized as follows. In §2, the model and tools related to the empirical distribution function of residuals are described. In §3, the uniform weak consistency results for the marked and weighted empirical distribution function are presented. Applications to 1-step Huber-skip estimators and the gauge are given in §4. Most proofs are collected in the Appendix.
Model and main tools
For i = 1; : : : ; n consider the multiple regression model
with possibly stochastic regressors x i , unknown parameters and scale : We assume that the scaled innovations " i = are independent, identically distributed with density f and distribution function F(c) = P(" i = c), as well as independent of x i ; x i 1 ; x i 2 ; :::; see Assumption 3.1.
Let~ ;~ be estimators of the unknown ; . From~ , we compute the residuals" i = y i x 0 i~ : Let N be a deterministic normalization matrix and de…ne the normalized regressors and estimation errors
In most situations, the normalization N is chosen so that P n i=1 x in x 0 in has a positive de…nite limit. In this way, we can choose N = n 1=2 for stationary regressors and N = n 1 for random walk regressors. If the regressors are x i = (1; i), we normalize them so that x in = (n 1=2 ; n 3=2 i). If the regressors are explosive, say x i = 2 i , we let N = 2 n so that x in = 2 i n : In the asymptotic analysis, we consider triangular arrays to accommodate the normalization built into x in : This means that we also cover certain types of in…ll asymptotics. Suppose, in the context of model (2.1), that x i = 1 (i n y ) for some n y n: The asymptotic constraint n y =n = for some 0 < < 1 can be accommodated by choosing N 1 = n 1=2 and x in = n 1=2 1 (i n) in (2.2).
Normalized estimation errors,ã;b; and regressors, x in ; will be entering the marked and weighted empirical distribution function of residuals as followŝ
3) with weight w in and mark " p i : Some relevant examples of the weights in applications are w in = 1 and w in = n 1=2 N 0
in ; see, for instance, the 1-step Huber-skip estimator in (1.2).
We use three main tools when deriving a uniform law of large numbers for F w;p n (ã;b; c) in (2.3). The …rst tool allows us to replace F w;p n (ã;b; c) by
(2.4) and study F w;p n (a; b; c) uniformly over a; b varying in expanding compact sets depending on n and c 2 R. Speci…cally, we make use of Lemma 3.1 in Berenguer-Rico, Johansen and Nielsen (2019) . It states that if lim n!1 P(~ 2 ) > 1 for some estimator~ in a compact set and > 0, then for any function F n ( ; c) of 2 and c 2 R, we have that PfjF n (~ ; c)j > g Pfsup 2 jF n ( ; c)j > g + :
(2.5)
The second tool is a chaining argument which allows us to derive the required uniformity results over a; b; c: The argument is as follows, see also Berenguer-Rico, Johansen and Nielsen (2019) . Consider the process F n ( ; c) where 2 and c 2 R. Introduce K grid points c k and cover the set by M balls with centres m with a small radius : The chaining argument is
The two bounding terms are denoted the discrete point term and the oscillation term.
The third tool is the lemma quoted below, which uses the iterated exponential martingale inequality by Johansen and Nielsen (2016a) . In turn, it is based on the exponential martingale inequality for unbounded martingales by Bercu and Touati (2008) , see also Bercu, Delyon and Rio (2015) . Koul and Ossiander (1994) use the inequality by Freedman (1975) for bounded martingales in their analysis of the weighted empirical process of residuals. That approach is impractical with the inclusion of unbounded marks.
Lemma 2.1 (Johansen and Nielsen, 2016a, Lemma 4.2) For 1 ` L n ; 1 i n let z n`i be F in adapted and Ez 2 r n`i < 1 for some r 2 N:
Lemma 2.1 simpli…es when z n`i is an indicator function.
Proof. Since jz n`i j is an indicator function, then z 2 r n`i = jz n`i j for any r 2 N: Therefore, we can apply Lemma 2.1 with r chosen so large that condition (ii) is satis…ed.
Uniform consistency results
In order to …nd a uniform Law of Large Numbers for F w;p n (ã;b; c); see (2.3), we decompose
The …rst term, F w;p n (0; 0; c); has no estimation error. For a …xed c, it is analyzed using a martingale Law of Large Numbers. For a varying c; Theorem 3.2 below can be used to get uniform convergence in c. The second term, fF w;p n (ã;b; c) F w;p n (0; 0; c)g; vanishes uniformly in c due to Theorem 3.1 below combined with the …rst tool (2.5) described above. This result shows that, asymptotically, F w;p n (ã;b; c) does not depend on the estimation errorsã;b. The main result, Theorem 3.3 below, combines Theorems 3.1, the inequality (2.5) and Theorem 3.2 to show the uniform consistency of F w;p n (ã;b; c). First, we prove the uniform convergence of F w;p n (a; b; c) under the following assumptions.
Assumption 3.1 Let F in be an array of increasing sequences of -…elds so that F i 1;n F in where " i 1 ; x in ; w in are F i 1;n measurable and " i = is independent of F i 1;n with continuous distribution function F.
Remark 3.1 Examples of De…nition 3.1 include the normal, the triangular and the uniform distribution. More generally, if F has support on an open interval S and derivative f on S satisfying sup c2R (1 + jcj)f(c) < 1; then F is additively and multiplicatively Lipschitz. To see this, …rst note that by the Mean Value Theorem,
is bounded by assumption. Second, replacing b by ca gives that jF(c+ca) F(c)j = jajjcjf(c ) for jc cj jajjcj: By the triangle inequality, jcj jc j+jc cj so that jcj jc j + jajjcj and jcj(1 jaj) jc j: Thus, if jaj a 0 = 1=2 then jcj 2jc j; so that jF(c + ca) F(c)j 2jajjc jf(c ); where jc jf(c ) is bounded by assumption.
Assumption 3.2 Suppose, for p 2 N 0 and some > 1; that
The proof of Theorem 3.1 exploits that, with the inbuilt n-normalization in F w;p n , the marks and weights can be separated from the indicators using Hölder's inequality. Thus, initially, we focus on the special case of Theorem 3.1 without marks and weights. This result is presented in Lemma A.4 in the Appendix. Its proof relies on two other intermediate lemmas. First, in Lemma A.2 we set a = 0 and chain over c while bounding the in ‡uence of b: Second, in Lemma A.3 we set b = 0 and deal with the scale estimation error a. Since a is as a multiplicative distortion of the quantile c; we chain over two quantiles simultaneously. These two results are then used in proving Lemma A.4.
Next, we establish an in probability version of the Glivenko-Cantelli theorem.
Theorem 3.2 Let Assumptions 3.1, 3.2(ia; iii) hold with = 2. Then, for any ! > 0,
Finally, we combine the theorems above to derive the main result, which analyzes the terms in the decomposition (3.1). We consider normalized estimatorsã;b of order O P (n 1=2 ) for 0 < < 2=3: In standard models = 1=2. However, when proving the following main result, the combination of Theorems 3.1 and 3.2 allows for 0 < < 2=3. 
Applying the triangle inequality and Theorems 3.1, 3.2 using Assumptions 3.1, 3.2 with = 2 shows that R n (a; b; c) = O P (n =2 ) + O P (n ! 1=3 ) uniformly in a; b; c for any ! > 0 and where 0 < < 1: Note that if = 2=3
for some > 0, then we can always …nd an ! < =2 so that the …rst term dominates. Hence, the …rst term dominates for 0 < < 2=3. In turn, R n (a; b; c) = O P (n =2 ) for 0 < < 2=3 as desired.
Theorem 3.3 provides a stochastic expansion in terms of n 1 P n i=1 w in . Depending on the nature of the weights, this will be deterministic or random.
4 Application to 1-step Huber-skip estimators
We now apply the above results to show, …rst, the uniform consistency of 1-step Huber-skip estimators and, second, the uniform consistency of its associated gauge.
Uniform consistency of the estimators
We de…ne the 1-step Huber-skip estimators as follows. Let~ and~ be initial estimators from which we can form the residuals" i = y i x 0 i~ : Observations with large scaled residuals " i =~ , that is, satisfying j" i =~ j > c for a cut-o¤ value c set up by the investigator, are removed from the sample and least squares regression is applied to the new sample giving the 1-step estimators^
We apply the above results to analyze the uniform weak consistency properties of^ c ,^ 2 c .
The 1-step Huber skip estimators mathematically describe the following widely used practice in applied work; namely, the procedure where a researcher estimates a model using some initial estimator and, based on this initial estimate, removes atypical values from the sample. Then, in a second stage the model is re-estimated by least squares using only the remaining observations. This practice has been termed by Welsh and Ronchetti (2002) the data analytic strategy. The asymptotic properties of this procedure have been previously analyzed by Ruppert and Carroll (1980) , Johansen and Nielsen (2009 , 2013 , 2016a , 2016b and Jiao and Nielsen (2017) . These papers have derived asymptotic expansions for the rescaled 1-step Huber-skip estimator. In this section, we focus on uniform consistency only and achieve weaker regularity conditions. Assumption 4.1 Part I. Suppose that (i) innovations " i = satisfy (a) moments: Ej" i j 2 < 1; (b) F is additively and multiplicatively Lipschitz (De…nition 3.1);
We note that the limiting quantities and in Assumption 4.1(ii); (b) will be deterministic in stationary settings whereas they can be stochastic in non-stationary models. 
If, in addition Assumption 4.1,II is satis…ed, then uniformly in c c 0 ,
Remark 4.1 In a model with an intercept, the bias expressions simplify. To see this, suppose x i = (1; z 0 i ) 0 and x in = (n 1=2 ; z 0 in ) 0 : We then get^ 0 n = (1; 0) n so that^ 0 n 1 n = (1; 0) and 0 n 1 n^ n = 1; even with non-stationary regressors. The consistency results are then
We see that the intercept and variance estimators can be biased, while the slope estimators are not biased. This feature is shared with, for instance, quantile regression, see Koenker and Bassett (1978) . Moreover, the bias only depends on the c k coe¢ cients that are derived from the innovation distribution. When c 1 6 = 0 the intercept is biased and, more critically, standard inference on both intercept and slopes is distorted because of the bias in^ 2 c . Hence, a bias correction should be implemented. These results match the …nding from least squares theory that a necessary condition for consistency of is that " i = has mean zero, which ensures that the intercept is identi…ed.
Remark 4.2 In a model without intercept, the bias on depends on the properties of the regressors. First, for a stationary regressor we choose N 1 = n 1=2 so that n 1=2 N 1 is the identity. In that case,
The bias is present when c 1 6 = 0: If the stationary regressor has zero mean, then = 0: If the stationary regressor has non-zero mean, then 6 = 0 and the bias occurs if c 1 6 = 0. Second, for random walk regressors, we choose N 1 = n and n 1=2 N 1 = n 1=2 so that^ c = o P (1): Thus, in this case,^ c is consistent for all the coe…cients even when c 1 6 = 0. Nonetheless, if c 1 6 = 0; the bias in^ 2 c is present regardless of the stationarity properties of the regressors. Therefore, a bias correction for^ 2 c is needed to conduct correct inferences.
Remark 4.3 The biases are proportional to the coe¢ cient c 1 : For a symmetric distribution, c 1 = 0: For a non-symmetric distribution, c 1 can be non-zero. If " i = follows a distribution that is standard normal in the middle and unspeci…ed in the tails, we can use the result to detect which part of the distribution is normal. To be precise, suppose " i = has a density f(x) that is standard normal for jxj for some 2 R 0 and asymmetric for jxj > : In the context of a model with an intercept, Theorem 4.1 shows that the process of 1-step Huber-skip intercept estimators (1; 0)(^ c ) will converge to a function that is zero for c whereas, depending on the form of the asymmetry, it is non-zero for c > .
Remark 4.4 The result in Theorem 4.1 gives su¢ cient conditions for consistency that are weaker than conditions previously derived in the literature. Ruppert and Carroll (1980) derive an asymptotic expansion for n 1=2 (^ c ) in the case of …xed regressors, from which they obtain pointwise consistency for^ c : Jiao and Nielsen (2017) derive an asymptotic expansion for N 1 (^ c ) in a general setting, similar to the setup in this paper, but with stronger conditions on the error term and the regressors. Speci…cally, the error term, on the one hand, is assumed to have a density that is symmetric, satis…es certain smoothness conditions and has moments which depend on the dimension of the regressors. The regressors, on the other hand, are assumed to satisfy a maximal condition imposing in practice the existence of many more moments than those required here. Overall, as shown in Theorem 4.1 above, the conditions to derive uniform consistency can be substantially weakened.
Uniform consistency of the gauge
An important question in relation to the 1-step Huber-skip estimator is how does the investigator choose the cut-o¤ value c? The 1-step Huber-skip algorithm to detect outliers is de…ned as follows. Let~ and~ be initial estimators from which we form the residuals " i = y i x 0 i~ : Choose a cut-o¤ c > 0: The 1-step Huber-skip estimators^ c ;^ 2 c are the least squares estimators on observations satisfying j" i =~ j c as described in (4.1), (4.2). Hence, the observations satisfying j" i =~ j > c are declared outliers. The empirical gauge is the frequency of declared outliers, that iŝ c = n 1 P n i=1 1 (j" i =~ j>c) ; (4.3)
as introduced by Hendry and Santos (2010) and based on an idea of Hoover and Perez (1999) . The population gauge, say c , is the probability limit of^ c , when there are no outliers. We can choose the cut-o¤ c indirectly, from a given value of the population gauge c :
The asymptotic properties of the gauge in the context of 1-step Huber-skip estimators have been analyzed by Johansen and Nielsen (2016b) and Xiao and Nielsen (2017) . Their analysis is based on expansions of the corresponding marked and weighted empirical process. Hence, their derived su¢ cient conditions can be weakened by using the results above. Note that in this case, p = 0 and w in = 1 in the marked and weighted empirical distribution function of interest. Hence, the assumptions to Theorem 3.3 simplify as follows.
Assumption 4.2 Suppose that (i) innovations " i = satisfy: F is additively and multiplicatively Lipschitz (De…nition 3.1); (ii) regressors x in satisfy n 1 E P n i=1 jn 1=2 x in j = O(1); (iii) the initial estimation errors N 1 (~ ); n 1=2 (~ ) are O P (n 1=2 ) for some > 0: This gives a way of establishing an overall rate of false rejection when deciding whether observation i, for i = 1; :::; n, is an outlier or not. In particular, assuming a distribution for the error term and choosing P(j" 1 = j > c) to be a certain value, one gets a cut-o¤ value c. For instance, under normality, if c is set to be 0:01; then c = 2:57: In this case, the gauge coincides with the size of the individual tests. See also Johansen and Nielsen (2016b) for a discussion on the idea of gauge and its relation to the false discovery rate for multiple test of Benjamini and Hochberg (1995) .
Remark 4.6 Theorem 7 in Johansen and Nielsen (2016b) derives pointwise consistency of the gauge under the assumption of normal errors and a list of conditions on the normalized regressors such as convergence of the …rst and second empirical moments, boundedness of the maximum over i and the existence of 9th moments. Theorem 4.2 above derives uniform consistency under the much weaker assumption 4.2.
Concluding remarks
The main result is Theorem 3.3, which gives a uniform consistency result of the weighted and marked empirical distribution function of estimated residuals. The empirical distribution is consistent for the limit of the product of the average weight times the expectation of the truncated mark.
The result simpli…es previous work on asymptotic expansions of the empirical distribution function and on the associated empirical process. Both the regularity conditions and the proofs are simpli…ed in the same way as the Law of Large Number is simpler than the Central Limit Theorem. In particular, the consistency result requires fewer moments than the asymptotic expansions, and it requires continuity and smoothness of the distribution function rather than of the density function.
The result was used to analyze 1-step Huber-skip estimators, which appear in various robust statistical procedures. They also appear implicitly in the common data analytic strategy of …rst estimating a least squares regression, dropping observations with large residuals and then reestimating a regression on the selected observations. In particular, we show consistency of the estimators and the associated gauge under weaker conditions than in the previous literature.
A Appendix
For sequences s n ; t n we say s n t n if s n = O(t n ) and t n = O(s n ). The weights w in may be matrix valued. To show that the resulting matrix of empirical processes vanishes, it su¢ ces to show this for each element. Thus, we proceed in this appendix as if w in is scalar. Throughout the rest of the Appendix we denote by C a generic constant, which need not be the same in di¤erent expressions.
A.1 Metric and cover
The chaining argument is based on a …nite number of points c k 2 R, k = 0; 1; : : : ; K; which de…ne a cover of R by K disjoint intervals with end points
The de…nitions c 0 = 1 and c K = 1 are convenient even when the support is …nite. In Johansen and Nielsen (2016a) and Berenguer-Rico, Johansen and Nielsen (2019) , these chaining points are chosen using the function
for a given r = 0; 1; : : : . Here, we will need r = 0 and K n 1=2 when proving Theorem 3.1, while r = 1 and K n 1=3 ! when proving Theorem 3.2. The function H r is increasing in c: It is bounded when
The points c k are chosen so that The inequality j" s j < 1 + j"j r for 0 s r implies that, for c c y ;
Efj" i = j1 (c<" i = c y ) g 2 s p E(1 + j" i = j 2 r p )1 (c<" i = c y ) = H r (c y ) H r (c): (A.5)
We refer to H r (c y ) H r (c) as the H r -distance between c and c y :
A.2 A preliminary lemma
The following Lemma, based on Lemma A.10 in Berenguer-Rico, Johansen and Nielsen (2019) , is used in the proof of the main results when chaining over a; c. On the one hand, it bounds the e¤ect of multiplicative perturbations using the H r distance. On the other hand, it gives an estimate of the number of c k intervals that are needed to cover the perturbation. The result applies for general distance functions, say H. Since jn 1=2 aj n , which vanishes for large n; then for any a 0 > 0 we have jn 1=2 aj a 0 for large n: The multiplicative Lipschitz assumption then shows jHj Cn as desired.
(b) Translating the distance H in item (a) into a number of grid points. We start by bounding H = jHfc k(ca) g Hfc k(c 0 ) gj: Add and subtract H(c a ) and H(c) and apply the triangle inequality to get The third term in (A.6) equals jHj and satis…es jHj Cn as shown in part (a). Overall,
implying that jk(c a ) k(c 0 )j 2 + Cn K=H uniformly in a; c:
A.3 Auxiliary results
Theorem 3.1 gives a uniform Law of Large Numbers for F w;p n (a; b; c): We start by considering the case without weights and marks, that is F 1;0 n (a; b; c): First, we analyze the special case where a = 0. Second, we consider the case where b = 0. Finally, both cases are combined to study the general case in which a; b vary. Lemma A.2 Let Assumption 3.1 hold and suppose (i) F is additively Lipschitz (De…nition 3.1); (ii) En 1 P n i=1 n 1=2 jx in j = O(1). Then, for any B > 0, 0 < < 1, we get
1 (" i = c) j and R n = sup c2R sup jbj n 1=2 B R n (b; c). We show R n = O P (n ).
1. Partition the support. Because there are no marks, we take p = 0 and r = 0 so that (A.2) and (A.3) reduce to H r (c) = 2F(c) and H r = 2. Partition the axis as laid out in (A.1) with K = int(H r n ). Thus, H r (c k ) H r (c k 1 ) = H r =K n :
2. Assign c to the partitioned support. For each c there exists a k = k(c) and grid points c k 1 ; c k so that c k 1 < c c k .
3. Bound R n (b; c). Since jbj n 1=2 B and c k 1 < c c k ;
In turn R n R n whereR n = max 1 k KRnk . It su¢ ces to show thatR n = O P (n ).
4. Martingale decomposition. WriteR nk =M nk + M nk wherẽ
It su¢ ces to show thatM n = max 1 k K jM nk j and M n = max 1 k K M nk are O P (n ). 5. Conditional mean of z ik : The indicator function z ik is F in adapted. We …nd
This can rewritten as
The second term equals 1=K by construction. By the additive Lipschitz assumption (i), the …rst and the third term are each bounded by C L jx in jn 1=2 B: Overall, we get E i 1 z ik 1=K + Cjx in jn 1=2 ; for some C > 0: In turn,
Since K n and E P n i=1 jx in j = O(n 1=2 ) by assumption (ii); we get E n = O(n 1 ): 6. The compensator M n = O P (n ). The Markov inequality implies that P(n j M n j > C)
En n j M n j=C for some C > 0. Note that E M n = n 1 E n : Thus, item 5 shows that E M n = O(n ) so that M n = O P (n ).
7. The martingaleM n = o P (n ). We use Lemma 2.2 for nM n = max
with index`= k so that z i`= z ik , the count L n = K and parameters = > 0 and = & = 1 . We verify the conditions of Lemma 2.2. In item 5, it was established that z i`= z ik is F in adapted. Further, item 5 shows that E n = O(n 1 ) = O(n & ): Since 0 < < 1, then & = 1 > 0 and = & > &=2. Hence, applying Lemma 2.2, we see that,
In particular,M n = o P (n 1 ) = o P (n ):
Lemma A.3 Let Assumption 3.1 hold and suppose F is multiplicatively Lipschitz (De…nition 3.1). Then, for any B > 0, 0 < < 1, we get
We show that R n = sup c2R sup jaj n 1=2 B jR n (c; c a )j is O P (n ). 1. Partition the support. Because there are no marks, we take p = 0 and r = 0 so that (A.2) and (A.3) reduce to H r (c) = 2F(c) and H r = 2. Partition the axis as laid out in (A.1) with K = int(H r n ). Thus, H r (c k ) H r (c k 1 ) = H r =K n :
2. Assign c and c a to the partitioned support. For each c a there exists a k(c a ) and grid points c k(ca) 1 ; c k(ca) so that c k(ca) 1 < c a c k(ca) . Lemma A.1, using the multiplicative Lipschitz assumption shows that, for some C > 0 and some D > 2; sup c2R sup jaj n 1=2 B jk(c a ) k(c)j 2 + Cn K=H D:
(A.7)
3. Bound R n (c; c a ) and R n . Add and subtract 1 f" i = c k(ca) g and 1 f" i = c k(c) g so that
By the triangle inequality we get The quantities R jn involve suprema over a; c: The next step is to replace the suprema with a maximum over a …nite number of grid point combinations. This maximum can, in turn, be analyzed using the iterated martingale inequality in Lemma 2.2. Thus, we start by arguing that R jn T n for each j, where
Note that the third term R 3n is a special case of the …rst term R 1n with a = 0 so that R 3n R 1n . Accordingly, the triangle inequality gives R n 2R 1n + R 2n . 3.1. The term R 1n : For this term, note that c k(ca) 1 < c a c k(ca) so that
where the bound involves grid points that are one interval apart. It is, therefore, bounded by T n uniformly in a; c since T n takes maximum over pairs of grid points that are at most D steps apart where D > 2: Hence, R 1n T n : 3.2. The term R 2n : This term involves grid points k(c); k(c a ) that may be more than one point apart. Indeed, by (A.7) we have jk(c a ) k(c)j D uniformly in a; c: Thus, for any a; c let k = minfk(c a ); k(c)g and k = maxfk(c a ); k(c)g with the property that k k k + D: As a consequence, we can bound jR n fc k(c) ; c k(ca) gj max with index`= (k; k ) so that z i`= z ikk , = 1 , parameters L n = KD n and = > 0 while = & = 1 : We verify the conditions of Lemma 2.2. In item 5, it was established that z i`= z ikk is F in adapted. Further, item 5 shows that E n = O(n 1 ) = O(n & ): Since 0 < < 1, then & = 1 > 0 and = & > &=2. Hence, applying Lemma 2.2, we see that; nM n = o P (n ) = o P (n 1 ) so thatM n = o P (n ):
Lemma A.4 Let Assumption 3.1 hold and suppose (i) F is additively and multiplicatively Lipschitz (De…nition 3.1);
Let c a = c+n 1=2 ac: Add and subtract 1 (" i = c+n 1=2 ac) = 1 (" i = ca) and apply the triangle inequality to get 
A.4 Proof of main results
Proof of Theorem 3.1. De…ne V n (a; b; c) = jF w;p n (a; b; c) F w;p n (0; 0; c)j: We show that V n = sup c2R sup jaj;jbj n 1=2 B V n (a; b; c) is O P fn ( 1)= g = o P (1): By the triangle inequality,
Apply the Hölder inequality to get, for = 1 + > 1,
1 (" i = c) j and by Lemma A.4 using Assumptions 3.1, 3.2(ib; ii), for 0 < < 1;
We show that n 1 P n i=1 jw in " p i j = O P (1). By the Markov inequality P(n 1 P n i=1 jw in " p i j > C) E(n 1 P n i=1 jw in " p i j )=C. Using the independence of " i and F i 1;n in Assumption 3.1 gives E(n 1 P n i=1 jw in " p i j ) = n 1 P n i=1 Ejw in j Ej" p i j : Since " i are i.i.d., Ej" p i j < 1 and n 1 P n i=1 Ejw in j = O(1) by Assumption 3.2(ia; iii), then E(n 1 P n i=1 jw in " p i j ) = O(1) and n 1 P n i=1 jw in " p i j = O P (1) by the Markov inequality. Insert this bound and (A.10) into (A.9) to get V n = fO P (1)g 1= fO P (n )g = = O P (n = ) = o P (1); as desired.
We want to prove, for all ! > 0; that V n = sup c2R jV n (c)j = O P (n ! 1=3 ): Note that it su¢ ces to prove the result for all 0 < ! < 1=3:
We choose r = 1 noting H 1 < 1 by Assumption 3.2(ia) with = 2: Partition the axis as laid out in (A.1) with K = int(H 1 n 1=3 ! ). Thus,
It su¢ ces to show that V 1n and V 2n are O P (n ! 1=3 ):
We use Lemma 2.1 for nV n (c k ) with index`= k so that z i`= z ik = w in " p i 1 (" i = c k ) , = 2=3 + !, parameters L n = K and = 1=3 ! and & = 1 while r = 1. We verify the conditions of Lemma 2.1. Note that z i`i s F in adapted while Ez 2 i`< 1, since w in and " p i are independent with second moments by Assumptions 3.1, 3.2(ia) with = 2: The parameter = 1=3 !: The set of indices`has size L n = K n 1=3 ! n where > 0 for 0 < ! < 1=3:
The parameter & = 1: Since w in and " i are independent while Ef" p i 1 (" i = c k ) g 2 E" 2p i < 1 uniformly in i; k by Assumption 3.2(ia) with = 2 then
by Assumption 3.2(iii) with = 2: We check the conditions (i; ii) of Lemma 2.1.
Let z ik = jw in jj" p i jf1 (" i = c k ) 1 (" i = c k 1 ) g: Using the triangle and Jensen inequalities and noting c k 1 < c c k , we get jB 1n (c; c k )j n 1 P n i=1 z ik ; jB 2n (c; c k )j n 1 P n i=1 E i 1 z ik :
A martingale decomposition gives a further bound jV n (c) V n (c k )j M nk + 2 M nk , wherẽ M nk = n 1 P n i=1 (z ik E i 1 z ik ); M nk = n 1 P n i=1 E i 1 z ik :
LetM n = max 1 k KMnk and M n = max 1 k K M nk . It su¢ ces to show thatM n ; M n are O P (n ! 1=3 ) for all 0 < ! < 1=3: 3. Conditional moments of z ik : Note that z ik is F in adapted while Ez 2 ik < 1 since w in and " p i are independent with second moments by Assumptions 3.1, 3.2(ia; iii) with = 2. In light of (A.4), (A.5), for q = 0; 1 and uniformly in k; E i 1 z 2 q ik jw in j 2 q fH 1 (c k ) H 1 (c k 1 )g = jw in j 2 q H 1 =K:
In turn, we get using Assumption 3.2(iii) with = 2 that, for q = 0; 1;
Finally, since K n 1=3 ! we get that E nq = O(n 2=3+! ): 4. The compensator M n is O P (n ! 1=3 ): The Markov inequality implies that P(n 1=3 ! j M n j > C) En 1=3 ! j M n j=C for some C > 0. Note that Ej M n j = n 1 E n0 = O(n ! 1=3 ) by item 3. Thus, n 1=3 ! M n = O P (1) and M n = O P (n ! 1=3 ).
5. The martingaleM n is O P (n ! 1=3 ): We use Lemma 2.1 for nM n with index`= k so that z i`= z ik , = 2=3 + !, parameters L n = K and = 1=3 ! and & = 2=3 + ! while r = 1. We verify the conditions of Lemma 2.1. In item 3 it was established that z i`i s F in adapted and Ez 2 i`< 1. The parameter = 1=3 ! > 0, since ! < 1=3: The set of indices`has size L n = K n . The parameter & = 2=3 + ! 0, since ! > 0: Item 3 gives that E n1 = O(n 2=3+! ) = O(n & ):
We check the conditions (i; ii) of Lemma 2.1. Condition (i) is that & < 2 : This holds since & = = 2=3 + ! < 2 when ! > 0: Condition (ii) is that & + < 2 r with r = 1: We have & + = 1; while 2 r = (2=3+!)2 = 4=3 + 2!:
Hence, Lemma 2.1 shows that nM n = o P (n 2=3+! ) so thatM n = o P (n ! 1=3 ):
A.5 Proofs of application results
Introduce the two-sided empirical distribution function as follows G w;p n (ã;b; c) = n 1 P n i=1 w in " p i 1 (j" i j ~ c) = F w;p n (ã;b; c) lim h#0 F w;p n (ã;b; c h);
where we recallã;b are the rescaled initial estimation errors for and , respectively. We will be interested in normalized least squares statistics G xx;0 n ( ); G x;1 n ( ); G 1;0 n ( ); G 1;2 n ( ); where the weight indices "xx", "x" and "1" are short hand for nx in x 0 in ; n 1=2 x in and 1; respectively. All G n functions have argumentã;b; c: In this way, G xx;0 n ( ) = G xx;0 n (ã;b; c) = n 1 P n i=1 n 1=2 N x i (x i N n 1=2 ) 0 1 (j" i j ~ c) ; and the normalized least squares statistics (4.1)-(4.2) are n 1=2 N 1 (^ c ) = fG xx;0 n ( )g 1 fG x;1 n ( )g; (A.11) 2 c 2 = c 0 c 2 fG 1;0 n ( )g 1 [G 1;2 n ( ) 2 c 2 c 0 G 1;0 n ( ) G x 0 ;1 n ( )fG xx;0 n ( )g 1 G x;1 n ( )]: (A.12)
Proof of Theorem 4.1. Consistency of^ c : We apply Theorem 3.3 to G xx;0 n and G x;1 n , noting that Assumption 4.1,I implies Assumptions 3.2 with = 2 and w in = nx in x 0 in and p = 0 for G xx;0 n and w in = n 1=2 x in and p = 1 for G x;1 n . We get G xx;0 n ( ) = c 0^ n + o P (1); G x;1 n ( ) = c 1^ n + o P (1):
The denominator matrix, G xx;0 n ( ), is invertible for large n by the assumptions on^ n . Also c c 0 so that c 0 is bounded away from zero. Therefore, G xx;0 n ( ) = c 0^ n f1 + o P (1)g; (A.13) uniformly in c c 0 > 0. Inserting the two expansions into (A.11) gives n 1=2 N 1 (^ c ) = ( c 0^ n ) 1 f c 1^ n + o P (1)gf1 + o P (1)g = ( c 0^ n ) 1 c 1^ n + o P (1):
By Assumption 4.1,I,(ii); (b) then n 1=2 N 1 (^ c ) D ! ( c 0 ) 1 c 1 : Consistency of^ 2 c : We apply Theorem 3.3 to G 1;0 n and G 1;2 n noting that Assumption 4.1,I,II imply Assumptions 3.2 with = 2. We get G 1;0 n ( ) = c 0 + o P (1); G 1;2 n ( ) = 2 c 2 + o P (1):
Note that G 1;2 n ( ) 2 ( c 2 = c 0 )G 1;0 n ( ) = o P (1); while G x 0 ;1 n ( )fG xx;0 n ( )g 1 G x;1 n ( ) = f c 1^ 0 n + o P (1)g( c 0^ n ) 1 f c 1^ n + o P (1)gf1 + o P (1)g;
reducing to 2 (^ 0 n^ 1 n^ n )( c 1 ) 2 = c 0 + o P (1): Combine with (A.12) to get the desired result.
Proof of Theorem 4.2. Write^ c = 1 G 1;0 n ( ) and apply Theorem 3.3 with w in = 1 and p = 0 using Assumption 4.2 to get^ c
