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Linear resistivity at low temperatures is a prominent feature of high-Tc superconductors which
has also been found recently in twisted bilayer graphene. We show that due to an extended van
Hove singularity (vHS), the T -linear resistivity can be obtained from a microscopic tight-binding
model for filling factors close to the vHS. The linear behavior is shown to be related to the linear
energy dependence of the electron quasiparticle decay rate which implies the low-energy logarithmic
attenuation of the quasiparticle weight. These are distinctive features of a marginal Fermi liquid,
which we also see reflected in the respective low-temperature logarithmic corrections of the heat
capacity and the thermal conductivity, leading to the consequent violation of the Wiedemann-Franz
law. We also show that there is a crossover at T ∼ 6 K from the marginal Fermi liquid regime to
a regime dominated by excitations on the Dirac cone right above the vHS that also yields a linear
resistivity albeit with smaller slope, in agreement with experimental observations.
Introduction. The discovery of a correlated insulating1
and superconducting2 state in magic angle twisted bi-
layer graphene (TBG) has stimulated great interest, both
from the theoretical3–27 as well as from the experimen-
tal side.28–34 One striking and astonishing result of the
initial experiments was the similarity of the phase dia-
gram to the one of high-Tc superconductors.
35–38 This
analogy has further been manifested by the observation
of a strange metal regime with its linear temperature de-
pendence of the resistivity.39,40
The nature of the strange metal phase in TBG is highly
controversial. It is frequently assumed that electron-
phonon interactions could be responsible for the anoma-
lous behavior of the resistivity, but at the same time
acknowledging that phonons cannot account for the
T -linear dependence down to the lowest temperatures
reached in the experiments (∼ 0.5 K), in particular below
the Debye frequency scale (in the case of optical phonons)
or below the Bloch-Gru¨neisen temperature (in the case
of acoustic phonons). The proposal derived in this Let-
ter solves this puzzle, presenting a consistent explanation
that is purely based on electron-electron interaction.
Our key observation is that the lowest-energy bands
of TBG near the magic angle display two distinct fea-
tures that dominate the transport properties. These are
the Dirac nodes at the charge neutrality point and, on
the other hand, a set of extended saddle points which,
according to experimental41,42 and also theoretical43,44
evidence, are close to the Fermi level at half-filling of the
two highest (lowest) valence (conduction) bands. The
extended saddle points are characterized by a dispersion
with very small curvature along the ΓK lines that mani-
fests in the straight segments of the Fermi line for the
second highest valence band (VB) represented in Fig.
5(b). We have argued that this feature could be at the
origin of the observed superconductivity of TBG, rely-
ing on a Kohn-Luttinger mechanism where the strongly
anisotropic screening leads to an attractive interaction
between Cooper pairs around the Fermi line.45
In this Letter, we show that the decay of the low-energy
(a) (b)
FIG. 1. Energy contour maps (with light colors representing
higher energies) of the first and the second highest valence
band in the Moire´ Brillouin zone of a twisted graphene bilayer
with twist angle θ28 ≈ 1.16◦, showing the Fermi lines for filling
levels shifted −0.2 meV (blue lines) and −1.5 meV (red lines)
below the level of the saddle points placed along the ΓK lines.
quasiparticles in the region of flat dispersion (typically
within 1 meV around the extended van Hove singularity
(vHS)) as well as of those with higher energy (already
located in the Dirac cone below the K point) can account
for a T -linear dependence of the resistivity. The origin
of the T -linear behavior is, however, different in the two
regimes, forcing the appearance of a crossover regime,
i.e., a change of slope of the resistivity around a cross-
over temperature T . This change in the slope is, indeed,
observed in the measurements reported in Ref. 39.
Furthermore, the T -linear resistivity observed in the
low-temperature regime below ∼ 5 K must be just one of
the many facets revealing the deviation of TBG from the
conventional Fermi liquid picture. The reason for such an
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2anomalous behavior lies in the linear growth with energy
of particle-hole excitations across the straight segments of
the blue Fermi line shown in Fig. 5(b). This kind of linear
scaling was actually the main assumption in the original
proposal of the marginal Fermi liquid paradigm,46 devel-
oped phenomenologically to describe the normal phase of
the high-Tc superconductors. Our derivation, therefore,
can be seen as a concrete realization of the paradigm,
which should manifest itself in other observable features
of TBG such as the linear energy scaling of the quasi-
particle decay rate or the anomalous temperature depen-
dence of the heat capacity and the thermal conductivity.
Model. To model TBG, we will use the commensu-
rable tight-binding model parametrised by the integer i
corresponding to the twist angle cos θi =
3i2+3i+0.5
3i2+3i+1 .
47,48
The hopping parameters are taken from Ref. 49 and
50 such that the nearest-neighbour intra-layer hopping is
set to t = −2.7 eV and the vertical interlayer hopping to
t⊥ = 0.48 eV. For a recent review on bilayer systems, see
Ref. 51 and also the Supplemental Material (SM).52
We note that the anomalous transport behavior arises
from the peculiar features of the second highest VB of
TBG. For small twist angle θ ≈ 1◦, the first and second
highest VBs have coincident vHS at the same energy, but
with very different dispersion in the two cases. This dis-
persion takes the form of a conventional saddle point in
the first VB, while that in the second VB has a more dis-
torted shape, with a much smaller curvature along the
ΓK line than in the orthogonal direction. This is the
reason why this extended saddle point provides the dom-
inant contribution to the particle-hole susceptibility, en-
hancing the decay rate of electron quasiparticles in both
the first and the second highest VB.
In Fig. 5, the energy contour maps of the two highest
VBs are shown for a bilayer with twist angle θ28 ≈ 1.16◦.
Also shown are the Fermi lines for two energies ∆µ rela-
tive to the vHS. In the second highest VB, they consist
of two patches with three lobes each. Notable are the
straight segments with quasi one-dimensional dispersion
in the second highest VB for ∆µ = −0.2 meV, which are
a reflection of the extended vHS.
Let us also stress that the energy contour maps of Fig.
5 with their characteristic Fermi lines around the vHS
appear to be rather universal, i.e., independent of the
specific details of the underlying microscopic model that
may include relaxation effects or slightly different hop-
ping parameters. Remarkably, the same extended vHS
are also found in the continuum model,53–56 see Ref. 45.
Resistivity. We compute the resistivity relying on the
semiclassical formalism of the Boltzmann equation. In
this approximation and assuming an on-site Hubbard in-
teraction U , the resistivity ρn in the direction of the unit
vector n can be expressed as an average over momenta
k57
ρn =ρ0
1
T
∫
d2k
(2pi)2
nF (εk)
τtr(k)(∫
d2k
(2pi)2
∂nF (εk)
∂εk
(vk · n)2
)2 , (1)
Δμ=-0.2 meVΔμ=-1.5 meV
x 0.4
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FIG. 2. Plot of the temperature dependence of ~/τtr averaged
over the Fermi line of the first (dashed line) and the second
(solid line) highest VB (and weighted with the inverse of the
square of the Fermi velocity to get dimensions of energy),
when the Fermi level is 0.2 meV (blue curves) and 1.5 meV
(orange curve, scaled by a factor of 0.4) below the vHS.
where ρ0 = h/e
2 (restoring for a moment Planck’s con-
stant), nF (εk) is the Fermi-Dirac distribution function
at energy εk, the Fermi velocity is vk = ∇εk, and the
transport decay rate of quasi-particles above the Fermi
energy is defined by
1
τtr(k)
= U2
∫
d2k′
(2pi)2
∫ εk
0
dω|〈k|k′〉|2 (1− nF (εk′))
× δ (εk − εk′ − ω) Imχtr(k,k′;ω) (2)
with the imaginary part of the transport susceptibility
Imχtr(k,k
′;ω) = (3)∫
d2p
(2pi)2
|〈p|p+ k − k′〉|2nF (εp) (1− nF (εp+k−k′))
[(vk + vp − vk′ − vp+k−k′) · n]2 δ (εp+k−k′ − εp − ω) .
The Hubbard term U is the projected on-site interaction
onto the second highest VB of the Moire´ lattice, which we
set to U/2pi = 3 meV a2M , aM being the lattice constant
of the superlattice. Above, we have also introduced the
eigenvectors |k〉 corresponding to eigenenergies εk (and
depending implicitly on the VB). Note that the units
of energy of the relaxation time are restored only after
dividing by the square of the Fermi velocity.
The behavior of the resistivity and the transport scat-
tering rate depends on the shift ∆µ of the Fermi level
with respect to the extended saddle points shown in Fig.
5. When the Fermi level is close to the vHS (with a
deviation ∆µ within . 0.5 meV), the low-energy elec-
tron quasiparticles have a dominant decay channel into
particle-hole excitations across the straight segments of
the blue Fermi line shown in Fig. 5(b). These excita-
tions have an approximate linear energy-momentum dis-
persion, realizing then one of the basic assumptions of the
marginal Fermi liquid paradigm. We stress that such a
decay channel acts efficiently for the scattering of quasi-
particles in both the first and the second highest VB.
Consequently, the temperature dependence of the trans-
port decay rate for these low-energy quasiparticles (with
3εk within ∼ 0.5 meV around the vHS) is found to be
linear in the two bands, as shown in Fig. 6.
Beyond a certain temperature, however, the quasipar-
ticles are excited at higher energies away from the vHS,
lying on the Dirac cone which is right above the ex-
tended saddle points. These quasiparticles can decay into
particle-hole excitations not attached to the straight seg-
ments of the Fermi line, providing a conventional scatter-
ing mechanism which is reflected in the departure from
T -linear behavior above T ∼ 6 K in the plot of Fig. 6.
We, therefore, see that the extended saddle-point
regime leads to a crossover in the temperature depen-
dence of the transport decay rate, whenever the shift ∆µ
of the Fermi level is sufficiently small. On the other hand,
if the Fermi level significantly departs from the vHS (with
∆µ & 1 meV) then the Fermi line recovers a more regu-
lar (two-dimensional) shape, as shown by the red lines in
Fig. 5, and the scattering of electron quasiparticles fol-
lows a conventional trend. In this case, the temperature
dependence of the transport decay rate has a quadratic
behavior starting at low T , as shown in Fig. 6.
From the results for the transport decay rate, we obtain
the resistivity by applying Eq. (1). At low temperatures,
we may assume that only quasiparticles in the energy
range of T contribute, so that the resistivity can be com-
puted as an average over the Fermi line, decomposing the
momentum k into a longitudinal k‖ and a transverse k⊥
component. Then, we may discern between the resistiv-
ities ρ1, ρ2 associated to the first and the second highest
VB, which can be expressed as
ρi ∼ ρ0 1
T
∮
Ci
dk‖
∫
dεk
vk
nF (εk)
τtr(k)
(4)
Ci being the Fermi line of the corresponding VB.
In Fig. 3, one can see that the crossover and the T -
linear behavior at low temperatures of the transport de-
cay rate are translated into a similar behavior of the re-
sistivity. Above the crossover temperature, however, Eq.
(4) introduces an additional T dependence, due to the
fact that the quasiparticles decaying from the Dirac cone
have a reduction of phase space as the energy increases
towards the Dirac node at the K point. The 1/T factor
in Eq. (4) is thus not canceled and the temperature de-
pendence of the resistivity becomes approximately linear
above the crossover temperature, as shown in Fig. 3.
We note that the magnitude of the resistivity due to
the first highest VB turns out to be larger than the one
originating from the second highest VB. This is a con-
sequence of the fact that the effective bandwidth (for
momenta close to the Fermi line) is larger in this lat-
ter band. The electronic transport will thus be short-
circuited through this second highest VB and it is this
band that will dictate the dominant behavior of the re-
sistivity.
As was the case for the transport decay rate, the behav-
ior of the resistivity ρ crucially depends on the shift of the
Fermi level with respect to the vHS. This is evidenced in
the quadratic behavior of the orange curve in Fig. 3 that
Δμ=-0.2 meVΔμ=-1.5 meV
x 0.5
x 0.2
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FIG. 3. Plot of the temperature dependence of the resistivity
ρ from the first (dashed line, scaled by a factor of 0.2) and the
second (solid line) highest VB, for a shift of the Fermi level
∆µ = −0.2 meV (blue curves) and −1.5 meV (orange curve,
scaled by a factor of 0.5) with respect to the level of the vHS.
refers to ∆µ = −1.5 meV. Nevertheless, for ∆µ = −0.2
meV, the linear T -dependence of the resistivity is quite
clear, although with different slope above and below a
crossover temperature of the order of ∼ 6 K. Very sug-
gestively, a change in the slope of the resistivity has also
been seen in the experimental observations around half-
filling of the Moire´ unit cell, displaying a larger slope of
the linear T -dependence below a crossover temperature
which is slightly above 5 K in the measurements reported
in Ref. 39. For more details, see the SM.52
Quasiparticle properties. The linear low-temperature
dependence of the transport decay rate can be related
to the low-energy behaviour of the electron self-energy
Σ(k, ω). Its imaginary part can be computed in terms of
the conventional electron-hole susceptibility χ(q, ω) as
Im Σ(k, ω) =− U2
∫
d2p
(2pi)2
∫ ∞
−∞
dωp|〈k|p〉|2 sgn(ωp)
× δ(ωp − εp) Im χ(k − p, ω − ωp) . (5)
The real part of the self-energy can be obtained by mak-
ing use of the Kramers-Kronig relation, which in this case
takes the form
Re Σ(k, ω) =
2ω
pi
∫ ∞
0
dΩ
Im Σ(k,Ω)
Ω2 − ω2 . (6)
When the Fermi level is close to the vHS, the imagi-
nary part of the self-energy computed from Eq. (5) has a
linear dependence on the frequency ω which is similar to
the low-temperature dependence of the transport decay
rate. This holds equally true for quasiparticles in both of
the two highest VBs, as can be seen in Fig. 4(a). Conse-
quently, the dependence of the real part of the self-energy
on ω displays a significant deviation from linear behavior
at low frequencies, with a logarithmic correction which
is another evidence of the departure from Fermi liquid
behavior. This is shown in Fig. 4(b), which represents
the average of the real part of Σ(k, ω)/ω over the Fermi
lines of the two bands when the Fermi level is shifted by
∆µ = −0.2 meV with respect to the vHS.
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FIG. 4. Plot of the frequency dependence of the real and the
imaginary part of Σ(k, ω) averaged over the Fermi line of the
first (dashed line) and the second (solid line) highest VB, for
a shift of the Fermi level ∆µ = −0.2 meV below the vHS.
We observe that the real part of the self-energy be-
haves as Σ(k, ω) ∼ ω log(ω) at low frequencies, which
amounts to state that the electron quasiparticles are pro-
gressively attenuated when approaching the Fermi level.
The dressed electron propagator becomes
G(k, ω) =
1
ω − εk − Σ(k, ω) ∼
∆
ω − εk + iγω (7)
after rewriting the self-energy corrections in terms of the
quasiparticle weight ∆ and the imaginary shift iγω of the
quasiparticle pole. The quasiparticle weight is suppressed
following the low-energy scaling ∆ ∼ 1/| log(ω)|, which is
the hallmark of the marginal Fermi liquid behavior.46,58
For more details, see the SM.52
Heat capacity and thermal conductivity. The anoma-
lous behavior of the electron quasiparticles has also a
significant impact on the temperature dependence of ob-
servables like the heat capacity. This is obtained from the
entropy S, which can be expressed as an integral along
the Fermi line by decomposing again the momentum k
into longitudinal k‖ and transverse k⊥ components52,59:
S
A
≈ 1
2pi2
1
T
∮
dk‖
vk
∫ ∞
−∞
dω ω
∂nF (ω)
∂ω
(ω − Re Σ(k, ω)) ,
(8)
A being the area of the system. Then, by absorbing the
temperature T into a dimensionless variable ω/T in the
integrand of Eq. (25), we see that the anomalous scaling
of the electron self-energy translates into the dominant
scaling behavior S ∼ T | log(T )|.
The heat capacity C is obtained by taking the deriva-
tive of S with respect to T and it inherits, therefore, the
logarithmic correction that we find in the entropy:
C = T
∂
∂T
S
A
∼ T | log(T )| (9)
We see therefore that the logarithmic correction to the
heat capacity holds in the same range of anomalous be-
havior of the self-energy plotted in Fig. 4, which corre-
sponds in temperature to the range T . 10 K.
The logarithmic correction of the heat capacity has
also a direct translation into the temperature dependence
of the thermal conductivity κ. This quantity is related to
the heat capacity through the thermal diffusivity α ac-
cording to the formula κ = αC. The thermal diffusivity
is in turn proportional to the mean free path of the en-
ergy carriers.60 When the Fermi level is close to the vHS,
we can apply the linear low-temperature dependence we
have found in the transport scattering rate to estimate
the mean free path.46 This implies that
κ(T ) = αC ∼ | log(T )| . (10)
The anomalous scaling should be observable down to the
temperature scale at which the transport starts to be
dominated by the scattering from disorder (impurities or
lattice defects) in the twisted bilayer. Above that scale,
the ratio between the thermal and electrical conductiv-
ity should also be affected by the logarithmic correction
from Eq. (10), thus leading to a modification of the
Wiedemann-Franz law.46
Long-range interaction. So far, we have considered
the case of a strongly screened Hubbard interaction that
can be interpreted as some effective parameter U that
also includes the dielectric constant of the substrate.
Within the continuum model,53 we have further inves-
tigated the relaxation time for long-range interaction in-
cluding screening effects61 that come from the top and
back gate as well as from internal self-screening. Inter-
estingly, apart from the linear vs quadratic behavior as
function of the chemical potential relative to the vHS,
we obtain relaxation times comparable to the Planckian
limit for gate distances D = 15 nm, see Fig. 4 of the
SM.52 Within the same framework, we have discussed
the influence of the relaxation time to the quasi-localised
plasmonic modes62, which also leads to a T -linear behav-
ior proportional to the density of states, see SM.52
Summary. Relying on a tight-binding model, we have
been able to obtain a linear temperature dependence of
the resistivity for filling factors around the vHS in the
two highest VBs of TBG, in the framework of a model
with on-site Hubbard interaction U . At low tempera-
tures, the linear behavior of the resistivity can be traced
back to the more general frequency dependence of the
electron Green’s function, characterized by a logarith-
mic correction indicating marginal Fermi liquid behavior.
We thus predict that fingerprints of a marginal Fermi
liquid should also be present in the heat capacity and
the thermal conductivity. Observing these features ex-
perimentally may be a way to discriminate between the
electron-electron and the electron-phonon interaction as
the possible driving force for the superconducting state
as well as for the unconventional normal state found near
half-filling of the two highest VBs in TBG.
Finally, we stress that the scaling laws we have dis-
cussed persist when the Coulomb interaction is extended
to get a finite spatial range. In that case, quantita-
tive predictions about the different observables may be
greatly enhanced and, specially in the limit of a long-
5range Coulomb interaction (with appropriate internal
screening), a regime of nearly Planckian resistivity can
be reached, with the transport decay rate approaching
the bound given by T/~.
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Supplemental Material
I. TIGHT-BINDING HAMILTONIANS
For the calculation of the relaxation time and resistivity, we rely on the use of a tight-binding model. We adopt a
general formulation of the tight-binding approach with Hamiltonian
H = −
∑
〈i,j〉
t‖(ri − rj) (a†1,ia1,j + h.c.)−
∑
〈i,j〉
t‖(ri − rj) (a†2,ia2,j + h.c.)−
∑
(i,j)
t⊥(ri − rj) (a†1,ia2,j + h.c.) . (11)
The sum over the brackets 〈...〉 runs over pairs of atoms in the same layer (1 or 2), whereas the sum over the curved
brackets (...) runs over pairs with atoms belonging to different layers. t‖(r) and t⊥(r) are hopping matrix elements
which have an exponential decay with the distance |r| between carbon atoms. A common parametrization is based
on the Slater-Koster formula for the transfer integral50
−t(δ) = Vpppi(d)
[
1−
(
δ · ez
d
)2]
+ Vppσ(d)
(
δ · ez
d
)2
(12)
with
Vpppi(d) = V
0
pppi exp
(
−d− a0
r0
)
, Vppσ(d) = V
0
ppσ exp
(
−d− d0
r0
)
, (13)
where δ is the vector connecting the two sites, ez is the unit vector in the z-direction, a0 is the C-C distance and
d0 is the distance between layers. A typical choice of parameters is given by V
0
pppi = −2.7 eV, V 0ppσ = 0.48 eV and
r0 = 0.319a0
50. In particular, we have taken these values to carry out the analysis reported in the main text. For an
alternative comparison between the continuous and the tight-binding model, see Ref.63.
FIG. 5. Energy contour maps of the second highest valence band in the Moire´ Brillouin zone of a twisted graphene bilayer with
twist angle θ28 ≈ 1.16◦, showing the Fermi lines for filling levels shifted −0.2 meV (left) and −1.5 meV (right) below the level
of the saddle points placed along the ΓK lines.
6II. TRANSPORT DECAY RATE OF QUASI-PARTICLES AT THE FERMI LINE
At low temperature, the transport decay rate is dominated by electron quasiparticles close to the Fermi line. In
Fig. 5, we show the Fermi line for two different chemical potentials ∆µ taken with respect to the level of the van
Hove singularity (vHS) arising from the saddle points at the ΓK line. Also indicated are the discrete points on the
Fermi line for which explicit calculations are here illustrated.
In Fig. 6, we show the transport decay rate as function of temperature, computed according to the expression (2)
in the main text, for the different points on the Fermi line indicated in Fig. 5. As can be appreciated, the behavior
depends crucially on the value of ∆µ, turning from linear to quadratic at low temperatures as the Fermi level deviates
significantly from the vHS.
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FIG. 6. Plot of the temperature dependence of 1/τtr (weighted with the inverse of the square of the Fermi velocity to get
dimensions of energy) when the Fermi level is 0.2 meV (left) and 1.5 meV (right) below the vHS, for six points along de Fermi
line following the sequence shown in Fig. 5, from the farthest position (1) to the closest location to the K point (6). The
on-site Hubbard interaction is taken as U/(2pi) = 3 meV a2M , aM being the lattice constant of the superlattice.
III. QUASI-PARTICLE PROPERTIES AT THE FERMI LINE
Also for the self-energy, we can analyse the low-energy behaviour for different quasi-particles on the Fermi line.
This is seen in Fig. 7(a), which represents the imaginary part of the self-energy Σ(k, ω) as function of ω, computed
according to the expression (5) in the main text, for the points on the Fermi line indicated in Fig. 5. The linear
behavior at low frequencies is consistent with the low-temperature dependence of the transport decay rate shown in
Fig. 6 for ∆µ = −0.2 meV.
From the imaginary part of Σ(k, ω), we can compute the real part of the self-energy by applying the Kramers-Kronig
relation in Eq. (6) of the main text. The results corresponding to the different curves in Fig. 7(a) are represented in
Fig. 7(b), which shows a clear logarithmic correction consistent with the linear dependence at low frequencies of the
respective imaginary counterparts.
IV. RELAXATION TIME FOR EFFECTIVE DIELECTRIC MEDIA
In the main text, we have assumed a strongly screened Hubbard interaction U , valid for gates close to the twisted
bilayer sample. Here, we will outline the formalism including screening effects within the G0W -approximation. We
will first discuss the case of a dielectric function due to long-ranged Coulomb interaction and then also estimate the
effect of localised plasmonic modes predicted in TBG.62
A. Relaxation time for long-ranged interaction.
For gates further away, we expect also effects from the long-ranged Coulomb potential to become important. In this
case, we calculate the scattering rate by incorporating the intrinsic screening effects within the G0W -approximation
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FIG. 7. Plot of the frequency dependence of the imaginary (left hand side) and real (right hand side) part of Σ(k, ω) for six
points along de Fermi line following the sequence shown in Fig. 5, from the farthest position (1) to the closest location to the
K point (6). The Fermi level is 0.2 meV below the vHS and the on-site Hubbard interaction is taken as U/(2pi) = 3 meV a2M ,
aM being the lattice constant of the superlattice.
of the self-energy, starting from the Coulomb potential, screened by a bottom and top gate at distance D:43
vq =
e2
20q
1− e−qD
1 + e−qD
. (14)
We will set  = 5, the approximate value for hBN.
The relaxation time within the G0W -approximation at finite temperature for a quasiparticle (hole) state with
∆ = Epµ is given by
61
1
τ(∆)
=
∫ ∞
−∞
dω
2pi
f(ω)
1
A
∑
q
vq|〈p|p+ q〉|2 Im
(
1
(q, ω)
)
δ (~ω − (Ep − Ep+q))
which involves the dielectric function within the RPA
(q, ω) = 1− vqχ(q, ω) (15)
with the polarisability (gs = gv = 2)
χ(q, ω) =
gsgv
A
∑
k
|〈k|k + q〉|2 nF (Ek)− nF (Ek+q)
~ω − (Ek+q − Ek) + i0 , (16)
and the temperature-dependent weight factor
f(ω) =
coth(β~ω/2)− tanh(β(~ω −∆)/2)
1 + e−β∆
. (17)
We further defined the eigenstates |p〉, the Fermi function nF (E) = (eβE+1)−1, the inverse temperature β = 1/(kBT ).
The G0W -approximation requires the knowledge of the real and imaginary parts of the susceptibility and, in
order to speed up the calculations, we have worked with the less time-consuming continuum model.53 In Fig. 8, we
show the resulting scattering rate for different chemical potentials relative to the vHS as function of the temperature.
Interestingly, for larger gate distancesD ∼ 15nm the results are close to the Planckian scattering rate ~/τ = 0.086meV ·
T [K] indicated as dashed line which is in good agreement to the experimental findings of Ref. 39.
What is seen independent of the gate distance D is that for a chemical potential close to the van Hove singularity
there is a linear low-temperature behaviour (∆µ≪ 0.2) in contrary to the quadratic low-temperature behaviour for
∆µ>∼1.5meV. Also seen for all curves is the crossover to a different quasi-linear temperature regime for Tcr ∼ 5K.
B. Relaxation time from collective modes
For temperatures larger than the band-gap, the system is expected to reach the classical regime, characterised by
a linear behaviour of the resistivity and dominated by the thermal charge fluctuations. In Fig. 9, we show the loss
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FIG. 8. The scattering rate ~/τ of TBG with i = 29 as function of the temperature for two chemical potentials around the
vHS and screened long-ranged interaction with surrounding dielectric material  = 5. D denotes the distance of TBG to the
top and bottom gate. The dashed line indicates the Planckian scattering rate ~/τ = 0.086meV · T [K].
function S(ω) =-Im−1(q, ω) for |q|a = 0.02 in the KK ′-direction for 0 = 4.8 for various twist angles. The peak
resembles a true plasmonic resonance as discussed in Ref.62 which shifts to smaller energies with decreasing twist
angles.
For i = 29, also a Lorentzian fit is shown with
S˜(ω) =
2Cγ
(ω − ω0)2 + γ2 → 2piCδ(ω − ω0) , (18)
where ~C = 3meV, ~γ = 4meV, and ~ω0 ∼ 8meV. This yields the following scattering rate for U = 5meV a2M and µ
close to the van Hove singularity, i.e., Uρ(µ) = 4:
1
τ
= 0.16
kBT
~
(19)
With the plasmon energy ~ω0/t ≈ 0.003, the crossover temperature corresponds to 100K which is clearly too high
to explain the experiments of39. But this limit is imposed by the accuracy of our numerical solution and we expect a
linear behaviour for the resonance as indicated by the red line in the inset. In fact, the plasmonic resonance is related
to the band-width of the lowest valence/conduction bands which is around 1meV resp. 10K.
The quasi-particle relaxation time will be mainly determined by the specific form of the loss function which was
discussed in Ref.62 for small angle twisted bilayer graphene. There, a quasi-flat mode was found for small twist angles,
independent of moderate doping-levels related to the localised states around the AA-region. As a first approach, we
can thus approximate the loss function by the following analytical function:
Im
(
1
(q, ω)
)
= 2piCδ(ω − ω0) (20)
with some suitable constant C which permits for an analytical solution of the relaxation time neglecting the wave
function overlap |〈p|p+ q〉|2. We get
1
τ(∆)
= UCf(ω0)ρ(Ep − ~ω0) (21)
where ρ(ω) denotes the density of states. For large temperature, ω0  kBT
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FIG. 9. Loss function S(ω) =-Im−1(q, ω) for |q|a = 0.02 in the KK′-direction for 0 = 4.8 for twist angles with i = 20 − 29
(left). For i = 29, also a Lorentzian fit is shown with S˜(ω) = 2Cγ[(ω − ω0)2 + γ2]−1 where ~C = 3meV, ~γ = 4meV, and
~ω0 ∼ 8meV.
We expect that the decay rate is dominated by the electron-plasmon coupling active for quasi-particle energies
∆ ≈ ω0. Then, for sufficiently large temperatures kBT  ~ω0, we obtain
1
τ(ω0)
≈ UCρ(µ)kBT
~ω0
(22)
Our approach thus yields the observed linear T -resistivity above some energy scale ~ω. Furthermore, the prefactor is
governed by the density of states which is decreasing as one approaches the regime of half-filling from below.
V. ENTROPY OF THE ELECTRON LIQUID
The electronic contribution to the entropy S can be obtained by applying the formula59
S
A
=
i
pi
1
T
∫
d2k
(2pi)2
∫ ∞
−∞
dω ω
∂nF (ω)
∂ω
log
(
GR(k, ω)
GA(k, ω)
)
, (23)
where A is the area of the system and GR, GA are the retarded and advanced electron Green’s functions, respectively.
When looking for the low-temperature dependence of the entropy, one can perform the momentum integral along the
Fermi line by decomposing k into longitudinal k‖ and transverse k⊥ components. This leads to
S
A
≈ 1
pi2T
∮
dk‖
2pi
∫
dεk
vk
∫ ∞
−∞
dω ω
∂nF (ω)
∂ω
arctan
(
Im Σ(k, ω)
ω − Re Σ(k, ω)− εk
)
(24)
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where the integral in k‖ is carried out along the Fermi line. The integral over the energy variable εk can be computed
by adopting a principal value prescription. Then we get
S
A
≈ 1
2pi2
1
T
∮
dk‖
vk
∫ ∞
−∞
dω ω
∂nF (ω)
∂ω
(ω − Re Σ(k, ω)) (25)
The temperature dependence of the entropy can be estimated by absorbing T into a dimensionless variable ω/T in
the integrand of Eq. (25). In particular, when the real part of the electron self-energy has an anomalous logarithmic
correction, we see that this is translated to the entropy, which gets a dominant scaling behavior S ∼ T | log(T )|.
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