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3ABSTRACT. Let c > 0 be a fixed constant. Let 0 ≤ r < s be an arbitrary pair of
real numbers. Let a, b be any pair of real numbers such that | b − a | ≤ c(s − r). Define
Csr to be the set of continuous real-valued functions on [r, s], and define Cr to be the
set of continuous real-valued functions on [ r,+∞). Finally, consider the following sets of
Lipschitz functions:
Λsr = { x ∈ C
s
r | |x(v)− x(u)| ≤ c|v − u|, for all u, v ∈ [ r, s ] }, (1)
Λr = { x ∈ Cr | |x(v)− x(u)| ≤ c|v − u|, for all u, v ∈ [ r,+∞) }, (2)
Λs,br,a = { x ∈ Λ
s
r | x(r) = a, x(s) = b }, (3)
Λsr,a = { x ∈ Λ
s
r | x(r) = a }, (4)
Λs,br = { x ∈ Λ
s
r | x(s) = b }, (5)
Λr,a = { x ∈ Λr | x(r) = a }. (6)
We present a general method of constructing an uncountable family of regular Borel mea-
sures on each of the sets (1), (2), and an uncountable family of regular Borel probability
measures on each of the sets (3)-(6). Using this method, we give a definition of Lebesgue
measure on the sets (1) and (2), and a definition of the uniform probability measure
on each of the sets (3)-(6).
Key words: infinite dimensional Lebesgue measure, Lipschitz functions, Radon measures,
uniform probability probability measure.
Mathematical Reviews subject classification: 26A99, 28C05, 28C15, 28C20, 60G05,
81S40.
41. INTRODUCTION
Let c > 0 be a fixed constant. Let R be the set of real numbers. For each interval I ⊆ R,
let Λ(I) be the set of functions x : I → R such that x satisfies the Lipschitz condition
|x(t)− x(s)| ≤ c|t− s|, for all, s, t ∈ I.
Let r, s be any pair of real numbers such that 0 ≤ r < s. Define
Λsr = Λ([r, s]), Λr = Λ([r,+∞)).
Finally, let a, b be any pair of real numbers such that |b− a| ≤ c(s− r). Then define
Λs,br,a = { x ∈ Λ
s
r | x(r) = a, x(s) = b }; (1)
Λsr,a = { x ∈ Λ
s
r | x(r) = a };
Λs,br = { x ∈ Λ
s
r | x(s) = b };
Λr,a = { x ∈ Λr | x(r) = a }.
The main result of the present paper (Sections 2 and 3) is a general method of
constructing an uncountable family of regular Borel measures
λs,br,a, λ
s
r,a, λ
s,b
r , λr,a, (2)
λsr, λr, (3)
respectively, on each of the following sets:
Λs,br,a, Λ
s
r,a, Λ
s,b
r , Λr,a; (4)
Λsr, Λr. (5)
Each Borel measure in (2) is a probability measure, constructed as the continuous image
of Lebesgue measure under a certain family of continuous surjective mappings
ϕs,br,a : Ω
s
r → Λ
s,b
r,a, ϕ
s
r,a :
∧
Ω sr → Λ
s
r,a, ϕ
s,b
r :
∨
Ω sr → Λ
s,b
r ,
∧
Ωr→ Λr,a. (6)
Each of the spaces
Ωsr,
∧
Ω sr,
∨
Ω sr,
∧
Ωr (7)
is endowed with Lebesgue measure, and has the form [0, 1]A, where A is some indexing set.
Likewise, each Borel measure in (3) is constructed as the continuous image of Lebesgue
measure under a certain family of continuous surjective mappings
ϕsr :
∼
Ω sr → Λ
s
r, ϕr :
∼
Ωr→ Λr, (8)
where each of the spaces
∼
Ω sr,
∼
Ωr (9)
has the form [0, 1]B for some indexing set B, and is endowed with Lebesgue measure.
5In Section 4, certain members
λs,br,a, λ
s
r,a, λ
s,b
r , λr,a
of the uncountable family (2) are singled out and defined to be the uniform probability
measure on the spaces
Λs,br,a, Λ
s
r,a, Λ
s,b
r , Λr,a, (10)
and certain members
λsr, λr
of the uncountable family (3) are singled out and defined to be Lebesgue measure on
the spaces
Λsr, Λr. (11)
2. CONSTRUCTION OF THE FUNCTIONS ϕ
In this section we construct the families of continuous surjective mappings mentioned in
(6) and (1) of the introduction.
Definition 2.1. Let 0 ≤ r < s be given. Let (r, a), (s, b) be two given points in the plane.
Define
Fr,a = { (t, x) | r ≤ t and a− c(t− r) ≤ x ≤ a+ c(t− r) },
Bs,b = { (t, x) | t ≤ s and b− c(s− t) ≤ x ≤ b+ c(s− t) },
P s,br,a = Fr,a ∩Bs,b.
Proposition 2.1. For arbitrary pairs (r, a), (s, b), with 0 ≤ r < s, we have
P s,br,a 6= ∅ if and only if |b− a| ≤ c(s− r).
If P s,br,a 6= ∅, then P
s,b
r,a is either the line segment connecting (r, a) to (s, b), or P
s,b
r,a is a
nondegenerate parallelogram containing this line segment.
Proof. The proof of this proposition is routine.
Definition 2.2. Assume that P s,br,a 6= ∅. Let u =
1
2
(r + s). Define Is,br,a to be the projection
of the following set onto the x-axis.
{ (u, x) | −∞ < x < +∞} ∩ P s,br,a .
Because P s,br,a is a parallelogram containing the line segment joining (r, a) to (s, b), and
because r < u < s, we see that Is,br,a is either a point or a nondegenerate closed interval.
6Proposition 2.2. The intervals Is,br,a are given by
Is,br,a =


[ b− 12c(s− r), a+
1
2c(s− r) ], if a ≤ b;
[ a− 12c(s− r), b+
1
2c(s− r) ], if b ≤ a.
Proof. The proof of this proposition is clear.
Definition 2.3. We shall assume that for each pair (r, a), (s, b) of points in the plane
such that 0 ≤ r < s and P s,br,a 6= ∅, we are given a continuous function
λs,br,a : [0, 1]→ I
s,b
r,a
mapping [0, 1] onto Is,br,a. We shall also assume that the mapping (a, b, r, s, ξ) 7→ λ
s,b
r,a(ξ) is
continuous on the set Dλ, where
Dλ = { (a, b, r, s, ξ) ∈ R
5
| 0 ≤ r < s, |b− a| ≤ c(s− r), and ξ ∈ [ 0, 1 ] }.
Proposition 2.3. Assume that P s,br,a 6= ∅. Let u =
1
2
(r + s). If d = λs,br,a(ξ), where ξ ∈ [0, 1]
is arbitrary, then
∅ 6= Pu,dr,a , P
s,b
u,d ⊆ P
s,b
r,a .
Proof. We will only prove that ∅ 6= Pu,dr,a ⊆ P
s,b
r,a and P
u,d
r,a ⊆ P
s,b
r,a . The rest of the proof is
similar. Also, we only give the proof for the case where a ≤ b, the proof for the case b ≤ a
is similar. We the have
Is,br,a = [ b−
1
2
c(s− r), a+
1
2
c(s− r) ].
Because d = λs,br,a(ξ), it follows from Definition 2.3 that d ∈ I
s,b
r,a, therefore
b−
1
2
c(s− r) ≤ d ≤ a+
1
2
c(s− r). (1)
By Proposition 2.1, to prove that Pu,dr,a 6= ∅, it suffices to prove that
|d− a| ≤ c(u− r). (2)
Note that u− r =
1
2
(s− r). Hence, from (1),
d ≤ a+
1
2
c(s− r) = a+ c(u− r).
It also follows from (1) that
d ≥ b−
1
2
c(s− r) = b− c(u− r) ≥ a− c(u− r).
We conclude that
a− c(u− r) ≤ d ≤ a+ c(u− r).
7Therefore, |d− a| ≤ c(u− r), hence (2) holds. To prove that Pu,dr,a ⊆ P
s,b
r,a , let (t, x) ∈ P
u,d
r,a
be arbitrary. Then by definition, r ≤ t ≤ s and
a− c(t− r) ≤ x ≤ a+ c(t− r),
d− c(u− t) ≤ x ≤ d+ c(u− t).
(3)
We have u− r − s− u, and by (2), d ≤ a+ c(u− r), consequently, (3) implies that
x ≤ d+ c(u− t)
≤ [ a+ c(u− r) ] + c(u− t)
= a+ c(s− u) + c(u− t)
≤ b+ c(s− u) + c(u− r)
= b+ c(s− r).
Thus, x ≤ b+ c(s− r). Similarly, we see that b− c(s− r) ≤ x, therefore,
b− c(s− r) ≤ x ≤ b+ c(s− r).
Hence, by definition, (t, x) ∈ Bs,b. The same type of argument shows that (t, x) ∈ Fr,a,
consequently, (t, x) ∈ Fr,a ∩Bs,b = P
s,b
r,a . This proves that P
u,d
r,a ⊆ P
s,b
r,a .
Definition 2.4. Let 0 ≤ r < s be arbitrary, and let a, b be real numbers such that
P s,br,a 6= ∅. Define
tnj = r +
j
2n
(s− r), 0 ≤ j ≤ 2n, n = 0, 1, 2, . . . .
For n ≥ 1, define
V sr,n = { tnj | 0 < j < 2
n },
V sr =
∞⋃
n=1
V sr,n,
Ωsr = [0, 1]
V sr .
Theorem 2.1. Assume that P s,br,a 6= ∅. Then there exists a function
ϕs,br,a : Ω
s
r → R
V sr
such that for each ω ∈ Ωsr, ϕ
s,b
r,a(ω) satisfies conditions (a)–(c) below. For each n ≥ 1, we
define
amj(ω) = ϕ
s,b
r,a(ω)(tmj), 0 ≤ j ≤ 2
m, 0 ≤ m ≤ n.
Write
amj = amj(ω), ϕ(ω) = ϕ
s,b
r,a(ω).
The properties that ϕ(ω) has are as follows.
(a) For all 1 ≤ m ≤ n and 1 ≤ j ≤ 2m−1,
∅ 6= P
tm,2j−1,am,2j−1
tm−1,j−1,am−1,j−1
, P
tm−1,j ,am−1,j
tm,2j−1,am,2j−1
⊆ P
tm−1,j ,am−1,j
tm−1,j−1,am−1,j−1
.
8(b) For all 1 ≤ m ≤ n and 1 ≤ j ≤ 2m−1,
ϕ(ω)(tm,2j−1) = λ
tm−1,j ,am−1,j
tm−1,j−1,am−1,j−1
(ωtm,2j−1).
(c) P
tnj ,anj
tn,j−1,an,j−1
6= ∅, 1 ≤ j ≤ 2n.
Proof. Fix ω ∈ Ωsr. We will use induction on n to define ϕ(ω) = ϕ
s,b
r,a(ω) consistently on
each Vn = V
s
r,n.
Define ϕ(ω) on V1 = t11 as follows. First, define
ϕ(ω)(r) = a, ϕ(ω)(s) = b.
Because P s,br,a 6= ∅, Definition 2.3 gives a function
λs,br,a : [ 0, 1 ]→ I
s,b
r,a.
Define ϕ(ω) on V1 by
ϕ(ω)(t11) = λ
s,b
r,a(ωt11).
Define u = t11 =
1
2
(r + s). Then Proposition 2.3 implies that, with d = λs,br,a(ωt11),
∅ 6= Pu,dr,a , P
s,b
u,d ⊆ P
s,b
r,a .
It is now easy to see that (a)–(c) hold for n = 1.
Now assume that ϕ(ω) has been defined on Vn in such a way that (a)–(c) hold,
where n ≥ 1 is given. We will then define ϕ(ω) on Vn+1 in such a way that (a)–(c) hold
when n is replaced by n+1. That is, we want to define ϕ(ω) on Vn+1 so that the following
conditions hold.
(a′) For all 1 ≤ m ≤ n+ 1 and 1 ≤ j ≤ 2m−1,
∅ 6= P
tm,2j−1,am,2j−1
tm−1,j−1,am−1,j−1
, P
tm−1,j ,am−1,j
tm,2j−1,am,2j−1
⊆ P
tm−1,j ,am−1,j
tm−1,j−1,am−1,j−1
.
(b′) For all 1 ≤ m ≤ n+ 1 and 1 ≤ j ≤ 2m−1,
ϕ(ω)(tm,2j−1) = λ
tm−1,j ,am−1,j
tm−1,j−1,am−1,j−1
(ωtm,2j−1).
(c′) P
tn+1,j ,an+1,j
tn+1,j−1,an+1,j−1
6= ∅, 1 ≤ j ≤ 2n+1.
To define ϕ(ω) on Vn+1, let 0 < k < 2
n+1 be arbitrary. Then k has one of the
following forms.
k =
{
2j, 1 ≤ j < 2n;
2j − 1, 1 ≤ j ≤ 2n.
In case, k = 2j, we have tn+1,k = tn+1,2j = tnj , and hence we define
an+1,k = ϕ(ω)(tn+1,k) = ϕ(ω)(tnj).
Suppose that k = 2j − 1. By (c) of the inductive hypothesis, we have
P
tnj ,anj
tn,j−1,an,j−1
6= ∅.
9Hence, by Definition 2.3, we are given a function
λ
tnj ,anj
tn,j−1,an,j−1
: [ 0, 1 ]→ I
tnj,anj
tn,j−1,an,j−1
.
Now define
an+1,k = ϕ(ω)(tn+1,k) = λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,k).
This defines ϕ(ω) on Vn+1.
To prove (a′), let 1 ≤ j ≤ 2m−1, where 1 ≤ m ≤ m+ 1. Suppose that m ≤ n, then
by the inductive hypothesis, (a) holds for n. Because m ≤ n, (a′) reduces to (a). On the
other hand, suppose that m = n+ 1, and let 1 ≤ j ≤ 2m−1 = 2n. Define
u = tn+1,2j−1 =
1
2
(tn,j−1 + tnj).
Then Proposition 2.3 implies that, with
d = λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,k)
= ϕ(ω)(tn+1,2j−1)
= an+1,2j−1,
we have
∅ 6= Pu,dtn,j−1,an,j−1 , P
tnj ,anj
u,d ⊆ P
tnj ,anj
tn,j−1,an,j−1
.
This statement is equivalent to (a′) for the case where m = n + 1. We conclude that (a′)
holds for all 1 ≤ m ≤ n+ 1.
To prove (b′), let 1 ≤ m ≤ n + 1, and let 1 ≤ j ≤ 2m−1. If m ≤ n, then by the
induction hypothesis, (b) holds, and hence (b′) holds because (b′) reduces to (b). On the
other hand, suppose that m = n+ 1. Then by definition,
ϕ(ω)(tm,2j−1) = ϕ(ω)(tn+1,2j−1)
= λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,2j−1)
= λ
tm−1,j ,am−1,j
tm−1,j−1,am−1,j−1
(ωtm,2j−1),
which is (b′) for the case m = n+ 1. We conclude that (b′) holds for all 1 ≤ m ≤ n+ 1.
To prove (c′), let 1 ≤ k ≤ 2n+1. Then k has one of the following forms.
k =
{ 2j, 1 ≤ j < 2n;
2j − 1, 1 ≤ j ≤ 2n.
Suppose that k = 2j. We proved above that (a′) holds, hence, with m = n+ 1 in (a′), we
have
P
tn+1,k,an+1,k
tn+1,k−1,an+1,k−1
= P
tnj ,anj
tn+1,2j−1,an+1,2j−1
6= ∅.
On the other hand, suppose that k = 2j − 1. Then by (a′), with m = n+ 1, we have
P
tn+1,k,an+1,k
tn+1,k−1,an+1,k−1
= P
tn+1,2j−1,an+1,2j−1
tn,j−1,an,j−1
6= ∅.
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Because 1 ≤ k ≤ 2n+1 is arbitrary, we conclude that (c′) holds. Therefore, (a′)− (c′) hold,
and hence we have completed the inductive definitions of ϕ(ω) on each Vn in such a way
that (a)–(c) hold for each n.
To complete the definition of ϕ(ω) as a function on
V sr =
∞⋃
n=1
V sr,n,
we show that ϕ(ω) is consistently defined on V sr . To this end, not first that by the above
construction, ϕ(ω) has the property that for all n ≥ 1, ϕ(ω)(tn+1,2j) = ϕ(ω)(tnj), for
0 < j < 2n. Now let 1 ≤ m ≤ n, and let tmj ∈ Vm, that is, let 0 < j < 2
m. Then
tmj = tn,j2n−m ∈ Vn. Hence we have
ϕ(ω)(tn,j2n−m) = ϕ(ω)(tn−1,j2n−1−m) = · · · = ϕ(ω)(tmj).
This shows that ϕ(ω) is a well defined function on V sr . This completes the proof of the
theorem.
Theorem 2.2. Assume that P s,br,a 6= ∅, where 0 ≤ r < s. For any ω ∈ Ω
s
r, the function
ϕs,br,a(ω) : V
s
r → R
V sr
satisfies ∣∣ϕs,br,a(ω)(v)− ϕs,br,a(ω)(u)∣∣ ≤ c|v − u|, (1)
for all u, v ∈ V sr .
Proof. Fix ω ∈ Ωsr, and let x = ϕ
s,b
r,a(ω) = ϕ(ω). Since V
s
r =
∞⋃
n=1
V sr,n, we prove (1) by
induction on n. For n = 1, V sr,1 = t11 , and hence (1) holds for n = 1. Now assume that (1)
holds for u, v ∈ V sr,n, where n ≥ 1. Then we want to prove (1) for u, v ∈ V
s
r,n+1. To this end,
let u = tn+1,p and v = tn+1,q be arbitrary members of V
s
r,n+1, where 0 < p < q < 2
n+1.
Then p has the form
p =
{ 2j, 1 ≤ j < 2n;
2j − 1, 1 ≤ j ≤ 2n,
and q has the form
q =
{
2k, 1 ≤ k < 2n;
2k − 1, 1 ≤ k ≤ 2n.
Therefore we must consider the following cases.
(a) p = 2j and q = 2k, where 0 < j, k < 2n, and j ≤ k.
(b) p = 2j and q = 2k − 1, where 0 < j, k < 2n, 0 < k ≤ 2n, and 2j ≤ 2k − 1.
(c) p = 2j − 1 and q = 2k, where 0 < j ≤ 2n, 0 < k < 2n, and 2j − 1 ≤ 2k.
(d) p = 2j − 1 and q = 2k − 1, 0 < j ≤ 2n, 0 < k ≤ 2n, and 2j − 1 ≤ 2k − 1.
Assume that (a) holds. We have u = tn+1,p = tn+1,2j = tnj and v = tn+1,q =
tn+1,2k = tnk, and u, v ∈ V
s
r,n, therefore (1) holds by the induction hypothesis.
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Now suppose that (b) holds. Then because 1 ≤ k ≤ 2n, Theorem 2.1(a) implies that
P
tn+1,2k−1,an+1,2k−1
tn,k−1,an,k−1
6= ∅.
Hence by Proposition 2.1, we have
|x(v)− x(tn,k−1)| ≤ c(v − tn,k−1). (2)
Condition (b) implies that j ≤ k − 1. If j = k − 1, then by (2), we have
|x(v)− x(u)| = |x(v)− x(tn,k−1)|
≤ c(v − tn,k−1)
= c|v − u|.
On the other hand, suppose that j < k − 1. By the induction hypothesis, we have
|x(tnm)− x(tn,m−1)| ≤ c(tnm − tn,m−1),
for j ≤ m ≤ k − 1. Therefore, (2) implies that
|x(v)− x(u)| = |[x(v)− x(tn,k−1)] + · · ·+ [x(tn,j+1)− x(tnj)]|
≤ |x(v)− x(tn,k−1)|+ · · ·+ |x(tn,j+1)− x(tnj)|
≤ c(v − tn,k−1) + · · ·+ c(tn,j+1 − tnj)
= c(v − u).
Hence, (b) implies (1).
Similar arguments show that (1) holds if either (c) or (d) is true. Hence, (1) holds
for all u, v ∈ V sr,n+1. It follows by induction that (1) is true for all u, v ∈ V
s
r .
Corollary 2.1. Under the hypothesis of Theorem 2.2, for any ω ∈ Ωsr, we have∣∣ϕs,br,a(ω)(v)− ϕs,br,a(ω)(u)∣∣ ≤ c|v − u|, (1)
for all u, v ∈ V sr ∪ { r, s }.
Proof. Set ϕ(ω) = ϕs,br,a(ω).Let u, v ∈ V
s
r ∪ { r, s }. We consider the following cases.
(a) u = r, v = s.
(b) u, v ∈ V sr .
(c) u = r, v ∈ V sr .
(d) u ∈ V sr , v = s.
Assume that (a) holds. Because P s,br,a 6= ∅, we have |b− a| ≤ c(s− r), i.e.,
|ϕ(ω)(s)− ϕ(ω)(r)| ≤ c|v − u|,
which is (1) for u = r, v = s. If (b) holds, then (1) follows from Theorem 2.2. Suppose
that (c) holds. Let v ∈ V sr,n, say v = tnj , 0 < j < 2
n. Then u = r = tn,0. By Theorem
2.1(c), we have P
tn,1,an,1
tn,0,an,0
6= ∅, hence Proposition 2.1 implies that
|ϕ(ω)(tn,1)− ϕ(ω)(tn,0)| ≤ c(tn,1 − tn,0),
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that is,
|ϕ(ω)(tn,1)− ϕ(ω)(r)| ≤ c(tn,1 − r). (2)
Then by Theorem 2.2 and (2), we get
|ϕ(ω)(v)− ϕ(ω)(u)| = |ϕ(ω)(tnj)− ϕ(ω)(r)|
≤ |ϕ(ω)(tnj)− ϕ(ω)(tn,j−1)|+ · · ·+ |ϕ(ω)(tn,1)− ϕ(ω)(r)|
≤ c(tnj − tn,j−1) + · · ·+ c(tn,1 − r)
= c(tnj − r)
= c|v − u|,
which is (1) for the case where u = r, v ∈ V sr . The proof of (1) for the case (d) is similar
to the proof of (1) for the case (c).
Definition 2.5. For P s,br,a 6= ∅, define
Csr = { x : [r, s]→ R | x is continuous on [ r, s ] },
Cs,br,a = { x ∈ C
s
r | x(r) = a, x(s) = b },
Λsr = { x ∈ C
s
r | |x(v)− x(u)| ≤ c|v − u|, for all u, v ∈ [ r, s ] },
Λs,br,a = C
s,b
r,a ∩ Λ
s
r,
Lsr = { (a, b) ∈ R
2
| |b− a| ≤ c(s− r) }.
Proposition 2.4. Assume that P s,br,a 6= ∅. Then for any ω ∈ Ω
s
r, the function
ϕs,br,a(ω) : V
s
r → R
V sr
can be uniquely extended to a function ϕs,br,a(ω) ∈ Λ
s,b
r,a.
Proof. Fix ω ∈ Ω, and set ϕs,br,a(ω) = ϕ(ω). According to Corollary 2.1, we have
|ϕ(ω)(v)− ϕ(ω)(u)| ≤ c|v − u|, (1)
for all u, v ∈ V sr ∪ { r, s }. To define ϕ(ω) on all of [ r, s ], let u ∈ [ r, s ] be arbitrary. The
set V sr ∪ { r, s } is dense in [ r, s ], hence there exists a sequence (un) in [ r, s ] such that
lim
n→∞
un = u. Then (1) implies that the sequence
(
ϕ(ω)(un)
)
is a Cauchy sequence in R,
therefore we may define
ϕ(ω)(u) = lim
n→∞
ϕ(ω)(un).
It is easy to see that (1) then implies that
|ϕ(ω)(v)− ϕ(ω)(u)| ≤ c|v − u|,
for all u, v ∈ [ r, s ]. Thus, the extended function ϕ(ω) : V sr → R
V sr is in Λs,br,a. It is clear
from the definition of ϕ(ω) on [ r, s ] that this extension is unique.
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Lemma 2.1. Assume that P s,br,a 6= ∅. Let u =
1
2
(r + s). Assume that d ∈ R satisfies the
following conditions.
|d− a| ≤ c(u− r); (1)
|d− b| ≤ c(s− u).
Then d ∈ Is,br,a.
Proof. We give a proof for the case where a ≤ b. The proof for the case a ≥ b is similar.
By Proposition 2.2,
Is,br,a = [ b−
1
2
c(s− r), a+
1
2
c(s− r) ]. (2)
Hence (1) implies that the following conditions hold.
a−
c
2
(s− r) ≤ d ≤ a+
c
2
(s− r); (3)
b−
c
2
(s− r) ≤ d ≤ b+
c
2
(s− r).
Then by (2) and (3), we get that d ∈ Is,br,a.
Theorem 2.3. For P s,br,a 6= ∅, the function
ϕs,br,a : Ω
s
r → Λ
s,b
r,a
is onto.
Proof. Let x ∈ Λs,br,a. For n ≥ 0, define anj = x(tnj), where 0 ≤ j ≤ 2
n. Because x ∈ Λs,br,a,
for any n ≥ 0, and for any 1 ≤ j ≤ 2n, we have
|anj − an,j−1| = |x(tnj)− x(tn,j−1)|
≤ c(tnj − tn,j−1).
Therefore, for any n ≥ 0, and for any 1 ≤ j ≤ 2n, Proposition 2.1 implies that
P
tnj ,anj
tn,j−1,an,j−1
6= ∅. (1)
Condition (1) and Definition 2.3 then imply that for any n ≥ 0, and for any 1 ≤ j ≤ 2n,
we are given the surjective function
λ
tnj ,anj
tn,j−1,an,j−1
: [ 0, 1 ]→ I
tnj,anj
tn,j−1,an,j−1
.
We will construct by induction an ω ∈ Ωsr such that for all n ≥ 1, the following equation
holds:
x(tn,2j−1) = λ
tn−1,j ,an−1,j
tn−1,j−1,an−1,j−1
(ωtn,2j−1), 1 ≤ j ≤ 2
n−1. (2)
To prove (2) for n = 1, note first that because P s,br,a 6= ∅, Definition 2.3 gives the surjective
function
λs,br,a : [ 0, 1 ]→ I
s,b
r,a.
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Because x ∈ Λs,br,a and t11 =
1
2
(s+ r), we have
|x(t11)− a| = |x(t11)− x(r)| ≤ c(t11 − r); (3)
|b− x(t11)| = |x(s)− x(t11)| ≤ c(s− t11).
Lemma 2.1 and (3) then imply that x(t11) ∈ I
s,b
r,a. Hence there exists ωt11 ∈ [ 0, 1 ] such
that
x(t11) = λ
s,b
r,a(ωt11) (4)
= λt01,a01t00,a00(ωt11).
Statement (4) gives that (2) holds for n = 1. Therefore, as the inductive hypothesis, we
assume the n ≥ 1 is given, and that the numbers ωtnj , 0 ≤ j ≤ 2
n have been constructed
in such a way that (2) holds for n. We then want to prove (2) for the case where n is
replaced by n + 1, that is, we want to construct numbers ωtn+1,k , 0 ≤ k ≤ 2
n+1 in [ 0, 1 ]
such that the following statement holds:
x(tn+1,2j−1) = λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,2j−1), 1 ≤ j ≤ 2
n. (5)
To construct ωtn+1,k , 0 ≤ k ≤ 2
n+1, let 1 ≤ k ≤ 2n+1 be arbitrary. Then k has one of the
following forms.
k =
{ 2j, 1 ≤ j ≤ 2n;
2j − 1, 1 ≤ j ≤ 2n.
If k = 2j, 1 ≤ j ≤ 2n, define
ωtn+1,k = ωtnj .
Assume that k = 2j − 1, 1 ≤ j ≤ 2n. Because x ∈ Λs,br,a and tn+1,2j−1 =
1
2
(tn,j−1 + tnj),
we have
|x(tn+1,2j−1)− an,j−1| = |x(tn+1,2j−1)− x(tn,j−1)| ≤ c(tn+1,2j−1 − tn,j−1); (6)
|anj − x(tn+1,2j−1)| = |x(tnj)− x(tn+1,2j−1)| ≤ c(tnj − tn+1,2j−1).
It follows from (6) and Lemma 2.1 that
x(tn+1,2j−1) ∈ I
tnj ,anj
tn,j−1,an,j−1
.
Consequently, there exists ωtn+1,2j−1 ∈ [ 0, 1 ] such that
x(tn+1,2j−1) = λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,2j−1). (7)
This defines ωtn+1,k = ωtn+1,2j−1 . It follows from (7) that the numbers ωtn+1,k , 0 ≤ k ≤ 2
n+1
satisfy (5). This completes the inductive construction of ω ∈ Ωsr such that (2) holds for all
n ≥ 1. We claim that for n ≥ 1,
x(tnj) = ϕ
s,b
r,a(ω)(tnj), 1 ≤ j < 2
n. (8)
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We prove (8) by induction. To this end, write ϕ(ω) = ϕs,br,a(ω). For n ≥ 0, define
bnj = ϕ(ω)(tnj), 0 ≤ j ≤ 2
n.
According to Theorem 2.1(b), for n ≥ 1, we have
ϕ(ω)(tn,2j−1) = λ
tn−1,j ,bn−1,j
tn−1,j−1,bn−1,j−1
(ω)(tn,2j−1), 1 ≤ j ≤ 2
n−1. (9)
A simple computation shows that
x(t11) = ϕ(ω)(t11) = λ
s,b
r,a(ωt11),
and hence (8) holds for n = 1. Now assume that (8) holds for n ≥ 1. We want to then
prove that (8) holds when n is replaced by n+ 1, i.e.,
x(tn+1,j) = ϕ(ω)(tn+1,j), 1 ≤ j < 2
n+1. (10)
Let 1 ≤ k < 2n+1. Then k has one of the following forms.
k =
{ 2j, 1 ≤ j < 2n;
2j − 1, 1 ≤ j ≤ 2n.
If k = 2j, 1 ≤ j < 2n, then by the inductive hypothesis, (8) holds, and hence
x(tn+1,k) = x(tn+1,2j) = x(tnj) = ϕ(ω)(tnj) = ϕ(ω)(tn+1,2j) = ϕ(ω)(tn+1,k). (11)
On the other hand, suppose that k = 2j− 1, 1 ≤ j ≤ 2n. By the induction hypothesis, (8)
holds, hence we have
an,j−1 = x(tn,j−1) = ϕ(ω)(tn,j−1) = bn,j−1, (12)
anj = x(tnj) = ϕ(ω)(tnj) = bnj .
By (2), (9), and (12), we get
x(tn+1,k) = x(tn+1,2j−1) = λ
tnj ,anj
tn,j−1,an,j−1
(ωtn+1,2j−1) (13)
= λ
tnj ,bnj
tn,j−1,bn,j−1
(ωtn+1,2j−1)
= ϕ(ω)(tn+1,2j−1)
= ϕ(ω)(tn+1,k).
Statements (11) and (13) prove (10). Hence, by induction, the claim (8) holds for all n ≥ 1.
Statement (8) is equivalent to the following:
x(t) = ϕ(ω)(t), t ∈ V sr .
Because x, ϕ(ω) ∈ Λs,br,a, we see that (8) implies
x(t) = ϕ(ω)(t), t ∈ { r, s} ∪ V sr .
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The set { r, } ∪ V sr is dense in [ r, s ], therefore we have
x(t) = ϕ(ω)(t), t ∈ [ r, s ],
i.e.,
ϕ(ω) = x.
It follows that the function
ϕs,br,a : Ω
s
r → Λ
s,b
r,a
is onto.
Lemma 2.2. Let U be any open subset of Csr such that
Λsr ∩ U 6= ∅.
Let x0 ∈ Λ
s
r ∩ U . Then there exists a δ > 0 such that if
τ : r = t0 < t1 < · · · < tn−1 < tn = s
is any partition of [ r, s ] with
max
1≤j≤n
△tj < δ, (1)
then there exist open intervals Itj , 0 ≤ j ≤ n, such that
x0 ∈ Λ
s
r ∩ Uτ ⊆ U, (2)
where
Uτ = { x ∈ C
s
r | x(tj) ∈ Itj , 0 ≤ j ≤ n }.
Proof. Because U is open in Csr and x0 ∈ U , there exists an ǫ > 0 such that if x ∈ C
s
r with
||x− x0|| < ǫ, then x ∈ U . Define δ =
1
6c
ǫ, and assume that
τ : r = t0 < t1 < · · · < tn−1 < tn = s
is a partition of [ r, s ] satisfying condition (1). Define
Itj =
(
x0(tj)−
1
2
ǫ, x0(tj) +
1
2
ǫ
)
, 0 ≤ j ≤ n.
Let x ∈ Λsr ∩ Uτ . Let t ∈ [ r, s ] be arbitrary, say tj−1 ≤ t ≤ tj , for some 1 ≤ j ≤ n.
Because x ∈ Uτ , we have |x(tj−1)− x0(tj−1)| <
1
2
ǫ, and consequently (1) implies that
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|x(t)− x0(t)| ≤ |x(tj)− x(t)|+ |x(tj)− x(tj−1)|+ |x(tj−1)− x0(tj−1)|
+ |x0(t)− x0(tj−1)|
≤ c(tj − t) + c(tj − tj−1) +
1
2
ǫ+ c(t− tj−1)
≤ 3c△ tj +
1
2
ǫ
≤ 3c max
1≤i≤n
△tj +
1
2
ǫ
< 3cδ +
1
2
ǫ = ǫ.
This shows that ||x− x0|| < ǫ, i.e., x ∈ U . Therefore (2) holds.
Definition 2.6. Let n ≥ 1 be an arbitrary positive integer, and define
Ωsr,n = [0, 1]
V sr,n.
Let ω ∈ Ωsr be arbitrary. For 1 ≤ j < 2
n, define
ωtnj = (ω)tnj .
Define the function πn : Ω→ Ω
s
r,n by
πn(ω) = (ωtn1 , . . . , ωtn,2n−1).
Theorem 2.4. Let 0 ≤ r < s be fixed real numbers. For each n ≥ 1 and for all 0 ≤ j ≤ 2n,
there exists continuous functions
θnj : L
s
r × Ω
s
r,n → R,
such that for any (a, b, ω) ∈ Lsr × Ω
s
r,
ϕs,br,a(ω)(tnj) = θnj(a, b, πn(ω)), 0 ≤ j ≤ 2
n. (1)
Proof. Write Ωsr = Ω, L
s
r = L and Ω
s
r,n = Ωn. We will prove (1) by induction on n ≥ 1.
To prove (1) for n = 1, let (a, b, ωt11) ∈ L× Ω1 be arbitrary, and define
θ1j : L× Ω1 → R, 0 ≤ j ≤ 2
by
θ10(a, b, ωt11) = a, (2)
θ11(a, b, ωt11) = λ
s,b
r,a(ωt11),
θ12(a, b, ωt11) = b.
Then for any (a, b, ω) ∈ L× Ω, Theorem 2.1(b) implies that
ϕs,br,a(ω)(t11) = λ
s,b
r,a(ωt11) = θ11(a, b, ωt11) = θ11(a, b, π1(ω)). (3)
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Also, by definition, we have
ϕ(ω)(t10) = a = θ10(a, b, ωt11) = θ10(a, b, π1(ω)), (4)
ϕ(ω)(t12) = b = θ12(a, b, ωt11) = θ12(a, b, π1(ω)).
The functions θ10 and θ12 are clearly continuous on L×Ω1. It follows from Definition 2.3
that the function
(a, b, ξ) 7→ λs,br,a(ξ)
is a continuous function on L×Ω1. Hence (3) and (4) together give (1) for the case n = 1.
Now assume that n ≥ 1 is given and that there exist continuous functions
θnj : L× Ωn → R, 0 ≤ j ≤ 2
n,
such that (1) holds. We then want to construct continuous functions
θn+1,k : L× Ωn+1 → R, 0 ≤ j ≤ 2
n+1,
such that for all (a, b, ω) ∈ L× Ω, the following statement holds:
ϕs,br,a(ω)(tn+1,k) = θn+1,k(a, b, πn+1(ω)), 0 ≤ k ≤ 2
n+1. (5)
To this end, let (a, b, ωtn+1,1, . . . , ωtn+1,2n+1−1) ∈ L × Ωn+1, and let 0 ≤ k ≤ 2
n+1. Then k
has one of the following forms:
k =
{
2j, 0 ≤ j ≤ 2n;
2j − 1, 1 ≤ j ≤ 2n.
If k = 2j, 0 ≤ j ≤ 2n, then define
θn+1,k(a, b, ωtn+1,1, . . . , ωtn+1,2n+1i−1) = θnj(a, b, ωtn1, . . . , ωtn,2n−1). (6)
On the other hand, assume that k = 2j− 1, 1 ≤ j ≤ 2n, and let ωn+1 ∈ Ω be any member
of Ω such that
πn+1(ω
n+1) = (ωtn+1,1 , . . . , ωtn+1,2n+1−1).
Then we have
πn(ω
n+1) = (ωtn1 , . . . , ωtn,2n−1).
By the induction hypothesis, (1) holds for n, hence we have
θnj(a, b, ωtn1, . . . , ωtn,2n−1) = ϕ
s,b
r,a(ω
n+1)(tnj),
θn,j−1(a, b, ωtn1, . . . , ωtn,2n−1) = ϕ
s,b
r,a(ω
n+1)(tn,j−1).
Therefore, we have
|θnj(a, b, ωtn1, . . . , ωtn,2n−1)− θn,j−1(a, b, ωtn1, . . . , ωtn,2n−1)|
= |ϕs,br,a(ω
n+1)(tnj)− ϕ
s,b
r,a(ω
n+1)(tn,j−1)|
≤ c(tnj − tn,j−1).
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Consequently, we have
( θn,j−1(a, b, ωtn1, . . . , ωtn,2n−1), θnj(a, b, ωtn1, . . . , ωtn,2n−1), tn,j−1, tnj, ωt2j−1 ) ∈ Dλ. (7)
Therefore, by Definition 2.3, if we write
bn,j−1 = θn,j−1(a, b, ωtn1, . . . , ωtn,2n−1), (8)
bnj = θnj(a, b, ωtn1, . . . , ωtn,2n−1),
then (7) implies that we may define
θn+1,k(a, b, ωtn+1,1, . . . , ωtn+1,2n+1−1) = λ
tnj ,bnj
tn,j−1,bn,j−1
(ωtn+1,2j−1). (9)
Definitions (6) and (9) together give the definition of θn+1,k on Ωn+1, for 0 ≤ k ≤ 2
n+1.
By Definition 2.3, the functions
(p, q, u, v, ξ)→ λv,qu,p(ξ)
are continuous on Dλ, and by the induction hypothesis, the functions θnj , θn,j−1 are
continuous on L×Ωn, hence (6), (7), and (9) together imply that for 0 ≤ k ≤ 2
n+1, θn+1,k
is continuous on L×Ωn+1. To show that (5) holds, let (a, b, ω) ∈ Ω and let 0 ≤ k ≤ 2
n+1.
Set
πn+1(ω) = (ωtn+1,1 , . . . , ωtn+1,2n+1−1).
Then k has one of the following forms:
k =
{ 2j, 0 ≤ j ≤ 2n;
2j − 1, 1 ≤ j ≤ 2n.
If k = 2j, 0 ≤ j ≤ 2n, then by the induction hypothesis and (9) together imply that
ϕs,br,a(ω)(tn+1,k) = ϕ
s,b
r,a(ω)(tn+1,2j) (10)
= ϕs,br,a(ω)(tnj)
= θnj(a, b, ωtn1, . . . , ωtn,2n−1)
= θn+1,2j(a, b, πn+1(ω))
= θn+1,k(a, b, πn+1(ω)).
On the other hand, if k = 2j − 1, 1 ≤ j ≤ 2n, then by Theorem 2.1(b) and (9)
together imply that
ϕs,br,a(ω)(tn+1,k) = ϕ
s,b
r,a(ω)(tn+1,2j−1) (11)
= λ
tnj ,anj
tn,j−1,an,j−1
(ω)(tn+1,2j−1)
= λ
tnj ,bnj
tn,j−1,bn,j−1
(ω)(tn+1,2j−1)
= θn+1,2j−1(a, b, ωtn+1,1, . . . , ωtn+1,2n+1−1)
= θn+1,k(a, b, πn+1(ω)).
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Statements (10) and (11) together prove (5). Therefore the inductive proof of (1) is com-
plete.
Theorem 2.5. Fix 0 ≤ r < s. Define the function
φsr : L
s
r × Ω
s
r → Λ
s
r
by
φsr(a, b, ω) = ϕ
s,b
r,a(ω), (a, b, ω) ∈: L
s
r × Ω
s
r.
Then φsr is continuous. In particular, for any (a, b) ∈ L
s
r, the function
ϕs,br,a : Ω
s
r → Λ
s,b
r,a
is continuous.
Proof. Set Ω = Ωsr and φ
s
r = φ . For n ≥ 1 and 0 ≤ j ≤ n, set Ω
s
r,n = Ωn. Let
(a0, b0, ω
0) ∈ L× Ω be arbitrary, and define
x0 = φ(a0, b0, ω
0).
Let U be any open set in Csr such that x0 ∈ U . We want to find an open set X in L × Ω
such that
(a0, b0, ω0) ∈ X and φ(X) ⊆ U. (1).
To prove (1) let δ > 0 (with respect to U) be a positive number given in the hypothesis of
Lemma 2.2. Select n ≥ 1 so large that
1
2n
(s− r) < δ. (2)
Let τn be the partition of [ r, s ] defined by
r = tn,0, . . . , tn,2n = s.
By Lemma 2.2, (2) implies that there exists open intervals
Itn,0 , . . . , Itn,2n
such that
x0 ∈ Λ
s
r ∩ Uτn ⊆ Λ
s
r ∩ U, (3)
where
Uτn = { x ∈ C
s
r | x(tnj) ∈ Itnj , 0 ≤ j ≤ 2
n }.
By (3), x0 ∈ Uτn , and hence Theorem 2.4 implies that
x0(tnj) = φ(a0, b0, ω
0)(tnj) = ϕ
s,b
r,a(ω
0)(tnj) = θnj(a, b, πn(ω
0)) ∈ Itnj , 0 ≤ j ≤ 2
n. (4)
By Theorem 2.4, the function (a, b, ω) 7→ θnj(a, b, πn(ω)) is continuous on L×Ω, hence (4)
implies that for each 0 ≤ j ≤ 2n, there exists an open sets Vnj in L and Wnj in Ω such
that
(a0, b0, ω
0) ∈ Vnj ×Wnj and θnj(a, b, πn(ω)) ⊆ Itnj , (a, b, ω) ∈ Vnj ×Wnj . (5)
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Define
X =
2n⋂
j=0
Vnj ×Wnj .
Then X is open in L × Ω and (a0, b0, ω
0) ∈ X . Let (a, b, ω) ∈ X and 0 ≤ j ≤ 2n. Then
(5) implies that
φ(a, b, ω)(tnj) = ϕ
s,b
r,s(ω)(tnj) = θnj(a, b, πn(ω)) ∈ Itnj .
Consequently, because 0 ≤ j ≤ 2n is arbitrary, (3) implies that
φ(a, b, ω) = ϕs,br,s(ω) ∈ Λ
s,b
r,a ∩ Uτn ⊆ Λ
s
r ∩ Uτn ⊆ U.
Because ω ∈W is arbitrary, we see that statement (1) holds. Therefore φ is continuous on
L× Ω.
Definition 2.7. Fix 0 ≤ r < s. For n ≥ 1, define
∧
V sr,n = V
s
r,n ∪ {s},
∨
V sr,n = V
s
r,n ∪ {r},
∧
V sr =
∞⋃
n=1
∧
V sr,n = V
s
r ∪ { s },
∨
V sr =
∞⋃
n=1
∨
V sr,n = V
s
r ∪ { r },
∧
Ω sr = [ 0, 1 ]
∧
V sr ,
∨
Ω sr = [ 0, 1 ]
∨
V sr .
Now define the functions
∧
π:
∧
Ω sr → Ω
s
r,
∨
π:
∨
Ω sr → Ω
s
r
as follows. For
∧
ω ∈
∧
Ω sr, define ω =
∧
π (
∧
ω) ∈ Ωsr by
ωt =
∧
ωt,
where t ∈ V sr . For
∨
ω ∈
∨
Ω sr, define ω =
∨
π (
∨
ω) ∈ Ωsr by
ωt =
∨
ωt,
where t ∈ V sr . Finally, for arbitrary a, b ∈ R, define
Λsr,a = { x ∈ Λ
s
r | x(r) = a },
Λs,ba = { x ∈ Λ
s
r | x(s) = b }.
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Definition 2.8. Let 0 ≤ r < s be arbitrary. For arbitrary a ∈ R define
Isr,a = [ a− c(s− r), a+ c(s− r) ].
We shall assume that for every a ∈R, we are given a continuous function
λsr,a : [0, 1]→ I
s
r,a
onto Isr,a. Moreover, we will assume that the mapping
(a, r, s, ξ)→ λsr,a(ξ)
is continuous on the set
{ (a, r, s, ξ) | a ∈ R, 0 ≤ r < s, ξ ∈ [0, 1] }.
For a ∈R, define
ϕsr,a :
∧
Ω sr → Λ
s
r,a
by
ϕsr,a(
∧
ω) = ϕs,br,a(
∧
π (
∧
ω)),
where
∧
ω ∈
∧
Ω sr, and b = λ
s
r,a(
∧
ωs). For b ∈R, define
ϕs,br :
∨
Ω sr → Λ
s,b
r
by
ϕs,br (
∨
ω) = ϕs,br,a(
∨
π (
∨
ω)),
where
∨
ω ∈
∨
Ω sr, and a = λ
s
r,b(
∨
ωr). For a ∈R and
∧
ω ∈
∧
Ω sr, if b = λ
s
r,a(
∧
ωs), then b ∈ I
s
r,a, and
hence
a− c(s− r) ≤ b ≤ a+ c(s− r),
that is
|b− a| ≤ c(s− r).
It follows from Proposition 2.1 that P s,br,a 6= ∅ Hence by Proposition 2.4, we see that
ϕsr,a(
∧
ω) = ϕs,br,a(
∧
π (
∧
ω)) ∈ Λs,br,a ⊆ Λ
s
r,a.
A similar argument shows that for b ∈R and
∨
ω ∈
∨
Ω sr, if a = λ
s
r,b(
∧
ωs), then
ϕs,br (
∨
ω) = ϕs,br,a(
∨
π (
∨
ω)) ∈ Λs,br,a ⊆ Λ
s,b
r .
Consequently, for a, b ∈R, we have
ϕsr,a :
∧
Ω sr → Λ
s
r,a,
ϕs,br :
∨
Ω sr → Λ
s,b
r .
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Theorem 2.6. Let 0 ≤ r < s be arbitrary. Then for any a, b ∈ R, the functions
ϕsr,a :
∧
Ω sr → Λ
s
r,a,
ϕs,br :
∨
Ω sr → Λ
s,b
r
are onto.
Proof. Fix a, b ∈ R. Let x ∈ Λsr,a, and set d = x(s). Then
|d− a| = |x(s)− x(a)| ≤ c(s− r),
hence we have |d− a| ≤ c(s− r), i.e.,
a− c(s− r) ≤ d ≤ a+ c(s− r).
It follows that d ∈ Isr,a. By Definition 2.8, the function λ
s
r,a : [0, 1] → I
s
r,a is onto, hence
there exists
∧
ωs ∈ [0, 1] such that d = λ
s
r,a(
∧
ωs). Because x ∈ Λ
s
r,a, we have x ∈ Λ
s,d
r,a,
therefore Theorem 2.3 implies that there exists ω ∈ Ωsr such that x = ϕ
s,d
r,a(ω). Define
∧
ω ∈
∧
Ω sr by
∧
ωt=
{
ωt, if t ∈ V
s
r ;
∧
ωs, if t = s.
Then
∧
π (
∧
ω) = ω, and hence
x = ϕs,dr,a(ω) = ϕ
s,d
r,a(
∧
π (
∧
ω)) = ϕsr,a(
∧
ω).
Because x ∈ Λsr,a is arbitrary, this proves that ϕ
s
r,a is onto. A similar proof shows that ϕ
s,b
r
is onto.
Theorem 2.7. Let 0 ≤ r < s be arbitrary. Define
∧
φ sr : R ×
∧
Ω sr → Λ
s
r,
∨
φ sr : R ×
∨
Ω sr → Λ
s
r
by
∧
φ sr(a,
∧
ω) = ϕsr,a(
∧
ω), (a,
∧
ω) ∈ R ×
∧
Ω sr,
∨
φ sr(b,
∨
ω) = ϕs,br (
∨
ω), (b,
∨
ω) ∈ R ×
∨
Ω sr.
Then
∧
φ sr and
∨
φ sr are continuous. In particular, for a, b ∈ R arbitrary, the functions
ϕsr,a :
∧
Ω sr → Λ
s
r,a,
ϕs,br :
∨
Ω sr → Λ
s,b
r
are continuous.
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Proof. For (a,
∧
ω) ∈ R ×
∧
Ω sr, and define b = λ
s
r,a(
∧
ωs). Then
∧
φ sr(a,
∧
ω) = ϕsr,a(
∧
ω) (1)
= ϕs,br,a(
∧
π (
∧
ω)
= φsr(a, b,
∧
π (
∧
ω))
= φsr(a, λ
s
r,a(
∧
ωs),
∧
π (
∧
ω)).
By Theorem 2.5 the function φsr : L
s
r ×
∧
Ω sr → Λ
s
r is continuous, and by Definition 2.8 the
function
R× [0, 1] ∋ (d, ξ) 7→ λsr,d(ξ)
is continuous. Hence we see that the function
R ×
∧
Ω sr ∋ (a,
∧
ω) 7→ φsr(a, λ
s
r,a(
∧
ωs),
∧
π (
∧
ω))
is continuous. Therefore, (1) implies that the function
∧
φ sr is continuous. A similar argu-
ment shows that the function
∨
φ sr is continuous.
Definition 2.9. Let r ≥ 0 be arbitrary, and let m be the smallest integer such thatm ≥ r.
let a ∈ R be arbitrary. Define
Cr = { x : [ r,+∞ )→ R | x is continuous on [ r,+∞ ) },
Λr = { x ∈ Cr | |x(v)− x(u)| ≤ c|v − u|, for all u, v ∈ [ r,+∞ ) },
Λr,a = { x ∈ Λr | x(r) = a },
∧
V r =
∧
V mr ∪
∞⋃
j=m
∧
V
j+1
j ,
∧
Ωr = [ 0, 1 ]
∧
V r .
For
∧
ω ∈
∧
Ωr, define
∧
πr,m (
∧
ω) and
∧
πj,j+1 (
∧
ω) by
∧
πr,m (
∧
ω)t =
∧
ωt, t ∈
∧
V mr ,
∧
πj,j+1 (
∧
ω)t =
∧
ωt, j ≥ m, t ∈
∧
V
j+1
j .
Let
∧
ω ∈
∧
Ωr be arbitrary. Define ϕr,a(
∧
ω) by induction as follows.
ϕr,a(
∧
ω)(t) = ϕmr,a(
∧
πr,m (
∧
ω))(t), t ∈ [ r,m ],
ϕr,a(
∧
ω)(t) = ϕm+1m,b (
∧
πm,m+1 (
∧
ω))(t), b = ϕr,a(
∧
ω)(m), t ∈ [m,m+ 1 ].
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Now assume that ϕr,a(
∧
ω) has been defined on [j, j+1] as above, where j ≥ m. Then define
ϕr,a(
∧
ω)(t) = ϕj+2j+1,d(
∧
πj+1,j+2 (
∧
ω))(t), d = ϕr,a(
∧
ω)(j + 1), t ∈ [ j + 1, j + 2 ].
Because the ranges of the functions ϕmr,a, ϕ
m+1
m,b , and ϕ
j+2
j+1,d (j ≥ m) are, respectively, Λ
m
r,a,
Λm+1m,b , and Λ
j+2
j+1,d, we see that
ϕr,a :
∧
Ωr→ Λr,a.
Theorem 2.8. Let r ≥ 0 be arbitrary. Give the set Cr the compact-open topology, and
give Λr ⊆ Cr the induced subspace topology. Define the function
∧
φr: R ×
∧
Ωr→ Λr
by
∧
φr (a,
∧
ω) = ϕr,a(
∧
ω), (a,
∧
ω) ∈ R ×
∧
Ωr .
Then
∧
φr is continuous. In particular, for fixed a ∈ R, the function
ϕr,a :
∧
Ωr→ Λr,a
is continuous.
Proof. Note first that the compact-open topology on Cr coincides with the topology of
compact convergence on Cr (see [M]: Theorem 5.1). Recall that a basis for the topology
of compact convergence on Cr consists of all sets of the form
BC(x0, ǫ) = { x ∈ Cr | sup
t∈C
|x(t)− x0(t)| < ǫ },
where ǫ > 0 is arbitrary, and C is and arbitrary compact subset of [r,∞). Therefore, to
show that
∧
φr is continuous on R ×
∧
Ωr, it suffices to show that for arbitrary (a0,
∧
ω 0) ∈
R ×
∧
Ωr, if x0 =
∧
φr (a0,
∧
ω 0), then for every ǫ > 0 and for every compact subset C of [r,∞),
there exists an open subset W of R ×
∧
Ωr such that
(a0,
∧
ω 0) ∈W and
∧
φr (W ) ⊆ BC(x0, ǫ). (1)
To this end, let m be the smallest positive integer greater than r. Let ǫ > 0 be arbitrary,
and let C be any nonempty compact subset of [r,∞). Then there exists a positive integer
k ≥ m such that C ⊆ [r, k + 1]. We claim that there exist positive numbers
0 < ǫr, ǫm, · · · ǫk, ǫk+1 = ǫ,
and open subsets
Wr ⊆
∧
Ω mr , Wm ⊆
∧
Ω m+1m , . . . ,Wk ⊆
∧
Ω k+1k ,
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having the following properties, where
Ir = (x0(r)− ǫr, x0(r) + ǫr) and Ij = (x0(j)− ǫj , x0(j) + ǫj), m ≤ j ≤ k + 1.
ǫr < ǫj , m ≤ j ≤ k + 1; (2)
ǫj < ǫj+1, m ≤ j ≤ k; (3)
∧
πr,m (
∧
ω 0) ∈Wr and
∧
φ mr (Ir ×Wr) ⊆ B[r,m](x0, ǫm); (4)
∧
πj,j+1 (
∧
ω 0) ∈Wj and
∧
φ
j+1
j (Ij ×Wj) ⊆ B[j,j+1](x0, ǫj+1), m ≤ j ≤ k. (5)
To prove the claim, we first use “backward induction” on j to define ǫj and Wj for m ≤
j ≤ k, in such a way that (3) and (5) hold. By Theorem 2.7, the function
∧
φ k+1k : R ×
∧
Ω k+1k → Λ
k+1
k
is continuous. Hence there exists an 0 < ǫk < ǫk+1 = ǫ and an open subset Wk ⊆
∧
Ω k+1k
such that
∧
πk,k+1 (
∧
ω 0) ∈Wk and
∧
φ k+1k (Ik ×Wk) ⊆ B[k,k+1](x0, ǫk+1). (6).
This defines ǫk and Wk. Clearly, (6) implies (5) for the case where j = k. Also, (3) clearly
holds for j = k.
Now assume that m < j ≤ k, and that ǫj and Wj have been defined in such a way
that (3) and (5) hold for j. By Theorem 2.7, the function
∧
φ
j
j−1 : R ×
∧
Ω jj−1 → Λ
j
j−1
is continuous, hence there exists an 0 < ǫj−1 < ǫj and an open subset Wj−1 of
∧
Ω jj−1 such
that
∧
πj,j−1 (
∧
ω 0) ∈Wj−1 and
∧
φ
j
j−1(Ij−1 ×Wj−1) ⊆ B[j−1,j](x0, ǫj). (7).
This defines ǫj−1 and Wj−1. It is clear that (3) holds when j is replaced by j − 1. Also,
statement (7) implies that (5) holds when j is replaced by j− 1. It follows from backward
induction on j that (3) and (5) hold for all m ≤ j ≤ k. We now define ǫr and Wr in such
a way that (2) and (4) are true. By Theorem 2.7, the function
∧
φ mr : R ×
∧
Ω mr → Λ
m
r
is continuous at (x0(r),
∧
πr,m (
∧
ω 0)). Hence there exist 0 < ǫr < ǫm and an open subset Wr
of
∧
Ω mr such that
∧
πr,m (
∧
ω 0) ∈Wr and
∧
φ mr (Ir ×Wr) ⊆ B[r,m](x0, ǫm). (8).
This defines ǫr and Wr. Because ǫr < ǫm, (3) implies (2). Clearly, (8) implies (4).
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To prove (1), define W as follows.
W = Ir × (Wr × · · · ×Wk×
∧
Ωk+1).
Then W is open in R×
∧
Ωr. By (4) and (5) we see that
∧
πr,m (
∧
ω 0) ∈Wr and
∧
πj,j+1 (
∧
ω 0) ∈ Wj , m ≤ j ≤ k.
It follows that
(a0,
∧
ω 0) ∈W. (9)
Now let x ∈
∧
φr (W ) be arbitrary, say
x =
∧
φr (a,
∧
ω), (a,
∧
ω) ∈W.
By definition of
∧
φr, we have
x|[r,m] =
∧
φr (a,
∧
ω)|[r,m] = ϕmr,a(
∧
πr,m (
∧
ω)).
Because
∧
πr,m (
∧
ω) ∈Wr and x(r) = a ∈Wr, (3) and (4) together imply that
x|[r,m] = ϕmr,a(
∧
πr,m (
∧
ω))
=
∧
φ mr (a,
∧
πr,m (
∧
ω))
∈
∧
φ mr (Ir ×Wr)
⊆ B[r,m](x0, ǫm)
⊆ B[r,m](x0, ǫ).
Therefore, we have
x|[r,m] ∈ B[r,m](x0, ǫm) ⊆ B[r,m](x0, ǫ). (10)
We claim that
x|[j, j + 1] ∈ B[j,j+1](x0, ǫj+1) ⊆ B[j,j+1](x0, ǫ), m ≤ j ≤ k. (11)
We prove this claim by using induction on m ≤ j ≤ k. By (10), we have
|x(m)− x0(m)| < ǫm,
hence x(m) ∈ Im. Therefore, by (9),
(x(m),
∧
πm,m+1 (
∧
ω)) ∈ Im ×Wm.
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It follows from (5) and Definition 2.9 that, with b = ϕr,a(
∧
ω)(m) = x(m), we have
x|[m,m+ 1] = ϕm+1m,b (
∧
πm,m+1 (
∧
ω))
=
∧
φ m+1m (b,
∧
πm,m+1 (
∧
ω))
⊆
∧
φ m+1m (Im ×Wm)
⊆ B[m,m+1](x0, ǫm+1)
⊆ B[m,m+1](x0, ǫ).
Therefore (11) holds for j = m. Assume that (11) holds for m ≤ j < k. Then by (11),
|x(j + 1)− x0(j + 1)| < ǫj+1, and hence x(j + 1) ∈ Ij+1. Consequently, by (9), we have
(x(j + 1),
∧
πj+1,j+2 (
∧
ω)) ∈ Ij+1 ×Wj+1.
It follows from (5) and Definition 2.9 that, with d = ϕr,a(
∧
ω)(j + 1) = x(j + 1), we have
x|[j + 1, j + 2] = ϕj+2j+1,d(
∧
πj+1,j+2 (
∧
ω))
=
∧
φ
j+2
j+1(d,
∧
πj+1,j+2 (
∧
ω))
⊆
∧
φ
j+2
j+1(Ij+1 ×Wj+1)
⊆ B[j+1,j+2](x0, ǫj+2)
⊆ B[j+1,j+2](x0, ǫ).
That is,
x|[j + 1, j + 2] ∈ B[j+1,j+2](x0, ǫj+2) ⊆ B[j+1,j+2](x0, ǫ). (12)
Statement (12) is just statement (11) with j replaced by j + 1. Hence, by induction, (11)
holds. Now, (10) and (11) together imply the following statements.
x|([r,m] ∩ C) ∈ B[r,m(x0, ǫ); (13)
x|([j, j + 1] ∩ C) ∈ B[j,j+1](x0, ǫ), m ≤ j ≤ k. (14)
Because C ⊆ [r,m] ∪
k⋃
j=m
[j, j + 1] = [r, k + 1], we see that (13) and (14) together imply
that
x ∈ BC(x0, ǫ).
Because x ∈W is arbitrary, we see that (1) holds. This completes the proof that
∧
φr: R ×
∧
Ωr→ Λr
is continuous in the compact-open topology on Λr.
proclaim Theorem 2.9. Let r ≥ 0 be arbitrary. Then the function
∧
φr: R ×
∧
Ωr→ Λr
29
is onto.
Proof. Let m be defined as in Theorem 2.8. Let x ∈ Λr. Then x|[r,m] ∈ Λ
m
r,x(r), hence by
Theorem 2.6, there exists
∧
ω r ∈
∧
Ω mr such that, with a = x(r), we have
x|[r,m] = ϕmr,a(
∧
ω r).
Now let j ≥ m be an arbitrary integer. By Theorem 2.6, there exists an
∧
ω j ∈
∧
Ω j+1j such
that
x|[j, j + 1] = ϕj+1
j,x(j)(
∧
ω j).
Define
∧
ω∈
∧
Ωr by
∧
ω = (
∧
ω r,
∧
ω m, . . . ,
∧
ω j , . . .).
We claim that
x =
∧
φr (
∧
ω). (1)
To prove this claim, note first that by Definition 2.9, for t ∈ [r,m], we have
x(t) = (x|[r,m])(t) = ϕmr,a(
∧
ω r)(t) (2)
= ϕmr,m(
∧
πr,m (
∧
ω))(t)
= ϕr,a(
∧
ω)(t)
=
∧
φr (a,
∧
ω)(t).
Define d = ϕr,x(r)(
∧
ω)(m). Then by (2), we have d = x(r). Hence by Definition 2.9, for
t ∈ [m,m+ 1], we have
x(t) = (x|[m,m+ 1])(t) = ϕm+1
m,x(m)(
∧
ω m)(t) (3)
= ϕm+1
m,x(m)(
∧
πm,m+1 (
∧
ω))(t)
= ϕr,d(
∧
ω)(t)
=
∧
φr (a,
∧
ω)(t).
To finish the proof of the claim (1), we will prove by induction on j ≥ m that
x(t) =
∧
φr (a,
∧
ω)(t), t ∈ [j, j + 1]. (4).
Statement (3) implies that (4) holds for j = m. Assume that (4) holds for some j ≥ m.
Define h = ϕr,a(
∧
ω)(j + 1). Then, by the induction hypothesis, we have
x(t) = (x|[j + 1, j + 2])(t) = ϕj+2
j+1,x(j+1)(
∧
ω j+1)(t) (5)
= ϕj+2j+1,h(
∧
πj+1,j+2 (
∧
ω))(t)
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= ϕr,a(
∧
ω)(t)
=
∧
φr (a,
∧
ω)(t).
Statement (5) is obtained from statement (4) by replacing j in (4) by j + 1. Hence (4)
holds by induction on j ≥ m. Now statements (2) and (4) together imply (1). Because
x ∈ Λr is arbitrary, we have proved that
∧
φr is onto.
Definition 2.10. Let 0 ≤ r < s be arbitrary. Define
∼
Ω sr = R ×
∧
Ω sr,
∼
Ωr = R ×
∧
Ωr .
Assume that we are given a function
λr : R→ R
such that λr is continuous and onto. Then define the functions
ϕsr :
∼
Ω sr → Λ
s
r,
ϕr :
∼
Ω r → Λr
as follows.
ϕsr(a,
∧
ω) = ϕsr,b(
∧
ω), b = λr(a), (a,
∧
ω) ∈
∼
Ω sr,
ϕr(a,
∧
ω) = ϕr,b(
∧
ω), b = λr(a), (a,
∧
ω) ∈
∼
Ω r.
Theorem 2.10. Let 0 ≤ r < s be arbitrary. Then the functions
ϕsr :
∼
Ω sr → Λ
s
r,
ϕr :
∼
Ω r → Λr
are continuous and onto.
Proof. To prove that ϕsr is onto, let x ∈ Λ
s
r. Because λr is onto, there exists an a ∈ R such
that λr(a) = x(r). Define b = x(r), then by Theorem 2.6, there exists
∧
ω ∈
∧
Ω sr such that
x = ϕsr,b(
∧
ω)
= ϕsr(a,
∧
ω).
Because x is arbitrary, this shows that ϕsr is onto. A similar argument shows that ϕr is
onto.
To show that ϕsr is continuous, let (a,
∧
ω) ∈
∼
Ω sr. By assumption, λr is continuous,
and by Theorem 2.7, the function
∧
φ sr : R ×
∧
Ω sr → Λ
s
r
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is continuous, therefore, for (s,
∧
ω) ∈
∼
Ω sr, the function
(a,
∧
ω) 7→
∧
φ sr(λr(a),
∧
ω) =
∧
φ sr(b,
∧
ω)
= ϕsr,b(
∧
ω)
= ϕsr(a,
∧
ω).
is continuous. Thus, ϕsr is continuous. A similar argument shows that ϕr is continuous.
3. CONSTRUCTION OF THE MEASURES µ
In this section we use standard results from topology and measure theory to construct the
families of regular Borel measures mentioned in (2) and (3) of the introduction.
Theorem 3.1 (Ascoli’s theorem). Let X be a locally compact Hausdorff space; let
(Y, d) be a metric space. Let C(X, Y ) be the space of all continuous functions from X
to Y , and consider C(X, Y ) in the compact-open topology. A subset F of C(X, Y ) has
compact closure if and only if F is equicontinuous and the subset
Fx = { f(x) | f ∈ F }
of Y has compact closure for each x ∈ X .
Proof. (See [M]: Theorem 6.1.)
Theorem 3.2. Let 0 ≤ r < s be arbitrary, and let (a, b) ∈ Lsr. Then each of the following
function spaces is equicontinuous:
Λs,br,a, Λ
s
r,a, Λ
s,b
r , Λr,a, Λ
s
r, Λr.
Proof. We show that Λs,br,a is equicontinuous. The proof that remaining spaces are equicon-
tinuous is similar. We show that Λs,br,a is equicontinuous at each point t0 ∈ [r, s]. Let ǫ > 0
be arbitrary, and set δ =
ǫ
c
. Then for all x ∈ Λs,br,a and all t ∈ [r, s]∩ (t0− δ, t0+ δ), we have
|x(t)− x(t0)| ≤ c|t− t0| < cδ = ǫ.
Thus, Λs,br,a is equicontinuous at the arbitrary point t0 ∈ [r, s], hence Λ
s,b
r,a is equicontinuous.
Theorem 3.3. Let 0 ≤ r < s be arbitrary. Then for arbitrary (a, b) ∈ Lsr, Λ
s,b
r,a, Λ
s
r,a, Λ
s,b
r ,
and Λsr are compact in the uniform topology. If a ∈ R is arbitrary, then Λr,a is compact
in the compact-open topology.
Proof. To prove that Λs,br,a is compact in the the uniform topology, note first that the
compact-open topology on Λs,br,a coincides with the topology of compact convergence, and
because [r, s] is compact, the topology of compact convergence on Λs,br,a coincides with the
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uniform topology (see [M]: Theorem 4.6). Therefore, it suffices to prove that Λs,br,a is
compact in the compact-open topology. To this end, let t ∈ [r, s], and let x ∈ Λs,br,a. Then
we have
|x(t)| = |(x(t)− x(r)) + x(r)| (1)
≤ |x(t)− x(r)|+ |a|
≤ c(t− r) + |a|.
Now define F = Λs,br,a, and define Ft = { x(t) | x ∈ F }. Then (1) implies that Ft is
bounded, and hence it has compact closure. By Theorem 3.2, F is equicontinuous, and
hence Ascoli’s theorem implies that F has compact closure in the compact-open topology,
that is, F = Λs,br,a is compact in the compact-open topology. A similar argument shows
that the spaces Λsr,a and Λ
s
r are compact in the uniform topology.
Now let a ∈ R be arbitrary. Define G = Λr,a. Let t ∈ [r,+∞) be arbitrary, and
define Gt = { x(t) | x ∈ G }. Then (1) implies that Gt has compact closure. By Theorem
3.2, G is equicontinuous, and hence by Ascoli’s theorem, G = Λr,a is compact in the
compact-open topology.
Theorem 3.4. Let 0 ≤ r < s be arbitrary. Then the space Λsr is locally compact in the
uniform topology, and the space Λr is locally compact in the compact-open topology.
Proof. As in the proof of Theorem 3.3, the uniform topology on Λsr coincides with the
compact-open topology, hence it suffices to show that Λsr is locally compact in the compact-
open topology. To this end, let x0 ∈ Λ
s
r be arbitrary. Let ǫ > 0 be arbitrary, and define
C = {r}, U = (x0(r)− ǫ, x0(r) + ǫ). Then the set
S(C,U) = { x ∈ Λsr | x(C) ⊆ U } = { x ∈ Λ
s
r | |x(r)− x0(r)| < ǫ }
is a basis element in the compact-open topology on Λsr, and this basis element contains
x0. We claim that S(C,U) has compact closure; and hence, because x0 ∈ Λ
s
r is arbitrary,
Λsr is locally compact in the compact-open topology. To prove the claim, let x ∈ S(C,U),
then we have
|x(r)| = |(x(r)− x0(r)) + x0(r)| (1)
≤ |x(r)− x0(r)|+ |x0(r)|
< ǫ+ |x0(r)|.
Hence, for any t ≥ r, we have
|x(t)| = |(x(t)− x(r)) + x(r)| (2)
≤ |x(t)− x(r)|+ |x(r)|
< c(t− r) + |x0(r)|+ ǫ.
Define F = S(C,U). Then (2) implies that Ft has compact closure. By Theorem 3.2,
F is equicontinuous, and hence, because t ≥ r is arbitrary, Ascoli’s theorem gives that
F = S(C,U) has compact closure in the compact-open topology. Thus, Λsr is locally
compact in the compact-open topology. A similar argument shows that Λr is locally
compact in the compact-open topology.
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Theorem 3.5. Let 0 ≤ r < s be arbitrary. Give the space Λsr the uniform topology, and
give the space Λr the compact-open topology. Assume that the function λr : R → R in
Definition 2.10 has the property that if C is any compact subset of R, then λ−1r (C) is
compact. Then for any compact subset A of Λsr and any compact subset B of Λr, the
following sets are compact:
(ϕsr)
−1(A), ϕ−1r (B).
Proof. Let A ⊆ Λsr be compact. By Theorem 3.2, Λ
s
r is equicontinuous, and hence A is
also equicontinuous. Ascoli’s theorem then implies that the set
Ar = { x(r) | x ∈ A }
has compact compact closure. Therefore there exists a d > 0 such that |x(r)| ≤ d for
all x ∈ A. Now let (a,
∧
ω) ∈ (ϕsr)
−1(A). Then ϕsr(a,
∧
ω) ∈ A. By Definition 2.10, with
b = λr(a), we have
ϕsr(a,
∧
ω)(r) = ϕsr,b(
∧
ω)(r) = b = λr(a).
It follows that |λr(a)| = |ϕ
s
r(a,
∧
ω)(r)| ≤ d, i.e., a ∈ λ−1r ([−d, d]). The set λ
−1
r ([−d, d])
is, by assumption, compact, hence there exists an h > 0, depending only on d, such that
λ−1r ([−d, d]) ⊆ [−h, h], which implies that a ∈ [−h, h]. Because (a,
∧
ω) ∈ (ϕsr)
−1(A) is
arbitrary, we see that
(ϕsr)
−1(A) ⊆ [−h, h]×
∧
Ω sr.
By Theorem 2.10, the function ϕsr is continuous, there (ϕ
s
r)
−1(A) is a closed subset of the
compact set [−h, h]×
∧
Ω sr. It follows that (ϕ
s
r)
−1(A) is compact. Similarly, ϕ−1r (B) is
compact whenever B ⊆ Λr is compact in the compact-open topology.
Definition 3.1. Let X and Y be locally compact Hausdorff spaces, and let ψ be a con-
tinuous function from X onto Y . Let (X,Mµ, µ) be a measure space constructed from a
nonnegative linear functional on X via the Daniell approach (see [HS]: §9). Assume that
one of the following conditions holds.
(a) ψ−1(F ) is compact in X for every compact subset F of Y .
(b) µ(X) < +∞.
Let C(Y ) be the space of all continuous complex-valued functions on Y , and let C00(Y )
be the set of all f ∈ C(Y ) such that f has compact support. Then for any f ∈ C00(Y ),
f ◦ ψ ∈ L1(X,Mµ, µ), and hence the mapping
J(f) =
∫
X
f ◦ ψ(x) dµ(x)
is a nonnegative linear functional on C00(Y ). Hence we may construct a measure space
(Y,Mν, ν) from J via the Daniell approach. We then have∫
Y
f(y) dν(y) =
∫
X
f ◦ ψ(x) dµ(x), f ∈ C00(Y ).
34
The measure ν is said to be the image of the measure µ under the continuous function ψ.
Theorem 3.6. The measure ν constructed in Definition 3.1 has the following properties.
(a) For all σ-finite ν-measurable subsets B of Y ,
ν(B) = µ(ψ−1(B)) =
∫
X
χ ◦ ψ(x) dµ(x)
.
(b) For every f ∈ L1(Y,Mν, ν), f ◦ ψ ∈ L1(X,Mµ, µ) and∫
Y
f(y) dν(y) =
∫
X
f ◦ ψ(x) dµ(x).
Proof. See [HS]: Theorem 12.46.
Theorem 3.7. Let X be a locally compact Hausdorff space and let ν be a regular measure
defined on a σ-algebra A of subsets of X such that (X,A, ν) is a complete measure space.
Suppose that E ∈ A if and only if E ∩ F ∈ A for every compact set F ⊆ X . Define I on
C00(X) by
I(f) =
∫
X
f(x) dν(x).
Let (X,Mι, ι) be the measure space constructed from I via the Daniell approach. Then
A =Mι and ν(E) = ι(E) for all E ∈Mι.
Proof. (See [HS]: Theorem 12.42.)
Definition 3.2. Let 0 ≤ r < s be arbitrary, and let (a, b) ∈ Lsr be arbitrary. Define
msr,
∧
m sr,
∨
m sr,
∧
mr, (1)
to be normalized Lebesgue measure, respectively, on the following product spaces:
Ωsr,
∧
Ω sr,
∨
Ω sr,
∧
Ωr . (2)
Let
∼
m sr,
∼
mr
be Lebesgue measure, respectively, on the following product spaces:
∼
Ω sr,
∼
Ωr . (3)
Finally, let
Lsr,
∧
L sr,
∨
L sr,
∧
Lr,
∼
L sr,
∼
Lr
be the respective σ-algebras of Lebesgue measurable subsets of the product spaces given
in (2) and (3). Let (X,A, ν) denote any one of the following measure spaces.
(Ωsr,L
s
r, m
s
r), (
∧
Ω sr,
∧
L sr,
∧
m sr), (
∨
Ω sr,
∨
L sr,
∨
m sr), (
∧
Ωr,
∧
Lr,
∧
mr), (
∼
Ω sr,
∼
L sr,
∼
m sr), (
∼
Ωr,
∼
Lr,
∼
mr).
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Then (X,A, ν) satisfies the hypothesis of Theorem 3.7, and hence in Definition 3.1 we may
take (X,Mµ, µ) = (X,A, ν). The measures in (1) are probability measures, and hence the
we may apply Definition 3.1 to the following functions.
ϕs,br,a : Ω
s
r → Λ
s,b
r,a, ϕ
s
r,a :
∧
Ω sr → Λ
s
r,a, ϕ
s,b
r :
∨
Ω sr → Λ
s,b
r , ϕr,a :
∧
Ωr→ Λr,a.
Therefore we may use these functions to construct, respectively, the image measure spaces:
(Λs,br,a,M
s
r, µ
s,b
r,a), (Λ
s
r,a,
∧
M sr, µ
s
r,a), (Λ
s,b
r ,
∨
M sr, µ
s,b
r ), (Λr,a,
∧
M r, µr,a).
According to Theorem 3.5, the functions
ϕsr :
∼
Ω sr → Λ
s
r, ϕr :
∼
Ωr→ Λr
satisfy condition (a) of Definition 3.1, and hence we may use these functions to construct,
respectively, the measure spaces:
(Λsr,
∼
M sr, µ
s
r), (Λr,
∼
M r, µr).
This completes the definition of the measure spaces
(Λs,br,a,M
s
r, µ
s,b
r,a), (Λ
s
r,a,
∧
M sr, µ
s
r,a), (Λ
s,b
r ,
∨
M sr, µ
s,b
r ),
(Λr,a,
∧
M r, µr,a), (Λ
s
r,
∼
M sr, µ
s
r), (Λr,
∼
M r, µr).
4. UNIFORM MEASURE ON Λ
In this section we select the functions
λs,br,a : [0, 1]→ I
s,b
r,a, λ
s
r,a : [0, 1]→ I
s
r,a, λr : R→ R
to be, respectively, the unique affine mappings of [0, 1] onto Is,br,a, I
s
r,a, and the identity
mapping on R. These mappings give rise to “the uniform probability measure on” Λ and
“Lebesgue measure” on Λ .
Definition 4.1. Let 0 ≤ r < s be arbitrary. Let (a, b) be any pair in Lsr. For ξ ∈ [0, 1],
define
λs,br,a(ξ) =


[(a− b) + c(s− r)]ξ + b− 12c(s− r), a ≤ b;
[(b− a) + c(s− r)]ξ + a− 1
2
c(s− r), b ≤ a,
λsr,a(ξ) = 2c(s− r)ξ + a− c(s− r).
Then the affine function
λs,br,a : [0, 1]→ I
s,b
r,a
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satisfies the conditions of Definition 2.3; and the affine function
λsr,a : [0, 1]→ I
s
r,a
satisfies the conditions of Definition 2.8. Hence we may use the functions λs,br,a and λ
s
r,a to
construct the mappings
ϕs,br,a : Ω
s
r → Λ
s,b
r,a, ϕ
s
r,a :
∧
Ω sr → Λ
s
r,a, ϕ
s,b
r :
∨
Ω sr → Λ
s,b
r , ϕr,a :
∧
Ωr→ Λr,a.
By Definition 3.2, these mappings give rise to the following image measure spaces.
(Λs,br,a,M
s
r, µ
s,b
r,a), (Λ
s
r,a,
∧
M sr, µ
s
r,a), (Λ
s,b
r ,
∨
M sr, µ
s,b
r ), (Λr,a,
∧
M r, µr,a). (1)
We call each measure λ in (1) the uniform probability measure on Λ . Define
λr : R→ R
by λr(ξ) = ξ, ξ ∈ R. Then λr satisfies the conditions of Definition 2.10. Hence, according
to Definition 3.2, the functions
λs,br,a : [0, 1]→ I
s,b
r,a, λ
s
r,a : [0, 1]→ I
s
r,a, λr : R→ R
give rise to the following image measure spaces:
(Λsr,
∼
M sr, µ
s
r), (Λr,
∼
M r, µr). (2)
The measures λ in (2) are called Lebesgue measure on Λ .
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