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ABSTRACT: Generation of odorous hydrogen sulfide in the anaerobic sediment of storm-drains has become a critical 
issue in low-lying coastal cities. Sediment accumulates inside storm-drains mainly due to expedient connections and 
urban runoff. Within the sediment phase, sulfate brought in by tides is reduced to sulfide. Mixing the sediment with 
ferric-based chemicals in granular form oxidizes the sulfide ions, eliminating the odor problem. A gate positioned at the 
location where the storm water is discharged into the sea, closed at low tide and opened at high tide is proposed to 
generate a dam-break flow into the storm-drain. The present paper investigates the use of dam-break generated flow as a 
means of regeneration by mixing and oxidizing the ferric-based granules and sediments in storm-drains.The study 
involved physical model tests and numerical simulations. A storm-drain model (6.6 m long, 0.3 m wide, 0.3 m high and 
slope 1:20) and a large reservoir (8.0 m long, 2.0 m wide), representing the sea, were built inside a towing tank and 
were separated by a gate that was raised quickly at a simulated high tide level. The physical setup was reproduced 
numerically in FLUENT, Navier-Stokes equations based state-of-art software that overcomes the limitations of using a 
shallow water equations based model. The Volume of Fluid method was used to model the three-dimensional, two 
phase system consisting of two volumes, the storm-drain (mesh size: 10 mm) and the reservoir (mesh size: 100mm).The 
experimental measurements were used to validate the results of the numerical model. Results of three viscous models 
namely laminar flow (LAM), standard k-Є (SKE) and large eddy simulation (LES) were compared in means of 
propagation of the shoreline and the water-depth variation at different locations along the slope. LES and LAM models 
showed good agreement between the experimental measurements and numerical simulations while SKE under predicted 
the results. Furthermore, the three-dimensional modeling results show better match than the two-dimensional modeling 
results.  
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INTRODUCTION 
Reclamation of land in the coastal zone has 
become an important method for solving the prominent 
problem of shortage of land space (Xu and Zhou, 2004). 
However, problems arising due to the shallowness of the 
slopes of the land, such as accumulation of sediment in 
drainage channels, are not yet fully addressed.  For 
coastal cities like Hong Kong the problem becomes 
critical due to the generation of hydrogen sulfide (H2S) 
gas as a result of biological interactions between 
accumulated sediment and seawater. 
The sulfate ions brought into the storm-drains by 
tidal variations are biologically reduced to sulfide ions 
by the sulfate reducing bacteria which are active in the 
anaerobic sediment environment, producing odorous H2S. 
This has created a nuisance for the humans living close 
by. Some measures such as adding chemical oxidants 
like oxygen, chlorine and ferric salts (Nielsen et al. 
2005; Firer et al. 2008; Zhang et al. 2008) were not 
sustainable due to the fact that the soluble oxidants are 
flushed away with the tidal water. A sustainable method 
based on the natural redox cycle of iron-sulfide has also 
been examined (Sun et al., 2013a). Iron granules, 
including granular ferric hydroxide, granular ferric oxide 
and rusted waste iron crusts embedded in the sediment 
phase were tested against the removal of H2S formed 
from the sedimentary biological sulfate reduction at the 
expense of the active sites available on the iron granule 
surface. Furthermore, the regeneration of these 
substances was proposed and investigated. It was 
verified that by rapid mixing of the sediments and iron 
granules with seawater containing dissolved oxygen 
open to the atmosphere the sulfide removal capacity of 
the granules was recovered. For the mixing in an actual 
storm-drain, it is possible to make use of natural tidal 
energy. A gate is positioned at the outlet of the storm-
drain, where the storm water is discharged into the sea, 
and closed during low tide. The sudden opening of the 
gate at high tide creates a dam-break generated flow, 
which is fast and turbulent.  This method for mixing the 
sediments, iron granules and dissolved oxygen was also 
successfully tested, using a physical scaled-down storm-
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drain model built inside a towing tank, again resulting in 
the recovery of the removal capacity of the iron granules 
(Sun et al., 2013a). The purpose of the present paper is to 
investigate the hydrodynamics of the dam-break 
generated flow into a storm-drain, whereby the reservoir 
represents the sea and therefore has large dimensions 
compared to the dimensions of the storm-drain. Bulk 
measurements of the hydrodynamics were obtained from 
a dam-break event in the physical storm-drain model and 
used to verify a numerical model of the storm-drain 
based on the navier stokes equations. The verified model 
results were used to investigate the hydrodynamics in 
more detail, including the three-dimensional flow field 
effects inside the storm-drain that are result of the large 
width of the reservoir compared to the width of the 
storm-drain.  
 
 
EXPERIMENTAL STUDY 
The literature on dam-break flows shows that most 
of the physical modeling is carried out for the validation 
of numerical codes. The influence of the downwards bed 
slope (Nsom et al., 2000), the shape of the reservoir 
(Khankandi et al., 2012), and the effect of the tail water 
channel conditions (Bellos et al., 1992; Frazão and Zech, 
2002) have all been studied in last couple of decades. 
The Concerted Action on Dambreak Modeling 
(CADAM) project, lasting from 1998 to 2000, was 
aimed at gathering and exchanging knowledge on dam-
break modeling on horizontal surfaces both for wet and 
dry beds and with obstructions in the channel bottom 
(Morris, 2000). Based on experimental and numerical 
results they were able to draw conclusions on several 
aspects of basic modeling approaches, such as that the 
mesh size for two dimensional (2D) models and section 
spacing for one dimensional (1D) models significantly 
alter results. 1D models may be used to simulate some 
2D-flow conditions, however, this requires considerable 
skill and experience to achieve reasonable level of 
accuracy. The development of a hybrid 1D/2D model 
may offer the best balance between model types for 
dam-break simulation. Dam-break generated flows 
travelling up an inclined slope have been studied by 
coastal engineers as a means to simulate bores-driven 
swash (e.g. Yeh, 1991; Barnes et al., 2009; Kikkert et al., 
2012).  
The previous studies employed reservoirs of finite 
dimensions and often had the same width as that in front 
of the dam to generate a two dimensional flow. The 
reservoir in the current project represents the sea and 
hence needs to be ‘infinite’ in volume and surface area 
and generates a three dimensional (3D) flow into the 
storm-drain. For the physical measurements a scale-
downed model was built in the water resources 
laboratory at HKUST.  
 
Physical Model set up 
The storm-drain model (6.6 m long, 0.3 m wide, 
0.35 m high and slope 1:20) open to the atmosphere and 
a relatively large reservoir (8.0 m long, 2.0 m wide) 
representing the sea, were built inside an existing towing 
tank and were separated by a gate as can be seen in Fig. 
1 which was raised quickly at a simulated high tide level. 
The walls of the storm-drain section were made of poly 
vinyl chloride (PVC) panels (equivalent sand roughness 
height ~ 5 x 10-5 m) with steel frames to support and 
stabilize the structure. The bottom of the storm-drain at 
the gate location was located 15.5 cm above the tank 
bottom to simulate the relatively steep descent at the 
outer edges of reclaimed land. It also facilitated a clear 
field of view of the gate opening for the camera and for 
appropriate improvements for future studies such as for 
particle image velocimetry measurements. At t = 0 s the 
gate was opened with a water level of 19.5 cm in the 
reservoir (relative to the bottom of the gate) and 0 cm in 
the storm-drain. This gave a maximum runup in the 
storm-drain of 6.4 m. (see Sun et al. (2013b) for more 
details about experiments) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Instrumentation and Measurements 
The dam-break event was started by rapidly 
opening the gate located at the downstream end of the 
storm-drain. The generated flow was recorded at seven 
locations along the length of the storm-drain (Table 1) 
using a high-speed camera (Speed Sense 9040, Dentec 
Dynamics). The images were recorded at a frequency of 
90 Hz and image resolution of 1632 x 1200 pixels. A 
Reservoir 
Storm-drain 
Barrier 
Gate 
  Fig. 1 Experimental setup with gate design 
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second identical camera was positioned facing the gate 
to capture the gate opening. The cameras were controlled 
simultaneously through Dantec Dynamic Studio 
software that was also used to record and analyze the 
images to obtain the flow depth as a function of time and 
distance along the length of the storm-drain. A total of 
1800 images were recorded for one dam-break event to 
simulate the first 20 s after the gate opening. For 
increased accuracy of the measurements the experiment 
was repeated three times at each location and the results 
averaged. 
 
 
 
 
NUMERICAL SIMULATIONS 
The modeling of the dam-break phenomenon dates 
back to 1892 when Ritter presented a set of equations to 
reproduce the shape and propagation of the resulting 
wave, assuming an ideal fluid and a dry bed condition 
(Ritter, 1892). Later this result was modified considering 
frictional effects at the wave tip region by Dresseler in 
1952. Chanson (Chanson, 2009) presented analytical 
solutions for laminar and turbulent flows on both 
horizontal and sloping inverts including a non-constant 
friction factor based on the method of characteristics. 
These solutions are derived for one dimensional flow 
based on the shallow water (SW) equations. SW models 
assume hydrostatic pressure distribution, no vertical 
acceleration and also no significant curvature of the free 
surface. They are derived for single phase systems which 
only solve for the water flow field (Biscarini et al., 2010) 
and hence they may not be suitable for turbulent flows 
which have significant interaction between air and water 
phases due to rapid air entrainment (Bakhtyar et al., 
2010). Biscarini et al. (2010) concluded that the shallow 
water approach reproduces the main aspects of the ﬂuid 
ﬂow adequately, but loses some of the three-dimensional 
phenomena, due to the incorrect shallow water 
idealization that neglects the three-dimensional aspects 
related to the gravity force (Biscarini et al., 2010). 
Moreover (Frazão and Zech, 2002) noticed that the 1D 
numerical models tend to predict much faster arrival 
time than 2D models.  
As the assumptions of the SW models are not valid 
for the dam-break generated flow (Bakhtyar et al., 2010; 
Biscarini et al., 2010; Oertel & Bung, 2012; Yang el al., 
2010), researchers recently focused on using the 
Reynolds Average Navier Stokes (RANS) equations to 
obtain solutions. And also LES has become popular in 
the area of dam-break generated flows and wave 
breaking, despite the computational cost over RANS 
(Christensen and Deigaard, 2001; Chung and Pullin, 
2009; Furuyama and Chanson, 2008; Lubin et al., 2006; 
Lubin et al., 2010). These multi-phase models are 
simulated with free surface tracking methods such as 
Volume of Fluid (VOF) (Bakhtyar et al., 2010; Biscarini 
et al., 2010; Furuyama and Chanson, 2008; Lubin et al., 
2006; Oertel and Bung, 2012; Yang et al., 2010). The 
VOF model can model two or more immiscible ﬂuids by 
solving a single set of momentum equations and tracking 
the volume fraction of each of the ﬂuids throughout the 
domain (Theory guide, Ansys Fluent 14.0). 
 
Numerical Model set up 
The 3D numerical model for the current project 
was set up in commercial computational fluid dynamic 
software Ansys FLUENT 14.0. The physical model 
described above was reproduced numerically. Two 
different sizes of mesh were used, with 10 mm 
quadrilateral cells used for the storm-drain section and 
for the reservoir section 10 cm cells were used, giving an 
approximate total of 0.8 million cells. The pressure-
outlet boundary condition was used for both top surfaces 
of the reservoir and storm-drain sections and the most 
upstream face of the storm-drain. This boundary 
condition maintains atmospheric pressure at those 
boundaries and also allows back flow, i.e. air may be 
forced out of the model domain above the storm-drain 
during the initial phase of the dam-break flow when 
water is travelling into the storm-drain and 
simultaneously air would enter the model domain above 
the reservoir. When the flow of water in the storm-drain 
is reversed, this flow of air may also reverse. The VOF 
with a Geo-Reconstruction discretization scheme was 
used to track the free surface. Courant number of 0.25 
was allowed near the free surface. For the comparison 
with the experimental measurements, three viscous 
models were tested: laminar flow model which solves 
the continuity and momentum equations without a 
turbulence model, standard k-Є model with standard 
wall functions, and large eddy simulation with 
Smagorinsky-Lilly sub grid scale model. The PISO 
(Pressure-Implicit with Splitting of Operators) pressure-
velocity coupling and PRESTO (PREssure STaggering 
Location number Distance from the gate 
(mm) 
1 485 
2 1335 
3 1985 
4 3135 
5 4135 
6 5135 
7 6185 
Table 1 Seven monitoring locations 
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Fig. 3 Free surface profile at 7 s 
Option) for pressure discretization were used as 
recommended for transient flows and VOF method 
respectively (Theory guide, Ansys Fluent 14). For the 
residual a root mean squared value of 10-5 was used as 
the convergence criteria for all variables. For the 
stability of the system the time step was set at around 5 
ms.  
 
 
RESULTS AND DISCUSSION 
The results of the numerical simulations of the 
three viscous models and the comparison with the 
experimental measurements are discussed first. Note that 
the experimental data obtained from the images is the 
flow depth at the side wall of the storm-drain closest to 
the camera, hence the numerical model results presented 
are also obtained at the storm-drain wall. In addition, the 
model free surface is defined at the height above the 
storm-drain bottom where the air fraction is 0.5. Figs. 2 
and 3 present the measured and predicted free surface in 
the storm-drain at 1 and 7 seconds, respectively, after 
opening of the gate. The horizontal and vertical axes are 
non-dimensionalized using the initial height of the water 
in the reservoir relative to the bottom of the drain at the 
gate, d0 = 19.5 cm. Fig. 4 shows the flow depth time-
series at X = 1335 mm (or X/d0 = 6.84) and Fig. 5 
displays the tip position time-series. 
The experimental measurements in Fig. 2 show that 
after one second, the flow has traveled 10 X/d0, which is 
nearly 2 m, into the storm drain. Behind the tip, the 
water depth increases approximately linearly, which is 
also commonly observed for 2D dam-break generated 
flow (Shigematsu et al., 2004; Zhang and Liu, 2008). For 
the 2D flow, this linear increase continues into the 
reservoir side; however the large 3D reservoir enables 
more water to enter the drain after the initial dam-break 
phase is over and hence at a distance of 3 X/d0 a sharp 
increase in the rate of change of the flow depth can be 
observed. At t = 7 s (Fig. 3), the tip of the flow has 
reached approximately 6.5 m into the drain, which is 
very close to the maximum runup. The free surface at the 
tip is about 0.32 m (or 1.6 Y/d0) above the original free 
surface of the reservoir. Because of water entering the 
storm-drain, the instantaneous free surface of the 
reservoir has on average dropped by approximately 1.1 
cm or 0.06 Y/d0, which agrees well with the decrease in 
the free surface of the reservoir near the gate at the time 
of maximum runup as shown in Fig. 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Free surface profile at 1 s 
Fig. 4 Time-series of water depth variation at 
X=1.335m (or X/d0 = 6.84) 
Fig. 5 Time-series of wave tip propagation 
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The increase in the flow depth is now approximately 
linear throughout the drain; however there are 
fluctuations due to the presence of waves. It can be seen 
in both Figs. 2 and 3 that the predicted results for LAM 
and LES are in good agreement with experimental data 
while the SKE model significantly under predicts the 
free surface profile. LAM and LES also reproduce the 
waves though LAM not necessarily at the correct 
locations. 
The experimental time-series of the flow depth at 
X/d0 = 6.84 (Fig. 4) shows that the tip reached this 
locations at approximately 0.45 s, the flow depth 
increased rapidly for the next 1 s and followed by a 
period of a more gradual increase until the maximum 
flow depth of 0.75 Y/d0 is reached at around 7 s. Note 
that this uprush phase of the flow is followed by a 
backwash phase in which the water travels back in the 
direction of the reservoir. This backwash phase is much 
shorter in time because the flow depth in the reservoir 
remains high, despite some of the water entering the 
storm-drain. In comparison, the duration of the two 
phases for the 2D case with a reservoir of finite length, 
were approximately the same (e.g. Kikkert et al., 2010). 
When eventually all water motions stop, the water depth 
in the reservoir drops to 0.97 Y/d0 and therefore the flow 
depth at this location is 0.62 Y/d0. The comparison of 
experimental data with the model predictions again 
shows the relatively poor match for SKE, the arrival time 
of the wave at this location is too late and the flow depth 
is consistently under predicted. LAM and LES also have 
problems at the time of wave arrival. These are related to 
the mesh size, that is too coarse when the flow depth is 
very small, hence as soon as the wave arrive an almost 
instantaneous increase in flow depth can be observed. 
With increasing flow depth, this issue disappears and the 
models give reasonably good predictions for the depth 
time-series, though LAM slightly under estimates the 
flow depth during the second half of the uprush phase. 
The time-series of the wave tip propagation (Fig. 5) 
can be obtained from the free surface profiles (Figs. 2 
and Fig. 3). For the experimental data the time of wave 
tip arrival at a particular location is the time when the 
bottom of the drain goes from being dry to wet. For the 
model predictions, the time of wave tip arrival is the 
moment that the air fraction at the bottom of the drain is 
0.5. The experimental data shows that the speed of the 
wave tip is approximately constant initially before 
slowing down. The free surface profiles indicated that 
the maximum wave tip propagation occurred at 
approximately 7 s. However, no direct measurements 
were obtained at that location, hence it is not included in 
Fig. 5. When evaluating the predicted wave propagation 
results of the three models, LES predicts the best results 
although it overestimates the runup during the second 
half of the uprush phase. The LAM model over predicts 
the wave propagation throughout the uprush phase, but 
the trend of the data is very different from that of the 
experiments, while SKE model under predicts the wav 
propagation throughout. In neither case are the matches 
as good as LES for the free surface profiles or the depth 
time-series. This is partially caused by the very small 
flow depths relative to the mesh size. However, the 
overshoot of the flow for LES and LAM models was 
also observed by Shigematsu et al. (2004), who related 
the tip propagation speed to the gate opening time. The 
time to open the gate was measured as around 0.3 
seconds in the experiments which is larger than the time 
frame for an instantaneous dam-break (0.17 seconds) 
according to Lauber and Hager (1998) which is assumed 
in the model simulations. 
The k-Є model assumes fully developed turbulent 
flow. After opening of the gate the flow has a high 
Reynolds number and significant amounts of turbulence 
are generated due to the dam-break. Additional 
turbulence is generated because of interaction of the fast-
moving flow with the solid bottom along the storm-drain, 
although dam-break generated turbulence dissipates 
while the flow is travelling up the storm-drain. The time 
during which this turbulence is generated is relatively 
short and therefore the level of turbulence is small in 
comparison to the fully developed turbulence and 
therefore is overestimated by the k-Є model. Hence the 
results of the k-Є model under estimate the propagation 
of the flow and the increase of the water depth as shown 
in Figs. 2 to 5 which concludes that the k-Є closure 
model is not suitable to model the current problem. 
Meanwhile the LES model resolves the large scale 
eddies (which are more problem dependent) directly 
while modeling small eddies (which are less dependent 
on the geometry, tend to be more isotropic, and are 
consequently more universal) shows good agreement 
with the experiment data. In addition, the laminar flow 
results also show considerable agreement. In Ansys 
Fluent, for laminar flow conditions the continuity and 
momentum equations are solved without the selection of 
a turbulent closure model and can be applied even for 
high Re number flows. The good agreement of the 
laminar flow results with the experimental data indicates 
that despite the relative large amount of turbulence 
generated by the dam-break flow, the short duration 
means that the turbulence has a relatively small effect on 
the overall flow behaviour.  
The experimental results from 2D dam-break models, 
i.e. where the width of the reservoir is identical to that of 
the channel have been compared with 2D numerical 
models and shown satisfactory agreement (Bellos et al., 
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Fig. 8 Free surface profiles for 0.5 s simulation for 
LES 
1992; Bakhtyar et al., 2010; Frazão and Zech 2002; 
Tingsanchali and Rattanapitikon, 1999). When 
considering a reservoir with equal width as the channel 
no significant cross currents are generated. In this study 
the flow from the reservoir that is much wider than the 
entrance to the storm-drain induces significant velocities 
parallel to the bottom of the drain but in the direction 
perpendicular to the direction of the storm-drain. The 
opening of the gate generated a gravity current of water 
into the storm-drain but also a current of air into the 
reservoir. However, the direction of the current in the 
reservoir is not limited by vertical boundaries as it is in 
the storm-drain, but instead travels radially outwards 
away from the gate. The direction of current of water in 
the reservoir that feeds the flow of water in the storm-
drain is radially inwards towards the gate as shown in 
Fig. 6 which presents the distribution of the horizontal 
velocity component perpendicular to the direction of the 
storm-drain in the reservoir close to the gate. High 
velocities towards the gate can be observed at either side 
of the entrance to the gate, and these are responsible for 
the three-dimensional flow field observed in the storm-
drain. Example effects of the three-dimensional flow 
field are shown in Fig. 7, which present two cross-
sections of the storm-drain at 10 cm and 30 cm inside the 
storm-drain at 1 second after gate opening. The three-
dimensionality of the flow can firstly be observed in the 
variations in the flow depth. At 10 cm from the gate, the 
cross-sectional free surface profile is concave (although 
small increases in flow depth occur near the wall) while 
at 30 cm the free surface profile is convex. In addition, 
the figure shows the axial velocities. These are assumed 
zero for the two-dimensional case, but in the cross-
sections shown, velocity parallel to the width of the flow 
vary significantly between -0.47 m/s and 0.45 m/s. The 
magnitude of the axial velocity is the greatest near the 
walls and the free surface and the direction of the axial 
velocity has changed between the two locations at 10 cm 
and 30 cm away from the gate. It provides evidence for 
the existence of the cross currents in the flow field. One 
of the consequences of the cross currents is that, not only 
is the two-dimensional flow field assumption not 
applicable, there are also considerable differences 
between the flow hydrodynamics at the centerline and 
near the wall. This was observed in (Khankandi et al., 
2012) for wide and trapezoidal reservoir shapes. For the 
current set up, the LES model was used to obtain results 
for the free surface profile at 0.5 seconds after gate 
opening using the 2D model (i.e. width of reservoir and 
storm-drain are the same) and the 3D model at the 
centerline and near the wall. The results are presented in 
Fig. 8. At this point in time, flow depth near the gate is 
much higher in the center, while further up the drain, the 
flow depth is slightly higher near the wall, confirming 
the importance of comparing the experimental results at 
the wall with the numerical results at the wall. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Just after opening of the gate, the differences in the 
results from the 2D and 3D models are small because the 
three-dimensional flow in the reservoir has not had time 
to develop and affect the results in the drain. This can be 
seen in Fig. 8 as the results furthest into the drain are in 
reasonably good agreement. The flow closer to the gate 
entered the drain later and is therefore three-dimensional. 
Fig. 7 Axial velocity distribution at cross-sections 10 
cm and 30 cm away from the gate at t = 1 s (m/s) 
10 cm from gate 30 cm from gate 
Fig. 6 Distribution of the horizontal velocity 
component that is perpendicular to the direction of the 
storm-drain in the reservoir close to the gate at 0.15 m 
above storm-drain bottom at t = 1 s 
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Fig. 8 shows that the 2D and 3D model are no longer the 
same, with the 3D model predicting a much higher flow 
depth near the entrance to the drain. Only a small period 
of time later, the effects of the three-dimensional flow 
are also noticeable at the wave tip. Therefore the 
assumptions used as the basis for the 2D model are not 
appropriate for the current set up. 
 
CONCLUSIONS 
An experimental model study of dam break 
generated flow from a large three-dimensional reservoir 
into an inclined storm-drain has been carried out to 
enable verification of numerical results for the same flow 
from three different numerical simulation methods 
within Fluent. Comparison of the free surface profiles, 
depth time-series and wave tip propagation time-series 
showed that, despite many researchers using SKE 
closure model for the numerical simulation of the dam-
break phenomenon, the match with the experimental 
results for the current set up was poor.  The LES model 
provided the best match with the experimental results 
while the results of the LAM model were also in 
reasonably good agreement. The large width of the 
reservoir in comparison to the width of the storm-drain 
resulted in a three-dimensional flow inside the storm-
drain including cross-currents and therefore the result at 
the wall of the drain may be considerably different from 
those in the center. In addition, a model formulation for 
the flow in the storm-drain based on the two-dimensional 
flow assumption is not appropriate. 
The LES model will be employed in further studies 
of the hydrodynamics of a dam-break flow into a storm-
drain to assess whether the flow is capable of mixing the 
sediments, iron granules and dissolved oxygen and 
enables the recovery of the removal capacity of the iron 
granules to sustain the control of the biologically 
generated odorous H2S. Several scenarios will be 
evaluated, including a drain with a very mild slope, 
similar to an actual case, and the effect of sediment load 
by varying shear stress components of the storm-drain 
walls. 
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