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 １． 論文内容の要旨 
 多くの準最適解を含み数百の次元にも及ぶ大規模な多峰性評価関数の最適化問
題では最急降下法など、従来の勾配を使う探索手法によることは困難である。さ
らに勾配を使うことは膨大な計算量が必要となってしまうので他の最適解探索手
法が求められている。勾配を使う代わりに多くの探索粒子（Particle）を探索空間
に振り分け同時併行的に探索を行い、良い解が見つかった地点に向かって漸近的
に粒子が集まって行く、進化型探索手法が注目されている。この場合、鳥や蟻な
どの集団行動、すなわち“群れをなして協調しながら餌を求める行動”に学び、
探索モデルとして組み込んだ粒子モデル群を作成し粒子を移動させながら最適解
に近づく手法としてパーティクル・スウォーム最適化（PSO）は単純だが良い結
果が得られている。しかし、従来手法では群れ全体の粒子の行動様式が 1 パター
ンで、１つの最適解(候補)を見つけるとそこに向かって集中するモデルとなってし
まい、折角多くの粒子を探索空間に満弁無く配置しても、直ぐに準最適解に群れ
が“団子状態”に集中してしまう結果となり、所謂“早すぎる収束（premature 
convergence）” 現象が起き、局所的な準最適解にトラップされてしまうことが多
い。この現象を回避する一つの手法として、鳥、魚やイルカなど群れを成して獲
物を見つけ捕食する集団行動に触発されたプレデター・スウォーム・最適化（PSO: 
Predator Swarm Optimization）のモデルが期待され、幾つか提案されている。
この場合、近接するプレデターの間で情報交換を行う局所的な情報と、群れ全体
から得られた大域的情報を旨く組合せ協調と競合を繰返しながら個々のプレデタ
ーが行動して行くことが重要となる。しかし、その按配が難しく、問題依存にパ
ラメータを探す必要があった。著者はフィットネス・プレデター最適化（FPO: 
Fitness Predator Optimizer）と呼ぶパラメータ・チューニングが不要な新たなモ
デルを提案している。近接するプレデターの間では協調性と同時に競合性を持た
せることで群れとしての分散度を高め、さらに個別に得られた情報も含めて独自
に行動させることで、局所的準最適解に囚われず、離脱することを可能としてい
る。従来の標準的なパーティクル・スウォーム法では各粒子はこれまでの自分の
速度（慣性）、群れ全体のベスト値との差、局所的なベスト値との差から移動ベク
トルを按配し次へ移動するモデルであり、その按配には揺らぎも入れるが、基本
的には、群れ全体のベストに漸近していく。従来からパーティクル・スウォーム・
最適化のバリエーションが多く提案されているが局所的準最適値にトラップされ
る問題の解決には至っていなかった。 
 提案手法ではグローバル・ベストの情報は使わずパーティクル同士の競争と淘
汰の要素を入れることで、群れの分散度を高め、ひいては局所的準最適解に嵌ら
ないことが期待される。FPO の技術的な特徴は次の 2 点に集約される。１点目は、
PSO では探索の最初から最後までランダムに最小に生成した探索点がグローバル
ベストの影響を強く受けながら探索を続けることになる。一方 FPO ではルーレッ
ト選択を使って全探索点を勝者グループと敗者グループの２グループに分けて勝
者グループをエリート集団として、エリートのみを使用して探索を行い生き残る。
敗者グループの探索点はこの時点で破棄され、次の世代でランダムに生成した探
索点で不足分を補うことになる。評価点に基づいて勝者と敗者に分ける特徴から
「Fitness Predator」という命名をしたのだと推測される。探索にあまり有効と思
われない探索点を破棄し、新たにランダムに生成して補うので、多様性(分散)の維
持と局所解に陥った場合に脱出できる効果が期待できる。２点目は具体的な探索
の仕方について、PSO では全ての探索点が唯一のグローバルベストに引きずられ
ながら探索を行うのに対し、FPO では上記勝者グループからランダムに選択した
２つの探索点のペアに分け、この２つの探索点の間で（評価点の高い方を上記グ
ローバルベストに見立てて）PSO と同じようにベクトルを使った探索を行う。こ
の局所的な探索を同時に併行して実行するモデルとなり、分散度を維持しながら、
局所準最適解を乗越えられるので、多峰性が激しい問題では PSO よりも有効と考
えられる。４つの学会提示のベンチマークを使い 8 通の実験例について提案手法
の FPO と他の 2 つの手法（SPSO,PPO）を比較実験の結果、平均値と、準最適地
点からの離脱性についていずれも提案手法のFPOが優れていることを示している。 
 FPO は従来技術に比べ優位性を示したと言えるが、収束が遅いこと及び計算量
が多いと言う問題が残っていた。そこで、改善策として、仮想的でダイナミック
なチーム編成機能をこれまでの FPO に加える研究を行い、Dynamic Virtual 
Fitness Predator Optimizer (DFPO) と DFPO-ｒと呼ぶ２方式を提案している。
動的に隣接する小数のパーティクルをリングで結び１つのチームとし、群れ全体
を多くのチームで構成し、チーム内にローカルベストのリーダーを定め次の最良
点へ移動し、他のチームメンバはそれに従うのが DFPO となる。１つのパーティ
クルは複数のチームに属することも可能とし、その接合パーティクル経由で他の
チームの情報を勘案した決定を可能とする。DFPO はチームサイズが固定なのに
対し、DFPO-r は群れとしてのパーティクルの分散度が維持されるようにチームサ
イズを可変にしている。この改良アルゴリズムにより FPO などと比べて広域探索
能力が改善された。 
 これまでのFPOベースの種々の技術をベースに、他の最適化技術と組合わせる、
所謂ハイブリッド手法の研究にも着手し 2 つの異なる手法を提案している。一つ
はファジー・c-means クラスタリングと組合わせる FPO-FCM。ユークリッド距
離の代わりにフィットネスを使い、重心をプレデターとしてFPOを適用するもの。 
二つ目は PSO に戻りベア・ボーン PSO を改良し Differential Evolution を併用
している。何れも一定の効果が認められる。 
 ２． 審査結果の要旨 
本論文は大規模で多峰性があり多くの準最適解が存在する中で最適解を探索す
る大規模最適化問題に取り組み、従来技術のパーティクル・スウォーム最適化モ
デル（PSO）に各種の工夫と改良を加え、Fitness Predator Optimizer （FPO）と
称するモデルを提案している。FPOの幾つかのバリエーションモデルもあわせて提
案されており改良・工夫が行われている。学会指定のベンチマークを使い詳細に
評価実験を行い、提案手法の有効性を示している。 
研究はベースとなるパーティク・スウォーム最適化のモデルを出発点として、
生物の捕獲者 (プレデター)集団の行動をモデル化した Fitness Predator 
Optimizer を考案している。また群れを複数のチームにわけて構成し独立に並列
に探索可能な Dynamic Virtual Teamの概念を導入し先の FPOモデルに組込むこと
で、群れの分散度を維持し局所準最適解を乗越える技術を開発し性能向上の工夫
が見られる。さらに研究はベースとなった PSO モデルに戻り、他の最適化技法と
して知られるファジー・c-Meansと改良した PSOモデルを組合せたハイブリッド型
を提案、改良ベア・ボーン PSO を提案、さらに行動モデルを動的に切り替えるダ
イナミック・ハイブリッドモデルを提案しそれぞれの有効性を示している。 
以下に示した主要論文リストにある通り、ジャーナル 2 件、国際会議口頭発表 5
件がクレームされており、情報科学研究科の学位取得要件に適合していることが
確認された。 
本論文中 7 種類の各種モデルが提案され、それぞれベンチマークプログラムに
より実験検証も行われ充分な研究成果があげられていると判断できる。それぞれ
の方向で先駆的に最適化手法を提案、実装、実験により実証され、技術の優位性
は自明である。望むべくはそれらを統合した最適化手法としてまとめて見せて欲
しいところだが、パーティクル・スウォーム最適化問題はいまだ研究途上にある
と言え、今後の更なる研究成果に期待したい。 
 
本審査小委員会は全会一致をもって提出論文が博士（理学）の学位に値すると
いう結論に達した． 
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