A simple strategy for accurately recovering discontinuous functions from their Fourier series coefficients is presented. The aim of the proposed approach, named spectrum splitting (SS), is to remove the Gibbs phenomenon by making use of signal-filtering-based concepts and some properties of the Fourier series. While the technique can be used in a vast range of situations, it is particularly suitable for being incorporated into fast-Fouriertransform-based electromagnetic mode solvers (FFT-MSs), which are known to suffer from very poor convergence rates when applied to situations where the field distributions are highly discontinuous (e.g., silicon-oninsulator photonic wires). The resultant method, SS-FFT-MS, is exhaustively tested under the assumption of a simplified one-dimensional model, clearly showing a dramatic improvement of the convergence rates with respect to the original FFT-based methods.
INTRODUCTION
Fourier decomposition methods (FDMs) are a family of Galerkin methods based on the expansion of the unknown transversal electric or magnetic field distributions into the Fourier series [1, 2] . Although they have been widely used in the past to solve any kind of electromagnetic problems in the fields of microwaves and optics, they suffer from a serious drawback when applied to twodimensional (2D) full-vectorial situations, since their numerical requirements grow dramatically with the number of harmonics. This fact limits in practice the total number of Fourier coefficients that can be used in the series expansions of the fields and therefore the accuracy of the results. To overcome this problem, in the past years a new family of efficient full-vectorial fast-Fourier-transform (FFT)-based methods have been developed and applied to the analysis of arbitrarily shaped photonic devices. Although they range from accurate mode solvers (MSs) [3, 4] to efficient beam-propagation methods [5] , all such methods share two key points. (1) They do not require explicit determination of the system matrix, which in FDMs is a dense matrix that grows rapidly with the number of harmonics. Consequently, the new approach drastically reduces memory requirements, allowing for a significant increase in the number of Fourier coefficients used in the series expansion of the fields. ( 2) The products of functions (e.g., ⑀ · e) are not carried out directly in the domain of the Fourier coefficients, as occurs in conventional FDMs; they are performed in the space domain. The link between Fourier and space domains is efficiently carried out via FFTs, which redounds in a reduced computational effort. Besides, as it has been recently demonstrated in the new enhanced accuracy versions of the FFT-based methods-the FFT-based mode solver (FFT MS) [6, 7] and the FFT-based beam-propagation method (FFT-BPM) [5] -if the number of spatial discretization points is chosen to be greater than the number of harmonics, the accuracy in strongly guiding situations is significantly improved.
A disadvantage of any Fourier-based methods arises when dealing with highly discontinuous electromagnetic fields. It is well known that finite Fourier series expansion of discontinuous functions suffer from oscillations around the discontinuities (Gibbs phenomenon), which in practice significantly reduced the accuracy of the first full-vectorial implementations of this family of methods [8] . This problem was brilliantly overcome in 1996 by Granet and Guizal [9] and Lalanne and Morris [10] . In these works, the authors reformulated the eigenvalue problem using a new factorization rule that uniformly preserved the continuity of the electromagnetic field components (e.g., the electric displacement vector) over the sharp discontinuities of the dielectric permittivity profile. The mathematical validation of the new factorization rule, which was termed the inverse rule (IR), was formulated in [11] . Although the IR was initially developed exclusively for one-dimensional (1D) FDMs, it was later extended to deal with 2D full-vectorial electromagnetic problems [12] and more recently applied to other basis functions, such as the Hermite-Gaussian functions [13] , and extended to allow the analysis of photonic crystal devices [14] . Unfortunately, the IR can be applied only to methods that exclusively work within the domain of the Fourier coefficients. Therefore, it cannot be incorporated into the aforementioned FFT-based methods. This leads to serious problems of convergence when FFT-based methods are used to analyze state-of-the-art optical devices such as silicon-on-insulator (SOI) photonic wires, where the field distributions are strongly discontinuous.
In this work we present a strategy to dramatically improve the convergence rates of FFT-based methods. It must be highlighted that the goal of this paper is not to translate the ordinary IR from the coefficients domain to the space domain. On the contrary, we will first sketch a simple and computationally efficient procedure, termed spectrum splitting (SS), to avoid the Gibbs phenomenon in the reconstruction of discontinuous signals from their Fourier coefficients. The technique could be used in a wide and very different range of problems. Precisely, one of the advantages of the proposed SS strategy is that it can be easily incorporated into any FFT-based method, giving as a result a more powerful version, the SS-FFTbased method, capable of overcoming the limitations produced by the discontinuous fields for what we believe to be the first time in the FFT-based family of methods.
The second aspect covered in this work is the inclusion of the SS into the FFT-MS, presented in [6] , in order to accurately calculate the product terms in the space domain without any kind of oscillatory pattern in the vicinity of the discontinuities. As a preliminary validation of the resultant SS-FFT-MS method, it has been first applied to the modal characterization of a three-layer stepindex slab for TM polarization. Finally, a two-core directional coupler has been analyzed to quantify the improvement obtained with the MS technique with respect to the aforementioned FFT-MS. Obtained results clearly show a dramatic improvement in convergence rates, since the discontinuous field profiles are almost perfectly calculated. Although both the SS strategy and its inclusion into FFT-MS has been performed in 1D situations, its extension to 2D does not seem to be problematic and it will be addressed in a future work.
The structure of the paper is as follows. In Section 2 we present the SS strategy to recover discontinuous field profiles in dielectric interfaces from the Fourier series coefficients, without suffering Gibbs phenomenon. We first show (Subsection 2.A) how this can be done when the position and amplitude of the discontinuity are known in advance, and then we propose a strategy for estimating the amplitude of the discontinuity from the boundary conditions (Subsection 2.B). In Section 3 the fundamentals of the FFT-MS (Subsection 3.A) and how to incorporate the SS strategy into it (Subsection 3.B) are explained. Finally, in Section 4, the method is applied to the modal characterization of structures with highly discontinuous field distributions.
SPECTRUM-SPLITTING TECHNIQUE

A. Avoiding the Gibbs Phenomenon
In this section the procedure to avoid oscillations in the recovery of periodic discontinuous functions from their complex Fourier coefficients is presented.
As is well known, the most commonly used reconstruction formula to obtain a periodic function t͑x͒ of period X 0 from its 2N + 1 complex Fourier coefficients T k is the incomplete Fourier sum
where the complex Fourier coefficients T k are defined as
This approach is known to yield the best approximation of t͑x͒, in the least-squares sense, which means that it minimizes the error function ʈe͑x͒ʈ = ʈt͑x͒ − t͑x͒ʈ.
Unfortunately, when Eq. (1) is used to reconstruct a discontinuous function, the approximated function t͑x͒ suffers from ringing and overshooting in the areas surrounding the discontinuities, which is known as the Gibbs phenomenon. It must be noticed that the overshoot, defined as max͓͉t͑x͒ − t͑x͉͔͒, depends on the amount of the discontinuity and cannot be reduced by increasing the number of harmonics employed in the series expansion, so the point-to-point error does not converge to zero in the vicinity of the discontinuities.
The inability to accurately recover point values of a discontinuous function from its Fourier coefficients using the habitual Fourier sum (1) represents a very significant limitation for a wide range of physical problems. Because of this limitation, several efforts have been made to overcome the problems associated with the Gibbs phenomenon [15] .
In this paper, we propose a suitable and computationally efficient strategy for recovering an accurate representation of a given periodic and discontinuous function g͑x͒ from its 2N + 1 complex Fourier coefficients, when the function's discontinuity amplitude and position are known in advance.
The problem can be stated as follows:
Given the 2N + 1 first complex Fourier coefficients Ḡ of a periodic, discontinuous function g͑x͒, the location of the discontinuities x j and the amount of jump s j = g͑x j − ͒ − g͑x j + ͒ at each discontinuity, obtain the accurate values of g͑x͒.
The starting point of the proposed method involves expressing a generic discontinuous function g͑x͒ as the sum of two functions:
where s͑x͒ is a discontinuous step function that can be analytically obtained from x j and s j and g c ͑x͒ is a continuous function.
As a direct consequence of the linearity properties of the Fourier transform, it is evident from Eq. (3) that
where Ḡ , S , and G c denote, respectively, the vectors of Fourier coefficients of g͑x͒, s͑x͒, and g c ͑x͒. At this point, it is convenient to analyze the bandwidth characteristics of each of the terms in Eq. (4). As is well known, the Fourier coefficients of a function with one or more points of discontinuity decrease in magnitude no faster than 1 / k. On the other hand, for a continuous func-tion whose ith derivative is the first one with a point of discontinuity, the Fourier coefficients converge to zero at a rate proportional to 1 / k i+1 . So, the Fourier coefficients of a continuous function such as g c ͑x͒ will approach zero, in the worst case, as 1 / k 2 , while those of s͑x͒ or g͑x͒ have a maximum decay rate proportional to 1 / k. Because of this, there exists a value N 0 from which the Fourier coefficients of g c ͑x͒ will be negligible with respect those of g͑x͒ and s͑x͒, which implies that G k Ϸ S k for ͉k͉ Ͼ N 0 . This is indeed equivalent to saying that the high-frequency components of the functions g͑x͒ and s͑x͒ are almost the same, as can be seen in Fig. 1 .
Taking this into account, the procedure to reconstruct a discontinuous function g͑x͒ from its Fourier coefficients without Gibbs phenomenon can be summarized in four steps:
1. In first place, the step function s͑x͒, which contains the jumps of g͑x͒ at its discontinuities, must be calculated using the following relations:
As shown in Fig. 2 , when s͑−X 0 /2͒ s͑X 0 /2͒, the periodization of Eq. (6) introduces an additional jump at the end of the computational window, which did not appear in the original function g͑x͒. To avoid this jump, the step function must be modified to smoothly converge to the same value A ep , which can be done without affecting the high-frequency components of s͑x͒.
2. Subsequently, the harmonics of the low-pass function g c ͑x͒ can be easily calculated from Eq. (4) as G c = Ḡ − S . It must be noticed that the first 2N + 1 Fourier coefficients of the intended function g͑x͒ are given, whereas the determination of S for ͉k͉ Ͻ N is straightforward by applying the Fourier transform (2) to s͑x͒.
3. The continuous function g c ͑x͒ can be now recovered from G c using the classical Fourier sum (1) . Note that, as g c ͑x͒ is continuous, there is no Gibbs phenomenon in this operation.
4. Finally, the intended discontinuous function g͑x͒ is calculated with Eq. (3). It must be highlighted that, since s͑x͒ is analytical and g c ͑x͒ is continuous, the recovery of g͑x͒ is almost perfect even in the vicinities of the discontinuities.
Summarizing, the proposed strategy must satisfy two conditions:
• The number of Fourier coefficients must fulfill N Ͼ N 0 . This way, the high-frequency contents of spectrums Ḡ and S are almost the same and, when Ḡ is split into two subbands, it can be asserted that G c is concentrated into the lowest subband ͉k͉ Ͻ N 0 .
• The modified step function s͑x͒ must be accurately calculated. This is a critical point since the final accuracy of the new strategy is entirely dependent on how well this function estimates the jump in the discontinuities.
The calculation of s͑x͒, whose significance has just been emphasized, is another contribution of this paper. A methodology to determine it is provided in the next subsection.
B. Determination of the Step Function
As stated in Subsection 2.A, it is necessary to know both the location and the amplitude of the discontinuities (x j and s j , respectively). In electromagnetic problems, x j corresponds with the position of the interfaces between two different materials that are known. On the contrary, the amplitude of a discontinuity is in general an unknown quantity, because s j depends on the values of the intended function at both sides of the discontinuity [g͑x j − ͒ and g͑x j + ͒]. Nevertheless, these unknown magnitudes can be obtained from the following:
1. The boundary conditions of the problem, which postulate the relation between both of them as a constant:
For example, if g͑x j + ͒ and g͑x j − ͒ are the amplitudes of the normal electric field at both sides of the discontinuity between two materials, the constant will be the quotient between the permittivities of these materials.
2. The value of the function g͑x͒ recovered from its Fourier coefficients at the discontinuity, i.e., g͑x j ͒, which is the average value of the jump: 
For each of the discontinuities of g͑x͒, Eqs. (7) and (8) form a very simple system of equations that makes it possible to obtain the values g͑x j − ͒ and g͑x j + ͒, which are necessary to calculate the amount of the discontinuity s j . Then s͑x͒ is built and modified as explained in the previous subsection. Finally, g͑x͒ can be reconstructed without the Gibbs phenomenon.
C. Numerical Example
To illustrate this procedure, let us consider the following numerical example. Suppose that we want to reconstruct a discontinuous function g͑x͒, defined in Eq. (9), from its first 2N + 1 Fourier coefficients Ḡ .
͑9͒
It must be highlighted that only the Fourier coefficients G k , the position of the discontinuities x j , and the quotient g͑x j + ͒ / g͑x j − ͒ are known about g͑x͒ in practice. Expression (9) is provided only for purposes of comparison. With these data, g͑x 1 + ͒, g͑x 1 − ͒, g͑x 2 + ͒, and g͑x 2 − ͒ can be easily obtained from
for the first discontinuity and
for the second one. The step function s͑x͒ is built as shown in Fig. 2 , with s 1 = 1.5 and s 2 = 4.5. Finally, once the function s͑x͒ has been obtained, the application of steps (2)- (4) of the procedure is straightforward. Figure 3(a) shows the original function g͑x͒, the functions recovered with the classical Fourier sum (dashed curve), and the SS method (bold solid curve) at the vicinity of the right discontinuity. As expected, Fourier reconstruction suffers from typical ringing due to Gibbs phenomenon, whereas the function recovered using the SS method is indistinguishable from the original one. The dramatic improvement in the reconstruction of discontinuous functions that can be obtained with the proposed technique is even more evident in Fig. 3(b) , which plots the point-to-point absolute error of the two approaches around one of the discontinuities of g͑x͒.
As stated previously, the main assumption of this approach will be satisfied only if N is sufficiently high, i.e., 
͑14͒
This expression is a measurement of how different the coefficients G k and S k for ͉k͉ Ͼ N are, and it must be kept below a certain limit. Figure 4 represents HF versus the number of harmonics for the above example. One can clearly see that, for the number of Fourier coefficients employed in this case, convergence has been reached (the error is −50 dB) and therefore one can ensure that the condition G k Ϸ S k for ͉k͉ Ͼ N is fulfilled. 
SPECTRUM-SPLITTING FAST-FOURIER-TRANSFORM-BASED MODE SOLVER
In this section an implementation of the enhanced accuracy FFT-MS [6] is presented. For the first time to our knowledge, it includes a correct treatment of the electromagnetic boundary conditions at sharp dielectric interfaces. The method is obtained as the result of incorporating the SS technique exposed in Section 2 into the FFT-MS, which is why it will be hereafter named SS-FFT-MS. Although, for the sake of clarity, a simplified 1D model of the MS has been assumed here, the extension to 2D problems seems fairly straightforward, and it will be addressed in a future work.
A. Fast-Fourier-Transform-Based Mode Solvers
The wave equation that governs the propagation of the transverse components of the electric field through a 1D z invariant dielectric waveguide for TM polarization is given by
where k 0 is the free-space wave number, ⑀͑x͒ is the dielectric permittivity of the structure, e x ͑x͒ is the TM-mode electric field spatial distribution, and ␤ is its propagation constant.
In the FDMs, the transversal discretization of the wave equation is based on a well-known two-step procedure. First, the electric field components are expanded into a Fourier series and subsequently the Galerkin strategy is applied, which finally yields the following eigenvalue equation:
where E x is the vector of Fourier coefficients of the electric field distribution and ͓M͔ ញ is the eigenvalue system matrix
where ͓P͑f͔͒ ញ is the Toeplitz matrix or product by a function operator generated from the Fourier coefficients of the function f and ͓D͔ ញ is the derivative operator [6] . It must be noticed that since Eqs. (16) and (17) are in the frequency domain, the derivative operator is a diagonal matrix and, therefore, its computation is very straightforward. On the other hand, the product by a function operators are dense matrices in the frequency domain and, hence, their calculation is very time consuming.
In conventional FDM MSs, the complete eigenvalue system matrix ͓M͔ ញ must be computed and stored in memory, which is obviously very expensive in both computational time and memory requirements. Actually, it is the main drawback of this family of methods, since simulations of 2D full-vectorial problems are in practice limited to approximately 40 coefficients in each direction when a typical personal computer is used for calculations.
The FFT-MSs constitute a new family of numerical methods [3, 4, 6] that were proposed to overcome the limitations of the classical FDM approaches. The FFT-MS methods are characterized by their computational efficiency, since they require neither the explicit evaluation nor memory storage of the system matrix ͓M͔ ញ . This way, the number of harmonics employed in the Fourier series expansion of the fields can be significantly increased, reaching values that are far away from the limits of the conventional FDM MSs.
This important advantage relies on the determination of the guided modes in the FFT-MS methods by means of an iterative eigenvalue-solver routine (e.g., the implicitly restarted Arnoldi-Lanzcos method [16] ), which requires only the calculation of matrix-vector products. This strategy, instead of calculating the whole matrix ͓M͔ ញ and then performing the product ͓M͔ ញ · E x , allows us to apply separately each operator in that domain in which its evaluation is more efficient. This way, the computation of the derivative operators are done in the Fourier coefficients domain, since ͓D͔ ញ is a diagonal matrix. On the contrary, the product by a function operators ͓P͑⑀͔͒ ញ · E x , instead of performing in the frequency domain as it is done by classical FDMs [see Fig. 5(a) ], are carried out in the space domain in which the product is a point-to-point operation. The well-known algorithms inverse FFT (IFFT) and direct FFT (FFT) accelerate the linkage from Fourier domain to space domain and vice versa. Consequently, the procedure to perform the product by a function operator in the FFT-based methods can be summarized as follows [see Fig. 5(b) ]:
1. The electric field distribution in the space domain ẽ x ͑x͒ is obtained from its Fourier coefficients E x , making use of the IFFT. As it was stated in [5, 6] , the accuracy and convergence behavior of the method can be clearly improved if the number of discretization points M is chosen to be greater than the number of harmonics N.
2. The product is calculated in the space domain as a point-to-point (diagonal) operation d x ͑x͒ = ⑀͑x͒ · ẽ x ͑x͒.
3. Finally, the Fourier coefficients of the product function D x are computed from d x ͑x͒ by means of the FFT.
Comparing the two alternatives to compute the product by a function operations, that is, directly in the Fourier coefficients domain [ Fig. 5(a) ] or in the space domain [ Fig.  5(b) ], it is obvious that the second alternative has the following advantages:
• A great saving in memory requirements is achieved, since the dense matrix ͓P͑⑀͔͒ ញ is neither computed nor stored.
• The computational effort is significantly reduced, because the costly matrix-vector products ͓P͑⑀͔͒ ញ · E x need not to be performed.
The most important limitation of the FFT-based methods appears when they are applied to situations where the field distributions are highly discontinuous (e.g., nanophotonic SOI waveguides), because in these cases they exhibit very poor convergence rates. This problem is caused by the Gibbs oscillations of the recovered electric field distribution ẽ x ͑x͒, which are directly translated to d x ͑x͒ since it is calculated as the product in the space domain of ⑀͑x͒ (discontinuous and analytical) and ẽ x ͑x͒ (Gibbs affected). Therefore, the aforementioned procedure to compute the products calculates an electric displacement vector d x ͑x͒ that suffers from overshooting and ringing in the vicinities of the sharp discontinuities of the dielectric permittivity, where it should be a continuous magnitude. In the traditional FDM solvers, this inconvenience was successfully overcome a few years ago with the development of the IR [9] [10] [11] , which uniformly preserves the electromagnetic boundary conditions at material interfaces. Unfortunately, since the IR is defined exclusively over the Fourier coefficients domain, it cannot be applied to FFT-based methods, which perform the products in the space domain. Consequently, the problem of slow convergence rates of FFT-MS is, at the moment, an open problem.
In the following subsection we will explain in detail the procedure to incorporate the SS technique into FFT-based MSs. This way, the slow convergence rates of this family of methods will be significantly improved for what we believe to be the first time.
B. Incorporation of the Spectrum-Splitting Technique into Fast-Fourier-Transform-Based Mode Solvers
The SS strategy proposed in Section 2, particularized for the electromagnetic quantities ⑀͑x͒ and e x ͑x͒, can be summarized as follows. An almost perfect reconstruction (without Gibbs phenomenon) of a discontinuous electric field distribution e x ͑x͒ can be obtained if the following is known: (1) its first 2N + 1 Fourier coefficients E x , and (2) precise information about the position x j and amplitude s j of each of the discontinuities of e x ͑x͒ [i.e., s j = e x ͑x j − ͒ − e x ͑x j + ͒]. Note that the locations of the discontinuities x j are evident, since they can be directly obtained from the analytical dielectric permittivity profile ⑀͑x͒. On the other hand, the continuity of the electric displacement vector d x ͑x͒ = ⑀͑x͒ · e x ͑x͒ provides the relation
With this relation and the Fourier coefficients E x , the determination of the step function s͑x͒ will be carried out as described in Subsection 2.B. Subsequently, an almost perfectly reconstruction of the electric field distribution e x SS ͑x͒ can be obtained following the procedure explained in Subsection 2.A.
Once the electric field e x SS ͑x͒ has been recovered without Gibbs phenomenon, the computation of the product is straightforward, as it has been shown in Fig. 5(c) . Comparing with the procedure sketched in Fig. 5(b) , it is clear that the only difference between the enhanced accuracy FFT-MS [6] and the SS-FFT-MS proposed in this work lies in how the electric field distribution is recovered in the space domain. Nevertheless, it must be noticed that, as a direct consequence of the almost perfect reconstruction of the field profiles, the convergence rates will be dramatically improved, as it will be demonstrated in the next section.
RESULTS
To assess the performance of the above methods, they have been applied to solve the TM eigenmode equation [Eq. (15) ] for a step-index slab waveguide composed of a core layer (⑀ = 12.25, thickness d = 0.3 m) surrounded by air, at an operating wavelength =1 m. Figure 6 plots the relative error of the effective index of the fundamental mode ͑N eff = ␤ / k 0 ͒ versus the number of harmonics N. As expected, the FFT-MS shows a very slow convergence rate, requiring more than 250 Fourier coefficients to achieve a relative error below 0.09%. On the other hand, the new SS-FFT-MS clearly shows a significant improvement in convergence rate in comparison with the previous FFT-MS. Figure 7 plots the electric field distribution of the fundamental mode calculated by using the FFT-MS approach (dashed curve), and by applying the new SS-FFT-MS to eliminate the Gibbs oscillations (bold solid curve, which overlaps the analytical one). In both cases, the wave equation has been solved with N = 64 harmonics. The mean-square errors of the obtained field are −80 and −30 dB for SS-FFT-MS and FFT-MS, respectively. It is worth highlighting that the SS strategy achieves an extraordinary description of the field discontinuity even with a moderate number of harmonics, which implies that the electromagnetic core-air boundary conditions have been completely matched.
To extrapolate this improvement to practical situations, a two-core directional coupler, in which the intended parameters are highly dependent with the accuracy obtained in the solutions of the propagation constant, is analyzed.
For example, Fig. 8(a) verge to a relative error around ±0.005%. This fact has been shown even more evidently in Fig. 8(b) , which represents the relative error of the coupling length L c = / ͑␤ even − ␤ odd ͒ versus the number of coefficients. The sensibility of the coupling length to errors in the simulated propagation constants is very high, so it is an excellent figure of merit to test the performance of numerical methods. As can be seen in this figure, the use of the SS technique allows us to obtain a very good estimation of the coupling length with a relatively reduced number of terms. For example, relative error of the calculated L c is below 1% for N Ͼ 64. This level of accuracy is much better than the one obtained with the FFT-MS and twice the number of harmonics, which is around 10%. Figure 9 compares the analytic electric field distributions of the two lowest-order TM supermodes of the aforementioned directional coupler with the solutions obtained with N = 100 harmonics and both numerical methods. It must be highlighted that, whereas the SS-FFT-MS solutions are indistinguishable from the analytic (obtained with a transfermatrix approach), the FFT-MS exhibits a clearly visible oscillatory pattern due to the nonuniform convergence of the Fourier series sums around the sharp discontinuities (Gibbs phenomenon). Finally, in the main plot of Fig. 10 , the analytic and simulated coupling lengths as a function of the core separation s have been drawn in a logarithmic scale. It is well known from basic coupled-mode theory that L c must change exponentially with this separation (linearly in a logarithmic scale), as it occurs across the entire s range when the SS-FFT-MS ͑N = 100͒ is used in the simulations. On the contrary, with the same number of harmonics the results obtained with the FFT-MS clearly deviate from this exponential law for s Ͼ 0.6 m. As can be seen in the inset of this figure, compared with the analytical coupling length, the FFT-MS solutions exhibit a quasi-constant error of approximately 10% for s Ͻ 0.6 m, which rapidly grows with s, exceeding 30% for s Ͼ 0.8 m. Indeed, for this separation, the interaction between the cores is almost negligible and therefore the modes are quasi-degenerated. In this situation, only very accurate numerical methods are capable to obtain a good estimation of the coupling length, as it occurs with the proposed SS-FFT-MS.
CONCLUSION
In this work a spectrum-splitting-based strategy to accurately recover discontinuous functions has been presented and exhaustively assessed in 1D situations. Apart from the Fourier series coefficients of the function, the technique requires knowing in advance only the locations of the interfaces and their boundary conditions. As an example of its applicability, we have focused on the modal analysis of very high-index contrast dielectric waveguides. In this kind of problem, conventional FFTbased mode solvers (FFT-MS) exhibit very low convergence rates, due to the Gibbs oscillations in their electric field solutions around the material interfaces. In contrast, the proposed SS-FFT-MS method has demonstrated excellent behavior in both convergence rates of the propagation constants and accuracy of the discontinuous electric field distribution. The extension to 2D situations, which will be carried out in a future work, will notably increase the capabilities of the recently proposed FFT-based fullvectorial methods for modal characterization and beam propagation analysis of state-of-the-art devices such as SOI photonic wires.
