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ABSTRACT OF DISSERTATION 
 
 
 
 
ELECTRON FIELD-EMISSION FROM CARBON NANOTUBES  
FOR NANOMACHINING APPLICATIONS 
 
The ability to pattern in the nanoscale to drill holes, to draw lines, to make circles, or 
more complicated shapes that span a few atoms in width is the main driver behind current 
efforts in the rapidly growing area of nanomanufacturing. In applications ranging from 
the microprocessor industry to biomedical science, there is a constant need to develop 
new tools and processes that enable the shrinking of devices. For this and more 
applications, nanomanufacturing using electron beams offers a window of opportunity as 
a top-down approach since electrons, unlike light, have a wavelength that is in the order 
of the atomic distance. Though the technology based on electron beams has been 
available for more than twenty years, new concepts are constantly being explored and 
developed based on fundamental approaches. As such, a tool that utilizes electron field-
emission from carbon nanotubes was proposed to accomplish such feats.  
 
A full numerical analysis of electron field-emission from carbon nanotubes for 
nanomachining applications is presented. The different aspects that govern the process of 
electron field-emission from carbon nanotubes using the finite element method are 
analyzed. Extensive modeling is carried here to determine what the effect of different 
carbon nanotube geometries have on their emission profiles, what energy transport 
processes they are subject to, and establish what the potential experimental parameters 
are for nanomachining.  
 
This dissertation builds on previous efforts based on Monte Carlo simulations to 
determine electron deposition profiles inside metals, but takes them to next level by 
considering realistic emission scenarios. A hybrid numerical approach is used that 
combines the two-temperature model with Molecular Dynamics to study phase change 
and material removal in depth. The use of this method, allows the determination of the 
relationship between the amount of energy required to remove a given number of atoms 
from a metallic workpiece and the number of carbon nanotubes and their required 
settings in order to achieve nanomachining. 
 
Finally, the grounds for future work in this area are provided, including the need for 
novel electron focusing systems, as well as the extension of the hybrid numerical 
approach to study different materials. 
 
 
 
KEYWORDS: electron field-emission, molecular dynamics,  
nanoscale phase change, material removal,  
nanomanufacturing 
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PREFACE 
 
The purpose of this dissertation is to study the different aspects of a process of 
electron heating and nanomachining of metallic surfaces using electrons that result from a 
phenomenon of field-emission from a carbon nanotube (CNT). It comes from the desire 
to understand, develop a knowledge base and determine the feasibility, experimental 
requirements, limitations and potential applications of a process that was envisioned as a 
tool to pattern surfaces in the nanoscale.  
 
This dissertation is divided into several Chapters that give the required background of 
the physics of the process of electron field-emission from CNTs, transport equations used 
to model heat transfer phenomena inside the CNT and the workpiece, and numerical 
schemes used to solve these equations. It begins with an introduction to 
nanomanufacturing and a brief overview of different tools available, emphasizing tools 
based on electron beams. It is followed by two Chapters solely devoted to describe the 
process of field-emission and the effects that the geometry of the CNTs have on the 
resulting electron emission. All the subsequent models used to study the heating of 
metallic surfaces due to these electrons, are based directly on realistic electron emission 
from single or multiple CNTs, the latter organized in controllable arrays. In pursuing this 
work, considerable effort was given to validate the numerical approaches used with 
available experimental data found in the literature. 
 
Following the discussions of electron field-emission, the next Chapters describe the 
transport equations used to study the heating of metallic surfaces. More importantly, the 
combination of different numerical approaches, one based on a continuum formulation 
and the other based on discrete-atomistic approximation, allows to study, with high 
confidence, the process of material removal and phase change. This effort is essential to 
the advances of the field of nanomanufacturing, especially if one needs to design new 
tools and predict their performance. 
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Finally, recommendations that will guide future experiments and conclusions based 
on the modeling efforts carried in this work are given in the last two Chapters. 
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CHAPTER 1  
INTRODUCTION 
 
 
Nanomanufacturing is a research area that has been growing rapidly in recent years. 
The current demands of industry require the precise modification of surfaces to make 
holes, lines, arrays, structures and so on, that can be used for a diverse number of 
applications. Thus, the desire to pattern in the nanoscale is the main driver behind the 
development of new manufacturing tools. The tools available to accomplish these tasks 
are currently being developed and improved.  
 
The most traditional and well documented tool used in microfabrication is 
photolithography which consists in using light from a laser channeled through a 
photomask with a given pattern to expose this pattern onto a resist. This resist is usually a 
photosensitive polymer that is spun on top of a substrate, such as SiO2. This is followed 
by chemical processes that eventually lead to getting the pattern onto the substrate. In the 
microprocessor industry, the use of this technique allowed for the rapid development of 
the transistor. However, with the desire of continuously shrink devices to give faster, 
more powerful processors, microfabrication techniques will need to evolve accordingly.   
 
1.1 Nanomanufacturing using electron beams 
An established technology such as electron-beam lithography (EBL) has been for a 
long time a very common candidate to meet the challenge of the continuously shrinking 
devices. One can find many books today that give extensive overviews of the details of 
EBL and here only the most important features are summarized (Campbell 2001; 
Franssila 2004). EBL utilizes high energy electrons to expose a resist which can be later 
developed to resolve a particular pattern. By coating a surface with such a resist and 
combined with several chemical etching techniques one can finally obtain a desired 
pattern on top of a surface such as a metal or semiconductor. Electron-beam resists are 
usually polymers that are electron-sensitive rather than light-sensitive used in 
photolithography. 
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Since the EBL is a serial process, it takes a very long time to produce a given pattern 
which in an electronic device could be very complex. Thus, EBL technology is 
traditionally adapted to manufacture photomasks that are then used as templates to print 
patterns on surfaces using photolithography. From then on, one needs to expose the resist 
to high energy electromagnetic radiation such as X-rays or extreme ultra-violet (EUV), as 
the diffraction limit of light poses a limit on the minimum feature size that can be 
resolved. Though costly, the main advantage of photolithography with X-rays or EUV is 
that it can be done in parallel thus allowing the fabrication of multiple devices in a single 
exposure. A comprehensive review that discusses and compares all the methods available 
that take advantage of an electron beam to pattern surfaces or materials was given by 
Rajurkar et al. (2006). Other techniques are currently being investigated that are aimed to 
overcome the diffraction limit of light by taking advantage of near field radiation effects 
(Grafstrom 2002; Huang et al. 2002). 
 
Some time ago, Vallance et al. (2003) envisioned a process dubbed “nanomachining” 
that utilizes electrons to induce phase change of a nanometer-sized spot on a metallic 
surface. The process requires laser heating of a large (micron-sized spot) to raise the 
temperature of a metallic workpiece to the melting threshold, and then electrons emitted 
from a CNT would provide the required amount of energy to achieve melting and phase 
change of a nanometer sized spot on the surface. The CNT was then also considered as a 
characterization tool that could be used in STM mode, so that visualization of the desired 
pattern could be achieved. Figure 1.1 shows a schematic of the original concept. 
 
Considerable work in the modeling of this process has already been done as outlined 
by Wong and Mengüç (2008). With the use of continuum models based on the basic 
transport equations, the heat transfer problem on a metallic workpiece was studied. First, 
a numerical approach was developed to solve the electron-beam Boltzmann transport 
equation (EBTE) based on a Monte Carlo method (Wong and Mengüç 2004). This 
method gave insight into how the electrons are deposited inside the workpiece, assuming 
that their initial positions on the surface followed a predetermined profile. While this 
work was extensive, it began with the assumption of a given electron profile on the 
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surface of the workpiece, which in general is not known. Another assumption regarding 
the amount of heating power available to the electrons was made. For a given 
accelerating voltage, it was required to assume a field-emission current, so that the total 
heating power available to the electrons, and thus for the heat transfer problem, was given 
by Ohm’s law. The solution of the heat transfer problem required yet more assumptions 
as to the thermophysical properties of the workpiece, and how they evolved as a function 
of the temperature (Wong et al. 2004, 2006). It needs to be understood that even with 
these apparent limitations, the previous work represents the state-of-the-art in the field, 
and tackling existing problems with this formulation is not trivial by any means. Still, 
there is room for improvement, and so several questions can be asked.  
 
First, in the modeling efforts carried so far, the connection between the electron field-
emission from the CNT and the heating of the workpiece was not established. 
Determining this connection is crucial because it allows us to make accurate predictions 
for potential experiments. The real profile of the electron beam that reaches the surface of 
the workpiece and how it is affected by parameters such as the gap distance, applied 
voltage, and geometry of the CNT, need to be known. Also determining what happens to 
the CNT during the process is desired. This is important, because it allows the 
determination of the robustness of the CNT and its effectiveness as a potential source of 
electrons for nanomachining. Finally, what happens to the workpiece when it is heated by 
an electron beam needs to be studied with atomistic detail. If there is phase change such 
as melting or vaporization, how can it be characterized at the nanoscale? If material is 
removed, how much energy is required to achieve that?  
 
1.2 Phase change and material removal in the nanoscale 
Throughout the years, many explanations of melting phenomena have been sought.  
These definitions are usually provided for bulk materials, i.e. far away from a free 
surface. One of these definitions is based on the Lindemann criterion where melting is 
said to start when the RMS displacement of the atoms exceeds ~10% of the lattice 
constant (Lindemann 1910) or ~ 11.83% for FCC materials (Cho 1982). Another one, the 
Born criterion, defines the mechanical melting as the failure of the crystal which occurs 
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when the shear strength modulus vanishes at a particular temperature, e.g. the melting 
point (Born 1939). Free surfaces, however, exhibit a different behavior. When a crystal is 
heated to its bulk melting point, melting starts at the free surface (van der Veen 1999). 
Therefore, the definitions for bulk melting may not be applicable to these cases and 
require independent evaluations. Specific experiments on surface melting were reported 
by Pluis et al. (1987, 1990); they found that surface melting is dependent on the 
crystallographic orientation of the surface. Further studies for Pb (van Pinxteren and 
Frenken 1992; van Pixteren et al. 1994) and for Al (Vandergon et al. 1990) were 
conducted finding similar surface melting dependence on the crystallographic orientation. 
More recently, Siwick et al. (2004) “visualized” the melting process of an Al crystal by 
means of femtosecond electron diffraction. They were able to capture in real time the 
evolution of the correlation functions derived from the atomic motion.  
 
The results from the studies mentioned above are applicable only to the cases when 
the material, be it a bulk or a free surface, is heated uniformly. A surface process, such as 
nanomachining using field-emission electrons is a more disruptive process, as the 
electron beam incident on the workpiece has limited spatial extent, which yields a clear 
boundary. Within the symmetry axis of the beam, the melting, and ablation or material 
removal, or a complicated combination of the two at the nanoscale level are explored. As 
we move away from the center, the problem becomes much more complicated to have an 
unambiguous demarcation of phase change contours. The aim of this dissertation is to 
find an answer to this and the other questions posed. 
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Figure 1.1 Nanomachining concept as proposed by Vallance et al. (2003) 
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CHAPTER 2  
ELECTRON FIELD-EMISSION FROM CARBON NANOTUBES 
 
 
In this Chapter, the concept of electron field-emission and discuss the physics of the 
phenomena obtained from CNTs is introduced. The numerical method that is used 
throughout this Dissertation to study the effects that emission of electrons has on the 
CNT is presented here. Answers to questions such as, what is the effect of the geometry 
of the CNT on the emitted electrons and what happens to the CNT during the process are 
sought. This approach allows the determination of the potential robustness and limitations 
of the field-emission process with the aim of guiding future experiments. 
  
2.1 Theoretical Background 
Field-emission of electrons from a surface involves quantum tunneling through a 
potential barrier into vacuum. The potential field is created by a workpiece at a lower 
electron potential. Fowler and Nordheim (1928) described the physics of field-emission 
from a planar metallic surface. Later, it was found that elongated emitter structures can 
substantial enhance emission by an increasing the local electric field near the tip of the 
emitter (Spindt 1968). In Fig. 2.1 a comparison between the field-emission from two flat 
plates and field-emission from a sharp needle (such as a CNT) are depicted. 
 
A distinction has to be made between two other types of emission of electrons from a 
surface (Gomer 1993): 
 
a. Thermionic emission occurs when a metal is heated until a sufficient number of 
electrons acquire kinetic energies such that E > Φ + Ef, where Φ is the work 
function and Ef is the Fermi energy. 
b. Photoemission occurs when the surface of a metal is irradiated with light of 
energy hυ > Φ. The threshold wavelength for clean metals lies in the visible or 
near ultraviolet. 
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While in thermionic and photoemission electrons are given enough energy to 
overcome the potential barrier, in field-emission, this barrier is deformed so strongly that 
unexcited electrons can leak out through it, in a quantum–mechanical phenomenon called 
tunneling. Thus, field-emission is defined as the emission of electrons from the surface of 
a condensed phase into another phase, usually a vacuum, under the action of a high (3-9 
V/nm) electrostatic field (Murphy and Good 1956).  
 
The spontaneous emission of electrons into vacuum is a function of three physical 
parameters (Gomer 1993; Fransen 1999): the emitter temperature T, the electric field 
strength on the emitter surface F, and the work function of the material Φ. The work 
function was classically defined as the amount of energy to bring an electron in the solid 
to a distance far away from the surface. In field-emission one often encounters the work 
function on an atomic scale, although it has never been defined before. Here, the distance 
to bring an electron out of solid should be comparable to the lattice size.  
 
As shown in Fig. 2.2, electrons in the solid are confined in a potential well whose 
depth ∆veff is the sum of the cohesive force potential |Vxc(ρ+)| and the electrostatic force  
potential ∆φ. The former is a bulk property that arises from exchange and correlation 
interactions among electrons in the solid, while the latter is a surface property that 
depends on surface atomic structures. Electrons in the solid are filled in the potential well 
following their wave number in order until the Fermi wave number kF is reached. Thus, 
the electron filling is completed when the electron with the energy (ħ2/2m)kF2 is filled in 
place. The work function is then defined as (Tsukada 1983)  
 
        
2
2
2eff F
v
m
Φ = ∆ −
h k                                                    (2.1) 
 
 
The origin of the electrostatic force is the spill-out of electrons in the solid to vacuum. 
Spill-out electrons and positive charge left behind in the solid build up an electric dipole 
field that then suppresses electrons coming out of solid. As spill-out electrons smear out 
the space outside ion cores, the surface averaged spill-out electron density should vary 
with the surface atom concentration. Closely packed surfaces having less smearing action 
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feel greater electrostatic force than loosely packed surfaces. This creates the dependence 
of the work function on crystal planes. 
 
The electric field F can be determined from the electrostatic analysis on the vacuum 
surrounding the CNT. Assuming that space charge effects are negligible, the electro-
static equation is to be solved (Edgcombe 2001): 
 
                                                                       2 0V∇ =                                                    (2.2) 
 
 
with , where V is the applied voltage. The boundary conditions for the solution 
of Eq. (2.2) are established by setting the surface of the CNT to ground potential (0 V) 
and setting the workpiece anode surface to a bias voltage of Ve (Edgcombe 2001; Walker 
et al. 2004; Zheng et al. 2004). Boundaries far away from the cathode and anode are 
considered to be electrically insulated to account for the vacuum. Space charge effects 
close to the CNT surface or variations in the field F due to electron emission are 
neglected in this formulation since the error in this assumption is small (Walker et al. 
2004).  
2V∇ = ∇F
 
The total electric current per unit area J(F,T,Φ) is found by integrating over all 
accessible energies, the product of the charge of an electron e, the number per second per 
unit area incident on the barrier N(F,T,Φ)dW, and the transmission coefficient D(F,W) 
(Murphy and Good 1956)  
 
                                          (2.3) ( ) ( ) ( ), , , , ,
aW
J F T e D F W N T W dW
∞
−
Φ = Φ∫
 
 
with  where x is the coordinate normal to the surface and out of 
the metal, p(x) is the electron momentum normal to the surface, V(x) is the effective 
electron potential energy, and Wa is the effective constant potential inside the metal. The 
transmission coefficient D(F,W) represents the probability that an electron will tunnel 
from the solid into the vacuum. It depends strongly on the width of the potential barrier 
( ) ( )2 / 2W p x m V x⎡ ⎤= +⎣ ⎦
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encountered by the electron. A general form of the transmission coefficient can be 
obtained by considering the solution of the time-independent Schrodinger equation in 
potential barrier of height V(x) – W and width x2 – x1 (Miller and Good 1953). Equation 
(2.4) is known as the Wentzel-Kramers-Brillouin (WKB) approximation (Miller and 
Good 1953).  
 
               ( ) ( )
2
1
2
8, exp
x
x
mD F W V x W dx
⎡ ⎤
= − −⎢ ⎥
⎢ ⎥⎣ ⎦
∫ h                                  (2.4) 
 
 
where ħ is Planck’s constant (6.626 x 10-34 Js) divided by 2π. The free-electron model 
gives the following expression for the number of electrons per second per unit area 
having energy within the range dW incident on the barrier, also known as the supply 
function (Fowler 1952). 
 
        ( ) ( )3
4, , ln 1 expB
B
Wmk TN T W dW dW
h k T
π ⎧ ⎫⎡ ⎤−Φ⎪ ⎪Φ = + −⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎩ ⎭
             (2.5) 
 
The integration of Eq. (2.3) can now be done assuming some function for the 
potential energy of electrons V(x). For the case of two parallel plates in a vacuum (Fig. 
2.1a) one can assume (Murphy and Good 1956)  
 
                                       ( ) ( )
12 4 ,
, 0
              
                                 a
e x eFx when x
V x
W w
−⎧ 0
hen x
− −⎪= ⎨
>
− <⎪⎩
                        (2.6) 
 
 
where –e2(4x)-1 is the contribution from the image force and -eFx is the contribution from 
the externally applied field F as shown in Fig. 1b. It has been shown experimentally, that 
one can use this same formulation for the case of field-emission from a CNT, considering 
that the applied field F is enhanced by geometrical effects (Spindt 1968; Edgcombe 2001; 
Bonard et al. 2002; Hii et al. 2006), even though the floating sphere approximation has 
also been used (Walker et al. 2004; Shang 2007). This “field enhancement factor” is 
discussed at the end of this section. Using the potential function defined in Eq. (2.6) the 
total current density is given as (Murphy and Good 1956) 
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where 
 
                                    
3
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l
e FW
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and 
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In Eq. (2.10) K and E denote the complete elliptic integrals of the first and second 
kind (Abramowitz 1964). 
 
Numerical methods have been used in the past to solve Eq. (2.7) for a range of work 
functions, field strengths and temperatures (Paulini et al. 1993). However, a widely used 
approximation to this equation is the so-called Fowler-Nordheim approximation (Good 
1956)  
 
                                                     ( ) 0, sin
pJ F T J
p
π
π
=                                                (2.11) 
 
where p is a dimensionless parameter that measures the number of electrons emitted that 
have energies above the Fermi level due to the temperature (Fransen 1999). The total 
current density J0 at 0 K is given in Eq. (2.12) (Fowler and Nordheim 1928). The 
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functions, t(y) and v(y), given in Eqs. (2.14) and (2.15), are slow varying functions of the 
field F and work function Φ expressed in Eq. (2.13) (Good 1956). 
 
                               
( ) ( )
6 2 7 3/ 2
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1.54 10 6.83 10expFJ v
t y F
Φ
Φ
−
y
⎡ ⎤× ×
= −⎢ ⎥
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                            (2.12) 
 
    
1/ 2
43.7947 10 Fy −= ×
Φ
                                              (2.13) 
 
      ( ) 1.711 1.0125v y y= −                                               (2.14) 
 
       ( ) 1.41 0.1156t y y= +                                               (2.15) 
 
 
An expression for the dimensionless parameter p is given in Eq. (2.16), and it 
depends on the temperature T and the parameter d. A Taylor series expansion of the 
tunneling probability in the WKB approximation (Swanson et al. 1966) yields the 
expression for d, given in Eq. (2.17) 
 
            Bk Tp
d
=                                                            (2.16) 
 
   
( )
9
1.59.76 10
Fd
t y Φ
−= ×                                             (2.17) 
 
 
In Eqs. (2.11) through (2.17) the units are J, J0 (A/m2), F (V/m), Φ, d (eV), T (K) and 
kB (8.62 x 10-5 eV/K) is Boltzmann’s constant. Equation (2.11) breaks down at high 
temperatures when p ≥ 1 and it becomes unreliable when p exceeds about 0.7 (Fransen 
1999). The dimensionless parameter p corresponds to a measure of the number of 
electrons emitted with energies above the Fermi level due to the effect of temperature. 
For field strengths considered in this work, which are typically below 8 V/nm, this 
corresponds to temperatures on the order of 1600 K. Results presented later suggest that 
the temperature of the CNT can reach this range, and so this limit on Eq. (2.11) provides 
an upper bound in the validity of these simulations. An effective value of p can be 
estimated by calculating the total emission current as a function of temperature, 
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integrating Eq. (2.11), and comparing it to the emission current obtained by integrating 
Eq. (2.12). The results are shown in a latter section. Paulini et al. (1993) studied the 
validity of Eq. (2.11) for a range of work functions and applied electric fields. They 
found that it deviates from the actual current density [Eq. (2.7)] when Φ  < 3.5 eV and F 
> 9 V/nm. This is limit is not of concern to the present work since lower fields are 
considered in this work and the work function of a CNT is typically ~ 4.7 eV1. 
 
Finally, the field amplification factor as defined by Hii et al. (2006) is calculated in 
Eq. (2.18) 
 
      
/
F
V s
λ =                                                      (2.18) 
 
 
where s is the separation distance between the anode and the tip of the CNT. 
Enhancement of the field strength close to a very sharp tip during field-emission was first 
observed by Spindt (1968) and attributed mainly to geometrical effects of the emitter. 
Traditionally, this is calculated through the field enhancement factor defined as γ = Fd/V 
where d = s + h and h is the height of the CNT (Bonard et al. 2002). In this way, the field 
enhancement factor is defined as a function of the distance between two flat surfaces. 
When the separation distance is large, s ≈ d and the two formulations are equivalent. 
However, for smaller distances, the amplification factor λ should approach unity (no 
amplification) as s approaches zero, but the enhancement factor γ mathematically 
approaches infinity or h/s as s approaches zero (Hii et al. 2006).  
 
The field enhancement factor is an important quantity in field-emission because it 
relates the effects of the geometry to the current that can be obtained with given emitter 
in a specific experimental setting. This is because the field-emission current is an explicit 
function of the field strength [Eq. (2.7)]. The finite element solution of the electrostatic 
equation, Eq. (2.2), directly includes the amplified field strength F so that the 
amplification factor can be calculated.  
                                                 
1 See Section 2.4 for a complete list of all thermophysical properties considered in this work 
 14
2.2 Heat Transfer Models 
In 1936, Nottingham discovered that a heat flux is present during field-emission from 
tungsten filaments. Considering that the presence of the field-emission current should 
cause heating of the cathode, it was found that the temperature attained by the field 
emitter was in some instances less or more than that was predicted by traditional 
calculations. Charbonnier et al. (1964) found that there is a stabilizing factor provided by 
the energy exchange resulting from the difference between the average energy of the 
emitted electrons, E, and that of the replacement electrons, E´ during the process. In 
general E´ is taken as the Fermi energy Ef. Energy levels above Ef are empty, and in pure-
field-emission at 0 K, all emitted electrons have less than the Fermi energy, and the 
Nottingham effect produces heating of the cathode. However, if the cathode temperature 
is increased (thermo-field-emission), energy levels above EF become populated and 
contribute preferentially to the emission, causing a decrease in the average heat transfer 
per emitted electron. If the temperature of the emitter exceeds an “inversion” temperature 
TI, E becomes greater that EF, reversing the effect and cooling the cathode. The inversion 
temperature can be quantized with (Charbonnier et al. 1964): 
 
                                                    
( )
5
1/ 25.67 10I
FT
t yΦ
−= ×                                           (2.19) 
 
 
This Nottingham effect therefore provides a heat flux Nq′′ , given in Eq. (2.20), that 
acts on the surface region where the field-emission occurs. It can be quantified with 
(Gratzke and Simon 1995): 
 
                                                               N
Jq
e
ε′′ =                                                         (2.20) 
 
 
where J is the current density given in Eq. (2.11), ε = -πpd cot(πp) and e (1.602 x 10-19 C) 
is the electron charge. If the temperature of the cathode T is such that T < TI then the sign 
of the heat flux is positive and thus the Nottingham effect acts a heating mechanism. It 
will be a cooling effect when T > TI.  
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The flow of current through the cathode also causes the temperature to rise due to 
Joule heating and it was discussed by different groups. Swanson et al. (1966) considered 
both the Nottingham effect and Joule heating in determining the temperature variation 
produced by the energy-exchange processes accompanying field-electron emission. In the 
case of the Nottingham effect, the energy exchange between the conduction electrons and 
the lattice is expected to occur within a fraction of an emitter-tip diameter (approximately 
100 nm) because of the extremely short mean free path of conduction electrons near the 
Fermi energy with respect to electron-phonon and electron-electron interactions.  
 
Gratzke and Simon (1995), on the other hand, found that the Joule heating due to 
field emitted electrons produces a negligible effect. They considered the emitter as a thin 
rod of gold of length l that was heated by a current density j, with boundary conditions 
∂T/∂x = 0 at x = 0 and T = 0 at x = l. They found that the temperature increase of the 
emitter due to Joule heating alone was almost negligible and they concluded that the 
Nottingham effect was responsible for heating the emitter.  
 
The heat transfer in the cathode is modeled using the transient heat conduction 
equation with volumetric heat generation (Gratzke and Simon 1995; Huang et al. 2004; 
Yang 2005): 
 
   ( )p
TC k T
t
ρ Q∂ ′′′= ∇ − ∇ +
∂
                                        (2.21) 
 
 
where k is the thermal conductivity, ρ is the density, Cp is the specific heat, T is the 
temperature and is the volumetric heat generation term due to Joule heating. It is 
defined as  
Q′′′
    
2I RQ
V
′′′ =                                                      (2.22) 
 
 
where I is the total emission current from integrating Eq. (2.11), R is the resistance and 
V is the volume of the probe.  
 
 16
Recently, Yang (2005) studied the heat transfer on a single wall CNT (SWCNT) 
using the transient heat conduction equation [Eq. (2.21)] with heat generation. In his 
work, a 3D solution based on FEA was implemented considering that the finite elements 
had a hexagonal shape where each node corresponded to a carbon atom. The SWCNT 
simulated in that work had a radius between 1 to 1.5 nm. Also recently, Huang et al. 
(2004) analyzed a SWCNT with a finite difference solution of the 1D heat conduction 
equation for a CNT with radius of 10 nm. Even though these formulations are continuum 
approaches, their validity has been established by comparison with finer numerical 
methods such as discrete molecular-mechanical simulations based on quantum mechanics 
(Das and Wille 2002; Li and Chou 2003). Nevertheless, because these methods are more 
computationally expensive, the continuum approaches are still used when the dimensions 
of the CNTs are large, as in this work. 
 
Equation (2.21) is subject to conduction and radiation boundary conditions. Because  
only a section of the tungsten filament is modeled, the heat conducted to the remainder 
part is modeled using Eq. (2.23) 
 
  (cosh
sinhW r c
mLq h PkA T T
mL
)∞= −                                 (2.23) 
  
 
where hr = εσ(T + T∞)( T2 + T2∞) is the equivalent radiative coefficient (Incropera 1996), 
Ac is the cross sectional area of the cylinder, and m2 = hrP/kAc.  
 
The radiation heat transfer from the cathode is also considered, although the near-
field radiation effects are neglected. The radiative transfer exchange between the cathode 
and the anode is very complicated because of the small gap distance between them. It is 
known that when the distance between two hot bodies is smaller than the wavelength of 
the thermal radiation there exist radiation enhancement by tunneling of evanescent waves 
(Pendry 1999). The critical separation between the two bodies can be estimated from 
Wien’s displacement law as TλT = 2898.8 µm K. Recently, Francoeur and Mengüç (2008) 
have found that the critical distance is actually three times larger than that predicted the 
Wien’s law. This means that for T = 293 K, λT ~ 30 µm. The mathematical formulation to 
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study near field effects in radiative transfer is very cumbersome even for the relatively 
simpler case of two parallel plates (Francoeur and Mengüç 2008), let alone for cylindrical 
geometries. In this paper the radiosity node method is used to estimate the radiation 
exchange (Incropera 1996): 
 
  
( ) ( ) 111 /
N
i jbi i
ji i i i ij
J JE J
A A Fε ε
−
=
−−
=
− ∑                                         (2.24) 
 
where Ebi is the irradiation, Ai is the total area, and εi is the emissivity of surface i; Fij is 
the shape factor between surfaces i and j, Jk is the radiosity from surface k and N is the 
total number of surface. The formulation in Eq. (2.24) neglects any effects attributed to 
near field radiation. In order to estimate the error in our calculations the total radiative 
heat flux derived from Eq. (2.24) is multiplied by a factor of 1000. This is done to study 
any potential variations in the resulting temperature profile on the cathode that may arise 
from an enhanced radiative effect. This is discussed further in Section 2.6.2. 
 
2.3 Thermophysical Properties 
Table 2.1 shows the properties used for tungsten (Forsythe and Worthing 1925; 
Muller 1955; Lide 1995; Incropera 1996) and the CNT (Gao et al. 1998, 2001; Hone et 
al. 1999, 2002; Yi et al. 1999; Berber et al. 2000; Kim et al. 2001; Purcell et al. 2002; 
Fujii et al. 2005) as reported in the literature. The thermophysical properties used for the 
CNT and shown in Table 2.1 fall in the range of the most probable values reported for 
multiwalled CNTs. 
 
Finding adequate properties for the CNT is not as straight forward as for tungsten. 
Several authors have investigated the thermophysical properties of single-wall (Davisson 
1920; Hone et al. 1999, 2002) and multi-wall (Yi et al. 1999; Berber et al. 2000) CNTs, 
with a wide range of variation of the properties depending on the experimental 
conditions. Yi et al. (1999) performed experiments on MWCNT (obtained by CVD and 
geometrically similar to the ones in our experiments (Hii et al. 2006)) and determined the 
specific heat, resistivity and conductivity.  
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2.4 Electron Trajectories 
With the electric field distribution determined in every point of the simulation domain 
[Eq. (2.2)], the electron trajectories are calculated assuming that electrons are emitted 
from the points in the periphery of the CNT. Two general cases shown in Fig. 2.3 are 
analyzed: a CNT with a closed, perfectly hemispherical tip; and a CNT with an open 
ended, flat tip. 
 
Once an electron is launched from its starting position, its trajectory is governed by 
(Sanchez et al. 2007): 
 
                                                  
2 2
22
,0
1
4
Fr
ri j ie e ij
d e e
dt m mπε >
= + ∑                                    (2.25) 
 
The first term on the right-hand side of Eq. (2.25) corresponds to the electrostatic 
force applied on a traveling electron due to the presence of the electric field; the second 
term on the right-hand side corresponds to the Coulomb repulsion forces between moving 
electrons. Given an ensemble of particles with known location ri and velocity vectors vi 
at time t, new positions and velocities at time t + ∆t can be found from the expansions 
(Walker et al. 2004)  
 
                  ( ) ( ) ( ) ( ) ( ) (2 31 12 3r r v v vi i i i it t t t t t t t t O t′ ′′+ ∆ = + ∆ + ∆ + ∆ + ∆ )
4                 (2.26) 
 
                       ( ) ( ) ( ) ( ) (212v v v vi i i it t t t t t t O t′ ′′+ ∆ = + ∆ + ∆ + ∆ )
3                              (2.27) 
  
The first time derivative of velocity (i.e., acceleration) is found from summation of 
forces on each particle (Jansen 1988) 
 
                     0 3
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−
≠
′ = + ∑                                              (2.28) 
 
In Eq. (2.28) the first term is the force on the particle by the applied field, the second 
term is the space charge between each particle and all its neighbors and C0 = e2/4πε0. 
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Because the applied field is assumed constant time derivatives of eF are zero and the 
second order time derivative of velocity is given as 
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In the simulations presented later a time-step of 2.5 fs is considered in the expansions 
in Eqs. (2.26) and (2.27). 
 
2.5 Finite Element Methods 
A multiwalled CNT synthesized by chemical vapor deposition (CVD) attached to an 
etched tungsten filament is modeled. Figure 2.4 shows an SEM image of the ensemble. 
 
As seen in Fig. 2.4 the CNT is attached to the side of the etched tungsten filament’s 
tip. From a simulations point of view, this creates an anti symmetric model that requires 
3D analysis of the geometries. However, the tilt angle of the CNT with respect to the 
tungsten filament is of approximately 0.15°. In this way, one can assume a model in 
which the CNT is placed directly on top of the tip of the tungsten filament allowing for a 
2D axi-symmetric model shown in Fig. 2.5. 
 
The way that the CNT was attached to the tungsten filament is shown in Fig. 2.5b. 
Because this represents a revolving geometry, the section shown of the CNT corresponds 
to a cut of the wall. The number of elements used in Comsol Multiphysics 3.2b was 
optimized in the following way: the electric field was calculated from Eq. (2.2) for a 
given number of elements and plotted it on the surface of the CNT until a smooth profile 
was obtained.  
 
The length, radius, wall thickness and shape of tip of the CNT are varied in this work 
while the geometry of the tungsten filament remains unchanged. The shape of the tip was 
considered closed, with a hemispherical cap or open and flat. Also in this work, the effect 
on the thermal behavior of the CNT for the mentioned parameters are explored. Because 
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the geometry was continuously changed, the mesh used in the finite element analysis also 
changes. The discretized mesh is shown below for the closed and open ended tip (Fig. 
2.6a and 2.6b respectively): 
 
The adaptive meshing available in Comsol Multiphysics 3.2b allows us to consider 
more elements close to the apex of the CNT where the curvature is large. However, a 
problem might arise for the case of the open tip because the edges of the wall might 
affect the meshing. When the tip of the CNT is perfectly hemispherical fewer elements 
are required because the curvature of the round tip is smaller when compared to the case 
of the open tip. Instead of considering straight corners in the simulations where the tip is 
open, it was assumed that the edges of the wall close to the tip have a very large 
curvature, 0.8 nm in radius, to avoid discontinuities in the solution of the electro-static 
equation [Eq. (2.2)] that are caused otherwise. This is also physically accurate because 
the CNT has a finite number of atoms that result in curved edges. This requires, however, 
the use of a larger number of elements, especially close to these edges. The electric field 
distribution on the surface of the CNT was monitored to make sure that any 
discontinuities caused by potentially deformed mesh elements are avoided. The solution 
domain of Eq. (2.2) and (2.21) are different. The former is solved outside of the CNT/W 
geometry to consider only the surrounding vacuum and the latter is solved in the region 
where the CNT and W filament are defined. The solution methodology is illustrated in 
Fig. 2.7 
 
The simulations are run in a Windows XP machine, Pentium 4, 3.2 GHz and 4 Gb of 
ram. For each applied voltage considered, the elapsed time to determine the electric field 
distribution is approximately 8 s. However, the electron trajectories require a larger time 
because the integration of the equations of motion is done for various electrons at the 
same time. An average time of 3 hours is required to determine the trajectories for each 
applied voltage. The heat transfer calculations required approximately 30 s for each 
applied voltage. 
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2.6 Field-Emission Simulations and Experimental Validation 
The algorithm in Fig. 2.7 was tested based on the experiments carried by Hii et al. 
(2006). The SEM image in Fig. 2.4 corresponds to the CNT used in their experiments. 
Their field-emission experiments began with the detection of the surface of the cathode. 
This was accomplished by measuring the emission current when the separation distance 
was slowly closed and a small bias voltage produced a sudden current increase under a 
vacuum base pressure of about 4 x 10-8 mbar (3 x 10-8 Torr). Once the surface was 
detected, the voltage was increased to obtain the I(V) curve for that separation distance. 
The first separation distance considered was 13.43 µm. The voltage was increased up to a 
certain point and the 24 measurements of current made. Then, the separation distance was 
decreased and the experiment was repeated. 
 
2.6.1 Electro-static calculations 
The electric field distribution on the CNT’s tip and the current density determined 
using Eq. (2.12) are shown in Fig. 2.8 for a gap distance of 13.43 µm for three applied 
voltages. 
 
A range of input voltages from 65 to 145 V was studied. In Fig. 2.8, only three 
applied voltages are shown for clarity. The curves in Fig. 2.8 do not correspond to 
constant electric field (Fig. 2.8a) or constant current density (Fig. 2.8b). They represent 
the variation of those quantities on the surface of the CNT as a function of applied 
voltage. The dashed line shown in both figures can be rotated centered on the middle of 
the wall of the CNT to give the values of the electric field and current density (Figs. 2.8a 
and 2.8b respectively). The main trend is that when the voltage increases, so does the 
electric field on the tip. It is noticeable that the maximum electric field for a given 
voltage is not on the apex of the CNT wall, but rather located in positions outside of the 
CNT. Also, the electric field exhibits a variation of approximately 50% between its 
maximum and minimum values found closer to the sides of the wall. This is because the 
apex of the wall creates a large enhancement of the electric field. The field amplification 
factor defined as λ = dF/V where V is the applied voltage, d is the gap distance and F is 
the electric field was calculated. It was found that the field enhancement factor is not 
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sensitive to the applied voltage and its maximum value of 671.5 correlates well with the 
experimental data of Hii et al. (2006) for a gap distance of 13.43 µm. The current density 
in Fig. 2.8b shows even larger variations. The log of the current density is plotted because 
of differences in the order of magnitude between applied voltages. Comparing Figs. 2.8a 
and 2.8b, it can be seen that the variations in the electric field, of approximately 50% on 
the wall produce large variations in the current density. These small values of current 
density are observed specially in the lower parts of the apex of the wall.  
 
One of the key parameters in estimating the total emission current from the CNT is 
the knowledge of the emitting area (Hii et al. 2006). In our simulations, the total emission 
current can be determined by integrating the current density on the surface of the CNT 
assuming that emission occurs for every point in the surface. Because the current density 
shows large variations, there are parts of the wall surface that make negligible 
contributions to the current. Therefore, considering the entire wall surface in the 
integration should provide a minimum error in the calculation. As the voltage increases, 
however, it is possible that larger areas on the surface become active electron emission 
sites and an increase in the emitting area is expected. This effect is shown in Fig. 2.9a. 
 
The emitting area is estimated by calculating the area on the CNT surface for which 
the local values of the field strength F exceed 3 V/nm. Only the case with a separation 
distance of 13.43 µm is considered, however a similar trend is expected for other cases. It 
was found that as the applied voltage increases so does the emitting area, in an almost 
linear fashion. As the voltage increases, the field strength on the surface of the CNT also 
increases creating new sites for electron emission. This increasing area is in contrast with 
the findings of Hii et al. (2006). In their work an effective emitting area was calculated to 
fit the Fowler-Nordheim theory [Eq. (2.12)] that was assumed constant with the 
separation distance and the applied voltage.  
 
Excellent agreement was found between the predicted emission current and their 
measured values, particularly for the largest separation distance as seen in Fig. 2.9b. 
However, the calculations also predict a current much lower than what was measured for 
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the other separation distances considered. This could be attributed to changes in the 
morphology of the tip due to the process of field-emission. It has been reported that 
during field-emission the outer carbon rings of the CNT can become detached (Fujieda et 
al. 2005). This would cause a sudden increase in the sharpness of the tip and thus create 
additional field enhancement.  
 
Also, the electron trajectories from the tip of the cathode towards the anode were 
determined following the procedure in (Sanchez et al. 2007). Each point on the tip of the 
cathode is assumed as a possible electron emission site. From there, we calculate the 
trajectories of the emitted electrons via integrating Eqs. (2.26) and (2.27). The final 
position of the emitted electrons on the surface of the anode can then be used to map the 
current density on the surface. The electron trajectories and the mapped current density 
on the workpiece are shown in Fig. 2.10 for a gap distance of 13.43 µm. 
 
In Fig. 2.10a the initial position of an electron on CNT’s tip (abscissa) with its final 
position on the workpiece (ordinate) is plotted. For a given separation distance the 
electron spread on the workpiece is not sensitive to increases in voltage (Sanchez et al. 
2007). It was found that the maximum electron spread is approximately three times the 
gap distance for this particular CNT geometry. Next, the current density on the workpiece 
was mapped using the final positions of the electrons (Sanchez et al. 2007). The pattern 
that results on the surface corresponds to a ring with the highest current density at 
approximately 500 nm away from the center of the CNT. Ring-like patterns due to 
emission from CNT have been reported in the past (Walker et al. 2004) and result from a 
large radial component of the electric field near the flat tip of open-ended CNT. This 
gives the electrons a large radial velocity component that gives a large spread of the 
emitted electron beam. 
  
The results presented in this section are used in the heat transfer calculations. Because 
the closest match between experiment and simulation was found with a separation 
distance of 13.43 µm the results presented below are based only on that case.  
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2.6.2 Heat transfer calculations 
With the results of the previous sections, Eq. (2.21) was solved to find the 
temperature evolution of the CNT as a function of the applied voltage. In Fig. 2.11, the 
maximum temperature on the CNT is shown as a function of the applied voltage for a 
separation distance of 13.43 µm (Fig. 2.11a), as well as the main sources of heating of the 
CNT during the process (Fig. 2.11b). The time required to reach a steady state solution of 
Eq. (2.21) was approximately 0.01 ms.  
 
The temperature increase of the CNT is almost negligible up to approximately 120 V, 
as seen in Fig. 2.11a. When the voltage is increased, the temperature rises steeply, almost 
exponentially. Given that the melting point of a multiwalled CNT can be considered as 
that of carbon (3773 K), even with an exponential rise in temperature, larger currents 
could be obtained providing the substrate where the CNT is deposited can withstand the 
high temperatures (She et al. 2003; Huang et al. 2004). In the work by She et al. (2003) 
the heat transfer during field-emission from a CNT deposited on top silicon tip was 
studied. At high emission currents, it was found that the temperature of the CNT 
increased far beyond the melting point of the silicon tip where it was deposited (> 1683 
K), therefore causing a breakdown of the emitter (CNT-silicon tip). In their work the 
field-emission current was calculated by integrating the full current density equation 
studied in the work by Murphy and Good (1956) that has no discontinuities for large 
temperatures. The mechanism responsible for this breakdown was attributed to a “thermal 
runaway” in which the field-emission current increased uncontrollably with temperature 
past a certain critical electric field. As the electric field increases, the temperature rise of 
the CNT is steady and reaches a plateau at a certain value. Slight increases in the electric 
field beyond this point (less than 0.01%) cause a rapid uncontrollable rise in the 
temperature. Given that tungsten has a much higher melting point (3680 K) it could 
probably withstand the higher temperatures attained during this process. The validity of 
Eq. (2.11) breaks down when the non dimensional parameter p is greater or equal to unity 
which mathematically causes the equation to asymptote to infinity at high temperatures. 
Therefore, the simulations were only carried up to p ~ 0.5, where 0.7 is the highest 
recommended value (Fransen 1999).  
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The main heat sources on the CNT are the Joule heating [Eq. (2.22)] and the 
Nottingham effect [Eq. (2.20)]. The former is always positive because it is a function of 
the emission current and the resistance. The latter, however, can have negative values 
depending on the temperature: if it is lower than the inversion temperature TI [Eq. (2.19)] 
then the Nottingham effect heats the emitter. If it is higher, it cools it. To determine the 
overall Nottingham effect Eq. (2.20) was integrated on the surface of the CNT. The Joule 
heating was determined by integrating Eq. (2.22) over the volume of the probe (CNT 
attached to tungsten filament). Both effects are compared in Fig. 2.11b as a function of 
the applied voltage. Our calculations show that the main source of heating of the cathode 
is the Joule heating. For small voltages, it seems that the Nottingham effect and the Joule 
effect tend to be comparable. As the voltage increases the Nottingham effect is negligible 
in comparison to the Joule heating. This is in contrast to the findings of Gratzke and 
Simon (1995) in which the Joule heating was found to be negligible. In their work, the 
volume considered in the calculation of the Joule heating was that of the CNT only. 
However, in more realistic conditions, the cathode where the CNT is located also 
contributes to the Joule heating because the field-emission current flows through it. There 
is a noticeable decrease in the Nottingham effect close to 140 V indicating the possibility 
that some points on the tip have a temperature above the inversion temperature. The 
inversion temperature is shown in Fig. 2.12. 
 
The behavior of the Nottingham effect for high voltages (Fig. 2.11b) is explained in 
Fig. 2.12 via the magnitude of the inversion temperature. At some points on the tip of the 
CNT the temperature rise exceeds the inversion temperature and the Nottingham effect 
swiches from heating to cooling. The maximum value of the latter is approximately 18 x 
109 W/m2 and remains positive for a larger area on the tip. Points that are below a radius 
of 28.8 nm do not contribute significantly to the Nottingham effect because for these 
points the magnitude of the current density and electric fields are low and affect Eq. 
(2.20) in the same way. The overall Nottingham effect is of heating of the cathode, even 
though the negative values on the integral decrease its magnitude when compared to the 
Joule heating. 
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Finally, in Fig. 2.13a a comparison was made between the temperature dependent 
field-emission current [integral of Eq. (2.11)] with the zero-Kelvin approximation 
[integral of Eq. (2.12)] and the experimental data of Hii et al. (2006) for a separation 
distance of 13.43 µm. It was found that the temperature dependent emission current is 
almost the same as the temperature independent emission current for most of the voltage 
range considered. This means that the effect of temperature is negligible when it comes to 
calculating the emission current, especially for lower voltages. Additionally, the effect of 
neglecting near field thermal radiation effects on the transient temperature increase of the 
cathode (Fig. 2.13b) was investigated. Two cases are considered based on an arbitrary 
“field enhancement factor” that multiplies the total radiative flux. In the first case, it was 
assumed that the field enhancement factor is unity (neglecting all potential near field 
effects). In the second case, a value 1000 was used. For an applied voltage of 130 V, it 
was found an error of less than 1% in neglecting all near field thermal radiation effects. 
Therefore, it can be concluded that using the classical radiative transfer formulation is 
adequate for the calculations presented above. 
 
2.7 Geometrical effects 
The numerical methods developed in the previous section are now extended to study 
the effects on the electro-statics, heat transfer and electron trajectories that variations in 
the geometry of the CNT have on calculated quantities. Since it is well known that the 
methods to grow CNTs differ in their production yield and the geometrical characteristics 
of the CNTs they produce (Iijima 1991; Joseyacaman et al. 1993; Guo et al. 1995), it is 
compelling to study the effect of CNTs’ geometry in their field-emission characteristics 
and thermal behavior. 
 
2.7.1 Effects on electro-statics 
The effect of different geometries of the CNT on the electro-static solution of the 
problem was considered first. The field amplification factor [Eq. (2.18)] is used for this 
purpose as it encompasses several parameters at once. The results are shown in Fig. 2.14 
for a CNT with an open tip and a CNT with a closed tip. 
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The most noticeable feature in Fig. 2.14 is the difference between the amplification 
factor for the CNT with an open (Fig. 2.14a) and one where the CNT has a closed tip 
(Fig. 2.14b). Since the curvature of the edges in the case of the CNT with an open tip is 
much larger than when the tip is closed, and perfectly hemispherical, the electric field is 
amplified the most. The main trends are that for longer CNTs and larger the gap 
distances, the field strength is amplified the most. It was found that this is more 
noticeable as the radius of the CNT increases. For a CNT of 30 nm in radius the field 
amplification factor is approximately 12.8 for a gap distance of 500 nm. A similar 
calculation done for a CNT of 50 nm in radius and the same gap distance gives a factor of 
8.35 which means that as the radius of the CNT increases and the gap distance decreases 
the condition of two parallel plates (λ = 1) can be achieved (Sanchez and Mengüç 2008a). 
For very large gap distances the field amplification factor is comparable to the field 
enhancement factor. The latter can reach values of up to 3000 for a combination of large 
gap distance (greater than 500 µm) and small CNT radius (1.4 nm) (Walker et al. 2004). 
For smaller gap distances, regardless of the length, the curvature of the tip is flatter as 
seen from the perspective of the anode. Therefore, the condition of two parallel plates is 
achieved for very small gap distances as exhibited by the lower magnitudes of the 
amplification factor in Fig. 2.14. Even though matching a given experimental data set 
might require specific knowledge of the CNT geometry, the trends that were observed are 
consistent the experimental observations using tungsten tips (Olson and Panitz 1998) and 
with CNTs grown on silicon tips (Minh et al. 2003)  
 
Using Eq. (2.11) one can calculate the total field-emission current after integrating 
along the surface for both cases (Fig. 2.15). 
 
The effect of the shape of the tip is shown in Fig. 2.15 where the I(V) characteristics 
of a closed-ended CNT against an open-ended CNT keeping everything else constant 
(radius, height, and gap distance) are compared. The main conclusion being that at small 
gap distances, a lower voltage is required to achieve a given emission current. An even 
smaller voltage is required if the CNT is open ended. It is clear that a voltage that is 
almost three times smaller is required to achieve field-emission when the CNT is open-
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ended. An even smaller voltage would be required if the radius of the open-ended CNT 
was smaller, such as the case of the CNT used by Hii et al. (2006).  
 
2.7.2 Electron Trajectories and Deposition Profiles 
One can now study the effect that the geometrical characteristics considered above 
have on the profile of the emitted electrons. The methodology described in Section 2.4 is 
followed. Assuming that electrons are emitted from points in tip of the CNT (see Fig. 2.3) 
Newton’s equations are integrated with a time-step of 2.5 fs. The results of this analysis 
are shown in Fig. 2.16. When a given parameter was varied, all the others were 
considered constant. 
 
The results shown in Fig. 2.16 were done for a wide range of geometrical 
characteristics of the CNT, as well as potential experimental conditions such as the 
applied voltage and gap distance. The most noticeable effect on the final electron 
positions on the workpiece is realized for variations of the gap distance. It is interesting to 
see, that as the gap distance decreases, the electron spread on the surface of the 
workpiece does the same. This is essentially because the electrons do not have enough 
time to travel further outwards and rather hit closer positions to the center of the 
workpiece. A lower spread of the electrons on the surface of the workpiece, also means 
that the concentration of electrons that are deposited inside the material and could be used 
for the heating process, increases. However, a smaller gap distance also means that in 
order to achieve a given emission current one needs to apply a smaller voltage which also 
translates in electrons with a smaller kinetic energy. In the next Chapter, the methodology 
is followed to see how some of these geometrical variations affect the electron deposition 
profiles inside the workpiece. First, the effects that these geometrical parameters have on 
the heat transfer problem on the CNT during field-emission are studied in detail. 
 
2.7.3 Heat Transfer 
The heat transfer problem during field-emission from the finite element solution of 
Eq. (2.21) can now be considered. Five different situations were analyzed in which one 
geometrical parameter was changed while leaving the others the same. As in the case of 
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the electro-static problem in the previous sections, the length, radius, wall thickness, 
shape of the CNT tip and its gap distance from the workpiece have been changed and 
their effects on the final temperature on the CNT compared. First, the results for a 
combination of geometrical parameters whose variation did not affect the final 
temperature are shown in Fig. 2.17.  
 
The results in Fig. 2.17a are shown in the form of temperature vs. emission current 
plots, where the emission current corresponds to the integral of the Eq. (2.11) on the 
surface of the CNT. All the results correspond to the maximum temperature obtained on 
the CNT after the steady state solution was obtained localized very close to the tip of the 
CNT. It was observed small temperature gradients on the CNT which had an almost 
uniform temperature distribution. Larger temperature gradients were observed on the 
contact between the CNT and the tungsten. The emission current actually encompasses 
the effects of the amplification of the electric field and the geometry of the CNT therefore 
it can be considered as a normalized parameter made of various changing contributions. 
Even though in the previous section the complicated behavior of the electro-static 
solutions as a function of the length, gap distance and shape of the tip, was shown in the 
form of the field amplification factor, it seems that these parameters have no effect on the 
overall temperature increase on the CNT. 
 
It was observed in the simulations that the predominant contribution to the heat 
transfer is the Joule heating term [Eq. (2.22)], which was up to five orders of magnitude 
larger than the Nottingham effect [Eq. (2.20)] (see Fig. 2.17b). This is because of the 
larger volume of the tungsten filament to which the CNT was attached. When the length 
of the CNT increased, or the shape of its tip changed, its volume was altered. However, 
this small change in volume had a negligible effect on the overall Joule heating term. 
Also, even though a smaller voltage may produce the same emission current for a given 
geometry, say the same current is obtained with 600 V for a CNT with a closed tip and 
200 V for one with an open ended tip, the current, not the voltage, is the key parameter 
that defines the Joule heating term. As shown in the previous section, the field 
amplification factor increases when the gap distance is large, meaning that a smaller 
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voltage is required to obtain the same emission current keeping all other geometrical 
parameters of the CNT constant. Again, this does not affect the Joule heating term that 
depends only on the emission current. Further, for all cases the temperature rise of the 
CNT is negligible up to emission currents of ~ 1 µA. The shape of the plots in Fig. 2.17 
exhibits an almost exponential rise on the temperature for high emission currents due to 
the same mechanism described in Section 2.6.2.  
 
It was found that two geometrical parameters have an effect on the temperature 
increase on the CNT (Fig. 2.18). The effect of the CNT radius shows that for small radii, 
smaller currents produce high temperatures; the same effect was observed when the wall 
thickness was small. As seen in Fig. 2.17b, the main contribution to the heat transfer is 
the Joule heating; however, for the cases depicted in Fig. 2.18 the volume change of the 
CNT on the overall Joule heating is negligible. For instance, one can compare the change 
in the CNT volume when its length is increased from 2 µm to 4 µm, setting its radius to 
50 nm and its wall thickness to 10 nm. This corresponds to increasing (or decreasing) the 
total volume of the CNT by 50%. The percentage change on the volume of the CNT after 
varying the wall thickness from 10 nm to 5 nm, keeping the length and radius constant, is 
approximately 50%. Both cases produce approximately the same variation on the total 
volume of the CNT, however their effect is markedly different, namely as shown in the 
temperature vs. emission current results as seen in Figs. 2.17 and 2.18. The reason for this 
change in temperature is due to the variations in the contact region between the CNT and 
the tungsten filament. As this region decreases, the energy that is dissipated to the 
tungsten becomes restricted due to the smaller contact area. More energy is left on the 
CNT that serves to heat it up. However, even though the plots show marked variations, 
the differences in the emission current are not necessarily large (not in orders of 
magnitude), and maybe subjected to errors in thermophysical properties or the variations 
in physical dimensions of CNT. Because in real experiments the CNT is physically 
attached to the side of the tungsten filament, the effect shown in Fig. 2.18 might only by a 
computational issue for this particular configuration since the actual way in which the 
contact between the CNT and the tungsten filament is done is far more complicated than 
the assumption that was made in the model (see Fig. 2.5b). Nevertheless, in many cases 
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the CNTs are deposited on top of a flat surface that serves as the cathode for which a 
thermal behavior such as the one depicted in Fig. 2.18 might be observed. 
 
The effect of the variation of the thermophysical properties of the CNT in the results 
presented in this section should also be mentioned. It was found that using a larger 
electric resistivity produces a larger temperature rise for a lower current. For instance, 
considering ρelec ~ 8 x 10-6 Ωm after (Dai et al. 1996) the steady state solution of Eq. 
(2.21) gives a temperature of 1177 K when a voltage of 500 V is applied on a CNT with a 
closed tip, 50 nm radius, 10 nm wall thickness, 2 µm height and a gap distance of 10 µm. 
In contrast, using the value shown in Table 2.1, after (Purcell et al. 2002), gives a steady 
state temperature of approximately 442 K for the same geometrical considerations as in 
the previous case.  In both cases, the calculated field-emission current is 10 µA. The latter 
is subject to the magnitude of the work function which was considered as 4.7 eV after 
(Gao et al. 2001). However, values used in the literature for the calculation of the field-
emission current range from 4.5 eV (Walker et al. 2004) to 5.1 eV (Purcell et al. 2002) 
which give currents of 26 µA and 1.3 µA respectively. In the first case, the temperature 
rise is fast and unbounded, whereas in the second, a steady state temperature of 296 K is 
achieved. This means that one could model the heat transfer problem considering larger 
magnitudes of the work function and the resistivity of the CNT and find steady state 
solutions for larger applied voltages based on published experimental data. It was 
observed that the variations in the thermal conductivity of the CNT had negligible effects 
on the overall heat transfer predictions (Yang 2005). Additional numerical errors may be 
found in the contact between CNT and the tungsten filament, for which no special 
considerations were given here. 
 
2.8 Comments 
In this Chapter the numerical methodology was developed to study the problem of 
electron field-emission from CNTs in depth. The effect that realistic experimental 
settings have on the overall process were analyzed, and what the limitations are as far as 
maximum voltage that can be applied and maximum current that can be achieved. The 
 32
knowledge of these parameters is important because it affects the potential of using the 
CNTs for machining applications. 
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Table 2.1 
Thermophysical properties 
 
Property Tungsten (W) CNT 
Density ρ (Kg/m3) 19250 (Incropera 1996)   1330 (Gao et al. 1998) 
Emissivity ε -0.0434+1.8624E-4T-1.954E-8T2 
(Forsythe and Worthing 1925)  
1 (Huang et al. 2004)  
Resistivity ρelec (Ω m) 48E-9(1+4.8297E-3(T-273)+1.663E-6 
(T-273)2)  (Lide 1995)  
1.7E-6 (Purcell et al. 
2002)  
Specific Heat CP (J/kg K) 4E-14T5 - 3E-10T4 + 7E-07T3 - 
0.0008T2 + 0.4501T + 53.299  
(Incropera 1996)  
0.0004 T 2  + 1.4429T- 
10.238 (Yi et al. 1999)  
Conductivity k (W/mK) 1E-11T4 - 8E-08T3 + 0.0002T2 - 
0.2568T + 230.88 (Incropera 1996) 
3000 (Kim et al. 2001)  
Work function (eV) 4.8 (Muller 1955)  4.7 (Gao et al. 2001)  
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Figure 2.1 a) Two flat plates separated by a finite distance in the vacuum; b) energy 
diagram for a); c) CNT placed on top of a flat pate and separated by a finite distance from 
second plate; d) energy diagram for c). 
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Figure 2.2 Potential energy diagram for defining the work function (Tsukada 1983) 
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Figure 2.3 Side-view schematic of the electron stream and radial coordinate at the surface 
of the workpiece (Sanchez et al. 2007) 
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Figure 2.4 SEM image of CNT attached to an etched tungsten probe. The CNT has 
dimensions of ~ 60 nm in diameter and 2.1 µm in length. The protruding length is ~ 600 
nm. 
 
 
 
 
 
 
 
 
 
 
 38
 
 
 
 
 
Figure 2.5 a) Geometry of the CNT attached to the tungsten filament. b) attachment 
point. The model is axi symmetric with the revolving axis depicted as r = 0. The 
dimensions are in meters. 
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Figure 2.6 Meshing used in the simulations for a CNT with a) closed tip; b) open tip, 10 
nm wall thickness. 
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Figure 2.7 Solution methodology of the finite element problem discussed in Section 2.5 
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Figure 2.8 a) Electric field distribution on the CNT’s tip (inset is in meters). b) Log of the 
current density on the CNT’s tip. The gap distance is 13.43 µm and the plots correspond 
to 70, 100 and 140 V. Figures a) and b) are enlarged from the inset in a). The axis of 
symmetry is at r = 0. The dashed line can be used for reference as the values indicated for 
each intersection correspond to the magnitudes of the normal electric field or current 
density at that point. The dashed line can be rotated on the center of the wall of the CNT 
to give the values of the electric field or current density at the intersection points. The 
values shown correspond to the values of the electric field and current density at that 
particular intersection (Sanchez et al. 2008a). 
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Figure 2.9 a) Emitting area as a function of the applied voltage for a separation distance 
of 13.43 µm.  b) Emission current vs. voltage. The points correspond to the experimental 
data by Hii et al. (2006). 
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Figure 2.10 a) Electrons that are emitted from a radial location on the tip (abscissa) 
impact at a radial location on the workpiece (ordinate). The inset has the same 
dimensions. b) Current density on the workpiece mapped following (Sanchez et al. 2007). 
The axis of symmetry is at r = 0. The separation distance is 13.43 µm. 
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Figure 2.11 a) Maximum temperature vs. applied voltage. b) Comparison between the 
Nottingham effect and the Joule heating. 
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Figure 2.12 Comparison between the temperature on the tip and the inversion 
temperature, Eq. (2.19). 
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Figure 2.13 a) Comparison between the total emission current from integrating Eqs. 
(2.11) and (2.12) with the experimental data of Hii et al. (2006). The inset has the same 
dimensions. b) Near field thermal radiation effects compared based on a constant factor. 
The applied voltage is 130 V. 
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Figure 2.14 Field enhancement factor contour plots for a CNT to a tungsten filament to 
show the effect of length of the CNT and gap distance from the anode. The radius of the 
CNT is 30 nm; the minimum gap distance and length considered were 500 nm. a) open 
tip with a wall thickness of 5 nm; b) closed tip. 
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Figure 2.15 Comparison between the emission characteristics [I(V) plot] between an open 
ended and closed CNT with length of 2 µm, radius of 50 nm and gap distance of 18 µm. 
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Figure 2.16 Radial profile of electrons on the workpiece as a function of electron 
emission from a particular polar angle on the tip (see Fig. 2.3). a) effect of radius of the 
CNT; b) effect of length of the CNT; c) effect of the gap distance; d) effect of the applied 
voltage. In every case, all other geometrical parameters remained constant.  
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Figure 2.17 a) Maximum temperature distribution vs. emission current for different 
geometries of the CNT. b) Comparison between the heating sources acting on the CNT. 
The Joule heating term was integrated over the entire volume of the CNT and the 
tungsten filament, whereas the Nottingham effect was integrated over the surface of the 
CNT. For all cases the CNT had a radius of 50 nm and wall thickness of 10 nm. In b) all 
the cases shown in a) are considered. Different shapes of the tip do not have any 
significant effect on these results.  
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Figure 2.18 Maximum temperature distribution vs. emission current for different 
geometries of the CNT: a) effect of CNT radius; b) effect of wall thickness. In a) the wall 
thickness remained constant at 10 nm and in b) the outer radius of the CNT was fixed at 
50 nm.  
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CHAPTER 3  
ELECTRON ENERGY DEPOSITION IN METALS  
AND HEAT TRANSFER MODELS 
 
 
In the previous Chapter, the background of electron field-emission from CNTs was 
established. The results suggest that there is a limitation in the maximum voltage that can 
be applied to a single CNT based on heating during the process. It was also determined 
that the geometry of the CNT and the gap distance between it and the workpiece play key 
roles in setting this voltage. The task is now to determine how these parameters affect the 
deposition of the emitted electrons inside the workpiece. 
 
3.1 Electron beam propagation 
The propagation of an electron beam inside a scattering and absorbing medium obeys 
the BTE, which describes the evolution of a particle distribution (say, f) over time and 
space as particles undergo a number of scattering events. The general form of the BTE is 
written as (Ziman 1960, 1964; Ashcroft and Mermin1976; Ferry and Goodnick 1997)  
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where the collision term on the right-hand side is expressed as 
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At the right hand side of Eq. (3.2), W denotes the scattering rate, the first summation 
is the rate of change of f due to the in-scattering of particles while the second is the rate 
of change of f caused by the out-scattering of particles. Note that the particle distribution f 
in general depends on its location in space rr , its wave vector k
r
, and time t. In its general 
form, the BTE is difficult to solve owing to the seven independent variables and its 
integro-differential form. In order to simplify the equation, the BTE is transformed into 
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the intensity form where the particle distribution is conveniently removed. The intensity 
form of the BTE for governing electron-beam propagation (or the electron-beam 
transport equation (ETE)) is given as (Ashcroft and Mermin 1976; Ding and Shimizu 
1996): 
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To solve this equation, one can use a MCM called discrete inelastic scattering (DIS) 
method (Ashcroft and Mermin 1976; Ding and Shimizu 1996; Wong and Mengüç 2004). 
As the name implies, the DIS method treats the inelastic scatterings as point scattering 
events; hence, an inelastic scattering mean free path is employed. Ding and Shimizu 
(1996), and later Wong and Mengüç (2004) outlined this method in a very orderly 
fashion, and the procedures given in (Wong and Mengüç 2004) are followed closely here. 
 
The method developed by Wong and Mengüç (2008) was validated by calculating the 
back-scattering yield of electrons as a function of the electron-beam energy. The results 
were compared with the experimental data compiled by Joy (2001). The agreement with 
experimental data is excellent as seen in Fig. 3.1, especially in the small energy range (0 
to 5 keV).  
 
3.2 Electron deposition profiles as a function of CNT geometry 
The formulation described in the previous section is used as the input of the MCM of 
Wong and Mengüç (2008) the electron profiles determined as a function of the geometry 
of the CNT. Two cases were modeled: the first one using the beam profile of the 
perfectly hemispherical tip; the second, using the profile for a flat tip. Figure 3.2 shows 
the electron distributions obtained for 300 V and 50 V, although the other cases shown in 
Fig. 2.16 can be easily determined. 
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Figures 3.2a and 3.2c show the electron-energy distributions for the case where the 
tip is perfectly hemispherical, while Figs. 3.2b and 3.2d depict the electron distributions 
for the case in which the tip of the probe is flat. The reason for the appearance of a ring-
like pattern is due to the fact that the electrons emitted from the CNT when its tip is open 
originate only from the edges. Also, for the cases where the electron beam forms a ring 
on the surface of the workpiece the width of the ring is usually thinner than the width of 
the distribution obtained when considering the perfectly hemispherical tip. This means 
that even though the electron beam is spread over a larger radius on the surface, the 
narrow ring formed tends to be more focused locally than the distribution obtained from 
the perfectly hemispherical tip.  
 
In general, results presented in Fig. 3.2 reveal that the penetration of the electron 
beam inside the workpiece depends on the applied voltage, being larger for the highest 
simulated voltage since the initial kinetic energies of electrons are higher. This is 
commonly observed in our electron-beam simulations (Wong and Mengüç 2004, 2008; 
Wong et al. 2004). However, higher penetration depth implies deeper spreading of 
electron energy inside the material along the axial direction, as evident in Fig. 3.2a 
(300V) where the deposition magnitudes are two to three order smaller than those in Fig. 
3.2c (50V). The similar trend can be observed between Figs. 3.2b and 3.2d. 
 
3.3 The Two-Temperature Model 
The transport of energy carriers can be treated, under a quasi-classical particle 
framework, by the Boltzmann transport equation (BTE) (Liboff 1998), 
 
        r p
r p
s
f d df f
t dt dt t
∂ ⎛ ⎞= − ⋅∇ − ⋅∇ + ⎜ ⎟∂ ∂⎝ ⎠
f∂                                    (3.5) 
 
It expresses the total rate of change of the particle distribution f(r,p,t) as the result of 
diffusion, external field driving, and scattering, respectively. The scattering term [last 
term of the right hand side of Eq. (3.5)] describes the change of particle numbers at an 
energy state due to collisions. Three basic assumptions are made to solve the BTE: (1) the 
relaxation time approximation; (2) the steady state-approximation, and (3) the near-
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equilibrium approximation (Bube 1974) although later Qiu and Tien (1993) showed that 
only the last approximation is valid for femtosecond laser heating. In the relaxation time 
approximation it is assumed that the scattering term can be expressed as a function of a 
relaxation time τ that is considered independent of the type of perturbation (for example, 
electric field, thermal gradient, etc.) 
 
   0
s
f ff g
t τ τ
−∂⎛ ⎞ = − = −⎜ ⎟∂⎝ ⎠
                                              (3.6) 
 
where f0 corresponds to the equilibrium distribution of the energy carriers, the Fermi-
Dirac distribution for electrons and Bose-Einstein distribution for phonons. In Eq. (3.6) 
the function g = f – f0 corresponds to a small deviation from equilibrium, and  
corresponds to the near-equilibrium approximation described above (Chen 2005). Finally, 
in the steady state approximation, it is assumed that the transient effects on the particle 
distribution f are negligible.  
 
Interactions between external sources of heating such as the photon- and electron-
beams and the workpiece are well described through the BTE. The problem can be made 
tractable when three assumptions are made: (1) Electron-phonon interaction is the 
dominant scattering process for electrons; (2) the conduction of heat by phonons is 
negligible; and (3) phonons and electrons have temperatures Tl and Te respectively2. The 
processes of laser- heating or electron-beam nanomachining involve the heating of the 
electron gas inside the workpiece causing the electron energy to elevate substantially 
when compared to the lattice energy. At the continuum level, the time evolution of the 
lattice and electron temperatures, Tl and Te, can be described within the so-called two-
temperature model (TTM) (Kaganov 1957). The TTM is derived by taking the moments 
of the BTE for both electrons and phonons (Wong and Mengüç 2008). It neglects the 
kinetic energy changes of electrons, and assumes interactions between electrons and 
phonons through a coupling constant G. It is modeled with two coupled nonlinear 
differential equations, 
 
                                                 
2 It is assumed that the “temperature” of a particular point in the workpiece comprised of a finite number of 
atoms corresponds to the phonon temperature, and here it is also referred to as the lattice temperature. 
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where C and k are the heat capacities and thermal conductivities of electrons and lattice 
denoted by subscripts e and l. The first term on the right-hand-side of Eq. (3.8) 
responsible for the phonon heat conduction is typically negligible as compared to the 
electron heat conduction in metals and is often omitted. The source term S is used to 
describe the local energy deposition per unit volume and unit time during the energy-
beam/lattice interactions for either electron- or laser-beams. 
 
3.3.1 Electronic Properties 
In metals, the energy transport by phonons is neglected, since the heat is carried 
mainly by free electrons (Makinson 1938). At very low temperatures, the electron heat 
capacity Ce is proportional to Te, Ce(Te) = γTe (Ziman 1964); however, it has been 
common practice in recent years to use this expression for a wide temperature range as 
long as Te is much smaller than the Fermi temperature, which is of the order of 104 K 
(Qiu and Tien 1992; Anisimov and Rethfeld 1997; Caffrey et al. 2005). This is, in 
general, a valid approximation because at higher temperatures the electronic component 
to the heat capacity is negligible in comparison to the lattice component (Ziman 1964). In 
the past, the latter has been assumed constant to its value at 273 K for the various 
materials studied even when phase change occurs (Qiu and Tien 1992; Hakkinen and 
Landman 1993; Anisimov and Rethfeld 1997; Schafer et al. 2002; Caffrey et al. 2005).  
 
The electronic thermal conductivity ke can be obtained from  
 
                                                            ( )e ee
e
L T T
k
ρ
=                                                       (3.9) 
 
where the ρe is the electric resistivity and L(Te) is the Lorentz function which also 
depends on Te (Williams 1969). In the Wiedemann-Franz law, which states that for 
metals at moderate temperatures (roughly for Tl > 0.48TD, where TD is the Debye 
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temperature) the ratio of the thermal conductivity to the electrical conductivity is 
proportional to the temperature and the constant of proportionality is independent of the 
particular metal, the Lorentz function is usually assumed as a constant L(Te) = L0 = 
(kB/e)π2/3 (Ziman 1964). However, deviations of L(Te) from L0 occur due to inelastic 
electron-phonon and electron-electron scattering in metals as a function of the 
temperature (Williams 1969). Expressions for ke have been suggested in the past that 
depend on the relation between the ratio /e eT TFϑ =  where TF is the Fermi temperature. 
An adequate expression for ke valid for low electron temperatures ( eϑ << 1) is given as 
(Anisimov and Rethfeld 1997; Caffrey et al. 2005)  
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where k0 is the equilibrium thermal conductivity measured at room temperature. This 
expression is appropriate for metals such as nickel or aluminum that have TF = 136000 K 
(Ashcroft and Mermin 1976). As eϑ  ~ 1, another expression was proposed that is 
applicable to copper or gold (Anisimov and Rethfeld 1997)  
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where, /l lT TFϑ = . In the low temperature limit, eϑ  << 1, Eq. (3.11) is reduced to Eq. 
(3.10) For high electron temperatures, eϑ  >> 1, Eq. (3.11) reduces to the dependence 
characteristic for a low-density plasma, ke ~ Te5/2. 
 
The electron-phonon coupling constant, G, is the key parameter governing the rate of 
the electron-phonon thermal relaxation process and can be calculated from free electron 
theory (Kaganov 1957; Allen 1987). Within the limits of Wiedemann-Franz’s law Qui 
and Tien (1992) expressed G as  
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where kB (1.381 x 10-23 J/K) is Boltzmann’s constant, ne is the number density of the 
electron gas and vs is the speed of sound. Measurements using the pump-probe technique 
(Hohlfeld et al. 2000) and approximations based on Eq. (3.12) (Qiu and Tien 1992) have 
been performed in the past for a wide variety of metals. Table 3.1 summarizes the 
different electronic properties available in the literature and considered in this work. 
 
3.3.2 Heating of an Au workpiece with a single CNT 
One can now study the heating effects on an Au workpiece when a CNT with a given 
geometry, applied voltage and gap distance emits electrons due to field-emission that hit 
the workpiece. A potential experimental case was considered with a CNT with a 30 nm 
radius, perfectly hemispherical tip, 2 µm height, 200 V of applied voltage and a gap 
distance of 300 nm. For this particular case, the total emission current is 7.9 µA and the 
maximum temperature rise of the CNT is 630 K. The electron spread on the surface of 
the workpiece and the electron deposition profile inside of it are shown in Fig. 3.3. 
 
The results in Fig. 3.3 indicate that the radial spread of the electron beam that reaches 
the surface of the workpiece is several orders of magnitude larger than the maximum 
penetration depth inside of the workpiece. Numerically, this means that one could study 
the problem based on a one-dimensional (1D) formulation of the TTM [Eqs. (3.7) and 
(3.8)]. The following implicit discretization can be used for such a case. 
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In the formulation shown above the electronic thermal conductivity, ke, and the 
electronic heat capacity Ce are evaluated at the electronic temperature in a given timestep, 
. The deposited electrons carry a heating power of S = 1.58 x 10-3 W, where S is the 
source term in Eq. (3.7). Adiabatic boundary conditions are considered when solving the 
TTM implemented by using a ghost node method (Wong et al. 2004). The use of Eq. 
(3.13) results in a triple banded or tridiagonal matrix that can be solved using a standard 
numerical scheme (Kincaid 2002). Since the lattice thermal conduction in Eq. (3.8) is 
negligible in comparison to the electronic thermal conduction in Au, after the electron 
temperature is determined in a given timestep, one can determine the lattice temperature 
using 
,
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The initial temperature of the workpiece was set at 300 K. The results for this 
particular case indicate that the temperature rise of the workpiece is negligible after a 
simulation time of 1 ns with a timestep of 1 fs. Here the temperature profiles of the 
workpiece are not shown given that the observed temperature of both the electronic 
system and the lattice remains constant throughout the simulation. A previous numerical 
work by Fisher et al. (2003) shows that a maximum temperature rise of 10 °C is observed 
on a metallic workpiece after it is heated by field-emission electrons from a CNT. In their 
work, transient effects were neglected and the solution corresponds to steady state. In a 
more recent experimental work by Westover et al. (2007) the temperature rise of a 
metallic workpiece was measured while it was heated by the electrons emitted by a CNT. 
Their results also suggest a negligible temperature rise. All these results seem to indicate 
that the electron field-emission from a single CNT might not provide sufficient energy to 
achieve heating and material removal.  
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3.4 Electron Field-Emission from multiple CNTs 
Nanomachining is a thermal process in which electrons with high energy penetrate 
inside a metallic workpiece, transfer their energy to the lattice and induce melting and 
material removal of a nanometer-sized spot. However, our modeling efforts discussed in 
the previous sections suggest that this might not be possible with a single CNT. Thus, the 
potential of using multiple CNTs in an array as depicted in Fig. 3.4 is analyzed. 
 
Electron field-emission from arrays of CNTs have been numerically studied in the 
past (Wang et al. 2005) to investigate the effect of the axial separation distance between 
the CNTs on their electro-static characteristics. It was found that a critical intra-tubular 
distance exists which equals the height of the CNTs assuming that they are all of the 
same height. A more recent experimental work investigated the field enhancement 
characteristics of a mat of CNTs which had variable lengths (Park et al. 2006). When the 
intra-tubular distance is below the critical length the electro-static field enhancements on 
the tips of the CNTs decrease, and so does the total emission current of the array. This 
means, for instance, that if one was able to measure the current of one CNT while the 
intra-tubular distance is greater than the critical length, then one would measure the same 
current as if that CNT was the only one in the flat plate. When the intra-tubular distance 
is below the critical length, then the measured current would be much lower than the 
previous value. 
 
Even though the floating sphere model has been used in the past to account for the 
electric field enhancement around sharp tips (Walker et al. 2004; Wang et al. 2005), a 
finite element methodology has been proven to be as reliable (Edgcombe 2001; Sanchez 
et al. 2007, 2008; Sanchez and Mengüç 2008a). Here, the finite element method 
developed by Sanchez et al. (2008) was used to determine the electro-static field around 
the CNTs. Then, assuming that electrons are emitted from the tips of the CNTs, Newton’s 
equations of motion were solved for the electrons considering electro-static and Coulomb 
repulsion forces to determine the trajectories of the electrons from the CNTs towards the 
surface (Sanchez et al. 2007). The final positions of the electrons are used to map the 
current density from the tip of the CNTs on the surface. Finally, the Monte Carlo method 
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(MCM) developed by Wong and Mengüç (2004) was used to determine the electron 
energy density on the workpiece based on the multiple electron deposition profiles.  
 
In order to reduce the number of finite elements required for the numerical solution of 
the problem, only five CNTs were considered in the array. One CNT was assumed to be 
in the center and the other four circling it within a certain intra-tubular distance from the 
center which was varied. In a real experiment, one could expect to have thousands of 
CNTs in the array, so here one is interested in the trends of the numerical results more 
than in their actual magnitude. CNTs with radii of 30 nm, perfectly round hemispherical 
caps and 2 µm of height were considered. The gap distance, measured from the tip of the 
CNTs along their axis towards the surface was set as 300 nm and the applied voltage at 
200 V. 
 
Two general scenarios were explored: in the first, only one CNT was modeled and the 
procedure described above was followed; in the second, three different situations are 
considered as a function of the intra-tubular distance. Figure 3.5 shows the final positions 
of the electrons that reach the workpiece, that are emitted from the tip of the CNT from a 
given polar angle (Sanchez et al. 2007). 
 
As seen in Fig. 3.5 a focusing effect is evident when the intra-tubular distance is less 
than the height of the CNT. This is mainly due to the Coulomb repulsion forces. As an 
electron emitted from the CNT in the center of the array travels through the vacuum, it 
only interacts with its neighbors up to a certain distance, beyond which the Coulomb 
forces are negligible as they decay following 1/r2, where r is the distance between 
traveling electrons (see Eq. (2.25)). As it was shown in previous studies, electrons 
emitted from a CNT tend to have a relatively large spread that is a function of the 
geometrical parameters of the CNT itself, as well as the gap distance between the tip and 
the surface (Walker et al. 2004; Sanchez et al. 2007). For the gap distance of 300 nm 
considered in the results presented in Fig. 3.5, it can be seen that the maximum spread is 
almost five times the gap distance. However, as the force field produced by the electrons 
emitted from surrounding CNTs becomes important, the electrons emitted from the CNT 
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in the center are slightly deflected off course towards the center of the surface and thus a 
small focusing effect is observed.  
 
Figure 3.6a shows the field amplification factor on the CNT in the center normalized 
to its maximum value. It is defined as γ = dF/V (Hii et al. 2006) where γ∞ = 7.34 and was 
calculated for a single CNT emitter, d is the gap distance, V is the applied voltage, and F 
is the electric field. The calculations show, as expected, that as the intra-tubular distance 
decreases below the critical length (equal to the height of the CNT) the amplification of 
the electric field decreases given that as the CNTs get closer they start behaving as a flat 
plate. A more detailed study of the effect of the intra-tubular distance on the total 
emission current and field enhancement of an array of CNTs was given by Wang et al. 
(2005). Here, the same trend as reported in their work was observed. A decrease in the 
enhancement of the electric field also means that the total emission current of the array 
decreases (Fig. 3.6b). As the electric field on the tip of the CNT decreases, fewer sites on 
the surface of the CNT tip emit electrons as the probability that an electron tunnels out of 
the potential barrier is lowered (Sanchez et al. 2007, 2008). This results in a lower field-
emission current. Note that even though our simulations were only done for five CNTs, it 
is expected that the same trend is observable in an array with thousands of CNTs (Wang 
et al. 2005; Park et al. 2006). Since nanomachining requires a large heating power to 
induce pronounced temperature gradients the number of CNTs that can be packed into an 
emitter island has to be balanced with respect to their expected total emission current, as 
a lower current would be obtained for CNTs that are very close together. 
 
With the final positions of the electrons on the surface known, the methodology given 
in (Sanchez et al. 2007) was followed to map the current density from the CNT tip to the 
surface and determine a cumulative probability distribution function (CPDF) required for 
the MCM. The positions that the electrons reached on the surface of the workpiece are 
then the initial positions from which they propagate into the material. Note that in MC 
method developed by Wong and Mengüç (2004) the electrons are launched into the 
medium one at a time and the second electron does not interact with the first electron that 
was launched and so on. This means, that one could numerically launch multiple beams 
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and solve the EBTE to determine their propagation into the medium and thus the final 
electron energy density in a particular point in the material is just the addition of all the 
electrons in the medium.  
 
The results in Fig. 3.7 show the electron energy density calculated from MCM 
simulations as a function of the depth into the material. All the cases considered in Fig. 
3.5 are also shown in Fig. 3.7. For the applied voltage of 200 V, the maximum 
penetration depth was approximately 10 nm, which is the last point where the electron 
energy density was greater than zero. What this results show is that the final electron 
deposition inside the material is virtually independent of the number of CNTs that are 
used in the array. The main advantage of using an array of CNTs is that even though their 
final electron deposition is the same as for one CNT, the heating power available is 
proportional to the number of CNTs in the array. Therefore, the amount of energy 
available depends on the number of CNTs that can be packed into a substrate. The 
problem is now on finding the most appropriate focusing methods that can be applied to 
such a system. The use of such a mechanism could potentially allow the patterning of 
nanometer-sized features on a metallic surface using electron-beams. 
 
Because now the amount of heating power available to the electrons is virtually a 
function of the number of CNTs in the array the simulation of the heating process using 
Eqs. (3.7) and (3.8) is not going to be attempted. These equations would require 
additional assumptions regarding thermal expansion and material properties that might 
become questionable in a continuum model. Thus, the modeling of such a system is left 
to the discussions presented in the following Chapters.  
 
3.5 Comments 
In this Chapter the heating effects on an Au workpiece due to the electron field-
emission from a single CNT were determined with realistic experimental conditions. It 
was found that though the heating effect might be negligible as corroborated by previous 
experiments. However, the use of multiple CNTs acting at the same time might provide 
an alternative approach to nanomachining. 
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Table 3.1 
Material constants used for TTM calculations. 
 
Metal G  
(1017 W/m3K) 
γ 
 (J/m3K2) 
k0  
(W/mK) 
C (W/mK) b TF  
(K) 
Au 0.21 a 71 a - 353 b 0.16 b 64000 c 
Cu 1 a 96.6 a 377 b 14.9 c - 81200 d 
Ni 3.6 d 1065 d 91 d - - 136000 c 
a (Hohlfeld et al. 2000); b (Anisimov and Rethfeld 1997); c (Ashcroft and Mermin 1976); 
d (Gray 1972); e (Schafer et al. 2002); f (Yamashita et al. 2006)  
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Figure 3.1 Back scattering electron yield as a function of the electron-beam energy for a) 
Au and b) Ni. The indicated references can be found in the compilation by Joy (2001). 
The line is just a guide to the eye.  
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Figure 3.2 Electron distribution (in 1/nm3 normalized using the initial kinetic energy of 
electrons) inside the workpiece for various applied voltages, gap distances and tip 
geometries: a) 300 V, 50 nm gap, round tip; b) 300 V, 50 nm gap, flat tip; c) 50 V, 10 nm 
gap, round tip; d) 50 V, 10 nm gap, flat tip. The axis are in nm and in all cases the CNT 
had a radius of 50 nm and a length of 4 µm.  
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Figure 3.3 a) Electron spread on the surface of the workpiece. b) Electron energy density 
(1/nm3) obtained from the MC solution of the EBTE based on the input profile in a). The 
axes are in nm.  
 
 
 
 68
 
 
 
 
 
 
 
 
 
Figure 3.4 Field-emission from an array of CNT grown on a substrate.  
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Figure 3.5 Radial profile of electrons on the workpiece as a function of electron emission 
from a particular polar angle on the tip. In all cases the applied voltage was 200 V and the 
gap distance 300 nm. The results are shown for a single CNT and for the CNT in the 
center with the effect of the emission of the CNTs around it separated by different 
distances. The inset shows the initial launching positions of the electrons on the periphery 
of the CNT tip.  
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Figure 3.6 a) Normalized amplification factor as a function of the intra-tubular distance. 
b) Field-emission current on the CNT in the center as a function of the intra-tubular 
distance calculated following the methods in (Sanchez and Mengüç 2008b).  
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Figure 3.7 Electron energy density deposited inside a gold thin film for a single CNT 
emitter and multiple emitters separated by intra-tubular distances indicated in the plot. 
These results suggest that the electron deposition profiles are not a function of the array 
geometry.  
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CHAPTER 4  
MOLECULAR DYNAMICS THEORY 
 
 
How does one define melting at the nanoscale? How much energy is required to make 
a “nano-hole” on a surface? How many atoms comprise this “nano-hole” and where do 
they go when the material is removed? How does one define a solid, a liquid or a vapor? 
None of these questions can be answered with the theory that has been presented thus far, 
as precise knowledge of atomic positions and velocities cannot be readily obtained from 
such continuum approaches. The purpose of this Chapter is to present the theory that can 
provide an answer to these questions, as well as the numerical methodology used to apply 
it to this problem. 
 
4.1 An Adiabatic Theory of Lattice Vibrations 
At first glance, a theory of lattice vibrations would appear impossibly daunting. One 
has N ≈ 1023 atoms interacting strongly with M electrons. However, there is a natural 
expansion parameter for this problem, which is the ratio of the electronic to the atomic 
mass (me and ma respectively): 
 
         1e
a
m
m
<<                                (4.1) 
 
which allows us to derive an accurate theory. 
 
Due to Newton’s third law, the forces on the atoms and electrons are comparable F ~ 
e2/a2, where a is the lattice constant. If one can imagine that, at least for small 
displacements, the forces binding the electrons and atoms to the lattice may be modeled 
as harmonic oscillators, then  
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which means that the atom is essentially stationary during the period of the electronic 
motion. For this reason one may take an adiabatic approximation (Ashcroft and Mermin 
1976): 
 
• The atoms are treated as stationary at locations R1,…,RN and determine the 
electronic ground state, ( )1, ,R RNE K . This may be done using standard ab-initio 
band structure techniques.  
• This potential is then used for the atoms; i.e. E is recalculated as a function of the 
atomic locations, always assuming that the electrons remain in their ground state.  
 
Thus the potential energy of the atoms is 
 
                      ( ) ( )1 1, , , ,R R R RNU E=K K N  + atom-atom interaction                       (4,3) 
 
Using the theorem of translational invariance (Ziman 1964), Eq. (4.3) can be 
rewritten as a function of the distance between the atoms 
 
( ) ( ) ( ) ( )1 1 2 3, , , , ,R R r r r r r rN i i j i j k
i i j i i j i k j i
U u u u
> > > >
= + +∑ ∑∑ ∑∑ ∑K      
                                  ( ), , , ,r r r rN i j k N
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L
K L K                            (4.4) 
 
 
where ri is the position of the ith particle, and the inequality signs for the summations are 
to avoid repeated counting of individual atoms. Equation (4.4) corresponds to the 
interatomic potential of an N-body system of particles with one-body, two-body, three-
body, and so on, interactions (Stillinger and Weber 185).  
 
From the derivative of the potential, Eq. (4.4), one can calculate the force on each 
atomic site so that the equation of motion is 
 
          ( )
2
12 , ,r
r R R
i
i
i N
dm U
dt
= −∇ K        ( )Ni ,,2,1 K=                     (4.5)    
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Equation (4.5) represents a total of 3N equations due to the three Cartesian 
components of ri (only if translational motion is considered). The major tasks of a MD 
simulation are to solve these 3N equations, also known as the many-body problem, and 
then analyze the simulation results to obtain the information of interest. 
 
4.2 Interatomic Potential 
A crucial step in a MD simulation is the choice of the potential energy function 
between atoms or the “interatomic potential” in that it determines how realistic the 
simulations would be. In this work, the focus is on face-centered-cubic (FCC) materials 
and so a corresponding interatomic potential is discussed. 
 
An interatomic potential suitable for FCC materials was proposed by Daw and Baskes 
(1984). Their model is based on the assumption that the total electron density in a metal 
is reasonably approximated by the linear superposition of contributions from the 
individual atoms. The electron density in the vicinity of each atom can then be expressed 
as a sum of the electron density contributed by the atom in question plus that contributed 
by all the surrounding atoms. This latter contribution to the electron density is a slowly 
varying function of position and can be approximated as constant. The potential energy of 
this atom is then the energy associated with the electrons of the atom plus a contribution 
due to the constant background electron density. This sum defines an embedding energy 
of an atom as a function of the background electron density and the atomic species. In 
addition, there is a repulsive electrostatic energy component due to core-core overlap of 
atoms. Under this picture, the embedded-atom method gives the total energy in the form: 
 
     ( ) ( )
1 1
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N N
i a ij ij ij
i j i i j
j i
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≠
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N
                                    (4.6) 
 
where ui is the energy needed to embed atom i in the background electron density ρ with 
origins in the density functional theory (Kohn and Sham 1965), ρa is the angle-averaged 
radial electronic charge density function obtained from the Hartree-Fock calculations for 
free atoms (Clementi 1974), and uij is the core-core pair repulsion between atoms i and j 
separated by the distance rij. The first term on the right-hand side of Eq. (4.6) represents a 
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many-body type of interaction if ui is a nonlinear function, but reduces to a pair 
interaction otherwise (Daw and Baskes 1984). The forms of the embedding function of 
several FCC metals are chosen to be cubic splines fitted to bulk experimental data such as 
the sublimation energy, equilibrium lattice constant, elastic constants, and vacancy-
formation energies of the pure metals and the heats of solution of the binary alloys 
(Foiles et al. 1986). When applied to solid surfaces, the parameters for the potential are 
not changed, nor are additional adjustable parameters introduced. Therefore, the model is 
surface parameter free. This is not the case, for instance, when an effective (classical) 
lattice Hamiltonian is used and the interaction between two surface atoms is different 
from that of two bulk atoms (Wang et al. 1988). 
 
4.3 Integration of Equations of Motion 
Once a suitable interatomic potential is selected, Eq. (4.5) needs to be integrated to 
find the trajectories of the atoms in the system. The velocity-Verlet algorithm can be used 
for this purpose with the trajectory of atom i determined by (Swope et al. 1982): 
 
( ) ( ) ( ) ( )
2
2
r r v Fi i i
tt t t t t t
m
∆
+ ∆ = + ∆ + i                                (4.7) 
 
and the velocities by: 
 
        ( ) ( ) ( ) (
2
v v F Fi i i
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m
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Note that in this algorithm, one can compute the new velocities only after computing 
the new positions and, from these, the new forces. Equation (4.7) is accurate to order ∆t4 
and it can be proven rigorously that Eq. (4.7) and Eq. (4.8) are equivalent to the original 
Verlet algorithm (Frenkel and Smit 2002). A detailed discussion of other integration 
schemes and the importance of numerical accuracy are given by Frenkel and Smit (2002). 
A timestep of 1 fs is usually recommended when using the EAM as the interatomic 
potential.  
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4.4 Boundary Conditions 
Molecular dynamics is typically applied to systems containing several hundreds or a 
few thousand atoms. Such small systems are dominated by surface effects – interactions 
of the atoms with the container walls. The problem of surface effects can be overcome by 
implementing periodic boundary conditions (Born 1912). The periodic boundary 
condition is equivalent to filling the whole space with identical copies of the simulated 
region as shown in Fig. 4.1. The central box in Fig. 4.1 is called the primary cell which 
has volume V and N particles; it is representative of the bulk material to the extent that 
the bulk is assumed to be composed of the primary cell surrounded by exact replicas of 
itself. These replicas are called image cells. The image cells are each the same size and 
shape as the primary cell and each image cell contains N atoms, which are images of the 
atoms in the primary cell. In the course of the simulation, as a particle moves in the 
primary cell, its periodic image in each of the neighboring cells moves in exactly the 
same way. Thus, as a particle leaves the primary cell, one of its images will enter through 
the opposite face. There are no walls at the boundary of the central box, and no surface 
particles.  
 
As particle 1 moves through a boundary, its images 1’ and 1”, move across their 
corresponding boundaries. The number density in the primary cell (and hence in the 
entire system) is conserved. It is not necessary to store the coordinates of all images in a 
simulation, just the particles in the primary cell. For a surface simulation, the model 
usually adopted is that of the slab: a thick slice of material, delimited by two free 
surfaces. This is simply obtained by removing the periodic boundary conditions along 
one direction (usually taken to be z) while retaining them in the orthogonal plane. 
Therefore, a slab must be thought as replicated to infinity in the xy plane, but there is no 
replication along the slab normal z. 
 
An effect of the periodic boundary condition is that an atom lying within a cutoff 
distance of a boundary interacts with atoms in adjacent copies of the system, or 
equivalently, with atoms near the opposite face. In general, the force acting on particle i 
is 
 77
 
   ( )F F ri ij x x y y
j
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where Lx, Ly and Lz are the lengths of the simulation cell in each direction, nx, ny, and nz 
are integers, and  is a translation vector. In the calculation of 
equilibrium properties, it has been found that using periodic boundary conditions 
introduces a negligible effect (Pratt and Haan 1981). For transport phenomena, such as in 
silicon (Sun and Murphy 2006), the correct size of the boundary needs to be set according 
to the wavelength of the thermal excitations.  
( x x y y z zn L n L n L+ + )
 
4.5 Statistical Ensembles 
The integration of the equation of motion, Eq. (4.5), samples the microcanonical 
ensemble naturally. That is, the integration of the equations of motion is done conserving 
the number of particles N and the volume V; since the system is assumed to be isolated, 
no energy exchange occurs so that the energy E of the system is also conserved. In 
practice, one is often more interested in determining how system properties depend on 
temperature or pressure. The former can be achieved by sampling the canonical ensemble 
(constant number of particles N, volume V and temperature T) and the latter by sampling 
the isobaric ensemble (constant number of particles N, pressure P and temperature T). 
Numerically, these ensembles can be sampled by direct modification of the equations of 
motion (Andersen 1980; Hoover 1986; Nose 1986) or by explicit velocity rescaling 
(Berendsen et al. 1984).  
 
4.6 Analysis of Atomic Trajectories 
The general outputs of the simulation are the positions and velocities of the atoms. In 
order to extract useful information from these results, statistical methods can be used to 
find a correlation between trajectories and different quantities of interest. In the following 
subsections the general numerical tools available to analyze the atomic trajectories that 
link them to actual physical quantities that can be observed and measured are presented. 
In subsequent chapters these expressions are used for the calculations presented then. 
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4.6.1 Equipartition Theorem and the Virial 
The equipartition theorem is a principle of classical (non-quantum) statistical 
mechanics which states that the internal energy of a system composed of a large number 
of particles at thermal equilibrium will distribute itself evenly among each of the 
quadratic degrees of freedom allowed to the particles of the system (Haile 1992). In MD 
simulations, the equipartition theorem is used to set the velocities of a group of atoms to a 
given temperature: 
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where kB (1.381 x 10-23 J/K) is Boltzmann’s constant, T is the temperature of the system 
of N atoms, mi is the mass, viα is the instantaneous velocity of the i-th atom (α = x, y, z) 
and vCM,α is the velocity component of the center of mass of the group of atoms 
considered for the temperature calculations. This consideration distinguishes between the 
thermal velocity of the atoms and the velocity of their collective motion (vCM,α). 
 
In statistical mechanics and expression for the pressure is usually derived starting 
from the virial theorem of classical dynamics (Gray 1984). For spheres interacting with 
pairwise intermolecular forces the result is (Haile 1992): 
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where P is the pressure on N atoms contained in volume V at temperature T, Fij is the 
force acting between atoms i and j, and the angle brackets represent the time average. The 
time averaged quantity in Eq. (4.11) is the virial. 
 
4.6.2 Determination of Phase Change 
For simulations of nanomachining via MD, one needs to identify the time at which a 
region of the simulation box that changed its phase from solid to liquid to gas. There are 
several qualitative ways to define a molten layer (Carnevali et al. 1987): (a) when the 
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interlayer pair correlation functions lose their crystalline shell structure (such as the radial 
distribution function (RDF) and structure factor described below); (b) if the diffusion is 
linear with time and large; (c) if the average energy per atom is larger than in a typical 
bulk layer; (d) if the in-plane orientational order parameter has dropped from close to 1 to 
close to 0.  
 
A crystalline solid has two kinds of order, translational and orientational. 
Translational order means that, if one starts at a particular atom and take steps along well-
defined paths over long distances, one will arrive in close proximity to another atom. 
Orientational order means that, if one looks at two atoms separated by large distances, 
their neighbors will be oriented relative to some fixed axis in the same way. A liquid has 
no long-range order of either kind, but it has short-range order: any atom will have some 
average number of nearest neighbors clustered around an average neighbor distance with 
no preferred orientation. Changes in structure of a surface are related to the loss of long-
range translational order; melting refers to the loss of the short-range orientational order. 
To determine the latter the local order parameter is calculated (Morris and Song 2002)  
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where the first summation with k is over a set of six vectors { }qk  chosen so that 
exp(iqk·rij) = 1 for any vector rij connecting atom i with atom j in the first- or second-
neighbor shell in a perfect FCC lattice, and the second summation with j is over all the 
atoms found within a cutoff distance rcut from atom i. Figure 4.2 depicts the idea behind 
the calculation using Eq. (4.12). 
 
When the system is at 0 K qk and rij are parallel to each other and exp(iqk·rij) = 1. 
When the temperature increases, the natural displacement of the atoms makes exp(iqk·rij) 
< 1 as qk and rij cease to be parallel. As the temperature increases further, the relative 
displacement of rij with respect to qk makes exp(iqk·rij) → 0 indicating loss of 
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orientational order as described above. This makes Eq. (4.12) useful for identifying the 
solid-to-liquid transition. 
 
One of the most widely used means of identifying phase change is the calculation of 
the radial distribution function (RDF) g(r). The RDF measures how atoms organize 
themselves around one another (Haile 1992). It is defined as: 
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where ρ = N/V is the number density, and the angular brackets represent a time average. 
Physically, Eq. (4.13) can be interpreted as the ratio of a local density ρ(r) to the system 
density ρ. The behavior of g(r) in crystalline solids is very different from that for gases at 
low density. For atoms frozen onto the sites of regular crystal lattice structures-such as 
FCC, BCC, HCP- g(r) takes the form of a sequence of delta symbols (Fig. 4.3a). For 
liquids and amorphous solids the behavior of g(r) is intermediate between crystal and 
gas: liquids exhibit short-range order similar to that in crystals, but long-range disorder 
like that in gases (Haile 1992) (Fig. 4.3b).  
 
4.7 MD codes 
There are several MD codes freely available. Among them, the most commonly used 
are CHARMM (Chemistry at Harvard Molecular Mechanics), AMBER (Assisted Model 
Building with Energy Refinement), GROMACS (Groningen Machine for Chemical 
Simulations) and LAMMPS (Large Atomic/Molecular Massive Parallel Simulator) 
(Plimpton 1995). The first three codes are designed primarily for modeling biological 
molecules, which are usually in the range of hundreds of atoms. Because of the way in 
which GROMACS is coded it can also be used to simulate a large number of atoms, such 
as the number required for a nanostructure; however, this code has been extended more 
towards the simulation of polymers. The code LAMMPS can be used to represent 
complex systems and comes with a variety of interatomic potentials readily available for 
implementation. It can also be used together with the other codes mentioned above to 
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simulate particular problems. Because of the ease of use of LAMMPS this code was 
chosen to perform for the nanomachining simulations. 
 
Before running the simulations of nanomachining, one needs to establish the validity 
of the code. Specifically, the ability of the EAM, Eq. (4.6), to accurately represent FCC 
elements. For this reason, two specific cases were tested: bulk simulations (surface free 
materials with periodic boundaries) and surface simulations (one boundary fixed to 
represent a surface and the rest periodic). 
 
4.7.1 Bulk Simulations 
A crystal consisting of 864 atoms arranged in a cube is used with periodic boundary 
conditions in all directions. The system contains 12 atomic layers with 72 atoms per 
layer. The linear thermal expansion of the crystal was studied as a function of 
temperature. Initially, the temperature of the system is scaled to 0 K; then one moves on 
to each successively higher temperature from the well equilibrated sample at the lower 
temperature, in steps of 100 K first (as suggested by (Bilalbegovic and Tosatti 1993)) and 
then 50 K. A 20 ps constant-temperature equilibration run is made to ensure that the 
surface relaxation process has completed and that the system is equilibrated at the desired 
temperature. Afterwards, the system is left undisturbed in a 2.5 ns constant-pressure 
simulation during which the volume of the box occupied by the atoms for each 
temperature is stored. Three materials (Au, Ag and Cu) are simulated and the results of 
the simulated thermal expansion are compared to available experimental data 
(Touloukian 1975). The time integration is carried following the isobaric ensemble where 
the number of particles, pressure and temperature (NPT) of the system remain constant 
(Hoover 1986; Nose 1986). The NPT ensemble was used because it allows for the crystal 
to expand under constant pressure. For each constant pressure/temperature run, the 
volume of the simulation box was measured and the ratio of that volume with the 
prescribed volume at 0 K was calculated. This ratio is directly proportional to the 
expansion coefficient which can be compared with published results. Figure 4.4 shows 
the results from these simulations.  
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Excellent agreement was found between the calculated linear thermal expansion of 
Cu, Ag and Au with available experimental data (Touloukian 1975) which validates the 
code. 
 
4.7.2. Surface Simulations 
For these simulations, a system with a free surface along the z- axis was defined and 
periodic boundary conditions along x- and y-. This corresponds to a free standing thin 
film. In order to avoid size effects due to the finite thickness of the film a larger box size 
was used than in the previous case (Al-Rawi et al. 2000). A system consisting of 15264 
atoms arranged in 53 layers with 288 atoms per layer is considered. As before, the 
temperature of the system is scaled initially to 0 K and then one moves on to each 
successively higher temperature from the well equilibrated sample at the lower 
temperature, in steps of 100 K first (Bilalbegovic and Tosatti 1993) and then 50 K. A 20 
ps constant-temperature equilibration run is made to ensure that the surface relaxation 
process has completed and that the system is equilibrated at the desired temperature. 
Afterwards, the system is left undisturbed in a 2.5 ns constant-energy simulation (NVE) 
during which the positions and velocities of the atoms are stored. One can calculate the 
phonon spectral densities of the surface defined as the power spectrum of the velocity-
velocity correlation function for a given wave vector k (Yang et al. 1991)  
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is the staggered layer average, N is the number of atoms per layer, α = x, y, z is the 
polarization, Rj(0) is the equilibrium position of the jth atom and τ  represents an 
average over the starting times τ. The values of vjα correspond to the decompositions of 
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the velocity of each atom vj into three components to the approximate eigenvectors of the 
modes, i.e. 
 
    ˆ ˆj jL L jT T jzv e v e v êz= + +v                                              (4.16) 
 
 
where the vectors êL, êT and êz correspond to a particular polarization mode. These modes 
are characterized by a two-dimensional wave vector k = (kx, ky) that is perpendicular to 
the surface normal n; the plane defined by k and n is called the sagittal plane 
(Derouffignac et al. 1981). The modes are labeled as êT as SH (shear horizontal) when the 
displacements are normal to the sagittal plane, and the modes êL as SP|| and êz as SP┴ 
mode when the displacements are in the sagittal plane, parallel or perpendicular to k 
(Derouffignac et al. 1981). The phonon spectral densities of the Cu(100) surface are 
calculated at position X in the 2D surface Brillouin zone with the corresponding wave 
vector as described by Koleske and Sibener (1992). Figure 4.5 shows these calculations. 
 
In Fig. 4.5 the green peak corresponds to the SP|| (S1) mode, the red peak to the SH 
(S4) mode and the blue peak to the SP┴ (S6) mode; these modes are labeled following 
their work. Yang et al. (1991) studied the temperature behavior (up to 600 K) of the 
phonon modes at various positions in the surface Brillouin zone for the Ag(100) and 
Cu(100) surfaces. Our results are in perfect agreement with theirs when comparing the 
frequency of the modes at 300 K. In their work, the results obtained for the power 
spectrum were convoluted with a Gaussian distribution due to the small number of 
averages. In our case, that was not necessary because of the longer simulation time during 
which the data was collected. Their analysis was extended up to 900 K and found similar 
trends in the temperature behavior of the modes. In general, the frequency of the SP|| (S1) 
mode decreases by almost 50% at high temperatures. Also, comparison with 
experimental results obtained via electron energy loss spectroscopy (EELS) (Chen et al. 
1991) show good agreement with our calculations. 
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4.8 Comments 
In this Chapter an overview of the molecular dynamics method was given. In order to 
simulate the process of nanomachining the EAM was chosen as the interatomic potential 
that is realistic as seen by the calculations of bulk thermal expansion as well as surface 
vibrations. The task is now the coupling between this method and ones described in the 
previous Chapters. 
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Figure 4.1 Periodic boundary condition used in molecular dynamics simulations  
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Figure 4.2 Equilibrium positions of atoms in the FCC structure. The arrows indicate the 
directions of vectors along the equilibrium lines.  
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Figure 4.3 Common trends of the RDF: a) Solid phase; b) Liquid phase  
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Figure 4.4 Linear thermal expansion for Cu, Ag, and Au. The vertical axis applies to Au 
and the other curves are offset by 0.02. The experimental data from (Touloukian 1975) 
are plotted as points, and the calculated values are plotted as curves.  
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Figure 4.5 Phonon modes of the first atomic layer of Cu(100) at position X of the surface 
Brillouin zone: a) phonon frequency as a function of temperature; b) spectral intensity at 
300 K. 
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CHAPTER 5  
THE TWO TEMPERATURE MODEL COUPLED WITH MOLECULAR DYNAMICS: 
A HYBRID CONTINUUM-DISCRETE NUMERICAL APPROACH 
 
 
Even though MD simulations offer a large capability to simulate different kinds of 
phenomena, as seen in the previous Chapter, they do not readily include a mechanism of 
energy transfer between different carriers, such as electrons. In this Chapter, a review is 
given of all the different numerical methods that have been developed to couple MD 
methods with other numerical approaches. 
 
5.1 Coupling of the TTM with MD 
The coupling of MD with the TTM has been studied extensively in the past, mainly to 
simulate laser-beam/material interactions (Hakkinen and Landman 1993; Schafer et al. 
2002; Ivanov and Zhigilei 2003; Xu et al. 2004). All of these methods have their origin in 
the Langevin equation in which stochastic and friction terms are inserted into the 
equations of motion to study Brownian motion or the coupling of an isolated system to a 
heat bath (Reif 1965)  
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where the damping constants γi determine the strength of the coupling to the bath and Ri 
is a Gaussian stochastic variable with zero mean. This equation corresponds physically to 
frequent collisions with light particles that form an ideal gas at temperature T0. Through 
the Langevin equation the system couples not only globally to a heat bath, but is also 
locally subjected to random noise. Berendsen et al. (1984) showed that Eq. (5.1) can be 
rearranged into Eq. (5.2) considering that the stochastic variable Ri is uncorrelated with 
the velocity of the particle dri/dt:  
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where Tl can be obtained from the theorem of equipartition of energy (Haile 1992). Eq. 
(5.2) corresponds to the Berendsen thermostat (Berendsen et al. 1984) and can be used in 
MD simulations to sample the canonical ensemble. One can also consider an isolated 
system at temperature T in contact with an energy reservoir set at a temperature T0. The 
heat flux J acting on the contact boundary with area Ac between the isolated system and 
the energy reservoir can be written as 
 
          ( )0J T Tα= −                                                        (5.3) 
 
 
The total energy variation of the isolated system can be written as 
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Combining Eq. (5.3) and (5.4) 
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Using the equipartition theorem one can write 
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Finally, and considering α’ = 1/τT 
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Equation (5.5) is equivalent to an explicit atomic velocity re-scaling that is a function 
of T0, the timestep of the simulation ∆t and the total duration of the heat bath exposure τT. 
 
                                                    ( ), 1 , , ,v v vi t i t i t i tχ+ = − + v                                             (5.6) 
 
with  
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where vi is the velocity of atom i and vi  is the average velocity of the atoms. In this 
formulation, the canonical ensemble can be sampled with the original equations of 
motion [without the damping force, i.e. Eq. (5.2)] but by applying the velocity re-scaling 
at the end of every step after the integration (Berendsen et al. 1984). The formulation in 
Eq. (5.7) was slightly modified and used by Wang and Xu (2002) and then later by Wang 
(2005) to study laser heating of metals. Their modified formulation reads 
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where E is the energy from the laser deposited at particular region of volume V and 
 is the thermal kinetic energy of the atoms contained in that volume as described 
before. In their original work, the stepwise nature of the TTM is neglected and it was 
assumed through the rescaling with Eq. (5.8) that the energy of the laser is directly 
transferred to the lattice. The validity of this assumption is investigated in Section 5.5. 
Equation (5.8) can be used to rescale the velocities of the atoms in the boundary regions 
to account for a radiation boundary condition. In this way the energy is dissipated into the 
vaccum considering 
2 / 2vTm
( )4 4cE A T Tεσ ∞= − −  where σ (5.67 x 10-8 W/m2K4) is Stephan-
Boltzmann constant, ε is the emissivity and Ac is the surface area. 
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Considering that during laser heating it is the electrons in the conduction band that 
comprise the heat bath, Hakkinen and Landman (1993) used Eq. (5.2) by replacing T0 
with the electron temperature Te, and assuming that the damping constant γ = G/Cl. Their 
expression reads 
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The main drawback of Eq. (5.9) is that a priori knowledge of the lattice heat capacity 
is required that is, in general, a function of the temperature. This problem was overcome 
by Ivanov and Zhigilei (2003) who modified the damping term in Eq. (5.2) by replacing 
the atomic velocity with their thermal velocity  defined as vTi v v v
T
i i= − i  and by 
modifying the damping constant, which yields 
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Here V is the volume occupied by a group of atoms where the electron temperature 
and the kinetic energy (in the denominator) are defined. The summation of the term in the 
numerator indicates the transfer of the total energy of the electrons to the lattice, 
considering that the electron equation [Eq. (3.7)] is solved with a much smaller time-step. 
A comparison between the damping term in Eq. (5.9) and Eq. (5.11) shows that  
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where N is the total number of atoms in volume V. Equation (5.12) is an implicit function 
of the temperature because the number of atoms N in a given discrete volume V changes 
due to thermal expansion.  
 
Later, Xu et al. (2004) followed the second approach of Berendsen et al. (1984) [Eq. 
(5.6) and (5.7)] and modified the velocity re-scaling factor χ to account for the electron-
phonon coupling.  
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As is shown later, the formulations in Eqs. (5.10) and (5.11), and the velocity re-
scaling of Eq. (5.13) are equivalent. 
 
5.2 Numerical Considerations 
The combined TTM with MD is also referred to as a hybrid approach because it 
entails the use of continuum and discrete numerical methods for the same problem. The 
TTM is used to calculate the electron temperature of the system, as well as to the account 
for electron diffusion inside the material. The MD simulations use this information to 
integrate the equations of motion of the atoms in the material. Depending on the spread of 
the energy beam on the surface of the workpiece one can neglect radial variations and 
solve the one-dimensional (1D) problem or solve the full three-dimensional problem (3D) 
when these variations are an important part of the solution. Both of these situations are 
described below. 
 
5.2.1 One-Dimensional (1D) Problems 
When the electron beam is not focused, this numerical approach is adequate because 
it saves computational time by neglecting radial variations. In the simulations presented 
later in this Chapter, a free standing film with a thickness of 50 nm was considered, and 
with a lateral area of ~ 6 nm x 6 nm depending on the material. Periodic boundary 
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conditions are used in the x- and z- axis, with the y- axis representing a free surface. The 
energy exchange between the two parts of the combined model is schematically 
illustrated in Fig. 5.1. 
 
In order to solve Eq. (3.7) an implicit discretization given in Eqs. (3.13)-(3.15) can be 
used. The thermal expansion of the lattice in FD scheme is accounted for by counting the 
number of atoms in each cell during the course of the simulations. The simulations begin 
with a fixed number of FD cells. However, the atoms can move in and out of the cells 
during the simulations because of changes in their energy due to the energy beam. When 
the number of atoms in a particular region exceeds 10% of the average number density 
per cell a new FD cell is activated (Schafer et al. 2002; Ivanov and Zhigilei 2003). Also, 
when the number of atoms decreases below this limit, the cell is deactivated and the TTM 
is solved in the active number of cells. In the event that a cell between the two free 
surfaces becomes deactivated due to possible ablation of the material, a new adiabatic 
boundary is created and the TTM is solved for each section of the material. 
 
5.2.2 Three-Dimensional (3D) Problems 
The heating effect of a focused electron beam acting on the workpiece falls in a 
category of 3D problems because, unlike the previous case, the radial effects are now 
important. The simulations based on this approach are given in Chapter 7, however, the 
numerical implementation is described here. The continuum domain with volume LxLyLz 
is divided into grid elements of volume ∆x∆y∆z. A grid element length of ∆x = ∆y = ∆z = 
3a0 where a0 is the lattice constant of the material was chosen. A schematic of this model 
is shown in Fig. 5.2.  
 
Inside each discrete element of the continuum domain, the MD domain is initially 
defined with 109 atoms per element. As the simulation of nanomachining is done the 
number of atoms in each element changes due to their atomic motion. Initially, the 
dimensions of the domain are 100 x 100 x 25 nm with periodic boundary conditions in 
the x- and z- directions and a surface defined on the y- direction. This model represents a 
free standing thin film. Thermal expansion is a natural consequence of solving the 
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equations of motion because at each time step one can determine the position of each 
individual atom. To account for thermal expansion new elements on the y- axis are 
activated if the number of atoms in a particular point in space, defined with the same 
dimensions of a discrete element, exceed 10% of the initial number of atoms in a regular 
element. However, in the event that the number of atoms in a region is less than this limit, 
the element is deactivated. In order to solve Eq. (3.7) the following implicit discretization 
is used 
 
 
( ) ( ) ( )1 1 1 1 1 1 11 , 1, , , 1, , 2 , , 1, , , 1, 3 , , , 1 , , , 1 4 , , , 5 0t t t t t t te i j k e i j k e i j k e i j k e i j k e i j k e i j kA T T A T T A T T A T A+ + + + + + ++ − + − + −+ + + + + − − =    
 
                                    (5.14) 
 
with 
 
                                           1 2
ekA
x
=
∆
      2 2
ekA
y
=
∆
      3 2
ekA
z
=
∆
                               (5.15) 
 
                                               ( )4 1 2 32 e
CA A A A G
t
= + + + +
∆
                                       (5.16) 
 
                                                 5 , , , , , ,
t e
e i j k l i j k
CA GT T S
t
= + +
∆
                                         (5.17) 
 
 
Just as in the 1D case in the previous section, the electronic thermal conductivity, ke, 
and the electronic heat capacity Ce are evaluated at the electronic temperature in a given 
timestep, . The matrix form of Eq. (5.14) results in a 7-banded matrix with NxNyNz 
equations which can be solved numerically with the use of the Successive Over-
Relaxation (SOR) method (Kumar 2006; Wong and Mengüç 2008). The general form of 
the SOR requires the relaxation parameter ω that gives the largest convergence with the 
least number of iterations. A constant of ω = 1.2 was selected based on trial and error and 
obtained a converged solution with an error of less than 10-6 with less than 10 iterations 
in the most extreme case. This is because the SOR method uses the recently calculated 
values in one point to calculate the next value of another. The electron temperature at the 
previous step at the previous step is used as the initial guess to begin the iterations. 
,
t
e ijkT
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Finally, the ghost node method is used to account for the adiabatic boundaries when 
solving the TTM, and the electron energy is not “defined” when material is not present. 
 
5.3 Simulations of Laser Heating 
In metals, laser light is absorbed by the conduction band electrons. The deposited 
energy is equilibrated quickly, within femtoseconds, among the electrons. This energy is 
subsequently transferred to the atomic vibrations, although more slowly. The latter 
process is controlled by the strength of the electron-phonon coupling and can take from a 
fraction of a picosecond to several tens of picoseconds. Finally, the thermal equilibrium 
is established between the electrons and phonons, and the heat flow from the surface 
region into the bulk of the irradiated target can be described as the common thermal 
diffusion. This process is well described by the TTM (Kaganov 1957). As a validation of 
our code, and to compare the different methods available, the effect of laser heating in a 
50 nm thin film of gold was simulated. In the simulations, the laser energy deposition, is 
described with a Gaussian temporal profile  
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where I0 is the peak intensity, R is the reflectivity, Lp is the optical absorption depth, and 
σ is the standard deviation of the Gaussian profile, related to the pulse duration as τL = 
(full width at half maximum) = ( )8ln 2σ . The laser fluence F is related to the peak 
intensity I0 as F ≈ 1.0645τLI0. The absorbed laser fluence, related to the incident fluence 
as Fabs = F(1-R), is used in the discussion of the simulation results in this work.  Equation 
(5.18) describes a laser that has a constant profile in the x- and y- directions, so the 
problem becomes one-dimensional (1D). This assumption is reasonable if the laser 
wavelength is in the visible light range (Scouler 1967). 
 
The methods described above were compared against a finite element (FE) solution of 
Eqs. (3.7) and (3.8). The commercial software Comsol Multiphysics ® 3.2b was used for 
the FE solution. In the MD simulations the order parameter given in Eq. (4.12) was 
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monitored to make sure that the system remained in the solid state. For the maximum 
temperatures achieved in the MD simulations, the system exhibited solid-like behavior so 
that a continuum FE solution is valid. It is noted that in this software the equations are 
solved considering the spatial variation of the thermal conductivity kl. The electronic 
properties shown in Table 3.1 were considered when solving Eq. (3.7). 
 
A 200 fs laser pulse with absorbed fluence of 130 J/m2 and wavelength of 450 nm 
was considered. At this wavelength, the optical penetration depth, Lp, in gold is 
approximately 14 nm (Palik 1985). However, for s/p-band metals such as gold where the 
electron-electron collision rate is small, the ballistic motion of the excited electrons can 
significantly alter the initial energy deposition depth when a laser is applied. Before the 
excited electrons equilibrate due to collisions with other electrons near the Fermi level 
and form a Fermi distribution with a certain electron temperature, they can propagate 
from the optical absorption depth deeper into the bulk of the irradiated sample with 
velocities close to the Fermi velocity. This ballistic motion of the excited electrons leads 
to the fast, within ~ 100 fs redistribution of the deposited energy within the ballistic range 
that is defined by the mean free path of the electrons. It has been suggested that the effect 
of ballistic electrons can be incorporated into the TTM by substituting the optical 
penetration depth Lp in the source term, Eq. (3.7), by an effective laser energy deposition 
depth defined by both optical absorption and ballistic energy transport, Lp + Lb, where Lb 
is the ballistic range (Wellershoff et al. 1999; Hohlfeld et al. 2000).  
 
As can be seen in Fig. 5.3 the method used by Wang and Xu (2002) and later by 
Wang (2005) is not accurate for simulations of laser heating during femtosecond pulses. 
This is because this method assumes a direct energy transfer between the photons and the 
lattice as decribed by Eq. (5.8). The rest of the methods yield the same results and their 
differences are mainly based on their numerical efficiency. The method used by Xu et al. 
(2004) provides the fastest results because it does not integrate the equations of motion 
for each atom, but rather re-scales their velocities after the integration has been 
completed. In the traditional velocity-Verlet algorithm two loops over all the atoms are 
required to integrate their positions (first loop) and their velocities (second loop). 
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Because it comes from the same formulation as the method used by Ivanov and Zhigilei 
(2003) both provide the same results as can be seen from the overlap in Fig. 5.3. 
Additionally, our assumption of neglecting the spatial variation of kl in the finite 
difference discretization of Eq. (3.7) is validated because the FE solution produces the 
same results. 
 
It is interesting to note that the relaxation time (the time required for the electronic 
and atomic systems to equilibrate at the same temperature) is of approximately 20 ps. 
When the initial temperature rise is high once the laser beam is turned off, the 
equilibration between electron and lattice temperatures takes a longer time, than in the 
opposite case. The relaxation time is also a function of the thickness of the film. As 
reported in the work of Hohlfeld et al. (2000) the relaxation time for a 20 nm film of gold 
is of approximately 15 ps and decreases to 10 ps for a bulk material. Even though direct 
comparison to their work may be difficult because of different film thickness and 
absorbed laser fluence, our results exhibit a similar trend in the relaxation time. 
 
In Fig. 5.4, the temperature evolution of the top and bottom surfaces of 50 nm thin 
films of gold (Fig. 5.4a) and nickel (Fig. 5.4b) are compared. For the latter thin film an 
optical penetration depth of 13.5 nm was assumed (Palik 1985) since ballistic electron 
transport is not significant for nickel (Wellershoff et al. 1999). 
 
The differences in the maximum electron temperature achieved for gold (~ 5000 K) 
and nickel (~ 2500 K) also show an interesting behavior. This is due to the higher 
electronic heat capacity constant of nickel which is more than 11 times that of gold as 
seen in Table 3.1. Also, faster electron diffusion in gold causes an almost 
indistinguishable temperature rise on both the top and lower surfaces, whereas for nickel, 
there are marked temperature gradients on both the electronic system and the lattice. A 
faster energy transfer between the hot electrons and the lattice was observed for nickel 
than for gold due to a stronger electron-phonon coupling for nickel.  
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With respect to the lattice heat capacity, it was found that using the reported value of 
2.5 x 106 J/m3K (Gray 1972) in the FE solution of Eqs. (3.7) and (3.8) or in the method 
by Hakkinen and Landman (1993), produced higher lattice temperatures at equilibrium. 
The mentioned value corresponds to this property evaluated at 273 K. These results are 
shown in Fig. 5.5. 
 
In previous studies using the TTM for different materials a constant heat capacity 
evaluated at this temperature has been used (Qiu and Tien 1992; Schafer et al. 2002; 
Caffrey et al. 2005). In most metals, for applications in which the temperature is large, 
one can assume a constant lattice heat capacity based on the Dulong and Petite’s law 
considering that the Debye temperature, TD, for most metals is small (< 200 K) and the 
ratio T/TD >> 1. For the case of gold, however, with TD of 165 K (Kittel 1995), assuming 
a constant heat capacity is in error because the ratio T/TD is 1.8. For this ratio, the lattice 
heat capacity can be approximated by a linear functionality with temperature (at the 
higher end of the cubic dependence for low temperatures (Ashcroft and Mermin 1976)). 
It was found that using Cl = 8330Tl is a much better assumption for simulations of laser 
heating (Wong and Mengüç 2008). However, there is still the problem of defining this 
parameter during phase change. To overcome these problems the methods developed by 
Ivanov and Zhigilei (2003) and Xu et al. (2004) are the most adequate because their 
formulation is not based on knowledge of the lattice heat capacity. In what follows, Eq. 
(5.13) is used as the coupling between the TTM and MD. 
 
5.4 Comments 
The numerical methods developed in this Chapter provide the basis for realistic 
computer simulations that are presented later. The use of the hybrid TTM-MD method 
presented here provides the best alternative to simulate the process of nanomachining by 
making the least number of assumptions regarding the thermophysical properties of the 
materials studied. This is a key advantage as the properties required to simulate the 
process might not be available in the wide range of phases needed. 
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Figure 5.1 Schematic showing the system and our solution scheme. The electronic system 
is simulated using a finite difference scheme (FD). An energy beam (laser or electron) 
irradiates the electronic system with normal incidence. The atomic system is treated by a 
MD scheme. Electronic and atomic systems are coupled by the electron-phonon coupling.  
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Figure 5.2 Schematic of the hybrid continuum-MD approach. Each discrete element of 
the continuum model contains initially 109 atoms.  
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Figure 5.3 Comparison between numerical methods to predict the electron and lattice 
temperatures for a laser pulse of 200 fs with a fluence of 130 J/m2 on a 50 nm thin film of 
Au: a) electron temperature; b) lattice temperature.  
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Figure 5.4 Electron and lattice temperature on the top and bottom surfaces of a) gold and 
b) nickel after laser irradiation with 130 J/m2 of absorbed fluence with pulse duration of 
200 fs.  
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Figure 5.5 Lattice temperature of a 50 nm thin film of gold when heated by a 200 fs laser 
pulse with an absorbed laser fluence of 130 J/m2. Different lattice heat capacities are 
compared when using Eq. (5.9) as the coupling between MD and the TTM.  
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CHAPTER 6  
1D SIMULATIONS OF ELECTRON HEATING  
USING THE HYBRID TTM-MD METHOD 
 
 
The results from the previous Chapters can now be used to study the effect that the 
electrons emitted from an array of CNTs has on metallic films. This Chapter makes use 
of the hybrid numerical method derived in Chapter 5 to study the processes of phase 
change and material removal, considering a realistic electron emission profile obtained 
following the methodology described in Chapters 2 and 3.  
 
6.1 Problem settings 
The heating effect on thin films of Cu and Ni of an electron beam from an array of 
CNTs is considered here. Figure 6.1 shows the electron deposition profiles on both 
materials for emission from a single CNT with 50 nm radius and 4 µm of height. An 
applied voltage of 300 V and a gap distance of 300 nm are considered. 
 
Even though both elements are fairly similar the differences in the penetration depth 
in Ni and Cu are quite noticeable, the former being almost half that of the latter. This is 
due to the differences in the Fermi energy and the work function which are much larger 
in Ni resulting in a larger energy barrier that hinders electron propagation inside the 
material.  
 
Following the models and discussions presented in the previous sections, now the 
electron-beam based heating concept can be tackled and explore the phase change 
phenomena with a hybrid TTM-MD simulations approach. In a previous study, this 
concept was explored for a 50 nm thin film of Au (Sanchez and Mengüç 2007). Here, 
films are considered with 100 nm in thickness. Table 6.1 summarizes the geometric 
details of the models used.  
 
Periodic boundary conditions are used along the x- and y- axes, with the z- axis 
representing a free surface (Plimpton 1995). The domain corresponds to a free standing 
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thin film extending infinitely in the x- and y- directions. In practice, thin film heating 
experiments could be done using a film deposited on a flat substrate, such as a silicon 
wafer. Our simulations correspond to a case in which the film is supported from the sides 
and such supports are very far away from the region of interest. The size effects are 
negligible based on temperature calculations using a box size with dimensions that are 
twice as large as the ones considered here. Because of the consideration of a heating 
process that is not varying in the radial direction, the solution corresponds to a one-
dimensional (1D) problem. Conduction effects in the x- and y- dimensions are not 
accounted for because of the relatively small size of the simulation box in comparison to 
the total electron spread (~ 2 µm). It is assumed that the heating occurs uniformly in the 
entire area where the electron beam is spread, rendering the consideration of conduction 
in the lateral directions unnecessary for the small region in the center. Also, radiation heat 
transfer from the heated workpiece to the vacuum is negligible because of the short 
simulation time (120 ps). However, due to the high temperatures attained (see below) and 
the close proximity of the CNT emitter array, near field radiation heat transfer effects 
might be considerable (Francoeur and Mengüç 2008). These effects could pose an 
additional cooling mechanism for the films, yet the time-scale in which they become 
important is unclear. Due to the complexity of the near field radiation problem, however, 
those effects were neglected in this study.  
 
A standard tri-diagonal formulation is used to solve Eq. (3.7) (Kincaid 2002). The FD 
scheme is discretized spatially with ∆z = 0.3615 nm for Cu and ∆z = 0.352 nm for Ni. 
The effect of increasing the number of CNT on the array (see Fig. 3.4) was analyzed 
which corresponds to plausible experimental conditions. The simulations are run in 
parallel computers with 32 processors. In order to account for thermal expansion of the 
lattice in FD scheme, the number of atoms in each cell is counted during the course of the 
simulations. The simulations begin with a fixed number of FD cells. However, the atoms 
can move in and out of the cells during the simulations because of changes in their energy 
due to the energy deposition by the electron beam. When the number of atoms in a 
particular region exceeds 10% of the average number density per cell a new FD cell is 
activated (Schafer et al. 2002; Ivanov and Zhigilei 2003). Also, when the number of 
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atoms decreases below this limit, the cell is deactivated and the TTM is solved in the 
active number of cells. Adiabatic boundary conditions are considered when solving the 
TTM, and the electron energy is not “defined” when material is not present. Numerically, 
this is implemented by using a ghost-node method (Wong et al. 2004). In the event that a 
cell between two free surfaces becomes deactivated due to possible ablation of the 
material, a new adiabatic boundary is created and the TTM is solved for each section of 
the material once more. 
 
6.2 One-dimensional temperature and pressure spatial-temporal profiles 
The simulation begins by a 10 ps constant temperature run in which the velocities of 
the atoms are rescaled to maintain a constant temperature of 300 K. Then a 20 ps constant 
energy run is performed in which the system is left undisturbed without applying the 
electron beam. These simulations show that the total energy of the system remains 
constant during the 20 ps of the simulations indicating that the modified equation of 
motion, Eq. (5.10), samples the microcanonical ensemble correctly. 
 
The temporal and spatial evolution of the lattice temperature is shown in Fig. 6.2 for 
an array of 10000 CNT acting on the films. The motion of the top and bottom surfaces of 
the film corresponds to the thermal expansion. Note that in Fig. 6.2, and in the 
subsequent figures, the plots correspond to surface plots in 3D that are seen from the top 
with the height of the surfaces shown in the color bars. 
 
The energy transfer from hot electrons to the lattice leads to an increase in the 
temperature. In the case of the Cu thin film fast electron diffusion throughout the film 
causes a rapid rise of the electronic temperature. An order of magnitude analysis based on 
Eq. (3.7) reveals that the diffusion time for Cu is L2Ce/ke ~ 187 fs while the electron-
phonon coupling time is Ce/G ~ 3 ps meaning that at the initial stages of heating the 
electron temperature rise is fast and uniform. By the time the electrons begin to transfer 
their energy to the lattice, small electron temperature gradients due to fast diffusion lead 
an almost uniform temperature rise of the lattice. For Ni, with a large electronic heat 
capacity, the electronic thermal diffusion is rather small in comparison; therefore, larger 
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temperature gradients are expected. An order of magnitude analysis leads to diffusion 
times and electron-phonon times for Ni in the same order of magnitude and 
approximately 9 ps. This means that before the electrons can diffuse their energy to the 
bottom of the film, they are already transferring their energy to the lattice resulting in 
pronounced temperature gradients. This is evident from Fig. 6.2b where for Ni the bottom 
surface remains relatively cool in comparison to the top. For Cu, as shown in Fig. 6.2a, 
both sides become hot. This also causes the top surface layers to heat up considerably as 
the hot electrons cannot easily diffuse into lower parts of the film. Also, the electron-
beam penetration depth in Ni is almost half that of Cu further enhancing this effect (see 
Fig. 6.1).  
 
Examination of the spatial-temporal pressure profiles of Cu and Ni (see Figs. 6.3a and 
6.3b respectively) during electron heating reveals an interesting interplay between 
compression (inwards and keeping the film together) and tension (outwards and pulling 
the films apart) stress during electron heating. Note that just as in Fig. 6.2 the profiles 
shown in Fig. 6.3 correspond to the values of the pressure along the depth of the film and 
plotted for all recorded timesteps. Thus, the rhombus-shaped regions on the plots 
correspond to the amplitude of a pressure wave as it moves through the film and changes 
phase from compression to tension when it hits the top and bottom surfaces (Sanchez and 
Mengüç 2007). These regions appear because the pressure distribution at every timestep 
is plotted in Fig. 6.3 in parallel axes.  
 
Approximately 5 ps after the electron beam is turned on, the pressure wave that is 
traveling through the materials starts shifting to a more tensile nature. In the Cu thin film 
(Fig. 6.3a) a large tensile stress build up is apparent at 40 ps that pushes the top and 
bottom surface regions apart contributing to thermal expansion of the film. After the film 
melts at approximately 49 ps (29 ps after the heating begins, see Fig. 6.2a) two regions 
are observed in the pressure plot: the top region expanding outwards exhibits tensile 
stress indicating that it continues to expand as it vaporizes; the lower region exhibits 
compressive stress. Even though tension is usually associated with cooling due to the 
dissipation of heat into mechanical energy as thermal expansion, the vaporized region 
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expands while its temperature continues to increase. This is because the top region is 
comprised of low density vapor which has high kinetic energy. The energy from this 
region can be dissipated into the vacuum via radiation heat transfer, although radiation 
losses are not considered. The lower region exhibits compressive stress with a peak at 
approximately 70 ps. As the heating continues, the magnitudes of these stresses begin to 
decrease.   
 
In the case of Ni tensile stress mainly builds up close to the top surface, and is 
followed by the expansion of the surface layers (see Fig. 6.3b). It is interesting to note a 
compressive stress peaks near the center of the film at approximately 50 ps. This is the 
point where the solid-liquid melting front speed reaches its maximum after which it 
decreases and becomes constant (see Fig. 6.7b). The position of the solid-liquid melting 
front is apparent in this plot. The stresses in the film are mainly tensile with larger 
magnitudes in the region where the material retains the liquid state.   
 
6.3. Structural Changes 
Figure 6.4 shows the spatial-temporal profiles of the normalized number density of 
atoms for both films. These results are plotted to further study the structural change 
during electron heating. At the early stage of electron heating, the crystal structure is 
preserved in the target, which is seen as the peak number density of atoms near at each 
lattice layer. Due to the increase of atomic kinetic energy in electron heating, atoms 
vibrate more intensely in the solid region, resulting in a lowering of the number density 
of atoms. As the electron heating progresses, the target is melted, and the atomic 
distribution becomes random. Two different trends are observed for Cu and Ni. For the 
former, the energy increase causes that the atomic layers on the surface and below it to 
become vaporized as they are pushed off the material. For the latter, a region of low 
temperature is observed being pushed outwards. Vaporization in this case happens below 
the surface of the workpiece, which reduces the number density of atoms significantly at 
the location near the liquid surface.  
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In order to determine the rate of melting and evaporation, additional criteria are 
needed to discern the solid-liquid and liquid-vapor interfaces. The profile of the number 
of atoms (Hakkinen and Landman 1993), the radial distribution function (Chokappa et al. 
1989), and the order parameter (Morris and Song 2002) are used for this purpose. For 
solid Cu, the average number density of atoms is 8.47 x 1028 m-3, and for Ni it is 9.17 x 
1028 m-3. In this work, if the number density of atoms is higher than these values, the 
material is treated as solid. When the material is in the solid state, its normalized number 
density is unity. In the liquid phase the normalized number density of Cu is less than 0.89 
while for Ni is less than 0.87 (Janz 1988; Nasch and Steinemann 1995). At the front of 
the melted region, the normalized number density of atoms decreases sharply to less than 
0.33. Therefore, the material is assumed to be a vapor at a number density lower than a 
third of the solid-phase number density. The validity of this criterion was studied using 
the radial distribution function and has been found to be a good approximation (Wang 
and Xu 2002). In Fig. 6.4 the solid-liquid interface (dotted line) and the liquid-vapor 
interface (dashed line) based on this approximation were demarked. 
 
The spatial-temporal profile of the order parameter [Eq. (4.12)] and the in-plane 
radial distribution function for Cu and Ni display marked differences, as shown in Figs. 
6.5 and 6.6, respectively. 
 
The Cu thin film is entirely melted just 20 ps after the electron beam is turned on. 
This is due to the deeper electron penetration inside the film, as well as to the faster 
electronic diffusion. As the material expands outwards, solidifying plumes are observed 
(inside the dotted lines) that result from cooling of the ejected material. They can be 
considered as molten layers close to the solid-liquid transition.  
 
The order parameter is only really useful to establish the solid-liquid interface; the 
radial distribution function provides additional information on the liquid-to-vapor 
transition. With the aid of Fig. 6.4 one can establish the position of the liquid-vapor 
interface. The structural analysis of Ni shows that it retains the solid structure up to the 
end of the simulation for layers below 50 nm into the film. This behavior is directly 
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related to the magnitude of the electronic heat capacity, electron-phonon coupling 
constant and electron penetration inside the film. Much higher values of the properties 
and much shorter electron penetration correspond to a better retention of the crystallinity, 
as measured by the order parameter of the material during electron heating and also by 
shallower melted regions. Lower values and longer penetration correspond to more 
uniform heating of the material as it was seen for Cu. The radial distribution in Figs. 6.5b 
and 6.6b further depicts the state of the film at 100 ps of the simulation (80 ps after 
heating begins). At this point the Cu film is completely melted and vaporized down to 30 
nm. Within the same duration, on the other hand, the Ni film retains the solid state at 
deeper layers.  
 
Using the normalized number density, order parameter and radial distribution 
function, the instantaneous position of the solid-liquid and liquid-vapor interfaces for the 
Cu and Ni films was determined. Then, the velocities of these interfaces were determined 
by finding the derivative of the positions after the latter were fitted with a high order 
polynomial. As observed in Fig. 6.7 melting and evaporation start at about 25 ps (5 ps 
after the heating begins). The solid-liquid interface moves into the solid as the melting 
progresses, and the liquid-vapor interface moves outward as the melted region expands. 
For the Cu film (see Fig. 6.7a) two melting fronts are actually determined. The films 
heats up almost uniformly in depth so a melting front from the top and bottom surfaces 
are obtained. In Fig. 6.7a, only the top melting front is depicted. It can be seen that the 
solid-liquid interface asymptotes at 49 ps (29 ps after the heating began) which is the 
point where the two fronts meet and from then on the material is completely melted. The 
highest velocity of the solid-liquid interface is about 1100 m/s. The liquid-vapor interface 
shows an interesting behavior as it first moves outwards and then at approximately 70 ps 
(50 ps after heating begins) it moves inwards indicating that the film begins to vaporize.  
 
In the case of the Ni film (see Fig. 6.7b), the solid-liquid interface reaches a 
maximum speed of approximately 120 m/s at approximately 40 ps (20 ps after heating 
begins). Afterwards it begins to decrease and finally reaches a constant speed of 50 m/s 
indicating that complete meltdown of the film is also possible with prolonged exposure to 
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the heating source. Unlike Cu however, the melting front moves only from top to bottom 
surface due to more pronounced temperature gradients in the Ni film. The liquid-vapor 
interface also moves with increasing speed outwards only to reach a constant speed of 
approximately 50 m/s (outwards into the vacuum). 
 
Finally, the time required to achieve melting at different depths into the films with 
different number of CNTs in the array, ranging from 1000 to 1000000 was calculated and 
shown in Fig. 6.8. The time at which melting occurs was determined by running 
individual simulations for each point in plots in Fig. 6.8 with different number of CNTs. 
The order parameter was then calculated using Eq. (4.12) and following the criteria 
described in Section 6.2, the time required for the order parameter to drop below 0.04 at a 
given depth as indicated in the figure was determined. 
 
It is clear that as the number of CNTs increases, the time to achieve melting at a given 
depth decreases since there are more electrons deposited into the materials and thus the 
total heating power distributed inside the films is larger. For Ni the time required to 
achieve melting at any depth is almost double that for Cu. The reason for this difference 
can be explained by the much lower electron diffusion in Ni that results in much larger 
electronic diffusion time and more pronounced temperature gradients. It can be seen that 
10000 CNTs can cause melting of the films at depths of 40 nm at approximately the same 
time as with a larger number of CNTs. However as the number increases, phase change 
occurs faster than the time required for thermal expansion to dissipate some of the 
thermal energy and large pressure build ups contribute to the breakage of the films. 
 
6.4. Comments 
The simulations revealed that the behavior of the two materials was considerably 
different, owing mainly to the faster electronic diffusion in Cu than in Ni. The Cu film 
melted completely when when exposed to the electron beams from 10000 CNTs and 
exhibited two melting fronts which converge close of the middle of the film with a very 
large velocity. This was followed by large thermal expansion and vaporization of the top 
layers of the film. In the case of Ni large temperature gradients were observed.  
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It was found that the phase change process in thin films is an interplay between the 
speed of the energy diffusion into the films and a concentration of tensile stresses that 
contribute to expansion and breakage of the films. A material such as Cu with fast 
electron diffusion tends to heat up and melt more uniformly than Ni for which the energy 
diffusion is slower. Large tensile stresses appear in both cases contributing to thermal 
expansion, but due to a better retention of the crystalline phase in Ni, liquid regions of the 
film are pushed outwards from the solid-liquid interface. 
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Table 6.1 
Domain size used in the simulations 
 
Metal Lateral box size (nm x nm) Atoms  per layer Number of atoms 
Cu 5.784 x 5.784 1024 284160 
Ni 5.632 x 5.632 1024 292352 
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Figure 6.1 Electron energy density for Ni and Cu as a function of the depth in the film 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 117
 
 
 
 
 
 
 
 
Figure 6.2 Transient lattice temperature profiles during heating of a 100 nm thin film by 
an array of 10000 CNTs with 300 V of applied voltage and 300 nm gap distance. a) Cu 
film; b) Ni film.  
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Figure 6.3 Transient pressure profiles during heating of a 100 nm thin film by an array of 
10000 CNTs with 300 V of applied voltage and 300 nm gap distance. a) Cu; b) Ni. 
Positive values denote compression, negative values denote tension.  
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Figure 6.4 Spatial-temporal profile of the normalized number density of the films during 
heating by an array of 10000 CNTs with 300 V of applied voltage and 300 nm gap 
distance. a) Cu film; b) Ni film. The dotted line delineates the solid-liquid interface and 
the dashed line the liquid-vapor interface.  
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Figure 6.5 Structural analysis of the Cu film during the heating of field-emission by an 
array of 10000 CNTs with an applied voltage of 300 V and 300 nm gap distance. a) Order 
parameter and b) in-plane radial distribution function at 100 ps at various depths.  
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Figure 6.6 Structural analysis of the Ni film during the heating of field-emission by an 
array of 10000 CNTs with an applied voltage of 300 V and 300 nm gap distance. a) Order 
parameter and b) radial distribution function at 100 ps at various depths.  
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Figure 6.7 Velocities of the solid-liquid and liquid-vapor interface in a) Cu and b) Ni, 
after heating with 10000 CNT with 300 V and 300 nm of separation distance.  
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Figure 6.8 Time required to achieve melting at a given depth of a thin film as a function 
of the number of CNTs used for electron emission: a) Cu, b) Ni.  
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CHAPTER 7  
NANOMACHINING OF METALLIC SURFACES  
USING A HIGHLY FOCALIZED ELECTRON BEAM 
 
 
In this Chapter, the experimental conditions required, such as the accelerating voltage 
and heating power, to achieve nanomachining of a metallic surface are explored using a 
highly focused electron-beam. The focusing mechanisms are of no concern at this point, 
but concentrate mainly on exploring the thermal aspects of nanomachining once the 
electron-beam hits the surface. The hybrid numerical approach developed in Chapter 5 is 
usedthat combines the two-temperature model (TTM) and molecular dynamics (MD) to 
study the mechanisms of phase change and material removal in precise detail. This 
Chapter deals with the expansion of concepts outlined in earlier work (Sanchez and 
Mengüç 2007, 2008c) to consider a 3D scenario where the radial component is not 
neglected. Two different materials are considered (Au and Ni) in the simulations as their 
electronic and thermophysical properties are readily available in the literature. Finally, 
the hybrid numerical approach developed here is used to explore the temporal and spatial 
aspects of nanomachining processes.  
 
7.1 Problem settings 
Nanomachining of a metallic surface using a highly focalized electron beam is now 
investigated (see Fig. 5.2) (Sanchez et al. 2008b). Two workpieces of Au and Ni surfaces 
as their properties are readily available. In Fig. 7.1 the electron energy density deposition 
profiles are shown as a function of the depth inside the materials for various accelerating 
voltages. As the accelerating voltage increases, so does maximum penetration depth of 
the electron beam; however, the density of the electrons along the depth decreases as they 
become more distributed inside the materials. The same is true along the radial direction. 
Note that here the term “maximum penetration depth” is used to refer to the point where 
the electron energy density approaches to zero (Sanchez and Mengüç 2007). It can be 
seen from Fig. 7.1 that even though both materials are essentially different, the resulting 
electron deposition profiles are almost identical. 
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In the simulations of nanomachining presented in Section 7.3 a heating power is 
associated to each accelerating voltage assuming a given value of current. For instance, a 
heating power of 1 W for an accelerating voltage of 0.25 keV corresponds to a current of 
4 Amps. The resulting electron deposition profiles are then used as a heat source in the 
hybrid numerical method discussed below. The discussion of feasibility of achieving such 
a highly focalized and energetic electron beam is left to the next Chapter. 
 
7.2 Numerical model settings 
The coupling between the continuum electron equation [Eq. (3.7)] and the discrete 
equations of motion [Eq. (4.5), with the explicit velocity rescaling Eqs., (5.6) and (5.13)] 
is achieved via a hybrid approach (see Chapter 5). The simulations begin by dividing a 
continuum domain with volume LxLyLz into grid elements of volume ∆x∆y∆z. Grid 
elements of length as ∆x = ∆y = ∆z = 3a0 are chosen where a0 = 0.408 nm and a0 = 
0.3615 nm is the lattice constant of Au and Ni respectively. A schematic of this model is 
shown in Fig. 5.2. Inside each discrete element shown in Fig. 5.2 there are 109 atoms. 
 
As the simulation of nanomachining is performed, the number of atoms in each 
element changes due to their atomic motion. The model in Fig. 5.2 represents a free 
standing thin film. Thermal expansion is a natural consequence of solving the equations 
of motion because at each time step the position of each individual atom can be 
determined. To account for thermal expansion new elements on the y- axis are activated 
if the number of atoms in a particular point in space, defined with the same dimensions of 
a discrete element, exceed 10% of the initial number of atoms in a regular element. 
However, in the event that the number of atoms in a region is less than this limit, the 
element is deactivated. Here, the implicit discretization given in Section 5.4.2 is used in 
order to solve Eq. (3.7). 
 
7.3 Continuum calculations with the TTM 
Before performing the simulations of nanomachining with the hybrid TTM-MD 
method discussed in the Section 5.1, one needs to have a feeling of the behavior of the 
materials when exposed to the electron beam. Thus, as a first approximation, and to 
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explore the effects of heat diffusion through Au and Ni when exposed to an electron 
beam with a given accelerating voltage and heating power, Eqs. (3.7) and (3.8) are solved 
using a finite difference scheme [Eqs. (5.14)-(5.17)]. Note that these equations are solved 
as they are without additional considerations of phase change and moving boundaries due 
to thermal expansion (Szyszko 1995; Pronko 1996).  
 
In achieving different nanomachining scenarios, the potential combinations of 
accelerating voltage and heating power are virtually infinite. Here, the details of the 
feasibility of achieving a prescribed heating power of the electrons are not given, as they 
were discussed earlier in (Sanchez and Mengüç 2008b). The modeling is based in the 
possibility of producing a very large temperature gradient in a radius of approximately 10 
nm from the center of the workpiece. Obtaining pronounced temperature gradients within 
the workpiece is crucial because electron-based nanomachining is purely a thermal 
process in which highly focalized, high energy electrons heat the material to the point 
where atoms in a given region are ejected, thus producing a nano-sized indentation on a 
surface. Additional questions can be raised at this point, such as what is the final position 
of the atoms that are “ejected” and what are the governing physics of the process that can 
lead to it being repeatable and controllable in an industrial environment. The expectation 
is that these questions can be addressed with the use of the hybrid TTM-MD discussed 
above. 
 
Au and Ni films with dimensions of 100 x 25 x 100 nm are simulated. The solution of 
Eqs. (3.7) and (3.8) are shown for a variety of accelerating voltages and heating powers. 
For each accelerating voltage, heating powers of 0.5 W, 1 W and 10 W were considered. 
 
For the case of Ni (left column, Figs. 7.2a and 7.2c) the results correspond to the 
temperature profile on the material at the time when a point located at the center of the 
top surface reaches the prescribed boiling point. At that time, the simulation was stopped. 
Because in this simple model the effects of the latent heat of fusion, vaporization or 
thermal expansion are not considered, the temperature gradients depicted in the Fig. 3 
might not be as pronounced given that the two phase change processes take place at 
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constant temperature. In the work of Wong et al. (2004) the latent heat of fusion effect 
was considered on gold and the result was a more distributed high temperature region. 
Thermal expansion in turn is a process that tends to cool the material (Sanchez and 
Mengüç 2007, 2008c). For the case of Ni, however, it is expected that even when the 
phase change processes take place pronounced temperature gradients remain as this 
material has a very low electron diffusivity, which in turn results in a longer time for the 
energy of the electron beam to diffuse into the material. The results in Figs. 7.2a and 7.2c 
indicate that within a radius of 10 nm from the center of the top surface a nano-
indentation might be achievable on Ni, especially for the case of the lowest voltage and 
lowest heating power. From Fig. 7.2c it can be seen that the effect of higher voltage 
produces a deeper distribution of a high temperature region into the film, creating a 
potential scenario in which a hole is “burned” through the film. Here, one is interested in 
the possibility of removing a certain amount of material from a surface without cutting 
through it. 
 
Even though for the accelerating voltages below 1 keV the temperature profile looks 
similar for both materials, the behavior at 5 keV is significantly different. As the 
accelerating voltage increases, the electrons penetrate deeper into the material and 
become more diluted. For a given heating power, this means that it takes more time for 
given part of the material to achieve a certain temperature before the energy diffuses into 
deeper regions.  
 
The results for Au (right column, Figs. 7.2b and 7.2d) show that the high temperature 
region extends well beyond 10 nm at the time the boiling point is reached. As for the case 
of Ni, the heating effect of an electron-beam with different accelerating voltages and 
heating powers focused to 2 nm on the surface was considered. In reality, one would 
expect that the temperature distribution is much more uniform during the phase change 
processes. The case for 5 keV (Figs. 7.2b and 7.2d bottom right) is interesting because it 
shows the material heating almost uniformly both the in the radial and axial directions. 
The results for Au contrast those of Ni in such a large degree owing to the much faster 
electron heat diffusion of the former (Sanchez and Mengüç 2007).  
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7.4 Nanostructure formation 
With the results of the previous section, the hybrid TTM-MD simulations are carried 
considering Ni as the workpiece under the influence of a highly focused electron beam 
with an accelerating voltage of 250 V and heating power of 0.5 W. Equation (3.7) is used 
to represent the electronic system, which is discretized following Eqs. (5.14)-(5.17). The 
simulations begin with 98000 elements: Nx = Nz = 70, Nz = 20 where Nα is the number of 
elements in direction α. This corresponds to a film of 73.92 x 21.12 x 73.92 nm. Inside 
each discrete element of the continuum domain, the MD domain is initially defined with 
109 atoms per element, with a total 10682000 atoms. A parallel algorithm was used to 
integrate the equations of motion with the required re-scaling to account for the electron-
phonon coupling [Eqs. (5.6) and (5.13)].  A cluster of 256 processors is used in the 
simulations shown below, arranged in a grid of 8 x 4 x 8 which gave the most efficient 
computation results (Plimpton 1995).  
 
Since atoms can move freely throughout the domain, additional discrete cells are 
activated when the number of atoms in a particular region of space exceeds 10% of the 
average number of atoms in a regular cell (Sanchez and Mengüç 2007). Periodic 
boundary conditions are applied in the x- and z- directions. Thus, only along the y- 
direction are the additional cells activated or deactivated to compensate for thermal 
expansion. In general terms, the extent of the lateral dimensions should be such that, far 
away from the center of the electron beam, the expected temperature rise is small or 
negligible. This is expected for the case of Ni for the energy of the electron beam 
considered (see Fig. 7.2a).  
 
The simulation begins by a 10 ps constant temperature run in which the velocities of 
the atoms are rescaled to maintain a constant temperature of 300 K. Then a 10 ps constant 
energy run is performed in which the system is left undisturbed without applying the 
electron beam. These simulations showed that the total energy of the system remained 
constant during the 10 ps of the simulations indicating that the equation of motion, Eq. 
(4.5), with the explicit velocity rescaling [Eqs., (5.6) and (5.13)] samples the 
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microcanonical ensemble correctly. At this time, t = 10 ps, the electron beam is turned 
on. 
 
Figure 7.3 shows snapshots of the atomic positions at various times in the simulation. 
The region depicted corresponds to the x-y plane 0.352 nm thick centered at z = 0. This 
gives a visual guide of the process of nanomachining. In these plots each dot corresponds 
to an atom. The electron-beam was fired at t = 0. Already at 0.7 ps a region in the center 
of the film exhibits a lighter color in comparison with the rest of the material, because 
atoms have more energy to move in an out of the plane depicted in the snapshot. It is also 
an indication that atoms are more “diluted” in that region, indicating that the material has 
started to change phase.  
 
As the electron-beam heats the surface the energy of the atoms increases, and the 
pressure resulting from their collective motion pushes the region outwards. At 0.95 ps, 
the electron-beam is turned off, and the heated spot can be characterized as a super heated 
vapor. As the pressure below the surface has built up, an explosion of material is 
observed and clusters of atoms are ejected outwards leaving a “crater” on the surface. 
Towards the end of the simulation, at 20 ps, the material has re-solidified leaving a well 
defined nano-hole that has a radius of approximately 4 nm and a depth of 2 nm. 
  
The phase transitions mentioned in the discussion of Fig. 7.3 are characterized 
through the use of an order parameter and a radial distribution function (RDF) (Sanchez 
and Mengüç 2007, 2008c). Both of these methods use structural information based on the 
original atomic positions, before the electron-beam heats the surface, and compares it 
with their time dependent trajectories. In a very rigorous sense they do not explain the 
reasons behind phase transitions, but can be used to characterize them. Given that they 
are based on averages that require a certain number of atoms, there is the problem of 
identifying the number of atoms required to produce statistically sound results. The cell 
size considered with 109 atoms seems to be adequate as the calculations based on both 
the order parameter and the RDF give results that correspond to what is observed from 
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directly visualizing the atomic trajectories. Additional problems in the temperature 
calculations are discussed later. 
 
The results of the time-dependent order parameter are shown in Fig. 7.4. Already at 
0.1 ps of heating, the crystallinity of a nanometer-sized region below the surfaces begins 
to decrease. By the time of 1 ps after the heating started, a melted region is apparent on 
the surface with a radius and depth of approximately 5 nm. It was found that at this time 
the magnitude of the order parameter inside this “hole” is zero. Given that the order 
parameter is only useful to characterize solid-to-liquid phase transitions it mainly serves 
to characterize the onset of melting, and also to establish the position of the melting front 
as a function of time. The material is usually considered as a liquid when the magnitude 
of the order parameter drops below 0.04 (Morris and Song 2002). It is interesting to note, 
however, that as the material cools down, the regions close to the borders of the nano-
hole begin to re-solidify, and by the end of the simulation a clearly distinguishable hole 
of 4 nm in radius and approximately 2 nm in depth appears with solid walls. A similar 
behavior was observed elsewhere (Wang and Lu 2005). Comparing Fig. 7.3 and 7.4 at t = 
2 ps, it is clear that there is some material ejected outwards. However, the phase of those 
“droplets” was not calculated using the order parameter, because each of those regions 
was comprised of less than 10 atoms. An interesting question arises as to how one can 
define phase for such a small number of atoms.  
 
The RDF is shown in Fig. 7.5 calculated as a function of time in four locations on the 
workpiece. All of these locations were considered in the x-y plane for the positions 
indicated in the figure at z = 0. Four locations were chosen: one at the very center of the 
workpiece, and the other three located at a radius of 10 nm away from this center spot. 
Unlike the order parameter, the RDF can be used effectively to characterize both solid-to-
liquid and liquid-to-vapor phase transitions as it calculates the number density of atoms 
starting from a center atom and compares it to the number density of a vapor (Haile 
1992). Thus, if the material is in the vapor phase the RDF tends to unity. It is observed 
that effectively, the material remains in the solid phase at points located on a radius of 10 
nm away from the center. At 1 ps, the center spot exhibits a vapor-like behavior as 
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expected from the atomic trajectories in Fig. 7.2. There is no need to show the RDF for 
latter times, as the region in the center is ejected, and it was found that the other points 
depicted in Fig. 7.5 exhibit solid-like behavior.  
 
With the use of the information shown in Fig. 7.4 the position of the solid-liquid 
interface during the process can be tracked. This is done by determining the depth at 
which the order parameter drops below 0.04 as a function of time. The results are shown 
in Fig. 7.6. 
 
For clarity, in Fig. 7.6a a polynomial of 4th order was used to fit the data of the 
positions of the interface (Wang and Lu 2005). Already at 0.4 ps there is a molten region 
that moves into the film and reaches a maximum depth at 1 ps. Afterwards, and as the 
material cools down, the material re-solidifies and the interface recedes outwards. The 
speed of the melting front of a point located at the center of the workpiece (Fig. 7.6b) was 
calculated by dividing the distance traveled by the time duration of the given interval 
(inset of Fig. 7.6b). It is observed that the acceleration of the interface into the material is 
extremely fast, with a maximum speed of 10000 m/s at 1 ps. It has been established, 
however, that the maximum velocity of the melting front is limited by the speed of sound, 
so the validity of these results needs to be evaluated (Rethfeld et al. 2002a). This is the 
point when the material inside the hole exhibits the behavior of a superheated vapor. As 
the process continues, the material is ejected, leaving behind a hot zone. The interface 
then stops moving, and recedes outwards with a constant rate of approximately 70 m/s, 
much slower than the propagation inwards of the melting front. At the end of the 
simulation, there is a hole with solid walls and of course there is no longer a moving 
interface. From these simulations, it can be estimated that a total of 2305 atoms Ni were 
removed from the surface, which corresponds to approximately 100.53 nm3 of material or 
1.34 x 10-22 kg at a rate of 6.7 x 10-12 kg/s. 
 
7.5 Pressure and temperature profiles 
The previous discussions show that as the heating takes place material inside a 4 nm 
region on the surface is ejected outwards. Insight on the reasons behind this behavior can 
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be investigated by calculating the pressure of the system through the virial which gives 
the total pressure exerted on an atom due to the interactions with its neighbors (Haile 
1992). Here, the average per-atom pressure was calculated on a cell of 1.056 nm in size. 
Tensile stress thus negative and compression is positive. The results are shown in Fig. 
7.7. 
 
Only a few snapshots of the pressure distribution are shown in Fig. 7.7 for clarity, 
given that the color bars change dramatically as the tensile stresses increase. The main 
feature of these results is that a large tensile stress builds up underneath the surface. At 1 
ps, the material has already started to expand and the pressure has a magnitude of 
approximately 120 GPa, almost a thousand times larger than the ultimate strength of Ni 
(Howatson 1992). This large pressure rise happens when the material is heated faster than 
the time it takes for thermal expansion to relax the energy of the system. Thus, by the 
time the material begins to expand the pressure is large enough to produce a phase 
explosion and a region of superheated vapor is ejected outwards. This process is referred 
to as stress confinement and has been studied extensively in the past for lasers (Zhigilei 
and Garrison 1999, 2000). The same trends are observed here. 
 
It can be noted that the regions that exhibit these large tensile stresses, also 
correspond to the regions where the material is diluted, meaning that there are fewer 
number of atoms in a discrete region with which to take an average. This may result in 
numerical errors that could affect the actual magnitude of the stress. It becomes more and 
more difficult, however, to use definitions such as the virial when the number of atoms is 
very low, as in this case. Even with these considerations, it can be expected that the 
trends observed here remain the same.  
 
Once the super heated region is ejected, the magnitude of the tensile stress reduces 
significantly. Additionally, it is observed that when the ejection takes place, a pressure 
wave travels through the film from the separation region towards deeper parts of the film. 
The propagation of this wave is evident from the pressure profiles at 1.6 and 2 ps. This 
wave propagates through the film from the top surface towards the bottom. It is then 
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reflected back and changes phase at the boundaries from tension to compression. This 
phenomenon was also observed in another simulation involving heating of an Ar thin 
film (Wang 2005; Wang and Lu 2005). 
 
Finally, the temperature of the system is calculated. Thus far, the regions referred to 
as “hot spots” have been labeled so based on the results from the order parameter and 
RDF, where the presence of the liquid or vapor phase was determined. In Fig. 7.8 the 
temperature distribution in the workpiece is shown for various times calculated using Eq. 
(4.10). As in the case of Fig. 7.7, only a few snapshots are shown due to the large 
changes in the color bars for each time. 
 
First, it is noted that there exist large temperature gradients, along the lateral and axial 
dimensions. This means that in a real experiment where the thin film could be placed on 
top of another substrate the results presented here are still valid, since the effect of heat 
conduction can be neglected. 
 
As the nanomachining process takes place, the energy from the electron beam 
deposited inside the material is transferred to the lattice via the electron-phonon coupling. 
The electron energy is converted into kinetic energy of the atoms that comprise the 
lattice, producing large vibrations of their trajectories. Since the heating rate is faster than 
the time required for diffusion to transfer energy into deeper parts of the material, the 
kinetic energy of just a few number of atoms in a small region increases rapidly and by a 
large amount. Numerically, this directly affects the virial and thus the calculated pressure 
(Haile 1992). It can also be seen that even with the fast temperature rise exhibited in Fig. 
7.8, the process of thermalization (time required for electrons in the electron-beam to 
reach equilibrium with the free electrons in the metal) still occurs much faster than the 
actual temperature rise (Rethfeld et al. 2002b).  
 
At the time the material begins to expand at 1 ps, the calculated temperature of the 
system is approximately 50000 K at the highest point which corresponds to kBT = 4.31 
eV. This energy is in the order of the ionization energy of metals (Ashcroft and Mermin 
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1976). Additional consideration for the effect of ionization of the atoms was not done 
here, but it is expected that it does not affect the results considerably. This omission 
would create a problem only if the electron source (negatively charged) is placed close to 
the surface of the workpiece as the ionized atoms (positively charged) would accelerate 
towards the electron gun and could potentially cause some damage. As for the 
calculations of the pressure, the potential for error in calculating the temperature of a very 
small number of atoms is noted, as the temperature seemed to be higher when the number 
of atoms was small. The trend observed here is likely to be correct, but the magnitude of 
the temperature values, especially for the ejected region, might be larger due to large 
kinetic energies of individual atoms. 
 
A very rapid decrease in temperature soon follows and already at 2 ps the temperature 
of the hottest spot is in the order of 7000 K. Equation (4.10) was used here to calculate 
the temperature of the ejected regions because the droplets shown in Fig. 7.3 are 
comprised of only a few atoms, which do not provide a meaningful statistical averaging. 
At 10 ps into the simulation, the affected region has cooled down considerably and is 
below the melting point of Ni (1726 K). Finally by the end of the simulation the system 
has cooled down considerably due to heat diffusion to deeper parts of the film, as other 
energy loss mechanisms, such as radiation, were not considered.  
 
7.6 Comments 
In this Chapter the process of nanomachining on metallic surfaces under the influence 
of a highly focalized electron-beam was studied. A hybrid numerical approach that 
combines the continuum two-temperature model and the discrete molecular dynamics 
was used to simulate the process. First, the continuum two-temperature model was 
applied to establish the potential combinations of voltage and heating power that could 
lead to a large temperature gradient in a 10 nm region. It was found that this is achievable 
in Ni surfaces, and in general, in materials with low electron diffusivity. The continuum 
predictions showed that materials with low electron diffusivity lead to fast temperature 
rise. Then, the hybrid numerical approach was applied to Ni. Through the molecular 
dynamics simulations, it was found that due to the large energy concentration on a small 
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region on the workpiece, tensile stresses build up. These ultimately exceed the 
mechanical resistance of the material and a phase explosion occurs which leads to 
material ejection. Through an order parameter and a radial distribution function, it was 
established the phase of the workpiece during the process. It was also found that before 
material was ejected, the heated region corresponded to super heated vapor. After the 
phase explosion, the material cools rapidly, in less than 20 ps. 
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Figure 7.1 Electron energy density as a function of the applied voltage based on MCM 
simulations a) Au; b) Ni  
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Figure 7.2 Temperature profile along the radius and axis of the films: a) and c) (left 
column) correspond to Ni; b) and d) (right column) correspond to Au in the radial and 
axial directions, respectively. For each accelerating voltage heating powers of 0.5 W 
(blue), 1 W (green) and 10 W (red) were considered for the electron beam. In all the 
plots, the x- axis is in nm and the y- axis in K.  
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Figure 7.3 Snapshots of atomic positions of Ni workpiece in an x (horizontal: -20 – 20 
nm) –y (vertical: -10 – 10 nm) plane 0.352 nm thick centered at z = 0 nm. Simulations are 
for highly focused electron beam with an accelerating voltage of 250 V and heating 
power of 0.5 W.  
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Figure 7.4 Melting sequence depicted within Ni film by the order parameter in an x 
(horizontal: -37 – 37 nm) –y (vertical: -27 – 10 nm) plane 0.352 nm thick centered at z = 
0 nm. Below 0.04 the material is considered a liquid. Simulations correspond to highly 
focused electron beam with an accelerating voltage of 250 V and heating power of 0.5 W.  
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Figure 7.5 In plane radial distribution function at four locations of Ni film in the x-y plane 
for various times during the nanomachining sequence. Conditions are the same as in Figs. 
7.3 and 7.4.  
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Figure 7.6 a) Position of solid-liquid interface in Ni film at various times. The marks 
correspond the the actual position and the lines are polynomials of 4th order that were 
used to fit the data. b) Speed of the melting front at the center of the workpiece. The inset 
shows its position as a function of time. In both cases, the results show the x-y plane 
centered at z = 0. Conditions are the same as in Figs. 7.3 and 7.4.  
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Figure 7.7 Stress profile on the Ni workpiece during the nanomachining process. Positive 
stresses are compressive; negative are tensile. Conditions are the same as in Figs. 7.3 and 
7.4.  
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Figure 7.8 Temperature rise on the Ni workpiece during the nanomachining sequence. 
Conditions are the same as in Figs. 7.3 and 7.4.  
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CHAPTER 8  
ELECTRON FOCUSING TECHNIQUES  
AND FABRICATION OF ELECTRON GUNS 
 
 
In the previous Chapters extensive numerical work was done to study the process of 
nanomachining using electrons. It was established that phase change of metals and 
material removal might be possible given that arrays of multiple CNTs are used, instead 
of a single CNT. Also, using a 3D hybrid numerical approach, the different parameters 
required for nanomachining based on applied voltage and material to be patterned were 
explored. All of these results indicate that if the electron-beam can be efficiently focused 
to a nanometer-sized spot on the surface, there will be sufficient amount of energy to 
create a nano-sized hole on a metallic surface. This Chapter begins with an overview of 
electron focusing mechanisms used in conventional EBL, followed by preliminary 
studies of novel focusing techniques that can be used for CNTs. 
 
8.1 Electron beam lithography systems 
An EBL column (Fig. 8.1) typically consists of an electron source, two or more 
lenses, a mechanism for deflecting the beam, a blanker for turning the beam on and off, a 
stigmator for correcting any astigmatism in the beam, apertures for helping to define the 
beam, alignment systems for centering the beam in the column, and finally, an electron 
detector for assisting with focusing and locating marks on the sample. The optical axis 
(Z) is parallel to the electron beam, while X and Y are parallel to the plane of the sample 
(Wang et al. 2003). 
 
As mentioned in previous chapters, the EBL is not intended to make patterns in a 
surface by means of heating, such as the proposed concept of nanomachining. In the 
latter, electrons are used to directly transfer their energy to cause heating of the target. To 
make a defined hole, one then needs to provide a very large temperature gradient in a 
small region (see discussions in Chapter 7). On the other hand, EBL uses the electron 
beam to expose a resist (Cui 2005). A common positive electron beam resist is 
polymethyl methacrylate (PMMA). Electron beam exposure breaks the polymer into 
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fragments that can be dissolved in a mixture of MIBK:IPA developer (MIBK is Methyl 
Isobutyl Ketone and IPA is Isopropyl Alcohol). After the development process, the 
desired pattern is now on the resist. Subsequent steps are then used to transfer this pattern 
into another substrate. The different techniques available for pattern transfer are well 
reported in the literature in many books that deal with microfabrication techniques. 
 
Due to the mechanisms involved in the focusing of the electrons in the EBL, the 
smaller the feature that needs to be patterned, the lower the energy of the electron beam 
that reaches the surface of the workpiece (brightness), essentially because less electrons 
manage to go through the different apertures and lenses in the focusing column. Thus, 
common currents measured in the emitter might be of hundreds of micro-Amperes, yet 
the reading on the workpiece might be of a few tenths of pico-Amperes. Below a certain 
level of focusing, the brightness of the electron beam is not high enough to expose the 
resist efficiently, and the minimum resolution of the system is obtained. Equipment 
available in the market today from companies such as Raith, just to name one provider, 
can achieve effective spot sizes of 20 nm or lower.  
 
Even though EBL can achieve very small feature sizes, it has the disadvantage that it 
constitutes a serial process. In conventional applications, one would be interested in 
patterning complex shapes on a substrate. This can be achieved with the EBL, but it 
usually takes a very long time, depending on the complexity and size of the exposure. 
Thus, future progress in the field is oriented in devising electron beam systems that can 
work in parallel with multiple electron beams fired at the same time or sequentially. This 
topic and the requirements on focusing are discussed in the next section. 
 
8.2 Electro-static lenses and emission from multiple CNTs 
The next revolution in nanomanufacturing will come from fabrication methods that 
are cost effective, robust and precise. The state-of-the-art in micro-nanofabrication 
techniques is currently spearheaded by technologies such as the EBL. A parallel EBL 
system is a very attractive prospect because it offers the ultra-high resolution of the 
electrons, with the speed of today’s photolithography that works in parallel mode. The 
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costly step of mask making followed by EUV or X-ray photolithography can then be 
skipped. 
 
Electron field-emission from multiple CNTs has been contemplated as a potential 
candidate for such systems. As shown so far, however, a nano-sized feature can only 
really be resolved if there is an effective means of focusing the electrons. Electro-static 
lenses have been considered by several groups (Hofmann and MacDonald 1997; Binh et 
al. 1998; Guillorn et al. 2001, 2002; Baylor et al. 2002, 2004; Teo et al. 2003; Bae et al. 
2004). Only in the past 8 years there have been 24 filings for patents of systems that offer 
new ways of achieving focused electron beams and 5 of those that use CNTs as the 
electron sources. The applications are usually related to field-emission flat panel displays 
and new electron beam lithography systems that are also aimed to exposing a resist such 
as PMMA. 
 
An example of such a system of multiple CNTs is shown in Fig. 8.2 from the work of 
Teo et al. (2003). Note that the CNTs are grown inside an “extraction gate” and the 
focusing gate is not shown in Fig. 8.2. An extension of their work would be to wire the 
emitters in a way that they can be fired sequentially as proposed in a recent work (Wong 
et al. 2006). The practical aspects of such systems are very challenging and certainly 
open the possibility for future work in the field. 
 
8.2.1 Preliminary modelling of electro-static lenses 
Simulations were carried to investigate certain aspects of the electro-static lenses. 
Specifically, one is interested in determining what their effect is on the overall behaviour 
of the CNT. Additionally, the formulations discussed in Chapter 2 were used, to study the 
effect on the electron trajectories. A case in which a CNT is vertically aligned with an 
extraction gate followed by a focusing gate (see Fig. 8.3) was considered. In this way, 
one needs to apply a voltage V1 at the extraction gate to induce the process of field-
emission at the CNT; then a voltage V2 is applied on the focusing gate so that electron 
trajectories are deflected and one achieved focusing. In the work by Teo et al. (2003), the 
focusing gate was placed several hundred microns away from the extraction gate 
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followed by a filter to effectively block parts of the electron beam and achieve focusing 
on a small spot. Baylor et al. (2004), on the other hand placed the focusing gate just 1 µm 
away from the extraction gate and so in their work, they report that both the vertically 
aligned CNT, with an extraction gate and focusing gate can be fabricated at the same 
time. In this way, the emitter already includes the required electron optics. They also 
provided early experimental results of their system by exposing a PMMA target. In their 
earlier work, they considered an extraction gate followed by three focusing gates, but this 
was not backed with experimental evidence of the feasibility of their design (Baylor et al. 
2002). What all of these previous works show, is that the combinations of geometry of 
the gates, with the voltages applied to them, as well as the geometry of the emitter are 
virtually infinite, and optimization of the parameters that give the best combinations 
based on efficient focusing can only be done by trial and error.  
 
In an attempt to begin tackling this problem, the minimum gap distance s that affects 
the electro-static solution around the CNT was studied, and thus affects the field-
emission current. The geometry considered was the one proposed by Baylor et al. (2004) 
as seen in Fig. 8.4 although other combinations found in the literature are also plausible. 
Thus, the parameter used in Fig. 8.3 are r1 = 750 nm, z1 = 200 nm, r2 = 1 µm, z2 = 1 µm, 
the height of the CNT as 1 µm and the radius as 15 nm. The thickness of the gates was 
measured to be 150 nm. In their experiments the gap distance between the top of the 
focus gate was set at z3 = 500 µm (Baylor et al. 2004). Also, the voltage between gates 
was measured to be greater than 180 V with the recommendation that the voltage applied 
at the focus gate is above the extraction gate. Based on this recommendations, V1 = 100 V 
and V2 = 280 V were set in the model. Finally, the kinetic energy of the electrons that 
reach the workpiece is determined by the anode potential, which is set at 500 V, thus 
resulting in an electron beam with 500 eV. In Fig. 8.4 the effect on the total field-
emission current calculated by integrating Eq. (2.12) on the surface of the CNT as a 
function of distance z3 (see Fig. 8.3) is shown. Additional cases were considered based on 
different combinations of r1 and r2 as illustrated in Table 8.1. 
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As seen in Fig. 8.4, reducing the distance z3 below 10 µm seems to have a direct 
effect on the total emission current. Note that this emission current was calculated 
following the same approach as discussed in Chapter 2, basically integrating over the 
entire area of the CNT surface. As far as the electron emission, it was found in all the 
cases a smooth distribution of the electric field on the periphery of the CNT, indicating 
that electrons are emitted uniformly from every point in the tip, also seen in the 
discussions in Chapter 2. Also, different cases were considered in which the radii of the 
gates were varied by a factor of 10 from the original settings in (Baylor et al. 2004). The 
results show that the radius of the extraction gate is more critical than the focusing gate in 
setting the magnitude of the emission current. As indicated in Fig. 8.4, the dashed line 
demarks a boundary below which the emission current cannot be measured, based on 
current technology. However, it still can be calculated based on the knowledge of the 
electric field on the tip.  
 
A calculation of the focusing efficiency of the system depicted in Fig. 8.4 was 
attempted, but the results indicate that even though a number of electrons reach the 
workpiece with a certain amount of focusing, most of the emitted electrons will end up 
hitting the gates and never reaching the workpiece. A similar situation found in 
conventional electron focusing. This is because of the large magnitude of the repulsion 
forces between travelling electrons due to Coulomb forces.  
 
Another situation that needs to be investigated is the focusing effects of the system 
due to emission from multiple CNTs at the same time. Due to limitations in 
computational power, these simulations were not carried out as their implementation 
would require a full 3D solution of both the electros-static problem and the electron 
trajectories. Nevertheless, this opens the potential for future work in this area. 
 
8.3 Comments 
In this Chapter, the modelling presented in Chapter 2 was extended, to analyse the 
feasibility of using CNTs with self focusing cathodes. These systems can be used as the 
electron guns that could provide sufficient energy to achieve the significant temperature 
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gradients required by nanomachining. The modelling and experimental tasks ahead based 
on this approach are enormous. Our attempts are just to show the effects that the 
geometries of the gates have on the field-emission current of the CNT. This analysis was 
done with the hope that it will guide future experiments in this area. 
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Table 8.1 
Geometrical combinations used for the electro-static problem in Fig. 8.3 
 
Case r1 (µm) r2 (µm) 
1 0.75 1 
2 0.75 10 
3 7.5 1 
4 7.5 10 
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Figure 8.1 Electron beam processing equipment. Electrons are generated and accelerated 
by the electron gun and guided through the column by the electromagnetic lenses and the 
deflection scan coil. Both the scanning system and the x-y-z stage are used to define the 
working point on the workpiece (Wang et al. 2003).  
 
 
 152
 
 
 
 
 
 
 
 
Figure 8.2 a) Cross section SEM showing the undercut of the poly-Si and SiO2 beneath 
the resist. b) Tilted 45° view of the microcathode after nanotube growth. c) Top view 
clearly shows the centrally located nanotubes (bright dots) with respect to the gate hole. 
d) Cross section SEM of the microcathode (Teo et al. 2003).  
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Figure 8.3 Single CNT vertically aligned with an extraction gate and a focusing gate. 
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Figure 8.4 Effect on the total emission current of the different cases shown in Table 8.1. 
The dashed line indicates the cutoff below which the emission current cannot be 
measured.  
 
 
 
 
 
 
 
 
 
 155
CHAPTER 9  
SUMMARY 
 
 
This dissertation was an attempt to tackle the different aspects of a concept that 
utilizes field-emission electrons from a CNT to pattern nano-features on the surface of a 
metal. The material was presented in a coherent way and followed a rigorous simulation 
strategy pinpointing the governing equations that comprise the physics that take place 
during nanomachining. The following sections lay out the main conclusions obtained 
from this work, as well as the grounds for future work. 
 
9.1 Conclusions 
From this study it was learned that the heat transport phenomena that take place in the 
CNT during field-emission puts a limit on the maximum voltage that can be applied 
based on the governing heating mechanisms. Thus, for constant operation of field-
emission from a CNT, one needs to ensure that the current is below 1 µA, which is set by 
the geometry of the CNT and the gap distance. It was also established that the geometry 
of the CNT is a key factor that affects the deposition profiles of the emitted electrons.  
 
The Monte Carlo results based on the electron emission profiles from the CNT, 
suggest that in order to have maximum penetration of the electron beam inside 
workpiece, the voltage needs to be high. However, based on the limitation imposed by 
the heating of the CNT, larger voltages can only be applied if the gap distance is 
relatively large. This in turn means that the spread of the electron beam on the surface 
will span several tens of microns making the electron beam more dilute inside the 
material, and reducing the heating effect of the electrons inside the workpiece. Our 
findings in this area are in line with previous experiments and simulations cited in this 
work. There is a potential, though, based on the fact that the emission from multiple 
CNTs grown in arrays can be achieved, that can provide sufficient heating power to 
induce melting of a metallic surface 
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In trying to study the phase change processes at the nanoscale based on the potential 
of large heating powers, a hybrid numerical method was developed based on the two-
temperature model and molecular dynamics. This allows one to study the heating process 
of the workpiece more realistically than with previous approaches based on continuum 
models. Using this methodology, it was found that the electronic properties of the 
material of the workpiece are a crucial factor in obtaining defined patterns based on 
heating with electrons. It was found that materials with lower electronic diffusivity will 
be more easily machined in defined patterns than others with larger diffusivity that tend 
to heat up and melt more uniformly. 
 
The combination of these numerical methods was then extended to a potential case 
where a highly focused source of electrons is available for nanomachining. It was found 
that for low electronic diffusivity materials, there is a large concentration of energy close 
to the surface, which in turn results in a build up of tensile stress. These stresses lead to a 
phase explosion of the material, leaving behind a well defined crater. 
 
Finally, certain alternatives to potential focusing mechanisms were contemplated to 
make sure that the amount of electron energy that reaches the workpiece is enough to 
induce phase change. It is believed that the next big step in nanomanufacturing will be in 
systems based on massively parallel electro-beam emitters such as CNTs with self 
focusing cathodes. 
 
9.2 Future work 
This work has the potential of being extended in several different directions which are 
listed below. 
 
9.2.1 Accurate electron deposition profiles 
The solutions provided by the MC method used throughout this work, correspond to 
the steady-state solution of the EBTE. A more accurate representation of the process 
would be to use the time-dependent electron propagation profile inside the material as the 
electron-beam heats the workpiece. This is not a trivial task as it requires the solution of 
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the electron-phonon hydrodynamic equation which contains seven partial differential 
equations (PDEs) that need to be solved at the same time. More importantly, the 
scattering cross sections used here to find the steady-state solution of the EBTE are valid 
for materials in the solid phase. The error in using these approximations when the 
material is in the liquid/vapor phase (as in the simulation results in Chapters 6 and 7) 
needs to be checked. 
 
9.2.2 Extension of hybrid TTM-MD method to other materials 
In this work, the concentration was mainly on nanomachining of Au, Cu and Ni 
workpieces as the properties of these materials are readily available in the literature. 
However, the extension of the approaches presented here to materials important in the 
semiconductor industry or biological materials offers a window of opportunity. This, 
however, requires a potential reformulation of the approach that was presented here, as 
the assumptions made for metals might not be accurate for other materials. Also, the 
timescale of the simulated processes is very small, in the order of nanoseconds at best. 
Current technology used in the microfabrication industry usually operates at the 
millisecond scale. Thus, other approaches such as meso-scale simulations or coarse 
grained MD simulations could be considered to extend the timescale of the simulations 
and predict the results of real experiments. 
 
9.2.3 Experimental verification of electron beam based nanomachining 
One of the major issues that still requires insight for electron-beam nanomachining to 
become a reality is the problem of electron focusing. The main problem that needs to be 
addressed is how to effectively focus a high energy/high current electron beams into a 
nanometer-sized target. Further research in this area needs to be done as the requirements 
for smaller feature sizes become greater every day. Complex electron focusing systems 
such as those used in EBL have been around for decades, and though functional, they still 
are expensive, and most importantly serial.  
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9.2.4 Exploration of novel focusing systems for parallel electron beam nanomachining 
Assuming that one can effectively focus the electrons into a nanometer scale, one is 
still left with the problem faced by conventional electron beam systems. Serial processing 
is the major bottleneck in the field and needs to be addressed. A system that is capable of 
working in parallel, and yet deliver the same resolution as the established technology, is 
thus very attractive. One venue that offers a window of opportunity in this field is 
provided by the use of CNT islands with extraction gates and self-focusing cathodes. The 
task is not a trivial one, however, and is constantly been researched by several groups by 
means of constantly improving micro-manufacturing techniques. 
 
9.2.5 Thermodynamic analysis of phase change at the nanoscale 
In order to determine the energy required by the electron beam to remove a given 
number of atoms from a surface, one needs to have an idea of the energies binding them 
together. Even though the discussions in this dissertation tackled certain aspects of phase 
change, the modeling presented here shows what “would” happen to a metal target given 
that a certain amount of energy is provided. The real question is how much energy “is” 
needed to accomplish this task. In order to solve this problem, further investigation needs 
to understand exactly what phase change is when the domain is in the range of a few 
nanometers, and thus, containing a finite number of atoms. 
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