Abstract-In this paper, a class of algorithms for automatic Using sound segments, Brown reported correct identificaclassification of individual musical instrument sounds is pre-tions of 79-84% for four classes of instruments (oboe, sax, sented. Several perceptual features used in general sound clas-clarinet, and flute), using Bayes decision rules for classification sification applications were measured for 300 sound recordings consisting of 6 different musical instrument classes (piano, violin, epstral coefficients, constant-Q coefficients and autocorcello, flute, bassoon and soprano saxophone). In addition, MPEG-relation coefficients were extracted fron the audio files of the 7 basic spectral and spectral basis descriptors were considered, database used in this paper, namely the MIS Database from providing an effective combination for accurately describing UIOWA [1]. More recently, Synak et al [12] used MPEG-7 the spectral and timbral audio characteristics. The audio files d t and various spectral features for sound were split using 70% of the available data for training and the tegmpora scnsi remaining 30% for testing. A classifier was developed based segments consisting of 18 instrument classes and developed 2 on non-negative matrix factorization (NMF) techniques, thus classifiers. The first classifier uses the k-NN algorithm, while introducing a novel application of NMF. The standard NMF the second one uses decision rules based on rough sets theory, method was examined, as well as its modifications: the local, and achieve at best a recognition rate of 68.4%. projection coefficients for feature extraction and the standard Two sets of features are proposed. The first set describes the NMF classifier yields an accuracy exceeding 95%.
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audio timbral texture and the second one describes the spectral characteristics as defined by the MPEG-7 audio standard I. INTRODUCTION [2] . For the classification procedure we used non-negative
The need for analysis of musical content arises in different matrix factorization (NMF) [4] , a subspace method for basis contexts. It has many practical applications, mainly for effec-decomposition. NMF has been mainly used in face recognition tively organizing and annotating data in multimedia databases, and text categorization, and in this work a novel application for automatic music transcription, and music retrieval. Automatic the method is demonstrated. Several proposed modifications musical instrument classification is the first step in developing of NMF were applied, providing a comparative study of the the aforementioned systems. However, despite the massive algorithms efficiency. Furthermore, a comparison has been research which has been carried out on a similar field, namely performed regarding the classification accuracy of the MPEGthe automatic speech recognition, limited work has been done 7 AudioSpectrumProjection (ASP) coefficients versus MPEGon musical content identification systems.
7 AudioSpectrum descriptors. The results indicate that using The experiments carried out so far are separated into two the ASP descriptor with timbral features in the standard NMF categories: classification of isolated instrument tones and clas-classification algorithm yields a correct classification rate of sification of sound segments. Using isolated tones, Martin 95.06%, which is comparable to the performance of supervised and Kim [11] where the sign function is 1 for positive arguments, -1
for negative arguments, xt [n] is signal for the t-th frame ASFt,b = (6) and N the number of samples in an audio frame.
ih respectively. (12) by using iterative multiplicative rules [4] .
where ry and 6 are constants. Information on the form of the B. Local NMF (LNMF) class scatter matrices and the update rules that find a local Aiming to impose constraints concerning spatial locality and solution to the minimization of (12) can be found in [71] . clearly outperformed by all algorithms. This may be attributed to the locality constraints the LNMF imposes when applied to
