Abstract. An optimal window for image analysis is determined by means of information theory. The size of the window is then used as a good estimator of image quality. The method is sensitive to the size of the structures present in the image (contrary to the contrast method, widely used to select the best images of a series) and can provide a quality map, indicating the zones more or less degraded in the image. In this letter I describe the optimal window method (OWM) and compare it with the contrast method, showing a first application to a series of images taken at Themis IPM.
Introduction
All astronomical images observed from the ground are subject to degradations of various kinds, instrumental or atmospheric, that cancel out part of the information. In recent years many methods of image restoration have been elaborated. However, such methods are very expensive in computing time and allow only a partial recovery of the information. Therefore it is convenient, before any numerical treatment of a series of images, to select the best ones (Bonet 1999) . In solar astronomy a good indicator of image quality is granular contrast, given by the standard deviation of the image normalized to the average (Ricort et al. 1981; Collados & Vázquez 1987) . Such an indicator allows rapid estimates, but it is not very sensitive to the presence of structures of small dimensions (a result known as Parseval's theorem), while we are often interested in the study and analysis of flux-tubes or other small magnetic structures (del Toro et al. 1990) .
In this letter I propose a new method for the analysis of image quality that is sensitive to the dimensions of the structures present. The method is applicable to images of solar granulation but could, in principle, be applied in other astronomical contexts. One of the principal characteristics of this method is that it allows us to select the most meaningful zones of the image to provide a quality map: i.e. it allows us to distinguish, within the same image, zones that are more or less degraded. This might allow us, when searching for details in the image, to restrict the use of the segmentation algorithms that trace the contours of these structures only to good-quality zones. Besides, when we are interested in the reconstruction of the image, the quality map helps us to find the most suitable restoring strategy for each image zone given its quality.
The method
Given an image I i,j (corrected for flat-field and darkcurrent), we say that it is of good quality if it contains numerous structures of small dimension. The relationship between the number of structures at the different scales defines the optimal analysis scale for the image. The fundamental hypothesis of the whole method is that such a scale, which we will call p o , is a good estimator of image quality. We observe that, given an image, it is easy to decide if it is blank (uniformly illuminated) or contains structures (detailed). I define an image to be blank if:
for a fraction α of the pairs (i, j); here n i,j is the number of counts recorded in the pixel i, j and n is the mean number of counts in the image. If all the image is detailed, after dividing it into N p windows of dimensions p × p, we expect that a good number of them continue to contain structures. I define r p ≡ n p /N p as the ratio between the number of detailed windows and the total number of windows. Information theory will provide (as we will see shortly) a criterion for determining the optimum sampling dimension, p o . Although the latter presents a peak, it is much smaller than unity; therefore the measurement is not reliable
The criterion of maximum specific information
Dividing the image into N p windows, we can ask what the probability, P , is that a given window is detailed: to a first approximation P p = r p . In other terms, we have N p measurements, each of which can give a positive or negative result with probability P p or (1 − P p ), respectively. Following information theory (Bijaoui 1981) , the specific information we obtain for one of such a series of measurements is given by the expression:
(2) The "best" ratio, r po , can now be defined as the ratio that provides the largest specific information; then p o (i.e. the step which provides the best ratio) is the best sampling scale. Therefore, p o directly provides an estimate of the image quality: the smaller its value, the better the image. The reliability of the estimate is measured by the peak value itself, which stays between 0 (r p = 0, r p = 1) and 1 (r p = 1/2). In general, reliable estimates are obtained for S po 1. This is illustrated by Fig. 1 , in which S p is plotted as a function of p for the image of solar granulation shown in Fig. 2 and for a numerical simulation of a blank image. The value adopted for α is 68%. The results, for the image of the solar granulation and the blank one, are S po 1 and S po < 0.7, respectively.
These values support the choice made for α and, at the same time, also provide an answer to a possible criticism to the method, based on the fact that statistics in Eq. (1) ave not valid for small values of p. In fact, when errors due to a wrong choice of the statistics are large, as in the blank image, then the estimate of p o loses its significance, which allows one to work with the same statistical function for any p, provided that S po > 0.7. 
Discussion
First of all I show the principal characteristic that differentiates the OWM from the contrast method. As already mentioned in the introduction, the contrast is sensitive, above all, to the variations of intensity on a large scale. This is made clear by writing the contrast as:
where P i is the power of i-th Fourier frequency and remembering that, in the case of granulation, the power falls drastically for spatial frequencies of the order of 8 Mm −1 (Schmidt et al. 1981) . Such a limit makes the method effective when we compare two similar images captured with a short time difference from each other, but the method is less reliable when we want to choose the best images in a long series. To quantify the above, I show, in Fig. 3 , two images of granulation recorded with ∼ 7 min difference. The contrast shows image b) to be better than a) contradicting simple visual analysis. The OWM, on the contrary, correctly classifies the two images, providing for a) the parameter p o = 6 and for b) p o = 8 (remember that good images correspond to small parameters). Besides, the method gives the quality map of the aforesaid images, in which the more degraded zones can be identified. In other words, the OWM is sensitive directly to the size of the structures present in the image, while the contrast method is determined only by the percentage of white or black pixels present in it. To clarify this idea, we consider two chessboards of black and white squares of 4 × 4 and 8 × 8 pixels: evidently both chessboards have the same contrast, while my method provides as quality parameter 3 for the first one and 6 for the second. One of the main properties of the method is that it provides reliable results even for small images. To clarify a. b. Fig. 3 . The images of different quality class, from the same series as that in Fig. 2 : a) contrast = 4.4%, po = 6, b) contrast = 5%, po = 8. The indication given by the two quality parameters are opposite. The contrast give image b) as the best one, while it is apparent by eye that image b) as a better resolution the meaning of the term "small", consider Fig. 5 , which shows an artificial image with uniform quality over its entire area. We estimate p o considering at first the whole image, then only 1/4, 1/8 of it, and so on. The estimates are essentially constant as a function of the size of the sub-image which is considered (p o = 4 in the interval size = 256, size = 12). The OWM gives coherent results down to a minimum size of 12 × 12 pixel, i.e. for images as small as 3 times the estimated p o (equal to 4 in this case). Consider now the convolution of the image of Fig. 2 with Gaussians of F W HM = 2 pixel, 3 pixel, etc. The values of p o as a function of the adopted F W HM are plotted in Fig. 6 , which shows that the method is sensitive even to the smallest degradation factors. Finally I have analysed a series of 608 images taken at Themis IPM during a. b. Fig. 3 . The images were divided in 6 × 6 windows, corresponding to the optimum width for image a). The detailed windows are givn in white, "flat" windows in black. Note the presence in b) of a large black region which, nevertheless, contributes significantly to the higher contrast of b) with respect to a) about one hour of observation on 1999 July 1. In Fig. 7 the results obtained with the OWM are compared with the contrast method. The plot shows that there are many intervals of contrast which do not identify a unique class of quality. In other words, there is a danger of the situation described in Figs. 3 and 4 occurring.
Fig. 4. Quality maps of the images shown in

Conclusions
I have presented a method to determine the quality of granulation images that associates uniquely with every image a quality class. The discrete character of quality classes and the fact that very different images (e.g. those . po as a function of the F W HM of the Gaussian which has been used to degrade the image in Fig. 2 acquired after a long time interval) can be compared with them, make this method useful for characterizing the performance of instruments such as Themis IPM. The main advantages of the OWM are that it is easy to implement, it needs little computing and it also gives reliable results for small images, so that we can distinguish zones of different quality within the same image. This last characteristic makes it useful for a preliminary study when we want to use segmentation or restoration programs. In the first case, the quality map determines the zones of the image where it is more probable to find structures of small dimensions. In the second, it would allow us to restore in a different Fig. 7 . Analysis of the images obtained at Themis IPM during one hour of observation. Note how images of different quality classes can have the same contrast manner the zones more or less degraded. In both cases it would save computing time, thereby improving the results.
I wish to stress that image quality, as defined here, does not directly represent the spatial resolution, although it is clear that better quality also means higher resolution. In a forthcoming study, the precise relationship between the two quantities will be clarified. One possible development will be to distinguish within the same image regions with different resolutions in order to correct the image locally.
