This correspondence presented two adaptive algorithms for updating the parameters of a PWL filter. The performance results for numerous simulation examples have demonstrated that these approaches are very stable even under noisy, overdetermined, or underdetermined conditions. Compared to [2], our architecture is more general and allows to use fewer nonlinearities when dealing with nonlinearities that are not a combination of tanh-type functions.
I. INTRODUCTION
Over the last two decades, a substantial research effort has been spent to derive reliable adaptive infinite impulse response (IIR) Manuscript received February 9, 1994; revised December 20, 1996. The associate editor coordinating the review of this paper and approving it for publication was Dr. Fuyun Ling.
The authors are with the Prog. de Engenharia Elétrica e Depto. de Eletrônica, Federal University of Rio de Janeiro, Rio de Janeiro, Brazil.
Publisher Item Identifier S 1053-587X(97)03347-3. filtering algorithms, motivated by the potential reduction in the computational complexity as compared with the finite impulse response (FIR) counterpart [1] - [5] . In addition, the IIR filters can easily model sharp resonances. Unfortunately, there are a number of problems associated with adaptive IIR filters, namely, slow convergence, possible filter instability, and error function with multiple local minima [1] . In sufficient order applications, where the adaptive filter has a sufficient number of coefficients to identify the unknown system, some adaptive IIR filters lead to biased parameters, where the unbiased parameters are those of the unknown system. These drawbacks have prevented their widespread application. The objective of this paper is to present a family of algorithms that solves the problem of consistency of the parameter estimates, based on the Steiglitz-McBride (SM) method. The conceptual similarities between the SM method and the equation error (EE) method [2] are used to study the properties of the family of algorithms, whose behavior in terms of consistency (i.e., definition of stationary points) and convergence properties turns them into an attractive solution to the problem of adaptive IIR filtering in sufficient order applications.
II. THE STEIGLITZ-MCBRIDE METHOD
We consider the identification of a system (see Fig. 1 ) where it is
y(n) output signal of the plant, with A(q 01 ) = 1 0 n i=1 aiq 0i and B(q 01 ) = n i=0 b i q 0i coprime. The polynomial A(q 01 ) has zeros inside the unit circle, and the input signal x(n) and the measurement noise (n) are assumed independent. The SM method, which is designed to estimate the parameters associated with the polynomials A(q 01 ) and B(q 01 ), is based on the computation ofÂ n+1 (q 01 ) andB n+1 (q 01 ), which minimize the following criterion [4] :
1053-587X/97$10.00 © 1997 IEEE assuming thatÂ n (q 01 ) is fixed, whereÂ n (q 01 ) = 1 0 N i=1â i(n)q 0i andBn(q 01 ) = M i=0b i(n)q 0i are the estimator denominator and numerator polynomials, respectively, and (n) = [â1(n); 11 1;âN(n);b0(n); 1 11;bM(n)] T is the adaptive filter parameter vector.
The estimate (n + 1) is obtained by minimizing (1), assuming (n) known. This minimization consists of a least squares (LS) problem at iteration (n + 1). We assume, to simplify our study, that the polynomials that model the plant and the adaptive filter satisfy n 3 = min (N 0 na; M 0n b ) = 0, i.e., the identification problem is of strictly sufficient order. Some known properties of the SM method are listed below, provided we have the sufficient order case: a) If the measurement noise is white, the stationary point of (1) is unique. b) If the measurement noise is not white, the SM estimate is usually biased. Note that the error criterion whose variance is to be minimized in (1) is
where (n) is the plant parameter vector defined as
T . Assuming a sufficiently slow parameter variation, we can consider thatÂn(q 01 ) Ân+1(q 01 ). Therefore, (2) can be rewritten as follows: 
III. A FAMILY OF ADAPTIVE IIR ALGORITHMS
We consider that the filtered reference signal d f (n) is described as follows: 
where f (n) = [(n 0 1)=Â n (q 01 ); 1 11; (n 0 N)=Â n (q 01 )] T .
In order to obtain alternative estimators that overcome the problem of inconsistency of the SM method when the measurement noise is colored, we explore the existing conceptual similarities between the EE and the SM methods. Making an extension of the bootstrap estimators proposed heuristically in [6] , we assume that two estimators of the regressor o (n) are available, denoted by r (n) and e (n), and defined, respectively, as follows:
(n) + r(n) (n) (6) e (n) = (n) 0 e(n) e e e o (n)
where r(n) and e(n) are scalars, such that 0 r(n); e(n) 1, e e e o (n) = [e o (n 0 1)=Â n (q 01 ), 11 1, e o (n 0 N)=Â n (q 01 )] T , where e o (n) is the output error, and (n) = [ŷ(n 0 1)=Â n (q 01 ), 111, y(n 0 N)=Â n (q 01 ), x(n)=Â n (q 01 ), 111, x(n 0 M)=Â n (q 01 )] T .
Note that the bias in the parameter estimates is introduced by the additional noise via f (n). The internal signal of the SM algorithm that is directly influenced by f (n) is e o (n), and therefore, it is natural that by feeding back eo (n) in the regressor (n), we are able to control the term responsible for the bias, leading to a regressor that is a more accurate estimate of o (n). It can be noted that the distinct values of the quantities r(n) and e(n) turn the regressors r (n) and e (n) differently. These regressors are defined in such a way that if r(n) ! 1 and e(n) ! 1, the following expression is asymptotically satisfied:
As will be seen in Section III-B, distinct definitions for the quantities r (n) and e (n) are required, in order, to guarantee certain convergence properties of the estimators. The family of algorithms based on the SM method is formed by three members, whose estimates are denoted by i (n) for i = 1; 2; 3. Assuming that (8) is satisfied, starting from (4) and (5), it is possible to asymptotically obtain the estimates 1 (n), 2 (n), and 3 (n) as follows:
The main purpose of the family of algorithms defined by (9)- (11) is to generate an unbiased estimate of o , using the characteristics and properties of the SM method discussed in the previous section.
Note that letting r (n) = e (n) = 0 in the definitions of r (n) and e (n), (9)-(11) become the updating equation of the SM method.
On the other hand, for r(n) = e(n) = 1, these regressors are not correlated with the measurement noise (n). This property allows the bias removal from the estimates i (n) for i = 1; 2; 3 obtained from (9)-(11). The definitions of the regressors r (n) and e (n), as suitable estimates of o (n), have similar form to the estimates proposed for the EE method in [2] . The output error e o (n) is used as a consistent estimator of the measurement noise (n). The quantities r (n) and e (n) are used as the gain of the delayed and filtered output error samples that modifies the regressor (n), and their choice will be discussed in following section. The coefficient updating equation for stochastic gradient version of the more general Algorithm 2 is given by
A. Properties of the Stationary Points
In order to analyze the stationary points of the family of algorithms based in the SM method, we introduce some definitions. An estimate (n) at a stationary point is denoted by . We also consider the
and similarly for (n), r (n), e (n), o (n), and f (n) defined at a stationary point.
The stationary points of the more general Algorithm 2 of the family satisfy the following equation:
The basic assumptions used to simplify the analysis of the stationary points are the independence of the measurement noise (n), the input signal x(n), and the stationarity of the system identification environment [7] . The detailed results are presented only for the most general Algorithm 2. Algorithm 2: By using (13) and the simplifying assumptions, we can write
For r (n) ! 1 and e (n) ! 1, the bias terms will be reduced.
Particularly for r(n) = e(n) = 1, (14) can be rewritten as follows: The practical implications of the imposed conditions on the input signal described above is that the unbiased solution can be reached by the algorithms if r (n) ! 1 and e (n) ! 1 when n ! 1.
Clearly, the condition that A1(q 01 )=A(q 01 ) be positive real is met whenever A1(q 01 ) is close enough to A(q 01 ). This condition is much more easily met in practice than the corresponding conditions for Algorithms 2 and 3.
B. Local Convergence of the Adaptive Algorithms
The concepts used to study the convergence properties of the algorithms are related to the analysis of the stability of an associated difference equation. In particular, for certain conditions to be described, the stability of this difference equation associated with each algorithm implies the convergence of the corresponding estimate from i (n) to o . The study of the global convergence for the proposed algorithms is difficult. Thus, we restrict the analysis to the local convergence. In order to analyze the convergence, the following conditions are assumed:
1) The adaptive filter is used in a system identification application of strictly sufficient order (i.e., n 3 = 0), and the input signal is persistently exciting of sufficient order.
2) The measurement noise (n) has bounded variance and is independent of the input signal x(n).
3) The adaptive filter is assumed stable. If this is not the case, we assume the existence of a stabilization mechanism (projection of the poles inside the unit circle). The difference equation associated with each member of the SMbased family of algorithms can be written as follows: Note that the last equation and the equivalent equations for Algorithms 1 and 3 can be rewritten in a generic form, as follows:
where R R R = I I I 0 Ef
We can study (18) by applying the theory of quasiinvariant systems [8] Theorem: The proposed algorithms are locally convergent in the mean because for each member of the family, the linearization of (16), which is given by (18), represents in each case an asymptotically stable system that is subject to a bounded excitation if the following conditions are satisfied: A proof of the theorem for Algorithm 1 was presented in [5] , a general proof is available from the authors. Since, for Algorithms 1 and 2, if r (n) ! 1 the excitation term B B B i (n) tends to zero, for this situation, the analysis of the stability of the associated difference equation is equivalent to the local convergence of the correspondent parameter estimate to o . In order to guarantee the local convergence for Algorithm 3, the measurement noise must be white. For Algorithms 1 and 2, this condition is not required.
The following remarks related to the theorem are worth mentioning:
1) The constant i , which is given by the proof of the theorem [5] , defines an upper bound for the convergence factor of each algorithm.
2) Note that the upper bound of r (n) and e (n), given by are user-defined constants. These constants and the convergence factor must be chosen to satisfy the stability conditions of the theorem for each algorithm.
3) It was verified by computer simulations that the choices of the constants r and e are not critical and that frequently, it is possible to choose r = e without impairing the performance of the algorithms. For high signal-to-noise ratio (SNR), the choice r = e = 1 is satisfactory, whereas for low SNR, larger values for these parameters can be used.
IV. SIMULATIONS AND COMPARISONS
In this section, an example is presented illustrating the performance of Algorithms 1, 2, and 3 for a system identification application with colored measurement noise. The transfer function of the plant to be identified is H(z 01 ) = 1=(1 0 1:2z 01 + 0:8z 02 )(1 0 0:6z 01 ).
The input x(n) was chosen to be white noise, and the measurement noise (n) was generated by applying white noise to a filter with transfer function G(z 01 ) = 1=(1 + 0:7z 01 ) 2 (1 0 0:7z 01 ) 2 such that (n) = KG(q 01 )u0(n), where u0(n) is a white noise of unit variance, and K is a constant chosen to guarantee that (n) has a prescribed variance. For this example, we have K = 0:516. Fig. 2 depicts the learning curves of the mean squared error. The mean was estimated by averaging the results of 100 independent computer runs. The convergence factor was chosen in order to minimize the use of the stabilization mechanism that keeps the poles inside the unit circle. This example is particularly interesting since the MSOE has a multimodal surface [5] . The initial conditions for the algorithms were set close to a local minimum of the MSOE surface. The variance of the measurement noise was 010:0 dB. The convergence factor was chosen equal to 0.001, and the constants , r , and e were chosen to be equal to one, except for Algorithm 3, where e = 0:5. The bias reduction behavior expected for the family of the algorithms can be verified in this figure, except for Algorithm 3, whose performance is similar to the SM method [3] . Note that for this example, the suitable performance of the proposed algorithm avoids the local minimum inherent in the OE method.
I. INTRODUCTION
Yule's PARCOR identity was recently shown to coincide with the cosine law of spherical trigonometry. This observation establishes a connection between fast recursive least-squares (FRLS) adaptive filtering and spherical trigonometry [1] , [2] because the prewindowed fully normalized FRLS lattice algorithm of Lee et al. [3] consists of three particular applications of Yule's PARCOR identity. Let us briefly recall this algorithm for convenience of the reader. Let n;t and n;t be the doubly normalized forward and backward prediction errors, respectively, at order n and time t, and let n+1;t be the n + 1st-order PARCOR at time t: (We restrict ourselves to scalar signals for simplicity). The algorithm of Lee et al. consists of the well-known recursions n+1;t = n;t n;t01 + 1 0 2 n;t n+1;t01 1 0 2 n;t01 n+1;t = (1 0 2 n+1;t ) 01=2 ( n;t 0 n+1;t n;t01 ) 1 (1 0 2 n;t01 ) 01=2 n+1;t = (1 0 2 n+1;t ) 01=2 ( n;t01 0 n+1;t n;t ) 1 (1 0 2 n;t ) 01=2 : (1) Recast in the spherical trigonometry framework [1] , [2] , the six PARCOR's propagated by this algorithm are the cosines of the six elements of a spherical triangle, namely, the angles A; B; and C and their corresponding sides a; b; and c; the correspondences are cos A = n+1;t01 ; cos b = n;t ; cos c = n;t01 ; cos a = Manuscript received February 14, 1996; revised December 27, 1996. The associate editor coordinating the review of this paper and approving it for publication was Dr. José Carlos M. Bermudez.
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n+1;t ; cos B = n+1;t , and cos C = n+1;t : Thus, (1) can be seen as one particular solution to the spherical triangle problem that, given two sides b and c of a spherical triangle plus the angle A in between, consists of determining the remaining three elements a; B; and C:
It turns out that this algorithm (using only the cosine law three times) is not, in spherical trigonometry, a standard solution of the spherical triangle problem (A; b; c) ! (a; B; C): Among other alternatives, one classical way for (partially) solving the problem consists in using a so-called "Gauss system" [4] - [6] . In this correspondence, we obtain a new algorithm based on two such Gauss systems, which yields, in effect, a normalized version of the QRD-based LS lattice filter, introduced independently by Ling [7] and Proudler et al. [8] , [9] . The main advantage of our algorithm over that of [7] - [9] is that the storage requirements are cut in half, thereby purging the "redundancy" present in that algorithm. Indeed, the new algorithm now propagates a minimal (in the system theory sense) number of internal variables, all of magnitude bounded by 1. Now, minimality is known to be a key structural constraint behind backward consistency [10] , and from this viewpoint, we prove that this algorithm enjoys stable error propagation.
This correspondence is organized as follows. In Section II, we give a geometric interpretation of the fast QRD-based lattice filter in terms of spherical trigonometry. In this framework, it becomes obvious that some appropriate normalization should be performed, which leads to our new algorithm in Section III. Stable error propagation is proved in Section IV, with concluding remarks in Section V.
II. SPHERICAL COORDINATE TRANSFORMATIONS, GAUSS SYSTEMS, AND LEAST-SQUARES LATTICE FILTERS
Consider a unit sphere in 3-D space centered at the point O: Let 
whose three rows yield, respectively, the five-element formula, the sine law, and the cosine law of spherical trigonometry. These equations appear naturally in astronomy [4] - [6] . Indeed, passing back and forth between the horizontal coordinates of a star and its hour coordinates, or between its equatorial coordinates and its ecliptic coordinates, consists of performing such a change of spherical coordinates ( 1 ; ' 1 ) c
