Abstract-In this work, we attempt to learn a neural network policy for dynamic, underactuated locomotion tasks. Learning a policy for such a task is non trivial due to the dynamic, fast changing, non linear and contact rich dynamics of this task. We use existing trajectory optimization techniques to optimize a set of policies. For this, we present a method that allows to learn contact rich dynamics for underactuated systems in a sample efficient manner. Using a new kind of neural network architecture, we are able to preserve more control structure and information from the optimized policies. This way, the network output is more interpretable. We analyze the quality of the learned dynamics and the robustness as well as generalization of the learned network policy on a set of tasks for a simulated hopping task. We also inspect if the network has learned reasonable control structures from the optimized policies.
I. INTRODUCTION
Trajectory optimization and optimal control techniques have proved very successful over the past few years to compute locally optimal policies for complex locomotion tasks [1] , [2] , [3] . These methods are very versatile and can a priori generalize to arbitrary environments as a new optimization problem is solved all the time. However, they are usually computationally intensive and tend to re-solve over and over very similar optimization problems when the system is in a similar environment. A way to avoid this repeated computation is to learning a general policy from each local optimization using for example neural networks. In guided policy search (GPS) [4] , policies are optimized using the iterative Linear Quadratic Regulator (iLQR) [5] algorithm jointly with learning a neural network. Similar, the authors of [6] also optimize trajectories and network policies together. A very reactive controller is then learned by mapping states directly to actions.
However, an algorithm that relies on a model of the dynamics needs to be accurate for very dynamic tasks such as jumping and it is then desirable to learn this model directly from data. This is particularly true for tasks involving hard contacts where physical models and identification of the contact modes is very difficult. In [7] , locally linear models are learned and used together with linear optimal control approaches. A similar idea is used in GPS [8] to handle non-stationary dynamics have also been recently explored in [9] for inverse dynamics control. The combination of local dynamics learning, trajectory optimization and function approximation of the global policy is therefore a very promising approach to learn complex tasks from very little prior assumptions and potentially generalize beyond the locally optimized policies. Examples of such approaches have been successfully applied to manipulation tasks [8] . However, it is not clear if such an approach could be directly applied to problems with under-actuated, discontinuous and fast dynamics which is inherent to all locomotion tasks. Indeed, learning local models can be problematic for dynamic phases that are uncontrollable and local trajectory optimization can be very sensitive to discontinuous dynamics, as mentioned for examples in [10] . Moreover, a neural network that outputs directly a control torque is very difficult to analyze and looses the semantic of the control structure. Therefore, it might be very hard to reuse what has been learned for different tasks and to provide more formal guarantees on the control output.
In this paper, we explore this paradigm (learning local models, local optimization and learning a more global policy) for dynamic tasks with under-actuated discontinuous dynamics. In contrast to approaches such as GPS, we optimize the trajectory centric policies and then train the neural network independently. This gives us more flexibility for learning the information from the trajectory policies in the neural network. We then introduce a new neural network architecture that allows to interpret the networks output in a more structured way and resembles more traditional control structures including a desired trajectory, feedback gains and feed-orward torques. We call this kind of architecture feedback neural network policy. We also adapt previous methods to learn local models to better handle uncontrollable dynamics. We simulate a hopper robot, which exhibits under-actuated and discontinuous dynamics while at the same time is simple enough for a more systematic evaluation of the resulting policies. In particular, extensive simulation experiments show that the learned policy achieves similar performance than the original iLQR policy but can also generalize to unseen terrains and react to fast changes such as unseen disturbances. Finally we analyze the learned policy and compare its performance with a more traditional torque output network.
II. METHOD
Our goal is to learn a policy that can solve a simple locomotion task under hard, switching contacts in changing environments. For this we simulate a hopper robot with a single leg. This experimental platform contains all the important characteristics of a locomotion task (switching, contact rich, non-linear dynamics). We describe our way to learn a dynamics model for this setting. Next, we outline the way we optimize trajectory centric feedback policies. We call these policies iLQR policies. We introduce two different kinds of neural network architectures for learning reactive network policies: the torque neural network policy and the feedback neural network policy. As a last step, we describe how we train these networks.
A. Basic notation
We denote the measured states of a robot at time t by x t . The actions sent to the robot are denoted by u t . We work in a time discretized system. We write the cost at time t as (x t , u t ). For a trajectory τ = {x 1 , u 1 , ..., x T , u T } the trajectory cost is given by the sum over the costs at every timestep. We use stochastic control policies, which we model as Gaussian distributions of the form p(u t |x t ) = N (µ t , Σ t ). For modeling the dynamics, we assume a Gaussian model, where the mean is an affine function of the robot's current state and action:
B. Learning the dynamics model
A critical part of the algorithm is to learn the dynamics model under hard contact switches. In this section we explain the procedure to learn the models used in Equation (1) .
In [8] , the authors describe a sample efficient way to estimate the parameters of an affine dynamics model by fitting the parameters to recorded trajectories. The authors learn a dynamics model along a trajectory by running a stochastic iLQR policy N times. Let s i t be the transition at time t for the i-th such rollout, with s i t = (x t , u t , x t+1 ). At every timestep, a Gaussian distribution is fitted based on these transition modeling p(x t , u t , x t+1 ) = N (µ t , Σ t ). Computing the conditional probability distribution p(x t+1 |x t , u t ) in closed form [11, Chapter 2.3] and comparing terms to Equation (1) , one arrives at:
where the indices correspond to accessing the subparts of the vectors and matrices. To reduce the required sample count N, in [8] a Gaussian Mixture Model (GMM) is fitted to all transitions s i t along the N trajectories and also includes trajectories from previous iterations. The GMM is then used as a prior when estimating p(x t , u t , x t+1 ).
Using the above setup, we were unable to learn a reasonable dynamics model even when using N = 50 sampled trajectories. We hypothesize this is as the robot system is underactuated when not in contact with the ground: The hip position and hip velocity are not directly controllable by the actions in such a configuration. Therefore, estimating the dynamics parameters is an ill posed problem.
We solve this problem by adding a regularization on the dynamics matrix: We introduce a prior on the f xut dynamics matrix that assumes the change in state is close to the identity. This corresponds to a system that is constant in time. To put the prior around a zero mean, we define a shifted dynamics matrix f xut = f xut − (1 0) and then assume a prior as f xut ∼ N (0, λ −1 1). Similar, we change the transition points to s i t = (x t , u t , x t+1 − x t ). Using results from [12, Section 3.4] , one can show the dynamics parameters are now estimated by:
We set the value of λ = 0.01.
C. iLQR policy optimization
To optimize trajectory centric feedback policies, we follow the work by [8] . The feedback policies are optimized wrt. the trajectory cost using iLQR with a constraint on the update step. In particular, given a trajectory and an affine dynamics model as described above, the iLQR algorithm optimizes the current control policy by first computing the optimal update and gains. For this, the iLQR algorithm computes in the backwards pass approximations to the derivatives of the value V and Q function. We denote with A xut the Jacobian of A and with A xu,xut the Hessian matrix of A at time t with respect to the concatenated state and action vector xu. The backwards pass recursion to compute the value and Qfunction reads:
with the derivatives of V for t > T as zero. To take the torque bounds of our robot into account, we use the method described in [2] . The method solves the following constrained optimization problem:
where b denotes the bounds on the torques and δu t * is the optimal change in torque to minimize the loss along an optimized trajectory. Following [2] , we zero entries in the feedback matrix K t that correspond to actions exceeding the torque limits.
After finishing the backwards pass, we synthesize a new policy during an iLQR forward pass as:
whereû t is the action along the provided trajectory, δu t is the change of action andx t is the new desired trajectory. We denote the new feedforward action of this policy by k t . Using the parameter α ∈ [0, 1], one can perform a line search. This is necessary as using a full update of the torques with α = 1 might lead to an trajectory, for which the linear dynamics assumptions do not hold anymore. As the dynamics are not necessary valid anymore, the resulting trajectory might actually have a larger trajectory cost.
As in [8] , we don't perform such a line search. Instead, we set α = 1 and enforce a constraint between the new p new and previous p old optimized policy. The constraint is given by D KL (p old (u t |x t )|p new (u t |x t )) ≤ , where D KL (p|q) denotes the Kullback-Leibler-Divergence. To enforce the constraint, the initial loss is augmented to be:
We perform a line search on η in log space until the KL constraint is satisfied.
We use a fixed value for = 0.5. Estimating using a heuristic approach like in [13] led to very different optimization behaviors across iterations. As motivated in [8] , we tried to set Σ t = Q −1 u,ut , for the feedback policy. However, we faced large eigenvalues of Σ t , which caused the hopper motion to be unstable. That is, as especially when the robot is about to touch the ground the leg must be in a good position. Having too large uncertainties in the motion causes the robot to easily fall to the ground. As a result, we fixed the policy's covariance to be Σ t = 0.011.
D. Learning hopping motion using iLQR
Finding an initial good policy for contact rich dynamical systems can be cumbersome and limiting. Therefore, we start the iLQR optimization procedure from an randomly initialized policy.
As the task we study is intrinsically unstable, the initial policy is likely to make the robot fall on the ground. This can be a problem since the iLQR iteration is likely to not converge. We fix this issue by starting with a very short trajectory length. Once the hopping motion is stable enough, the trajectory gets extended at a maximum 5 time steps per optimization iteration. In this context, stable enough means the robots base is high enough above the ground. The gradual extension of the optimization horizon allowed to quickly find longer jumping trajectories.
Using a single cost function, we were not able to specify that the robot should push hard from the ground and then later figure out how to reorientate the leg for the landing position. We ended up composing our cost function from two terms: When the robot is on the ground, we use a costfigures jump that favorites jumping in the air. When the robot is in the air, land is used to favor a leg orientation consistent with the next landing. The cost functions are defined as:
where φ h and φ k denote the hip and knee angle and u h as well as u k the action applied at each of these joints. See Section III-A for more details.
When optimizing the policy using iLQR, we reset the value and Q function whenever the cost behavior is switching. Otherwise one cost behavior can cause effects when optimizing the other cost behavior. In addition, changing the costs and starting an independent iLQR optimization when the contact switches helps iLQR as it assumes smooth dynamics.
E. Dealing with bounded action space
In our setting, the action space for applying torques on the hopper robot are bounded. This causes issues when learning the dynamics as outlined in the previous section: Assuming the mean of the action of the iLQR policy p(u t |x t ) in Equation (12) is at the action bound. When sampling the N stochastic trajectories to fit the dynamics, the actions will be less than the action bounds. This causes the estimated dynamics to get biased. We eliminate this issue by using an artificial bound on the action. In particular, we set the bound b in Equation (11) to be 90% of the maximum action bound. The remaining 10% are then available for the stochastic behavior.
F. Reactive neural network policy
The iLQR policies we optimize are trajectory and time centric. In this section, we describe our setup to policies, that take as an input a state x and predict the action u independent of the current time t. Such a policy is also called reactive as it reacts / recomputes the optimal action at every timestep. For parameterizing the reactive policies, we use neural networks.
We train two different kinds of neural networks, a feedback neural network and a torque neural network. See Figure 2 for an overview. For both kinds of networks, an action is computed as u = N (g θ , Σ θ ). In both networks we use ELU [14] as activation function. For choosing the parametrization of the networks (number of layers, number of hidden neurons), we trained networks with more and less parameters. Eventually, we choose a configuration that was relatively small and performed in the top 10% on the training data over all trained networks.
In the case of the torque network policy, given an input state x, this network directly outputs the action mean 
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(x).
We use three fully connected layers with 10 hidden neurons for this network.
Through it is possible to train such a torque network policy from the iLQR policy data, we are interested to see if it is possible to utilize and keep more information from the iLQR policy when training a network policy. The resulting policy would then be easier to interpret and analysis with formal control theoretic methods. It might also be easier to re-use parts of the learned policy for different tasks (e.g. the generated desired trajectories). We therefore train a second kind of network policy that we called feedback network policy. In this network, the input state x is passed through three fully connected layers with 10 hidden neurons again using ELU activation function. The last neurons are then fully connected to predict a feedforward k θ (x), feedback matrix K θ (x) and nominal positionx θ (x). Similar to the iLQR policy, the final action mean is then computed as g
For training the network policies, we optimize two iLQR policies for trajectories of length 1 s using learned dynamics and the method described above. For each optimization iteration, we sample 5 trajectories to estimate the dynamics and use k = 5 Gaussian mixture components for the GMM prior. Each policy is optimized for 50 iLQR iterations. The iLQR policies have different initial positions, which are given by: 
Using these policies, we generate the training data for the network policies. We increase the covariance of the policies in Equation (12) in the range of γ ∈ [0., 0.30] as Σ t = γ1 in steps of 0.01. For a set Σ t , we sample 10 trajectories for each policy. Beside the trajectories, we store for each state x i t the commanded action by the iLQR policy without noise g i t , as well as k 
where · 2 denotes the Euclidean norm. We compute the norm for the feedback matrices by reshaping the matrices into a 1D vector. We optimize the losses using the Adam optimizer [15] and stochastic sampled mini-batches of size 1024. We found the best learning rate for the torque network policy to be 0.0001 and for the feedback network policy to be 0.001. We optimized the networks for 20'000 batches each.
III. EXPERIMENTS
In this section we describe the used simulated experimental platform and the experiments conducted in order to analyze 1) the efficiency of our dynamic regularization to learn local models, 2) the performance of the learned policy and its generalization capabilities and 3) the structure of the feedback network policy.
To evaluate the performance of a policy, we define a performance metric called "Positive Hip Velocity Squared" (PHVS). This metric is computed as the mean of the upwards hip velocity squared, defined as:
This metric favors policies that make the hopper robot take off from the ground with a high velocity. Comparing many samples trajectories, this captures the notion of a decent performing hopping motion quite well. 
A. Simulated experimental platform
All our experiments are run in simulation. As experimental platform we use a robot with a single leg. An robot overview with the simulated parameters is given in Figure 3 . The robot is constrained in 1D by fixing the robot's base to move along the vertical axis. The base is also fixed in that it cannot rotate. The robot has two actuated revolute joints: the hip joint and knee joint. Beside damping at the revolute joints, we assume no other source of friction. The measured robot state is its base-height above the ground, the hip and knee angle as well as velocities of these quantities. At the endeffector we model a contact sensor, which gives the ratio of being in contact during one control step between 0 (not in contact) and 1 (in contact). Overall, the 7 dimensional state space is defined as
To simulate the robots motion in free air, we use the Rigid Body Dynamics Library (RBDL) [16] library. For the ground contact model, we follow [17, Section 3.4] to implement a total system momentum preserving model. We choose this contact model as it gives hard, real world realistic contact switches. For the contact interaction, we only look at the interaction between the endeffector and the floor. If the endeffector is below the floor surface and moving downwards, we apply the effects of the contact model. The control policies run at 100 Hz, while the simulation is running at 10 kHz. The torque commands are kept constant during control intervals. The control policies output torque commands in the interval [−1, 1], which then gets rescalled to the maximum torques of the simulator.
B. Dynamics regularization
With this experiment we want to see how much introducing the dynamics prior helps to reduce the numbers of sampled trajectories in each optimization iteration to estimate the dynamics. For this, we optimize iLQR policies for a trajectory of length 0.5 s over 30 optimization iterations. We increase the number of sampled trajectories to estimate the dynamics from 1 to 10, always using a GMM prior with 5 mixture components. We compute statistics over 10 runs for each configuration.
C. Similar performance
As a basic validation test for the learned network policies, we test their performance compared to the iLQR policies.
For this, we perform a rollout of the network policies from each of the iLQR policies' starting positions. To quantify the robustness of the policies, we set Σ t when sampling an action for the policies to Σ t = β1. This has a similar effect as adding noise on the policy's action and we call this therefore action noise. We perform rollouts with β ∈ [0.0, 0.35] and compute the PHVS metric. All rollouts are made for a trajectory of length 1 s.
D. Generalization
Next, we aim to study the generalization of the iLQR policies and the network policies. We test this in two ways: We change the starting positions of the robot. Then, we also change the environment.
For changing the starting positions, we take two positions (x For each of these new starting positions, the robustness of the policies is determined by measuring the PHVS for different level of action noise as in Section III-C.
As a second way to test the generalization, we take the above starting positions and change the environment. That is, we lower the floor height at t = 0.3 s between [0%, 100%] of the robot's leg length.
As another way to test the generalization for changing environments, we let the network policy run for 10 s while changing the floor height and floor slope. This tests also if the network policies are capable of running much longer than the iLQR policies, which are trained only for trajectories of length 1 s. More precisely, we let the neural network policy control the robot until the robot falls or hits the maximum rollout length of 10 s. During each hop, whenever the hopper is at an apex point and starts to move down, the floor height and floor slope is changed. The new floor height and floor slope are sampled uniformly from [−maxFloorHeight, maxFloorHeight] and [−maxFloorSloop, maxFloorSloop]. If the floor with the new sampled combination is in collision with the robot, a new pair of parameters is sampled. We compute the mean and standard deviation of the termination time over 50 rollouts.
E. Learned control structure
In this last experiment, we want to check if the feedback network policy has learned a meaningful control structure. For this, we run the network from starting position x 1 0 for a length of 1 s and change the floor height by one leg length at t = 0.3 s. We compare the resulting trajectory with the predicted nominal trajectory of the feedback network policy. That is, for every state x t along the trajectory we estimatê x feedback θ (x t ). Comparing the performance of iLQR optimized policies using different number of sampled trajectories to estimate the dynamics. Showing the mean value and one standard deviation for 10 optimization runs. The dynamics are regularized using an additional prior on the dynamics matrix. The number of GMM mixture components k is fixed at 5. For comparison, the plot also shows the performance when optimizing using the ground truth dynamics linearizations provided by the simulator.
IV. RESULTS
In this section, we discuss the results for the experiments described in Section III.
A. Dynamics regularization
We aim to show the impact of adding the dynamics regularization on the f xut in this section. For this, we attempted to optimize a trajectory using iLQR, 5 GMM mixture components and up to 50 stochastic sampled trajectories to estimate the dynamics. However, even with 50 sampled trajectories, the estimated dynamics were not good enough to let the iLQR optimization process. Therefore, we only show the performance as we increase the number of sampled trajectories to estimate the dynamics when using the regularized dynamics. The results as in mean and one standard deviation of the PHVS performance measure are shown in Figure 4 .
As one can see, the PHVS performance increases till 5 sampled trajectories per optimization iteration. Assuming the increase in the PHVS performance of the learned trajectories is due to better estimated dynamics for the optimization, this also implies the estimated dynamics quality improves up to 5 samples. As presented in Figure 4 , the optimization performance is quite close to the one when using the ground truth dynamics provided by the simulator. Increasing the number of samples per optimization iteration has no significant effect anymore. Note that until 5 samples, the standard deviation in the performance is quite high. This indicate, that the resulting trajectories are quite different in terms of performance for a lower number of dynamics samples and the optimization results vary a lot.
B. Similar performance
To test if the network policies can provide the same performance as the iLQR policies, we look at the PHVS performance while increasing the action noise. We find the results corresponding to the two initial positions of the iLQR policies in the first two plots of Figure 1 .
As we can see, the performance of all the policies declines as the action noise increases. In particular, the torque and feedback network policies have similar performance as the iLQR policies. For the second initial position, the feedback network policy performs significantly better than the iLQR policies. This is interesting, as the feedback network policy is trained on the data from the iLQR policies.
C. Generalization
After comparing the performances of the policies on the training scenario in Section IV-B, we now look at how the policies generalize for new initial positions and when changing the floor height.
The last two plots in Figure 1 show the PHVS performance when starting from the third x . Looking at the iLQR policies performance, the performance is worse compared to starting from the state these policies were optimized on. In contrast, the performance of the network policies is similar to first two starting positions or even higher. These results are not surprising: The iLQR policies are trajectory centric and starting their policy from a different initial state, causes the policies easily to get unstable. In contrast, the network policies have no notion of time or initial position and can therefore much easier react to a new changing starting position.
As a second way to see how the policies generalize, we look at the policies' performances when changing the floor at t = 0.3 s. The results for this is shown in Figure 1b . For the first two starting positions, we see the iLQR policies decline in performance while the change in floor height is increasing. For the other two initial positions, the performance is like in the action noise case from Figure 1 worse again. In comparison, the network policies improve for larger floor height changes on the first two initial positions and stay equal or decline in performance. Taking a closer look at why the performance is declining, the network policies perform as expected. The decline in performance happens as the network has to compensate more for the impacts from falling from a higher position for these starting positions. This results in an overall lower positive hip velocity along the trajectory and a lower PHVS performance.
As a last test, we run the feedback network policy for up to 10 s and change the floor height and floor slope randomly. The results are shown in Table I .
In the easiest configuration with changing the floor height up to 25 % of the leg length and the floor slope by 15
• , the network policy runs close to the maximum trajectory length on average. Looking over all results, the average terminal time stays roughly the same when the change in floor height increases. However, when the floor slope increases, the trajectory terminates earlier. This result shows, that the feedback network policy is able to execute on tasks much longer than the trained 1 s trajectory. In addition, the behavior is stable until too large changes in the floor slope.
D. Learned control structure
The previous result sections showed that the learned feedback network policy is capable to control the robot hopper in different environments. Here, we take a closer look at the learned control structure by the feedback network policy. In particular, we show in Figure 5 the sampled trajectory and the predicted desired statex feedback θ (x t ) of the feedback network policy.
When the floor height gets changed at t = 0.3 s the predicted base height from the feedback network policy does not increase rapidly. This is reasonable as the desired base position for the hopper along a jump is most likely to be closer to the ground. Basically, the network predicts the behavior the robot base is going to converge to eventually again. This happens around t = 0.6 s.
Around t = 0.7 s, the robot gets quite close to the ground. The feedback network policy predicts as desired base position a higher position and after t = 0.7 s smaller desired angels for the hip and knee joint. These are reasonable predictions which, followed by a tracking controller, would make the robot jump.
Overall, the predicted desired positions look close to the actual trajectory with a small time shift in the future. Therefore, we conclude the network learned a reasonable desired trajectory behavior from the iLQR policies.
V. CONCLUSION AND FUTURE WORK
In our work, we demonstrated how to learn an sample efficient dynamics model with switching contacts for underactuated systems. Further, we described how to use iLQR to optimize a hopping motion in simulation. Last but not least, we transformed the optimized time dependent iLQR policies towards time independent, reactive policies. These new policies are represented by a neural network. To leverage more information from the iLQR policies directly and make the network output more interpretable, we train a special network architecture, which outputs not only the desired action but also the desired position, feedforward and feedback terms. For comparison reasons, we also trained a network policy, which outputs actions directly.
As our results show, we are indeed able to learn a dynamics model with only 5 sampled trajectories per iteration. Future, we analyzed the robustness and generalization capabilities of the network policies. The reactive network policies perform better on the training scenarios and new validation scenarios. In terms of performance, the feedback network policy is better, though not significantly better than a network that learned to predict actions directly. However, the feedback network policy is capable in providing more interpretable control outputs. As we demonstrated, the learned desired state is quite reasonable.
In this work, we assume a non informative prior on the dynamics matrix for regularizing it. As future work, it would be interesting to explore using prior knowledge from how the robot is constructed to get a more informative prior. The feedback network policy's objective L feedback θ in Equation (20) assigns equal importance to all three predicted terms of the network. By investigating a better weighting and norm the quality of the network predictions might improve. As a last point, we are interested to see if the described method to learn the dynamics and network policy also works on a real robot.
