Abstract We present a new method for estimating earthquake detection probabilities that avoids assumptions about earthquake occurrence, for example, the event-size distribution, and uses only empirical data: phase data, station information, and network-specific attenuation relations. First, we determine the detection probability for each station as a function of magnitude and hypocentral distance, using data from past earthquakes. Second, we combine the detection probabilities of stations using a basic combinatoric procedure to determine the probability that a hypothetical earthquake with a given size and location could escape detection. Finally, we synthesize detection-probability maps for earthquakes of particular magnitudes and probability-based completeness maps. Because the method relies only on detection probabilities of stations, it can also be used to evaluate hypothetical additions or deletions of stations as well as scenario computations of a network crisis. The new approach has several advantages: completeness is analyzed as a function of network properties instead of earthquake samples; thus, no event-size distribution is assumed. Estimating completeness is becoming possible in regions of sparse data where methods based on parametric earthquake catalogs fail. We find that the catalog of the Southern California Seismic Network (SCSN) has, for most of the region, a lower magnitude of completeness than that computed using traditional techniques, although in some places traditional techniques provide lower estimates. The network reliably records earthquakes smaller than magnitude 1.0 in some places and 1.0 in the seismically active regions. However, it does not achieve the desired completeness of magnitude M L 1:8 everywhere in its authoritative region. A complete detection is achieved at M L 3:4 in the entire authoritative region; thus, at the boundaries, earthquakes as large as M L 3:3 might escape detection.
Introduction
Seismic networks have been significantly improved over the last few decades and are now detecting earthquakes down to low magnitudes. The detection capability of a network depends on the density of the network and distribution of stations, their site conditions, their recording characteristics, their data link to the processing center, and the postprocessing methods of recorded seismic data. Assessing and quantifying this capability is a difficult task, as almost none of the effects of the links in the recording chain can be quantified without assumptions. The detection capability is often expressed as a magnitude of completeness, M c . It is defined as the lowest magnitude of events that a network is able to record reliably and completely. At any magnitude below M c , events are missing in the catalog.
For virtually any statistical analysis of earthquake catalogs, the knowledge of completeness of the catalog is crucial. Many techniques in statistical analysis of earthquake occurrence assume complete datasets. Examples include the determination of b-values (Aki, 1965; Utsu, 1965; Bender, 1983) of the Gutenberg-Richter power law (Ishimoto and Iida, 1939; Gutenberg and Richter, 1944) , rate extrapolation in seismic hazard analyses (Cornell, 1968) , rate change analysis by static or dynamic stress triggering (Stein, 1999; Gomberg et al., 2001; Toda and Stein, 2002) , aftershock decay estimates (Wiemer and Katsumata, 1999; Woessner et al., 2004; Gerstenberger et al., 2005) , and analysis of seismic quiescence (Wiemer and Wyss, 1994; Ogata, 1999) . Assuming incorrect completeness levels in such analyses can lead to incorrect results and interpretations. Overestimating M c unnecessarily reduces the amount of usable data, while underestimating may lead to wrong results in further processing of earthquake data. Because of the complexity along the recording chain, completeness is a highly heterogeneous fourdimensional function of space (x) and time (t): M c is equal to M c x; t. Any alteration at any link in the recording chain changes the completeness level at least locally.
Although many approaches to estimate M c exist, they are not easily applied and need in-depth analyses. Two fundamentally different approaches exist:
(1) Using only information from earthquake catalogs, in which the completeness magnitude, M c , is estimated either as the deviation point from the Gutenberg-Richter line (b-value fit) in the cumulative frequency-magnitude distribution (Wiemer and Wyss, 2000; Cao and Gao, 2002; Marsan, 2003; Woessner and Wiemer, 2005; Amorèse, 2007) or by comparing the day-to-night ratio of events per magnitude bins (Rydelek and Sacks, 1989 ). More precise definitions of established methods are described in the section entitled Discussion and Conclusion. Common to all of them is the fact that the completeness level is derived on the basis of sets of earthquakes that are sampled over space and time. Thus, M c is a function of earthquake samples. Therefore, the resulting completeness levels can only represent average values over space and time. Furthermore, most of the methods assume that the samples obey the Gutenberg-Richter power law, tying the computation of M c to the b-value fit of a given distribution.
(2) A number of researchers have investigated detection capabilities by studying signal-to-noise ratios at particular stations (Gomberg, 1991; Kvaerna et al., 2002a,b) , although these waveform-based techniques are generally too time consuming to be practical for most studies. Furthermore, model assumptions are necessary to translate noise-level measurements into completeness estimates.
Because recording completeness is not a property of earthquake samples but a function of the recording chain, and because introducing model assumptions of wave propagation may lead to incorrect estimates, methods for estimating completeness should be rethought.
In this article, we present a new method to determine the probabilities of detecting earthquakes. The probabilities are computed from empirical data purely: phase data, station data, and the attenuation relation used for magnitude determination. This new method treats detection probability and completeness as a function of the recording network and its stations rather than a function of earthquake samples. From phase picks we derive probability distributions for each station describing probabilities of detecting an earthquake of a given magnitude at a given distance from the station. Here detecting means reading a phase at the particular station. From the probability distributions of each station, we map probabilities of detecting events of a given magnitude at four or more stations. This reflects the triggering condition of the seismic network: a signal needs to be detected at four stations to start the location procedure. Otherwise, the event remains undetected. The recording chain undergoes frequent changes: new stations are deployed, others removed or exchanged. Each configuration change leads to a change in detection probabilities, such that a map is only valid for a particular network configuration. From the detection probabilities, we also derive maps of completeness magnitudes, M P . We use the symbol M P to distinguish this probabilitybased completeness magnitude from the earthquake samplebased M c .
We apply this method to the Southern California Seismic Network (SCSN) using data from January 2001 to July 2007. Additionally, we investigate the contribution of the Anza network to the performance of the SCSN.
Method
The ingredients of this new probabilistic method are empirical data only: (1) station data describing location and on and off times of each station in the network, (2) phase picks of each earthquake describing at which station it has been recorded, and (3) the attenuation relation used for magnitude determination.
The method is divided into two major parts. First, we analyze the phase data: we derive detection probabilities as a function of space and magnitude for each station. Second, we synthesize maps of the probability of detecting an event of magnitude M at location x for the time t, P E M; x; t, and maps of the completeness magnitude, M P x; t.
Analysis
Deriving detection probabilities for each station consists of six steps: (1) defining a period of homogeneous data recording given the date for which to compute the completeness, (2) importing station data, (3) importing events with pick data, (4) assigning information about recorded (picked) and not recorded events to the stations, (5) resolving station aliases and station doublets, and (6) computing detection probabilities as a function of magnitude and distance. These steps are described in the following paragraphs.
(1) To derive detection probabilities for each station in a network, we have to consider that these probabilities can only be representative if the input data come from a period of homogeneous data recording. In particular, we require that the triggering condition of the network as well as the magnitude definition are constant over the given period. Also, the catalog should not contain large clusters or aftershocks, as different policies exist for their recording. It is not possible to name every potential change within the routine processing chain of a seismic network that may have a strong impact on the detection probabilities at the stations. Slight changes in processing should not propagate significantly into the probabilities. However, one should try to choose a period during which the network experienced a minimal number of changes. Of course, it is desirable to maximize the length of this period in order to increase the number of data used per station for estimating the probabilities.
(2) Given a period of homogeneous recording, we select all stations from the network that have been in operation at least partially. This period can be shorter than the previously identified period of homogeneous recording. Knowledge of on and off times of the stations is essential. Detection probabilities may become very low due to unreported off times of a station, as events occurring during these off times will be missed by this station. Stations that are not counted towards the triggering criterion are not used in this analysis because they do not contribute to earthquake detection. They are only used for constraining locations of already detected events.
(3) We select all earthquakes from the catalog that occurred during a period of homogeneous recording. For each event, we select all phase picks of the same type as used for automatic triggering, usually P-wave arrivals on vertical components. Using other phase picks for locating events may certainly improve location accuracy; however, for deriving detection probabilities, we only take into account phase picks of the type used for automatic triggering.
(4) The detection probabilities are derived from earthquakes with and without phase picks at the particular station that occurred during on times of the station. For each event, we generate a data triplet, indicating if the event has been picked at the station, the hypocentral distance to the station, and the magnitude of the event. The hypocentral distance is the Euclidian distance between the hypocenter and the station at its actual elevation. If the event was picked at this station, we call this a plus triplet and a minus triplet otherwise. These triplets represent the raw data for computing any station's detection probabilities (see Fig. 1 ).
(5) Sometimes stations have aliases or have been moved a few meters and relabeled. In both cases, we merge the data triplets and the on and off times in order to preserve as many data as possible. If the site conditions of a moved station can be considered significantly different, then the data are not merged and both station locations are kept.
(6) Detection probabilities for events of magnitude M at hypocentral distance L, P D M; L at a station are derived from the station's data triplets (Fig. 1 ). For computing P D M; L, we use data triplets with magnitude and distance values close to a given pair M; L. We select these data triplets by measuring the distance between each data triplet and the given pair M; L. To measure such a distance, we define a metric in the magnitude-distance space by applying the attenuation relation used for magnitude determination of located events. For each data triplet representing an event with magnitude M 0 and distance L 0 from the station, we obtain two differences:
Distances, L and L 0 , include the depth of the event and the station elevation. Because magnitudes and distances are measured in magnitude units and kilometers, respectively, we translate distances into magnitudes to homogenize the units. This translation uses the attenuation relation of the network. In general, a magnitude definition has the form
where A is the amplitude of the recording, L is the hypocentral distance, and c 1 , c 2 , and c 3 are constants. If, for a given station, we observe two events with hypocentral distances L 1 and L 2 and both of these events produce an amplitude A, we can write their respective magnitudes M 1 and M 2 as
By subtracting M 2 from M 1 , we can cast ΔL in terms of magnitude units by defining
We define our metric as the Euclidian distance in the transformed magnitude-magnitude space as
The magnitude definition equation describes the attenuation for a particular network; thus, for any study one has to use the magnitude definition as specified by the network. This definition should not change within a period of homogeneous recording. Given this metric, we select all triplets that obey the criterion
assuming 0.1 magnitude units to be a usual magnitude error. This value can be changed in consideration of networkspecific error estimates. Let N t be the number of triplets that obey the criterion. If N t < 10, we apply a second criterion in order to allow for sampling a minimum number, N min , of ten triplets. This number (N min 10) is arbitrarily chosen, but it reflects the number of available triplets for magnitudedistance combinations with sparse data. From all triplets that do not obey the first criterion, we select triplets of magni-
From this set of triplets, we select the 10 N t triplets with lowest L M and add them to the set sampled first. This can be considered a conservative estimate as only data triplets representing a weaker signal at the station are added. In either case, we have sampled N ≥ 10 triplets. This sample contains N plus triplets and N minus triplets from which we estimate the probability of detection as the number of plus triplets, N , divided by the total number of triplets, N N N :
Calculating detection probabilities systematically for a large variety of magnitude-distance combinations results in a probability distribution (Fig. 1) . Such a probability distribution represents the recording characteristics of a single station. The probabilities are derived directly from the raw data triplets without any further physical constraints. Thus, station characteristics may exhibit artifacts like the low detection probabilities for events of magnitude 3 at distances below 30 km (Fig. 1, right) . Such artifacts occur due to sparse data in the higher magnitude range but also because not all stations that receive detectable signals are used for locating events and may therefore be ignored. In general, detection probabilities should not decrease with increasing magnitude. Therefore, we smooth the probability distribution by applying simple physical constraints: (1) detection probabilities cannot decrease for larger magnitudes at the same distance and (2) detection probabilities cannot decrease with smaller distances for the same magnitude. This smoothing accounts for sparse data and results in physically constrained detection probabilities.
One problem arises for the very small magnitudes and small distances to a station. Events that can only be detected at four stations, because their distance to the fifth station is already too large for detection, can cause overestimation of detection probabilities for these kinds of small magnitude events. If such an event remains undetected at one of the four stations for whatever reason, the picks at the other three stations will be neglected and never enter this analysis. Therefore, none of the four stations will ever contain a minus triplet for such an event, leading to plus triplets only and to an overestimation of the detection probabilities for very small magnitude events. As soon as a fifth station may record such an event, the nondetection will be on record and the detection probabilities will account for this failure. Fortunately, this overestimation affects only the very small magnitude events for which the network is never complete. Completeness magnitudes are in general much larger and not affected by this problem. Figure 2 illustrates detection-probability distributions of four selected stations of the SCSN network together with seismograms of an M L 1.3 earthquake (depth 15 km) in the Anza region. The probability distributions are derived from data of the period 1 January 2001-1 July 2007. Superimposed are Figure 2 . Probability distributions reflect signal strengths of earthquake phases in seismograms. The map shows the location of an M L 1:3 earthquake in the Anza region on 1 January 2001 (EventID: 9172321) located at 33.665°N, 116:722°W with a depth of 15 km (red star). The insets contain detection-probability distributions of four selected stations (triangles). Small white squares mark the detection probability of each station for this particular event, given its magnitude and respective distance to the stations. Seismograms are shown as overlays in white frames (z component, normalized to same maximum counts and cut to same time window, except at station POB with a double amplitude range). The largest contrast can be seen between stations POB (25-km distance to hypocenter) and PSP (26.5-km distance to hypocenter). The phase arrivals at POB are very pronounced compared to station PSP, although both stations have virtually the same distance to the hypocenter. This difference in signal strength is reflected in the probability distributions. For station POB, the distribution indicates a detection probability of P D ≈ 1 (green color within the white square). For station PSP, this probability is in the range of P D ≈ 0:7 (orange color within white the square).
small white squares highlighting the probability of detecting this particular event given its magnitude and respective distance to the stations.
The probability distributions illustrate the observed variability for different stations. The short-period station POB is an example of a low-noise station that is regularly used for phase picking. High detection probabilities are found throughout at small distances and small magnitudes, and the detection probabilities decrease with increasing distances keeping the magnitude fixed. This is in accordance with the expectation that the probabilities should be higher for smaller distances and higher magnitudes. This characteristic is, in principle, recognized for all of the stations.
Synthesis
We synthesize two products from the detectionprobability distributions: (1) detection probabilities for earthquakes of magnitude M at location x for the time t, P E M; x; t and (2) probability-based magnitude of completeness at location x for the time t, M P x; t, for a given probability threshold, for example, 0.99999.
(1) To compute the probability of detection P E M; x; t, we measure the distances from x to all stations in the network that have been in operation at the time t. We then compute the probabilities of detection, P D;i M; L, at every station i for the given distances L to x and the target magnitude M. We also compute the corresponding probabilities of nondetection P N;i M; L 1 P D;i M; L. We define P D;i ≡ P D;i M; L and P N;i ≡ P N;i M; L for the sake of brevity. The probability of detection, P E M; x; t, is defined as the joint probability that four or more stations have detected this event. If the triggering condition of the network is based on another number of stations, then the condition has to be adjusted. Usually, networks use four stations with reported signals above some threshold. Because networks have very often significantly more than four stations, it is easier to compute the joint probability P E M; x; t by computing the probabilities of detection at zero stations, P 0 E , one station only, P 1 E , two stations only, P 2 E , and three stations only, P 3 E , and finally subtracting these values from 1:
The probability of detection at zero stations, P 0 E , is simply the product of the probabilities of nondetection, P N;i , at each
where s is the number of stations in the network. To compute P j E , we use the set of combinations of j subsets from s elements, C s j . The number of elements in C s j (Bronstein and Semendjajew, 1989 ) is
Let C s j i be a combinadic, that is, an ordered integer composition providing a lexicographical index i for the combination C s j . Let further Q D S be the product of probabilities of detection, P D , of all stations in a set S and Q N S be the product of probabilities of nondetection, P N , of all stations in a set S. Then P j E becomes (10), (11), and (13) yields
Computing P E M; x; t over all magnitudes gives the dependence of the probability of detection as function of magnitude.
(2) To compute the probability-based magnitude of completeness, M P x; t, we search for the lowest magnitude for which the probability of detection, P E M; x; t, is 1 Q, with Q being the complementary probability that events will be missed.
where M is the interval of possible magnitudes. We use Q 0:00001 as a conservative estimate. We avoid smaller Q because of possible computational artifacts.
Data
We apply the method described in the previous section to data from the SCSN (http://www.scsn.org), a partner of the California Integrated Seismic Network (CISN). The network integrates several local networks (see Table 1 ), for example, the Anza seismic network (http://eqinfo.ucsd.edu/ deployments/anza.html). Stations from networks outside of the authoritative regions-that is, stations not used for triggering the routine location algorithm of an earthquake-and temporary stations were not used in the analysis (K. Hutton, personal comm., 2006) . Our approach provides the possibility to test the performance of the core network and the influence of local networks on the detection capability. To estimate the detection capability of the seismic network, detailed knowledge about the station operation times and the phases of earthquakes used to locate an earthquake at each station component is required. The Southern Califor-nia Earthquake Data Center (SCEDC, http://www.data.scec .org) provides this information online for a large earthquake dataset and archives station metadata (see also Hutton et al. [2006] ).
We obtain the station on/off time information from the SCEDC database. Because the triggering algorithm requires four stations with a P-wave onset, we only collect the station on/off times for the vertical components to be consistent with the daily routine operation of the network. The station information system of the SCEDC additionally allows tracking of stations that were moved or renamed, or if aliases were used temporarily referring to the same station. Stations that are moved by more than 10 m are routinely renamed by the network operators of the SCSN and are treated as separate stations due to changed site conditions that may affect the noise level at the station. On/off times of stations that were operated with an alias name for a certain period were assigned to one station (for station aliases, see http://www.data.scec.org/ stations/stamapping.html).
We retrieve the information about the phases picked for any earthquake by using the Seismogram Transfer Program (STP, http://www.data.scec.org/STP/stp.html). For each earthquake, detailed information about the type and quality of picked phases, the station and station components, and the details of the earthquake are available. SCSN reports local magnitudes, M L , for events below magnitude 5 and moment magnitudes, M w , otherwise (Hutton et al., 2006) . We use local magnitudes provided in these files because we only consider magnitudes below 4. We restrict the data import to local events in southern California (area extending from 30°N to 38.5°N and from 122°W to 114°W) between 1 January 2001 and 1 July 2007 (Fig. 3) . This period covers the test 
and is based on an empirical relationship for southern California derived by Kanamori et al. (1993) . The distance L is the hypocentral distance in kilometers. Because of the formulation of the method, the station correction is not needed for converting distances into magnitudes to compute the detection-probability distributions for a single station.
Results
Probabilities of detection P E M; x are the primary result of the presented probabilistic approach. We show detection-probability maps of southern California (spacing 0.05°) for three different magnitude levels [
] at a depth of 7.5 km for 1 July 2007 (Fig. 4) . For each node on the map, we compute the detection probability from the detection probabilities of all stations as the joint probability that an earthquake is detected at four or more stations. We overlay earthquakes of the respective magnitude in the period 1 January 2001-1 July 2007 for the magnitude M L 1:0 and M L 1:8 maps and stations of the SCSN for the magnitude M L 3:4 map. The magnitudes chosen are of interest as we investigate the capability of the network to detect microseismicity. The SCSN aims to detect all magnitude M L 1:8 earthquakes within its authoritative region but appears to be complete at lower levels in various regions.
The majority of the earthquakes with magnitude M L 1:0 fall into regions where the detection probabilities are P 1 ≥ 0:99. 99.7%, 99.2%, and 74.1% of M L 1:0 earthquakes are located in regions with a detection probability of P 1 ≥ 0:9, P 1 ≥ 0:99, and P 1 ≥ 0:99999, respectively (see contour lines in Fig. 4) . The detection probabilities for M L 1:0 earthquakes are P 1 ≥ 0:99 for most of the seismically active regions, except for regions at the eastern edge of the seismic network. In this region, the station density is lower compared to the Los Angeles metropolitan region and regions along major faults. The probabilities are remarkably low in the Santa Barbara area and west of it. Also, the two metropolitan areas of Los Angeles and San Diego exhibit lower detection probabilities for M L 1:0 events due to the higher noise level in the city despite dense station coverage.
The detection probabilities for M L 1:8 events are P 1 ≥ 0:99 for a larger region than for M L 1 events, although the entire authoritative region is not covered (Fig. 4, bottom) . SCSN aims to completely report earthquakes down to magnitude M L 1:8 for the entire authoritative region (K. Hutton et al., unpublished manuscript, 2006) . As can been seen in Figure 4 , significant parts at the fringes of this region as well as the offshore areas have detection probabilities far less than P 0:99 for M 1:8 events. Completeness at the P 0:99999 level is reached at magnitude M L 3:4 for the entire authoritative region, except for offshore areas (Fig. 4, top) .
Based on the detection probabilities, we compute the smallest magnitude detected with a probability of P ≥ 0:99999 at each point. This results in the map of probability-based magnitude of completeness, M P , for southern California (Fig. 5) . Completeness maps are computed for a specific date, thus, a specific network configuration, here for 1 July 2007. In general, M P increases steadily towards the edges of the SCSN network, from very low completeness magnitudes in the center of the network (M P ≤ 0:5 in the Anza region) to values of M P ≥ 3:5. The target completeness of M P 1:8 is not achieved in the entire authoritative region, although the seismically active parts are covered. According to the probability maps described previously, the lowest completeness magnitudes are found along the San JacintoElsinore fault zone, in the Coso region, and along the San Andreas fault. In the case of the first two regions, this is due to the contributions of local networks. Completeness in the Los Angeles metropolitan region ranges between 1.5 and 2. Although the station spacing is smaller on the coast than at the Nevada border, the completeness level is not lower. This is partly explained by the higher cultural noise levels as well as noise caused by the ocean. The San Diego metropolitan area seems to have a high completeness level (M P ≈ 2:0) although the station coverage is dense.
We investigated the influence of the local Anza real-time broadband array network (16 stations) on the completeness magnitude. We computed M P for 1 July 2007 with and without these stations (Fig. 6) . Including the Anza stations (Fig. 6,  left) , completeness magnitudes determined for the map segment are less than or equal to the completeness magnitudes without the stations (Fig. 6, top right) . In detail, about 30% of the completeness estimates including the Anza network stations are 0.2-1.0 magnitudes smaller (Fig. 6, bottom right) . The example of the Anza network reveals the value of the local network for the region as well as the contribution to the overall network performance. For any microseismicity study, these types of dense local networks are essential for understanding complex fault structure, rupture propagation, and fault-zone properties.
For comparison, we estimated the magnitude of completeness for the period 1 January 2001-1 July 2007 applying a standard method that uses an earthquake catalog as the only input (Fig. 7) . In contrast to the probabilistic approach, the entire-magnitude range method (EMR method; Woessner and Wiemer, 2005 ) models the entire frequency- magnitude distribution assuming a Gutenberg-Richter relation for the complete part and a normal cumulative distribution function for the incomplete part. The completeness magnitudes M EMR are computed on a 0:05°× 0:05°grid, using cylinders of radius r 20 km, a minimum number of N 100 earthquakes for the node samples for above and below M EMR , and earthquakes with hypocentral depths of less than 30 km. The M EMR completeness values range between 1.0 and 3.2 with 80.6% of the values being less than or equal to the target magnitude of M L 1:8. The pattern of low and high completeness levels is, in general, similar between the two very different approaches, that is, the lowest completeness estimates are determined in the region of the San Jacinto-Elsinore fault zone, the Coso region, and along the San Andreas-San Bernadino fault segment. However, a large difference is observed in the coverage of both methods. The seismicity-based approach only covers regions of ongoing seismicity whereas the probabilistic approach allows us to compute the detection levels at each point in space and time. Also, the completeness estimates of the seismicity-based method represent average values for the 6.5-year period used.
The comparison of the two methods suffers from comparing two very different quantities. M P is an estimate of completeness for the network at one specific point in space and time, whereas M EMR is a completeness estimate of an earthquake sample for a space-time volume projected onto one grid node. Thus, the differences are difficult to track and rather speculative at this point. In the discussion, we outline an approach to obtain M P estimates for space-time volumes that will lead to a better comparison.
We perform a simplified comparison between M P and M EMR . The comparison is only possible for the regions that are covered by M EMR estimates. In about 77% of the qualifying regions, the M P estimates are smaller (yellow to red) and in about 12% of the qualifying regions, the estimates are the same (gray), leaving about 11% of the M EMR being smaller than the M P values (blue to green). In the Anza region and the Coso region, differences of ΔM 1 are observed, implying that M P is much smaller than M EMR . These are re- Figure 5 . (Right) Map of probabilistic magnitude of completeness, M P , for 1 July 2007 at a depth of 7.5 km. At each node of the map, the lowest magnitude with a detection probability of P ≥ 0:99999 is displayed. Any M P value of 4 and greater is shown in blue. At high magnitudes (M L ≥ 4), the raw data become too sparse for reliable analysis of detection probabilities. (Left) Contour lines for the M P 1:8 and M P 3:4 levels. The white polygon indicates the authoritative region. The completeness of SCSN is M P 3:4 for the authoritative region ignoring offshore areas.
gions of very dense local networks in regions with relatively small noise. The differences are small in the Los Angeles basin though there is also a high station density but a much higher noise level. Furthermore, M EMR becomes systematically smaller compared to M P towards the network edges.
Discussion and Conclusion
In this study, we present a new method for estimating the magnitude of completeness. This method offers a probabilistic estimate of detection completeness based on empirical data only (phase data, station data, and the attenuation relation used as magnitude definition). These data stem directly from the phases registered and picked by either the automatic pick algorithm or by a seismologist. We only assume that a station's characteristic is stationary over a period of homogeneous recording, which is the weakest assumption one has to make when not including real-time data. Besides this assumption, no additional assumptions are made to estimate the detection probabilities of the network. Ideally, all necessary input data are provided in online databases containing all details or are available from the network operators and data centers. There are some caveats when large datasets and networks like the SCSN/CISN are analyzed, as some information may never have entered the database, for example, automatically picked phases removed by an analyst. Missing off times in station databases lower the detection probabilities at affected stations but the overall earthquake detection probabilities remain correct. Thus, the station detectionprobability distributions already contain the uncertainties in reporting of off times. These uncertainties then propagate as a conservative estimate into completeness estimates for the future. Currently used methods for completeness estimates are mainly based on seismicity, that is, earthquake samples. Because earthquakes are sampled over time and space, several assumptions need to be made: (1) the completeness of a volume from which a sample is drawn is constant over space or the spatial variations can be neglected; (2) the completeness of a volume from which a sample is drawn is stationary or the temporal variations can be neglected; (3) the catalog is free from contaminations, for example, quarry blasts. Quarry blast or other nontectonic earthquakes do not need to be treated separately from tectonic events in the presented probabilistic approach, as they only add to the detection-probability distributions. Assumption (2) implicitly contains other assumptions: (4) the station configuration has not changed over the sampling period or the impact of the changes can be neglected; (5) the triggering condition and the attenuation relations have not changed over the sampling period. Rydelek and Sacks (1989) investigated the day-tonight modulations of magnitude bins. In this method, the authors assumed that cultural noise sources are lower at night, resulting in smaller noise levels in seismograms. They also assumed a Poisson distribution of earthquakes at any magnitude level, which requires that nonrandom features like swarms, aftershock sequences, or mine blasts be removed in advance. Thus, modulations in seismicity between night and day in a given magnitude bin indicate that the catalog is incomplete at and below this magnitude. In combination with the large sample sizes required, this method bears strong limitations on its applicability (Woessner and Wiemer, 2005) . Further, problems may arise in regions with very low cultural noise, for example, Alaska.
Other methods based on earthquake samples combine the completeness estimate with the estimate of the b-value in the Gutenberg-Richter power law, hereby adding an additional assumption: (6) earthquake samples obey a power law for events with magnitudes above the completeness. These methods for M c estimation try to find the magnitude at which the earthquake sample shows a significant deviation from the Gutenberg-Richter law.
Marsan (2003) introduced a method for computing the b-value and the log likelihood of completeness for earthquakes above a certain cutoff magnitude. The log likelihood of completeness is defined as the logarithmic probability that the Gutenberg-Richter law fitted to the data above the cutoff magnitude can predict the number of earthquakes in the magnitude bin just below the cutoff magnitude. The magnitude of completeness is chosen so that the b-value drops for magnitudes smaller than M c and the log likelihood drops at M c . The two criteria are difficult to combine for automatic M c calculations. Additionally, calculating the log likelihood for only one magnitude bin bears instabilities as the frequencies of events in the magnitude bins vary strongly.
A quick and simple method introduced by Wiemer and Wyss (2000) is searching for the magnitude bin with the highest number of events. Because the bin of the next smaller magnitude contains fewer events instead of exhibiting a higher number, it cannot be complete given the assumption of the Gutenberg-Richter distribution. However, this is only a necessary condition, not a sufficient one. The identified bin does not necessarily represent the completeness level as the deviation from the Gutenberg-Richter distribution may start at a higher magnitude bin without exhibiting a smaller number of events than the next higher bin. Therefore, this method can lead to a significant underestimation of the magnitude of completeness.
A second method by Wiemer and Wyss (2000) determines M c by estimating the percentage match between the observed frequency-magnitude distribution and synthetic frequency-magnitude distributions computed as a function of an ascending cutoff magnitude. Although this method is based on a more quantitative approach, it relies on the same assumptions as the previous approach. A second drawback is that for frequency-magnitude distributions that show deviations from linearity, this method may not be able to find an M c value for which the synthetic distribution matches sufficiently with the observed at a given level, say, 95% (Woessner and Wiemer, 2005) .
The EMR method (Woessner and Wiemer, 2005) tries to model the complete and incomplete part of the frequencymagnitude distribution. This adds yet another assumption: (7) the incomplete part exhibits a normal distribution. M c becomes the magnitude for which the joint log likelihood of fitting both models is the highest. As with the previous method, the EMR method increases the level of quantification for the price of adding another assumption.
All of the aforementioned methods have in common that they make at least five of the seven mentioned assumptions. We think that, in general, these assumptions are violated. Assumption (1) can certainly not hold as distance to stations is a crucial parameter for detection. Especially for large sampling volumes in the case of less populated earthquake catalogs, completeness will vary significantly over the sampling volume. Assumptions (2), (4), and (5) cannot hold for periods in which the network configuration or the triggering condition changed. Usually, earthquakes need to be sampled over time periods that include changes in the network. Assumption (6) certainly does not hold in volcanic and geothermal active areas where bimodal distributions are observed (Wiemer and Wyss, 2002) , or where the sampling volumes and periods are large enough to sample inhomogeneous event distributions.
We find strong changes in M P over short distances (Figs. 5 and 6) . Similarly, changes are seen in the EMR approach (Fig. 7) , although the differences between the results of the two methods are large in various regions with the M P estimates being smaller in most cases. The difficulty in comparing the two approaches stems from the difference in the information they provide. While the EMR approach estimates completeness of earthquake samples covering the period 1 January 2001-1 July 2007, our approach determines the completeness of a particular network configuration, here the one of 1 July 2007. The probabilistic approach is based on phase data and station information whereas methods based on earthquake samples are at the end of a much larger processing chain with many choices involved. In this respect, the comparison only shows that the expected differences exist. The new approach primarily points to the real network detection capability, whereas the EMR approach evaluates the catalog produced by a network, making the aforementioned assumptions.
Application of our method requires more computations as shown in this article. Here, we present completeness levels for the SCSN network for 1 July 2007, thus for a point in time and for a set of points in space. In general, one is interested in completeness estimates for a space-time volume. Such an estimate requires additional computations. First, one needs to compute completeness maps for each network configuration during the period of the space-time volume. Second, to account for volumes in space, one needs to sample all M P values within a volume. The highest value of M P in a volume is the conservative estimate of completeness. Therefore, for statistical analyses of earthquake catalogs like investigations of rate changes, b-value computations, or seismic hazard studies, one needs to compile a set of M P maps from which the completeness levels of the used space-time volumes can be derived.
The probabilistic approach offers a variety of possibilities for the planning and structuring of seismic networks. First, for the improvement of the networks' detection capabilities, scenario computations of new network setups can be easily achieved. These stations can be placed at sites where the network operator considers a new station should be established and their characteristics (detection-probability distribution) should match the expected attenuation of the sites. Additional simulations can be done by varying the station characteristics, using average noisy stations, very good stations, or some average stations. These simulations are possible at very low cost as no fieldwork is involved, only computational time. Second, the probability distributions enable the network operators to check any station's performance. Stations with very low detection probabilities can readily be identified. Third, network operators can simulate scenarios for network crises, for example, due to power failure in specific regions, by removing stations from the synthesis computation. By processing the data without a certain number of stations, the expected detection levels can be found. Another application in this respect is to randomly take out a certain number of stations to evaluate how many stations are needed to keep the current detection levels at lower operational costs. However, one has to recall in such simulations that the depth control of event locations might be lost although the detection level remains.
One significant limitation of the present method is its restriction to modern catalogs. Because the method relies on detection-probability distributions for each station, it requires phase picks or similar information for each earthquake. This kind of information is missing in any nonmodern catalog. On the other hand, such detailed analyses as provided by this method are unrealistic for historic or nonmodern catalogs as the amount of data is limited and certainly not sufficient.
There are various ways in which the current approach can be improved in the future: using not the slant hypocentral distance but real ray path distances will improve the station probability distribution. Until now, we have neglected the azimuthal dependence of stations to detect earthquakes that influences the end product without any doubt. Additionally, the performance of networks based on data only taken at nighttime compared to daytime will give further insights. These technical improvements together might lead to improve the understanding of the attenuation in the Earth's crust and scattering in the medium.
Data and Resources
We use data collected by the SCSN (http://www.scsn .org). The network integrates several local networks (see Ta- The STP commands for data download, MatLab and Python codes for the computation of the results, as well as the Generic Mapping Tools (GMT) scripts (Wessel and Smith, 1991) for creating figures are available at http:// www.completenessweb.org. At http://www.earthquake.ethz .ch/software/zmap, MatLab codes to reproduce the results in Figure 7 are available.
