Sometimes Markov chain Monte Carlo (MCMC) procedures work poorly. The identification of this inefficiency is important, but appropriate theoretical tools have not been investigated adequately. For this purpose, we propose the order of degeneracy, which measures the mixing property of an MCMC procedure. As an application, we consider major three sources of inefficiency, one being the fragility of the identification of parameters. We present a numerical simulation to show the effect of each source of inefficiency.
Introduction
The Markov chain Monte Carlo (MCMC) method is an efficient tool for the approximation of an integral with respect to a particular type of probability measure. The strategy dates back to Metropolis et al. (1953) , Hastings (1970) , and it was later implemented for Bayesian statistics (Tanner and Wong (1987) , Gelfand and Smith (1990) ). Since then, the MCMC method has been one of the most popular methods for the evaluation of complicated integrals with respect to the posterior distribution. For a recent review, see Robert and Casella (2011) .
Let P (dx | θ) be a probability measure with prior distribution P (dθ). Sometimes the posterior distribution P (dθ | x) does not have a closed form and requires an approximation. In this paper, we focus mainly on the procedure referred as data augmentation (DA) procedure, which uses the so-called augmented-data model P (dx, dy | θ) that introduces a working variable y such that y P (dx, dy | θ) = P (dx | θ). The DA procedure is defined by the following iteration:
This procedure results in the Markov chain θ ∞ = (θ m ) m∈N 0 with the invariant distribution P (dθ | x) (see Tierney (1994) , Gilks et al. (1996) , Roberts and Rosenthal (2004) ). Under mild conditions, the value of θP (dθ | x) is well approximated by M −1 M −1 m=0 θ m . When the convergence is fast and P (dθ | x) is complicated, this strategy is very advantageous compared to other numerical integration methods.
Although many efforts have been made to analyze the convergence property of the MCMC (such as Roberts and Rosenthal (2004) , Diaconis et al. (2008) ; also see Robert and Casella (2011) ), theories on the efficiency of this approximation are being developed. The purpose of the present paper is to assist this effort and provide a measure of efficiency. To illustrate our approach, we consider the model (1.2) below: Using existing techniques, such as comparing operator norms, it is not easy to perform a theoretical comparison of the two MCMC strategies. However, as the sample size n → ∞ for the two DA procedures based on (1.3) and (1.4), |θ m+1 − θ m | (m = 0, 1, . . . ) are on the order of O P (n −1 ) and O P (n −1/2 ), respectively. The former procedure does not converge as quickly as the latter and thus has a poorer performance.
With this property in mind, we propose the order of degeneracy; in an MCMC procedure, we specify the rate d n that determines the rate of |θ m+1 − θ m | Figure 1 . DA procedures for (1.3) (upper) and (1.4) (lower) with sample sizes n = 100 (left) and n = 1000 (right). Shown are trajectories θ 0 , θ 1 , . . . for three runs for each, for an observation xn = (x 1 , . . . , x n ). The dashed lines are the 10th, 50th, and 90th percentiles of the posterior distribution. This calculation is usually very easy. We apply order of degeneracy to three major sources of inefficiency. Some of our results are summarized in Table 1 . These rates come from the local behavior of MCMC procedures that is useful for the analysis of MCMC procedures (see Kamatani (2011 Kamatani ( , 2013a Kamatani ( , 2014 ). Without knowledge of the local properties, we may fail to detect inefficient use of MCMC procedures. For example, in Subsection 3.3, we will show that the usual autocorrelation plots cannot detect poor behavior of the PX-DA procedure, but the order of degeneracy can.
The rest of the paper is organized as follows. Section 2 reviews the necessary background. The order of degeneracy is also defined in this section. In Section 3, we apply the order of degeneracy to three models. Numerical simulations are presented in Section 4.
We write X | Y for the probability law of X conditioned on Y . We also write
Order of degeneracy

Local properties
Let (Ω n , F n , P n ) be a sequence of probability spaces, and let Θ be an open subset of R d . We assume that
where P (dx | θ) is a parametric family, and P (dθ) is the prior distribution. Let θ ∞ = (θ m ) m∈N 0 be an MCMC output, which is an infinite vector of elements of Θ. We assume that θ ∞ | x n is a Markov chain that has the posterior P (dθ | x n ) as the invariant distribution. We also assume stationarity of θ ∞ | x n throughout this paper, that is, the initial guess θ 0 | x n is generated from P (dθ | x n ) 1 . By classical results such as (3.6) of Doob (1949) , the posterior distribution almost certainly (so-called consistency) tends to a point mass as the sample size n grows. The order of this convergence is usually √ n, but is sometimes n 1/α or (n log n) 1/2 (see Akahira and Takeuchi (1995) ). In this paper, we write this order as c n . More precisely, the order of consistency is defined as follows:
Definition 2.1.1 (Order of consistency). Let θ and θ * be independent draws from P (dθ | x n ). The increasing positive sequence c n such that
is called the order of consistency.
The output θ ∞ is used to approximate integrals with respect to the posterior distribution. We expect the approximation to be accurate. To analyze the validity of the approximation, we compare the integral
, where u n (x n ) is a particular statistic such as the maximum likelihood estimator and ψ is a real-valued bounded continuous function. It would be helpful if, for any M n → ∞,
In Kamatani (2014) , this property was called the local consistency of the MCMC procedure and was noted as a useful property. On the other hand, the local degeneracy of the MCMC procedure was defined in Kamatani (2011) as a property of inefficiency. The MCMC procedure has local degeneracy if, for any M ∈ N and for any continuous bounded function ψ,
This means that the approximations to the posterior distribution obtained by M iterations of the MCMC procedure are no more helpful than that using only one iteration.
The following proposition illustrates the relationship between these two properties. See Kamatani (2011) for its proof. 
By the above, no locally consistent MCMC can have local degeneracy if c n (θ−u n ) = o Pn (1) for any u n (x n ). This inefficiency property, local degeneracy, is somewhat too broad. Almost all the examples in this paper have local degeneracy, but they vary in their performance. The rate of convergence was considered in Kamatani (2013a) to be useful for the classification of MCMC procedures. If an MCMC procedure has local consistency, then it has local weak consistency of order r n ≡ 1. This order {r n } corresponds to the sufficient number of iterations to reach convergence, so a smaller r n is better.
The drawback of this property is that it is not easy to calculate in practice. In this paper, we consider another order for local degenerate MCMC procedures. According to Proposition 2.1 (i), the value c n (θ 1 − θ 0 ) tends in probability to 0. The order of degeneracy considers the rate of this convergence.
then {d n } is called the order of degeneracy of the MCMC procedure.
The order d n may not be optimal in general, that is, there may exist {c n , d n } that satisfies (2.2), (2.5), and d n /d n → ∞. We do not treat the optimality issue in this paper to avoid tedious work for the proof.
Order of degeneracy is closely related to order of weak consistency. For a simple mixture model and a simple probit model, d n = r 1/2 n (see Kamatani (2013a Kamatani ( , 2013b ), and this relation is probably always true in general under certain regularity conditions.
Application to the DA procedure
Now we focus on the DA procedure. Let P (dx, dy | θ) be a parametric family such that P (dx | θ) = y P (dxdy | θ). We call P (dx | θ) the observed-data model. Assume x n ∼ P (dx n ) as in (2.1). The output θ ∞ | x n is generated by the following iteration:
Note that x n is fixed throughout the iteration, but that θ and y n are updated sequentially. For the related conditional distributions, we have the following property:
First we note the following.
Theorem 2.2.1 (Local consistency for DA). Under the regularity conditions in Appendix A, the DA procedure has local consistency.
See Kamatani (2014) for the proof. We state an equivalent condition for the orders of consistency and degeneracy for the DA procedure.
Lemma 2.1 (Sufficient condition for DA procedure). The order of consistency is c n if and only if there exists a
R d -valued random variable u n (x n ) such that c n |θ 0 − u n | = O Pn (1). (2.8)
Moreover , if the MCMC procedure is a DA procedure and if the order of consistency is c n , then d n is the order of degeneracy if and only if there exists a
Proof. The first claim directly follows from Lemma B.1 by applying µ n = P (dθ | x n ) and c n = u n (x n ).
For the latter claim, by (2.7), the conditional laws θ 1 − v n | x n , y n and θ 0 − v n | x n , y n are identical and independent, since
Therefore, as above, we can still apply Lemma B.1 for µ n = P (dθ | x n , y n ) and c n = v n (x n , y n ), and hence the claim follows.
By the above fact, we may refer to c n as the order of consistency of the observed-data model, and c n d n as that of the augmented-data model.
Suppose that
for any θ, where I(θ) is a positive definite matrix, and u n (x n ) is a R d -valued random variable. This is a conclusion of the Bernstein-von Mises theorem. If the above holds, (2.8) is satisfied by integrating out θ. Hence if the Bernstein-von Mises theorem holds, then (2.8) holds by Lemma B.1.
We also call attention to a (subjective) Bayesian trick. As above, tightness of √ n(θ * − u n ) | θ for each θ is a sufficient condition for (2.8). However, thanks to the subjective Bayes setting (2.1), tightness of √ n(θ * − u n ) | θ * for each θ * is sufficient. The latter requires no posterior calculation. To see this sufficiency, observe
This argument is summarized as follows.
Lemma 2.2 (Sufficient condition for DA procedure by Bayesian trick). 
is tight for each θ for some v n (x n , y n ), then the order of consistency of the augmented-data model is c n d n .
First example
We first consider the example in the Introduction to show that the calculation of order of degeneracy is easy. Assume (1.2) with prior θ ∼ N (0, 1). The augmented-data model (1.3) defines the following DA procedure: 12) where N (0, 1, a, b) is the standard normal distribution truncated to [a, b] . By Lemma 2.2 (i), it is easy to prove that c n = √ n. To see this, consider reparametrizationθ = Φ(θ) ∈ [0, 1]; prove √ n(θ −ũ n ) = O Pn (1) forũ n = n 1 /n and then make a projection by Φ −1 , where n 1 is the number of observation of
√ n by using Lemma 2.2 (ii). To see this, take M = − log /φ(θ) for > 0; then by n 1 /n → Φ(θ), we have
and this tends to e −φ(θ)M = .
On the other hand for the model (1.4), θ | x n , y n is N (− n i=1 y i /(n + 1), 1/(n + 1)). Hence by (2.10), θ 1 | x n , y n and θ 0 | x n , y n are independent and
Therefore, this DA procedure cannot have local degeneracy by Proposition 2.1.
Estimation from the data
Order of degeneracy is determined by the model. Estimation of it from the simulated data is difficult, but is still possible. For simplicity, assume M to be an even number.
where γ({s i }) is the median of a sequence {s i }. This has a close connection to the empirical autocorrelation and the effective sample size. If the Markov chain θ ∞ | x n is ergodic, this tends to the ratio of the medians of P (|θ 0 − θ 1 | ∈ · | x n ) and P (|θ − θ * | ∈ · | x n ) where θ and θ * are as in Definition 2.1.1. Therefore if Since the orders of degeneracy for the augmented-data models (1.3) and (1.4) are √ n and 1, the slopes should be 0.5 and 0 in the limit, respectively. Hence, this result is reasonable.
Note that for the Metropolis-Hastings procedure, another measure, such as the α-percentile (α < 50), instead of the median may provide a better estimate of the order of degeneracy.
The estimated is considered to be a kind of convergence diagnostics for MCMC. A useful review of such diagnostics can be seen in Cowles and Carlin (1996) . Our main interest here is the theoretical properties of the order of degeneracy and not its estimation or convergence diagnostics, and so we do not treat it further in this paper.
Application
One of the explanatory variables is dominant
For a regression model for categorical data, sometimes the explanatory variable has too strong an effect on the observation, which results in a large variance in estimation. On the other hand, for the augmented-data model, the converse effect may appear, that is, estimation becomes relatively accurate. These two effects slow down the convergence of the DA procedure that is suggested by Lemma 2.2. We refer to this as the dominance of the explanatory variables. Let > 0.
Consider the model
with x ∼ N (0, −2 ) and the prior distribution θ ∼ N (0, 1). We let → 0, which makes the observation less informative since the Fisher information matrix becomes smaller. We will see that the order of consistency is not the usual rate √ n but √ n. The augmented data model is
Surprisingly, for this augmented-data model, it becomes more informative as → 0. More precisely, the order of consistency for the augmented-data model is not the usual rate √ n but −1 √ n. The corresponding DA procedure is the following iteration:
. To make the analysis easier, we simplify the model. Let sign(x) = x/|x|. Since 1({y = sign(x)}) and |x| are sufficient statistics for the estimation of θ, (3.1) can be written as
and hence we may assume instead the model (3.1) with x ∼ N (0, −2 , 0, ∞) and prior N (0, 1). Let φ + (x) = 2φ(x)1 {x>0} , and let c(x) = 1/2 + arctan(x)/π, which is the cumulative distribution function of the Cauchy distribution. Then
since δ/|x| follows the Cauchy distribution if δ, x ∼ N (0, 1). We show that in the current setting, the DA procedure has poor performance. Proof. Let n 1 denote the number of outcomes of y i = 1 and set c n = √ n and u n = c −1 (n 1 /n). Let us denote X n = O Pn|θ (1) if X n | θ is tight. By Lemma 2.2 (i), the order of consistency is c n if
and n → ∞, by checking the Lindeberg condition, the central limit theorem holds for n 1 (see Example 2.4.8 of Lehmann (1998) ):
which proves that the order of consistency is c n = √ n. Next we check the order of degeneracy. Generate θ | x n , y n , z n and θ * | x n , y n , z n independently. Then by construction,
As in this example, the DA procedure sometimes suffers from slow convergence. Surprisingly, in some cases, this can be drastically improved by adding a single working parameter. Strategies that do this include the parameterexpanded data augmentation (PX-DA) procedure proposed by Liu and Wu (1999) and the marginal augmentation (MA) procedure proposed by Meng and van Dyk (1999) . These two procedures have essentially the same asymptotic property, so we only consider the PX-DA procedure. In the current case, the PX-DA procedure is the following: simulate θ as the DA procedure, simulate γ 2 | θ, x n , y n , z n from Gamma(2 −1 (n + 1), 2 −1 (
where Gamma(ν, α) is the Gamma distribution with shape parameter ν and rate parameter α. As the next proposition shows, the order of degeneracy becomes much better with the PX-DA procedure. Proof. We use the same notation as in the proof of Proposition 3.2. Since
Hence the PX-DA procedure still has local degeneracy, but has
Using a slightly different model, Omori (2007) considered a partially observed linear regression model where two of three parameters in θ were large, and he reported that the DA procedure performed badly in that setting, but the marginal augmentation strategy worked fairly well. Also, in Wu (1999, p. 1273 ), a similar property was reported. Imai and van Dyk (2005) reported the poor performance of the DA procedure used in McCulloch et al. (2000) and that the convergence was improved by the PX-DA procedure. These are due to the dominance of the explanatory variables.
This model was well studied in terms of operator norm and efficient ordering by Roy and Hobert (2007) . Our results here explain the mechanism of superiority of the PX-DA procedure. Moreover, we obtain different orders of degeneracy. Note that when is constant, both the DA and the PX-DA procedures have local consistency, and hence the order of degeneracy is 1.
Fragility of identification
Nonidentifiability of the parameters results in difficulties for statistical inference. Models with missing data, including mixture models, sometimes have similar difficulties even when the parameters are identifiable. In Keane (1992) , it was reported that parameter inference for the multinomial probit model is difficult due to the fragility of identifying the parameters. The fragility occurs when the contributions (amount of information) to the model of some parameters are small. The DA procedure also suffers from the same problem. To analyze the effect on the DA procedure, consider the two-component mixture model
where α 0 , α 1 > 0 are known and → 0. In the limit = 0, the model loses identifiability, but if > 0, it still has identifiability. A natural DA procedure is
where φ is the density function of N (0, 1) and
Then the DA procedure has order of degeneracy −1 .
, and hence the order of consistency is c n = √ n by Lemma 2.2 (i). The law n 1 | θ is the binomial distribution with parameter θ and number of trials n. Hence for v n = n 1 /n, we have a tightness of √ n(θ − v n ) | θ, and the order of degeneracy is √ n/ √ n = −1 by Lemma 2.2 (ii).
Sometimes it is possible to find efficient MCMC procedures, as we did in Kamatani (2013a). Another way is to eliminate parameters that are not important for the description of the model.
Overly large Fisher information matrix
Sometimes the order of degeneracy differs between parameters. For such cases, we slightly extend the definition of order of degeneracy. For ϕ :
we call c n and d n the order of ϕ-consistency and the order of ϕ-degeneracy, respectively.
In some cases, the augmented-data model has much larger information than that of the observed-data model. It is well known that this causes a problem for the DA procedure (see, e.g., Dempster et al. (1977) for an early mention of this problem, although this reference is for the case of the EM algorithm). One such example is the cumulative probit model
where θ = (α, β) = (α 2 , . . . , α c−1 , β) ∈ R c−2 × R d and β T is the transpose of a vector β ∈ R d . Assume that G(dx) has compact support. The parameter α satisfies 0 =:
The following lemma follows by the usual regularity conditions. See the Appendix of Kamatani (2011) for details.
By the above, the observed-data model has the usual order of consistency √ n. However, its augmented-data model
has a different order of consistency since it has parameter-dependent support. A comparison of the DA and the PX-DA procedures was made in Liu and Sabatti (2000) and their local properties were studied in Kamatani (2011) . The DA procedure iterates the following: 
where n j is number of outcomes of
Hence the claim follows.
In the present case, the PX-DA procedure adds the following step after each iteration of the DA procedure:
The following proposition shows that even if the PX-DA procedure seems to be fine, it can have local degeneracy. The key fact is that projection such as ϕ(θ) = α 3 /α 2 cancels out the benefit of the PX-DA procedure, and hence ϕ(θ) has almost the same behavior as that of the DA procedure. The proof is a corollary of the above proposition and we omit it (see Kamatani (2011) for details).
Proposition 3.6. Take ϕ(θ) = α 3 /α 2 . Then the PX-DA procedure has order of degeneracy √ n when c > 3.
For this model, the PX-DA procedure does not work well. However by introducing Metropolis-Hastings steps, it is possible to construct an MCMC with local consistency even for this model. Details will be presented elsewhere. The important point is that this degeneracy is not directly visible since the PX-DA does have local degeneracy under ϕ(θ) = θ. The degeneracy appears when we set a suitable projection (such as ϕ(θ) = α 3 /α 2 as above). It is straightforward to find such a projection with the knowledge of the local property, the order of degeneracy.
Simulation
First we consider the probit model (3.1) with small considered in Subsection 3.1. Let the true parameter be θ = 1, the sample size n = 100, and = 0.5 (lefthand side of Figure 3 ) and = 0.1 (right). By Proposition 3.3, the PX-DA procedure improves the order from −3/2 (DA) to −1/2 (PX-DA). As theoretical results suggest, the performance of the DA procedure is worse than that of the PX-DA procedure, and the difference becomes larger as becomes smaller. On the other hand, if is not so small, the difference is not so large.
Next we consider (3.7) with the fragility of identification as described in Subsection 3.2. We consider the three cases = 1, 0.5, and 0.01 with sample size n = 250. As suggested by Proposition 3.4, the DA procedure has poor performance when is small. Therefore, the results for = 0.01 should be worse than those of = 1. The effect of on the performance seems milder than in the previous example, as suggested by the theoretical results. To be more speficic, the order of degeneracy of the DA procedure is −3/2 for the previous case, and −1 for the current case (note that conditions n → ∞ for the former and √ n → ∞ for the latter should be satisfied). Finally, we consider the cumulative probit model in Subsection 3.3. The number of categories is c = 4, and so the DA procedure and the PX-DA procedure with ϕ(θ) = α 3 /α 2 have local degeneracy with order √ n. At a first glance, the PX-DA procedure may seem to be the much better of the two. However, as suggested by the theoretical results in Subsection 3.3, the PX-DA procedure still has poor mixing properties, as we can see in the bottom figure of Figure 5 . It seems that simple diagnostics such as autocorrelation plots of α may fail to find poor behavior. However, considering local properties by using the order of degeneracy makes it straightforward to find.
Concluding remarks
The present paper studies the order of degeneracy using the local properties of MCMC procedures. As an application, we considered three models. As shown in Section 4, the order of degeneracy explains a part of the real behavior of MCMC procedures. This property is relatively easy to use, and it can measure the inefficiency of MCMC procedures. Once this inefficiency is identified, it is not difficult to eliminate or reduce it, as shown by Kamatani (2013a) . By the tightness condition for X n − X n , if we take M > 0 sufficiently large, the left-hand side can be arbitrary small. This implies the tightnesses of Y + n and Y − n , and hence the tightness of Y n = Y + n − Y − n follows.
