This paper documents significant time-variation in the degree of global price convergence over the last two decades. In particular, there appears to be a general Ushaped pattern with price dispersion first falling and then rising in recent years, a pattern which is remarkably robust across country groupings and commodity groups. This timevariation is difficult to explain in terms of the standard gravity equation variables common in the literature, as these tend not to vary much over time or have not risen in recent years. However, regression analysis indicates that this time-varying pattern coincides well with oil price fluctuations, which are clearly time-varying and have risen substantially since the late 1990s. As a result, this paper offers new evidence on the role of transportation costs in driving international price dispersion.
I. Introduction
Evidence of rising global trade volume has encouraged the impression in the literature that world goods markets are becoming progressively more integrated. One might expect this integration also to be reflected in price data. In fact, price dispersion may be preferred as a metric of market integration, since it is the potential for arbitrage that determines price deviations between locations, not the actual amount of trade, which can be affected by many factors other than openness.
Indeed, numerous papers have studied the degree of international price dispersion, focusing on various issues. Crucini, Telmer, and Zachariades (2005) demonstrated the effect on price dispersion of basic gravity factors such as tradability and distance, usually interpreted to represent trade costs. Parsley and Wei (2002) examine the impact of currency arrangements, finding that country pairs with currency unions or other exchange rate stabilization have lower price dispersion.
The focus of this paper is on how dispersion varies in the time dimension. We begin with the observation that price convergence has been remarkably uneven over time. In particular, if one looks at the usual mean square error measures of price dispersion, a trend of convergence from 1990 through 1997 appears to be interrupted and reversed in subsequent years, up to the end of our data set in 2005. The data appear to imply a general U-shaped pattern over the last one and a half decades. Engel and Rogers (2004) and Bergin and Glick (2005) observed such a pattern for a set of European countries. We find here that this pattern also applies more broadly. The decline in price dispersion in the first part of the sample is consistent with the view that the world has become increasingly more trade integrated over time, due to declining government barriers and declining costs to transportation and communication. More surprising and requiring explanation is why price dispersion has increased in more recent years.
This U-shaped pattern in price dispersion over time applies to varying degrees over various subsets of our data sample, including the full set of 70 countries, city pairs within developing countries as well as pairs within developed countries, and even cities within the U.S.
alone. The pattern also applies to varying degrees over eight different classifications of commodities, including food, clothing and footwear, and household supplies. While variation in the degree of rising price dispersion indicates that different factors might be at work in different sets of cities, or that factors might affect city pairs differently, the fact that a noticeable U-shaped pattern is present in all cuts of the data indicate some common factor is also at work. This observation motivates an investigation of time-varying features of the data series known from past work to be related to price convergence. Examining the usual set of regressors from past work, few are time varying and none varies in a way that corresponds with the Ushaped pattern in price dispersion. We further check if the nature of the relationships between these regressors and price dispersion has shifted over time. For example, while exchange rate volatility has not risen over time, the effect it has on price dispersion potentially might have increased, due the fact that exchange rate pass-through appears to have decreased over time. Our panel data set is amenable to testing such a hypothesis. Most of the regression coefficients evidence no significant time variation; among those that do, none varies in a way helpful in explaining the U-shaped patter noted above, with the exception of distance. This suggests that some common factor affecting the cost of transporting goods a given distance may be at work.
Pursuing this possibility, we search for additional regressors that are time-varying which might contribute to time-varying price dispersion. Of special interest are the price of oil and indexes of transportation costs, which relate directly to existing theories underlying gravity regressions and price wedges (see Anderson and van Wincoop 2004, Corsetti and Dedola 2005) .
But to our knowledge, no one previously has included these series directly in price dispersion regressions. While distance may be a useful proxy for capturing broadly the effects of transportation costs, this clearly is not a time-varying variable that can help explain our observation. In contrast, no one is likely to miss the fact that the price of oil is highly time varying. Indeed, we do find that these transportation cost variables vary in a way coinciding with price dispersion, with a noted rise in costs after 1997 when price dispersion was on the rise.
These observations are documented using panel regressions on an Economist Intelligence Unit data set of 101 tradable goods in 108 cities in 70 countries, for the years 1990 to 2005. Year fixed effects are included to control for unobserved time-series variation, and used to document the U-shaped pattern in price dispersion. We further document the U-shaped pattern by including time trends for the pre 1997 and post 1997 periods. A range of explanatory variables are progressively added to the panel regression to search for contributors to the time-varying pattern of price dispersion that we observe.
One contribution of this paper is that it offers a new stylized fact about price dispersion, which invites study and a more complete explanation in future research. A second contribution is that it also offers suggestive new evidence on the role of oil-related transportation costs as an important driver of international price dispersion.
II. Data
In our analysis we use data on actual price levels, not price indexes. The data are obtained from the Worldwide Cost of Living Survey conducted by the Economist Intelligence Unit (EIU), which records local prices for over 160 individual goods and services in more than 120 cities worldwide.
1 The goods are narrowly defined, e.g. apples (1 kg), men's raincoat (Burberry type), and light bulbs (2, 60 watt). For many goods in the survey, prices are sampled separately from two different outlets, a "high-price" and "low-price" outlet. For example, food and beverage prices are sampled from supermarkets and convenience stores. We use prices from the supermarket type outlets, which are likely to be more comparable across cities. The data set also includes many service items such as telephone and line, moderate hotel (single room), and man's haircut, which would most naturally be classified as non-tradable. The data are available annually from 1990 to 2005. All prices are recorded in local currency and converted into dollars.
The EIU database does not contain a price quote for all goods and cities in every year.
Since we are interested in both cross-sectional and time series variation, we assembled data for the same set of products for cities where generally less than 30% of the observations were missing in any given year. We use the same set of 101 tradable goods as used by Engel and Rogers in their study of price dispersion in Europe. 2 The cities in our sample consist of the 83 cities in 70 countries (14 of these cities are in the United States) in the analysis of Parsley and Wei (2002) Parsley and Wei (2002) include only 1 city per country in their sample. Our dataset contains 16 countries where data is available for multiple cities: the U.S. with 14, Australia and Germany with 5, Canada with 4, China and Saudi Arabia with 3, and Brazil, France, India, Italy, Japan, New Zealand, Russia, Spain, Switzerland, and the United Arab Emirates each with 2. The sample is not fully balanced as some cities are missing data for all goods in some years: cities missing data in 1990 included Douala, Guangzhou, Honolulu, Kuwait, Libreville, Lima, Shanghai, and St. Petersburg; in 1991, Guangzhou, Honolulu, Shanghai, and St. Petersburg; in 1992, Guangzhou, Shanghai, and St. Petersburg; in 1993 and 1994, St. Petersburg; in 2002, Port Moresby; in 2003, Libreville; in 2004, Libreville; and in 2005, Casablanca and Dakar. In our robustness analysis we check the sensitivity of results to (i) using a fully balanced panel by excluding all cities without price data for all years 1990 to 2005 and (ii) to eliminating city pairs in the same country and constraining the sample to one city per country. 4 The dataset used by Parsley and Wei (2002) contains 95 traded goods. Their set is virtually identical to that of Engel and Rogers (2004) 
where K is the set of products and K T is the total number of products ( =101 if product prices are available for all goods in both cities). ( )
veal roast, women's raincoat, girl's dress, compact disc, color television, international weekly newsmagazine, paperback novel, and electric toaster. Other papers using EIU data include Crucini, Telmer, and Zachariades (2003) , Engel, Rogers, and Wang (2003) , and Crucini and Shintani (2006) . 5 This set consists of 30 items --the 37 items used by Engel and Rogers (2004) less car insurance and apartment and housing costs which were not available for a significant proportion of the cities in our sample. 6 Parsley and Wei (2002) measure price dispersion by the standard deviation of the distribution of the percentage price dispersion, over their 95 products. To control for the possibility that the magnitude of the deviation from the law-of-one-price may depend on the type of product, they remove the mean of the price gap for each good across all city pairs: products for a given city-pair and time period. In our robustness analysis we report results with alternative measures of price dispersion, including the "demeaned" variant of the mean square error above.
where C is the set of city pairs ij = 1 … C T (in year t). A rough U-shaped pattern is apparent in this figure, with dispersion falling from 1990 to 1997 and then gradually rising through 2005.
Figure 1 also shows that the pattern is little affected if we exclude city pairs within the same country. 7 The fact that this line is somewhat higher implies that price dispersion is less among cities within the same borders.
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The U pattern applies broadly across various subgroupings of countries. Figure 2 disaggregates the data by distinguishing between industrial and developing countries. It plots average price dispersion for city pairs where (a) both are in industrial countries, i.e. intraindustrial country city pairs, (b) both are in developing countries, i.e. intra-developing country city pairs, and (c) only one city is in an industrial country, while the other is in a developing country. 10 Again, the U-shaped time profile is observable in all cases, with the profile more pronounced when one or both cities are in a developing country. Observe also that price dispersion is lower among industrial countries than among developing countries, suggesting more trade integration by this metric. Figure 3 displays the cases of eurozone city pairs, U.S. city pairs alone, and East Asian city pairs including Japan, all of which show a similar pattern of variation over time, though with different degrees of "U-ness."
11 Figure 4 shows that the U-pattern is present also for various disaggregations of the data into commodity groups; price dispersion among a set of nontraded goods and services is also plotted for comparison. There are clear differences between commodity groups in terms of average levels of price dispersion, with high dispersion among perishable food items and nontraded goods, and low dispersion among household supplies and recreation. Nonetheless, the U-shaped pattern over time is consistent across almost all of the commodity groups, with falling levels of dispersion until 1997 and rising dispersion afterward. [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] , confirming the U-shaped pattern in Figure 1 . The decline over the early period was greater than the later period, so the mean price dispersion fell over the whole sample period. All of these changes are statistically significant at the 1% level. Table 1 also looks at the change of price dispersion for regional subsamples and for product categories of goods within our data, confirming the observations from the figures discussed above.
IV. Regression Analysis Specification
We now turn to empirical analysis of possible explanations for the price dispersion in our sample. For empirical purposes, we model price dispersion between any two cities as a function of trade friction determinants, including the log distance between them, the existence of common language, adjacent national borders, tariff barriers, a dummy for cities in the same country, institutional arrangement variables, including membership in regional trade agreements or currency unions, and measures of exchange rate variability:
where i and j denote cities, t denotes time, and the variables are defined as:
• MSE ij,t is the measure of price dispersion between cities i and j
• Distance it is the (great circle) distance between the cities i and j
• ComLang ij is a binary variable which is unity if i and j have a common language
• Border ij is a binary variable which is unity if i and j are in different countries sharing a land border • Tariff ij,t is the sum of the average tariff rates of the countries in which cities i and j are located, unless the two cities are in the same country (e.g. the United States) or free trade area (e.g. the European Union) in which case it is set equal to zero • SameCountry ij is a binary variable which is unity if both cities are located within the same country
• RTA ij,t is a binary variable which is unity if i and j are in different countries participating in a regional trade agreement • CurU ij,t is a binary variable which is unity if i and j are different countries engaged in a currency union • CurCrisis ij,t is a binary variable if either i or j was involved in a currency crisis at time
• XRVol ij,t is a measure of volatility of bilateral nominal exchange rates (between the countries of city-pair involved) during the year • City i and Y t are city and year dummy variables
• ε ij,t represents other influences on price dispersion, assumed to be well behaved.
Note that the regression includes city fixed effects and year fixed effects to capture factors that may affect the dispersion in prices between cities that are not otherwise in the list of regressors.
The CIA's World Factbook is used to provide a number of country-specific variables, including land area, physically contiguous neighbors, and language.
12 Distance is calculated with the great circle formula using each city's latitude and longitude data obtained from assorted websites.
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We use data on the simple mean tariff rates from the World Bank's World Development Indicators (WDI) for the years 1999 through 2005. For each country in a particular WDI issue, aggregate tariff levels are usually provided for two years, typically in the early 1990s and in a more recent year. The multiple issues of the WDI provide tariff data for multiple (i.e. more than two) years for most countries. We assume that the tariff level for 1990 is equal to the level for the earliest reported year and adjust the tariff rate down (or up) in subsequent years using the next reported figures. 14 Our bilateral tariff measure is constructed as the simple sum of the aggregate tariff rate levels of both countries.
We define the currency union variable using the "loose" measure constructed by Glick and Rose (2002) , defined as country pairs using a common currency or with hard pegs for an extended period of time.
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12 The website is: http://www.odci.gov/cia/publications/factbook. 13 These included http://www.mapsofworld.com/lat_long/ and http:// www.infoplease.com/ipa/A0001769.html. 14 Tariff rates for Bahrain and the United Arab Emirates were drawn from country reports on the WTO and IMF websites. 15 The benchmark definition of currency unions used by Glick and Rose (2002) The crisis variable indicator is drawn from Glick and Hutchison (2006) , who identify currency crises as "large" changes in a monthly index of currency pressure, measured as a weighted average of monthly real exchange rate changes and monthly (percent) reserve losses; these data are updated through 2005. Exchange rate variability is defined as the standard deviation of changes in the monthly bilateral exchange rate (between the countries of the citypairs involved) during each year.
Benchmark Regression Results
We begin by estimating our gravity equation using a city fixed-effect panel OLS estimator with a full set of year-specific intercepts included. Standard errors are clustered at the city-pair level to address potential problems of heteroskedasticity and autocorrelation in the error terms.
16 Table 2 presents the benchmark regression results for the full world data set. Column 1 shows a regression of price dispersion on the usual gravity equation model variables, that is, the variables that have been explored in previous research (e.g. Engel, Rogers, and Wang, 2003; Crucini, Telmer and Zachariadis, 2003) . The coefficients on these all have the expected signs.
Price dispersion increases with distance and tariffs, and it decreases with a shared border, common language, or when located within the same country. 17 In addition, price dispersion declines when countries participate in a regional trade agreement or in a currency union. 18 The coefficients for the year dummies are not reported in the table, but are plotted instead below the table in panel (1). The U-shaped pattern is evident in these year dummies, indicating that this 16 All estimation is done with STATA 9.0. Clustering at the country pair level allows the variance to differ across pairs and permits an unstructured covariance within the clusters to control for correlation across time. 17 Note that the language variable is defined to include cities with residents speaking a common language in the same country as well as in different countries. 18 Parsley and Wei (2002) find that their basic results survive unaffected even after endogenizing the formation of common unions. It is also possible for us to test separately for possible heterogeneity in the effects on price dispersion of participation of specific monetary unions, such as the U.S., Eurozone, or CFA.) stylized fact is not attributable to the "usual suspect" variables studied in past research.
Confidence bands are also reported in the figure based upon the standard errors from the regression. Although 16 years of annual data provide much less information regarding time dimension than in the cross-sectional dimension, the confidence bands indicate that the U-shaped pattern in the time-dimension is statistically significant, both for the years until 1997 when dispersion is falling and the subsequent years when dispersion rose.
A useful means of documenting and measuring the U-shape is shown in column 2 of Table 2 , where we include two time trends in place of the individual year dummies, one running from 1990 to 1997, and the other from 1997 to 2005. 19 Both time trends are statistically significant, with the first one negative and the second positive. We will use these pair of coefficients as a metric of the degree of U-shape in subsequent regressions. Lower coefficient values characterize a "shallower" degree of "U-ness," while the extent to which the coefficient for the 1997-2005 trend is smaller than that for 1990-1997 reflects the degree of asymmetry in the magnitudes of the earlier decline and subsequent increase in price dispersion.
Given that the usual suspects tend not to vary much over time, it may not be surprising that they cannot account for the time-varying nature of price dispersion over our sample. We now consider other possible contributors to price dispersion that are more likely to vary over time. One possibility is exchange rate variability. Column 3 of Table 2 reports results for a regression adding in the volatility of bilateral exchange rates as well as the occurrence of a currency crisis in a given year. 20 The results indicate that greater price dispersion is associated with greater nominal exchange rate variability and with the occurrence of a currency crisis. 21 However, these regressors account for little of the U-shaped time variation in price dispersion. The time dummies for the regression, reported in panel (3) below Table 2 , still contain the U-shape, and when the pair of trends are included in the regression to measure the degree of U-shape, the coefficients in column 4 of the table show they remain strongly significant.
To explore how sensitive are our results to the country sample, Table 3 reports results for (a) intra industrial country city pairs, (b) intra developing country pairs, and (c) industrialdeveloping country city pairs. In the latter two country groupings, the U-shape time pattern in price dispersion is very pronounced; in the case of the industrial country city pairs, a shallow U- 1990 through 1997, 1 in 1998, 2 in 1999, etc. 20 To the extent that there are timing differences in the collection of goods price data across country pairs, the exchange rate variability variables may also reflect measurement error. 21 There may well be lagged effects on price dispersion of some of these variables, such as currency crises. This suggests the application of more dynamic panel estimation methods.
shape pattern is discernible through 2000. 22 (Note the vertical scale in the year dummy plots vary over the regressions in Table 3 .) Table 4 reports results for city pairs in Eurozone countries, the United States, and East Asia (including Japan). Consistent with the finding for the set of cities in industrial countries overall, the year effects display a shallow U-shape pattern for Eurozone and U.S. region cities.
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The same is true for city pairs in the region of East Asia. Another possibility is that the systematic response of the economies to these variables is time varying. For example, there is some evidence that the pass-through of exchange rate movements to import prices has fallen over time. This potentially could make price dispersion more responsive to episodes of exchange rate variability during the latter part of our sample where price dispersion turns upward. To investigate this possibility, a panel regression is estimated that interacts the exchange rate volatility variable with our set of individual year dummies over the period 1991 to 2005. The resulting estimates for the coefficient for each year 22 Note that currency unions have a significantly positive effect on price dispersion for industrial countries. This reflects apparently higher price dispersion among Eurozone countries after 1999 compared to other city pairs, including city pairs in the United States, city pairs within individual European countries. When the sample is limited to including only one city per country, the currency union variable is no longer significant. 23 Engel and Rogers (2004) also find declining price dispersion within the Eurozone during most of the 1990s, a trend they attribute to implementation of the Single European Market program. They also detect a rise in price dispersion in the region in the latter part of their sample, a change they do not seek to explain. Bergin and Glick (2005) , with a longer sample period, find this pattern as well. 24 Note that currency unions have a positive and significant effect on price dispersion for East Asia. This reflects the coding of Malaysia and Hong Kong as being in a currency union beginning in 1998 when the former pegged to the dollar. Evidently other factors associated with the Asia currency crisis and not controlled for in the regression increased price dispersion among these countries.
are plotted with their confidence intervals in Figure 6a . This figure shows that there was statistically significant variation over time in the sensitivity of price dispersion to exchange rate volatility. However, there does not appear much correspondence of this time variation with the Ushaped pattern in price dispersion through 2002, as the coefficient tended to move through several cycles of rises and declines during this period. Only since 2002 does there appear to be a sharp increase in the degree of sensitivity to exchange rate volatility. Further investigation is warranted. Figure 6b reports the results for a similar exercise for variation in the sensitivity of price dispersion to distance. Here a rough U-shape is apparent, with the sensitivity to distance first declining and then rising. This suggests that some common factor affecting the cost of transporting goods a given distance may be at work.
An obvious candidate is the price of oil, which has varied significantly over time. This is a logical candidate, given that price dispersion results in part from the transportation costs that impose a wedge in price setting. If oil prices raise transportation costs, they should increase the size of the price wedge for imported goods, raising average price dispersion. In addition, it should raise costs proportionately more for countries further apart. Hummels (1999b Hummels ( , 2001 ) documents the importance of transportation costs, finding that they may account for over 25 percent of an imported good's cost.
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In fact, a plot of (real) oil prices in Figure 7 shows that it is time-varying in a manner that roughly coincides with the pattern in price dispersion, in that the real price of oil reached a low point in the sample shortly after 1997 and rose gradually in subsequent years. 26 For comparison, the figure also plots measures of U.S. air and freight transport costs, which also rose at the end of the sample.
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In the absence of a general measure of world transport costs, we use oil prices to proxy for trends in such costs. 28 Table 5 , column 1 reports the result of including in the regression the 25 Transportation costs will matter less for some goods than others, such as nontradeds or locally produced tradable goods. The fact that price dispersion is U-shaped also among goods classified as nontraded is not evidence against an explanation based on transportation costs. Even final goods that are nontraded usually require inputs that are traded or at least require transport from other locations. So transportation costs can affect their marginal costs and hence prices. 26 The real price of oil is calculated by deflating nominal crude oil spot price data from the OECD 2006 Factbook by the U.S. CPI index. 27 The transport cost series used are international transportion price indexes for U.S. imports obtained from the BLS website at http://www.bls.gov/pub/suppl/ximpim.srv1.txt. The plotted series in Figure 7 are deflated by the U.S. CPI index. 28 Hummels (1999a) presents data on global transport costs since World War II, but these data only extend to 1996. We also note that, in addition to fuel costs, transport costs depend on operating costs (e.g. labor wages), capital costs of shipping equipment (e.g. ships, railroad cars, trucks, and airplanes), and new technology (e.g. container use). We abstract from these considerations.
log of the real price of oil, without year effects, for our world sample. This variable is highly significant, associated with a positive effect on price dispersion. Due to multicollinearity between the oil-price time series with the year dummies, the time dummies were not included in the regression above. But we do subsequently regress the residuals of the regression on year dummies as a gauge of their remaining variation over time. The coefficient estimates on year dummies are plotted below the regression results in Table 5 . These no longer display a U-shape, so it appears that the time-series on the price of oil is an effective way of capturing the U-shape variation in price dispersion over time, particularly the upward slope in more recent years. 29 We also report the results of regressing the residuals of this regression on the time trends for 1990-1997 and 1997-2005 . These variables though smaller in magnitude, are still significant, indicating that though the oil variable captures some of the recent increase in price dispersion, it does not catch all of it.
To gauge visually how much oil prices explain, Figure 8 plots MSE for the world sample (the same series presented in Figure 1 ) together with a measure of MSE adjusted for the effects of oil prices. 30 The figure shows that while oil price did not contribute to the fall in price dispersion in the first half of the sample, it does account in the regression for the other portion of the Ushape, the upward trend in the second half of the sample. Once the oil price effect is subtracted out, the remaining MSE fluctuations no longer have a noticeable upward trend after 1997.
The explanation above in terms of oil prices that works so well for the full world sample generally applies well for city pairs involving developing countries, but not for the industrial country subgrouping. Columns 2, 3, and 4 in Table 5 report results for (a) intra industrial country city pairs, (b) intra developing country pairs, and (c) industrial-developing country city pairs. In the case of the latter two subgroupings, the introduction of the oil price variable captures much of the U-shape in the post-1997 period. In the case of industrial country city pairs, the oil price though significant, is small in magnitude and does not reduce the U-shape; some other factor must be at work generating the U-shaped time profile of price dispersion in this case. See Bergin and Glick (2005) for a possible explanation.
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To investigate further the channel through with oil price is working, the fifth column of table 5 shows results from a regression that interacts the price of oil with distance. Does oil price 29 We do not take account of how higher oil prices may affect production costs as well as transport costs. 30 Specifically, we subtract from MSE the estimated coefficient of oil prices in Table 5 , column 1 (0.127) times the difference between the log of oil prices each year and its sample mean. 31 Bergin and Glick's (2005) argument rests on the view that much trade integration takes the form of reductions in fixed, rather than variable, costs of trade and that variable trade costs are heterogenous across goods. In this case, greater integration may allow entry of previously costly to transport goods that increases cross-country price dispersion.
work through a story based on transportation costs? This interaction variable is informative on this point, in that it includes the variation in the time dimension of the oil price, along with the cross-sectional variation of the distance variable. The statistically significant positive coefficient indicates that a rise in the price of oil has a bigger impact on price dispersion if two countries are far apart. This clearly lends support to the transportation cost story above.
V. Robustness Checks
We examine the robustness of the results in various ways, including using (i) alternative samples, (ii) alternative measures of price dispersion, (iii) additional regressors, and (iv) an alternative estimator.
Alternative Samples
Our basic result is confirmed for a balanced panel data set reported in the first two columns of Table 6 , where the set of city pairs is held constant over time by omitting from the sample any city without data for all of the years 1990-2005. A U-shape pattern is still apparent in the year effects included in the regression reported in column 1 and plotted in panel (1) at the bottom of the table, as well as in the significance of the time trends reported in column 2. The last two columns in Table 6 report results when the sample is reduced by omitting multiple cities per country and including only one city per country. 33 This reduces the number of observations by over half (i.e., from 88912 in column 3 of Table 2 to 37264 in column 3 of Table 6 ). Most coefficients are unaffected, with the exception of that for exchange rate variability which falls roughly in half. Again the year pattern is very similar to our benchmark results in Table 2 .
Alternative Measures Of Price Dispersion Table 7 reports results based on alternative measures of price dispersion, using the full world sample. Following Parsley and Wei (2002) , one alternative measure controls for the possibility that the magnitude of the deviation from the law-of-one-price may depend on the type of product, by removing the mean of the price gap for each good across all city pairs: 32 We note that the coefficient on oil prices not interacted with distance switches from a positive to a negative value. This might reflect a nonlinear relationship between oil prices and price dispersion. In another (unreported) regression we added an interaction term involving oil prices and the same country variable. The negative coefficient obtained implies that the effect of oil prices is greater across international borders than within countries, also suggesting that oil effects on price dispersion are greater for cities pairs separated by greater distance. 33 We use the cities in each country used by Parsley and Wei (2005, Appendix , ,
The results with these alternative regressands in Table 7 again confirm our basic finding of a Ushaped time pattern in price dispersion.
Additional Regressor Variables Table 8 investigates the robustness of our basic result to including the effects of cost differences across countries, as captured either by international differences in GDP per capita, GDP, or wages. 34 These variables are defined as absolute percent differences across countries.
As expected, greater cost gaps lead to greater price dispersion. But once again the U-shaped pattern is confirmed.
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Alternative Estimator
Lastly, we consider in Table 9 an alternative estimator using city-pair fixed effects rather than city fixed effects. Of course, only coefficient values are reported for time-varying variables.
The U-shaped time pattern withstands this robustness check as well.
VI. Conclusion
This paper documents significant time-variation in the degree of global price convergence over the last two decades. In particular, there appears to be a general U-shaped pattern with rising price dispersion in recent years, a pattern which is remarkably robust across country groupings and commodity groups. This time-variation is difficult to explain in terms of the gravity explanatory variables common in the literature, as these tend not to vary much over time. However, regression analysis indicates that this time-varying pattern coincides well with oil price and transport costs fluctuations, which clearly are time varying. As a result, this paper offers direct new evidence on the role of transportation costs in driving international price dispersion. 34 The wage data come from the EIU database; the GDP per capita and GDP data were obtained from the WDI (2005) and end in 2003. 35 We also explored the role of possible nonlinearities by including quadratic terms involving distance and Rexchange rate volatility. None of the results from these exercises affected the U-shaped patterns of price dispersion.
Further work remains. While the U-shaped profile of price dispersion over time is robust across regional subsets of the data, the main explanation offered here, a rise in transportation costs, applies only in cases where cities of different regions are trading. So the rising price dispersion within Europe, the United States, and East Asia remain unexplained. In addition, more analysis is warranted on possible dynamic effects of the determinants of price dispersion, with such effects perhaps persisting to varying degrees over time. Exploiting differences between the pattern of price dispersion and degree of transportability within and across different commodity groups may also provide more insight. Significance at 1%, 5%, 10% indicated by ***, **, and *, respectively. Note: Robust standard errors in parentheses. Significance at 1%, 5%, 10% indicated by ***, **, and *, respectively. Constant not reported. Note: Robust standard errors in parentheses. Significance at 1%, 5%, 10% indicated by ***, **, and *, respectively. Constant not reported. Note: Robust standard errors in parentheses. Significance at 1%, 5%, 10% indicated by ***, **, and *, respectively. Constant not reported. Note: Robust standard errors in parentheses. Significance at 1%, 5%, 10% indicated by ***, **, and *, respectively. Constant not reported. 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 World World -Excluding Same Country Pairs
Note: "World-Excluding Same Country Pairs" omits city pairs where both cities are in the same country. 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Industrial Developing One Industrial -One Developing
Note: "Industrial" denotes both cities in each pair are in industrial countries, "Developing" denotes both cities are in developing countries, and "One Industrial-One Developing" denotes only one city is in an industrial country, while the other is in a developing country. 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 World US Eurozone East Asia 2 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 World World -One City Per Country
Note: "World-One City per Country" sample includes only pairs with one city per country. 3 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 World World -One City Per Country
Note: "World-One City per Country" sample includes only pairs with one city per country. 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Note: Coefficients on exchange rate volatility from regression specification (3) in Table 1 augmented with interactive terms involving exchange rate volatility and year dummies (except 1990). 08 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Note: Coefficients on log distance from regression specification (3) in Table 1 augmented with interactive terms involving log distance and year dummies (except 1990). 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Oil Price Ocean Freight Cost Air Freight Cost
Note: All series are expressed relative to the U.S. CPI index and based to 1990=100. 8 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 World World Adjusted for Oil Prices Note: World MSE Adjusted for Oil Prices constructed as MSE minus estimated coefficient of oil prices in Table 5 , col. 1 (0.127) times the difference between the log of oil prices each year and their sample mean. 
