Fridy and Miller have given a characterization of statistical convergence for bounded single sequence, by matrix summability methods. The analogues of the some of the results for double sequences were proved by H.I. Miller and Leila Miller-Van Wieren. In this paper we define the statistical convergence of double sequences in a non-trivially valued non-archimedean field K and prove a theorem on it by a matrix characterization in such fields.
Introduction
The concept of the statistical convergence of a sequence of reals x = {x n }, was first introduced by H. Fast [3] . Later it was investigated in detail by J.A. Fridy [4] and H. Cakalli [2] . We had earlier defined the statistical convergence of sequence, {x k }, x k ∈ K, k = 0, 1, 2, . . . , in [8] .
The sequece x = {x k } is said to convergence statistically to l if for every > 0, lim n→∞ 1 n |{k ≤ n : x k − l ≥ }| = 0, where the vertical bars denote the cardinality of the set and the norm . denotes the non-archimedean norm. For the classical version of the matrix characterization of statistical convergence of double sequences one may refer to [6] . For the convergence and other properties of double sequences in nonarchimedean fields, the reference is [7] . Definition 1.1. Let K be a complete, non-trivially valued non-archimedean field. A sequence x = {x k } in K is said to be statistically convergent to a limit 'l' if for any > 0,
Symbolically, we write stat-lim
Let {x m,n } be a double sequence in K and x ∈ K. We say that lim m+n→∞ x m,n = x is said to be convergence of double sequences if for each > 0, the set {(m, n) ∈ N 2 : |x − x m,n | ≥ } is finite. In such a case we say that x is the limit of {x m,n }. It is easy to prove the following. Let K be a complete, non-trivially valued non-archimedean field. A double sequence {x ij }, x ij ∈ K is said to be statistically convergent to a limit 'l' if for any > 0,
it being assumed that the series on the right converges. If {(Ax) n } converges, we say that {s k } is summable A (or) A-summable. The matrix method A is said to be regular if (Ax) n → s, n → ∞ whenever s k → s, k → ∞. Definition 1.9. Let A = (a m,n,i,j ) is a 4-dimensional matrix. Then the A-transform of the double sequence {x ij } is defined as
a m,n,i,j x ij m, n = 0, 1, 2, . . . , it being assumed that the series on the right converges. If, whenever {x ij } is a convergent sequence, {y m,n } also converges to the same value, then the matrix A = (a m,n,i,j ) is said to be regular. Proof. Let {x m,n } be a double sequence and is statistically convergent to l. That is,
To prove that the transformed sequence {y m,n } = (Ax) m,n is statistically convergent to l. Now,
By our assumption that
This implies that
That is the transformed sequence (Ax) m,n is statistically convergent to l. Conversely, let us suppose that the double sequence {x ij } does not converge statistically to l. Then there exists an > 0 such that
This shows that there exists a δ > 0, and a sequence of natural numbers (m k ) and (n k ) such that
for all k ∈ K. We now define the matrix A = (a m,n,i,j ) as follows:
We now show that A = (a m,n,i,j ) is in τ, but (Ax) m,n does not statistically convergent to l.
In view of (2) and (3),
So, (Ax) m,n does not converge to l. Now let us prove (i).
The double sequence {x m,n } is statistically convergent to l implies that {x m,n } is convergent to l see [8] .
By the Definition 1.9, the matrix A = (a m,n,i,j ) is regular. Hence it satisfies condition (i).
To prove (ii) we have
Therefore, Hence A = (a m,n,i,j ) is in τ . This completes the proof of the theorem.
