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CONTINUOUS TIME PORTFOLIO CHOICE UNDER MONOTONE
PREFERENCES WITH QUADRATIC PENALTY - STOCHASTIC
INTEREST RATE CASE
JAKUB TRYBU LA AND DARIUSZ ZAWISZA
Abstract. This is a follow up of our previous paper - Trybu la and Zawisza [17], where
we considered a modification of a monotone mean-variance functional in continuous time
in stochastic factor model. In this article we address the problem of optimizing the
mentioned functional in a market with a stochastic interest rate. We formulate it as a
stochastic differential game problem and use Hamilton-Jacobi-Bellman-Isaacs equations
to derive the optimal investment strategy and the value function.
1. Introduction
Mean-variance analysis, introduced by Markowitz [11], has long been a popular ap-
proach to determine the structure and composition of an optimal portfolio. Neverthe-
less, it is well known that mean-variance functional is not monotone and this is a serious
drawback. Namely, Maccheroni et al. [10] gave a simple example when an investor with
mean-variance preferences may strictly prefer less to more, thus violating one of the most
compelling principles of economic rationality. For this reason, they created a new class
of monotone preferences that coincide with mean-variance preferences on their domain
of monotonicity, but differ where mean-variance preferences fail to be monotone and are
therefore not economically meaningful.
A modification of Maccheroni type objective function has been first studied in detail
in a dynamic optimization framework by Trybu la and Zawisza [17]. They showed that
the solution to the problem of optimizing the mentioned functional in stochastic factor
model coincides with the solution to classical Markowitz problem with a suitably chosen
risk aversion coefficient.
In this work we assume that an investor has access to the market, where he can freely
invest in a bank account and a risky asset. Moreover, we suppose that the interest rate is
given by a solution to a stochastic differential equation driven by one dimensional Brownian
motion. The purpose is to describe an optimal financial strategy which an investor can
follow in order to maximize his performance criterion which is given by the modification
of the monotone mean-variance functional from Trybu la and Zawisza [17].
The paper is structured in the same manner as mentioned article but the problem here
is much harder to solve and results cannot be obtained using direct reasoning from that
work.
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For literature review about finite horizon max-min problems we refer to Bordigoni et al.
[3], Herna´ndez and Schied [8], Mataramvura and Øksendal [12], Øksendal and Sulem [15],
Trybu la and Zawisza [17] and Zawisza [19].
For interesting discussion about optimal investment in the presence of stochastic interest
rate see for instance Bielecki and Pliska [1] and [2], Brennan and Xia [4], Korn and Kraft [9],
Munk and Sorensen [13] and [14]. It is worth mentioning here the paper of Flor and Larsen
[6], where robust utility maximization with homothetic penalty function is considered.
2. General model description
Let (Ω,F , P ) be a probability space with a filtration (Ft, 0 ≤ t ≤ T ) possibly enlarged
to satisfy usual assumptions and generated by Brownian motion (Wt, 0 ≤ t ≤ T ) defined
on (Ω,F , P ). Suppose that an investor has access to the market with a bank account
(Bt, s ≤ t ≤ T ) and a risky asset (St, s ≤ t ≤ T ). Moreover, we assume that the interest
rate is given by a stochastic process (rt, s ≤ t ≤ T ) and particulary we will consider the
case of the Vasicek model for short rate. Processes mentioned above are solutions of the
following system of stochastic differential equations
(2.1)


dBt = rtBtdt,
dSt = (rt + λ(rt)σ(rt, t))Stdt+ σ(rt, t)StdWt,
drt = µ¯(rt)dt+ σ¯(rt)dWt, rs = r > 0,
where the coefficients σ > 0, λ, µ¯, σ¯ are continuous functions and they are assumed
to satisfy all the required regularity conditions, in order to guarantee that the unique
strong solution to (2.1) exists. For notational convenience and in order to ensure that
under general conditions there exists a solution to equation (2.17) we avoid putting ”t”-
dependence in model coefficients. The exception is in the case of function σ, since the risky
asset St has a natural interpretation as a price of bond in a short term one factor interest
rate models.
It is still possible to generalize this model by adding additional Brownian motion to the
dynamics of St, however we are not able to solve the resulting HJBI equation, which is
much extended even in current problem.
The rest of the setting is exactly the same as in Trybu la and Zawisza [17]. Namely, we
will consider the class of P -equivalent measures
Q :=
{
Q ∼ P :
dQ
dP
= E
(∫
ηtdWt
)
T
, η ∈M
}
,
where E(·)t denotes the Doleans-Dade exponential and M is the set of all progressively
measurable processes η taking values in R, such that
E
(
dQη
dP
)2
< +∞ and E
(
dQη
dP
)
= 1,
where Qη denotes the measure determined by η ∈ M. Moreover, let us define additional
family of stochastic processes (Y ηt , s ≤ t ≤ T ) which are given by the stochastic differential
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equations
dY
η
t = ηtY
η
t dWt, Y
η
s = y > 0, η ∈M.
Then, notice that
Y
η
T = y
dQη
dP
, η ∈M.
Let (Xpit , s ≤ t ≤ T ) be the investors wealth process with the following dynamics
(2.2) dXpit = (pitλ(rt)σ(rt, t) + rtX
pi
t ) dt+ pitσ(rt, t)dWt, X
pi
s = x > 0,
where x denotes a current wealth of the investor, whereas a control pit we can interpret as
a part of wealth invested in St. Note that pit as well as the portfolio wealth X
pi
T are allowed
to be negative.
Definition 2.1. A control (or strategy) pi = (pis, t ≤ s ≤ T ) is admissible on the time
interval [t, T ], written pi ∈ Ax,y,r,t, if it satisfies the following assumptions:
(i) pi is progressively measurable;
(ii) unique solution to (2.2) exists and
E
η
x,y,r,t
[
sup
t≤s≤T
|Xpis |
]
< +∞ for all η ∈M,
where Eη denotes the expectation with respect to measure Qη.
Formulation of the problem. We consider Maccheroni type objective function
Jpi,η(x, y, r, t) := Eηx,y,r,t [−X
pi
T ]− yE
[
dQη
dP
]2
= Eηx,y,r,t [−X
pi
T − Y
η
T ] .
The investors aim is to
(2.3) minimize sup
η∈M
Jpi,η(x, y, r, t)
over a class of admissible strategies Ax,y,r,t.
As usually, the problem (2.3) might be considered as a zero-sum stochastic differential
game problem. We are looking for a saddle point (pi∗, η∗) ∈ Ax,y,r,t × M and a value
function V (x, y, r, t) such that
Jpi
∗,η(x, y, r, t) 6 Jpi
∗,η∗(x, y, r, t) 6 Jpi,η
∗
(x, y, r, t)
and
V (x, y, r, t) = Jpi
∗,η∗(x, y, r, t).
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The verification theorem. As announced we solve the problem by applying stochastic
control theory. Let us remind, that
(2.4)


dXpit = (pitλ(rt)σ(rt, t) + rtX
pi
t ) dt+ pitσ(rt, t)dWt,
dY
η
t = ηtY
η
t dWt,
drt = µ¯(rt)dt+ σ¯(rt)dWt.
It is convenient to consider Qη-dynamics of system (2.4). After applaying the Girsanov
transformation, we have

dXpit = (pitσ(rt, t)(λ(rt) + ηt) + rtX
pi
t ) dt+ pitσ(rt, t)dW
η
t ,
dY
η
t = η
2
t Y
η
t dt+ ηtY
η
t dW
η
t ,
drt = (µ¯(rt) + σ¯(rt)ηt) dt+ σ¯(rt)dW
η
t ,
where (W ηt , 0 ≤ t ≤ T ) is Q
η-Brownian motion defined as
dW
η
t = dWt − ηtdt.
Let Lpi,η be the differential operator given by
Lpi,ηV (x, y, r, t) :=Vt + (piσ(r, t) (λ(r) + η) + rx)Vx + η
2yVy + (µ¯(r) + σ¯(r)η)Vr
+
1
2
pi2σ2(r, t)Vxx +
1
2
η2y2Vyy +
1
2
σ¯2(r)Vrr
+ piσ(r, t)ηyVxy + piσ(r, t)σ¯(r)Vxr + ησ¯(r)yVyr.
We can now formulate the Verification Theorem. The proof of this theorem is exactly the
same as the proof of analogous theorem from Trybu la and Zawisza [17], so in this paper
we omit it.
Theorem 2.2 (Verification Theorem). Suppose there exists a function
V ∈ C2,2,2,1(R× (0,+∞)× R× [0, T )) ∩ C(R× [0,+∞)× R× [0, T ])
and a Markov control
(pi∗, η∗) ∈ Ax,y,r,t ×M,
such that
Lpi
∗(x,y,r,t),ηV (x, y, r, t) ≤ 0,(2.5)
Lpi,η
∗(x,y,r,t)V (x, y, r, t) ≥ 0,(2.6)
Lpi
∗(x,y,r,t),η∗(x,y,r,t)V (x, y, r, t) = 0,(2.7)
V (x, y, r, T ) = −x− y(2.8)
for all η ∈ R, pi ∈ R, (x, y, r, t) ∈ R× (0,+∞)× R× [0, T ),
and
(2.9) Eηx,y,r,t
[
sup
t≤s≤T
|V (Xpis , Y
η
s , rs, s)|
]
< +∞
for all (x, y, r, t) ∈ R× [0,+∞)× R× [0, T ], pi ∈ Ax,y,r,t, η ∈M.
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Then
Jpi
∗,η(x, y, r, t) ≤ V (x, y, r, t) ≤ Jpi,η
∗
(x, y, r, t)
for all pi ∈ Ax,y,r,t, η ∈M,
and
V (x, y, r, t) = Jpi
∗,η∗(x, y, r, t).
Solution to the minimax problem. To find the saddle point we start with analizing a
Hamilton-Jacobi-Bellman-Isaacs equation
(2.10) min
pi∈R
max
η∈R
Lpi,ηV (x, y, r, t) = 0,
i.e.
Vt + rxVx+µ¯(r)Vr +
1
2
σ¯2(r)Vrr
+min
pi∈R
max
η∈R
{
piσ(r, t) (λ(r) + η)Vx + η
2yVy + σ¯(r)ηVr +
1
2
pi2σ2(r)Vxx
+
1
2
η2y2Vyy + piσ(r, t)ηyVxy + piσ(r, t)σ¯(r)Vxr + ησ¯(r)yVyr
}
= 0.
We expect V (x, y, r, t) to be of the form
(2.11) V (x, y, r, t) = H(r, t)x+G(r, t)y,
where
H(r, T ) = −1 and G(r, T ) = −1.
Then we have
xHt + yGt + rxH + µ¯(r) (xHr + yGr) +
1
2
σ¯2(r) (xHrr + yGrr)
+min
pi∈R
max
η∈R
{
piσ(r, t)(λ(r) + η)H + η2yG
+ σ¯(r) (ηx+ piσ(r, t))Hr + 2ησ¯(r)yGr
}
= 0.
The maximum over η is attained at η∗(pi), where
η∗(pi) = −
σ(r, t)H
2yG
pi −
σ¯(r)(xHr + 2yGr)
2yG
.
For η∗(pi) our equation is of the form
xHt+yGt + rxH + µ¯(r) (xHr + yGr) +
1
2
σ¯2(r) (xHrr + yGrr)
+min
pi∈R
{
piσ(r, t)(λ(r) + η∗(pi))H + (η∗(pi))2 yG(2.12)
+ σ¯(r) (η∗(pi)x+ piσ(r, t))Hr + 2η
∗(pi)σ¯(r)yGr
}
= 0.
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The minimum over pi is attained at
(2.13) pi∗ = 2yG
[
λ(r)
σ(r, t)
1
H
+
σ¯(r)
σ(r, t)
(
Hr
H2
−
Gr
GH
)]
− x
σ¯(r)
σ(r, t)
Hr
H
.
It is worth to notice here that
(2.14) η∗(pi∗) = −λ(r)− σ¯(r)
Hr
H
,
so the saddle point candidate
(2.15) (pi∗, η∗(pi∗))
looks as follows
pi∗ = 2yG
[
λ(r)
σ(r, t)
1
H
+
σ¯(r)
σ(r, t)
(
Hr
H2
−
Gr
GH
)]
− x
σ¯(r)
σ(r, t)
Hr
H
,
η∗(pi∗) = −λ(r)− σ¯(r)
Hr
H
.
Now we substitute (2.13) into (2.12) and get the final equation of the form
x
[
Ht + rH + (µ¯(r)− σ¯(r)λ(r))Hr +
1
2
σ¯2(r)Hrr − σ¯
2(r)
H2r
H
]
+y
[
Gt +
1
2
σ¯2(r)Grr +
(
λ(r) + σ¯(r)
Hr
H
)2
G
+
(
µ¯(r)− 2σ¯(r)λ(r)− 2σ¯2(r)
Hr
H
)
Gr
]
= 0.
Therefore, instead of solving completely nonlinear equations it is sufficient to find a classical
(class C2,1) unique solutions for two semilinear equations:
(2.16) Ht + rH + (µ¯(r)− σ¯(r)λ(r))Hr +
1
2
σ¯2(r)Hrr − σ¯
2(r)
H2r
H
= 0,
with terminal condition H(r, T ) = −1 and
Gt +
1
2
σ¯2(r)Grr +
(
λ(r) + σ¯(r)
Hr
H
)2
G
+
(
µ¯(r)− 2σ¯(r)λ(r)− 2σ¯2(r)
Hr
H
)
Gr = 0,
(2.17)
with terminal condition G(r, T ) = −1. We will back to these two equations in Section 3.
Now we need to prove two usefull lemmas.
Lemma 2.3. Suppose that function V ∈ C2,2,2,1(R×(0,+∞)×R×[0, T )) given by (2.11) is
a classical unique solution to (2.10). Moreover, let (pi∗, η∗(pi∗)) ∈ Ax,y,r,t×M be determined
using (2.15). Then conditions (2.5) - (2.8) of Theorem 2.2 are satisfied.
PORTFOLIO CHOICE UNDER MONOTONE PREFERENCES 7
Proof. We already know that
max
η∈R
Lpi
∗,ηV (x, y, r, t) = 0, Lpi
∗,η∗V (x, y, r, t) = 0
and
V (x, y, r, T ) = −x− y,
which confirms (2.5), (2.7) and (2.8).
To prove (2.6) it is sufficient to use (2.12) and (2.14) and simply verify that
min
pi∈R
Lpi,η
∗(pi∗)V (x, y, r, t) = 0.

The second lemma will be helpful in Section 4 to prove the main result.
Lemma 2.4. Suppose that initial conditions (x0, y0, r0, t0) are fixed, the saddle point
(pi∗, η∗(pi∗)) ∈ Ax0,y0,r0,t0 ×M
is given by (2.15), H(r, t) and G(r, t) are a classical unique solutions to equations (2.16)
and (2.17) respectively. Then
2G(rt, t)Y
η∗
t = 2G(r0, t0)y0 +H(r0, t0)x0 −H(rt, t)X
pi∗
t , ∀t ∈ [t0, T ].
Proof. It is sufficient to prove only that
d
(
H(rt, t)X
pi∗
t
)
= d
(
−2G(rt, t)Y
η∗
t
)
.
First of all, note that for saddle point given by (2.15) system of equations (2.4) is of the
form
dXpi
∗
t =
{
2Y η
∗
t G
[
λ2(rt)
H
+ σ¯(rt)λ(rt)
(
Hr
H2
−
Gr
GH
)]
−Xpi
∗
t λ(rt)σ¯(rt)
Hr
H
+ rtX
pi∗
t
}
dt
+
{
2Y η
∗
t G
[
λ(rt)
H
+ σ¯(rt)
(
Hr
H2
−
Gr
GH
)]
−Xpi
∗
t σ¯(rt)
Hr
H
}
dWt
and
dY
η∗
t = −
{
λ(rt) + σ¯(rt)
Hr
H
}
Y
η∗
t dWt.
Using (2.16) we can verify that
dH(rt, t) =
[
−rtH(rt, t) + σ¯(rt)λ(rt)Hr(rt, t) + σ¯
2(rt)
H2r (rt, t)
H(rt, t)
]
dt+ σ¯(rt)Hr(rt, t)dWt.
Moreover, we have
d
(
H(rt, t)X
pi∗
t
)
= H(rt, t)dX
pi∗
t +X
pi∗
t dH(rt, t) + dH(rt, t)dX
pi∗
t ,
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so substituting the appropriate dynamics to above equation we get
d(H(rt, t)X
pi∗
t ) = 2Y
η∗
t
{[(
λ(rt) + σ¯(rt)
Hr(rt, t)
H(rt, t)
)2
G(rt, t)
−σ¯(rt)
(
λ(rt) + σ¯(rt)
Hr(rt, t)
H(rt, t)
)
Gr(rt, t)
]
dt(2.18)
+
[(
λ(rt) + σ¯(rt)
Hr(rt, t)
H(rt, t)
)
G(rt, t)− σ¯(rt)Gr(rt, t)
]
dWt
}
.
Now using (2.17) we can verify that
dG(rt, t) =
[
2σ¯(rt)
(
λ(rt) + σ¯(rt)
Hr(rt, t)
H(rt, t)
)
Gr(rt, t)
−
(
λ(rt) + σ¯(rt)
Hr(rt, t)
H(rt, t)
)2
G(rt, t)
]
dt+ σ¯(rt)Gr(rt, t)dWt.
Moreover, we have
d
(
−2G(rt, t)Y
η∗
t
)
= −2G(rt, t)dY
η∗
t − 2Y
η∗
t dG(rt, t)− 2dG(rt, t)dY
η∗
t ,
so substituting the appropriate dynamics to above equation we get the right hand side of
(2.18). 
Remark 2.5. Note that process (Y η
∗
t , t0 ≤ t ≤ T ) is not directly observable but fortunately
the above lemma ensures that for fixed initial conditions (x0, y0, r0, t0) instead of Markov
strategy
pi∗ = 2Y η
∗
t G
[
λ(rt)
σ(rt, t)
1
H
+
σ¯(rt)
σ(rt, t)
(
Hr
H2
−
Gr
GH
)]
−Xpi
∗
t
σ¯(rt)
σ(rt, t)
Hr
H
,
we can use
pˆi∗ =
[
2G(r0, t0)y0 +H(r0, t0)x0 −H(rt, t)X
pi∗
t
]
∗
[
λ(rt)
σ(rt, t)
1
H
+
σ¯(rt)
σ(rt, t)
(
Hr
H2
−
Gr
GH
)]
−Xpi
∗
t
σ¯(rt)
σ(rt, t)
Hr
H
.
3. Classical smooth solutions to resulting equations
In this section we give a set of assumptions to ensure existence of a classical (class C2,1)
unique solutions to equations (2.16) and (2.17) with appropriate terminal conditions.
To solve equation (2.16) with boundary condition H(r, T ) = −1 the following ansatz is
made
H(r, t) = −Γa(r, t), where Γ(r, T ) = 1 and Γ(r, t) > 0,
to obtain
Γt +
r
a
Γ + (µ¯(r)− σ¯(r)λ(r)) Γr +
1
2
σ¯2(r)Γrr +
[
1
2
(a− 1)− a
]
σ¯2(r)
Γ2r
Γ
= 0.
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Note that for a = −1 we have
(3.1) Γt − rΓ + (µ¯(r)− σ¯(r)λ(r)) Γr +
1
2
σ¯2(r)Γrr = 0.
Nevertheless, it is convenient to make another substitution. Namely, if we substitute
Γ(r, t) = e−r(T−t)F (r, t), where F (r, T ) = 1 and F (r, t) > 0,
we get the following equation
(3.2) Ft +
[
1
2
σ¯2(r) (T − t)2 − (T − t) (µ¯(r)− σ¯(r)λ(r))
]
F
+
[
µ¯(r)− σ¯(r)λ(r)− σ¯2(r)(T − t)
]
Fr +
1
2
σ¯2(r)Frr = 0.
Now we are going to prove existence of a classical (class C2,1) unique solution to equation
(3.2) with boundary condition F (r, T ) = 1.
Remark 3.1. From Theorem 4.6, Chapter 6 of Friedman [7], it follows that if µ¯, σ¯ and
σ¯ · λ are Lipschitz continuous and bounded, σ¯2 > ε > 0, then there exists a classical (class
C2,1(R× [0, T ))∩ C(R× [0, T ])) unique solution F to equation (3.2) which is bounded (see
in addition estimate 4.12, Chapter 6 of Friedman [7]). It is well known that such solution
satisfies the Feynman-Kac representation:
F (r, t) = EP˜r,t
[
exp
{∫ T
t
φ(r˜s, s)ds
}]
,
where
φ(r, t) :=
1
2
σ¯2(r) (T − t)2 − (T − t) (µ¯(r)− σ¯(r)λ(r)) ,
(W˜s, t ≤ s ≤ T ) is a Brownian motion with respect to P˜ and
dr˜s =
[
µ¯(r˜s)− σ¯(r˜s)λ(r˜s)− σ¯
2(r˜s)(T − t)
]
ds+ σ¯(r˜s)dW˜s, r˜t = r.
Moreover, note that φ is bounded and Lipschitz continuous function. It means that F is
bounded and bounded away from zero.
To prove other properties of F we need two more lemmas.
Lemma 3.2. Suppose that process (ht, 0 ≤ t ≤ T ) with deterministic starting point is
given by
dh(t) = ζ1(t)dt+ ζ2(t)dW˜t,
where ζ1 and ζ2 are bounded stochastic processes and (W˜t, 0 ≤ t ≤ T ) is a Brownian motion
with respect to P˜ . Then
E
P˜
[
sup
0≤t≤T
exp
{∫ t
0
h(s)ds
}]
< +∞.
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Proof. Note that
d(th(t)) = (h(t) + tζ1(t))dt + tζ2(t)dW˜t,
which can be rewritten into
th(t) =
∫ t
0
h(s)ds+
∫ t
0
sζ1(s)ds+
∫ t
0
sζ2(s)dW˜s.
It means that
E
P˜
[
sup
0≤t≤T
exp
{∫ t
0
h(s)ds
}]
= EP˜
[
sup
0≤t≤T
exp
{
th(t)−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}]
.
Moreover, we have
sup
0≤t≤T
exp
{
th(t)−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}
≤ sup
0≤t≤T
1{h(t)<0} exp
{
th(t)−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}
+ sup
0≤t≤T
1{h(t)≥0} exp
{
th(t)−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}
≤ sup
0≤t≤T
exp
{
−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}
+ sup
0≤t≤T
exp
{
Th(t)−
∫ t
0
sζ1(s)ds−
∫ t
0
sζ2(s)dW˜s
}
.
This concludes the proof since both processes under supremum are solutions to linear
equations with bounded coefficients. 
Lemma 3.3. Suppose µ¯, σ¯ and σ¯ · λ are Lipschitz continuous and bounded, σ¯2 > ε > 0
and F is a bounded solution to equation (3.2). Then the first and the second r-derivative
of F are bounded.
Proof. To get a bound for Fr it is sufficient to estimate the Lipschitz constant. First of all,
note that for r1, r2 ∈ (−∞, a] there exists La > 0 such that
(3.3) |er1 − er2 | ≤ La|r1 − r2|.
Secondly using (3.3) and the fact that from Remark 3.1 function φ(r, t) is bounded and
Lipschitz continuous we obtain existence of L > 0 that
|F (r, t)− F (r¯, t)| ≤LEP˜
[∫ T
t
|r˜s(r, t)− r˜s(r¯, t)| ds
]
≤LTEP˜
[
sup
t≤s≤T
|r˜s(r, t)− r˜s(r¯, t)|
]
,
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where from notational covenience we wrote EP˜f(r˜s(r, t)) instead of E
P˜
r,tf(r˜s). Now, it is
well known (Theorem 1.3.16 from Pham [16]) there exists CT > 0 such that
E
P˜
[
sup
t≤s≤T
|r˜s(r, t)− r˜s(r¯, t)|
]
≤ CT |r − r¯|.
To prove boundness of Frr we first estimate Ft and use the fact that F is a solution to
equation (3.2). Let us recall that
Γ(r, t) = e−r(T−t)F (r, t)
is a solution to (3.1). Suppose that t ≤ T is fixed and define function
v(r, k) = Γ(r, k + T − t), k ∈ [0, t].
It is straightforward that v is a bounded solution to (3.1) but with terminal condition
v(r, t) = 1. Lemma 3.2 ensures that Feynman-Kac representation is possible i.e.
v(r, 0) = EP˜r,0
[
exp
{
−
∫ t
0
r˜sds
}]
= e−rtEP˜r,0
[
exp
{
−
∫ t
0
g(s)ds
}]
,
where (W˜s, 0 ≤ s ≤ t) is a Brownian motion with respect to P˜ ,
dr˜s = (µ¯(r˜s)− σ¯(r˜s)λ(r˜s)) dt+ σ¯(r˜s)dW˜s, r˜0 = r
and
g(t) =
∫ t
0
(µ¯(r˜s)− σ¯(r˜s)λ(r˜s)) ds+
∫ t
0
σ¯(r˜s)dW˜s.
Now, note that
F (r, T − t) = ertv(r, 0),
so after differentiating F with respect to t we get
|Ft(r, T − t)| ≤ E
P˜
r,0
[
|g(t)| exp
{
−
∫ t
0
g(s)ds
}]
.
Differentiation is possible since
E
P˜
r,0
[
sup
0≤t≤T
(
|g(t)| exp
{
−
∫ t
0
g(s)ds
})]
≤
1
2
E
P˜
r,0
[
sup
0≤t≤T
|g(t)|2
]
+
1
2
E
P˜
r,0
[
sup
0≤t≤T
exp
{
−2
∫ t
0
g(s)ds
}]
and from Lemma 3.2 we know that
E
P˜
r,0
[
sup
0≤t≤T
exp
{
−2
∫ t
0
g(s)ds
}]
< +∞.

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Now we are ready to consider the second equation (2.17). Note that
(3.4)
Hr
H
= −
Γr
Γ
= (T − t)−
Fr
F
and equation (2.17) has the following form
(3.5) Gt +
1
2
σ¯2(r)Grr +
(
λ(r) + σ¯(r)
[
(T − t)−
Fr
F
])2
G
+
(
µ¯(r)− 2σ¯(r)λ(r)− 2σ¯2(r)
[
(T − t)−
Fr
F
])
Gr = 0.
Remark 3.4. Under conditions of Lemma 3.3 we get boundness and Lipschitz continuity
of (3.4). This ensures that there exists a classical (class C2,1(R × [0, T )) ∩ C(R × [0, T ]))
unique solution to (3.5), which satisfy Feynman-Kac representation:
G(r, t) = EPˆr,t
[
exp
{∫ T
t
ψ(rˆs, s)ds
}]
,
where
ψ(r, t) =
(
λ(r) + σ¯(r)
[
(T − t)−
Fr
F
])2
,
(Wˆs, t ≤ s ≤ T ) is a Brownian motion with respect to Pˆ and
drˆs =
(
µ¯(rˆs)− 2σ¯(rˆs)λ(rˆs)− 2σ¯
2(rˆs)
[
(T − s)−
Fr
F
])
ds+ σ¯(rˆs)dWˆs, rˆt = r.
At the end it is worth noticing that since ψ is Lipschitz continuous in r (uniformly wrt. t)
and bounded, then function G is bounded, bounded away from zero and first r-derivative
of G is bounded (see proof of Lemma 3.3).
4. Final solution
Theorem 4.1. Suppose σ¯2 > ε > 0 and µ¯, σ¯ and σ¯ · λ are Lipschitz continuous and
bounded. Then for each initial conditions (x0, y0, r0, t0) there exists a Markov saddle point
(4.1) (pi∗, η∗) ∈ Ax0,y0,r0,t0 ×M
for problem (2.3) such that
pi∗ = 2Y η
∗
t G
[
λ(rt)
σ(rt, t)
1
H
+
σ¯(rt)
σ(rt, t)
(
Hr
H2
−
Gr
GH
)]
−Xpi
∗
t
σ¯(rt)
σ(rt, t)
Hr
H
,
η∗ = −λ(rt)− σ¯(rt)
Hr
H
,
where G and H are a classical unique solutions to (2.16) and (2.17) respectively.
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Proof. It follows from Remark 3.1, Lemma 3.3 and Remark 3.4 that there exist a classical
unique solutions to (2.16) and (2.17), which are bounded, bounded away from zero and
have first r-derivatives bounded.
If we set
V (x, y, r, t) := H(r, t)x+G(r, t)y,
then it is sufficient to check whether function V and Markov saddle point (4.1) satisfy all
conditions of the Verification Theorem. Due to calculations (2.10) - (2.17) and Lemma 2.3,
conditions (2.5) - (2.8) are fulfilled. Now, we only have to prove that (pi∗, η∗) belongs to
the set Ax0,y0,r0,t0 ×M and condition (2.9) holds, so we have to show that for any η ∈M
(4.2) Eηx0,y0,r0,t0
[
sup
t0≤s≤T
∣∣V (Xpi∗s , Y η∗s , rs, s)∣∣
]
< +∞
and
(4.3) Eηx0,y0,r0,t0
[
sup
t0≤s≤T
|Xpi
∗
s |
]
< +∞.
First of all, let us remind that Y η
∗
t is a solution to equation
(4.4) dY η
∗
t = −
{
λ(rt) + σ¯(rt)
Hr
H
}
Y
η∗
t dWt.
Since G is bounded and (4.4) is a linear stochastic differential equation with bounded
coefficients, we have
(4.5) Eηx0,y0,r0,t0
[
sup
t0≤s≤T
∣∣G(rs, s)Y η∗s ∣∣
]
≤
√
EP
(
dQη
dP
)2√
EPx0,y0,r0,t0 sup
t0≤s≤T
∣∣G(rs, s)Y η∗s ∣∣2 < +∞ ∀η ∈M.
To prove the same with H(rt, t)X
pi∗
t we use Lemma 2.4. Namely, let us remind that for
fixed initial conditions (x0, y0, r0, t0) we have
(4.6) H(rt, t)X
pi∗
t = 2G(r0, t0)y0 +H(r0, t0)x0 − 2G(rt, t)Y
η∗
t .
Since G and Y η
∗
t satisfy (4.5), then
E
η
x0,y0,r0,t0
[
sup
t0≤s≤T
∣∣H(rs, s)Xη∗s ∣∣
]
< +∞ ∀η ∈M
and condition (4.2) holds.
To prove (4.3) first we show that for any deterministic continuous function w(t) and for
any η ∈M we have
E
η
r0,t0
[
sup
t0≤t≤T
ew(t)rt
]
< +∞,
where (rt, t0 ≤ t ≤ T ) is a stochastic process given by
drt = µ¯(rt)dt+ σ¯(rt)dWt.
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It is easy to see, that
rt = r0 +
∫ t
t0
µ¯(rs)ds+
∫ t
t0
σ¯(rs)dWs
and consequently, since ert is a solution to linear stochastic equation with bounded coeffi-
cients, we have
(4.7) EPr0,t0
[
sup
t0≤t≤T
ert
]
< +∞.
Now, observe that
sup
t0≤t≤T
ew(t)rt ≤ sup
t0≤t≤T
1{rt<0}e
w(t)rt + sup
t0≤t≤T
1{rt≥0}e
w(t)rt
≤ sup
t0≤t≤T
1{rt<0}e
wrt + sup
t0≤t≤T
1{rt≥0}e
wrt
≤ sup
t0≤t≤T
ewrt + sup
t0≤t≤T
ewrt,
where
w = min
t0≤t≤T
w(t) and w = max
t0≤t≤T
w(t).
Thus, using Ho¨lder inequality and (4.7), we obtain
E
η
r0,t0
[
sup
t0≤t≤T
ew(t)rt
]
≤
√
EP
(
dQη
dP
)2√
EPr0,t0
[
sup
t0≤t≤T
e2w(t)rt
]
< +∞ ∀η ∈M.
Finally, if we divide equation (4.6) by H(rt, t) and remembering that
1
H(r, t)
= −e−(T−t)rF (r, t),
F is bounded, G and Y η
∗
t satisfy (4.5) and
E
η
r0,t0
[
sup
t0≤t≤T
e−(T−t)rt
]
< +∞ ∀η ∈M,
we get that (4.3) holds. 
5. Example - Vasicek model
In this section we solve problem (2.3) in the Vasicek model. Namely, we assume that
σ(t) > 0 is a continuous function, α > 0, λ, θ¯, σ¯ ∈ R and
λ(r) = λ, σ(r, t) = σ(t), µ¯(r) = θ¯ − αr, σ¯(r) = σ¯.
Since µ¯ is not bounded, the solution is not a straightforward consequence of Theorem 4.1
and needs a separate proof.
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Theorem 5.1. Suppose that initial conditions (x0, y0, r0, t0) are fixed. In the Vasicek model
the saddle point
(5.1) (pi∗, η∗(pi∗)) ∈ Ax0,y0,r0,t0 ×M
looks as follows
pi∗ =
2Y η
∗
t
σ(t)
(λ+ σ¯B1(t))
A2(t)
A1(t)
e−B1(t)rt −Xpi
∗
t
σ¯
σ(t)
B1(t),
η∗(pi∗) = −λ− σ¯B1(t),
where
B1(t) =
1
α
(
1− e−α(T−t)
)
,(5.2)
A1(t) = − exp
{∫ T
t
(
θ¯ − σ¯λ
)
B1(s)−
1
2
σ¯2B21(s) ds
}
,(5.3)
A2(t) = − exp
{∫ T
t
(λ+ σ¯B1(s))
2
ds
}
.(5.4)
Proof. Let
(5.5) H(r, t) = A1(t)e
B1(t)r, where A1(T ) = −1, B1(T ) = 0.
Then equation (2.16) is of the form
A′1(t) + rA1(t) [B
′
1(t)− αB1(t) + 1] +
(
θ¯ − σ¯λ
)
A1(t)B1(t)−
1
2
σ¯2A1(t)B
2
1(t) = 0.
If B1(t) looks as (5.2), then we get
A′1(t) + A1(t)
[(
θ¯ − σ¯λ
)
B1(t)−
1
2
σ¯2B21(t)
]
= 0,
so A1(t) is of the form (5.3). Now using (5.5) we can rewrite equation (2.17) as
(5.6) Gt +
1
2
σ¯2Grr + (λ+ σ¯B1(t))
2
G+
(
θ¯ − αr − 2σ¯λ− 2σ¯2B1(t)
)
Gr = 0.
Let
(5.7) G(r, t) = A2(t), where A2(T ) = −1.
Then equation (5.6) looks as
A′2(t) + A2(t) (λ+ σ¯B1(t))
2 = 0,
so A2(t) is of the form (5.4). Finally, saddle point candidate (2.15) for H and G given by
(5.5) and (5.7) respectively looks as (5.1).
Now we can set
V (x, y, r, t) := H(r, t)x+G(r, t)y,
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and check whether (pi∗, η∗(pi∗)) belongs to the set Ax0,y0,r0,t0×M and condition (2.9) holds.
Taking into account the form of H and G and the fact that
H(rt, t)X
pi∗
t = 2G(r0, t0)y0 +H(r0, t0)x0 − 2G(rt, t)Y
η∗
t ,
it is sufficient to prove only that for any deterministic continuous function w(t) and for
any η ∈M we have
E
η
r0,t0
[
sup
t0≤t≤T
ew(t)rt
]
< +∞,
where (rt, t0 ≤ t ≤ T ) is a stochastic process given by
drt = (θ¯ − αrt)dt+ σ¯dWt.
If we define
δt := e
αtrt,
then
dδt = θ¯e
αtdt+ σ¯eαtdWt,
so
δt = e
αt0rt0 +
∫ t
t0
θ¯eαsds+
∫ t
t0
σ¯eαsdWs
and note that
(5.8) EPr0,t0
[
sup
t0≤t≤T
eδt
]
< +∞.
Using the same method as in proof of Theorem 4.1 we obtain
(5.9) sup
t0≤t≤T
ew(t)δt ≤ sup
t0≤t≤T
ewδt + sup
t0≤t≤T
ewδt ,
where
w = min
t0≤t≤T
w(t) and w = max
t0≤t≤T
w(t).
Finally, taking into account (5.8) and (5.9), we get
E
η
r0,t0
[
sup
t0≤t≤T
ew(t)rt
]
= Eηr0,t0
[
sup
t0≤t≤T
exp
{
w(t)e−αtδt
}]
≤
√
EP
(
dQη
dP
)2√
EPr0,t0
[
sup
t0≤t≤T
exp {2w(t)e−αtδt}
]
< +∞ ∀η ∈M.

PORTFOLIO CHOICE UNDER MONOTONE PREFERENCES 17
References
[1] T. R. Bielecki, S. R. Pliska, Risk-sensitive ICAPM with application to fixed income
management, IEEE Trans. Automat. Control 49 (2004), 420 – 432.
[2] T. R. Bielecki, S. R. Pliska, J. Yong, Optimal investment decisions for a portfolio with
a rolling horizon bond and a discount bond, Int. J. Theor. Appl. Finance 8 (2005), no.
7, 87 – 113.
[3] G. Bordigoni, A. Matoussi, M. Schweizer, A stochastic control approach to a robust
utility maximization problem, Stochastic Analysis and Applications. The Abel Sym-
posium 2005. Springer 2007, 125 – 151.
[4] M. J. Brennan, Y. Xia, Stochastic interest rates and the bond-stock mix, Eur. Financ.
Rev. 4 (2000), 197 – 210.
[5] R. J. Elliott, T. K. Siu, Portfolio risk minimization and differential games, Nonlinear
Anal. 71 (2009), 2127 – 2135.
[6] C. Flor, L. Larsen, Robust Portfolio Choice with Stochastic Interest Rates, Ann. Fi-
nanc. 10 (2014), 243 – 265.
[7] A. Friedman, Stochastic differential equations and applications. Vol. 1, Probability
and Mathematical Statistics, Vol. 28. Academic Press [Harcourt Brace Jovanovich,
Publishers], New York-London, 1975.
[8] D. Herna´ndez, A. Schied, A control approach to robust utility maximization with log-
arithmic utility and time-consistent penalties, Stochastic Process. Appl. 117 (2007),
980 – 1000.
[9] R. Korn, H. Kraft, A stochastic control approach to portfolio problems with stochastic
interest rates, SIAM J. Control Optim. 40 (2002), 1250 – 1269.
[10] F. Maccheroni, M. Marinacci, A. Rustichini, M. Taboga, Portfolio selection with
monotone mean-variance preferences, Math. Finance, 19 (2009), 487 – 521.
[11] H. Markowitz, Portfolio selection, J. Finance, 7 (1952), 77 – 91.
[12] S. Mataramvura, B. Øksendal, Risk minimizing portfolios and HJBI equations for
stochastic differential games, Stochastics, 80 (2008), 317 – 337.
[13] C. Munk, C. Sorensen, Optimal consumption and investment strategies with stochastic
interest rates, J. Bank. Financ. 28, 1987 – 2013.
[14] C. Munk, C. Sorensen, Dynamic asset allocation with stochastic income and interest
rates, J. Financ. Econ. 96 (2010), 433 – 462.
[15] B. Øksendal, A. Sulem, Forward-backward stochastic differential games and stochastic
control under model uncertainty, J. Optim. Theory Appl., doi:10.1007/S10957-012-
0166-7 (2012).
18 JAKUB TRYBU LA AND DARIUSZ ZAWISZA
[16] H. Pham, Continuous-time Stochastic Control and Optimization with Financial Appli-
cations, Stochastic Modelling and Applied Probability, Springer-Verlag, Berlin, 2009.
[17] J. Trybu la, D. Zawisza, Continuous time portfolio choice under monotone preferences
with quadratic penalty - stochastic factor case, http://arxiv.org/pdf/1403.3212.pdf.
[18] T. Zariphopoulou, A solution approach to valuation with unhegeable risks, Finance
Stoch. 5 (2001), 61 – 82.
[19] D. Zawisza, Robust portfolio selection under exponential preferences, Appl. Math. 37
(2010), 215 – 230.
[20] D. Zawisza, Target achieving portfolio under model misspecification: quadratic opti-
mization framework, Appl. Math. 39 (2012), 425 – 443.
Jakub Trybu la,
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University in Krakow
 Lojasiewicza 6
30-348 Krako´w, Poland
E-mail address : jakub.trybula@im.uj.edu.pl
Dariusz Zawisza,
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University in Krakow
 Lojasiewicza 6
30-348 Krako´w, Poland
E-mail address : dariusz.zawisza@im.uj.edu.pl
