Abstract
Introduction
Rough set theory [1] [2] , introduced by Pawlak, is a useful mathematic approach for dealing with vague and uncertain information. There have been extensive studies on this theory [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Rough set theory has been applied successfully in many practical real-world problems [13] [14] [15] [16] [17] . As a powerful technology in artificial intelligence (AI) and knowledge discovery in database (KDD), rough set theory has been playing an important role in rule induction. There are a number of algorithms of rule induction based on rough set theory been proposed. Tsumoto [16] introduced a rule induction method, which extracts not only classification rules but also other medical knowledge needed for diagnosis. LEM2 algorithm of LERS [18] [19] [20] is frequently used for rule induction; it explores the search space of attribute-value pairs. However, classical rough set theory is unsuitable for rule induction in Incomplete Information Systems (IIS). Therefore, rough set data analysis in IIS is a valuable topic to be addressed.
With the rapid development of rough set theory, there are mainly two methods that can be used to deal with IIS. Firstly, missing values can be deleted or filled with some values and then the incomplete information system is transformed to a complete one. Once the information system converted to a complete one, we can use the classical rough set model to learn rules. This method can be regarded as one kind of preprocessing. Secondly, Pawlak's indiscernibility relation may be generalized to some other weaker binary relations. This method can be regarded as an extension of rough set model.
For the preprocessing strategy, there are several methods to convert an incomplete information system to a complete one. The simplest method is "Ignore Objects", i.e. deleting the objects with missing values. Another method is to transform the incomplete information systems into a complete one by filling in missing values. Among all the methods to fill in missing values, the simplest method is to fill in missing values with "most common attribute value", as in CN2 [21] .
Recently, some theories and rule induction methods, which are usually considered extensions of classical rough set theory, have been developed. For example, Kryszkiewicz [22, 23] used the tolerance relation and defined discernibility functions for incomplete information system and decision table respectively. However, no one had ever used this method to deal with real-life data sets. In this paper, we focus on the comparison study of the three preprocessing methods and the discernible matrix method. We intend to find out whether the extended rough set method is better than the preprocessing methods.
The paper is organized as follows. Some preliminaries about incomplete decision system are reviewed in Section 2. Consequently, discernibility matrix and discernibility function are introduced in Section 3. Some real-life data sets are tested with three methods, and the results are compared in Section 4. Finally, we discuss and conclude our work in Section 5.
Incomplete decision tables
An information system is a quadruple
, where U is a non-empty finite set of objects; A is a non-empty finite set of attributes; V is the union of attribute domains, f a x is equal to a missing value (a null or unknown value, denoted as "*"), then the information system is called an incomplete information system (IIS). Otherwise it is called a complete information system. Thus, an IIS can be expressed as 
Obviously, SIM is reflective and symmetric, but not transitive. The tolerance class of an object x with reference to an attribute set B is defined as
A special case of incomplete information system called incomplete decision table, which is an information system of the form  = (,  ∪ {}, , ), * ∈   , where d is a distinguished attribute called the decision attribute; the elements of C are called condition attributes, and
Kryszkiewicz [13] defined a function called generalized decision : , table is consistent (deterministic, definite), otherwise it is inconsistent (non-deterministic, nondefinite). Where | | · denotes the number of objects in · .
Example 1.
Given an incomplete information system as in Table 1, . Let us compute the similarity classes for each object, and see whether the table is consistent. Solution From Table 1 we can compute that:
It can be also observed easily that
Obviously, the incomplete decision table is inconsistent.
Discernibility matrices and functions incomplete decision tables
In this section, we will first review some basic notions of discernibility matrices and functions, which can also be referred to [22, 23, 24, 25] . Let
be an incomplete decision table with n objects. The discernibility matrix of IDT is an n ń matrix with elements ( , ) i j x x a consisting of the set of attributes from C on which objects i x and j x differ, that is
In complete decision tables, when building the discernibility matrix, we do not consider those object pairs having the same decisions. Once in incomplete decision there maybe exist inconsistency (we use the generalized decision R ¶ to describe), when building the discernibility matrix, it doesn't consider those object pairs that one object's decision belongs to the other's generalized decision.
A discernibility function * D for IDT is a propositional formula of Boolean variables, which can be defined by be a discernibility function for object i x in IDT , which can be defined by
When we get the discernibility function for all the objects, we can get the reducts for each object, then we can induce rules through these reducts.
Example 2 Determine all reducts for IDT presented in Table 1 by computing prime implicants of discernibility functions * D , and induce rules by computing the discernibility functions for each objects. Solution We have compute the generalized decision for each object in Example 1:
To construct discernibility functions we build discernibility matrix in Table 4 . 
is a relative reduct for object 1 and 2, {Size} is a relative reduct for object 3, 4, 5 and 6.
Therefore, we can get rules from object 1 and 2:
And we can get rules from object 3-6: 
Empirical experiment
In this section, we will compare the extended discernibility matrix method with the preprocessing methods on several real-life data sets. We will first introduce the rule induction algorithm and the comparing strategy. And then, we will give one rule matching strategy. After some experiment settings, we compared the methods on 6 real-life data sets.
Rule induction algorithm
From Section 4, we get the idea of how to induce rules from the decision tables: 1) Build the discernibility matrix of the decision table; 2) Construct the discernibility function for each object, and we can get the reducts for each object; 3) Induce rules from the decision table by the reducts.
As mentioned above, when the data set is very large, the computation is very time and space consuming, and it is not convenient to get all of the reducts. Therefore, we change the step 3. We do not use the discernibility functions to compute all the reducts, instead, we only take one of the reducts and induce rule for each object. That is, after we build the discernibility matrix, i.e., when we compute the reduct of object i x , we take one attribute from each ( , ) i j x x a randomly and these attributes consist one reduct of object i x . For example assume the discernibility function of object 1 is No matter the decision table is complete or incomplete, the rule induction method mentioned above is suitable, and the only difference is the way to build the discernibility matrix, which can be referred to Section 4. Therefore, once the discernibility matrix is built, the rule induction algorithm can be described as follows:
1) Compute one single reduct for each object; 2) Induce rule from each object by its reduct.
This paper aims to compare several methods when dealing with incomplete information system. For comparison, we perform the experiments on three methods: "Ignore objects with missing values", "Fill in missing values with most common values" and "Extended discernibility matrix". The details of the three learning strategies are list as follows:
l Ignore objects with missing values (IO): objects with missing values on any attribute are deleted. Then, build the discernibility matrix, and use the rule induction method mention above to get rules. l Fill in missing values with most common values (MC): missing values are filled in with the most common values on corresponding attributes. Similar to IO, the discernibility matrix and rule induction algorithm is performed on the modified complete data. l Extended discernibility matrix (EDM): build the generalized discernibility matrix different for incomplete decision system, and then perform the same rule induction process.
Rule matching strategy and experiment design
After we induce rules from the decision table, we have to classify testing objects by using these rules. The evaluation of the rules also depends on the way in which the rules will be used. A simple strategy has been adopted in this paper. To classify a testing object, we first find the rule matching with the object and apply the rule to the object. If there are more than one rule matching with the object, we choose the rule with the highest confidence. If there is no rule matching with the object, we consider the object to be miss-classified.
Six real-life data sets with only symbolic attributes are applied. The six data sets are available from the UCI Repository Of Machine Learning Database at University of California [26] . There characteristics of the data sets are summarized in Table 4 . Each of the rest data set is divided into two parts: 67% of the data set is used as training set, and the other 33% is used as testing set. For each training set, the percentage of missing values range from 10% to 90%. Each experiment is repeated 10 times for each data set with training data and testing data randomly selected.
Results
The results of the experiments are shown in Figure 1 -Figure 6 . From the results, we can find some Firstly, when the percentage of missing value is zero, on Balance, Zoo, Car and Tic_tac_toe data sets, the three methods have the same accuracy. It is because that the discernibility matrices are actually equal to each other when the decision table is complete. This does not happen on Wobc and Voting data sets, because they are incomplete originally. Secondly, the performance of IO method is very bad, specifically when the percentage of missing values is high. For example, on the Zoo data set, when the percentage of missing values is larger than 0.3, the training set is almost empty, and certainly the predict accuracy is zero. Thirdly, although the "filling in missing values" methods may change the original data set, they are stable and relatively effective in most cases. As shown in Figure 1 -Figure 6 , compared with other methods, the MC method is very stable, that the test accuracy remains almost the same value with the increase of the missing values, even when the percentage of missing values is very high.
In addition, the extended discernibility matrix method doesn't perform very well on incomplete information system. This phenomenon happens maybe be due to the following reasons: 1. When the percentage of missing values is very large, while using the similarity relation, there will be a lot of inconsistency. 2. When building the discernibility matrix, we do not consider the object pairs that one object's decision belongs to the other's generalized decision. But once there is much inconsistency, lots of objects' generalized decision may contain many decisions, especially when the number of the attribute can differ objects from each other. The Tic_tac_toe data set which only has two decision classes is the most representative, that when the percentage of missing values is larger than 0.3, the accuracy decreases quickly, and falls to zero when the percentage of missing values is larger than 0.7. The most representatively converse example is the Zoo data set, which has 7 decision classes. From Figure 2 , we can see the result of EDM method is similar to the MC method. 
Conclusion
In this paper, we aim to compare the preprocessing methods with the extended discernibility method. We compared three methods which are "Ignore objects with missing values (IO)", "Fill in missing values with most common values (MC)" and "Extended discernibility matrix (EDM)" on six real-life data sets after some experiment settings.
From the empirical experiment, we find some interesting regularities. Firstly, when the percentage of missing values is zero, the three methods have the same result on most data sets, that's because the discernibility matrices are equal to each other when there is no missing values in the data sets. Secondly, although the "filling in missing values" method may change the original data set, they are stable and relatively effective in most cases. In addition, the extended discernibility matrix method doesn't perform very well on incomplete information system. There are two main reasons: first of all, since there are lots of missing values, when using the similarity relation, there exist a lot of inconsistency; another reason may be the rule induction method based on discernibility matrix, the algorithm is not stable and effective while dealing with incomplete data sets. In our future studies, we will consider application of rough set theory into data mining and machine learning problems [27] [28] [29] [30] .
