To address water resources-related management issues, different evolutionary and heuristic algorithms have been developed in recent years. In this paper, a new algorithm is introduced for optimizing the operation of reservoir systems. Specifically, the anarchic society optimization (ASO) algorithm is applied to solve water resources management problems for the first time. In these problems, the operations of a single-reservoir hydropower system (Karun-4 reservoir) and a four- 
INTRODUCTION
Water supply is one of the most important goals in water resources management and planning. In this regard, dams can be used in order to achieve goals such as water supply, hydropower generation, and flood damage control and reduction. So the operation of dams requires an optimization algorithm as a tool to resolve these issues. Due to the complexity of optimal operation of a reservoir system and reducing usage of the classical optimization techniques, various evolutionary and heuristic algorithms have been developed and used.
Generally, the studies that have been carried out about operation of reservoir systems often require the use of optimization methods. These methods can be divided into classical and evolutionary and heuristic algorithms, which are detailed as follows. First, classical methods are dis- As pointed out by Rani & Moreira () , the main limitation in the use of LP is that all objective functions and constraints should be linear. The limitations of the DP and SDP models are that they are subject to the curse of dimensionality and discretization of reservoir storage and inflow. Sharif & Swamy () used the Lingo optimization modeling tool for two four-reservoir problems to evaluate its effectiveness. First, they solved the two four-reservoir problems with a linear objective function. Then, they developed their models for the two four-reservoir problems with a nonlinear objective function, and these were solved by using the discrete differential dynamic programming (DDDP) method. The results illustrated that Lingo was better than DDDP in the run time. Soleimani et al. (a, b) used the SDP method to determine optimal reservoir operation rules. They used time series of reservoir inflows and water demands for the Aydoghmoush reservoir in Iran. Their results showed the advantage of considering uncertainties in the reservoir inflows and water demands in the SDP model. However, the classical optimization methods have some limitations, such as failure to gain the global optimum, tendency to become stuck in a local optimum, and curse of dimensionality (Asgari et al. ) . Depending on the problem, this best solution can be a local optimum or near optimum. However, these algorithms are able to achieve an acceptable solution without being stuck in the local optimum by searching the entire feasible solution space. Also, they do not have the limitations of the classical methods and they are able to solve complex engineering problems. In addition, the evolutionary algorithms have the potential to solve multi-objective problems.
This study involves the application of the anarchic society optimization (ASO) algorithm, a new approach in the category of evolutionary algorithms, for optimal operation of reservoir systems. Ahmadi-Javid () proposed the ASO algorithm, inspired by a society in which members behave anarchically and adventurously, and dislike stability. To the best of our knowledge, it is the first time this ASO algorithm has been used to solve water resources management problems. The structure of the ASO algorithm used in this study is the same as the one proposed by Ahmadi-Javid (). The algorithm is easy to program and it also requires fewer parameters. The performance of the ASO algorithm is validated by solving the mathematical benchmark functions. The ASO algorithm is also further investigated and compared with GA in water resources applications.
METHODOLOGY
Anarchism is a political philosophy that advocates stateless societies based on voluntary institutions. Anarchists believe that the state is unnecessary and harmful. These societies are self-governed and managed by volunteer institutions. Anarchists are not in favor of chaos and disorder, but are opposed to concentrating power in a part of society.
They believe that in a free society without having a superior power, the economy will grow better and volunteer institutions can provide better services than the common governments. Anarchists are generally opposed to the rule of any state and they consider democracy as the tyranny of the majority (Woodcook ). According to this vision, society does not need a central government, and all society members relying solely on their personal views or experiences of other groups will be able to choose the right path. Although this vision was adopted in some countries in some historical periods, it did not have successful results. However, anarchism can be inspiring in applications in the fields of engineering and sciences.
The ASO algorithm is inspired by human behavior in a society based on anarchism (Ahmadi-Javid ). In this algorithm, all members of the society are behaving in an anarchic way to improve their positions in the society. The main feature of the behavior of members in the community is that the members are irregular, unstable, and anarchic, so that in some situations they move to random (or worst) positions instead of moving to better ones. Also, an increase in the level of members increases the anarchic level of members' behavior.
One feature of this algorithm is that each member selects the next position based on individual experiences, group experiences, or historical experiences. Finally, after some movements, at least one of the members can reach the near optimal solution. The ASO algorithm is able to search the whole solution space and avoid falling into local optima.
Formulation
Assume that S is the solution space and f:S ! R (refers to real numbers) is a function which should be minimized in the space of S. Also, assume that a society with N members is searching for the best location of living (global minimum of function f in the S) in an unknown land (solution space). 
where α i ¼ a non-negative number in the interval 0, 1 ½ . The fickleness index is a number in the interval 0, 1 ½ . Depending on the value of the fickleness index, the ith member is able to choose its next position. A low value of FI i (k) means that the ith member is satisfied with its position; and thus, choosing the movement policy according to X Ã (k) is reasonable.
Otherwise, the ith member is not satisfied with its position and will select an unexpected movement. Hence, depending on the value of FI i (k), the following movement policy is proposed for the ith member: 
where θ i and δ i ¼ positive numbers; and D(k) ¼ a suitable dispersion measure (e.g. coefficient of variations CV(k)).
Equation (4) is a measure of society members' distance from G(k). The closer the members are to the G(k), the more rational their behaviors are. Otherwise, the members show an anarchic behavior. Equation (5) shows a diversity index in the society, which is directly related to the dispersion of society members. Also, using this index, it is expected that if society members have less diversity, they behave more regularly. Then, by selecting a threshold for EI i (k), the movement policy based on the other members' positions can be written as:
The closer the EI i (k) is to zero, the more irregular behaviors of the members are. As the EI i (k) approaches unity, the members show more regular behaviors. 
where β i ¼ a positive number. Similarly to the previous policy, by selecting a threshold for II i (k), the movement policy based on past positions is written as:
As the II i (k) approaches zero, the members show more rational behaviors, while the members behave more regularly if the II i (k) approaches unity.
Combination of movement policies
To select the overall movement policy, the three above movements should be combined. For this purpose, the following methods can be used:
Also, it is possible to crossover the movement policies sequentially. In this research, this method is used to combine the movement policies. Ahmadi-Javid () showed that using the above definitions, ASO algorithm is a general case of PSO.
The steps of this modeling study are introduced in the flowchart in Figure 2 . First, the results of the ASO algorithm are verified with the GA's results in solving the benchmark problems. Then, the ASO algorithm is used for optimizing the reservoir operation problems and its capability is compared with that of the GA.
CASE STUDY Mathematical test functions
In f(x 1 , x 2 ) ¼ À20 exp (À0:2 Table 2 , the ASO algorithm reached the global optimum at all runs, while GA did not reach the global optimal value in any run of the program.
Reservoir operation model with hydropower purpose
The objective function defined for operation of the reservoir system is to maximize the benefits of releasing, which can be expressed as:
where B ¼ total value of the objective function; t ¼ time period; i ¼ reservoir number; T ¼ total number of operation periods; n ¼ total number of reservoirs; b i (t) ¼ benefit function of the ith reservoir in period t, and R i (t) ¼ releasing amount of the ith reservoir during period t.
The most important constraint governing the operation of the reservoir system is the continuity equation, which is given by:
in which S (i,t) and S (i,tþ1) ¼ storage volumes of the ith reservoir in time periods t and t þ 1, respectively; Q (i,t) ¼ inflow volume of the ith reservoir in time period t; M (i,j) ¼ matrix of the input-output connectivity among reservoirs; Sp (i,t) ¼ overflow volume from the ith reservoir in time period t;
and Loss (i,t) ¼ evaporation from the ith reservoir in time
The evaporation loss is given by:
where Ev (i,t) ¼ net evaporation (evaporation minus precipitation) for the ith reservoir in time period t; A (i,t) ¼ average water area of the ith reservoir in time period t;
and A (i,t) and A (i,tþ1) ¼ water areas of the ith reservoir at the beginning and the end of time period t and t þ 1, respectively.
The overflow volume from the reservoir is calculated by:
in which S max(i) ¼ maximum storage volume of the ith reservoir.
The constraints of releases and storage volumes of the reservoirs can be expressed as:
where R min(i,t) and R max(i,t) ¼ minimum and maximum releases for reservoir i in time period t, respectively; and S min(i,t) ¼ minimum limit of the storage volume for the ith reservoir in time period t.
The final constraint of the optimal reservoir operation model, which is related to the initial and desired volumes of the reservoirs in the last operation period, can be written as:
where S (i,Tþ1) ¼ target storage volume of the ith reservoir at the end of the entire operation period.
Karun-4 reservoir
Karun-4 reservoir is located in Chaharmahal and Bakhtiari (geographic coordinates: 35 31 0 N, 50 24 0 E). The reservoir was built for hydroelectric power generation. Figure 4 shows the area-volume-elevation relationships of Karun-4 reservoir. The mathematical expressions for the volumearea and volume-elevation relationships used in the hydropower reservoir problems are given by:
in which H t ¼ water level of the reservoir in time period t. The minimum and maximum volumes of the reservoir are 1.141 × 10 6 and 190 × 10 6 m 3 , respectively. The power plant capacity (PPC) is equal to 1.0 × 10 9 W. Optimization of the Karun-4 reservoir operation was performed by using the ASO algorithm and GA on monthly time steps for a five-year period. The amount of generated power is calculated by:
where P (t) ¼ power generated at time period t (10 6 W); g ¼ In addition, the following constraints were also used in the optimization modeling:
0
where Rps (t) ¼ overflow of the power plant after hydropower generating at time period t; H (t) and H (tþ1) ¼ water levels of the reservoir at the beginning and the end of the operation period; and PPC ¼ power plant capacity (10 6 W).
The objective function used in this optimization problem is given by:
in which Z ¼ lack of productivity.
Four-reservoir system
Chow & Cortes Rivera () first introduced a hypothetical four-reservoir system with the objective function of maximizing benefits for a 12-month operation period ( Figure 5 ).
The data required for solving this problem can be obtained As shown in Equation (12), the objective function for the four-reservoir system is to maximize the benefits of releases. The constraints for operation of the four reservoirs are described in Equations (13)-(19).
In the evolutionary and heuristic algorithms, if constraints are not met, the penalty functions are defined so that they affect the amount of objective function to achieve a desired response. The penalties for violation of storage control, including the minimum, maximum, and target storages at the end of operation time, can be respectively expressed as:
where S (i,target) ¼ target volume of the ith reservoir in the last time period of operation; P1 (i,t), P2 (i,t) and P3 (i,t) ¼ penalty functions due to violation of the minimum and maximum storage volumes, and the target volume for the last time period, respectively, for reservoir i in time period t; and K 1 , K 2 and K 3 ¼ penalty coefficients due to violation of the minimum and maximum storage volumes, and the target volume for the last time period, respectively. In the modeling, the constants of (28)- (30)), the modified objective function can be expressed as:
RESULTS AND DISCUSSION
The modeling results obtained for (1) the three benchmark mathematical functions, (2) operation of the single-reservoir (Karun-4) system, and (3) operation of the multiple-reservoir system are detailed as follows. 
Results for three mathematical functions
The parameters used in the ASO algorithm and GA for the Ackley, Styblinski-Tang, and Holder table functions are listed in Table 1 . As shown in Table 1 , the GA and ASO algorithms were implemented with seven chromosomes and 1,000 generations. The modeling results of 10 runs of GA and the ASO algorithm for the three benchmark functions are shown in Table 2 .
The best solutions of the ASO algorithm for the Ackley, Styblinski- Tang, and Holder table benchmark functions from the 10 runs are 6.53 × 10 À6 , À78.33 and À19.208, respectively. The corresponding best solutions of the GA model for the three benchmark test functions Global 0 -78. 33 -19.208 are 7.83 × 10 À3 , À78.33 and À19.21, respectively. As shown in the results from the ASO algorithm are equal to the global optima. Also, the standard deviation and the coefficient of variation for the ASO algorithm are smaller than those for the GA algorithm, indicating better performance of the ASO algorithm. Figure 6 shows the maximum and minimum objective functions calculated by the ASO algorithm and the average rates of convergence of ASO algorithm and GA for the three benchmark functions. As shown in Figure 6 , the rate of convergence in the ASO algorithm is higher than that of GA. Also, the best result of the ASO algorithm is closer to the global optimum than that of GA.
For all three mathematical test functions, convexity of the ASO algorithm curves is greater than that of the GA curves, showing that the ASO algorithm has better performance.
Results for the single-reservoir (Karun-4) system operation The optimal operation of Karun-4 reservoir with the objective function of hydropower was determined by the ASO algorithm and the results were compared with those from the GA and NLP methods. The ASO algorithm and GA optimization models were coded by using MATLAB 2014. Also, Lingo 11.0 was used to attain the global optima. Table 3 shows the parameters of the ASO algorithm and GA used for optimal operations of Karun-4 reservoir and the four-reservoir system. Table 4 Results for multiple-reservoir system operation Table 3 also lists the optimization parameters of the ASO algorithm for the four-reservoir problem. These parameters were obtained by using the trial and error method. Similarly to the Karun-4 reservoir model, the ASO algorithm and GA were executed 10 times. In this four-reservoir system model, each population has 40 chromosomes and the maximum generation is 10,000. Thus, the number of evaluations (NFE) is 400,000 (Table 3) . The global optimum from the NLP model is 308.29.
The best solutions of the GA and ASO algorithm models from the 10 runs are 283.21 and 289.43, respectively. In addition to the best solution, the average solutions from than that of GA, and the coefficient of variation for the ASO algorithm is also much lower than that for GA (Table 4) . Therefore, the ASO algorithm has better stability, which proves its reliability. 
CONCLUSIONS
The evolutionary and heuristic algorithms use a general structure to search for the global optimum solution for a system. However, they employ different searching ways.
Due to the special condition of each problem, it is better to modify the algorithm to improve its applicability and performance. These algorithms have been widely used. For applications of the ASO algorithm for optimal operation of a reservoir system, however, it is still at the initial stage. In this study, to demonstrate the performance of the ASO algorithm, three mathematical benchmark functions were solved with the ASO algorithm, and the results were compared with those from the GA method, indicating that the ASO algorithm results were closer to the optimal solutions.
Furthermore, the ASO algorithm was used for optimal operation of Karun-4 reservoir and a multiple-reservoir system with the goal to maximize the benefit of releases.
In each case study, the ASO algorithm and GA were run 
