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TRANSMISSION CHARACTERISTICS OF SPLIT-PHASE PCM CODES
 
ABSTRACT
 
Pulse code modulation (PCM) telemetry utilizes a
 
series of binary digits (ones and zeros) to describe the
 
analog level of a sample taken from a data channel. The
 
hi-phase-level or split-phase, PCM code utilizes the binary
 
states "10" to represent a one and the binary states "01"
 
to represent a zero. The terms "bi-phase-level" and
 
"split-phase" apply to the code structure of the PCM
 
modulating sequence and not to the particular modulation
 
scheme used. A split-phase PC code may be used to
 
modulate the amplitude, phase, or frequency of a carrier
 
signal.
 
The present work is concerned with the determination of
 
certain transmission characteristics of a carrier which is
 
amplitude-shift-keyed (ASK), phase-shift-keyed (PSK), or
 
frequency-shift-keyed (FSK) by a split-phase PCM code.
 
Specifically, the power spectral density is determined for
 
each modulation scheme. All calculations assume a random
 
bit pattern with equally likely ones'and zeros.
 
INTRODUCTION 
The bi-phase-level, or split-phase, PCM code utilizes
 
the binary states "10" to represent a one and the binary
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states "01" to represent a zero. One advantage offered by 
split-phase coding ovet other types of PCM code formats 
(such as NRZ and RZ) is that the transition density for a 
random bit pattern is higher for split-phase than for the 
other formats. At least one binary level transition will 
occur during each bit period of a split-phase code, whereas 
it is possible for the other code formats to have long 
groups of consecutive ones" or "zeros". The greater bit 
transition density for the split-phase format generally 
allows more efficient bit synchronization (recovery of the 
bit rate clock frequency) to be maintained at the receiver. 
Figure 1 shows the non-return to zero (NRZ) and split-phase 
(Bi-Phase Level) PCM code formats. 
A Split-phase PCM Code can be used to modulate the 
amplitude, phase or frequency of a carrier signal. The 
modulation may or may not be phase coherent. The noncoherent 
case is by far the simplest to analyze, because the assump-­
tion can be made that the PCM code is statistically inde-
Pendent of the carrier. Since, for example, modulation by 
the code is a multiplcative process, then this results in 
multiplication of autocorrelation-and, therefore in con­
volution of power spectral densities. As the individual 
power spectral densities of the code are easily obtained, 
the determination of the power spectral density of the 
4 
modulated carrier is straight forward.
 
If the code and the carrier are coherent, then the
 
assumption of statistical independence is no longer
 
valid, and multiplication of the time signals no longer
 
result in multiplication cf the autocorrelation function.
 
Thus, determination of the coherently modulated carrier
 
then becomes a formidable task.
 
The primary objective of this report is to complete
 
this task for each type of modulation (ASK, PSK, and FSK).
 
In addition to determination of the power spectral densities
 
for the coherent modulation, the report presents the results
 
for noncoherent amplitude, phase, and frequency modulation
 
by Split-phase PCM code.
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i. 	 General
 
Suppose y(t) is our modulated PCM signal. We assume
 
that 	y(t) only takes a finite number of states, s l , s 2 , ... Ea. 
I 
The signals corresponding to these states are h1(t), h2 (t),
 
h3 (t) ... ha(t) respectively, which are defined in the
 
interval (0, t).
 
Define: pi = The probability that state ei occurs in 
any interval.
 
p (n) 
i) = the probability that state Ek occurs n periods
 
after the state c. occurs.
 
to = the period of the pulse
 
and
 
T
I 
*(t) = Tlim 2T y(t)y(t+T)dt (i)
-T 
Since y(t) is bounded, the limit of (1) exists if and
 
only if
 
lira 1 Nto
 
N 2 fN y (t)y(t+t)dt 
 exists.
 
o 

-Nt
 
This can be proven as follows:
 
Let T in equation (1) be equal to Nt +t, where
 
c~t1 <tot
 
i.e.
 
T = Nt +t 	 (2) 
Substituting (2) into (1), we obtain
 
, = (u ____ (Nt 0 -it 1 )lr 

N±~ _ - y[ttyt+tld
 
im (Nt+t)
N+- 27 - 0 1 y(ty(t+-)dt 
o - (Nto+t1 ) 
-- N 2 - U[ ytyl+td 
,lir 1 - (Nto) Nt° t- t )d 
o -( Nto-tl) 	 -Nt ° 
Nto"t 
+ f 0 1 y(t)y(t+T)dt]
 
Nt
 
Since y(t) is bounded, then Iy(t) y(t+)<M where M 
is a constant
 
f_Nt+)
I. 	 .t y(t)y(t+ dt+f to°1 yit)ct+t)d
 
0 -k~to
+ 1Nt0
 
Jim & [Mt + M14t !r 1 2M t 0 
2 1Nt u N-q TN=- 1-w0 -N 	 0 
Therefore
 
!i)r 3 Nt 
f(- y(t) (y(L+c) dt (3) 
to -Nt 
and the pro6f is complete.
 
iI.. Power Spect'al Dexsitz
 
We let T 	= nt + t1 where n is an integer and° 

o < t1 < 	to. Then equation (3) becomes
 
) .1I Nt%(nt +t 
-
o 1 =N	 o y (t) y (t+nto+tl) t 
0 
t
lim 
1 [f 0 	 y(-Nt +t)y(-Nt +nt +t+tl)dt-
o
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t 
+ f Y&_(N-1)to+t)y&(_Nl)tj+fto+t+t )dt
o0 
t­
+ 	 f.. y ((N- l t+tl y((N-1) to+nt+tt 1 )dtJ 
o 
or N-i 
-
-(nto+t') 1lin1 
0 _= / 	 (4)y f'--0 ytmt 0+t)y'(n+n)t 0+t 1+t]dt 
0 m---0N 
Also, we 	define
 
(m) if the'state durina the interttal [mto, (m+1)to 
otherwise
 
Therefore during the interval [mt0 , (m+l)t ], y(t)
o
 
becomes 
y(mto+t) D. (m)h (t) 	 (5) 
and y(t + nt + tJ)-becomes 
a 
y((m+n)to+tl+t) - V Dk(m+n) h (t+t when o<t+t1 <to (6)k=! 
and
 
a 
o 	 = I Dk jm+n+1) hk (tI+t-t1 ) t o<t +t<2to (7)
k=l 
Using (5), (6) and (7) in equation (4), we obtain 
N-I a a. t -t
O(nto+t h I -N ED. (m)Dk(m+n) o 
oec 2N-Xt 0 =. i=1 k=1LI 1L 	 I=m)k~nf 
hi(t)hk(t+tl )dt + D. (n ) Dk(m+n+i) to1 
hi (t) hk (btt,-ob) t] 	 (8 
Since 	 h i (t) = o for o>t, t>to 
and 	 hk(t+tl) = o for ttotl, t<-t1 
Therefore h~ (t)h (t+t1) = o for o>-t, tt-tI 
8
 
and 
t°-t l t (~l~tfot 0i f 0[ b dtff I)dlho(tIhkCt+tl)At~f (Ithkt+ ij hi (t)\(t+t
0 - 0 
+ 	 hi(t)hk(t+t1 dt
 
The first 	afid third integrals are equal to 0.
 
fto-t I ~
 0 1 hi(t)hk(t+tldt f hi(t)hk(t+ )dt. 
0 
Similrly
 
t 0t~th i t)hk(t+tlto)dt f- h (t)hk(t+tl_to)dt
 
Now equation (a) can be written as 
N-I a a 
+t1(ntl N 1t L D. (m)D(,+n)W f hi (t)a 1=-N 1=1 Ic .L­
+0 
1(t-tdt + D, (m)Dk(m+n+l)f hi (t)hk(t+tl-todti 
im a a lir 
_m 	 hk (t)h.(t+t1 )dt 
o 	 i=l k=l M=-N 2N 
a irn NT1 .nD tQDkifl+kn+.lY L hCi t+t 1 -to ) at 
+ 	 L 2N hltj 
o i=l k=l M=-N -	 (9)
 
As-we can see, there is a finite number of terms of the
 
form
 
N-i D. (m) k (m+n) 
2N 
and these 	coefficients are constants as far as the variables
 
m and n are concerned.
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For n = 0 
Di IDi m+ol =& kD G (101 
where 6ik is defined as 
- 1iwhen i = k 
ik o otherwise 
Equaation (i0), is true because 
during the interval [nt 0, m±1!t0 only one state can 
happen. Therefore for ik, if DiCm)=l then D must 
be equal to zero, on the other hand if D(m) = I then 1 (m) 
must be equa to zero. In other words D (m)D (m)=o wheni kc 
ijk. When i=k then Di(m) times Di(m) is itself. 
The next thing we want to prove is
 
I N-1 Di (m) 
N-ii
 
Note that Di m) as we have defined is a random number, which
 
the value 1 or 0. Di(m) and Di (n) are stasticaily indepen­
dent for min. Pi is the probability that D (m) is one.
 
2 te
 
Let the variance of D0m) ba then
 
f 2 12i +22+( - 2_Pi2[D
2 E 2 

aimm 2- 11) 2. 

imp
 
(l-PlP-Z = 
Therefore
 
N-1 ai2 2NPi-?.) .p(L-p i) 
rI=±-2.1 _ 2
 
(2N)T2 2-N 2N
 
lira Pi (1-Pi)
 
Nn 2 - 0
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Since the random variables are independent and
 
uN- i 2iN -1o 'or.2 - =0, thlen n=­
lim N-1 Di.(m) 
N co N = E[D(m) ] -P.rn=-N 1 
with probability equal to one. Or
 
m
I ik i 
N- Ir--N -2 = P 'ik (!1 
- m=-N 
lim N-1 S P 1( 
*ith probability equal to one. With the sime reasoning we
 
can easily prove
 
N-i
 
mAN 2N ik
lint 7 D ln)Dk (m+) Pi k (n) 
lim a. =Pii 
m=-N
 
and
 
1ir N-i D4.(m)Dk(m+n) (-n)
I 2N -k - when no (13)m=-N 
N-.1 
 (m)Difm+n+l)
Y- 2 PkPki 
m=-N
 
with probability equal to one.
 
Again we define P 81i if n = o
ik (n)
 
aik(n) =)Pi P±ik if n > o (14)
 
Pik (-n)o
 
and
 
R) aik(n) h (t)h (t+t )dt
 
o i,k=l­
+ aik(n+l) 	 hi (t)hk(t+tl-to)dt (15) 
then we have 
41-c) = R() with probability equal to one. 
Since 
Ilira I r12 	 T (T) 	 T . T- JT y(t)y(t4wdtT t (16) 
-T 
the power spectrum S(o) of y(t) would be just the Fourier 
transform of R(nto+t). 
We can separate R(r) into a periodic component and an 
aperiodic component. The first part corresponds to jumps in 
S(w), and the second part corresponds to a part of S(w) which 
is 	 the integral of a spectral density. 
Note that the probability that Ei occurs during a 
period is statistically independent of the other period.
 
(n)
Therefore Pik = Pk* We can write R(nt +t) as
 
Rn Q= aZ P 6 6)hi +. hi(t ~h(t+t )dt1R(nt t1k ii 	 - 1)=1k 1i 1
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-! +=
 
P f hiCt+ P kik"n+l) hkCt+t-)dt 
+ P P, 6(m-n) I li(tlbh.Ct+t-)dtl 
+ P. 6 i 6d(n+1) f h (tl)hk(tl+t-~to)dtl (171) 
-2 +0 
+ I P.P 6,cmn h( hk(tl+t-to)dtl 
+ X P S(rn-n) f hiCt 1 ) h (btA-t-tdtl 
The Periodic Part 
To see what the periodic part of R(nt + t) is, the 
easiest way is to let n . Thent = rt 0 + t w and R(t)+R-p(r)
 
where Rp(T) is the periodic part of R(t).
 
If -*e do this for equation a7). we obtain
 
R (nt -+k)--- a+ 
a +
 
p o [Pi Pk f 
 hi(t 1hk(t+tl)dtli k Ik1 
+ P. P hitl) hk(tl+t-to)dtiJ 
i k
 
a Plt+- hi(tl hk <tlld+ h/ 
1) 1 )dt 1 +f l t+tl-to dtItt+t 1)J hitlh(k4 
i,k=l o - ­
with period t 0
 
The power spectrum of a periodic function with period
 
t is by definition
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G= Za,~wn~ hr ' "z) 
- n=o 0 
t
 
pt O -jnd t
an f (t) o dt 
o 6 
Accordingly in our case
 
a 11-ik t - j 2nt/t 
an t i (k~lIooo­a = [- 0o(- h(7Ltht e o dtdt 
(20) 
+t- o f hitl)h'k~t+t!oe o dldt 
O 0 -W 
By letting t, t-t0 or t = t +t then when
 
t o, t, = -t, when t = to, t' = o, and dt' = dt, the 
second integral of equation (ZO) becomes 
n thi (t!)hk(t+t ) e22 f(t+L dtldt 
o -: ­0 
---- f f h (tj)h (tt+t )e-j2 n t ./to dt dt' 
o -t -a, I
 
changing the d-m-my variable t' to t, we have
'1 o +f ttle-j 2wntih
 o
-- j i dt dt
 
t SJ ~i lk Ctfl7 e1.
 
0
 
N 
Therefore
 a Lr t;. 2 
an=p~ tofto yr.htjb trtej ) =nlt/to-I o hi(t ~kttl e-2rn/ dtldt 
a. LEO-0 1
 
-4 
+o . f b-3- 1 1t+t1 a dt dt] (21) 
or t
 
an 2 1 Cl I h, -j2rnt/te atdt(22) 
i,k=l to2 ht t t 
Since hi(tl)hk(t+ti) = o for o>t I , tl>to-t 
equation (22) can be written as 
a a i t atdt (23)d2iih
ik=l t 0 
-Integrating with respect to t first and then with respect to 
tl, equation (23) gives 
= ik 2irn, (2wn 
i k=i t o k 
a 2 2 
-! P. C,--, (24) 
2 i=l 1. 
0
 
.here Hi(M) and H, (w) are the fourier transform of h (t) and 
h\(t) respectively. Therefore the p(,wer spectral density 
of the periodic part is 
Gp ,n) =2 nwaP- i~it-- 'i2'irn, (---, 27m (2 5) 
a 0 2 2r 
pn---h &U-i---)(2o
 
The Nonperiodic Part
 
.Tofind the power spectral density of the nonperiodic
 
part of the autocorrelation, R. (nt0 +t), we observe that
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R (n to+t) = R(nto+t) - Rp(nt +t) 
to i- aik(n)-Pi ] f i l hk 1 1
 
+ [aik(n+l) - Pi~k f, hi(tlhk(tl+t-t)dtl} (26) 
The integrl which givesthe Fourier transform may be
 
split into intervals to give
 
+i t n -+ o ct61 a 

- n-~)l J f0(j27) 
s ik=l n=+- -W o 
h. (t )h, (t+ t je-Jt dt dt 1 
+- t
 
+[aik(n+l)_P]Pke- o f f ' hi(t 1)hk(t+tjto)e-jJdt 
dtI
 
By letting n' n+t and t = t'+t0 in the second integral
 
of equation (27), we have
 
=(ak (nT)P p -l)t0 f- h (t) hk(t'+tl)eJWt+to) 
0 
dt ' dt1 
=[aik(n-)-PiPk ]eJnto f f hi(t)hk(tl+t!)eijl dt'd, 
C -t 
o 
Changing the dummy variables n to n and t' to t we have
 
jmt d t

=[()-i i~~ -jwnt 0o h (t!I)hk (t+ t! ) e- dt1 
ak(n) - PiPkle o 7" t tt~da 
o1 
I"6
 
Therefore
 a n=- t
Ss(W) _ {-i(n)_PiPk]e-Jnt of° f o hi(tl)hk(t+tl) 
to ik=1 n=3- k - -to
 
e-Jwtdt dt 1} (28) 
Using the same argument as we used in finding an we have 
S a [ai (n)-P.P le 0nH* (W) (w) (29)
s() t o i,k=1 n=- ik O 
1 a jw 
Saik (n)e o Hi*(W) k(W) 
o i~k=1 n=-­
- 2- x Pi k-nt Hi* ()k()
I a ~ pp e jlfft0 H. )H(W 
o ik=l n=-­
(n)
1 a - (-n) nt 
t {oi ee + Pi 6 ik + PiPikto ik=l n=-- n=l 
-iflwt 
e -' o JH.*(wYY(W) 
a 27rn
 
PiPk 6(w- T ) Hi*(w)Hk(W)

ik=l n0-
The second term is a train of negative impulses located 
at w ­
0
 
Therefore S () can be written as follows 
1 a -( (-n) einJto+P& (n) jntS -P kPki e o+ Pi6ik ~PiPik en 01n~o
 
o i,k= n=- = i 
HI Hki 
17
 
a k~n~a~et°+P " (n) _4nt 
_ - "k' 	 i'ikik ee
n='1}i 	ik 
n iP klo i,k=l 
H (o)Hk () (30) 
I 	 a 
t {Pk iP.k(e o)+Pi6ik+Pi Pik(e °) Hi* (w)H (3) 
o i,k=l 
where Pki (e 3 = e ojt) 	 Pki 
n=1.
 
IPik(e-J 0)= Pik (n) e-jnwt O 
jtt
1 

when 

o 
and
 
S ((+S) + Ss(W-6)SIn
s 6*o 	 2 
for w = 27n forall integer values of n.
 
o
 
As we can see
 
PilPik (e - j t °) = [Pk P (eJbt 0 )] * 
Then 
aa) ejtot 	 Re[ P () Hk (I,). P ikej0]Pil~~)iH i SS( o 	 0~ i=l,k )
 
27-n
 
S12 + 2Re[ p 	 WtH6)I~ 
when w 

and0
 
and
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S 	 i 9s(+ )+ Ss w(31)
s a-*o 	 2 
for W - 2nt 
0
 
Therefore the power spectral density is given by 
S(W) = SpG) + S s (4 
a 1itn 	 a

_7i 	 . I P 12 +tJ1 

i=l n=-- 0 i0 1
 
0
 
2t- a[ a [pili *M-jt()k( ]Iik~e] o ] (32)
Ie 2
 
O i=l i=k
 
A signal y(t) is called NEP (negative equally probable) process 
if (1) for each element hi (t) of the modulating set {hi (t)} 
of a Markov process, -hi (t) is also in the set and (2) the­
stationary probabilities of hi (t) .and -hi (t) are equal. Also 
the transitional properties of hi (t) are the same as those 
of -hi (t); that is Pik = Prs whenever h. (t) = + hr (t) and 
hk(t) ='+hs(t). Then the first and third terms of S() turn 
to zero and S () becomes 
ta	 a1 P ()13(W1 

O i=l i~
 
We will apply this to our problem.
 
III. 	Amplitude Modulation 
An expression for a sinusoidal carrier amplitude modulated 
by a split-phase code is
 
eAM(t) - All + PVM(t)]cos(wct +) (33)
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where 
A - carrier peak amplitude
 
- modulation index
 
V - voltage level of-split-phase code
 
m(t) - split-phase code switching function '(+i)
 
W - carrier angular frequency
 
- - initial phase of the carrier
 
Observe for eV = 1, we have the special case of
 
"on-off" keying. 
Equation (33) can be written as 
eA4(t) = [A + Bm(t)Icos(wct + 0) 
where B = A$V.
 
The autocorrelation of e M(t) is 
R(tlt 1 +C) = EfeAMtt1)eAM(t T) I 
E{ [A+Bm(t)l]cos(wctl+4 ) [A+Bm(tI+T)]cos( c(t 1+ ) ) }= 0
E{ [A2+ABm(tI )+ABm(t14+r)+B 2 (t1+T) c 1t+ )cos c (t+T)+ 0 ) 
= E{A 2+ABm (t)+ABM(t1+T)+B 2 (t )M(tI+T)cos (4c (tl+t)+p)cos(w ct 1+) 
since is constant in the coherent case 
Since the E{m(t1 )) = E{m(tl+t)} = o, then we have 
Rf~~tt+-) = {A2E[B 2m(tl)m(tl+T) ] }coS(ctl+)cosSc (t 1 +t)+)
 
= A cos (Wctl+4)A cos(wc(t 1+t)+ )+E{Bm(tl)cos( ctI+ )
 
Bm (t1 +,)cos(W ( 1tl+r) } (34)
 
From the equation(34 ) we can see that the autocorrelation 
20 
hit) 
B 
-o x Cos (WSt+n) 
-B 
h2U)B 
io x Cos (sJ+t) 
LB 
Fig, ..The Two States 
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of eAM t) is equal to the sum of the autocorrelation of the 
deterministic signal A cos(G t +f) and the autocorrelation of 
the random signal Bm(t) cos (wct+4). 
Since 
F[fI(t)+f 2(t)] = F[fl(t)J+F[f 2 (t)]. 
(where F denotes the Fourier Transform), the power spectral density
 
of eM (t) is equal to the sum of the power spectral density
 
of A cos(wCt +) and the power spectral density of Bm(t) cos
 
(W0t +) . 
It is well known that the power spectral density of 
the deterministic signal A cos (o ct + 6), is equal to 
A2 A2 
r 6 (wjC ) + rA %o~ 
or
 
2
A2. 6-( - %) + A- S( i+ w0 ). 
The autocorrelation of the random signal BM(t) cos(W t+-) 
is the main thing we have to find in order to find the power 
spectrum of eAMit). 
During the interval o<t<to, Bm(t) cos (n t+0) has only 
two possible states which are as shown in Figure 2 
22
 
and h.(t) = -h2 (t) 
We can see that h1.(t) and h 2 (t) have the following 
properties 
. 1 (n) (n) (n) (n) 1 
Pi = P2 ' P1 P1 2 = P21 = P22 = 
Therefore the random signal Bm(t) cos (c t+f) is a NEP [2J 
process, and therefore the first term and the third term of the 
general form of S (w) of equation (3) are equal to zero. The 
power spectrum of Bm cos (mct+4) is simply given by equation (32) 
Clearly HI(w) = -H2 (w), where H1(m) and H2 (w) are the Fourier 
Transforms oa h (t) and h2 (t) respectively. 
Therefore 
g(W) 1L 2~ H(~ 2 1 12 +w 11,,~ 2 
or
 
S(m) = 1 H 1 (W)1 (35) 
-Calculationof H :(W) 
t 
-0 4-
H1(w) = 2 B cos(m t+@)e-JWtdt-f° 13 cos(m ct+fle-3w t 
.t0 
= f B e ct+')+e-J (W-ct+4) -jwtdt-ft° Bej(Wct+)+-j( ct+O) 
t/2o 

e-Jwtdt
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2 
Beejt t0/2.+ 'e-j e jNC+W t /2 
Bel 4 ej-(b- ) t 1Be~ ei a W
 
2f-3W3 t./2 2 -jwc+w-It/
 
2 w-) iwCi)(wr+o8 
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For w - 2r when n is an integer, thenc to
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2(u - I 
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-
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Uo -to2 cC2 
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o -o
 
-Bc sin +jBwco°s t
 
-Boc Sin +jBcis- -) to)2ijt2-2 (-)-(sin c + 0 
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The"ThWer Spectral'Density of the Cohe ent AM S'ilnal 
By substitution in equation(35), we have the power 
spectral density for the coherent case, i.e. 
B2 B 2.2sin &+ 22wmcos 2' 
St W 2 C O2 16 (sin(b-w )t0/4) 
22 .2 2 2 2
 
_ i to sin *+B w, Cos. 16 '(sin (w-tc)t- /4) 
t 2 .2 a a0 (to+t C) tto-aCj 2 2 2 2 2
 
2 
.(sin(0 -, )It/4; tWe sl.n *+j cost
 
B 0(WCOC 
 t 1 2C 
04 
, 2 /
42 2 Bill Y+,. 2Cos 2.
 
2 (sinU(v-to t /4 2 -- +( 2
 
=Bto [- (-c t I -+,_ 2 
c' o 
 W c
 
4 
Therefore the power spectrutm of eAN (t) is 
c)t /Q 2 2 2 2 ( in IW2
=)A2 5(e%-)S 0 +± +) + B C).t 
4
 2 

sin2_+ (!L_)2*Cos 2
 
2(. (36)
 
C 
Equation(36)is plotLed in Figure 3 for the values of 0o,4 
11 / 
000.11___ 
Figure 3. Power Spectral Density of Amplitude Modulated Signal 
27 S Mi) can be written as 
C (e ) senn to 
whc-re 
+ W2 cos2
wc2 sln2¢
16 12 

env t (w 22 2)2
 
idc.puc-tio of Eq. (37) reveal, thn following: 
A. If is zero or a multiple of ii, the envelope reduces to 
env 2
16B
 2 22
 
enC,( for lf~:U 
Senv M' 2 
ThL,'; for lareo ttte powter spectral density falls off at 
6dB/octav,. This corresponds to the case of coherent irodula­
tion of he cEzrrier, wiLh bit transitio; occuring at the peaks 
of the carrier. Intuitively, it would be expected that this
 
is the maximum bandwidth case (see Figure '). 
B. If X 7T- where K is an odd integer, then
 2
 
2
16132
S (to) = 2­env 
 to. 2 2)2
 
and for large w
 
Senv 4
 
U3 
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Thus for large w, 	the power spectral density falls off at
 
12 dB/octave. This corresponds to the case of coherent
 
modulation of the carrier, with bit transitions occuring at the
 
zero crossings of the carrier. Intuitively, it would be
 
expected that this is the minimum bandwidth case, because
 
the modulated signal is never discontinuous.
 
C. 	If is equal to
 
CWIB 2 ~2
 8B2 c W
S ()

Senv(Sto =C (2_
W2_ 2)2
 
and for large w, the-power spectral density falls off at
 
approximately 6 dB/octave. Intuitively, this would be expected
 
to be an average bandwidth case. See Figure 4.
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The' Power Spectral Density of the Noncoherent' AM Signal 
The autocorrelation function of the AM signal of 
equation (33)is given by 
RaM(T) = {eAM(tl) 'eA,(tl+Tf} . (38) 
where t1 and t1+FT are the times at which the members of the 
ensemble are sampled. 
Equation O8)may be further expressed as 
RAM(-" = E { [A+Bm(tl)]costwctl+fl [A+Bm(t 1+t)ldoS( c(t1 +T)+flI 
or 
RAM(-') = E {[A+Bm(tJ[ABm(tI+)]cos(,hl+)cos(.c(t!+T)+ )) 
Since the modulation process is noncoherent, the PCM signal 
and the carrier may be assumed to be statistically indepen­
dentc Since the expected value of the product of two 
statistically independent random variables is equal to the 
product of their expected values, then 
R() = {[A+3m(t1 )Vk+Bm(tl+z))E[cos(ct1+t)cos(wD (tl+T)+o)] 
But (39) 
1 3+cos(2

cos (ctl+ )coswgct+c+i )=Tcos t)+c2 t,+ Cz+2
 
Then equation (39)becomes 
RA, CT) = E{A 2+An(t1 )+ABm(t1 +T) +B2m(t )m(tl+,r) I 
=[A 2+AB E{m(t,) I+AB E{m(t1+t)+B 2Elm (tlIm(t1 +) }]
 
1 1 (0
 
[ o(cOSwot)i- .- . (4)
(cos(2 t+m T+ 2
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If 0 is assumed to be a random variable, uniformly
 
distributed over the range 0 to 2w, then
 
E[cos(2wCtl+We+ 2 .)] = 0
 
It can also be noted that the assumption of a random
 
PCM code with equally-likely ones and zeros results in
 
E[m(t)] = E[m(tl+r)],= 0
 
Also since wcx is constant for a given value of t, then
 
Etcos(w T)) = cosi(cT) 
Therefore equation (40)becomes
 
A2 2
 
RA(T) = + E.{m(t.)m(tl+T) )cOSOC,
-
t-COS 
or 
A2 A2V 2 M (r) = l--COSWCT+--- E{m(tl)m(t+)]cOS% (41)(4
 
Several observations can be made regarding equation (41).
 
A2 
First, the term r cos(w.Tis recognized as being the 
attocorrelation function of theCCcarrier, Acos(%ct+$ ). 
Second, the term V2' E[m(tl)m(t1 +t)] is recognized as being
 
an expression for the autocorrelation function of the binary
 
sequence (split-phase P04 code) under consideration. Thus,
 
= RCARRIER()+R2 i,-L(r) RCAPRIER(T) (42) 
And since
 
Sb)W - R(T)e-jWTdr (.43)
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.and multiplication of autocorrelation functions results in
 
convolution of power spectra, we have
 
aAMCARRIERu(W)+8 .iSijLC&60* CRtRIR(W), (44) 
The autocorrelation function for the splitphase code
 
has been found to be as shown in. Figure 5[3] with the 
corresponding spectral density,'
 
2 . •to
 
V,2.to -i 0*5DiO-L(W) =n (45)((45)
 
A2 
Clearly SCARRIER(w) --[a(+Wc)+6(W-c)
 
The second term of equation (44)can be calculated easily to be
 
t DioT (W} 5 CAJWIER (W) 
2 2 2 4,W.c
 
A VB t 0 sin4 4 sn 4'. .0
 
I(w+W )t 2(s.-w C)t 20 
•A2
 
Therefore, SAM(-) +& +c P
 
A*2. ° "'( c ).t .," - t 
- (i.c-i -)(t6) 
Ac indicated in Figure '6 this expression clearly
 
cosists of discrete carrier cctaponents plus sidebands
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raoultinxg Erma the aplit-pp.aze base-band spectrt~ being 
tranalated to mppsmr about plus and midnus the carkier 
Erevncy. tMantfrmw &ideband EZ,z rtcmuro for~ rA 
w~d ao flotad pswiviclmy this cornreporTI3 to %-~V 
Iteingofthte caZrLZT by the sp1it-phwso cC2.. 
3f tbe cavorAor tcsj r,e As malntst tom thea 
fstucg of then rctiating ~Cie.enca, ceiaation cm;a 
ba af'teg to a oInvlIo taro. gpolicaly0 AR 
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A I tt 
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R22 
~~~zto...... to 
0 
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Assume L c 
..0 
2 A2 2 4 A .t 
= -d( +wc? +C% C&-oso 4 2 [ + 
(A 2 A2 B.2osin.... : 0 .Gn-it. 21DO (W+ +A -- t L-,a--2 B.(r- c ) t 2 w 
"0) 
2224(o-W59t 0 22
 
. 
-
-"B . t *s rin 
(W- 0) 2 
or 2 4 AO-%c)t +( 
A2 AF iL@ 
s~cti) A WWc) A-- .BtW t20)+2-, (1 
The easiest way to find the power -spectrum of the noncoherent
 
case is by finding the expected value of the power spectrum of
 
the coherent case with respect to the random number , that is
 
2
 
_ 
E V-(r-Wc)Sn(I) = EES c ( )] + A -tc 
no c c 
2~
2 

Si (2&-Yo.)t0/4 -- G CO-.-o t ]o-w-7Tf 
t ~A C [i-2 :-:d: 
+ 22t)- 4 r 42 ­
*c -4co 
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(WW+ _ 0, 4 " 1(48) 
'4iiC*t t+ 6 ( + O in.4:--~ 
L 4 ­
which agrees with equation (45). 
Phase--Shift Keying
 
The expression for a --fnusoidal carrier-which is
 
phase-shift-keyed (PSK) by a Split-Phase Code is
 
ePSK(t) = A cos [ ct+ +OVm(t)] (49)
 
when A, m(t), V are as defined before and is the
 
modulation index. 
Equation (49) can be expanded to give 
ePSR(t) = A cos(wct+ ) Cos VS-A m(t) sin(%ct+4 )sinVB 
C50)Let B = A cos Vs and 
C = A sin Va 
Then 6quation (50):becomes 
ePSKct = scosct+ )-cn,(t) sin(ct+$ 91) 
The autocorrelation of this signal is 
R(tjt+t) = Ef (te %It+-) 
= E{ [Bcos (ct+I )- (t)sin ct+o H. 
[Bcos (6 e (t+t) +r ) -Cm (t+r) sin (c (t+x+ ))} 
BcoS(W ct+)coS(w c(t+)+ ) +-
-t{Cm(t)sin(&ct+ )Cm(t+0)sin(ow (t+r)+p .) 02) 
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The Power Spectral Density of -the Coherent Ca'se 
The po er spectral density of ePsK (t) is the 
power spectral density of the deterministic signal B cos(w t+f). 
and the power spectral density of the random signal Cm(t)sin(wct+) 
The power spectral density of B cos(,%ct+¢) is 
We can find the power spectrum of the random signal Cm(t)sin(uw t+ )
 
as follows:
 
Let +
 
Then Cm(t) sin (uct+1)= Cm(t)sin(,ct+6!+)=Cm(t)cos(Wct+41
 
The power spectrum of Cm(t) cos( Ct+d I ) has been found before
 
for the case of'amplitude modulation to be
 
sin 4 icio •2 W. 2C2 
C CCf 
h- / 
IT
and for = - it becomes 
4 -, t Cos 2 ,W 2sil 2
 
2 2
c 

- W- (1+E 1 2
 
The power spectral density of the phase-shift keyed signal
 
by split-phase is
2 2
 
SsK-eW= -t C2) +' e"
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+ (-) 2sin 24 (Ws23 c 

2t--4- to2 (1+
-Ic+sin (tio) t t	 " ~)20
~ ~~ C0o... 	 [.c, 
which can be written 	as 
2 
SS-c (') A2 -4 - c + S(w+oc)]A cos2V8 f6(-MQ) 
+()2sin2sin4 (-C)to cos2 
+ 	t A2sin2V 4 [1 c 2 (53) 
4oC 2o W 
The power spectral density of the phase-modulated signal
 
of equation (53) resembles the power spectral density of the
 
amplitude-modulated signal of equation (36) except as the
 
sideband power is maximized, the carrier components tend to
 
vanish, and indeed at rV = KI, K = odd integer, the carrier
2'
 
does vanish and the sideband power is a maximum. 
TI1e Power Spectral Density of the Noncoherent Case 
For finding the power spectral density of the 
noncoherent case, we take the expected value of the 
power spectral density of the coherent case and consider 
the phase $ to be a random variable uniformly distributed 
between 0 and 2v. Thus we find that 
A 2SpSK-no cos V j (L"-u c) + i(ac)1 
40 
2 4 iui 	 -t l 2J 2 
+ 2- siflVa 1 2 	 (S4) 
Cto) &1 
Similar conclusions can be made regarding the noncoherent
 
case as for the coherent case.
 
V. 'Frequency-Shift Keying 
From equations P5) and (9) we can write the general 
formula of the power spectral density as 
'l . (w) 2 2,r, n. 
a ojnt 0 
L Iin)-P.Pk e k? )H A(W) (55) 
o 	i~k=l n=-­
if n o
Pi6iko 

where ak(n) k if n > o 
'_) if n < o 
Th our present case, we have only two states and with equal

*1 
probability, therefore P = P :_I Moreover in every 
period we assume they are statistically independent, consequently
 
P46 k 6i if~n = o 
ik Tik i ~ 
aik(n) 	 P 1 n > o
 
]PkPi- -if n < o
 
4 
i.. if n=o
 
iik
 
aiki(n)fIi 6 (56)

if 4 / a 
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We substitute aik(n) of equation (56) into S(i) of equation' (55) 
we immediately get 
I 22 2 
S(I 1 +) 2 to to k 
4t i,k=l
 
ELS - 4]iT(
 
2 ik 4 i (w)HkW)
 
1 22 n -l 
4r0 n=-- 0 0 
1 2
 
[H (W) H1 (W) + H2(W) H2 (W) -t i(kwil(" 
0 0~~ 
2
+H
4t 2-7K(w +=2"(W 2 w~ 6j-2lrn ++ 4t , H(hHU)()o () 
0 
Now for frequency-shift keying (PSK)
 
h 1 (t) 
t 
COS[W2(t 2 --) + @2 -- < t < t 
and
 
t 
0 < tA CostW2 t--t2 
h 2 (t) = t .t 
Acosz[ (t- 0) + I -- < t < t2 2i 
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,here o,1 and w2 are 'the carrier fre nenicies. We have 
0 t 
o io 
f A cos (wt)e dt+f A Cos r.(t- e dt 
0 
The :First integral is 
to
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j0 
t t 
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21)
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The second integral is 
o f A cos 
O2N 
2 
t 
= e 2 
[w 
t' 
Y 
f 
t 
2- )"21 e-
2 el 
A cos (i2t+w2)e 
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tt 
3 l at 
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Ae 2 
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Therefore
 
= Aei spto l-Oto/4-- 2 2
 
+Ae sint 2 -w to/4 .. 2 2 (58)
 
2-2 2
 
We can.see that H(w) is simIyb simply:
 
j (w2 -a) to/4 2j.u2slh.,24.2oco,,2
 
2w) = Ae sin(w2 -)to/4. 2.2
 
w2 -to 
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+Ae (s-i)n 	 Goi-o) t/4. 22 2 (59 
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2)(w)+H A[eJl,-w)t /4 j(C-)3t /4
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"2j WisJ~fl !+ 20iC0s , 
22­
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Since sin2X=2sinXcosx, equation.(60) becomes
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juC2-(t0wi t 0 /2 
+ s 
=A[cosw(1-W) to/2ji -w} 
OS+ A ( t2+jsin/ (wt/ 
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.2jw2sin¢ 2+2wcosq@
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.20 sin.(w.j 1-4)t /.2ainw 1.-.u-t)./Zc. s 4+ J[ 	 , -2 . 
+ A2­+, 2aco.0pt 0 2s7'{+~2~A (2 -t 
2 2 
cat-lnvin 	 .the trigonometric substit-dtions, we have 
) = A [  (MHI N+H( 1- 0 	 -- 22 
w ~ww 4 	 1 
tsin (.) -W) t /cos2i(nL-ci s(etL's ')'to)s'22
+ 	 2 2 
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+-A[_ z 
.. )cob3( sW OltMt.cs C&Q .+. i.os i 
+ -2.t2 2 "S 
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Bu 
IHi1(w)+H2() I CH[H(w) -2(w)]3 [HI(w)+HK"(w)] 
=[Real Par-t.1 + [Imaginary Part] 2 
In ()+H(w)1/A re[sin(9-w)t cosjj+wlvos (wl-w)t0Sinll-WIs inf 
1 21 
+ s n (w2- ,w)toCOSt2+w2cos(2 .- It~Sin1 2-w2sin 
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n2 -Ws 
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22 
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w 222 
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2
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2 2 + 2 2 2.2 2 2
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Since w 4ni , W2 - n and m are positive integers then 
+h)0i-3 sins ti 	 toinw 41 =wk 	 k = nS and(n-n) 
0 	 0
 
• o-cos-,z=C't cos4kw- 1
2k T­
siw- 2 t sin' lf. t0 ain 4ki = o 
0 
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From equation(58)and (59)we have 
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Following the same procedure used to obtain equation C6J4, we get
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Continuing simplification, :We obtain 
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The first term Aof equaton (57)after substituting equation 
(6.1) becomes
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Since W and. = 4in and 03 m then the above 
6 (6 )
will result in
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and
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and the third term of equation (64)is zero. 
Adding equation 63) to (65) the expression for the power 
spectral density of the FSI signal is 
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Assuming %i 42 to be two independent random variables,
 
each uniformly distributed between 0 and 27r, and taking the
 
expected value of SKC(0)) with respect to and 2' we get
 
the power spectrum of the noncoherent case. This can be
 
done easily b inspection to obtain
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The power spectral density of the FSK signal of equation (66)
 
is shown on Figure 7, for w2 =2w and for the following cases:
 
(a) l= 0, 02 = 0 
(b) -2 a, - 0 
--7r (c) 1 0' 2,-7 
The FSK signal corresponding to case (a) will have the
 
smallest bandwidth and this should be expected because there
 
are no discontinuities in the signal. The maximum bandwidth 
will correspond to the case where I= 0., and 42 = 180 or 
visa versa. Cases (b) and (c) will correspond to the average
 
bandwidth. 
The power spebctral density for the noncoherent FS
 
signal of equation (67) is plotted in Figure 8.
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VI. SUMMARY AND CONCLUSIONS
 
This report presents the power spectral density calculations
 
for a carrier which is modulated in amplitude, phase or frequency
 
by a split-phase PCM code. Such modulation can, in general, be
 
either phase coherent or phase incoherent; both cases have been
 
investigated in detail,
 
Equation (36) gives the expression for the power spectral 
density for the coherent case of amplitude modulation. It was 
shown that when the transitions occur at the peaks of the car­
rier, maximum bandwidth is required for transmitting the signal. 
This corresponds to 0 equal to zero or multiple of 7. Minimum 
bandwidth is required when 0 is an odd multiple of 
Equation (48) gives the expression of the power spectral
 
density for the noncoherent case of amplitude modulation.
 
The calculation of the power spectral density of the phase­
shift Keyed (PSK) by a split-phase has been summarized on pages
 
37 through 40. Equations (53) and (54) give the expressions for
 
the power spectral density for the coherent case and the non­
coherent case, respectively. It should be observed that the
 
sideband power can be maximized by letting OV equal to K 
where K is an odd integer, $ is the, modulating index and V is 
the amplitude of the split-phase code. Also, maximum bandwidth
 
corresponds to the case when I is an odd multiple of 4, and 
minimum bandwidth corresponds to the case when 4'is a multiple
 
of 7r. 
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The power spectral density of the FSK signal has been
 
calculated on pages 40 through 60. Equation (66) gives the
 
expression for the power spectral density of the coherent
 
case of FSX signal and equation (67) gives the expression for
 
the noncoherent case. It should be observed that minimum
 
bandwidth will correspond to the case when .41 and 2 equal
 
to nT, where n is zero or an even integer. Maximum bandwidth
 
=
will result when .l = ni and 2 mv where n is zero or an 
even integer and m is an odd integer. 
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