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Povzetek
Naslov: Predikcija prenehavanja igranja na spletnih straneh z igrami na
srecˇo
Avtor: Tara Patricija Bosil
V danasˇnjem cˇasu obstaja velika konkurenca med ponudniki spletnih iger
na srecˇo, zato je zelo pomembno, da ima vsako podjetje jasno strategijo,
kako pridobiti oziroma predvsem obdrzˇati svoje stranke. Glede na to, da je
za pridobitev nove stranke potreben bistveno vecˇji vlozˇek kot za obdrzˇanje
zˇe obstojecˇe stranke, je cilj diplomske naloge, da s pomocˇjo podatkov podje-
tja Oryx gaming d.o.o poskusˇamo napovedati, ali bo igralec zapustil spletno
igralnico. Problem prenehavanja igranja na spletnih igralnicah smo resˇili
s pomocˇjo metod napovedovanja prenehanja uporabe storitev (angl. churn
prediction). Za napoved smo uporabili dve statisticˇni metodi, logisticˇno re-
gresijo in Bayesovo logisticˇno regresijo. Glede na dobljene rezultate smo ugo-
tovili, da je uspesˇnost omenjenih metod pri napovedovanju zelo podobna.
Koncˇen klasifikacijski model je pri napovedovanju, ali bo igralec zapustil
spletno igralnico ali ne, natancˇen v 73%. Na podlagi rezultatov lahko tako
spletna igralnica sprejme razlicˇne ukrepe, ki bodo pripomogli k zmanjˇsanju
odliva trenutnih igralcev.
Kljucˇne besede: napovedovanje, logisticˇna regresija, Bayesova logisticˇna
regresija.

Abstract
Title: Churn prediction in online casinos
Author: Tara Patricija Bosil
Nowadays there is a lot of competitiveness between online casinos. Be-
cause of that, every company must have a clear strategy how to attract or
even more importantly how to keep their customers. Given that the acquire-
ment of a new customer consumes much more resources than just keeping an
already existing one. The aim of this bachelor’s degree is to facilitate churn
prediction methods on data about the bahavior of online gamblers from Oryx
gaming d.o.o. and predict whether a certain player intends to leave an online
casino. We used two statistical methods to execute this prediction, logistic
regression and Bayesian logistic regression. In our case the results from both
methods are comparable. Our final model’s accuracy at predicting if a cus-
tomer will stop gambling or not is 73%. According to the results an online
casino can take different actions, which will help to keep existing players
active.
Keywords: churn prediction, logistic regression, Bayesian logistic regres-
sion.

Poglavje 1
Uvod
Spletne igre na srecˇo so ena izmed najbolj priljubljenih panog zabavne indu-
strije. Ena izmed prednosti spletnih igralnic je prilagodljivost, saj igralci niso
omejeni na delovni cˇas igralnice in njeno lokacijo, temvecˇ lahko igrajo igre na
srecˇo kadarkoli in kjerkoli zˇelijo. Prav tako mnoge spletne igralnice ponujajo
sˇtevilne bonuse ter brezplacˇno igranje iger, s katerimi zˇelijo igralce privabiti
k igranju iger. Na ta nacˇin se igralci povsem brez tveganj seznanijo z igro
sˇe preden zacˇnejo igrati za pravi denar. Zaradi vedno vecˇje konkurence na
trgu, se spletne igralnice vse pogosteje soocˇajo z nevarnostjo, da bodo neka-
tere njihove stranke zaradi razlicˇnih razlogov zamenjale igralnico. Nekateri
izmed razlogov za odhod so slab in ozek nabor iger trenutne igralnice ter
privlacˇnejˇse igre in bonusi drugih spletnih igralnic. Ker je oglasˇevanje za
potrebe pridobivanja novih strank izjemno drago, je za spletne igralnice zelo
pomembno, da skusˇajo ohraniti obstojecˇe igralce. Po nekaterih napovedih
se lahko zˇe priblizˇno pet procentni usip igralcev (angl. churn) manifestira
kot morebitno 25% do 85% zmanjˇsanje dobicˇka igralnice [11]. Za pridobi-
tev novega igralca je potreben v povprecˇju 5 do 25-kratnik zneska kot za
obdrzˇanje obstojecˇega igralca [4], zato je za igralnice veliko bolj ucˇinkovito,
da dolocˇena sredstva namenijo za obdrzˇanje trenutnih strank. Po nekaterih
raziskavah naj bi vecˇ kot 50% novo pridobljenih strank spletno igralnico za-
pustilo v prvih 30 dneh po registraciji [9]. Zaradi prej omenjenih razlogov je
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za spletne igralnice zelo pomembna cˇimprejˇsnja identifikacija teh strank.
Ena izmed metod za ohranitev obstojecˇih strank je napovedovanje pre-
nehanja uporabe storitev(angl. churn prediction), kjer se na podlagi vedenja
igralcev skusˇa ugotoviti, ali nek igralec v blizˇnji prihodnosti namerava zapu-
stiti spletno igralnico. Ko se taksˇne igralce identificira, se jih obicˇajno skusˇa,
s pomocˇjo raznih nagrad in bonusov, prepricˇati naj nadaljujejo igranje na
trenutni spletni igralnici. Torej je motiv igralnic, da s cˇim manj vlozˇenimi
denarnimi sredstvi vzdrzˇujejo cˇim vecˇje sˇtevilo aktivnih igralcev.
Cilj diplomske naloge je, da s pomocˇjo uporabe klasifikacijskih metod,
kot sta logisticˇna regresija in Bayesova logisticˇna regresija, zgradimo cˇim
boljˇsi klasifikacijski model. S pomocˇjo klasifikacijskega modela bomo nato
poskusˇali napovedati, kateri igralci nameravajo zapustiti spletno igralnico in
kateri ne. Klasifikacijski model, ki popolnoma pravilno napove, ali bo igralec
zapustil spletno igralnico, ne obstaja, zato je nasˇa naloga, da iz obstojecˇih
podatkov dobimo cˇim boljˇse napovedne rezultate.
Diplomsko delo je razdeljeno na vecˇ poglavij. V 2. poglavju spoznamo
teoreticˇno ozadje ter predstavimo in opiˇsemo obe metodi, ki smo ju uporabili,
v 3. poglavju predstavimo podatke, ki smo jih uporabili in njihovo obdelavo
ter pripravo, v 4. poglavju predstavimo rezultate in v 5. poglavju povzamemo
ugotovitve diplomskega dela.
Poglavje 2
Uporabljena orodja in metode
2.1 Programski jezik R
R je prosto dostopen programski jezik, ki ga lahko uporabljamo na vseh bolj
razsˇirjenih operacijskih sistemih. Ker omogocˇa hitro in elegantno delo s po-
datki, se najpogosteje uporablja v podatkovnih vedah, obicˇajno za statisticˇne
obdelave ter rudarjenje in analiziranje podatkov. Prednost programskega je-
zika R je tudi njegova razsˇirljivost v obliki brezplacˇnih paketov, kar smo
s pridom uporabili v diplomi. Za obdelavo podatkov smo uporabili paket
dplyr in paket data.table, ki omogocˇa hitrejˇso obdelavo pri veliki kolicˇini
podatkov. Za vizualizacijo podatkov smo uporabili paket ggplot2, za izde-
lavo napovednih modelov pa smo uporabili paketa caret in rstanarm.
2.2 Logisticˇna regresija
Logisticˇna regresija je statisticˇna metoda, ki je zaradi svoje enostavnosti
zelo priljubljena v strojnem ucˇenju, kjer se pogosto uporablja za resˇevanje
problemov klasifikacije in napovedovanja.
V nasprotju z linearno regresijo, pri kateri z uporabo linearne funkcije
zˇelimo napovedati vrednost odvisne spremenljivke glede na vrednosti neod-
visnih spremenljivk, pri logisticˇni regresiji s pomocˇjo logisticˇne funkcije na-
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povemo verjetnost pripadnosti pozitivnemu ali negativnemu razredu. Zaradi
tega jo imenujemo tudi klasifikacijska metoda.
Poznamo binarno logisticˇno regresijo, pri kateri ima ciljna spremenljivka
le dva mozˇna izhoda, in multinominalno logisticˇno regresijo, pri kateri ima
ciljna spremenljivka tri ali vecˇ mozˇnih izhodov. V praksi je popularnejˇsa in se
pogosteje uporablja binarna logisticˇna regresija, pri kateri s pomocˇjo vhodnih
neodvisnih spremenljivk napovemo vrednost odvisne spremenljivke. Odvisna
spremenljivka lahko vsebuje vrednost 1, kar pomeni pripadnost pozitivnemu
razredu ali vrednost 0, kar pomeni nepripadnost pozitivnemu razredu ozi-
roma pripadnost negativnemu razredu. Ker odvisna spremenljivka vsebuje
le dve kategoriji, vrednost 0 ali 1, jo imenujemo tudi binarna oziroma diho-
tomna spremenljivka.
Prednost logisticˇne regresije je, da ne napove samo pripadnost oziroma
nepripadnost razredu, ampak nam vrne tudi sˇtevilo med 0 in 1, ki predstavlja
verjetnost pripadnosti dolocˇenemu razredu.
Delovanje logisticˇne regresije prikazuje spodnja slika.
Slika 2.1: Delovanje logisticˇne funkcije.
2.2.1 Logisticˇna funkcija
Logisticˇna regresija je dobila svoje ime zaradi dejstva, da pri dolocˇanju pri-
padnosti razredu uporablja logisticˇno funkcijo:
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p(x) =
1
1 + e−(β0+β1x)
, (2.1)
kjer sta β0 in β1 parametra modela. Funkcija je monotona, odvedljiva
in konvergira proti 0, ko gredo vrednosti x proti -∞ ter proti 1, ko gredo
vrednosti x proti ∞. Izhod funkcije je graf v obliki cˇrke S (Slika 2.2), zato
logisticˇno funkcijo imenujemo tudi sigmoidna funkcija.
Slika 2.2: Graf logisticˇne funkcije.
Pri napovedovanju pripadnosti razredu moramo dolocˇiti prag, na podlagi
katerega dolocˇimo kateremu razredu pripada primer. Pri binarni klasifikaciji
ponavadi vzamemo za prag vrednost 0,5. Torej v primeru, ko je vrednost
izraza β0 + β1 enaka 0, je verjetnost enaka 0,5, kar pomeni, da pripadnosti
pozitivnemu ali negativnemu razredu ne moremo dolocˇiti, saj je enako verje-
tno, da primer pripada pozitivnemu razredu oziroma negativnemu razredu.
Verjetnost pripadnosti pozitivnemu razredu se vecˇa, ko se vecˇa vrednost iz-
raza β0 + β1x. Za verjetnost napovedi pripadnosti negativnemu razredu pa
velja ravno obratno. Torej, kadar je vrednost funkcije vecˇja od 0,5 napo-
vemo, da primer pripada pozitivnemu razredu in ko je vrednost manjˇsa od
0,5 napovemo, da primer pripada negativnemu razredu. Kadar povecˇamo
vrednost praga, postane klasifikacijski model bolj natancˇen pri napovedova-
nju pripadnosti pozitivnemu razredu.
Enacˇbo 2.1 lako zapiˇsemo tudi kot:
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log
p(x)
1− p(x) = β0 + β1x, (2.2)
kjer levo stran enacˇbe imenujemo logit, p(x)
1−p(x) pa predstavlja razmerje
verjetnosti (angl. odds ratio) in lahko zavzame katerokoli vrednost med 0
in ∞. Vrednost blizu 0 pomeni zelo nizko verjetnost, vrednost blizu ∞ pa
ravno nasprotno.
2.3 Bayesova logisticˇna regresija
Zaradi vse lazˇje uporabe Bayesove statistike v praksi, je v zadnjem cˇasu zelo
priljubljena metoda za napovedovanje razredov tudi Bayesova logisticˇna re-
gresija. Glavna prednost Bayesove logisticˇne regresije, v primerjavi s klasicˇno,
je v tem, da so rezultat regresije porazdelitve regresijskih koeficientov in ne
konstantne vrednosti. Tako poleg vrednosti koeficientov lahko izracˇunamo
tudi zaupanje v dolocˇeno vrednost koeficienta ter ovrednotimo kateri para-
metri so bolj oziroma manj pomembni pri dolocˇanju razreda.
Bayesov pristop temelji na Bayesovem izreku oziroma pravilu,
P (θ|y) = P (y|θ)P (θ)
P (y)
, (2.3)
kjer spremenljivka y oznacˇuje mnozˇico podatkov, θ pa mnozˇico para-
metrov modela. S pomocˇjo Bayesovega izreka lahko izracˇunamo pogojne
verjetnosti. Pogojna verjetnost je verjetnost dogodka na podlagi opazˇanj
predhodnih dogodkov. Glede na vnaprejˇsnja pricˇakovanja dolocˇimo apriorno
verjetnost P (θ) in nato izracˇunamo verjetje P (θ|y) (angl. likelihood) podat-
kov glede na vrednost parametra θ. Pravilo pravi, da posteriorno verjetnost
P (θ|y) izracˇunamo tako, da zmnozˇek verjetja in apriorne verjetnosti delimo
z verjetnostjo P (y). Nasˇ cilj je, da na podlagi podatkov poizkusˇamo cˇim
bolje napovedati vrednost spremenljivke θ, zato se lahko osredotocˇimo samo
na zmnozˇek P (y|θ)P (θ). Tako namesto enakosti 2.3 dobimo naslednje soraz-
merje:
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P (θ|y) ∝ P (y|θ)P (θ). (2.4)
Pri regresijskem modelu vkljucˇimo tudi napovedne oziroma regresijske
vrednosti, s pomocˇjo katerih napovemo verjetnost. Tako dobimo novo soraz-
merje,
P (θ|y, x) ∝ P (y|θ, x)P (θ|x), (2.5)
ki je enako zgornjemu, le da imamo sedaj vse verjetnosti pogojene glede
na napovedne vrednosti (x).
2.3.1 Gradnja Bayesovega modela
Za gradnjo Bayesovega modela smo uporabili programska jezika R in Stan.
Stan je programski jezik, ki se uporablja za Bayesovo statisticˇno modeliranje,
analizo podatkov in napovedovanje[5]. Vkljucˇuje paket rstanarm, s pomocˇjo
katerega lahko ocenimo sˇtevilne regresijske modele z uporabo Markovih verig
Monte Carlo (MCMC, angl. Markov chain Monte Carlo)[10].
Metode MCMC so matematicˇno zelo tezˇko izracˇunljive in jih uporabljamo
za ocenjevanje posteriorne porazdelitve parametrov glede na vhodne podatke.
Kot zˇe ime samo pove so sestavljene iz dveh delov, in sicer metode Monte
Carlo ter Markovih verig. Monte Carlo metoda je matematicˇna metoda,
ki z generiranjem nakljucˇnih sˇtevil, racˇunanjem in ponavljanjem omogocˇa
napovedovanje oziroma ocenjevanje neznanih parametrov. Markove verige
pa predstavljajo zaporedje dogodkov, ki so med seboj verjetnostno povezani.
S pomocˇjo paketa rstanarm in funkcije stan glm zgradimo Bayesov mo-
del. Vsi Bayesovi modeli potrebujejo predhodno definirano porazdelitev.
Najpogosteje uporabimo normalno porazdelitev, lahko pa uporabimo tudi
kaksˇne druge, kot na primer Studentovo. Za ocenjevanje modela rstanarm
uporabimo sˇtiri Markove verige z 2000 iteracijami, med katerimi je polovica
namenjena za zacˇetni oziroma ogrevalni del (angl. warm-up).
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2.4 Klasifikacijska matrika
Klasifikacijska matrika (angl. classification matrix ) nam na podlagi testnega
vzorca prikazˇe kako natancˇna je nasˇa klasifikacijka metoda. Matrika je se-
stavljena iz dveh vrstic in dveh stolpcev, ki nam povedo sˇtevilo primerov,
ki pripadajo pozitivnemu ali negativnemu razredu in sˇtevilo primerov, ki ne
pripadajo pozitivnemu ali negativnemu razredu.
Napoved
TRUE FALSE
R
ez
u
lt
at 1 TP FN
0 FP TN
Tabela 2.1: Klasifikacijska matrika
Vrednosti v klasifikacijski matriki pomenijo naslednje:
• TP - pripadnost pozitivnemu razredu,
• FP - nepripadnost pozitivnemu razredu,
• FN - nepripadnost negativnemu razredu,
• TN - pripadnost negativnemu razredu.
Glede na predhodno dolocˇen prag se primeri razvrstijo v klasifikacijsko
matriko. V primeru, da se vrednost praga povecˇa, je klasifikacijski model
bolj tocˇen pri napovedovanju v pozitivni razred, kar pomeni, da se zmanjˇsa
sˇtevilo primerov, ki ne pripadajo pozitivnemu razredu. Vendar se v tem
primeru povecˇa sˇtevilo primerov, ki ne pripadajo negativnemu razredu.
S pomocˇjo klasifikacijske matrike lahko izracˇunamo tudi sˇtevilne druge
metrike, s pomocˇjo katerih izmerimo uspesˇnost klasifikacijskega modela. V
nasˇem primeru bomo izracˇunali naslednje metrike:
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Natancˇnost predstavlja delezˇ vseh primerov, ki pripadajo pozitivnemu
razredu. Izracˇunamo jo tako, da vse pravilne napovedi delimo s sˇtevilom
vseh podatkov:
natancˇnost =
TP + TN
TP + FP + TN + FN
. (2.6)
Rezultat enacˇbe je sˇtevilo med 0 in 1, kjer 1 pomeni najvecˇjo natancˇnost.
Obcˇutljivost imenujemo tudi resnicˇna pozitivna stopnja in nam pove,
kako natancˇno smo napovedali pripadnost razredu. Izracˇunamo jo tako, da
sˇtevilo pravilno pozitivnih napovedi delimo s sˇtevilom vseh pravilno klasifi-
ciranih primerov:
obcˇutljivost =
TP
TP + FN
. (2.7)
Viˇsja kot je resnicˇno pozitivna vrednost, boljˇse klasifikacijski model na-
pove pripadnost pozitivnemu razredu.
Specificˇnost imenujemo tudi resnicˇna negativna stopnja in nam pove,
kako natancˇno smo napovedali nepripadnost razredu. Izracˇunamo jo tako,
da sˇtevilo pravilno negativnih napovedi delimo s sˇtevilom vseh nepravilno
klasificiranih primerov.
specificˇnost =
TN
TN + FP
. (2.8)
F-vrednost predstavlja harmonicˇno sredino oziroma povprecˇje natan-
cˇnosti in obcˇutljivosti, kjer vrednost 1 pomeni najboljˇso natancˇnost in obcˇu-
tljivost, vrednost 0 pa najslabsˇo. Izracˇunamo jo po naslednji enacˇbi:
F − vrednost = 2 · natancˇnost · obcˇutljivost
natancˇnost+ obcˇutljivost
. (2.9)
F-vrednost je alternativa natancˇnosti, vendar vrne boljˇsi rezultat, kadar
imamo neenakomerno porazdelitev.
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2.5 ROC krivulja
ROC krivulja (angl. Receiver Operating Characteristics) je ena izmed naj-
pomembnejˇsih metod za vizualizacijo in ovrednotenje uspesˇnosti klasifikacij-
skega modela. Graf ROC krivulje je prikazan na Sliki 2.3. Prikazuje razmerje
med primeri, ki pripadajo pozitivnemu razredu in primeri, ki pripadajo ne-
gativnemu razredu. Na osi x imamo obcˇutljivost (pripadnost pozitivnemu
razredu) in na osi y imamo 1 − specificˇnost (pripadnost negativnemu ra-
zredu). Kadar se krivulja zelo hitro priblizˇuje tocˇki (0,1) ter nato sledi zgor-
njemu robu do tocˇke (1,1), je klasifikacijski model skoraj idealen. Torej vecˇja
kot je povrsˇina pod krivuljo, bojˇsi je model. Za izracˇun ROC krivulje mo-
ramo najprej dolocˇiti prag. To je sˇtevilo med 0 in 1, ki locˇi pravilno pozitivne
primere od pravilno negativnih. Glede na razlicˇne vrednosti praga dobimo
razlicˇne tocˇke, na podlagi katerih nato nariˇsemo krivuljo.
Slika 2.3: ROC krivulja.
Obmocˇje pod krivuljo imenujemo AUC (angl. Area Under The Curve)
in predstavlja stopnjo locˇljivosti ter s tem verjetnost pravilne klasifikacije
nasˇega modela. Zavzame vrednost med 0 in 1, kjer viˇsja vrednost pomeni
boljˇsi model. Idealen model, ki vse primere klasificira pravilno, ima AUC
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vrednost enako 1. Torej povrsˇina pod ROC krivuljo je kvadrat med tocˇkami
(0,0), (0,1), (1,0) in (1,1). Model, ki pa napove pozitivni razred kot negativni
in obratno, pa ima AUC vrednost 0,5.
2.6 Delitev podatkov
Pri gradnji napovednega modela moramo pripravljene vhodne podatke raz-
deliti na ucˇno mnozˇico, na podlagi katere se bo nasˇ napovedni model ucˇil
ter na manjˇso testno mnozˇico, ki jo bomo uporabili za testiranje koncˇnega
modela. Najenostavnejˇse metode podatke razdelijo v dolocˇenem razmerju na
testno in ucˇno mnozˇico.
Bolj podrobno analizo modela lahko dobimo s pomocˇjo k-kratnega pre-
cˇnega preverjanja (angl. k-fold cross validation). Pri tem nacˇinu podatke
nakljucˇno razdelimo na k mnozˇic in nato eno imed teh mnozˇic vzamemo za
testno, preostale pa za ucˇno mnozˇico. Cˇe imamo k mnozˇic, bomo model
ucˇili k-krat in ga v vsakem poskusu ovrednotili na preostali testni mnozˇici.
Ponavadi uporabimo 5-kratno ali 10-kratno precˇno preverjanje, pri katerem
podatke razdelimo na 10 mnozˇic (Slika 2.4). Taksˇna delitev podatkov je
boljˇsa, saj omogocˇa testiranje na razlicˇnih testnih mnozˇicah in nam da boljˇsi
pregled nad tem, kako dober je nasˇ model.
Slika 2.4: Postopek 10-kratnega precˇnega preverjanja.
Poseben primer precˇnega preverjanja je precˇno preverjanje tipa izpusti
enega (angl. Leave one out cross validation), pri kateri za ucˇno mnozˇico
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vzamemo n − 1 podatkov. Primer, katerega ne vzamemo, pa predstavlja
testno mnozˇico, ki jo uporabimo za testiranje modela. V primeru, da imamo
n podatkov, se bo nasˇ model ucˇil n-krat, pri cˇemer ga bomo vedno testirali
na drugem primeru. Slabost taksˇne delitve je lahko cˇasovna zahtevnost, saj
nasˇ model ucˇimo n-krat, kar je lahko zelo cˇasovno potratno, kadar imamo
velik nabor podatkov.
Poglavje 3
Opis podatkov
Podatke smo pridobili s pomocˇjo podjetja Oryx gaming d.o.o. Uporabljena
baza podatkov vsebuje animizirane podatke o vedenju 1803 igralcev med 1.
1. 2018 in 31. 12. 2018.
3.1 Priprava podatkov
Zelo pomembno je, da strukturo podatkov in podatke same po sebi dobro
razumemo, saj bi gradnja napovednega modela na slabo oblikovanih podat-
kih pripeljala do neoptimalnih in tezˇko razumljivih ugotovitev. Predpriprava
podatkov lahko vzame veliko cˇasa, vendar ima zelo velik pomen, saj lahko
samo s pravilno oblikovanimi podatki pridemo do kvalitetnih rezultatov. Na
zacˇetku moramo preveriti, ali so podatki popolni, torej ali vsebujejo vse vre-
dnosti. Ta proces imenujemo cˇiˇscˇenje podatkov. V primeru manjkajocˇih
vrednosti moramo le-te pravilno obravnavati. Najpogosteje taksˇne ucˇne pri-
mere izpustimo oziroma jih odstranimo.
Po koncˇanem cˇiˇscˇenju podatkov lahko iz podatkov odstranimo tiste atri-
bute, katere ne bomo uporabili pri gradnji klasifikacijskega modela. V tej
fazi priprave podatkov odstranimo parametre, za katere menimo, da ne bodo
izboljˇsali kvalitete klasifikacije.
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3.2 Delitev na seje
Pripravljene podatke smo nato preoblikovali tako, da smo podatke o posa-
meznih akcijah igralca (nakazilo, stava, izplacˇilo, ...) zdruzˇili v seje (angl.
session). Za vsako sejo smo definirali tudi nove atribute, na primer sesˇtevek
stav, zmag, vplacˇil, izplacˇil in bonusov v dolocˇeni seji. Vsi izracˇunani atributi
so opisani v Tabeli 3.1. Dobro je, da imamo na razpolago cˇim vecˇ razlicˇnih
parametrov, na podlagi katerih lahko izboljˇsamo klasifikacijski model. V pri-
meru, da nam dolocˇen parameter ne pomaga pri klasifikaciji, lahko taksˇen
parameter kasneje identificiramo in odstranimo. Zaradi tega je dobro, da iz
obstojecˇih podatkov poskusimo usvariti cˇim vecˇ smiselnih parametrov.
Enostavna delitev podatkov na ure oziroma po dnevih v nasˇem primeru ni
dobra, saj imajo igralci zelo razlicˇne navade igranja. Taksˇna delitev bi lahko
privedla do nesmiselnega razbitja dogodkov, s pomocˇjo katerega bi kasneje
pri gradnji klasifikacijskega modela zelo tezˇko ucˇinkovito napovedali, ali bo
dolocˇen igralec zapustil spletno igralnico. Zaradi tega smo se odlocˇili, da
bomo posamezne dogodke zdruzˇili glede na cˇasovno razliko med njimi. Za
cˇasovno razliko med posameznimi dogodki smo preizkusili razlicˇne mozˇnosti
in ugotovili, da dobimo najboljˇse rezultate, cˇe je le-ta omejena na dve uri.
Tako smo seje oblikovali na nacˇin, da smo dogodke posameznega igralca
zdruzˇili tako, da je cˇasovna razlika med posameznima dogodkoma manjˇsa od
dveh ur. V primeru, da je cˇasovna razlika med dvema dogodkoma vecˇja od
dveh ur, dobimo dve seji.
Tako oblikovani podatki nam dajo dobro izhodiˇscˇe za gradnjo modela, saj
dobimo vpogled, kako pogosto igralec igra na spletni stavnici oziroma kaksˇne
so njegove navade igranja iger na srecˇo. Glede na dolzˇino premora lahko prav
tako ugotovimo, kaksˇna je nevarnost odhoda igralca, saj velik premor med
posameznima sejama pomeni vecˇjo nevarnost prenehavanja igranja.
Pri sejah smo prav tako definirali nov parameter CHURN, ki bo imel vlogo
odvisne spremenljivke pri gradnji napovednega modela. Vrednost tega atri-
buta nam pove, ali bo dolocˇen igralec prenehal igrati ali ne. Cˇe igralec po
zadnji seji ni nikoli vecˇ igral na nasˇi stavnici, smo vrednost tega atributa
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nastavili na 1, kar oznacˇuje zelo verjeten odhod igralca, pri ostalih sejah pa
na 0.
Spodnja tabela prikazuje vse parametre sej. Tako pripravljeni podatki
predstavljajo vhodne podatke v nasˇ klasifikacijski model.
PARAMETER OPIS
USER ID id igralca
SUM DEPOSIT sesˇtevek vplacˇil
SUM WITHDRAWAL sesˇtevek izplacˇil
SUM BONUS sesˇtevek bonusov
SUM BETS sesˇtevek stav
NUM BETS sˇtevilo stav
SUM WINS sesˇtevek zmag
NUM WINS sˇtevilo zmag
NUM DEPOSIT sˇtevilo vplacˇil
NUM WITHDRAWAL sˇtevilo izplacˇil
NUM BONUS
sˇtevilo bonusov, ki jih je igralec dobil v
trenutni seji
GAME INCOME dobicˇek igralnice
SCORE
izkupicˇek igralca (razlika med stavami
in zmagami)
TIME dolzˇina trajanja seje
IS WITHDRAWAL
ali je igralec po koncˇani seji naredil iz-
placˇilo ali ne
FINAL SCORE koncˇno stanje igralca po koncˇani seji
AVG BETS
povprecˇna stava igralca za trenutno
sejo
AVG WINS
povprecˇni dobicˇek igralca pri zmagah
za trenutno sejo
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RATIO BETS WINS
razmerje med stavami in dobitki
(zmage) za trenutno sejo
RATIO NUM BETS WINS
razmerje med sˇtevilom stav in zmag za
trenutno sejo
RATIO BONUS DEPOSIT
razmerje med prejetimi bonusi in
vplacˇili
RATIO NUM BONUS DEPOSIT
razmerje med sˇtevilom prejetih bonu-
sov in sˇtevilom vplacˇil
CHURN
parameter, ki nam pove, ali je trenutna
seja zadnja seja igralca
Tabela 3.1: Tabela parametrov sej.
Po koncˇani pripravi in obdelavi podatkov nasˇi podatki vsebujejo 15405
sej in 23 parametrov. Pred zacˇetkom gradnje klasifikacijskega modela smo
iz tako pripravljenih podatkov izlocˇili sˇe parameter USER ID, saj nam pri
klasifikaciji ne bo pomagal. Ostali parametri so numericˇni in jih bomo potre-
bovali pri gradnji klasifikacijskega modela, zato jih ne odstranimo. Po potrebi
jih bomo odstranili kasneje, cˇe nam le-ti ne bodo pomagali pri klasifikaciji.
Poglavje 4
Rezultati
4.1 Logisticˇna regresija
Predhodno pripravljene podatke smo razdelili na ucˇno in testno mnozˇico. Za
ucˇno mnozˇico smo vzeli 75% podatkov, za testno pa 25%. Nato smo na pod-
lagi ucˇne mnozˇice podatkov s pomocˇjo funkcije glm zgradili model logisticˇne
regresije. Glede na rezultat, ki smo ga dobili pri gradnji modela, lahko s
pomocˇjo funkcije summary vidimo, kateri parametri imajo pomembno vlogo
pri gradnji klasifikacijskega modela in kateri izmed njih nam pri klasifikaciji
ne pomagajo. To obicˇajno dolocˇimo na podlagi p-vrednosti.
P-vrednost ima zelo pomembno vlogo pri testiranju hipotez, saj nam
pove stopnjo pomembnosti dolocˇene spremenljivke. Na podlagi p-vrednosti
lahko izlocˇimo parametre, ki nam pri klasifikaciji ne bodo pomagali. Velika
p-vrednost pomeni, da dolocˇen parameter nima pomembne vloge pri napo-
vedi, zato lahko taksˇen parameter odstranimo. Nasprotno pa zelo majhna p-
vrednost pomeni visoko statisticˇno stopnjo pomembnosti parametra. Glede
na vnaprej dolocˇeno alfa vrednost dolocˇimo pomembnost parametrov. V
nasˇem primeru smo uporabili alfa vrednost 0,05. To pomeni, da zˇelimo ver-
jetnost napake v nasˇi hipotezi omejiti na 5%. Torej, cˇe ima dolocˇen parameter
p-vrednost manjˇso od 0,05, potem ga obdrzˇimo, v nasprotnem primeru pa
lahko taksˇen parameter odstranimo. Po koncˇani gradnji zacˇetnega klasifika-
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cijskega modela smo dobili naslednje vrednosti:
Slika 4.1: Podrobnosti modela logisticˇne regresije.
Na Sliki 4.1 lahko vidimo, kateri parametri so pri gradnji modela stati-
sticˇno pomembni in kateri ne. Pomembnost parametrov lahko dolocˇimo glede
na p-vrednost oziroma statisticˇno nepomembne parametre lahko izlocˇimo
glede na sˇtevilo zvezdic, ki so narisane desno od p-vrednosti na zgornji sliki.
Vecˇje sˇtevilo zvezdic pomeni vecˇjo statisticˇno pomembnost parametra pri kla-
sifikaciji. V primeru, da dolocˇen parameter nima nobene zvezdice, pomeni, da
taksˇen parameter ni statisticˇno pomemben. Eden od statisticˇno pomembnih
parametrov je parameter SUM DEPOSIT, ki ima p-vrednost manjˇso od 0,05.
Nasprotno pa lahko opazimo statisticˇno nepomembne parametre, kot sta
NUM BETS in NUM WINS. Z odstranjevanjem taksˇnih parametrov in ponovno
gradnjo modela smo poskusˇali izboljˇsati klasifikacijski model.
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Po zacˇetni gradnji klasifikacijskega modela na podlagi ucˇne mnozˇice smo
dobljeni model testirali na testni mnozˇici in izracˇunali klasifikacijsko matriko
(Tabela 4.1), s pomocˇjo katere smo ocenili natancˇnost modela.
Napoved
FALSE TRUE
R
ez
u
lt
at 0 3379 21
1 437 13
Tabela 4.1: Klasifikacijska matrika zacˇetnega modela.
Iz dobljene klasifikacijske matrike lahko razberemo, da je natancˇnost mo-
dela 0,881. To je precej visoka vrednost natancˇnosti, kar pa sˇe ne pomeni,
da je klasifikacijski model res zelo dober. V nasˇem primeru, ko napove-
dujemo, ali bo dolocˇen igralec prenehal igrati ali ne, lahko dosezˇemo zelo
visoko natancˇnost, cˇe vse primere klasificiramo v razred 0, saj ima vecˇina
sej parameter CHURN enak 0. Zaradi tega ni dovolj, da opazujemo samo na-
tancˇnost, ampak moramo izracˇunati tudi druge metrike, ki jih lahko dobimo s
pomocˇjo klasifikacijske matrike. Poleg natancˇnosti izracˇunamo tudi resnicˇno
negativno vrednost in resnicˇno pozitivno vrednost, s pomocˇjo katerih lahko
bolje ocenimo, kako uspesˇen je nasˇ klasifikacijski model. Za resnicˇno po-
zitivno vrednost smo dobili vrednost 0,029, kar je zelo nizka vrednost. To
pomeni, da klasifikacijski model zelo slabo napoveduje, ali je dolocˇen igralec
zapustil trenutno spletno igralnico. Tudi z odstranjevajem statisticˇno ne-
pomembnih parametrov nam te vrednosti ni uspelo izboljˇsati, kar pomeni,
da je lahko priˇslo do prekomernega prileganja (angl. overfitting), ki je zelo
pogost problem v strojnem ucˇenju in podatkovni znanosti. Pri gradnji klasi-
fikacijskega modela prekomerno prileganje pomeni zelo natancˇno prileganje
dolocˇeni mnozˇici podatkov. Do problema pride, kadar zˇelimo model upo-
rabiti na novih, sˇe nevidenih podatkih, saj v tem primeru model klasificira
nakljucˇno. Zaradi tega je potrebno za gradnjo klasifikacijskega modela upora-
biti kaksˇno drugo metodo. V nasˇem primeru smo uporabili 10-kratno precˇno
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preverjanje in precˇno preverjanje tipa izpusti enega, saj se tako izognemo
prekomernemu prileganju in kasnejˇsi napacˇni napovedi.
4.1.1 Precˇno preverjanje
Zaradi prekomernega prileganja smo za gradnjo klasifikacijskega modela upo-
rabili metodo 10-kratnega precˇnega preverjanja, kar pomeni, da smo klasifi-
kacijski model zgradili na podlagi 10-kratnega ucˇenja na 10 razlicˇnih ucˇnih
mnozˇicah. S pomocˇjo metode precˇnega preverjanja praviloma dobimo boljˇse
rezultate, saj model ucˇimo in testiramo na razlicˇnih mnozˇicah. Gradnja
klasifikacijskega modela s pomocˇjo 10-kratnega precˇnega preverjanja traja
malo dlje kot gradnja modela na podlagi ucˇne in testne mnozˇice, saj pri
10-kratnem precˇnem preverjanju model ucˇimo 10-krat. Po koncˇani gradnji
klasifikacijskega modela smo dobljeni model testirali, kako natancˇen je in pri
tem izracˇunali naslednjo klasifikacijsko matriko:
Napoved
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at 0 2556 844
1 182 268
Tabela 4.2: Klasifikacijska matrika (10-kratno precˇno preverjanje).
Iz klasifikacijske matrike 4.2 smo izracˇunali natancˇnost klasifikacijskega
modela, ki ima vrednost 0,734. To pomeni, da klasifikacijski model 73,4%
pravilno napove pripadnost oziroma nepripadnost dolocˇenemu razredu. Re-
snicˇno pozitivna vrednost klasifikacijksega modela je 0,595, torej klasifikacij-
ski model v 59,5% pravilno napove, ali bo dolocˇeni igralec zapustil spletno
igralnico. V napovedovanju ali je igralec ostal pri spletni igralnici, pa je nasˇ
klasifikacijski model natancˇen v 75,2% (resnicˇna negativna stopnja).
Klasifikacijski model smo poizkusili sˇe izboljˇsati, in sicer z odstranje-
vanjem statisticˇno nepomembnih parametrov. Pri tem zˇelimo dobiti cˇim
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boljˇso vrednost za natancˇnost in resnicˇno pozitivno vrednost. Za igralnice je
kljucˇno, da klasifikacijski model cˇim bolje napove, ali bo igralec zapustil igral-
nico, zato je bolj pomembno, da poskusˇamo zmanjˇsati sˇtevilo FP primerov,
kot pa zmanjˇsati sˇtevilo FN primerov. Pri odstranjevanju parametrov smo
si pomagali tudi z grafom, ki prikazˇe statisticˇno pomembnost posameznih
parametrov (Slika 4.2). Parametri si v grafu sledijo od statisticˇno najbolj
pomembnih parametrov, do statisticˇno najmanj pomembnih.
Slika 4.2: Pomembnost parametrov pri 10-kratnem precˇnem preverjanju.
Glede na p-vrednost smo izlocˇili nekatere statisticˇno nepomembne para-
metre in s tem poskusili izboljˇsati obstojecˇi klasifikacijski model. Izlocˇili smo
naslednje parametre: NUM WINS, IS WITHDRAWAL, NUM WITHDRAWAL, SUM BO-
NUS, GAME INCOME in SCORE. Preostali parametri so statisticˇno pomembni,
zato smo s pomocˇjo teh parametrov ponovno zgradili klasifikacijski model.
Po koncˇani gradnji modela smo izracˇunali naslednjo klasifikacijsko matriko.
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FALSE TRUE
R
ez
u
lt
at 0 2513 887
1 177 273
Tabela 4.3: Koncˇna klasifikacijska matrika, 10-kratno precˇno preverjanje.
Iz matrike 4.3 vidimo, da smo uspeli trenutni klasifikacijski model z od-
stranjevanjem statisticˇno nepomembnih parametrov sˇe malo izboljˇsati. Zˇeleli
smo dobiti boljˇso resnicˇno pozitivno vrednost, kar nam je tudi uspelo. Iz ma-
trike 4.3 izracˇunamo resnicˇno pozitivno vrednost, ki sedaj znasˇa 0,607. Torej
klasifikacijski model 60,7% pravilno napove, ali bo igralec zapustil spletno
igralnico.
4.1.2 Precˇno preverjanje tipa izpusti enega
Poleg metode 10-kratnega precˇnega preverjanja smo uporabili tudi metodo
LOOCV. Gradnja modela s pomocˇjo metode LOOCV je cˇasovno bolj zah-
tevna, saj za testiranje klasifikacijskega modela uporabimo vsak primer pose-
bej. Po koncˇani gradnji klasifikacijskega modela s pomocˇjo metode LOOCV
smo iz klasifikacijske matrike izracˇunali natancˇnost modela, ki znasˇa 74,6%.
Resnicˇna pozitivna vrednost ima vrednost 56%, resnicˇna negativna vrednost
pa 77%.
Klasifikacijski model smo poskusili izboljˇsati tudi s pomocˇjo odstranje-
vanja statisticˇno nepomembnih parametrov. Pri tem smo odstranili nasle-
dnje parametre: NUM WITHDRAWAL, IS WITHDRAWAL, RATIO NUM BETS WINS,
GAME INCOME in SCORE. Tako smo klasifikacijski model zgradili na podlagi
preostalih parametrov. Iz dobljenih rezultatov smo izracˇunali klasifikacijsko
matriko (Tabela 4.3).
Iz dobljene matrike smo izracˇunali natancˇnost klasifikacijskega modela, ki
znasˇa 72,6%, kar pomeni, da je klasifikacijski model 72,6% natancˇen pri na-
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Tabela 4.4: Klasifikacijska matrika (LOOCV).
povedovanju pripadnosti oziroma nepripadnosti razredu. Resnicˇna pozitivna
vrednost se je po ponovni gradnji modela izboljˇsala, in sicer znasˇa 61,6%.
Torej klasifikacijski model v 61,6% pravilno napove, ali bo dolocˇen igralec
zapustil spletno igralnico. Resnicˇna negativna vrednost pa znasˇa 74%.
4.1.3 Primerjava metod
Po koncˇani gradnji klasifikacijskega modela smo za vse tri primere, torej gra-
dnjo modela s pomocˇjo delitve podatkov na ucˇno in testno mnozˇico, metode
10-kratnega precˇnega preverjanja in metode LOOCV, izrisali krivuljo ROC in
izracˇunali vrednost AUC. Na ta nacˇin smo sˇe dodatno preverili, kako uspesˇen
je posamezen klasifikacijski model.
Na Sliki 4.3 vidimo tri razlicˇne ROC krivulje in kako se le-te med seboj
razlikujejo glede na razlicˇno uporabljene metode. Najslabsˇo ROC krivuljo
ima klasifikacijski model, katerega smo zgradili s pomocˇjo delitve podatkov
na testno in ucˇno mnozˇico. Graf ROC krivulje tega modela je prikazan z mo-
dro cˇrto. Prav tako ima ta klasifikacijski model najslabsˇo AUC vrednost, in
sicer znasˇa 0,7397. ROC krivulji klasifikacijskih modelov zgrajenih s pomocˇjo
metod 10-kratnega precˇnega preverjanja (rumena cˇrta) in metode LOOCV
(zelena cˇrta) sta boljˇsi in se med seboj zelo malo razlikujeta. Posledicˇno
imata tudi boljˇsi AUC vrednosti. Klasifikacijski model zgrajen s pomocˇjo
metode 10-kratnega precˇnega preverjanja ima AUC vrednost 0,7436, klasifi-
kacijski model zgrajen s pomocˇjo metode LOOCV pa 0,7447.
Glede na rezultate, ki smo jih dobili s pomocˇjo delitve podatkov na ucˇno
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Slika 4.3: Primerjava ROC krivulj.
in testno mnozˇico, metode LOOCV in metode 10-kratnega precˇnega prever-
janja, smo ugotovili, da dobimo najboljˇse napovedne rezultate pri precˇnem
preverjanju tipa izpusti enega. Za gradnjo klasifikacijskega modela s pomocˇjo
logisticˇne regresije in metode LOOCV smo uporabili parametre prikazane v
Tabeli 4.5. Tabela nam prikazuje vrstni red pomembnosti parametrov pri gra-
dnji modela, iz katere lahko vidimo, da je statisticˇno najbolj pomemben para-
meter pri gradnji klasifikacijskega modela parameter RATIO BONUS DEPOSIT.
RANK PARAMETER
1 RATIO BONUS DEPOSIT
2 RATIO NUM BONUS DEPOSIT
3 SUM BETS
4 NUM BONUS
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5 SUM WINS
6 TIME
7 SUM WITHDRAWAL
8 AVG WINS
9 NUM DEPOSIT
10 SUM DEPOSIT
11 NUM BETS
12 RATIO BETS WINS
13 AVG BETS
14 SUM BONUS
15 NUM WINS
Tabela 4.5: Tabela pomembnosti parametrov.
4.2 Bayesova logisticˇna regresija
Za gradnjo klasifikacijskega modela smo nato uporabili sˇe Bayesovo logisticˇno
regresijo. Klasifikacijski model smo zgradili s pomocˇjo funkcije stan glm.
Pred zacˇetkom gradnje modela smo morali iz vhodnih podatkov odstraniti
dolocˇene parametre, ker so povzrocˇali tezˇave s konvergenco modela.
Za odstranjevanje statisticˇno nepomembnih parametrov smo pri Baye-
sovi logisticˇni regresiji uporabili intervale zaupanja (angl. confidence inter-
val). Kadar je 95% interval zaupanja dolocˇenega parametra enak 0, taksˇen
parameter odstranimo. V nasprotnem primeru pa ga obdrzˇimo.
Gradnja klasifikacijskega modela s pomocˇjo Bayesove logisticˇne regresije
traja dlje kot pri uporabi logisticˇne regresije. Model smo zgradili na pod-
lagi 4 Markovih verig, vsaka je bila dolga 2000 iteracij. Ker so verige lepo
skonvergirale, smo izracˇunali klasifikacijsko matriko (Tabela 4.6).
Tako kot pri logisticˇni regresiji, je tudi pri Bayesovi logisticˇni regresiji
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Napoved
FALSE TRUE
R
ez
u
lt
at 0 13537 65
1 1741 62
Tabela 4.6: Klasifikacijska matrika - Bayesov model.
natancˇnost modela po zacˇetni gradnji zelo visoka, resnicˇna pozitivna vre-
dnost pa zelo nizka, njena vrednost je le 0,029. Ker tudi z odstranjevanjem
statisticˇno nepomembnih parametrov nismo uspeli izboljˇsati klasifikacijskega
modela, je tudi pri Bayesovi logisticˇni regresiji priˇslo do prekomernega pri-
laganja. Zaradi tega smo tudi pri Bayesovi logisticˇni regresiji za gradnjo
klasifikacijskega modela uporabili metodo 10-kratnega precˇnega preverjanja
in metodo precˇnega preverjanja tipa izpusti enega (LOOCV).
4.2.1 10-kratno precˇno preverjanje
Pri zacˇetni gradnji klasifikacijskega modela s pomocˇjo metode 10-kratnega
preverjanja smo za gradnjo modela uporabili vse paramtere. Po koncˇani
gradnji smo dobljeni model preizkusili in iz klasifikacijske matrike izracˇunali
natancˇnost modela. Natancˇnost modela znasˇa 72%, resnicˇna pozitivna vre-
dnost 61,8% in resnicˇna negativna vrednost 73,3%.
Klasifikacijski model smo uspeli izboljˇsati z odstranjevanjem statisticˇno
nepomembnih parametrov. Iz podatkov smo odstranili SUM BONUS, NUM WINS,
NUM WITHDRAWAL, IS WITHDRAWAL, RATIO NUM BETS WINS, GAME INCOME in
SCORE. Tako smo klasifikacijski model zgradili na podlagi preostalih para-
metrov in iz dobljenih rezultatov izracˇunali klasifikacijsko matriko (Tabela
4.7).
Natancˇnost dobljenega klasifikacijskega modela znasˇa 72,4%, resnicˇna po-
zitivna vrednost 64% in resnicˇna negativna vrednost je 73,5%. Vse vrednosti
so se izboljˇsale v primerjavi s prejˇsnjim modelom, zato smo z odstranjevanjem
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Napoved
FALSE TRUE
R
ez
u
lt
at 0 2498 902
1 162 288
Tabela 4.7: Klasifikacijska matrika - Bayesov model (10-kratno precˇno
preverjanje).
nepomembnih parametrov uspeli izboljˇsati trenutni klasifikacijski model.
4.2.2 Precˇno preverjanje tipa izpusti enega
Poleg 10-kratnega precˇnega preverjanja smo za gradnjo klasifikacijskega mo-
dela uporabili tudi metodo LOOCV. Gradnja modela s pomocˇjo metode LO-
OCV je cˇasovno bolj zahtevna in traja bistveno dlje, kot gradnja modela pri
10-kratnem precˇnem preverjanju. Po zacˇetni gradnji smo iz dobljenih rezul-
tatov izracˇunali klasifikacijsko matriko. Pri tem smo izracˇunali natancˇnost
dobljenega klasifikacijskega modela, ki znasˇa 73,5%. resnicˇna pozitivna vre-
dnost znasˇa 57,8%, resnicˇno negativna vrednost pa 75,6%.
Tako kot pri ostalih metodah, smo tudi pri metodi LOOCV odstranili sta-
tisticˇno nepomembne parametre, ki nam pri gradnji klasifikacijskega modela
ne pomagajo. Pred ponovno gradnjo klasifikacijskega modela smo odstranili
parametre NUM DEPOSIT, NUM WITHDRAWAL, NUM BONUS, SUM BETS, SUM WINS,
NUM WINS, RATIO NUM BETS WINS, GAME INCOME in SCORE. Na podlagi preo-
stalih parametrov smo zgradili klasifikacijski model in izracˇunali klasifikacij-
sko matriko (Tabela 4.8).
Iz matrike izracˇunamo natancˇnost modela, ki znasˇa 74,5%. Resnicˇna
pozitivna vrednost je 57,6%, resnicˇna negativna vrednost pa je 76,7%.
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Napoved
FALSE TRUE
R
ez
u
lt
at 0 2608 792
1 191 259
Tabela 4.8: Klasifikacijska matrika - Bayesov model (LOOCV).
4.2.3 Primerjava metod
Po koncˇani gradnji klasifikacijskega modela s pomocˇjo Bayesove logisticˇne
regresije na podlagi razlicˇno uporabljenih metod smo si za vse tri primere
izrisali sˇe krivuljo ROC in izracˇunali vrednost AUC. Tako smo sˇe dodatno
preverili, katera izmed uporabljenih metod se je izkazala za najboljˇso.
Slika 4.4: Primerjava ROC krivulj - Bayesova logisticˇna regresija.
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Iz Slike 4.4 vidimo, da ima najslabsˇo ROC krivuljo model, ki smo ga zgra-
dili na podlagi delitve podatkov na ucˇno in testno mnozˇico. Graf tega modela
je prikazan z modro cˇrto. Tako kot pri logisticˇni regresiji imata tudi pri Baye-
sovi logisticˇni regresiji boljˇso ROC krivuljo klasifikacijskega modela zgrajena
s pomocˇjo metode 10-kratnega precˇnega preverjanja (rumena cˇrta) in me-
tode LOOCV (zelena cˇrta). Za vse tri klasifikacijske modele smo izracˇunali
tudi AUC vrednosti. Najslabsˇo AUC vrednost ima model zgrajen na podlagi
delitve podatkov na ucˇno in testno mnozˇico, in sicer znasˇa 0,7332. Klasifika-
cijski model zgrajen s pomocˇjo metode LOOCV ima AUC vrednost 0,7355,
model zgrajen s pomocˇjo metode 10-kratnega precˇnega preverjanja pa ima
AUC vrednost 0,7416.
Pri Bayesovi logisticˇni regresiji smo iz dobljenih rezultatov ugotovili, da
je najboljˇsa metoda za gradnjo klasifikacijskega modela metoda 10-kratnega
precˇnega preverjanja. Klasifikacijski model zgrajen s pomocˇjo te metode ima
najboljˇso ROC krivuljo, AUC vrednost in vrednosti, ki smo jih izracˇunali s
pomocˇjo dobljene klasifikacijske matrike.
Za koncˇno gradnjo klasifikacijskega modela smo torej uporabili metodo
10-kratnega precˇnega preverjanja. Pri tem smo pri gradnji uporabili para-
metre prikazane v Tabeli 4.9.
RANK PARAMETER
1 RATIO BETS WINS
2 RATIO BONUS DEPOSIT
3 NUM BONUS
4 RATIO NUM BONUS DEPOSIT
5 NUM BETS
6 FINAL SCORE
7 SUM WINS
8 TIME
9 NUM DEPOSIT
10 SUM BETS
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11 SUM DEPOSIT
12 AVG WINS
13 AVG BETS
14 SUM WITHDRAWAL
Tabela 4.9: Tabela pomembnosti parametrov - Bayesova logisticˇna regresija.
Iz tabele vidimo, da ima najpomembnejˇso vlogo pri gradnji klasifikacij-
skega modela parameter RATIO BETS WINS, najmanj pomembno vlogo pa ima
parameter SUM WITHDRAWAL.
Poglavje 5
Ugotovitve
V diplomski nalogi smo zˇeleli zgraditi cˇim boljˇsi klasifikacijski model s pomo-
cˇjo katerega bi lahko napovedali, kateri igralci bodo zapustili trenutno spletno
igralnico. Za gradnjo klasifikacijskega modela smo uporabili dve razlicˇni na-
povedni metodi, logisticˇno regresijo in Bayesovo logisticˇno regresijo. Na pod-
lagi dobljenih rezultatov smo ugotovili, da je tako pri logisticˇni regresiji kot
tudi pri Bayesovi logisticˇni regresiji najboljˇsa uporaba metode 10-kratnega
precˇnega preverjanja. V primerjavi med logisticˇno regresijo in Bayesovo logi-
sticˇno regresijo pa smo ugotovili, da smo z uporabo logisticˇne regresije dobili
malenkost boljˇse rezultate pri vseh izmerjenih metrikah.
Koncˇni model smo torej zgradili s pomocˇjo logisticˇne regresije in metode
10-kratnega precˇnega preverjanja. Natancˇnost klasifikacijskega modela pri
napovedovanju, ali bo dolocˇen igralec zapustil trenutno spletno igralnico ali
ne, znasˇa 73%. Resnicˇna pozitivna vrednost pa znasˇa 60,7%, kar pomeni, da
klasifikacijski model v 60,7% pravilno napove, ali bo igralec zapustil trenutno
spletno igralnico. Pri napovedovanju, ali bo igralec ostal pri trenutni spletni
igralnici, pa je koncˇen klasifikacijski model natancˇen v 74%.
31
32 Tara Patricija Bosil
Literatura
[1] The r project for statistical computing. Dosegljivo: https://www.r-
project.org. [Dostopano: 28. 7. 2019].
[2] Basic evaluation measures from the confusion matrix. Do-
segljivo: https://classeval.wordpress.com/introduction/basic-
evaluation-measures/, 2017. [Dostopano: 31. 7. 2019].
[3] The logistic regression algorithm. Dosegljivo: https:
//machinelearning-blog.com/2018/04/23/logistic-regression-
101/, 2018. [Dostopano: 31. 7. 2019].
[4] Marax Al. Solving churn part 1: What is churn and why should
consumer internet companies worry about it? Dosegljivo: https:
//medium.com/@MaraxAI/part-1-what-is-churn-and-why-should-
consumer-internet-companies-worry-about-it-c032af93f26d,
2017. [Dostopano: 27. 7. 2019].
[5] Bob Carpenter, Andrew Gelman, Matthew D Hoffman, Daniel Lee, Ben
Goodrich, Michael Betancourt, Marcus Brubaker, Jiqiang Guo, Peter
Li, and Allen Riddell. Stan: A probabilistic programming language.
Journal of statistical software, 76(1), 2017.
[6] Vladislav Lazarov and Marius Capota. Churn prediction. Bus. Anal.
Course. TUM Comput. Sci, 2007.
33
34 Tara Patricija Bosil
[7] Chelsea Muth, Zita Oravecz, and Jonah Gabry. User-friendly bayesian
regression modeling: A tutorial with rstanarm and shinystan. Quanti-
tative Methods for Psychology, 14(2):99–119, 2018.
[8] Parul Pandey. Simplifying the roc and auc metrics. Dose-
gljivo: https://towardsdatascience.com/understanding-the-roc-
and-auc-curves-a05b68550b69, 2019. [Dostopano: 31. 7. 2019].
[9] Pymnts. Why streaming services have less customer churn. Do-
segljivo: https://www.pymnts.com/subscription-commerce/2019/
streaming-loyalty-netflix-spotify/, Jun 2019.
[10] Ben Shaver. A zero-math introduction to markov chain monte carlo
methods. Dosegljivo: https://towardsdatascience.com/a-zero-
math-introduction-to-markov-chain-monte-carlo-methods-
dcba889e0c50, 2017. [Dostopano: 31. 7. 2019].
[11] Eunju Suh and Matt Alhaery. Customer retention: Reducing online ca-
sino player churn through the application of predictive modeling. UNLV
Gaming Research & Review Journal, 20(2):6, 2016.
