Large scale environmental impact studies typically involve the use of simulation models and require a variety of inputs, some of which may need to be estimated when adequate measured data are absent. As an example, soil water retention needs to be estimated for a large number of soils that are to be used in the context of the U.S. national scale Conservation Eff ects Assessment Project (CEAP). Use of a set of well known linear regression based pedotransfer functions (PTFs) developed in 1982 was proposed to address such data need. Examination of the underlying data as well as comparative estimations to an independent US-wide data set revealed that the proposed equations were most likely meant to use organic carbon (OC) data in place of the reported organic matter (OM) data. Other discrepancies-possibly due to misreporting-were also found in a large portion of the OM data. Th ese PTFs were also developed from data originating from only 18 U.S. states-and 48% of them dominated by 3 U.S. states-while major cropland states/regions were barely or not represented at all. Resulting estimations showed non-random distribution of estimation residuals (i.e., bias) that could however be corrected with data transformations and by using a k-Nearest Neighbor algorithm as an alternative PTF technique. We recommend that the PTF equations proposed in 1982 not be used in the context of the U.S. national scale CEAP project. Alternative solutions should ensure the proper representation of U.S. soils and their properties.
S imulation modeling provides a feasible alternative to fi eld monitoring when large scale environmental concerns are to be addressed. Th e cropland component of the U.S. national scale Conservation Eff ects Assessment Project (CEAP) aims to identify and quantify benefi ts resulting from applying USDA recommended conservation practices on croplands. Nonpoint-source pollution is inherent on croplands where chemicals and fertilizers are typically applied across the land. Th e transport and fate of such pollution as well as soil erosion is evaluated in the framework of CEAP by using the APEX simulation model (Williams et al., 2000) .
Th e hydrology component of the APEX model requires input on soil fi eld capacity and permanent wilting point, however, collection of such data is not feasible at large scales. In absence of measured data, simulation models can rely on estimated soil hydraulic property values that are derived from a collection of small-scale (point) samples. Th is can, for example, be an assigned value to a mapping unit but can also be a point estimate using a pedotransfer function (PTF). Use of reliable soil hydraulic data is important since any errors will propagate through a variety of modeling processes and to all later time steps with potentially far reaching consequences for the simulated environmental measures on-site or even off -site. Th ere has been an abundance of methods and databases used to develop PTFs to date. A multitude of aspects, concerns and developments in this area of research have been summarized in Pachepsky and Rawls (2004) . For the purposes of the national scale CEAP project the PTF equations of Rawls et al. (1982) have initially been proposed for use to fi ll in the data need.
It is generally known that PTFs developed for soils in a particular area may not be applicable to soils in a diff erent area. In a classic example, Tomasella et al. (2000) tested temperate climate PTFs on tropical soils and found major deviations in the estimations. Signifi cant diff erences in water retention estimations have also been found, e.g., by and Nemes et al. (2003) despite the fact that they tested temperate climate PTFs using temperate climate test data. It can indeed be a diffi cult and confusing task to choose between options that are seemingly all suitable to fi ll a particular data void, as pointed out, e.g., by Gijsman et al. (2002) .
One concern regarding the development and testing of PTFs is the fact that many studies-especially earlier studies-have not used independent data to test prediction performance within the context of the original study. Th is is not surprising in the case of smaller scale data collections where chances to secure independent local test data were very limited. However, lack of such internal testing also aff ects widely used and data rich PTF equations like those of, e.g., Rawls et al. (1982) or Wösten et al. (1999) . Later independent testing by other authors using data from other sources generally appears to confi rm that the performance of PTFs largely depends on the data set used for testing-a fi nding that fi rst established.
Another potentially important factor in PTF development and application is whether the true distribution of the collected samples will indeed depict the stated representative area. Experimental bias may be one factor that infl uences sampling preferences but country or region specifi c public environmental concerns may also drive public funding to preferred areas of research. As an example for the latter, concerns related to the presence of fi ne textured saltaff ected soils in, e.g., the Great Plains of Hungary resulted in a vast number of related studies that span across generations of scientists over the last nearly 100 yr (Várallyay, 1999) . Th is may result in the over-representation of such soils in some Hungarian data collections (e.g., Nemes, 2002) despite the fact that they represent only a fraction of the area of Hungary. Yet, resulting PTFs would typically be considered valid for the entire country.
Similar concerns are yet to be examined in detail in the U.S. An early study by Rawls et al. (1982) that lists pedotransfer functionsand other information summarized for groups/classes of soils-has become a landmark in PTF research. Th e study relies on a vast collection of soil information; the authors assembled data of about 5350 samples from 26 sources, listed to represent 32 U.S. states. However, because of limitations in availability of some of the measured data, only 2541 of those soil horizons were used to develop PTFs. At the time, and for a long time to follow, these data were the single most signifi cant source for PTF development not only in the U.S., but probably also worldwide. Th e equations published therein have been cited in hundreds of studies to this day, as witnessed in publicly available citation databases. Yet, the only comprehensive study that compares the performance of equations published therein to data of a large, independent US-wide data collection appears to be that by Kern (1995) . He found that the PTFs of Rawls et al. (1982) , out of six models tested, were the most suitable to describe pressure vs. moisture content relationships for a large collection of U.S. soils. He used mean error and general graphical evaluation of estimates as the only two criteria for model evaluation.
Statistical measures usually have their limitations in terms of what conclusions they allow the user to derive. Statistical measures that are most frequently used while developing and testing pedotransfer functions are root-mean-squared residuals (RMSR), mean residuals (MR) and the correlation coeffi cient (R 2 ) indicating the direct statistical association between estimated and measured data (Donatelli et al., 2004) . While other measures are also in use, the above measures are dominant, and little attention is given to patterns in the residuals. Examination of the residuals and their correlations to other variables may reveal additional details on the performance of an estimation technique and may add substantial confi dence in a PTF (Donatelli et al., 2004) . A PTF is essentially a generalization of correlations in the underlying database. It is hypothesized therefore that the distribution of estimation residuals can reveal where correlations between input and output variables in the development and test data sets are diff erent. Unexpected patterns in the residuals would indicate what subsets of the data require further investigation.
Th e need to determine its US-wide applicability and the absence of an extensive evaluation of the Rawls et al. (1982) PTF equations in the past prompted interest in further testing of those equations. Th e objective of this study is to evaluate to what extent the Rawls et al. (1982) equations deliver water retention estimates that are representative of US-wide soil conditions. A second independent US-wide data set and an advanced alternative to simple linear regression were utilized to test the performance of the published equations and the underlying data. Frequently used statistical measures as well as examination of estimation residuals served as tools to help judge to what extent those PTFs are suitable to represent U.S. soil conditions.
MATERIALS AND METHODS Data and Equations of Rawls et al. (1982)
Th e set of multiple linear regression equations published by Rawls et al. (1982) provide point estimates on the water retention curve (WRC)-i.e., water content at particular soil water matric potentials-using sand, silt and clay content, organic matter (OM) content, and optionally bulk density (D b ) and one or two existing values on the WRC. While other approaches do exist, by convention, fi eld capacity and permanent wilting point are most commonly approximated in the U.S. by soil water retention at-33 and-1500 kPa matric potentials, respectively. Th e two equations that are of special interest for the CEAP project have the form of: where θ 33 and θ 1500 are soil water retention at-33 and-1500 kPa matric potentials respectively, OM is percent organic matter content and SAND and CLAY are sand and clay content [%] according to the FAO/ USDA particle size classifi cation system. Depending on the simulation model, these two values can be given to the model which uses it to describe soil water dynamics during the model run.
Since initial tests showed a strange (biased) behavior of the above equations, we consulted a copy of the master database to evaluate the original data of Rawls et al. (1982) . We successfully identifi ed 2528 (99.49%) of the 2541 samples reportedly used by Rawls et al. (1982) after applying data restrictions listed in their work. Before applying those restrictions we checked all data in the master database for consistency. Th e diff erence of 13 samples may have originated from diff erences in rounding of data-which we have no information of-or from the removal of duplicate or obviously errant entries. Th e identifi ed data were then examined in basic statistical terms and were used to derive new estimations for the purpose of making comparisons.
The National Soil Survey Characterization Database
To serve as an independent test data set, soil horizons were identifi ed in the U.S. NRCS-SCS National Soil Survey Characterization (NSSC) Database (Soil Survey Staff , 1997), using the same selection criteria as listed in Rawls et al. (1982) . Selections were also limited to the contiguous 48 states of the United States (i.e., excluding Alaska and Hawaii) and selected soil properties were as follows: sand (50-2000 μm), silt (2-50 μm) and clay content (<2 μm) according to the USDA classifi cation system (USDA, 1951), OM content and retained (volumetric) water at-33 and -1500 kPa matric potentials (θ 33 and θ 1500 , respectively), with no missing data allowed in any of the fi elds. Th e resulting 9395 size data set excludes any entries that showed any obvious inconsistency in physical or hydraulic data (sand+silt+clay≠1; θ 33 < θ 1500 ; ((1-[D b ]/2.65)-θ 33 ) < 0). Th is data set was then randomly split to two halves. Subset ' A' (N = 4697) was used as the universal test data set for all the estimations presented in this study, while subset 'B' (N = 4698) was retained to generate comparative estimates. Splitting the data in this manner allows us to develop estimates from data that show the same distribution of properties as the test data set does, while they are entirely independent of each other. Th e two half data sets were statistically identical with a probability of p < 0.001 (not shown).
Alternative Technique to Estimate Soil Water Retention
Linear regression used by Rawls et al. (1982) has been an option to explore relationships in data sets as demonstrated by a large number of studies in many fi elds of research. Although added model complexity may not always pay off (Al Majou et al., 2007) , improved, more complex techniques that have recently been applied to develop PTFs oft en show advantages over linear regression. Th ese techniques include more complex types of regression equations (e.g., Minasny et al., 1999) , artifi cial neural networks (e.g., , regression trees (e.g., Lilly et al., 2008) , support vector machines (e.g., Lamorski et al., 2008) as well as nonparametric algorithms (e.g., Nemes et al., 2006a,b) . Advantages of these methods include, e.g., minimal assumptions regarding linearity and local vs. global neighborhoods of correlation relationships. By applying alternative methods of PTF development to the same data, one can potentially identify the signifi cance of weaknesses in one approach or the other.
We used the soft ware of Nemes et al. (2008) . Th e algorithm behind this soft ware has been developed and initially tested by Nemes et al. (2006a) to estimate the same two water retention values as employed in this study, using a version of the non-parametric 'k-Nearest Neighbor' (k-NN) technique (e.g., Dasarathy, 1991) . Th e technique is based on pattern-recognition rather than on fi tting equations to data. Application of the k-NN means identifying and retrieving the most similar instances, based on their input attributes, to the target object from a known set of stored instances (reference soils). Th e 'distance' of each reference soil from the target soil is calculated as the square root of the sum of squared diff erences in each of the input attributes between the target soil and each of the reference soils aft er normalization of all input data. Soils of the reference data set are then sorted in ascending order of their distance from the target soil and the estimated value of the output attribute is calculated as an inverse-distance based weighted average of the output attribute of a pre-selected (k) number of the nearest reference soils. Nemes et al. (2006b) tested the sensitivity of this version of k-NN to diff erent algorithm and data scenarios and concluded that the k-NN technique showed a large degree of stability and insensitivity to diff erent settings and options. One of the advantages of the k-NN technique over other existing PTF techniques is that estimations are made from diff erent small subsets of data for each and every target object in the test or application data set based on their similarity, rather than applying a set of optimized estimation equations or weight matrices globally for the entire data matrix. Using the k-NN technique, any diff erences in the distribution of sample properties in the 'development' and test data sets are expected to have less negative infl uence (i.e., potential bias) on the outcome of the estimations than if other existing techniques are used. Note that none of our estimations rely on using the default data set distributed with the above k-NN soft ware. We solely used data sets that are identifi ed herein.
Input Variables and Tests Used to Evaluate Estimation Performance
Since the primary goal of this study was not to develop new sets of PTF equations but to evaluate an existing one, we strictly adhered to the opinion that using additional input information may change the characteristics of the estimations. For this reason, even though more potentially useful input variables were available, we used only soil texture (sand, silt and clay content) and organic matter content as input to generate the estimates presented below. Th erefore, any and all potential diff erences in estimations compared to the original Rawls et al. (1982) equations are due to diff erences in PTF development technique or the characteristics of the data, but not to changing the list of input variables.
Root-mean-squared residuals (RMSR) as well as mean residuals (MR) were used as two frequently used measures of the quality of estimations. Th ese measures are defi ned as:
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Here, N is the number of samples in the test data set, θ and θ are measured and estimated water contents, respectively. Th e M R can quantify systematic errors between measurements and estimations and the RMSR can give the accuracy of the estimations in terms of standard deviations. Th e distribution of residuals may carry important information about the underlying data. It can, for example, uncover bias that is specifi c to a particular input even if the overall bias is near zero. Estimation residuals were therefore correlated to each of the input variables. If the correlation coeffi cient (R 2 ) is near 0, errors are randomly distributed along the diff erent values or levels of the examined input variable. Table 1 provides summary statistics of the recovered portion (N = 2528) of the Rawls et al. (1982) data set, the NRCS NSSC data set (N = 9395) and also lists the statistical properties of the original Rawls et al. data set from their 1982 publication. Statistical properties of the recovered Rawls data set closely resemble those reported by Rawls et al. (1982) , supporting the conclusion that recovery of the data set was successful. Signifi cant diff erences can, however be noticed between the two sets of properties in OM content. We found a mean value for OM that is signifi cantly diff erent from what Rawls et al. (1982) reported. Moreover, the factor between those mean values is very close to the conversion factor of 1.724 most frequently used to convert between soil organic carbon (OC) and soil organic matter (OM) (Nelson and Sommers, 1982) . Th is raises the suspicion whether OC and OM were not inadvertently exchanged in one of the versions of the data set. In the following chapters we will test the use of both alternatives using the recovered 2528 size data set.
RESULTS

Statistical Properties of Data and Representation of the USA
We further examined the recovered Rawls data set in more detail regarding the reported OM values. Table 2 shows the mean OM content values by the diff erent source publications as well as the number of samples reported from those publications. Several publications appear to report OM content values of zeros only, despite the large number of samples reported. While it is technically a possibility, this does not appear to be a realistic representation of cropland soils in the US, especially since more than 100 of those 0 values were listed for the topmost soil layer, typically an A horizon. It is suspected that at some unknown point in the chain of data interpretations information about OM contents may have been lost.
Comparison of the Rawls and NRCS NSSC data sets reveals major diff erences in properties, primarily in soil texture. Table 1 and Fig. 1 show that the Rawls data set is very much biased toward coarse textured soils, while the NSSC data set shows a more balanced distribution across the texture triangle. Given the generally fi ner texture, mean water retention values for the NRCS data set are also signifi cantly greater (Table 1) . Th e NSSC data set has a somewhat greater mean (and median) OM content than the recovered Rawls et al. (1982) data set does, but the difference is not signifi cant (p < 0.01). Mean and median D b values of the above two data sets are virtually identical.
Figures 2 and 3 show the representation of U.S. states in the Rawls data set as well as in the NRCS NSSC data set. Using the total area of the U.S. states as reference for representation in an agriculture related study would have introduced discrepancies. For example, the states of Arizona and Nevada each represent over 3.7% of the total area of the contiguous U.S., whereas their importance in land based U.S. agriculture is very small, each representing < 0.25% of the total cropland area. Th erefore, we used the total area of croplands to rank U.S. states in Fig. 2 (USDA-NRCS, 2007) . Th e 9395 size NRCS data subset has samples from 46 of the 48 contiguous states. While et al. (1982) , the recovered portion of those data (N = 2528) and of the full selected data set of the NRCS NSSC database (N = 9395). Figure 3 shows the geographic distribution of the 2528 recovered samples. Th e states of Texas, Oklahoma and Kansas are not represented at all, while the corn-belt states of Indiana, Illinois, Iowa and Nebraska have a combined representation of 1.8% of the samples. Th ese seven states, however, represent 39% of the total cropland area in the U.S. In the meantime, three coastal states (Florida, New Jersey, Maine) contribute 48% of the samples but represent less than 1.1% to the cropland areas in the U.S. combined. In summary, the NRCS NSSC data set has a much more even distribution of samples in both its properties as well as geographically than the Rawls et al. (1982) data set does and therefore appears to be a better representation of the true distribution of U.S. cropland soils. While such diff erences alone do not mean that conclusions drawn from the Rawls et al. (1982) data set are not valid across the U.S., we test this hypothesis by generating diff erent estimation scenarios. In those scenarios, we consider the NRCS NSSC data set to be representative of U.S. soils, based on fi ndings presented in this chapter.
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Estimations using the Rawls et al. (1982) Equations
Estimations were compared to data in the portion of the NSSC data set that were retained solely for testing (subset ' A' , N = 4697). Selected statistical indicators of estimations by the original Rawls et al. (1982) equations can be seen in the left most panel of Table 3 (Step 1). Reported RMSR and M R values are within range of the performance of many other PTFs developed worldwide (Donatelli et al., 2004) , although more accurate estimates have been reported. Th e M R values also fall into the same range as the one reported by Kern (1995) who used soils from an earlier version of the same database to test these equations. Comparison of RMSR values was not possible since Kern (1995) did not report RMSR values.
Th e above measures suggested a reasonably good fi t to the NRCS data by the equations of Rawls et al. (1982) . However, we found that the errors were not randomly distributed but were correlated with the variables. Ideally, in a good model, residuals are distributed randomly. Th e correlation coeffi cient between residuals and OM content is as high as 0.319 for both water content values (Table 3) . Th is fi nding further strengthens the suspicion that either there has been a mix-up in using OM or OC values or there is a very substantial diff erence between the characteristics of data in the two data sets. Available water holding capacity (AWHC) estimates have been calculated from the two water retention points, rather than independently estimated. Th e relatively low R 2 value for AWHC in the same panel indicates that the direction of bias for θ 33 and θ 1500 was the same. Residuals derived aft er calculating the diff erence of θ 33 and θ 1500 values are more randomly distributed than those of the two values separately.
Linear Regression and k-Nearest Neighbor Estimations after Adjustments to the Development Data
To identify any potential bias caused by errant use of OC values instead of OM values, we used the conversion factor of 1.724 cited earlier to convert OM data back to OC and redeveloped the two Rawls et al. (1982) equations of interest using lin- ear regressions (Table 3, Step 2). While there is a slight improvement (or no improvement) in most measures compared to those in Step 1, there is a dramatic improvement (i.e., decrease) in the correlations of residuals to OM/OC (R 2 = 0.319 vs. 0.11/0.13 for θ 33 and θ 1500 respectively). Without the OM/OC conversion we obtained R 2 values that resembled those in Step 1 using the recovered data set as well (not shown). Statistical properties of the data as well as the behavior of equations developed from these data suggest that the Rawls equations were developed using soil OC percentage whereas the publication reports using OM percentage, which would be understood as OC*1.724.
To test whether a method that is less infl uenced by the general characteristics of the development data set is likely to provide less biased estimates from the same data, we repeated Step 2 using the k-NN soft ware in place of linear regressions (Table 3, Step 3). Further improvements are seen in the reported measures in general-with few exceptions-but the improvement (i.e., decrease) in the correlations of residuals to OM/OC is again substantial (R 2 = 0.11/0.13 vs. 0.018/0.019 for θ 33 and θ 1500 , respectively). Th ese values are now in the same range as those for other input variables. As an additional step, we also addressed concerns raised in Table 2 , i.e., that data of some sources appear to show zero values only. Aft er temporarily omitting all data of those sources we repeated Step 3 using the remainder of the recovered Rawls et al. (1982) data set (N = 1615). R 2 values of the correlations between residuals and OM/OC became as low as 0.001/0.003 for θ 33 and θ 1500 , respectively (not shown in Table  3 ). Th e latter fi nding appears to confi rm that eliminating those suspicious samples can bring the two data sets yet closer to each other in their properties and therefore possibly closer to the true representation of U.S. soils. Figure 4 shows the progression of correlations between estimation residuals and OM/OC content data for 3 diff erent levels of data corrections while also combined with the use of the k-NN technique as PTF development tool.
Step 4 of Table 3 demonstrates the capabilities of the k-NN technique when used on a data set whose properties are identical to those of the test data set. Th ese values essentially represent the limits of this technique and data. Correlation coeffi cients between residuals and input variables and general M R values are negligible. Reported RMSR values can be interpreted as the noise level in this data collection, given the complexity of the estimation tool and the input data that were used. Additional transformations of variables or the use of a yet diff erent estimation technique may have yielded better RMSR values, but that was beyond the scope of this study.
DISCUSSION AND CONCLUSIONS
Large scale simulation based studies of agricultural systems, like CEAP, oft en need to use estimated soil hydraulic properties simply because measured data is not available for all the locations of concern. Th ere is a multitude of equations published or software available that can fi ll in such data need. Studies continually emerge that compare and evaluate such techniques and report improvements to estimations in terms of RMSR. While lower RMSRs should certainly be sought, the signifi cance of a slight change in soil hydraulic properties in a simulation run may be limited, as shown in functional evaluation studies of PTF performance (e.g., Nemes et al., 2003) . As long as residuals of the estimations remain random, it is the uncertainty of the mean model output that is expected to be adversely aff ected by weaker estimates; the expected mean output is not. For the goals of many studies this may be suffi cient-given that uncertainty estimates are not sought. However, if the estimation residuals are not random, bias is introduced into the particular input, which is expected to propagate through the modeling process and eventually result in biased model outputs. Th is can have a large accumulated impact when a large number of soils are systematically aff ected.
With this in mind, we examined the Rawls et al. (1982) PTF equations for their suitability to parameterize simulations for the U.S. national scale CEAP simulations. Th e national scale CEAP project is based on point based simulations; aggregation of fi ndings to larger areas takes place aft er point based modeling has been completed. It is therefore appropriate to use point estimates of soil properties to represent eff ective soil properties at the locations of interest. Th e fi ndings in basic descriptive statistics (Table 1) and later testing of the PTFs against independent data supports the conclusion that there is great probability that Rawls et al. (1982) used values that refl ected soil OC content, while they reported the need to use OM content in their PTFs. If that is the case, the published equations are not expected to yield correct estimates for soils with considerable OC/OM content. An adjustment to the input would of course allow correction, but the need for that has not been communicated so far to users of these pedotransfer functions. OC/OM data originating from some of the source publications also appear suspicious. It appears that zero values were systematically reported in large portions of the data set that we obtained. OM/OC content Table 3 . Root-mean-squared residuals (RMSR) and mean residuals (MR) of estimations (upper panel) and correlation coeffi cients (R 2 ) between estimation residuals and input variables in four different estimation scenarios for the same NRCS (N = 4697) test data. (AWHC-available water holding capacity).
Step 1 Step 2 Step 3 Step 4 Rawls et al. (1982) data were either not reported or were lost at some point in data transformations. Omitting part of the data on suspicion that OM/ OC values were misreported (i.e., equal to 0) improved estimation measures. Th e OM/OC data in the data set was therefore skewed to smaller values, introducing further bias to the estimations.
We also examined the representation of U.S. soils in the data set used by Rawls et al. (1982) -with cropland areas being the prime concern. In comparison with nationwide cropland information and with an alternative US-wide soils database, the Rawls et al. (1982) (Soil Survey Staff , 2008) . Th e representation of these latter soil orders is therefore minimal in the Rawls et al. (1982) data set which consists mostly of soils from the East Coast and South East US. Since pedotransfer techniques are essentially generalizations of the properties in the underlying data set(s), any such bias will expectedly show in the estimations, which is in line with the fi ndings of, e.g., and Tomasella et al. (2000) . Regression based PTF techniques were the method of choice in the early stages of PTF development. Regression techniques use the entire data set at once and the resulting equations are considered universally valid across the data matrix. Th is, however, also means that any over or under-representation of data has an impact on the estimations for all samples. Simple linear regression may also have the weakness of not being capable of properly refl ecting complex-possibly nonlinearrelationships in the underlying data.
Th e k-NN pattern recognition based estimation technique works diff erently. For each queried sample, it fi rst ranks all samples in the pool of development data in terms of their similarity to the queried sample and will derive the estimate from a small number of samples that resemble the queried sample the most. Th erefore, for example, coarse textured soils will not be infl uential on the estimates provided for fi ne textured soils. Similarly, soils with zero organic matter content will not be infl uential on estimates for soils with large OM content-given that soils with large OM content also exist in the pool of development data. Th is mechanism is the reason why we found less input specifi c bias in the estimations for the same data set using the k-NN technique than with simple linear regression. Using such a non-parametric estimation tool still does not negate the need for a representative data set. It, however, appears capable to reduce the risk of making biased estimations from a data set that is not entirely representative of the application area.
Given the possible misrepresentations of U.S. cropland soils in the underlying data set and given that more advanced techniques are now available to provide estimates with a reduced risk of bias, we recommend that the Rawls et al. (1982) PTF equations not be used in the context of the national scale CEAP project. An alternative solution should be sought and care should be taken to ensure the proper representation of U.S. soils and their properties. Th is alternative technique should desirably involve a more advanced PTF development technique-the k-Nearest Neighbor technique being one possibility-as well as new data. Th e NRCS NSSC database appears to be suitable to provide such base data. An additional consideration can be the use of additional input variables, such as soil bulk density (D b ). Th e Rawls et al. (1982) PTF equations-similarly to several other existing PTFs-do not use D b as input. When D b is used as input, and when seasonally variable data is available, it may become possible to address seasonal changes in soil physical properties in the estimations-the signifi cance of which has been pointed out, e.g., by Richard et al. (2001) and Farkas (2002) . Bulk density is the only commonly collected quantitative soil property that can refl ect abrupt changes in soil conditions in response to, e.g., any tillage operations or soil compaction; or that in part may refl ect soils' responses to diff ering climatic conditions. While we approached this study from the standpoint of usability of a set of PTFs in the framework of the national scale CEAP project in particular, we note that PTF equations-and possibly these equations among them-are also being used in other contexts. Climate models, for example, take advantage of soil hydraulic PTFs to help characterize soil moisture conditions at and near the soil surface that can become a signifi cant source of moisture in the atmosphere. Applicability of particular PTFs for such purposes may also need to be (re-)evaluated.
