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Abstract: 
Single-pixel imaging (SPI) has a major drawback that the huge number of sequential illuminations for capturing one 
single image requires long acquisition time and high cost. Basis illumination patterns such as sinusoidal patterns in 
Fourier transform and Hadamard patterns are employed to enhance the imaging efficiency.  The basis illumination 
patterns can achieve much better efficiency than random intensity illumination patterns but the performance is still 
sub-optimal since the basis patterns are fixed and non-adaptive for varying object images. In this work, we propose 
a novel scheme to design the illumination patterns adaptively when SPI is applied in a specific and pre-known 
imaging scenario. Exemplar training images belonging to the target specific category of object images are collected 
and an image dictionary is constructed in advance. Then the optimized illumination patterns are designed by 
extracting the common image features from the image dictionary using principal component analysis. Simulation 
results reveal that our proposed scheme outperforms conventional Fourier single-pixel imaging in terms of imaging 
efficiency.  
1. INTRODUCTION 
Single-pixel imaging (SPI) [1-3] is a novel computational imaging 
technique by recording an object scene using a single-pixel detector 
without spatial resolution. In conventional imaging, a two-dimensional 
object image is recorded at once by a pixelated image sensor array. In 
single-pixel imaging, varying illumination patterns are projected onto 
the object scene sequentially and a one-dimensional single-pixel 
intensity sequence is recorded after a large number of illuminations. 
Then the two-dimensional object image is computationally 
reconstructed from both the recorded intensity sequence and 
illumination patterns.  
Single-pixel imaging can exhibit substantial 
advantages over conventional imaging under some 
circumstances, e. g. when the cost of pixelated image 
sensor is high for certain spectral bands, when no 
direct line of sight is available for the object scene or 
when the light condition is very weak. In previous 
works, single-pixel imaging is extensively 
investigated for various applications such as such as 
terahertz imaging [4], remote sensing [5], three-
dimensional (3-D) imaging [6-8], microscopy [9, 10], 
scattering imaging [11], hyperspectral imaging [12], 
X-ray imaging [13], optical security [14,15], lidar 
detection [16, 17] and gas leak monitoring [18].. 
Some challenges remain to be addressed for single-
pixel imaging systems. One inherent drawback of 
single-pixel imaging system is low imaging 
efficiency and long image acquisition time. A 
reconstructed object image with reasonable quality 
can only be obtained when an adequate number of 
illuminations are sequentially projected. It will be 
favorable if a high-quality object image can be 
reconstructed using only a small number of 
illuminations. In previous works, the imaging 
efficiency of single-pixel imaging is mostly improved 
from two aspects: optimized reconstruction 
algorithms and optimized illumination patterns.  
In classical single-pixel imaging, often referred to as 
computational ghost imaging, the illumination 
patterns are usually random intensity patterns and 
the classical reconstruction algorithm is correlation 
method [2]. Some attempts have been made to 
improve the reconstruction algorithm and reduce 
the sampling ratio in single-pixel imaging based on 
random intensity illumination patterns, including 
differential correlation [19], normalized correlation 
[20], compressive sensing [21, 22], Gerchberg-
Saxton iteration [23], image sparse representation 
[24], measurement matrix pseudo inversion and 
decomposition [25, 26], deep learning [27-30].  
On the other hand, the imaging efficiency is 
improved by designing proper basis illumination 
patterns such as Fourier transform sinusoidal 
patterns [31], Hadamard transform patterns [32], 
cosine transform patterns [33], and wavelet 
transform [34-36], instead of random intensity 
patterns. In a single-pixel imaging system using 
basis patterns, the spectrum of object image in the 
transformed domain can be directly acquired pixel-
by-pixel with the single-pixel detector. Then the 
object image can be computationally reconstructed 
by an inverse transform. For a natural smooth image, 
the spectrum energy is usually concentrated in the 
low frequency components in the transformed 
domain (e.g. Fourier transform, Hadamard 
transform, cosine transform etc.). The object image 
can be approximately reconstructed from these low 
frequency components only and the high frequency 
components can be discarded. In this way, a single-
pixel imaging can be realized with a significantly 
reduced number of illuminations.   
Despite the success achieved by the 
abovementioned schemes, a further enhanced 
imaging efficiency in single-pixel imaging systems is 
still very favorable. In many cases, a single-pixel 
imaging system is usually applied to a specific 
scenario (such as microcopy, remote sensing and X-
ray imaging), the target object images will belong to 
a specific image category and have some common 
features. The basis patterns in previous schemes 
[31-36] are fixed for varying categories of target 
object images and hence the imaging efficiency is 
still sub-optimal. In this paper, optimized 
illumination patterns are designed for each different 
category of object images adaptively by extracting 
the common image features from pre-given image 
dictionaries using principal component analysis 
(PCA) algorithm.  It shall be noticed that, the concept 
of image dictionary and the concept of principal 
component analysis (singular value decomposition) 
are attempted in previous single-pixel imaging 
works [24, 26]. But these works [24, 26] focuses on 
the optimal reconstruction algorithms when the 
illumination patterns are random intensity patterns 
in SPI. The objective of this work to design optimal 
illumination patterns using image dictionaries and 
principal component analysis (singular value 
decomposition) algorithm in SPI. 
2. PROPOSED ILLUMINATION PATTERN DESIGN 
SCHEME FOR SINGLE-PIXEL IMAGING SCHEME 
The optical setup for a single-pixel imaging system is shown in Figure 1.  
 
 Fig. 1.  Optical setup for a single-pixel imaging system. 
In single-pixel imaging, varying illumination 
patterns are projected from a spatial light modulator 
(SLM) or Digital Mirror Device (DMD) device onto 
the object image sequentially. Then the total light 
intensity, mathematically the inner product 
between the object image and the illumination 
patterns, is recorded by a single-pixel detector. 
Finally, the object image is computationally 
reconstructed from the illumination patterns and 
single-pixel intensity sequence recorded.  
It is assumed that the spatial resolution of each 
illumination pattern, or the total number of pixels in 
the pattern, is 𝑁 = 𝑋 × 𝑌. In fact, this resolution is 
identical to the object image resolution in the 
imaging model. In our proposed scheme, a number 
of exemplar object images (training images) need to 
be collected in advance to constitute an image 
dictionary for a specific imaging scenario. Then the 
optimal illumination patterns are designed based on 
the common features extracted from the image 
dictionaries and can be applied to any target object 
image similar to the exemplar images in the 
dictionary.  It is assumed that totally 𝑀  training 
images are used in the dictionary and each image is 
represented by a row vector of length 𝑁 . A two-
dimensional matrix 𝐴  with size 𝑀 × 𝑁  can be 
employed to represent all the training images. A 
principal component analysis (PCA) [37-42], or 
singular vector decomposition, can be performed on 
the matrix A to decompose the matrix into 
eigenvalues and eigenvectors. According to the 
mechanism of PCA, the training image matrix 𝐴 can 
be expressed in the following form shown in Eqs. (1)  
 𝐴 = 𝑃∆𝑄 = 𝑊𝑄  (1) 
where 𝑃 is the eigenvector matrix of 𝐴𝐴𝑇 (𝐴𝑇 is the 
transposed matrix of 𝐴 ) with size 𝑀 × 𝐾  (each 
column is an eigenvector),  𝑄  is the eigenvector 
matrix of 𝐴𝑇𝐴  with size 𝐾 × 𝑁  (each row is an 
eigenvector) and ∆ is a diagonal matrix containing 
the 𝐾  largest eigenvalues for 𝐴𝐴𝑇  and 𝐴𝑇𝐴  ( 1 ≤
𝐾 ≤ 𝑁 ). Alternatively, 𝐴  can be represented as a 
multiplication of weighting coefficient matrix 𝑊 
(size 𝑀 × 𝐾) and basis pattern matrix 𝑄.  
 From a statistical point of view, PCA is 
a transform that converts a set of observations of 𝑀 
correlated variables into a weighted combination of 
𝐾  orthogonal uncorrelated basis variables 
(principal components). Here in our case, each 
variable is equivalent to an object image and each 
observation is equivalent to a pixel intensity in the 
image.  PCA can perform data reduction since the 𝐾 
principal components can account for most of the 
variability in the original 𝑀  variables. In previous 
works, PCA has been extensively employed in data 
compression and dimension reduction applications 
[37-42].  
 One arbitrary row vector 𝑎 (size 1 ×
𝑁) in the matrix A, representing one single training 
object image, can be expressed as Eqs. (2) 
 𝑎 = ∑ 𝑤𝑘𝑞𝑘
𝐾
𝑘=1  (2) 
where 𝑞𝑘  is the kth row of matrix Q, representing 
the kth basis pattern (or kth principal component) 
and 𝑤𝑘 denotes the kth weighting coefficient for the 
corresponding principal component for the object 
image 𝑎 . The 𝐾  principal components are 
orthogonal between each other, similar to the basis 
patterns in Fourier transform, Hadamard transform 
or other transforms, shown in Eqs. (3).    
∑ 𝑞𝑖𝑠𝑞𝑗𝑠 = 1 (𝑖 = 𝑗) 𝑜𝑟 0 (𝑖 ≠ 𝑗)
𝑁
𝑠=1   (3) 
where 𝑞𝑖𝑠  and 𝑞𝑗𝑠  refer to the 𝑠𝑡ℎ  element (pixel 
intensity value) in the 𝑖𝑡ℎ  principal component 
vector or the 𝑗𝑡ℎ principal component vector.     
Then for a given object image (similar but not 
belonging to the images in the dictionary), each 
weighting coefficient can be obtained by the inner 
product between the vector representing the object 
image and the vector representing the principal 
component, shown in Eqs. (4). 
 𝑤𝑘 = ∑ 𝑎𝑠𝑞𝑘𝑠
𝑁
𝑠=1   (4) 
where 𝑎𝑠  and 𝑞𝑘𝑠  refer to the 𝑠𝑡ℎ  pixel intensity 
value in the vector representing object image or the 
𝑘𝑡ℎ  principal component vector. This formula 
exactly matches with the single-pixel imaging model. 
If 𝑞𝑘  is employed as the illumination pattern, the 
weighting coefficient 𝑤𝑘  value can be recorded by 
the single-pixel detector. It shall be noticed that both 
the object image and illumination patterns are in 
two-dimensional forms rather than one-
dimensional vector in a real SPI system and the 
1D/2D conversion is a straightforward re-indexing.   
In our proposed scheme, first the basis pattern 
(principal component) matrix 𝑄  is calculated from 
the object image dictionary containing 𝑀  training 
images by principal component analysis. Then 𝐾 
most significant principal components are 
employed as the illumination patterns for single-
pixel imaging. For one target object image that does 
not belong to the image dictionary but has similar 
image features to the training images, the weighting 
coefficients can be acquired by the single-pixel 
detector under the illumination of these principal 
component patterns. Finally, the target object image 
can be computationally reconstructed from the 
acquired single-pixel intensity values (weighting 
coefficients) and the corresponding illumination 
patterns, indicated by Eqs. (2).  
The pixel intensity values in the principal 
components and weighting coefficients can be both 
positive and negative. However, illumination 
patterns only allow positive element values in a 
practical optical system. This problem can be easily 
solved by adding a same DC off-set to each non-
negative illumination pattern, shown in Eqs. (5). The 
DC offset pattern is added as an additional 
illumination pattern.   
𝑤𝑘 = ∑ 𝑎𝑠(𝐷𝐶 + 𝑞𝑘𝑠) − ∑ 𝑎𝑠𝐷𝐶
𝑁
𝑠=1
𝑁
𝑠=1           (5) 
3. RESULTS AND DISCUSSION 
In our simulation, three different categories of object 
images, including number digit images from MINST 
dataset [43], facial images from LFWcrop dataset 
[44] and airplane images from CIFAR-10 dataset [45] 
are assumed to be the original object images in a 
single-pixel imaging system. Some examples of 
images belonging to each category are shown in Fig. 
2. Three different sets of illumination patterns are 
designed for each category of object images 
correspondingly by extracting the principal 
components with our proposed scheme described 
in Section 2. The first ten principal illumination 
patterns designed with our proposed scheme are 
shown in Fig. 3 as examples. Then the quality of 
reconstructed results for each category of testing 
images under varying number of illuminations in 
single-pixel imaging is evaluated. The number of 
training images and testing images taken from each 
category is three different simulations is presented 
in Table 1. 
Table 1 Number of training and testing images 
for each object image category in the simulation   
Category Image 
size  
Number of 
training 
images 
Number of 
testing 
images 
Hand-
written 
digit 
images 
56 × 56 3000 300 
Face 
images 
64 × 64 5500 300 
Airplane 
images 
64 × 64 4500 300 
 
                                             
(a)                                                                             (b) 
 
(c) 
Fig. 2.  Some image examples in each category of training and testing 
images: (a) Number digit images from MINST dataset [43]; (b) Facial 
images from LFWcrop dataset [44]; (c) Airplane images from CIFAR-10 
dataset [45]. 
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(c) 
Fig. 3.  First ten principal illumination patterns designed in our scheme 
for (a)number digit images; (b)facial images; (c)airplane images. 
The image quality of reconstructed results with 
illumination patterns designed by our scheme for 
three categories of testing images is presented in Fig. 
3.  The image quality is compared with the 
reconstructed results by conventional Fourier 
single-pixel imaging (FSPI) [31]. It can be observed 
that the reconstructed results in our scheme have 
several dB higher PSNR values than the ones in 
conventional FSPI for all the three categories of 
images. The results indicate our proposed scheme 
can yield better imaging efficiency than 
conventional FSPI. Among the three categories, the 
quality differences for number digit images and 
facial images are more significant than the difference 
for airplane images. Some reconstructed images 
examples are demonstrated in Fig. 5. 
 
(a) 
 
(b) 
 
(c) 
Fig. 4. Image quality (PSNR) of reconstructed results in single-pixel 
imaging with the illumination patterns designed in our scheme (blue) 
and conventional Fourier single-pixel imaging (red) for the testing 
images (a)number digit images; (b)facial images; (c)airplane images. 
 
 
(a) 
 
 
(b) 
 
(c) 
Fig. 5. Three pairs of reconstructed test image examples for each 
category of images in single-pixel imaging with the illumination patterns 
designed in our scheme (PCA) and conventional Fourier pattern single-
pixel imaging (FP) for varying number of illuminations (each row): 
(a)number digit images; (b)facial images; (c)airplane images. 
The results in Fig. 5 visually reveal the fact that the 
visual quality of reconstructed object images in our 
proposed scheme is superior to the ones in Fourier 
single-pixel imaging. The outperformances of our 
proposed scheme are more evident for number digit 
images and facial images, compared to airplane 
images.  It will be more favorable for our proposed 
scheme if there are more evident similarities and 
more common features among the images in the 
given category. The number digit images and facial 
images in Fig. 2(a) and Fig. 2(b) have many common 
image features, which can be extracted as principal 
components (illumination patterns) in Fig. 3(a) and 
Fig. 3(b). On the other hand, there is less similarity 
among the images in the airplane dataset (Fig. 2(c)) 
even though they all semantically belong to 
“airplanes”. It can be observed that there is not much 
common feature information extracted in the 
principal components in Fig. 3(c) from the 
diversified airplane images. The performance of our 
proposed scheme depends on how similar between 
each other the target images are in the specific 
imaging scenario.    
4. CONCLUSION 
In single-pixel imaging (SPI), it usually requires a 
large number of illuminations to obtain high-quality 
reconstructed object images. The illumination 
patterns can be appropriately designed in a SPI 
system to achieve high imaging efficiency. The 
transform-basis illumination patterns such as 
Fourier sinusoidal patterns are proposed in 
previous works and can significantly enhance the 
imaging efficiency. However, such patterns are fixed 
and non-adaptive for different categories of object 
images. The illumination patterns can be adaptively 
designed and optimized when the SPI system is used 
in a pre-known specific imaging scenario for a 
specific type of images. In this work, we propose to 
collect a certain number of exemplar training images 
(an image dictionary) for a target object image 
category and then extract the principal components 
as the optimal illuminations patterns using the 
principal component analysis technique. With the 
illumination patterns designed by our proposed 
scheme, the reconstructed images in single-pixel 
imaging have better quality than conventional FSPI 
under the same number of illuminations. Our 
proposed scheme can significantly enhance the 
imaging efficiency in a single-pixel imaging system 
especially when there are strong similarities and 
common features among all the possible object 
images in the imaging scenario.        
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