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We study the quantum phase transitions driven by a point impurity in a chain seamed with ring
frustration. Rich phases and quantum phase transitions are uncovered and characterized by both
the bulk and impurity correlation functions. Nonlocality of the correlation functions are emphasized,
which states that the long-range correlation can be factorized into local and nonlocal factors in the
thermodynamic limit. The gapless topological extended-kink (TEK) phase is disclosed to exhibit
long-range correlation but without long-range order, because its ground state is nondegenerate and
thus immune to spontaneous symmetry breaking. However, spontaneous symmetry breaking can
occur in the gapped kink zero mode (KZM) phase and leads to the antiferromagnetic zero mode
(AFZM), in which antiferromagnetic order develops in the bulk while entangled states persists
locally around the impurity. New features of quantum phase transitions, especially from the TEK
to KZM-AFZM phases, are revealed by finite-size scaling analysis.
I. INTRODUCTION
In the field of quantum phase transition1, the impu-
rity can play important roles, for instance, it can in-
duce remarkable bulk effects in critical or quasicritical
systems2. On the other hand, geometrical spin frustra-
tion in low dimensions can induce strong quantum fluc-
tuations that lead to interesting phenomena3. Recently,
the effect of ring frustration becomes attraction because
it can provide robust exotic low-energy states4–11. Atten-
tion also arises due to impressive progresses in designing
and fabricating quantum devices with desirable structure
for achieving purposed applications12–15. To explore the
joint effect of the impurity and ring frustration is a fas-
cinating topic.
In systems with ring frustration, bond impurity (or
bond defect) has been introduced and studied7,16,17. In
this work, we investigate a point impurity in the quantum
Ising chain seamed with ring frustration. The merit of
point impurity is that it is easier to control18,19. The
intriguing interplay between the ring frustration and
the point impurity leads to a rich ground-state phase
diagram. Quantum phase transition induced by the
point impurity is characterized by the scaling behavior
of bulk and impurity correlation functions and correla-
tion lengths.
The contents are organized as follows: In Sec. II, we go
into some details of the rigorous solution of the model,
since the quantum Ising chain with periodic boundary
condition (PBC) is quite different from the one with
open boundary condition (OBC) and delicate mapping
between the spins and fermions must be looked after. In
Sec. III, we construct the ground-state phase diagram
basing on the rigorous solution and the complementary
perturbative theory. The latter can give us a simplified
picture of the low-energy states. In Sec. IV, we charac-
terize in detail the new features of the phases and transi-
tions by appropriate correlation functions in the context
of nonlocality. In Sec. V, we give a brief summary and
discussions on some open questions.
II. THE MODEL WITH RING FRUSTRATION
AND IMPURITY
A. The model
The simplest model containing both ring frustration
and impurity reads,
H = J
N∑
j=1
σxj σ
x
j+1 − h
N−1∑
j=1
σzj − µhσzN , (1)
where σaj (a = x, z) are Pauli matrices, periodic boundary
condition (PBC) is adopted, i.e. σaN+j = σ
a
j . The geo-
metrical ring frustration in the first term is guaranteed
by the odd total number of lattice sites, N ∈ odd, and
the antiferromagnetic coupling, J > 0. We shall set the
reference energy scale, J = 1, henceforth. The transverse
fields are tunable so as to realize a heavier point impurity
at site N for µ > 1 and a lighter one for 0 < µ < 1.
By the Jordan-Wigner transformation,
f†j =
1
2 (σ
x
j + iσ
y
j )
∏j−1
l=1 (−σzl ), (1 ≤ j ≤ N), (2)
one can find that the exact solution of HP comes from
the two free-fermion Hamiltonians,
HR/NS =
N∑
j=1
(f†j fj+1 + fj+1fj +H.c.)
− h
N−1∑
j=1
(2f†j fj − 1)− µh(2f†NfN − 1), (3)
where the superscript R/NS means the “Ramond” sector
or PBC, fN+1 = f1, and the “Neveu-Schwarz” sector or
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2(a) Finite N (b) N →∞
FIG. 1. Distribution of the complex roots for HR in the pa-
rameter plane (h, µ) for: (a) finite N (Here, we take N = 9
for demonstration); (b) the thermodynamic limit, N → ∞.
Please see more details in the text.
anti-PBC, fN+1 = −f1, respectively. The solution of the
aimed Hamiltonian H is obtained by the projection,
H = P−z H
R + P+z H
NS, (4)
where the projectors
P±z =
1
2
(1±Pz) (5)
are defined based on the parity operator
Pz =
N∏
j=1
(−σzj ). (6)
The parity operator commutes with the Hamiltonian H,
which facilitates us to solve the system by tedious but
clear projections.
It is noteworthy that the redundant degrees of freedom
in HR and HNS compose another quantum Ising ring
with anti-PBC, H˜ = P+z H
R + P−z H
NS. So that the four
relevant Hamiltonians are linked together by a complete
quaternary Jordan-Wigner mapping16.
B. Solution
Because this tedious mapping is different from that
in the case of open boundary condition (OBC)19, we
give some details about the solution of the system. The
Hamiltonians, HR/NS, are solved according to the pro-
cedure originally stated by Lieb et al20,21. It resorts to
finding out the fermionic quasiparticle operators,
ηq =
N∑
j=1
(gq,jfj + hq,jf
†
j ), (7)
η†q =
N∑
j=1
(gq,jf
†
j + hq,jfj) (8)
(a) Finite N (b) N →∞
FIG. 2. Distribution of the complex roots for HNS in the
parameter plane (h, µ) for: (a) finite N (Here, we take N = 9
for demonstration); (b) the thermodynamic limit, N → ∞.
Please see more details in the text.
The solution of coefficients are exposed in Appendix A.
Now we explain some details in the odd channel P−z HR
first, since it provides the ground state for arbitrary N .
After diagonalization, we arrive at
HR =
∑
z
Ωzη
†
zηz +
∑
q
′ω(q)η†qηq, (9)
where
ω(q) = 2
√
1 + h2 − 2h cos q. (10)
and the possible discrete mode(s), Ωz, are singled out
and excluded in the sum
∑
q
′ if they appear.
The values of N independent q (including possible
complex z) are roots of the equation,
2Pzµ sin q + h(µ
2 − 1) sinNq
+ sin(N + 1)q − µ2 sin(N − 1)q = 0, (11)
where Pz = −1 and +1 for HR and HNS respectively.
Now we explain the case for HR first. We start from the
translationally symmetric case, µ = 1, where the roots of
q are N real commensurate values8,
{−N − 1
N
pi, · · · ,− 2
N
pi, 0,
2
N
pi, · · · , N − 1
N
pi}. (12)
When deviating from the symmetric case, the values of
q depart from the commensurate ones. Furthermore we
may get complex root z = a + ib reflecting the discrete
modes. There are four situations for the appearance of
the complex roots:
(i) Two complex roots and (N−2) real roots. We label
the complex roots as
z1 = ib1, (13)
z2 = pi + ib2, (14)
where b1 and b2 are real numbers.
(ii) One complex root, z1 = ib1, and (N−1) real roots.
3(iii) One complex root, z2 = pi + ib2, and (N − 1) real
roots.
(iv) N real roots.
In all situations, the possible complex roots change to
incommensurate real values continuously,
z1 → 0→ a1, (15)
z2 → pi → a2, (16)
when we go across the dividing lines in the parameter
plane (h, µ) as illustrated in Fig. 1,
L0 : µ = 1, (17)
L1 : µ =
1 +N −Nh
1−N +Nh, (18)
L2 : µ =
1 +N +Nh
−1 +N +Nh. (19)
In the thermodynamic limit N →∞, L1 becomes a verti-
cal line h = 1 and L2 approaches L0 asymptotically with
a difference of the order O(1/N) (Fig. 1(b)).
The solution for the even channel P+z H
NS is similar.
However, the commensurate values for the roots of q are,
{−N − 2
N
pi, · · · ,− 1
N
pi,
1
N
pi, · · · , N − 2
N
pi, pi}. (20)
The possible complex roots are labelled by
z3 = ib3, (21)
z4 = pi + ib4. (22)
They also change to incommensurate real values contin-
uously,
z3 → 0→ a3, (23)
z4 → pi → a4, (24)
when we go across the dividing lines as shown in Fig. 2,
L0 : µ = 1, (25)
L3 : µ =
−1−N +Nh
1−N +Nh , (h > 1), (26)
L4 : µ =
−1−N +Nh
1−N +Nh , (h < 1). (27)
In the thermodynamic limit, L3 and L4 asymptotically
approaches the vertical line h = 1 and horizontal line
µ = 1 in the order O(1/N) with N → ∞ as shown in
Fig. 1(b).
Let the vacua devoid of quasiparticles for HR and HNS
be denoted by |0R〉 and |0NS〉 respectively. Then we can
recover the valid states of the aimed Hamiltonian H by
picking out the valid states in the odd channel, P−z H
R,
and the even channel, P+z H
NS.
III. GROUND-STATE PHASE DIAGRAM
In the thermodynamic limit, N → ∞, we obtain the
ground-state phase diagram, Fig. 3, containing three
FIG. 3. Ground-state phase diagram. The ground state is
doubly degenerate in the KZM-AFZM phase, nondegener-
ate in the gapless TEK and gapped PM phases (with two
subphases, PM-1 and PM-2). The depicted ground states,
|ER0 〉 with parameters (h, µ) = (0.1, 1) in the TEK phase and
|KZMR/NS〉 with parameters (h, µ) = (0.1, 2) in the KZM-
AFZM phase, are obtained by perturbative treatment on a
system with N = 41 for demonstration.
phases. They are: (i) gapless topological extended-kink
(TEK) phase (µ < 1 and h < 1); (ii) gapped kink zero
mode (KZM) phase (µ > 1 and h < 1); (iii) gapped
paramagnetic (PM) phase (h > 1). The translationally
symmetric line, µ = 1 and h < 1, belongs to the TEK
which has been disclosed previously8,16. It is topological
in the sense that we can work out its nontrivial winding
number, w = 116. In the gapless TEK, 2N quantum en-
ergy states compose the lowest band of width 4h. The
band is quasicontinuous since the differences of the en-
ergy levels are in the order O(1/N). The Pz symmetry
of KZM can be broken, which leads to the antiferromag-
netic zero mode (AFZM) that will be disclosed later. So
we label it as the KZM-AFZM phase. Divided by the
line µ = 1, the PM-1 and PM-2 subphases are distinct
according to the first excited state.
We can observe the phases by drawing the lowest en-
ergy band and levels as sketched in Fig. 4.
For both finite and infinite N , the ground state
|ER0 〉 = η†z1 |0R〉, (28)
evolves adiabatically in all phases. The superscript R
means that the state comes from the odd channel P−z H
R.
The first excited state comes from the even channel
P+z H
NS and can be expressed as,
|ENS1 〉 = η†z3η†z4 |0NS〉. (29)
However, it only evolves adiabatically from TEK to PM-
1 and from KZM-AFZM to PM-E, so we use Eq. (29) in
KZM-AFZM and PM-2 and use a distinct notation |ENS1′ 〉
4FIG. 4. Schematics of the low-energy band and levels show-
ing the transitions: (a) from TEK to KZM-AFZM; (b) from
KZM-AFZM to PM-2; (c) from TEK to PM-1; (d) from PM-1
to PM-2.
in TEK and PM-1 (Fig. 4). It evolves non-adiabatically
from TEK to KZM-AFZM and from PM-1 to PM-2 due
to energy level crossing at the boarder. We define ∆1
as the gap between |ENS1 〉/|ENS1′ 〉 and above continuous
band, and ∆2 as the gap between |ENS1 〉/|ENS1′ 〉 and |ER0 〉.
In KZM-AFZM, the gap ∆2 becomes zero (in the order
O(e−N )), so we get two degenerate KZM states22,
|KZMR〉 = |ER0 〉, (30)
|KZMNS〉 = |ENS1 〉. (31)
They can be best visualized by a perturbative treatment
that is a beneficial supplement to the rigorous solution
for TEK and KZM-AFZM. The key point is to utilize the
lowest 2N classical Ising kink states (j = 1, 2, · · · , N),
|j,→〉 = | · · · ,←j−1, →j ,→j+1 ,←j+2, · · · 〉, (32)
|j,←〉 = | · · · ,→j−1, ←j ,←j+1 ,→j+2, · · · 〉, (33)
of the frustrated Ising Hamiltonian,
H0 =
N∑
j=1
σxj σ
x
j+1, (34)
and take the rest part of the Hamiltonian,
V = H −H0, (35)
as a perturbation (h 1, which leads to entangled kink
states as the eigenstates. For example, the ground state
in the symmetric TEK (µ = 1) approximately reads,
|ER0 〉 ≈
1√
2N
N∑
j=1
(|j,→〉+ |j,←〉). (36)
While the two KZM states can be expressed as
|KZMR〉 ≈
N∑
j=1
ψj(|j,→〉+ |j,←〉), (37)
|KZMNS〉 ≈
N∑
j=1
χj(|j,→〉 − |j,←〉), (38)
where the coefficients read
ψj =
√
µ2−1
2µ ×
 µ
−j , (1 ≤ j ≤ N−12 ),
µ−N+j+1, (N+12 ≤ j ≤ N − 2),
1, (j = N − 1, N),
(39)
χj =
 (−1)
jψj , (1 ≤ j ≤ N−32 ),
(−1)j−1ψj , (other j),
0, (j = N−12 ),
(40)
The coefficients are depicted in the inset of Fig. 3, which
shows a localization behavior of the KZM states. De-
tailed deduction can be found in Appendix B. The Pz
symmetry breaking of KZM and the formation of AFZM
will be elaborated later.
IV. LONG-RANGE AND SHORT-RANGE
CORRELATIONS IN THE PHASES AND
TRANSITIONS
Now we resort to the appropriate correlation functions
in disclosing their intriguing properties and transitions
between each other and among others, because the length
scales related to the bulk and impurity are embedded in
them. The TEK and KZM-AFZM phases are the main
focus. Two complementary methods, the perturbative
theory and rigorous FSS analysis, are employed.
A. Definitions of correlation functions
1. Two-site correlation
The two-site longitudinal correlation function between
site j and j + r for the ground state is defined as
Cj,j+r = 〈σxj σxj+r〉, (41)
where 〈· · · 〉means 〈ER0 | · · · |ER0 〉. By Wick’s theorem, the
correlation functions can be expressed in determinants as
shown in Appendix B. Although translational symmetry
is now broken due to the impurity at site N , we have a
reflection symmetry instead,
CN−j−r,N−j = Cj,j+r. (42)
We investigate two sorts of correlation functions in the
thermodynamic limit by specifying the starting site j0.
The first one is the bulk correlation,
Cb(r, α) ≡ lim
N→∞
Cbr,N ≡ lim
N→∞
Cj0,j0+r, (43)
5FIG. 5. Two types of two-site longitudinal correlation func-
tions, Cb(r, α) and C i(r, α), for bulk and impurity. Notice
that the two sites in Cb(r, α) are symmetric about the impu-
rity
where Cbr,N is the finite-lattice version of C
b(r, α) and
α = rN , (44)
j0 =
N−1
2 −
[
r
2
]
, (j0 6= N, j0 + r 6= N), (45)
and
[
r
2
]
means taking the integer part of r2 . Please no-
tice that the two sites in Cb(r, α) are symmetric about
the impurity (Fig. 5). Likewise, the second one is the
impurity correlation,
C i(r, α) ≡ lim
N→∞
C ir,N ≡ lim
N→∞
CN,r, (46)
which measures the spin fluctuations between the impu-
rity and another site r in the bulk. So we can extract two
kinds of correlation lengths, ξb for the bulk and ξi for the
impurity embedded in Cb(r, α) and C i(r, α) respectively.
2. Three-site correlation
We define a special three-site correlation function
among sites j, j + r, and N for the ground state,
Tj,j+r,N = 〈σxj σxj+rσzN 〉. (47)
Tj,j+r,N is ready to be expressed in determinants (Ap-
pendix C) that can be evaluated efficiently for quite large
systems. It is an adequate quantity for observing the
symmetry breaking of KZM and the formation of AFZM.
B. TEK phase
There are two types of TEK, one is the symmetric
TEK (µ = 1), the other is the non-symmetric TEK (0 <
µ < 1). In these two TEK, both the bulk and impurity
correlations are long-range correlations (LRCs) and can
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FIG. 6. The analysis for extracting the local factors, C
b/i
∞ (r),
in the non-symmetric TEK phase. The data are sequences for
the ratios, C
b/i
r,N/R
b/i(α), at a nonlocal distance,α = r/N ≈
1/8. The results do not rely on the value of α. The selected
parameters are: h = 0.5 in (a) and (b); µ = 0 in (c) and
(d). This analysis shows that the conjectured approximate
expressions in Eqs. (55) and (56) are quite good.
be factorized into a product of local and nonlocal factors,
C
b/i
∞ (r) and Rb/i(α), i.e.,
Cb(r, α) = Cb∞(r)R
b(α), (48)
C i(r, α) = C i∞(r)R
i(α). (49)
The local factors are free of α, reflecting the local infor-
mation of the correlations at α = 0 although r  1 as
N →∞. The nonlocal factors demand a measurement at
a nonlocal distance, r = αN , as N → ∞. The nonlocal
factors can also be observed when N is finite, i.e.,
Rb/i(α)→ Rb/ir,N . (50)
This protocol is coincident with the FSS analysis10. Here,
we only concern N ∈ odd.
In the symmetric TEK, there is no impurity at all, i.e.
C i(r, α) = Cb(r, α), previous studies show that the local
and nonlocal factors read
Cb∞(r) = C
i
∞(r) = (−1)r(1− h2)
1
4 , (51)
Rb(α) = Ri(α) = 1− 2α. (52)
In fact, the perturbative theory gives the approximate
correlation, Cb(r, α) ≈ (−1)rRb(α), which misses the
main part of the local factor, (1 − h2) 14 . Based on the
perturbative theory, the factorizable correlation was con-
jectured to be true for 0 < h < 1 at first7, then proved
rigorously8,9, and eventually found to be in deep relation
with the finite-size scaling (FSS) analysis10.
We conjecture one might take the same route in the
non-symmetric TEK. From the perturbative theory, one
6can get the nonlocal factors of the bulk and impurity
correlations (Appendix B)23,
Rb(α) = 1− 2α− 2
pi
sin(αpi), (53)
Ri(α) = 1− 2α+ 1
pi
sin(2αpi). (54)
Then, assuming they are also true if one goes beyond
the perturbative theory, one can get the hint to propose
appropriate local factors by generalizing the one for the
symmetric TEK. By observing the sequences of data on
finite lattices, C
b/i
r,N/R
b/i(α), we propose the following
expressions for the corresponding local factors,
Cb∞(r) = (−1)r(1− h2)
1
4 , (55)
C i∞(r) = (−1)r(1− h2)
1+µ2
8 . (56)
Numerical analysis is illustrated in Fig. 6, which shows
that the two conjectured expressions are quite good.
Thus, we see both the bulk and impurity correlations
in TEK are separable. Moreover, both of them are LRC,
which means that ξb and ξi are divergent because they
are proportional to the system’s size.
In nature, as a peculiar phenomenon due to ring frus-
tration, we have demonstrated a phase exhibiting LRC
without long-range order (LRO). The absence of LRO
is ensured by the nondegeneracy of the ground state8.
So the usual definition of order parameter by the square
root of a correlation function24 is not valid for the TEK.
Nonetheless, we can take the whole correlation function
as a characteristic at all.
C. KZM-AFZM phase
In the KZM-AFZM (µ > 1 and h < 1), the correlation
functions of the two degenerate KZM states, Eqs. (30)
and (31) (or Eqs. (37) and (38) roughly), share the same
result, so although the discussion below is based on the
state, |KZMR〉, the conclusion is also true for the other
state, |KZMNS〉.
In this phase, the bulk correlation is still a LRC and
ξb is still divergent since Eq. (48) holds and
Cb∞(r) = (−1)r(1− h2)
1
4 , (57)
Rb(α) = 1. (58)
Nevertheless, the impurity correlation becomes a short-
range correlation (SRC),
C i(r, α) ∼
{
0, (α > 0),
(−1)re−r/ξi , (α = 0), (59)
which means the result is zero if we measure it at a non-
local distance (α > 0) and exponentially decaying if at
a local distance (α = 0). This result can also be cap-
tured by the perturbative theory (Appendix B). So we
can conclude consistently that we have
Ri(α) = 0 (60)
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FIG. 7. Impurity correlation length in the KZM-AFZM phase,
ξi, with parameters, h = 0.5 and varying µ. The vertical
axis is in logarithmic. The solid and dashed lines come from
the formula in Eq. (62). The scaling analysis in the inset
shows that ξi becomes proportional to the system’s size when
entering into the TEK.
in the KZM-AFZM, although the local part of the impu-
rity correlation function, C i∞(r), is not easy to extract.
The impurity correlation length ξi can be extracted by
two means. The first is a numerical one. By the formula,
ξi =
[
ln
∣∣∣ Cir,NCir+1,N ∣∣∣]−1 , (61)
we can perform calculations on finite system with N 
r  1 so as to get an extrapolation to infinite N . The
second is an analytical one. With the help of perturba-
tive theory (Appendix B), we can deduce the analytical
expression for the impurity correlation length,
ξi =
1
2|z1| , (62)
with the approximate solution of the discrete mode,
z1 ≈ i lnµ. (63)
But, this solution is good only for small h, say, h  1.
Instead, by substituting the exact solution of z1 of Eq.
(11),
z1 = i ln
h(1−µ2)+
√
4µ2+h2(1−µ2)2
2 , (64)
into Eq. (62), we found it is excellently coincident with
the numerical data for larger h. Numerical data and
analytical result are illustrated in Fig. 7.
Now we disclose that thePz symmetry can be broken
due to the heavy impurity so that the AFZM forms25. By
name, AFZM means that the ground state with broken
symmetry exhibits antiferromagnetic bulk and localized
entangled impurity. We display this phenomenon basing
on the definition of two exact AFZM states,
|±〉 = 1√
2
(|KZMR〉 ± |KZMNS〉) , (65)
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FIG. 8. Three-site correlation function, Tj0,j0+r,N , and the
product, 〈σxj0σxj0+r〉〈σzN 〉, for a system with size N = 401
and parameters, h = 0.1 and µ = 1.5. When j0 is far away
from the impurity, we have Tj0,j0+r,N ≈ 〈σxj0σxj0+r〉〈σzN 〉,
which means that Tj0,j0+r,N is separable in the thermody-
namic limit. However, it is non-separable when site j0 is
nearby the impurity, which is reflected by the difference,
∆T = Tj0,j0+r,N − 〈σxj0σxj0+r〉〈σzN 〉, as shown in the inset.
We see that ∆T is insensitive to the system’s size nearby the
impurity, which reflects the stable and non-separable localized
part of the ground state.
Intuitively, this spontaneous symmetry breaking can
be easily seen in the framework of perturbative theory.
By substituting Eqs. (37) and (38) into Eq. (65), we can
clearly see the hierarchical structure of the AFZM. The
states |AFZM,±〉 can be rewritten as
|±〉 ≈
∑
m=1,2,3,···
λm|bulk,±〉m ⊗ |imp〉m, (66)
where λm =
√
µ2 − 1/(√2µm), |bulk,±〉m denote the
two antiferromagnetic bulk part of the states,
|bulk,+〉m = | →m,←m+1, · · · ,←N−m〉, (67)
|bulk,−〉m = | ←m,→m+1, · · · ,→N−m〉, (68)
while |imp〉m denote the localized and entangled impurity
part that can be hierarchically written down as
|imp〉1 = | →N 〉+ | ←N 〉, (69)
|imp〉2 = | ←N−1,→N ,←1〉+ | →N−1,←N ,→1〉, (70)
|imp〉3 = | →N−2,←N−1,→N ,←1,→2〉+
| ←N−2,→N−1,←N ,→1,←2〉, (71)
...
Because λm decreases rapidly with m increasing, the im-
purity part of the AFZM state is well localized near the
impurity. The vast bulk ensures the occurring of sponta-
neous symmetry breaking in a spin system26.
Inspired by this perturbative picture, we investi-
gate rigorously the three-site correlation, Tj0,j0+r,N =
〈σxj0σxj0+rσzN 〉, in which j0 is defined in Eq. (45). The
numerical result is illustrated in Fig. 7. We see that
Tj0,j0+r,N can be separated into a product of two-site
correlation and one-site average,
〈σxj0σxj0+rσzN 〉 ≈ 〈σxj0σxj0+r〉〈σzN 〉, (72)
when both N and j0 are large enough (j0/N 6= 0 as
N →∞, i.e. site j0 is far away from the impurity). This
separability signifies a possible symmetry breaking in the
vast bulk, because the two-site correlation can be further
separated in the AFZM states,
〈±|σxj0σxj0+r|±〉 ≈ 〈±|σxj0 |±〉〈±|σxj0+r|±〉. (73)
Thus in the bulk part of the AFZM states, the Pz sym-
metry is broken and we can introduce the order param-
eter in the usual way [24],
mx =
√
|〈±|σxj0σxj0+r|±〉| = (1− h2)
1
8 , (74)
since the rigorous two-site correlation is given by Eq.
(57). Nevertheless, Tj0,j0+r,N is still non-separable for
small j0 (j0/N → 0 as N →∞, i.e. site j0 is nearby the
impurity) as shown in the inset of Fig. 8. This result
is in good agreement with the one by perturbative the-
ory, which means that the AFZM states remain entangled
nearby the impurity.
D. Transition from TEK to KZM-AFZM
According to the discussion above, the features of the
transition from TEK to KZM-AFZM can be reflected in
both the bulk and impurity correlations.
First, the bulk correlation remains to be LRC and its
local factor, Cb(α), does not change with varying µ ac-
cording to Eqs. (55) and (57), nevertheless, its nonlocal
factor is a step-like function according to Eqs. (52), (53),
and (58). For convenience, we write down it explicitly,
Rb(α) =
 1− 2α−
2
pi sin(αpi), (µ < 1),
1− 2α, (µ = µc = 1),
1, (µ > 1).
(75)
It is interesting to see how this step-like function is ap-
proached by the data from finite-size systems. We can
numerically extract the finite-size version of the nonlocal
factor by Rbr,N =
Cbr,N
Cb∞(r)
, so as to carry out the FSS anal-
ysis. In Fig. 9, we label the shaded areas, A1 and A2,
defined by
A1 =
∫ 1
0
|Rbr,N −Rb(α)|dµ, (76)
A2 =
∫ ∞
1
|Rbr,N −Rb(α)|dµ. (77)
The two insets in Fig. 9 show the scaling behavior,
A1 ≈ 1.41N−1, (78)
A2 ≈ 2.57N−0.81. (79)
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FIG. 9. Upper plot: FSS analysis of the nonlocal factor of
the bulk correlation function in the transition from TEK to
KZM-AFZM phases, which shows that the sequence of data,
Rbr,N , approaches the step-like function in Eq. (80), R
b(α),
with N increasing. The shaded areas, A1 and A2, defined in
Eqs. (76) and (77) indicate the difference between Rbr,N and
Rb(α). The parameters, h = 0.5 and α = 1/8, are selected
in the plot. Inset: the same plot in a much wider scope of
parameter, µ ∈ (0, 2). Lower left plot: FSS analysis for A1.
Lower right plot: FSS analysis for A2.
Second, the impurity correlation alters from LRC to
SRC. According to Eqs. (52), (54), and (60), the nonlocal
factor is likewisely a step-like function and reads
Ri(α) =
 1− 2α+
2
pi sin(αpi), (µ < 1),
1− 2α, (µ = µc = 1),
0, (µ > 1).
(80)
However, as a better characterization, we can observe
that the impurity correlation length ξi undergoes a tran-
sition from a divergent value to a finite one as illustrated
in Fig. 7.
E. Difference between PM-1 and PM-2 subphases
In the PM-1 and PM-2 subphases, both bulk and im-
purity correlation functions are SRC with finite correla-
tion length. It is hard to discern the difference of the two
subphases through the correlation function of the ground
state, because the behaviour of the correlation lengths are
found to be the same,
ξb or ξi ∼ 1
lnh
, (81)
in both PM-1 and PM-2. We have confirmed this be-
haviour by rigorous calculation on lattices with large
enough N . Whereas, the difference can be easily dis-
cerned in Fig. 4(d), which shows that the first excited
state in PM-1 is a discrete energy level, while in PM-2
it becomes the bottom of the continuous band. Corre-
spondingly, we can resort to the first excited state to
distinguish the two subphases.
For simplicity, let us see a perturbative theory that is
fit for the PM phases. In the limit µ = 0 and h→∞, the
ground state and first excited state evolve adiabatically
to the following simple states,
|ER0 〉 → |N↑〉 = | ↑1, · · · , ↑N−1, ↑N 〉, (82)
|ENS1′ 〉 → |N↓〉 = | ↑1, · · · , ↑N−1, ↓N 〉. (83)
Obviously, |ER0 〉 behaves extended, while |ENS1′ 〉 shows
a localization behaviour around the impurity at site N .
When µ 6= 0 and h is finite, we can do the perturbative
calculations in subspaces with appropriate parity. Al-
though the ground state will be blended with many states
of odd parity, there is no chance to develop a localized
mode. While for the first excited state, we can perform
perturbative calculation in the one-spin-down subspace
with even parity (n = 1, 2, · · · , N),
{|n↓〉 = | · · · , ↑n−1, ↓n, ↑n+1, · · · 〉}. (84)
Because the state in Eq. (83) dominates for 0 < µ < 1,
we get a localized state,
|ENS1′ 〉 =
N∑
n=1
cn|n↓〉, (85)
where
cn = A×

(−1)nh−n
(2−2µ)n , (1 ≤ n ≤ N−12 ),
−(−1)nhn−N
(2−2µ)N−n , (
N+1
2 ≤ n < N),
1, (n = N),
(86)
with A =
√
4h2(1−µ)2−1
4h2(1−µ)2+1 . However, in PM-2 (µ > 1),
the first excited state changes non-adiabatically due to
energy level crossing, |ENS1′ 〉 → |ENS1 〉, so we get an ex-
tended state instead,
|ENS1 〉 =
√
2
N
N∑
n=1
(−1)n−1 sin npi
N
|n↓〉. (87)
F. Transitions from KZM-AFZM to PM-2
Both KZM-AFZM and PM-2 phases are gapped above
the ground state. At the critical point, hc = 1, the gaps
close (Fig. 4(b)). Specifically, the gaps can be worked
out and read approximately,
∆1 ≈ 2|h− hc|Θ(hc − h), (88)
∆2 ≈ 2|h− hc|Θ(h− hc), (89)
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FIG. 10. Upper plot: impurity correlation length ξi in the
transition from KZM-AFZM to PM-2. The data are worked
out via Eq. (61). Without loss of generality, we select µ =
1.5 here. At the critical point, hc = 1, a divergent peak is
displayed. Coming from Eq. (91), the solid line is a rigorous
result in the thermodynamic limit. Inset: data collapse for ξi,
in which the scaling exponents ν = 1 can be inferred. Lower
left plot: plot of the maximum of ξi vs N , which shows the
linear behavior of the divergence reported in the upper plot.
Lower right plot: log-log plot of pseudocritical point hc(N)
vs N , which allows to extract the shift exponent λ = 1.
where Θ(x) is the Heaviside step function. In the transi-
tion, the bulk correlation alters from LRC to SRC,
Cb∞(r) ∼
{
(1− h2)1/4, (h < hc),
e−r/ξb , (h > hc),
(90)
where ξb = 1/ lnh, while the impurity correlations in
both phases are SRC. Interestingly, the impurity corre-
lation length behaves differently in the two phases,
ξi ∼
{
(2|z1|)−1, (h < hc),
(lnh)−1, (h > hc),
(91)
and goes divergent, ξi ∼ |h − hc|−ν with ν = 1, at the
critical point hc = 1. As illustrated by the numerical
analysis in Fig. 11, we can observe the shift exponent λ
governing the approach of the pseudocritical value hc(N)
to the genuine critical value hc = 1 via the relation |hc−
hc(N)| ∼ N−λ. Consistently, we get λ = 1/ν = 1.
G. Transition from TEK to PM-1 and the classical
impurity limit
In the transition from the gapless TEK to gapped PM-
1, both the bulk and impurity correlations alter from
LRC to SRC. Meanwhile, the ground state and the first
excited state evolve adiabatically as shown in Eqs. (82)
and (83) and in Fig. 3 (c). Two gaps open when entering
into the PM-1,
∆2 = 2
√
1 + h2 − 2h cos z3, (92)
∆1 = 2(h− 1)−∆2, (93)
where z3 can be found in Eq. (21).
Let us focus on the classical impurity limit (µ = 0)27,
where interesting physics due to ring frustration is quite
different from that for the OBC case19. In this limit, σxN
commutes with the system Hamiltonian, [σxN , H] = 0,
the two states with good quantum number of Pz, |ER0 〉
and |ENS1′ 〉, become absolutely degenerate. They can be
mixed so as to become the eigenstates of σxN (as well as
the parity in x direction, Px =
∏N
j=1(−σxj )),
σxN (|ER0 〉 ± |ENS1′ 〉) = ±(|ER0 〉 ± |ENS1′ 〉). (94)
But this superposition of two states is purely an oper-
ation on the quantum states, which does not mean any
phenomenon of spontaneous symmetry breaking, because
the resulting states are still highly entangled, as can be
seen through the perturbative theory in the TEK phase.
The situation here is different from that in the OBC
case19, or in the AFZM discussed above.
V. SUMMARY
In summary, we have studied the phases and transi-
tions in the quantum Ising ring as a result of the interplay
between point impurity and ring frustration. By rigor-
ous solution and complimentary perturbative theory, we
have constructed the ground-state phase diagram. The
phases and transitions are characterized by appropriate
bulk and impurity correlation functions in the context
of nonlocality in the thermodynamic limit. The two-site
correlation function can be factorized into a product of
local and nonlocal factors if it is a LRC. In gapless TEK
phase, the spontaneous symmetry breaking is precluded
because the ground state is unique, which indicates the
LRC does not lead to LRO in this peculiar situation.
Whereas, the spontaneous symmetry breaking does oc-
cur in the gapped KZM-AFZM phase, where the doubly
degenerate KZM states can transform into two AFZM
states. A type of three-site correlation function can be
utilized to capture this phenomenon. In a AFZM state,
LRO develops in the vast bulk and the entangled part
of the state is retained locally near the impurity. In the
transition from TEK to KZM-AFZM, both the bulk and
impurity nonlocal factors of the correlations are found
to be step-like functions in the thermodynamic limit. In
10
the classical impurity limit, the two-fold degeneracy of
the ground state may facilitate us to manipulate the par-
ity of the ground state.
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Appendix A: Diagonalization of HR/NS
The free fermion Hamiltonians with PBC/anti-PBC
are
HR/NS =
∑
i,j
[
f†i Aijfj +
1
2
(f†i Bijf
†
j + h.c.)
]
. (A1)
We have omitted the superscript R/NS for abbreviation,
A = AR/NS and B = BR/NS. Matrix A is Hermitian,
while the matrix B is antisymmetric. At the same time,
both A and B are real. We try to find a linear transfor-
mation,
ηq =
∑
j
(gq,jfj + hq,jf
†
j ),
η†q =
∑
j
(gq,jf
†
j + hq,jfj),
(A2)
with the canonical coefficients that will lead to the diag-
onalized form for the Hamiltonians,
HR/NS =
∑
q
ωqη
†
qηq + constant, (A3)
We introduce two matrices, Φ with elements φq,j = gq,j+
hq,j and Ψ with elements ψq,j = gq,j − hq,j . This leads
to the eigenvalue problem,
ω2Φ =Φ(A−B)(A+B)
ω2Ψ =Ψ(A+B)(A−B)
where ω = diag(ω1, ω2, · · · , ωN ) is a diagonal matrix that
consists of eigenvalues. Lengthy, but straightforward,
calculations lead to the equation in Eq. (11), which
gives the solution of the roots of q and the spectrum,
ω(q) = 2
√
1 + h2 − 2h cos q. Most roots of q are real, ex-
cept for the ones denoted by z = z1/2/3/4 as described in
the main text. They may be complex and lead to discrete
modes as listed in Table I, where hµ = e
sgn(1−µ)|z1| de-
notes a line fulfilling ω(z1) = 2
√
1 + h2µ − 2hµ cos z1 = 0.
The elements of Φ and Ψ can be worked out as
φq,j = c1 [sin qj − µPz sin(N − j)q] , (A4)
ψq,j = c2
µ sin qj −Pz sin(N − j)q
1 + (µ− 1)δj,N , (A5)
where c1/2 are normalization factors.
Ωz1 Ωz2 Ωz3 Ωz4
sgn(hµ − h)ω(z1) ω(z2) ω(z3) −ω(z4)
TABLE I. Four possible discrete modes.
Appendix B: Perturbative theory for the TEK and
KZM-AFZM
The perturbative theory is carried out in the subspace
composed of the one-kink Ising states in Eqs. (32) and
(33), which are also eigenstates of the main Hamiltonian
H0 =
∑N
j=1 σ
x
j σ
x
j+1. As a perturbation (h  1), the
transverse term V = H−H0 does not commute with H0,
so we can get approximate eigenstates by diagonalizing it
in this subspace. Because of the commutator [Pz, H] =
0, we introduce another set of states with good quantum
number of Pz,
|j, ↑〉 = 1√
2
(|j,→〉+ |j,←〉) , (B1)
|j, ↓〉 = 1√
2
(|j,→〉 − |j,←〉) , (B2)
so that the effective Hamiltonian is obtained as
Heff =
N∑
j=1
[(2−N)(|j, ↑〉〈j, ↑ |+ |j, ↓〉〈j, ↓ |)
−hj+1(|j, ↑〉〈j + 1, ↑ | − |j, ↓〉〈j + 1, ↓ |+ h.c.)] (B3)
where hj = h + (µ − 1)hδj,N . The ground state can be
worked out as
|ER0 〉 ≈
N−2∑
j=1
[cos k0j + cos(N − j − 1)k0] |j, ↑〉
+
N∑
j=N−1
[cos k0 + cos(N − 2)k0]
2 cos k0 − µ |j, ↑〉, (B4)
where
k0 =

pi(1−µ)
N(1−µ)+(1+µ) ≈ piN , (µ < 1),
1
N arccos(
2µ−N(1−µ2)
1+µ2 ), (µ ≈ 1),
i lnµ, (µ > 1).
(B5)
In the KZM-AFZM, the ground state is doubly degen-
erate. The above ground state plays the role of a KZM
state with odd parity, |KZMR〉 = |ER0 〉. Another KZM
state with even parity is worked out as
|KZMNS〉 ≈
N−2∑
j=1
[sin k0j − sin(N − j − 1)k0) |j, ↓〉
+
N∑
j=N−1
(−1)j (sin k0 − sin(N − 2)k0]
2 cos k0 + µ
|j, ↓〉.(B6)
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In the thermodynamic limit N → ∞, the two degen-
erate KZM states can be simplified as
|KZMR〉 =
N∑
j=1
ψj |j, ↑〉, (B7)
|KZMNS〉 =
N∑
j=1
χj |j, ↓〉, (B8)
where (a is a normalization factor)
ψj = ψN−j−1 ≈ µ1−ja, (j < N − 1),
ψN = ψN−1 ≈ µa,
χj ≈ (−1)jψj .
(B9)
The longitudinal correlation function of the ground
state defined in Eq. (41) can also be worked out in the
framework of perturbative theory. By Eq. (B4), we get
Cj,j+r ≈ (−1)rF (k0)G(k0), (B10)
in which
F (k0) =
2 cos2(N−12 k0)
2
N
[
cos k0+cos(N−2)k0
2 cos k0−µ
]2
+ 1N
∑N−2
l=1 [cos lk0 + cos(N − l − 1)k0]2
(B11)
G(k0) = 1− 2 r
N
+
sin(N − 2r − 2j)k0 + sinNk0 − sin(N − 2j)k0
N sin k0
(B12)
Substituting k0 in Eq. (B5) into F (k0) and G(k0) and taking N →∞, we find that
F (k0)→

1, (µ < 1),
1
2 , (µ = 1),
N(µ2−1)
2µeN lnµ
, (µ > 1),
(B13)
G(k0)→

(1− 2α) + sin[(1−2α−2
j
N )pi]−sin[(1−2 jN )pi]
pi , (µ < 1),
2(1− 2α), (µ = 1),
1− 2 rN + 2µe
N lnµ
N(µ2−1) [1− e−2(N−r−j) lnµ + e−2(r+j) lnµ + e−2(N−j) lnµ − e−2j lnµ], (µ > 1).
(B14)
By substituting Eqs. (B13) and (B14) into (B10), we can recover the nonlocal factors for the long-range correlations
in the TEK (µ < 1) and the exponentially decaying short-range impurity correlation in the KZM-AFZM (µ > 1) as
described in the main text.
Appendix C: Determinant representation of correlation functions
By using Wick’s theorem and Majorana fermions,
Aj = f
†
j + fj , Bj = f
†
j − fj , (C1)
the two-site longitudinal correlation function defined in Eq. (41) can be represented by a r-th order determinant.
First, we can write down,
Cj,j+r =〈0R|ηz1BjAj+1Bj+1Aj+2 · · ·Aj+r−1Bj+r−1Aj+rη†z1 |0R〉
=〈ηz1η†z1〉〈BjAj+1Bj+1Aj+2 · · ·Aj+r−1Bj+r−1Aj+r〉
+
(〈ηz1Bj〉〈Aj+1η†z1〉 − 〈ηz1Aj+1〉〈Bjη†z1〉) 〈Bj+1Aj+2Bj+2 · · ·Bj+r−1Aj+r〉
+
(〈ηz1Bj〉〈Aj+2η†z1〉 − 〈ηz1Aj+2〉〈Bjη†z1〉) 〈Aj+1Bj+2Aj+2Bj+2 · · ·Bj+r−1Aj+r〉
+ · · · · · · .
(C2)
Then by the contractions,
〈ηz1η†z1〉 = 1,
〈AiAj〉 = −〈BiBj〉 = δi,j ,
〈BjAj+r〉 ≡ Gj,j+r =
∑
q
(hq,j − gq,j)(hq,j+r + gq,j+r),
〈ηz1Aj+r〉〈Bjη†z1〉 − 〈ηz1Bj〉〈Aj+rη†z1〉 ≡ Fj,j+r = 2(hz1,j − gz1,j)(hz1,j+r + gz1,j+r),
(C3)
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we can arrive at
Cj,j+r = det
 Gj,j+1 − Fj,j+1 Gj,j+2 − Fj,j+2 · · · · · · Gj,j+r − Fj,j+rGj+1,j+1 − Fj+1,j+1 Gj+1,j+2 − Fj+1,j+2 · · · · · · Gj+1,j+r − Fj+1,j+r· · · · · ·
Gj+r−1,j+1 − Fj+r−1,j+1 Gj+r−1,j+2 − Fj+r−1,j+2 · · · · · · Gj+r−1,j+r − Fj+r−1,j+r
 . (C4)
Except for the translational symmetric case (µ = 1), this determinant is generally not a Toeplitz determinant due to
the presence of impurity (µ 6= 1), however, it can still be evaluated numerically for quite large systems.
The three-site correlation function defined in Eq. (47) can also be represented by a determinant. By Wick’s
theorem, we have
Tj,j+r,N =− 〈0R|ηz1BNANBjAj+1Bj+1Aj+2 · · ·Aj+r−1Bj+r−1Aj+rη†z1 |0R〉
=− 〈ηz1η†z1〉〈BNANBjAj+1Bj+1Aj+2 · · ·Aj+r−1Bj+r−1Aj+r〉
− (〈ηz1BN 〉〈ANη†z1〉 − 〈ηz1AN 〉〈BNη†z1〉) 〈BjAj+1Bj+1 · · ·Bj+r−1Aj+r〉
− (〈ηz1BN 〉〈Aj+1η†z1〉 − 〈ηz1Aj+1〉〈BNη†z1〉) 〈ANBjBj+1 · · ·Bj+r−1Aj+r〉
− (〈ηz1BN 〉〈Aj+2η†z1〉 − 〈ηz1Aj+2〉〈BNη†z1〉) 〈ANBjAj+1Bj+1Bj+3 · · ·Bj+r−1Aj+r〉
− · · · · · · .
(C5)
Then we can write it into a (r + 1)-th order determinant,
Tj,j+r,N = −det

GN,N − FN,N GN,j+1 − FN,j+1 · · · GN,j+r − FN,j+r
Gj,N − Fj,N Gj,j+1 − Fj,j+1 · · · Gj,j+r − Fj,j+r
Gj+1,N − Fj+1,N Gj+1,j+1 − Fj+1,j+1 · · · Gj+1,j+r − Fj+1,j+r
· · · · · ·
Gj+r−1,N − Fj+r−1,N Gj+r−1,j+1 − Fj+r−1,j+1 · · · Gj+r−1,j+r − Fj+r−1,j+r
 . (C6)
.
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