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CLASSICAL SOLUTIONS OF THE BACKWARD PIDE FOR A MARKED
POINT PROCESSES WITH CHARACTERISTICS MODULATED BY A JUMP
DIFFUSION
KATIA COLANERI AND RÜDIGER FREY
Abstract. The objective of this paper is to give conditions ensuring that the backward partial
integro differential equation (PIDE) arising from a multidimensional jump-diffusion with a pure
jump component has a classical solution, that is the solution is continuous, C2 in the diffusion
component and C1 in time. Our proof uses a probabilistic arguments and extends the results of
Pham [15] to the case where the diffusion operator is not elliptic in all components and where the
jump intensity is modulated by a diffusion process.
Keywords: Partial Integro Differential Equation, Markov modulated marked point process,
Cauchy problem, classical solution.
1. Introduction
We consider a Markov process of the form X = (Z, L), where L is a pure jump process and where
Z is a general d-dimensional jump diffusion that drives the local characteristics of L. Models of
this kind are frequently employed in insurance and finance and we now give a few examples. In an
insurance context L typically represents the aggregate claim amount of a given insurance portfolio;
in advanced actuarial models L is modelled as a compound Cox process driven by some (jump)-
diffusion Z, see for instance Grandell [14]. In credit risk modelling L might describe the aggregate
loss of a given bond or loan portfolio; L is frequently modelled as a marked point process with
characteristics driven by a (jump) diffusion Z, as this helps to mimic the random nature of observed
credit spreads, see for instance Bielecki and Rutkowski [2]. In the context of high frequency models
in finance, L could model the price of an asset. In fact, it is well known that on very fine time
scales asset prices are best described by a pure jump process, since in reality prices move on a
discrete grid. In this case it makes sense to model the stock price as a marked point process
with Markov modulated characteristics as this helps to reproduce the clustering observed in high
frequency returns; see for instance Cartea et al. [4] or Frey and Runggaldier [11].
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Consider now functions c, f from [0, T ]×Rd+1 to R and g from Rd+1 to R and define a function
v by
v(t, x) = v(t, z, l) = E
[∫ T
t
e−
∫ s
t
c(u,Xu)duf(s,Xs)ds+ e
−
∫ T
t
c(s,Xs)dsg(XT )|Xt = (z, l)
]
. (1.1)
The goal of this paper is to give regularity conditions on c, f and g and on the generator L of
the process X which ensure that v is a classical solution (i.e. continuous, C2 in z, C1 in t) of the
corresponding backward partial integro differential equation (PIDE). Functions v of the form (1.1)
arise quite naturally when studying pricing and hedging problems where, typically, the function
f gives the instantaneous dividend payments, c is the discount rate and g is the terminal payoff.
Classical solutions of the associated PIDE are of particular interest in the computation of hedging
strategies for financial derivatives or insurance contracts. Indeed they allow one to apply standard
Itô formula and obtain the martingale representation for the price process and consequently the
hedge ratio, see for instance Frey [10] or Ceci et al. [5].
There are only few results in the existing literature that provide a characterization of the function
v as the solution (in the classical or in the viscosity sense) of the backward PIDE associated with the
generator L of X, see Gihman and Skohorod [13], Bensoussan and Lions [1], Pham [15], Davis and
Lleo [7]. However, these papers make strong regularity assumptions on the coefficients appearing
in L that are not always satisfied in applications. The most relevant contribution for our analysis
is the paper by Pham [15]. He obtains existence and uniqueness of a smooth solution (i.e. C2 in
x) for the backward PIDE for the case where the process X is given as the solution of an SDE
driven by a Brownian motion and an exogenous Poisson random measure. His analysis relies on
two strong assumptions: the coefficients in the SDE representation of X satisfy a strong Lipschitz
assumption, and the diffusion part of the generator of X is uniformly elliptic. Both conditions are
not met in many important cases. To clarify this point - and hence the contribution of our paper
- we make the following example. Consider the process X = (Z, L) where Z is a diffusion with
dynamics
dZt = a(Zt)dt + b(Zt)dWt, Z0 = z ∈ R,
W is a one-dimensional Brownian motion, functions a : R → R and b : R → R are bounded and
Lipschitz and such that b2(z) ≥ δ for some δ > 0, and where L is a Cox process with stochastic
intensity λ(Z), for some bounded function λ : R → (0,∞). In that case L has no diffusion part,
so that the generator of the pair (Z, L) is not uniformly elliptic, but only elliptic in z. Moreover,
while L can be represented as solution of an SDE driven by an exogenous Poisson random measure
the coefficients in this representation are not Lipschitz in x. In fact, the usual way to write L
as solution of an SDE is to consider a Poisson random measure N(dt, du) on [0, T ] × R with
compensating measure ℓ(du)dt where ℓ is the Lebesgue measure on R. Then L can be written as
Lt = L0 +
∫ t
0
∫
R
1[0,λ(Zs)](u)N(ds, du) (1.2)
Here, the integrand γ(z, u) = 1[0,λ(z)](u) is not Lipschitz in z, and consequently, the results of
Pham [15] do not apply in the setting of (1.2).
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To overcome problems of this type we apply a change of measure argument: we start from
a reference probability space supporting a Brownian motion and an exogenous Poisson random
measure N(dt, du) and we revert to the case where the compensating measure of N is stochastic
by changing probability. It turns out that, in the reference probability setting, the hypotheses of
Pham [15] are satisfied for the extended process (X, ξ), where ξ is the martingale density of the
measure change. Using Bayes formula and the results of Pham [15] we then obtain that v is the
unique viscosity solution of the backward PIDE associated with the operator L, and a fixed point
argument is used to conclude that v is indeed a classical solution of that equation.
The reminder of the paper is organized as follows. In Section 2 we introduce the problem and
the main assumptions. In Section 3 we construct the process X via change of measure. Finally,
we prove existence and uniqueness for the solution to the backward PIDE in Section 4.
2. Modeling framework and problem formulation
We fix a probability space (Ω,F ,P), a time horizon T and a right continuous and complete
filtration F. Conside measurable functions a : [0, T ]×Rd×R→ Rd and b : [0, T ]×Rd×R→ Rd×d,
γZ : [0, T ]× Rd × R×E → Rd and γL : [0, T ]× Rd × R× E → R, where (E, E) is a metric space.
Define the matrix Σ(t, z, l) = (σi,j(t, z, l), i, j = 1, . . . , d), by
Σ(t, z, l) = b(t, z, l)b⊤(t, z, l).
We assume that the process X = (Z, L) is the unique solution of the martingale problem associated
with the (time-inhomogeneous) operator Lt defined as follows
Ltϕ(x) = Ltϕ(z, l) :=
d∑
i=1
ai(t, z, l)ϕzi(z, l) +
1
2
d∑
i,j=1
σi,j(t, z, l)ϕzi,zj(z, l)
+
∫
E
[ϕ(z + γZ(t, z, l, u), l + γL(t, z, l, u))− ϕ(z, l)]ν(t, x; du), (2.1)
for every (z, l) ∈ Rd × R, t ∈ [0, T ] and every function ϕ : Rd × R → R which is C2 in z and
continuous in l, bounded with bounded derivatives. We use the following notation for partial
derivatives: for every function h : [0, T ] × Rd × R → R which is C2 in z and continuous in l, we
write hzi for the first derivatives of h with respect to zi for i ∈ {1, . . . d} respectively, hzi,zj for
second derivatives, for i, j ∈ {1, . . . , d}, and finally ht denotes the first derivative with respect to
time. The form of the operator Lt implicitly suggests that the process X has d + 1 components:
the process Z with values in Rd which is a jump-diffusion with non vanishing diffusion part and
the process L corresponding to a pure jump component. The diffusion component in Z implies
that the transition kernel of X will have a smoothing effect in z, whereas no such smoothing can
be expected in the l direction.
Example 2.1. To illustrate our setup we now give the generator for two special examples. First
we consider the case mentioned in the introduction where L is a time-homogeneous Cox process.
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There, the generator L reads as
Lϕ(x) = Lϕ(z, l) = a(z)ϕz(z, l) +
1
2
b2(z)ϕz,z(z, l) + [ϕ(z, l + 1)− ϕ(z, l)]λ(z).
Second, assume more generally that L is a compound Cox process with jump intensity λ(Zt) and
jump size distribution µ. In this case the generator L has the form
Lϕ(z, l) = a(z)ϕz(z, l) +
1
2
b2(z)ϕzz(z, l) +
∫
R
(ϕ(z, l + u)− ϕ(z, l)) λ(z)µ(du).
Note that the generator in (2.1) is more general than these examples as it encompasses also
models with joint jumps in L and Z. This feature can be used to model phenomena related
to self-excitation such as self-exciting defaults in a credit risk context, see for instance Eymen
et al. [8]. It will be shown later that under our modeling assumption a unique solution to the
martingale problem for the generator L in (2.1) exists; uniqueness follows from our main result
(Theorem 2.4), since the existence of solutions to the backward PIDE implies uniqueness for
solutions of the martingale problem by standard Markov process results.
We continue with the problem formulation. Let g : Rd+1 → R be a payoff function, f : [0, T ]×
R
d+1 → R a dividend rate function and c : [0, T ]× Rd+1 → R a discount rate. In the reminder of
the paper we work under the following assumptions.
Assumption 2.2.
(A0) The functions a, b, γZ , γL, f, g and c are continuous.
(A1) The functions a and b are locally Lipschitz in (t, x) and Lipschitz in x for all t ∈ [0, T ].
(A2) There exists a finite measure ν˜(du) on (E, E) such that the measure ν(t, x; du) is equivalent
to ν˜(du); the Radon Nikodym derivative ν(t, x, u) := dν(t, x)/dν˜(u) satisfies ν(t, x, u) ≤ 1
for all (t, x, u) ∈ [0, T ]× Rd+1 × E.
(A3) The functions γZ , γL and ν satisfy for all t ∈ [0, T ] and x, y ∈ Rd+1 .
|γZ(t, x, u)− γZ(t, y, u)|+ |γL(t, x, u)− γL(t, y, u)|+ |ν(t, x, u)− ν(t, y, u)| ≤ ρ(u)|x− y|,
|γZ(t, x, u)|+ |γL(t, x, u)| ≤ ρ(u),
where the function ρ : E → R+ is such that
∫
E
ρ2(u)ν˜(du) <∞.
(A4) The function c is bounded and locally Hölder continuous.
(A5) The functions g and f are bounded and satisfy for every t, s ∈ [0, T ] and x, y ∈ Rd+1
|f(t, x)− f(s, y)|+ |g(x)− g(y)| ≤ K(|t− s|+ |x− y|).
Note that Assumption (A2) implies that sup(t,x)∈[0,T ]×Rd+1 ν(t, x, E) < C <∞, that is we assume
that the jump intensity of L is bounded.
For fixed l ∈ R we now introduce the differential operator L∗ by
L∗(t,l)ϕ(z) =
d∑
i=1
ai(t, z, l)ϕzi(z) +
1
2
d∑
i,j=1
σi,j(t, z, l)ϕzi,zj(z)
for every z ∈ Rd and t ∈ [0, T ] and every function ϕ : Rd → R with ϕ ∈ C2, bounded with bounded
derivatives.
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Assumption 2.3. For every fixed l ∈ R, and every bounded and Lipschitz continuous function
F : [0, T ]× Rd+1 → R the Cauchy problem
ψt(t, z, l) + L
∗
(t,l)ψ(t, z, l) + F (t, z, l) = c(t, z, l)ψ(t, z, l) (t, z) ∈ [0, T ]× R
d,
ψ(T, z, l) = g(z, l), z ∈ Rd,
has a unique bounded classical solution.
Sufficient conditions for Assumption 2.3 to hold are given, for instance, in Friedman [12,
Chapter 1]. They amount to assuming further to (A0)–(A5) in Assumption 2.2 that the func-
tions a(t, z, l) and b(t, z, l) are bounded and that the matrix Σ(t, z, l) is uniformly elliptic in z
on Rd, that is, there exists C > 0 such that for any ζ ∈ Rd, ζ⊤Σ(t, z, l)ζ ≥ C‖ζ‖2 for every
(t, z, l) ∈ [0, T ]×Rd×R. In the case where L∗ is the generator of an affine diffusion (not necessar-
ily strictly elliptic), existence and uniqueness of the solution of the Cauchy problem is discussed,
for instance in Cordoni and Di Persio [6].
The goal of the paper is to prove the following theorem.
Theorem 2.4. Let (A0)–(A5) in Assumption 2.2 and Assumption 2.3 hold. Then the function v
given by
v(t, z, l) = E
[∫ T
t
e−
∫ s
t
c(u,Zu)duf(s, Zs, Ls)ds+ e
−
∫ T
t
c(s,Zs)dsg(ZT , LT )|(Zt, Lt) = (z, l)
]
.
is bounded, continuous on [0, T ] × Rd × R, Lipschitz in x = (z, l) uniformly in t and, for fixed l,
C1 in t and C2 in z. Moreover v is a classical solution of the Cauchy problem
vt(t, z, l) + Ltv(t, z, l) = c(t, z, l)v(t, z, l) + f(t, z, l), (t, z, l) ∈ [0, T ]× R
d × R, (2.2)
v(T, z, l) = g(z, l), (z, l) ∈ Rd × R.
Note that we obtain different degrees of regularity in z and l. The fact that v is only Lipschitz
in l but C2 in z reflects that process L has no diffusion component. Furthermore the regularity
properties of v obtained in Theorem 2.4 permit to apply Itô formula and derive the dynamics of
the process (v(t, Zt, Lt))t∈[0,T ].
The proof of the theorem is given in Section 4 and it is based on the results of Pham [15].
However, in order to apply those an intermediate step is needed. Precisely, we will construct the
model via a change of measure, in the same spirit as the reference probability approach in nonlinear
filtering. This is discussed in the next section.
3. Construction via change of measure
We start from a probability space (Ω,F , P˜) with a filtration F, that supports a d-dimensional-
Brownian motion W and a Poisson random measure N(dt, du) on [0, T ]×E, for some measurable
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separable space (E, E), with (F, P˜)-compensator ν˜(du)dt. Here ν˜ and E are as in (A2) of Assump-
tion 2.2 . Let X = (Z, L) be the unique strong solution to the following system of SDEs
dZt = a(t, Xt)dt+ b(t, Xt)dWt +
∫
E
γZ(t, Xt− , u)N(dt, du), Z0 = z ∈ R
d, (3.1)
dLt =
∫
E
γL(t, Xt− , u)N(dt, du), L0 = l ∈ R, (3.2)
where the functions a, b, γZ and γL satisfy (A0), (A1) and (A3) in Assumption 2.2. The process
X is Markov under P˜ with the generator
L˜tϕ(z, l) =
d∑
i=1
ai(t, z, l)ϕzi(z, l) +
1
2
d∑
i,j=1
σi,j(t, z, l)ϕzi,zj(z, l)
+
∫
E
[ϕ(z + γZ(t, z, l, u), l + γL(t, z, l, u))− ϕ(z, l)]ν˜(du),
for every (z, l) ∈ Rd × R and every t ∈ [0, T ].
Using the definition of the Radon Nikodym density of ν(t, x, u) with respect to ν˜(u) from (A2)
in Assumption 2.2, we define by ξ the stochastic exponential
ξt = 1 +
∫ t
0
ξs−
∫
E
(
ν(s,Xs−, u)− 1
)
(N(ds, du)− ν˜(du)ds), t ∈ [0, T ]. (3.3)
Then, applying Dolèans-Dade exponential formula we get that
ξt =
∏
Tn≤t
ν(Tn, XTn−, Un) exp
(∫ t
0
∫
E
(1− ν(s,Xs−, u)) ν˜(du)ds
)
, t ∈ [0, T ],
where here (Tn, Un)n≥1 is the sequence of jump times and corresponding jump sizes of the measure
N(dt, du).
In the sequel we will need the following lemma.
Lemma 3.1. The process ξ = {ξt, t ∈ [0, T ]} is bounded and it holds that ξt ≤ e
ν˜(E)t for every
t ∈ [0, T ]. Let P be the probability measure equivalent to P˜ defined by dP
dP˜
∣∣∣
FT
= ξT . Then under
P, N(dt, du) is a random measure with compensator ν(t, Xt− , du)dt and W is an (F,P)-Brownian
motion.
Proof. Since ν(t, x, u) ≤ 1 by (A2) in Assumption 2.2, we get, using the exponential form of ξ,
that
ξt ≤ exp
(∫ t
0
ν˜(E)ds
)
= eν˜(E)t, t ∈ [0, T ].
The process ξ is a a true martingale as it is a bounded local martingale with E˜
[
ξT
]
= 1, where E˜
denotes the expectation under the probability measure P˜. All the other claims are then a direct
consequence of the Girsanov Theorem for marked point processes, see, e.g. Brémaud [3, Theorem
VIII.2]. 
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Remark 3.2. The result in Lemma 3.1 implies that there exists a solution of the martingale problem
for the operator L given in (2.1).
4. Proof of Theorem 2.4.
This section is devoted to the proof of the main result of this paper.
Proof of Theorem 2.4. We denote ν˜(E) = λ˜ and define the set D¯ ⊆ [0, T ]× Rd+1 × R+ as
D¯ =
{
(t, x, ξ) ∈ [0, T ]× Rd+1 × R+ : ξ ≤ eλ˜t
}
.
For (t, x, ξ) ∈ D¯, let the function v˜ be defined as
v˜(t, x, ξ) := E˜
[
ξT
(
e−
∫ T
t
c(s,Xs)dsg(XT ) +
∫ T
t
e
∫ s
t
c(u,Xu)duf(s,Xs)ds
)
|Xt = x, ξt = ξ
]
, (4.1)
where we recall that E˜ indicates the expectation under the probability measure P˜. First we show
that for (t, x, ξ) ∈ D¯,
v˜(t, x, ξ) = E˜
[
ξTe
−
∫ T
t
c(s,Xs)dsg(XT ) +
∫ T
t
ξse
∫ s
t
c(u,Xu)duf(s,Xs)ds|Xt = x, ξt = ξ
]
.
Indeed this follows from the sequence of equalities
E˜
[
ξT
∫ T
t
e
∫ s
t
c(u,Xu)duf(s,Xs)ds|Xt = x, ξt = ξ
]
=
∫ T
t
E˜
[
ξT e
∫ s
t
c(u,Xu)duf(s,Xs)|Xt = x, ξt = ξ
]
ds
=
∫ T
t
E˜
[
ξse
∫ s
t
c(u,Xu)duf(s,Xs)|Xt = x, ξt = ξ
]
ds
= E˜
[∫ T
t
ξse
∫ s
t
c(u,Xu)duf(s,Xs)ds|Xt = x, ξt = ξ
]
where we get the first and third equalities by applying the Fubini Theorem, since ξT , c and f are
bounded, and the second equality follows by the tower rule when conditioning on Fs. By applying
Bayes formula we get that for every (t, x, ξ) ∈ D¯,
v(t, x) =
v˜(t, x, ξ)
ξ
.
We now consider the triple X˜ = (Z, L, ξ). Under Assumptions 2.2 the process X˜ is a strong
solution of the system of SDEs (3.1)–(3.2)–(3.3), driven by an exogenous Poisson random measure.
Moreover Lemma 3.1 ensures that ξ is bounded and therefore we may consider the system on the
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state space D¯. Denote by L˜X˜ the P˜-Markov generator of the process X˜. It holds that
L˜X˜t ϕ(z, l, ξ) =
d∑
i=1
ai(t, z, l)ϕzi(z, l, ξ) +
1
2
d∑
i,j=1
σi,j(t, z, l)ϕzi,zj(z, l, ξ)
−
(
ξ
∫
E
(ν(t, z, l, u)− 1) ν˜(du)
)
ϕξ(z, l, ξ)
+
∫
E
[
ϕ
(
z + γZ(t, z, l, u), l + γL(t, z, l, u), ξν(t, z, l, u)
)
− ϕ(z, l, ξ)
]
ν˜(du)
for every (t, z, l, ξ) ∈ D¯ and for every function (z, l, ξ) → ϕ(z, l, ξ) which is bounded, C2 in z,
continuous in l and C1 in ξ. Here ϕξ indicates the first derivative of ϕ with respect to ξ.
Note that the system (3.1)–(3.2)–(3.3) satisfies Conditions (2.1)–(2.6) in Pham [15]. Indeed,
Conditions (2.1), (2.2), (2.5) and (2.6) follow directly from our assumptions (A.1), (A.2), (A.4)
and (A.5); Conditions (2.3) and (2.4) follow from (A.2), (A.3) and from the fact that on D¯ the
mapping
(t, x, ξ)→ ξ (ν(t, x, u)− 1)
is bounded and Lipschitz, as it is a product of two bounded Lipschitz functions. Therefore we can
now apply Pham [15, Theorem 3.1 and Proposition 3.3] and get that the function v˜ in equation
(4.1) is continuous in D¯ and Lipschitz in (x, ξ), uniformly in t, i.e. v˜ ∈ W 1(D¯). Moreover v˜ is a
viscosity solution of the backward equation
v˜t(t, z, l, ξ) + L˜
X˜
t v˜(t, z, l, ξ) = c(t, x)v(t, z, l, ξ) + ξf(t, z, l), (t, z, l, ξ) ∈ D¯,
v˜(T, z, l, ξ) = g(l, z)ξ, (z, l, ξ) ∈ Rd × R× [0, eλ˜T ].
Let φ : [0, T ] × Rd × R → R be a smooth function and define the function φ˜ : D¯ → R by
φ˜(t, z, l, ξ) = φ(t, z, l)ξ. Then for every (t, z, l, ξ) ∈ D¯ we have that
L˜X˜t φ˜(t, z, l, ξ) = ξ
{ d∑
i=1
ai(t, z, l)φzi(t, z, l) +
1
2
d∑
i,j=1
σi,j(t, z, l)φzi,zj(t, z, l)
+
∫
E
[φ(t, z + γZ(t, z, l, u), l + γL(t, z, l, u))− φ(t, z, l)]ν(t, z, l; du)
}
,
and this is of course equal to ξLtφ(t, z, l). Consequently we see that v is a viscosity solution of the
original backward PIDE (2.2).
We finally want to show that function v is a classical solution of the backward PIDE (2.2) and
hence in particular that v is C1 in t and C2 in z. For this we modify the fixed point argument used
in the proof of Pham [15, Proposition 5.3]. Define for a bounded function ϕ : [0, T ]×Rd×R→ R,
(t, z, l) 7→ ϕ(t, z, l) that is Lipschitz in (z, l), uniformly in t, the function F[ϕ] as
F[ϕ](t, z, l) :=
∫
E
[ϕ(t, z + γZ(t, z, l, u), l + γL(t, z, l, u))− ϕ(t, z, l)]ν(t, z, l; du).
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Using (A2) and (A3) in Assumption 2.2 it is easily seen that F[ϕ] is Lipschitz in (z, l), uniformly
in t.
Recall the definition of the differential operator L∗(t,l) from equation (2.1). It follows from Pham
[15, Lemma 2.1] that v is also a viscosity solution of the backward equation
vt(t, z, l) + L
∗
t,lv(t, z, l) + Fv(t, z, l) = c(t, z, l)v(t, z, l) + f(t, z, l), (t, z) ∈ [0, T ]× R
d (4.2)
v(T, z, l) = g(z, l), z ∈ Rd,
(see Pham [15, page 22] for details). Note that equation (4.2) is a linear parabolic partial dif-
ferential equation (and not a PIDE), and a bounded classical solution u(t, z, l) to (4.2) exists by
Assumption 2.3. Now u is clearly also a viscosity solution of (4.2). Uniqueness results for viscosity
solutions of linear parabolic PDEs now imply that u = v and the regularity of v follows.
Finally, uniqueness of classical solutions follows, for instance, from Pham [15, Proposition 5.2].

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