The simplest partition function, associated with homogeneous symmetric forms S of degree r in n variables, is integral discriminant J n|r S = e −S(x1,...,xn) dx 1 . . . dx n . Actually, S-dependence remains the same if e −S in the integrand is substituted by arbitrary function f (S), i.e. integral discriminant is a characteristic of the form S itself, and not of the averaging procedure. The aim of the present paper is to calculate J n|r in a number of non-Gaussian cases. Using Ward identities -linear differential equations, satisfied by integral discriminants -we calculate J 2|3 , J 2|4 , J 2|5 and J 3|3 . In all these examples, integral discriminant appears to be a generalized hypergeometric function. It depends on several SL(n) invariants of S, with essential singularities controlled by the ordinary algebraic discriminant of S.
Introduction
Averaging with exponential weight φ = φ(x)e −S(x) dx is an important operation in statistical and quantum physics. Function S(x), which determines the weight, is called action. The integration domain of x-variables is a linear space, which is usually infinite dimensional in real physical applications: for example, a space of paths in quantum mechanics or a space of field configurations in quantum field theory. Infinite dimension of the space introduces additional complications: the integral is not always well-defined. For this reason, it is important first to study such integrals in finite dimension n.
After this is done, one can take a n → ∞ limit. However, even in finite dimension n, the averaging operation is not yet fully understood. Most studied are
Gaussian integrals: that is, when S is quadratic in x-variables. The simplest Gaussian integral
is easily calculated and expressed through an invariant quantity -determinant -e.g. by diagonalising S:
The integral which factors out is just an S-independent constant, which can be finite or infinite depending on the contour of integration. Therefore, essential S-dependence of this Gaussian integral is given by (det S) −1/2 .
Any other Gaussian integral -with non-homogeneous quadratic S or non-trivial φ -is equally easy, because
we have enough freedom to transform quadratic S to diagonal or any other desired form. The possibility of diagonalisation greatly simplifies calculations with matrices (tensors with two indices).
Unfortunately, such methods do not work when S is cubic or higher degree. This can be seen already from dimension counting. The number of independent coefficients S ijk , which is n(n + 1)(n + 2)/6, exceeds the number n 2 − 1 of available SL(n) transformations, so it is not generally possible to diagonalize a cubic action -the group SL(n) is too small. That is why the integral
and its higher degree analogues J n|r = e −S(x1,...,xn) d n x, S(x 1 , . . . , x n ) = S i1,...,ir x i1 . . . x ir (1) despite simply-looking, still remain terra incognita. In [1, 2] integral J n|r (S) was named the integral discriminant of S, because in the simplest cases this integral is just a power of algebraic discriminant D n|r (S). For example, there is an inspiring formula for 3-forms in two variables which shows that J 2|3 and D 2|3 are, indeed, related. However, when one goes to higher n and r, the relation gets more complicated: D n|r defines only the singularities of J n|r , while non-singular behaviour is controlled by other algebraic invariants. Thus, theory of integral discriminants is closely connected to invariant theory [3] and can be viewed as one of the branches of non-linear algebra [2] , [4] - [8] .
It would be very interesting to find a closed formula for generic J n|r , because it could provide exciting new tools in QFT, statistics and other fields where non-Gaussian averaging is used. In this paper, we make a step in this direction and find integral discriminants explicitly for 3-forms, 4-forms and 5-forms in two variables, and for 3-forms in three variables. Our results indicate an intriguing connection between integral discriminants (1) and special functions known as generalized hypergeometric functions [9] .
Ward identities
When the action is non-quadratic, diagonalisation and similar linear-algebra tricks fail. To handle nonGaussian integrals, one needs essentially different methods. One of such methods (actually originated in the context of quantum field theory) is to find a differential equation, satisfied by the integral as a function of its parameters, see [10, 11] for typical applications and references. If such differential equation exists, we call it Ward identity (even if it is not directly induced by a change of integration variables).
Since Ward identities play the central role in present paper, let us give a pair of simple examples to clarify this issue. An integral In this way the problem of non-Gaussian integrals is reduced to another problem -of differential equations. This is a much easier problem, especially if differential equations are linear. In the first case we have
while in the second case
where Ai and Bi are special functions -Airy functions of the first and second kind. Note that, there is only Figure 1 : Two, out of infinitely many, admissible contours of integration for the integral e −x 2 /2+ax dx.
one linear independent solution in the Gaussian case, while in the non-Gaussian case there are two linearindependent solutions. This is because to correctly define an integral, one still needs to specify an integration contour. Different integration contours provide different solutions of the Ward identity.
This relationship between Ward identities and integration contours is quite important, so let us add more details. As the simplest option, the contour of integration in the integral
2 /2+ax dx can be chosen as C = real axis. However, this choice is by no means unique. In fact, any other contour C which asymptotically tends to the lines Arg z = 0 and Arg z = π/2, is admissible. A contour C is said to be admissible, if the integral over C converges. A few admissible contours are shown at Fig. 1 . Note that, to ensure vanishing of the integral of full derivative (and thus validity of Ward identities) we consider only closed contors -the contours at Fig. 1 . are closed on the Riemann sphere, if the infinitely remote point is taken into account. Since Ward identity in this case is a differential equation of first order, all the contours give one and the same answer F (a) = exp a 2 /2 up to proportionality.
More interesting is the non-Gaussian integral
Note that, the real axis is no longer an admissible contour, since exp − x 3 grows to infinity when x → −∞.
In this case, admissible is any contour C which asymptotically tends to the lines Arg z = 0, Arg z = 2π/3 and Arg z = 4π/3. A few admissible contours are shown at Fig. 2 . Again, to ensure vanishing of the integral of full derivative, we consider only closed contors. Since Ward identity is second order in this case, there are two essentially different integration contours, say, C 1 and C 2 . An integral over arbitrary contour -the general solution of the Ward identity -is given by linear combination
To summarize the above examples, Ward identity is the main differential equation which governs all the contours at once. The choice of particular contour corresponds to the choice of particular solution of the Ward identity. For this reason, Ward identities are especially convenient to study of properties, which are invariant under change of integration contour. Additional details can be found in [10] . 
Integral Discriminants
Definition. In this paper we study a specific class of non-Gaussian integrals: integral discriminants J n|r S = e −S(x1,x2,...,xn) dx 1 . . . dx n associated with homogeneous symmetric r-forms S(x 1 , x 2 , . . . , x n ). There are two different notations for symmetric forms, which can be useful under different circumstances: tensor notation
and monomial notation
To distinguish between these notations, we denote coefficients by capital and small letters, respectively. Note, that in tensor notation coefficients have r indices, while in monomial notation they have n indices.
The choice of contour. Being non-Gaussian integrals, integral discriminants of course depend on the choice of integration contour. One has to remember, that not every contour is admissible: for given S, only restricted set of contours is allowed. Say, for positive-definite quadratic forms S admissible is any contour, which is asymptotically pure real (see the previous section, especially Fig. 1 and Fig. 2 for simple examples). At the same time for negative-definite quadratic forms admissible is any contour, which is asymptotically pure imaginary. In this paper, we do not describe the contour dependence explicitly. Instead, we concentrate on contour-independent properties of integral discriminants.
Independence on the form of action. An important feature of integral discriminants, which is due to homogeneity of S, is the possibility to substitute the function e −S under the integral with arbitrary function (or, better to say, arbitrary good function) f (S):
Even before specifying the class of good functions, let us consider a simple illustration with f (S) = e −S
2 :
To specify the class of good functions and prove (2), let us make a change of integration variables
i.e. pass from homogeneous coordinates x i to non-homogeneous coordinates
For the right hand side of (2) we have
Both integrals over ρ are just S-independent constants. As one can see, (2) is valid, iff these integrals
are finite over one and the same contour. This condition specifies the class of good functions f (S). For example, all functions f (S) = exp − S k for k > 0 fall into this class. Relation (2) is therefore proved. As a byproduct, we have obtained a non-homogeneous integral representation
A useful complement to the definiton of integral discriminants, representation (3) highlights two properties, which were less evident in (1): the scaling dimension
and the vertical symmetry
Ward identities. We now turn to Ward identities, satisfied by integral discriminants with respect to their parameters. Let us introduce the correlation functions
These correlation functions satisfy
and
The right hand side depends only on the sum of indices a i + b i , not on a i and b i separately. For this reason, correlation functions satisfy a system of homogeneous second order differential equations:
In particular, if we set φ(x 1 , . . . , x n ) = 1 we find that integral discriminant 1 = J n|r satisfies Ward identities
These equations do not exhaust the set of all Ward identities: there are more. Notice that the differential operator in the left hand side of (8) annihilates not only the integral, but also the integrand:
which justifies (2) once again. Usually, Ward differential operators do not annihilate the integrand, they just transform the integrand into a full derivative (which implies vanishing of the integral over any closed contour). Differential operator in the left hand side of (8) is therefore too special; one can expect other Ward identities to exist. To find them, let us consider the most general vanishing correlator -an integral of full derivative
Taking the derivative, we obtain Ward identities for correlation functions:
For now we are not interested in all correlation functions, only in the integral discriminant. We need to rewrite the equations (9) as differential equations on J n|r . There are several ways to do this, the simplest way is to set φ(x 1 , . . . , x n ) = x j and use the identity (6) to get rid of remaining correlators. Doing so, we obtain equations (11) form the GL(n) algrebra:
Note also, that other choices of φ(x 1 , . . . , x n ) in (9) do not give new Ward identities: everything, that can be obtained in this way, will be equivalent to (10) . We conclude that the complete set of Ward identities for J n|r consists of equations (8) and (10) .
In solving these Ward identities we start from (10), because they are first order. In fact, equations (10) simply reflect the GL(n)-covariance (= SL(n) invariance + correct scaling) of the model. This becomes clear, if we separate the generators of GL(n) into two parts: the dilatation (degree) operator
and the other n 2 − 1 operators, which form a representation of SL(n). The first relation implies
which is nothing but the scaling dimension (4). The other n 2 − 1 relations imply, that J n|r is SL(n)-invariant function of S. Thus, equations (10) are completely solved by any SL(n)-invariant function of S, which is in addition homogeneous in S of degree −n/r. A natural question is: is there any simple description of such functions? Actually, the answer to this question is positive: any SL(n)-invariant function can be uniqely represented as a function of the elementary invariants I k J n|r = F I k much in the same way as any SL(n)-invariant function of a matrix A i j can be uniquely represented as a function of elementary invariants trA k . Unfortunately, in the case of symmetric tensors S i1,...,ir classification of these elementary invariants I k is not that easy, as in the case of matrices. Since a symmetric tensor with r indices is much more complicated, than a matrix with two indices, no explicit formula like I k = trA k is available.
The study of properties of the elementary invariants I k , of different kinds of explicit formulas and relations between them, is a classical branch of science known as invariant theory [3] .
The number of SL(n) invariants. Given parameters n and r of the form S, one can easily find the number of elementary invariants I k , of which all other invariants are various functions. Indeed, the linear space of forms S of type n|r has dimension
that is the number of independent coefficients of symmetric tensor S i1...ir . The group SL(n) acts on this space, dividing it into orbits. All forms, connected by
jn , U ∈ SL(n) belong to one orbit. Ward identities imply, that J n|r does not depend on coordinates along the orbit ("angular" variables). It depends only on transverse coordinates which label orbits ("radial" variables). Simple counting of dimensions implies, that dimension of the space of orbits, i.e. the number of radial coordinates, equals to
Several examples of these numbers are shown at Fig. 3 . The number of functionally independent SL(n) invariants I k of a form of degree r in n variables.
The Gaussian case J n|2 . Note, however, that the case r = 2 (quadratic forms) is exceptional, because the dimension dim S n|2 = n(n + 1)/2 is less than the dimension dim SL(n) = n 2 − 1. For this reason, the above dimension counting does not work in this (and only in this) case. Actually, as we know, the space of SL(n) orbits on quadratic forms is one-dimensional, and the only invariant -the single coordinate on the space of orbits -is determinant det S. Thus, determinant is the only variable J n|2 can depend on:
The homogeneity condition states, that F λx = F x / √ λ and has a single solution F (x) = 1/ √ x. In this way we reproduce the well-known Gaussian integral
We emphasize, that simplicity of this answer is due to simplicity of the space of orbits, i.e, due to the fact there is a single invariant in this case. For higher r, there are many invariants (as many as shown at Fig. 3) and J n|r is a non-trivial function of all of them. The problem is that it becomes impossible to find J n|r from the homogeneity condition alone. The solution of this problem is provided by Ward identities: in addition to the homogeneity condition, integral discriminant satisfies relations (8) and this allows to find F I k .
Diagram technique for SL(n) invariants. To do actual computations with SL(n) invariants, we will adopt a convenient diagram technique, which is described in [2] . According to [2] , it is possible to represent 
where det U = 1, because U ∈ SL(n). For this reason, any diagram without free (uncontracted) indices, made of contravariant ǫ-vertices and covariant S-vertices, is automatically SL(n)-invariant function of S. Say, determinant of n×n matrix S ij can be represented as a diagram at Fig. 4 , with n S-vertices and two ǫ-vertices. The other two types of vertices (∂/∂S and ǫ * ) will be used to construct SL(n)-invariant differential operators. Diagrams provide a convenient way to obtain SL(n) invariants. In fact, any SL(n)-invariant can be obtained in this way, but, unfortunately, not uniquely: absolutely different-looking diagrams can represent one and the same invariant. Trying to resolve this ambiguity, one typically faces the complicated problems of classification of diagrams and finding relations between diagrams. These problems will not be adressed (and even touched) in present paper. Our goal is different: to find an explicit answer for J n|r in several non-Gaussian cases, using diagrams as a convenient tool. We now turn to accomplishing this goal. 
The case of J 2|3
The simplest non-trivial (i.e. non-Gaussian) example is a 3-form in 2 variables, which can be written as
By dimension counting, there is only one elementary invariant I 4 in this case, given by a diagram at Fig. 5 . The subscript "4" stands for the degree of this invariant. In this paper we find it convenient to denote the elementary invariants of degree k as I k . It is straightforward to write the algebraic expression for the diagram:
Evaluating this sum, one gets the following explicit formula for I 4 which is nothing but the algebraic discriminant D 2|3 of S:
Since there is only one elementary invariant, the integral discriminant J 2|3 must be a function of D 2|3 :
Thus, this case is similar to the Gaussian case. The homogeneity condition states, that F λx = F x / 6 √ λ and has a single solution
In this way we reproduce the formula from the Introduction:
In this case, one does not need to use the Ward identities (8): it is enough to use the homogeneity condition. 
The case of J 2|4
The next-to-simplest example is a 4-form in 2 variables, which can be written as
Invariants. By dimension counting, there are two elementary invariants in this case. They have relatively low degrees 2 and 3, denoted as I 2 and I 3 and given by diagrams at Fig. 6 and Fig. 7 , respectively. Looking at the diagrams, it is straightforward to write algebraic expressions for I 2 , I 3 :
Evaluating these sums, one gets the following explicit formulas for I 2 , I 3 : The algebraic discriminant D 2|4 , just like any other SL(2)-invariant function of S, is a function of I 2 , I 3 : Integral discriminant. Similarly, the integral discriminant is a function of I 2 , I 3 :
where the function F is to be determined. The homogeneity condition does not allow to find F unambigously, it constrains only the overall scaling factor, but not the non-trivial dependence on the ratio of invariants:
Ward identities. To find the function G(z) in this ansatz, we need to use the Ward identities (8) . Applied to the present case of n = 2, r = 4, the system (8) Particular equations in this system are, of course, not SL (2) invariant. This is not convenient, since we are interested in SL(2)-invariant solutions. Let us transform Ward identities into invariant form, using (16). 
where z = I . These equations contain a common SL(2) invariant factor. We conclude, that all the four expressions vanish, if and only if G(z) satisfies the differential equation
which is nothing but Gauss hypergeometric equation
with a = 1/12, b = 5/12, c = 1/2 and t = 6z. This is the invariant form of n = 2, r = 4 Ward identities.
Solution. In terms of the Gauss hypergeometric function
the general solution of Gauss hypergeometric equation is given by
Consequently, the integral discriminant equals
where c 1,2 are the two constants, parametrising the general solution of Ward identities. Particular solutions
I 3 2 and J
are associated with different integration contours and can be called the first and the second branches of J 2|4 .
Singularities. Notice, that the point t = 1 corresponds to hypergeometric function 2 F 1 can have singularities at t = 0, 1 and ∞. Let us study asymptotics of integral discriminants at these points, using the formulas
which can be found in any reference book of hypergeometric functions (see, e.g. [12] ). Using (19), we find
Using (20), we find
2|4 S ∼ −Γ(3/2) Γ(7/12)Γ(11/12)
Using (19) and (21), we find
We can see from these results, that singularities of the integral discriminant J 2|4 at finite values of I 2 , I 3 are completely controlled by the algebraic discriminant D 2|4 . The singularity at discriminant locus is logarithmic. Other singularities, not related to the algebraic discriminant, are situated at infinite values of invariants:
Hypergeometric integral. Function 2 F 1 has an integral representation
which is a direct consequence of a simpler identity
For the integral discriminant, we obtain
Hypergeometric functions with different values of parameters a, b and c are related by various "modular" transformations of the variable t and the integration variable s, which leave the boundary region (two points 0 and 1) intact. Such transformations were first found and studied by Euler, therefore they are known as Euler hypergeometric transformations. Say, transformation t → t, s → 1 − s gives rise to a relation After this transformation, J 2|4 takes form
In this way the hypergeometric integral (24) allows to recast J 2|4 in various forms and establish relations between them. Therefore, (24) is a useful and important representation. We emphasise, that the relation of integral e −S(x,y) dxdy to hypergeometric integrals (24) is not a priori expected: these integrals look very different, even from the point of view of variables they depend on.
Vertical symmetry. To finish this section, let us check the vertical symmetry between J 2|2 and J 2|4 :
Setting S(x, y) = (ax 2 + bxy + cy 2 ) 2 we obtain the coefficients
and the invariants
Substituting them into (18), we find
where the constants of proportionality
Γ(3/2) Γ(7/12)Γ (11/12) log 0 ∼ ∞ are independent of a, b, c -as prescribed by the vertical symmetry -but infinite. Only their linear combination
is finite -logarithmic divergencies cancel out. Actually, it is expectable that only one linear combination of solutions stays finite. This is because not every contour, admissible for J 2|4 , is admissible for J 2|2 . Admissible contours for J 2|4 approach infinity from 4 different directions, where the 4-form (ax 2 + bxy + cy 2 ) 2 takes real positive values. Only two of these directions are appropriate for J 2|2 -those, where the 2-form ax 2 + bxy + cy 2 takes real positive values. One linear combination of branches corresponds to admissible contours, while the orthogonal linear combination corresponds to other contours. That is why both branches are singular at t → 1, but certain linear combination of branches is regular at t = 1. Note, that nothing similar happens at non-discriminantal singularities: at t → 0 and t → ∞ no linear combination of branches stays regular.
The case of J 2|5
Our third example is a 5-form in 2 variables, which can be written as Fig. 8 , Fig. 9 and Fig. 10 . Looking at the diagrams, it is straightforward to write an expression for I 4
and equally straightforward to write expressions for I 8 , I 12 . Evaluating the contraction, one gets a formula and similar formulas for I 8 , I 12 -they are quite lengthy and we do not present them here. The algebraic discriminant D 2|5 , just like any other SL(2)-invariant function of S, is a function of I 4 , I 8 , I 12 :
Integral discriminant. Similarly, the integral discriminant is a function of I 4 , I 8 , I 12 :
where the function F is to be determined. The homogeneity condition does not allow to find F unambigously, it constrains only the overall scaling factor, but not the non-trivial dependence on the ratios of invariants:
To find the function G(u, v) in this ansatz, we need to use the Ward identities (8) . Ward identities. Applied to the present case of n = 2, r = 5, the system (8) Particular equations in this system are, of course, not SL (2) invariant.
Invariant form of the Ward identities. It is possible to deal with non-invariant equations (as we did in the previous section) but it is much more convenient to rewrite the above differential equations in SL (2) where P is a quadratic form with coefficients
OperatorsÔ 0 andÔ 4 are SL(2)-invariant, simply because they are given by diagrams at Fig.11 and Fig.12 .
The subscripts "0" and "4" stand for the degrees of these operators. In analogy with invariants I k , we denote the invariant differential operators of degree k asÔ k . Of course, operatorsÔ 0 andÔ 4 are not unique -there are many other invariant differential operators, which annihilate J 2|5 . All such operators contain an ǫ-antisymmetrized combination of two derivatives ∂/∂S, which is exactly the structure of Ward identities. We do not study here the interesting problems of classification of these operators and finding relations between them, becauseÔ 0 andÔ 4 are quite enough to find J 2|5 . Let us derive a useful formula for the action of second order operatorŝ
By application of the chain rule, we obtain
we finally obtain an important formula:
As one can see, to describe the action ofÔ-operators on arbitrary invariant functions it suffices to calculate the action on all invariants I k and all products I k I m . In the present case we havê 
and similarly for the second operator 
Applying (28) 
For the integral discriminant, both expressions vanish. Substituting the ansatz (27) and making the necessary algebraic transformations, we obtain two differential equations on the function G(u, v): the first 50(−1 + 64u)(u + 6u 2 + 15v)
and the second 25(−1 + 64u)(5u
where u = I 8 /I 2 4 and v = I 12 /I 3 4 . These two linear differential equations in two variables constitute the invariant form of n = 2, r = 5 Ward identities. Integral discriminant is found as the solution of this system.
Solution.
Having linear differential equations, it is easy to solve them in series: if one puts
then one finds, after some algebraic transformations,
i.e. there is unique series solution. In this way one obtains the first branch of the integral discriminant J 2|5 :
This answer is interesting: the function appears to be of generalised hypergeometric type [9] , since its coefficients c ij are ratios of Γ-functions, depending on linear combinations of indices i and j. However, these series have a rather small convergence radius. Already the subsequence with i = j behaves as Hypergeometric integral. Applying the formula (23) twice, we get
The sum over i and j is calculated, using
and we obtain the following integral representation:
Accordingly, for J 2|5 we have J
2|5 S = I 
Other branches of J 2|5 can be obtained by various transformations of variables (u, v) and integration variables (t, s), which leave the boundary region intact ("modular" transformations). We do not list them in this paper.
Singularities. One of the benefits of integral representation is the possibility to analyse the singularities. Singularities of the integral (30) come from zeroes of the polynomial P (s, t) = 3 − 3s + 48uts 2 + 128vs 3 t − 128vs 3 t 2 which stands in the denominator. Ordinary zeroes (say, in t) are inessential, already because the singularity dt/ √ t − t 0 is integrable, and -more important -because the integration contour can be deformed and taken away from the singularity. This can not be done if the two roots coincide, i.e. if discriminant of P (t) is
vanishing. Then what matters is integration over s. If
has a simple zero at s = s 0 , then
and the integration contour for s can be taken away from the singularity. More serious is the case when discriminant has double zero, i.e. when repeated discriminant vanishes,
Then contour can not be deformed, neither in t nor in s. However, in the vicinity of such point Figure 13 : The degree 4 invariant I 4 of a 3-form in 3 variables, represented as a diagram of tensor contraction. Black 3-valent vertices represent tensor S, white 3-valent vertices represent tensor ǫ.
and this singularity, though unavoidable, is integrable because of the square root and because the integral is two-dimensional. This is most simply expressed in polar coordinates:
Moreover, even if repeated discriminant has zeroes of higher order, P (s, t) ∼ (t−t 0 ) 2 +(s−s 0 ) k , the singularity in the integral does not arise. Thus the only remaining source of singularity is when it occurs at the ends of integration segments (at the boundary of integration domain -because the contour can not be deformed to avoid these boundaries), i.e. when s or t equals 0 or 1. Given the shape of P (s, t), of these the only significant one is at t = 1, when P (s, 1) = 3 − 3s + 48us 2 . Remaining integral over s becomes singular when this expression has a double zero:
i.e. when u = 1/64. This point corresponds to
which is just the discriminant's vanishing locus I 2 4 − 64I 8 = D 2|5 = 0. We encounter once again the same relation between integral and algebraic discriminants: the latter controls essential singularities of the former. Note, that the double zero occurs at the point s = 2, which lies beyond the integration domain. For this reason, the singularity is rather soft. 
The case of J 3|3
Our final example is a 3-form in 3 variables, which can be written as Invariants. By dimension counting, there are two elementary invariants in this case. They have degrees 4 and 6, denoted as I 4 , I 6 and given by diagrams at Fig. 13 , Fig. 14 . Looking at the diagrams, it is straightforward to write the algebraic expressions for I 4 and I 6 :
Evaluating these sums, one gets the following explicit formulas for I 4 , I 6 : where it is written explicitly for curiosity. Formula (32) is a remarkably concise expression of this disriminant through a pair of invariants, given by beautiful diagrams Fig.13 and Fig.14 . It is interesting to extend this type of formulas -eqs. (13), (15), (26) and (32) -to higher n and r.
Integral discriminant. Similarly, the integral discriminant is a function of I 4 , I 6 :
where the function F is to be determined. The homogeneity condition does not allow to find F unambigously, it constrains only the overall scaling factor, but not the non-trivial dependence on the ratio of invariants: 
To find the function G(z) in this ansatz, we need to use the Ward identities (8) .
linear combination of Ward operators and annihilates J 3|3 . OperatorÔ 4 contains 4 horizontal lines in the inner circle and belongs to an infinite family of operators with 2p horizontal lines in the inner circle:
O 2p , p = 1, 2, 3, . . . of which the simplest areÔ 0 andÔ 2 , given by diagrams at Fig.16 . However, operatorsÔ 0 andÔ 2 are too simple: in fact, they do not constrain J 3|3 at all. ThusÔ 4 is the main operator we use in this section.
Figure 16: Invariant differential operatorsÔ 0 andÔ 2 for the case 3|3, represented as diagrams of tensor contraction. Black 3-valent vertices represent tensor S, white 3-valent vertices represent tensor ǫ, black 3-valent rhombuses represent tensor ∂/∂S, white 3-valent rhombuses represent tensor ǫ * . These operators cannot be used to find J 3|3 , because they do not give any non-trivial equation on it.
The action ofÔ 4 on invariants and their products is given bŷ As one can see, these series posess a nice structure: they are all hypergeometric, i.e, their coefficients are ratios of Γ-functions. Despite there are too few examples to make far-going conclusions, we conjecture that J n|r S = dx 1 . . . dx n e −S(x1,...,xn) = hypergeometric function of invariants of S To support this conjecture, it is necessary at least to calculate a few more examples. As follows from the table Fig. 3 , the next simplest examples would be J 2|6 , J 3|4 and J 4|3 . Also, because of hypergeometric nature of integral discriminants, it is interesting to find their q-deformation, as well as the CFT representations of these objects, in the spirit of [13] . Especially interesting is the interplay between non-trivial q-deformation and action-independence of integral discriminants. Of course, most interesting would be generalization of our results to functional integrals, some independent attempts in this direction have already been made [14] .
