Abstract Combination chemotherapy is standard treatment for pancreatic cancer. However, current drugs lack efficacy for most patients, and selection and evaluation of new combination regimens is empirical and time-consuming. The efficacy of gemcitabine, a standard-of-care agent, combined with birinapant, a pro-apoptotic antagonist of Inhibitor of Apoptosis Proteins (IAPs), was investigated in pancreatic cancer cells. PANC-1 cells were treated with vehicle, gemcitabine (6, 10, 20 nM), birinapant (50, 200, 500 nM), and combinations of the two drugs. Temporal changes in cell numbers, cell cycle distribution, and apoptosis were measured. A basic pharmacodynamic (PD) model based on cell numbers, and a mechanism-based PD model integrating all measurements, were developed. The basic PD model indicated that synergistic effects occurred in both cell proliferation and death processes. The mechanism-based model captured key features of drug action: temporary cell cycle arrest in S phase induced by gemcitabine alone, apoptosis induced by birinapant alone, and prolonged cell cycle arrest and enhanced apoptosis induced by the combination. A drug interaction term W was employed in the models to signify interactions of the combination when data were limited. When more experimental information was utilized, W values approaching 1 indicated that specific mechanisms of interactions were captured better. PD modeling identified the potential benefit of combining gemcitabine and birinapant, and characterized the key interaction pathways. An optimal treatment schedule of pretreatment with gemcitabine for 24-48 h was suggested based on model predictions and was verified experimentally. This approach provides a generalizable modeling platform for exploring combinations of cytostatic and cytotoxic agents in cancer cell culture studies.
Introduction
Pancreatic cancer is the fourth leading cause of cancerrelated deaths in the United States and 5 year survival is only 6 % [1] . The high mortality rate can be attributed to advanced disease and metastasis at the time of diagnosis, and limited efficacy of conventional chemotherapy [2] .
Gemcitabine-based therapy has been a standard of treatment for more than a decade, although survival is improved only approximately 6 months [3] . Because of the complexity of disease pathogenesis, numerous efforts have sought to combine either traditional cytotoxic agents or molecular targeted therapies with gemcitabine [2] . Recently, the combination of gemcitabine with nab-paclitaxel [4] and the four-drug combination FOLFIRINOX (lacking gemcitabine) [5] were shown to provide modest improvements in survival compared to gemcitabine alone. Therapeutic challenges arise from the intrinsic resistance of the disease. A comprehensive analysis of 24 pancreatic cancers revealed 63 genetic alterations, mostly point mutations, which were classified into 12 altered signaling pathways, including DNA damage control, the apoptosis pathway, and signaling pathways such as Hedgehog and Wnt/Notch [6] . Tumor stromal cells, cancer stem cells, and factors of the tumor microenvironment (such as hypoxia) also contribute to intrinsic resistance [7] .
Gemcitabine (2 0 ,2 0 -difluoro 2 0 -deoxycytidine, dFdC) is a deoxycytidine analog that enters cells via the nucleoside transporters (SLC28 and SLC29) and is phosphorylated intracellularly into the active diphosphate (dFdCDP) or triphosphate (dFdCTP) forms. The dFdCTP is incorporated into DNA during replication, inhibits DNA synthesis, and arrests cells in the cell cycle S phase, whereas dFdCDP inhibits ribonucleotide reductase and reduces the production of deoxycytidine diphosphate (dCDP), further enhancing the inhibition of DNA synthesis [8] . Stalled DNA replication activates the checkpoint signaling pathways ATR/Chk1 and ATM/Chk2 [9] . Checkpoint activation causes inhibitory phosphorylation of cyclin-dependent kinases (CDKs) [10] and also leads to cell cycle arrest. However, arrest is temporary at low to medium gemcitabine concentrations, because proteins such as p53 and BRCA1 are also activated by checkpoints and initiate the DNA repair process [11] . In the case of DNA damage that cannot be repaired, p53 initiates the intrinsic apoptosis pathway [12] . Other p53-independent apoptosis pathways affected by gemcitabine have been reported, such as Fas-mediated apoptosis and the MAPK-caspase apoptotic signaling pathway [13] . Genetic mutations and/or abnormal signaling related to cell survival (e.g. PI3 K/Akt/NF-jB) and apoptosis (e.g. IAPs, Bcl-2 family) can also contribute to the suboptimal efficacy of gemcitabine [7, 14] .
IAPs are overexpressed in a variety of cancers and contribute to abnormal signaling in apoptosis. The expression of XIAP, cIAP2, and survivin mRNA and protein were higher in pancreatic tissues from pancreatic cancer patients than normal subjects [15] . Co-expression of cIAP1 and cIAP2 in pancreatic tumors was correlated with shorter survival [16] , and down-regulation of these IAPs induced greater sensitivity to chemotherapeutic agents [15] . The IAP protein family comprises eight proteins that play a critical role in the regulation of the apoptosis signaling network (Fig. 1a) . XIAP (X chromosome-linked IAP) binds to and inhibits caspases -3, -7 and -9 via their BIR domains, and negatively regulates the intrinsic and extrinsic apoptosis pathways. The natural antagonist Smac (second mitochondria-derived activator of caspases) counterbalances the anti-apoptotic effect of XIAP. Other IAP proteins such as cIAP1,2 (cellular IAP 1 and 2) and ML-IAP (melanoma IAP) are not potent, direct inhibitors of caspases, but bind to Smac with high affinity and inhibit it from blocking XIAP-mediated inhibition of caspases [17] . The cIAP1 and cIAP2 proteins also play a crucial role as positive regulators of the canonical NF-jB pathway and negative regulators of the noncanonical NF-jB pathway (Fig. 1a) [18] .
Birinapant (TL32711; TetraLogic, Malvern, PA) is a bivalent IAP antagonist that consists of two covalentlylinked Smac-mimetic domains, and exhibits higher potency than monovalent Smac mimetics [19] . It binds with high affinity to cIAP1, cIAP2, XIAP, and ML-IAP, and thus releases their target caspases from XIAP inhibition. Birinapant binding to cIAP1 and cIAP2 promotes their dimerization, which increases auto-ubiquitination and proteasomal degradation of the cIAP proteins. Degradation of cIAP1 and cIAP2 can interrupt the positive feedback between TNF-a and NF-jB and thereby switch pro-survival canonical NF-jB signaling into a pro-apoptotic, caspase-8-mediated cell death pathway (Fig. 1b) [20] . The IAP antagonists have been shown to sensitize various cancers towards chemotherapy [17] and several reports suggest they can sensitize pancreatic cancer to gemcitabine both in vitro and in xenograft models via an NF-jB-dependent, TNF-a-dependent, and caspase-mediated mechanism [21] [22] [23] .
We hypothesize that birinapant can increase pancreatic cancer cell sensitivity to gemcitabine by enhancing c Fig. 1 Involvement of IAP proteins and IAP antagonists in the apoptosis and NF-jB pathways [17, 18] . a IAPs negatively regulate both the intrinsic and extrinsic apoptosis pathways. Certain chemotherapeutic agents activate intrinsic apoptosis through activation of Bcl-2 homology 3 (BH3)-only proteins, which leads to the release of cytochrome C and Smac from mitochondria and the activation caspase-9 and caspase-3/7. Activation of death receptors such as DR5 or Fas causes receptor trimerization and recruits Fasassociated death domain protein (FADD), triggering the caspase-8-mediated extrinsic pathway. Extrinsic death signals can crosstalk with the intrinsic pathway through truncated BID (tBID). XIAP negatively regulates both intrinsic and extrinsic pathways by inhibiting both caspases-3 and -9. Smac promotes apoptosis by binding XIAP. Melanoma IAP (ML-IAP) blocks apoptosis by depleting Smac from XIAP. IAPs are also involved in the regulation of NF-jB pathway. Activation of tumor necrosis factor receptor 1 (TNFR-1) induces the formation of complex 1, consisting of TNFR-associated via death domain (TRADD), receptor-interacting serine/threonine-protein kinase 1 (RIPK1), TNFR-associated factor 2 (TRAF2) and cIAP1/2. cIAPs ubiquitinate but do not degrade RIPK1, which leads to the ubiquitination and proteasomal degradation of Inhibitor of NF-jB (IjB) and the translocation of p50 and the transcription factor RELA (p65) to the nucleus. Thus, cIAPs positively regulate the TNF-amediated activation of canonical NF-jB. In the non-canonical NF-jB pathway, cIAPs cause ubiquitination and proteasomal degradation of NF-jB-inducing kinase (NIK) and inhibit the non-canonical NF-kB signaling. b Birinapant (BNT), as an IAP antagonist, binds to the BIR3 domains of cIAP1/2 and causes auto-ubiquitination and proteasomal degradation of the cIAPs. NIK is stabilized and noncanonical NF-jB signaling is activated. Loss of TRAF2-bound cIAP1/2 causes subsequent inhibition of canonical NF-jB activation, as well as formation of complex II (RIPK1, FADD, caspase-8 complex) and induction caspase-8-mediated apoptosis. Birinapant also releases activated caspases from XIAP and ML-IAP sequestration and induces both intrinsic and extrinsic apoptosis pathways caspase-mediated apoptotic signaling and suppressing both the canonical NF-jB signaling pathway and NF-jBregulated proteins. To test this hypothesis, we utilized mathematical modeling to assess the actions and interactions of gemcitabine and birinapant. A traditional drug interaction model was applied first to describe the J Pharmacokinet Pharmacodyn (2015) 42:477-496 479 measurements of cell proliferation, and then we extended the empirical model to include more mechanism-based elements. Cell culture data for the concentration-and timedependent effects of gemcitabine-birinapant combinations were obtained and their interactions were initially described with a quantitative empirical model. The Ariens noncompetitive interaction equation [24] was employed, with addition of an interaction term W to signify synergism (W \ 1), additivity (W = 1), or antagonism (W [ 1) of the combination [25] . The drug interaction equation was extended to include the temporal dimension. To evolve from the empirical model into a more mechanism-based model, data were obtained for key biomarkers of effects mediated by the combinations, and systems or network models were then applied to describe detailed signaling pathways of interactions [26, 27] . The models were developed to describe data obtained for cell proliferation, cell cycle distribution, and apoptosis, and the meaning of W was expanded to indicate the degree to which the model components capture the underlying biological mechanisms.
The resulting models captured experimental data well, and permitted in-depth understanding and quantitative predictions to optimize the schedules of the two agents in combination.
Methods and materials

Cell culture
The human pancreatic cancer cell line PANC-1 was obtained from the American Type Culture Collections (Rockville, MD). Cells were cultured in Dulbecco's Modified Eagle's Medium (DMEM; Cellgro, Manassas, VA) containing 10 % (v/v) fetal bovine serum (FBS; Atlanta Biological, Lawrenceville, VA) in a humidified atmosphere with 5 % CO 2 at 37°C. Cells were passaged at 80-90 % confluence using 0.05 % trypsin with 0.53 mM EDTA (Gibco BRL, Gaithersburg, MD).
Reagents
Gemcitabine hydrochloride was purchased from Sequoia Research Products (Pangbourne, UK). The gemcitabine stock solution was 50 mM in sterile double-distilled water and stored at -20°C until use. Birinapant (TL32711) was provided by TetraLogic. The birinapant stock solution was 30 mM in dimethylsulfoxide (DMSO; Sigma-Aldrich, St. Louis, MO) and stored at -20°C until use. When diluted to the final working solutions, the DMSO concentration was below 0.05 % v/v and did not perturb cell growth.
Cell counting
Cells were seeded in 6-well plates at a density of 2. 
Analysis of apoptosis
Apoptosis was quantified using an Annexin V-phycoerythrin (PE) conjugate to stain phosphatidylserine externalized during the early phases of apoptosis, and 7-aminoactinomycin D (7-AAD) to indicate the loss of cell membrane integrity in the late phases of apoptosis. Adherent cells were detached using ACCUTASE (EMD Millipore, Temecula, CA) and combined with detached cells that were harvested from the supernatant by centrifugation. Cells were washed with PBS and resuspended in Annexin V Binding Buffer (BD Pharmingen) at a final concentration of 1.0 9 10 6 cells/mL. Four lL of Annexin V-PE (BD Pharmingen) was added to 100 lL of cells and incubated in the dark at room temperature for 15 min. Then 7 lL of 7-amino-actinomycin D (7-AAD; eBioscience, San Diego, CA) was added and incubated for 5 min. Cells were diluted with an additional 400 lL of Binding Buffer and analyzed by flow cytometry immediately. Populations of live cells (Annexin V-/7-AAD-), and those undergoing early-(Annexin V?/7-AAD-) and late apoptosis (Annexin V?/7-AAD?), were obtained using CellQuest software and quantified using FCS Express 4 Flow Cytometry software (De Novo Software, Los Angeles, CA). Duplicate samples were used for every time point.
Basic cell growth model
The basic model is shown schematically in Fig. 2 . Previously it was shown that an early apoptotic event is the detachment of adherent cells from the cell culture substrate [28, 29] . Therefore we made the assumption that for PANC-1, an adherent cell line, the attached cells are proliferating and detached cells are undergoing apoptosis. This assumption was confirmed experimentally ( Supplementary  Fig. 1 ). We assumed that the attached cells proliferate with a first-order rate constant k g and follow logistic growth. They also detach with a first-order rate constant k d , and when apoptosis is complete, they are cleared from the system with the same rate constant k d . Unperturbed cell proliferation and detachment were described as:
where R a is the number of attached (proliferating) cells, R d is the number of detached (dead) cells, and R ss is the maximum cell number in the culture system.
We assumed that gemcitabine inhibits cell proliferation according to:
where Inh g is the inhibition of cell proliferation by gemcitabine, C g is the concentration of gemcitabine in the culture medium, I maxg is the maximum inhibitory effect of gemcitabine on cell growth, IC 50g is the concentration of gemcitabine at which half-maximal effect is achieved, and H ig is the Hill coefficient that modifies the shape of the concentration-response relationship.
Delayed gemcitabine-induced cell death was observed, and the delay between drug exposure and onset of the effect was captured using four transit steps [30, 31] :
where Sti g is the stimulation of cell death by gemcitabine, S maxg is the maximum cell death-stimulating effect of gemcitabine, SC 50g is the concentration of gemcitabine at which half-maximal effect is reached, H sg is the Hill coefficient for the death-induction effect, Sti g4 is related to Sti g through four transit steps for temporal delay, k sg is the first-order transit rate between transit steps, and s = 1/k sg refers to the mean transit time of each transit step. We assumed that birinapant has similar effects on cell growth and death, but with a different intensity and time course. An analogous set of parameters (I maxb , IC 50b , H ib , S maxb , SC 50b , H sb , k sb ) was used to describe the effects of birinapant.
For drug combinations, the sensitivity of cells to one drug may be affected by the second drug in terms of both growth inhibition and death induction. The outcome could be either enhancement or diminution. We applied the interaction terms W on both growth and death pathways to account for the effects of drug interactions [32, 33] :
where W [ 1 indicates antagonism, W \ 1 indicates synergism, and W = 1 indicates additivity. In general, the dynamics of the proliferating and dead cell populations during treatment with both drugs was described as:
For this model, 21 parameters were fitted as listed in Table 1 to describe approximately 420 observations of R a and R d .
Mechanism-based PD model
Characterization of cell cycle distribution
To describe drug effects upon cell cycle distribution, three compartments (G0/G1, S, G2/M) represent cells in those phases of cell cycle based upon DNA content, as determined by flow cytometry analysis [34] . Under unperturbed growth conditions, proliferating cells transit through consecutive phases with first-order rate constants k 1 , k 2 and k 3 . Some cells also undergo apoptosis with rate constant k apo and are cleared from the culture system with the rate constant f 1 Ák apo . We assumed that increasing live cell density restricts cell proliferation because of contact inhibition and limitations in growth factors, leading to cell arrest in the G0/G1 phase [35, 36] . Therefore, inhibition terms were added on the transition from G1 to S phase (k 1 ): 
and on mitosis (k 3 ):
where R live is the number of proliferating cells, IR 50 is the number of cells that causes half maximal growth restriction of transition rates k 1 and k 3 , and I max3 is the ratio of restriction on transition rate k 3 versus that on transition rate k 1 . The same IR 50 was used to describe Inh 1 and Inh 3 to avoid over-parameterization as they are similar processes.
In the unperturbed condition, cell distribution in the three phases was described as:
where k apo is a first-order rate constant for cell progression to apoptosis. Low to medium concentrations of gemcitabine (relative to the sensitivity of cells to the drug) cause temporary cell cycle arrest in S phase [37] , which will activate the checkpoint proteins and the DNA repair system, and compensate for the drug effect. We assumed that initiation of the DNA repair process is delayed by T lagr after drug exposure because of the sharp return of the cell cycle to normal progression (Fig. 5d) . The inhibition effect can be described as:
where Inh g is the inhibition of cell cycle transition by gemcitabine, I maxg and IC 50g also apply to the cell cycle transition effects of gemcitabine, k repair is a rate constant for cells to recover from cell cycle arrest, and T lagr is assumed to be proportional to the logarithm of gemcitabine concentration:
where k delay is a linear coefficient for the delay in initiation of recovery of DNA synthesis. We assumed that birinapant influences cell cycle distribution slightly, by inhibiting the transition from G0/G1 to S and from G2/M to G0/G1 (mitosis) according to:
For the drug combinations, we assumed that birinapant affects DNA repair by postponing initiation of the repair process:
and dampening the repair effect:
where T lagrc represents the delay in the initiation of DNA repair in the drug combination, k comb1 and k comb2 are linear coefficients for the prolonged delay of recovery onset and decreased ability for the recovery of DNA synthesis. The interaction term W i was multiplied with IC 50g to test whether unknown drug interactions remain in the cell proliferation process that are not explained by available data and the hypothesized mechanisms included in the model.
Characterization of apoptosis
The transition of cells from early-to late-stage apoptosis could not be discriminated temporally based on our experimental observations. Therefore, apoptotic cells were considered as a single population. Under unperturbed conditions, a small percentage of cells continually undergoes programmed cell death (PCD), mainly through apoptosis [38] , to maintain the balance of the system. A small portion of cell death via mechanisms other than PCD was also observed experimentally. Both gemcitabine and birinapant were assumed to induce apoptosis according to a nonlinear function (Eq. 4). The delay in onset of the birinapant effect was described using the same transit steps as in the basic model (Eqs. 5-8). However, the delay in onset of the gemcitabine effect could not be captured with transit steps, which would produce gradually-increasing effects (data not shown). Based on experimental data, the effect of gemcitabine to induce apoptosis was modeled as an off/on behavior: gemcitabine effects were minimal within the first 48 h of exposure, and then increased sharply. Thus, a lag time T lagsg was used to describe the delay:
Both drugs induced a small amount of non-apoptotic cell death, which was described with a simple nonlinear function:
where K other is a nonlinear coefficient for induction of non-apoptotic cell death and H other is a Hill coefficient that modifies the shape of the concentration-response relationship. The delay in onset of non-apoptotic cell death was the same as that for onset of apoptosis (Eqs. [5] [6] [7] [8] 23 ).
For combination treatments, the interaction term W s was utilized within the apoptosis pathway to test whether unknown interactions remain, similar to the W i in Eq. 22:
Drug interactions promoting non-apoptotic cell death were not considered because of the relatively small fraction of cells in that population and the high variability of that data.
Model development
The cells were divided into five populations, including proliferating cells progressing through the three cell cycle phases (G0/G1, S, and G2/M), cells undergoing apoptosis, and cells undergoing non-apoptotic cell death. The model is shown schematically in Fig. 3 .
The five populations of cells were described as: 
The total number of cells was obtained in the model by summing the number of cells in each phase:
where R apo is the number of cells undergoing apoptosis, R other is the number of cells undergoing non-apoptotic cell death, and R total is the total number of cells in the culture system. For this model, 37 parameters were fitted as listed in Table 2 to describe approximately 1200 observations of R total , G 1 /R total , S/R total , G 2 /R total , R apo /R total and R other /R total .
Data analysis
Model fitting and parameter estimation was performed using ADAPT 5 [39] with the maximum likelihood algorithm. Naïve-pooled data from all replicate studies were analyzed using the variance model:
where V i is the variance of the response at the ith time point (t i ), and Y(t i ) is the predicted response at time t i . Variance parameters intercept and slope were estimated together with system parameters. Model performance was evaluated by goodness-of-fit criteria, including visual inspection of the fitted curves, sum of squared residuals, Akaike Information Criteria (AIC), Schwarz Criterion (SC), and Coefficients of Variation (CV %) of the estimated parameters.
Results
Drug combination effect on dynamics of cell numbers
Temporal changes in the numbers of proliferating and dead cells are shown in Fig. 4 for the two drugs, alone and in combination. The estimated rate constant for unperturbed cell growth k g was 0.0209 h -1 (Table 1 ). The doubling time of PANC-1 cells in the exponential growth phase, calculated as lnð2Þ=k g , was 33.2 h. Based on model fittings of single agent effects, both drugs inhibited cell proliferation (cytostatic effects) and increased the dead cell population (cytotoxic effects). For the combination, gemcitabine mediated the major effect on growth inhibition, with maximum inhibition I max of approximately 1 and IC 50 of 20.8 nM (Table 1) . These results are consistent with the common view of gemcitabine as a potent cytostatic agent [37] . Birinapant also exerted some effect on cell growth inhibition, although the effect was minor; I max was only 0.375 and IC 50 was 145 nM. Birinapant contributed primarily to induce cell death, and the maximum induction S max was 17.5. Gemcitabine also showed a minor deathinduction effect, with S max of 4.09. For both drugs, a delay was observed between exposure and the increase in the number of dead cells. Therefore, a nonlinear, time-dependent signal transduction model was used (Eqs. [5] [6] [7] [8] to capture the delay. The selection of number of transit steps was based on testing 3, 4, and 5 steps with 4 being optimal. The overall mean transit time was calculated as MTT = NÁs, where N is the number of transit steps and s is the mean signal transduction time. The propagation of the death-induction signal (MTT) was approximately 7 h for birinapant and 47 h for gemcitabine.
The interaction term W was used to test whether the two drugs interact on either the cell proliferation or death pathways. The W i was factored with the IC 50 (growth-inhibiting effect) of gemcitabine (Eq. 9) because the majority of growth inhibition was mediated by gemcitabine. A second W s accompanied the SC 50 (death-stimulating effect) of birinapant (Eq. 10) because it was the major contributor to cell death induction. Both estimated W values were significantly smaller than 1 (Table 1) . Thus when the two agents are combined, there appear to be synergistic or augmented effects on both cell proliferation and death mechanisms.
Drug effects on cell cycle distribution
Cell cycle models have been used to describe tumor growth and cell cycle arrest mediated by chemotherapeutic agents [34] . Therefore we applied a model based upon the cell cycle structure to explore the cytostatic effects of the single and combined agents.
Temporal changes in cell cycle distribution were observed as untreated control cells grew with increasing cell numbers in the G0/G1 phase and decreasing numbers in the S and G2/M phases at later times (Fig. 5a ). Based on these profiles, we proposed a model for unperturbed cell proliferation in which increasing cell numbers inhibited primarily cell progression from G0/G1 to S phase, and inhibited slightly the G2/M to G0/G1 transition. Growth inhibition mediated by increasing cell numbers was described with two Hill-function-like equations (Eqs. [13] [14] , and control group data were well-captured (Fig. 5a ). The doubling time of the cells could be calculated from (1=k 1;app þ 1=k 2 þ 1=k 3;app Þ, in which the apparent transition rate between G0/G1 and S phases is k 1;app ¼ k 1 Á ð1 À R live = IR 50 þ R live ð Þ Þ , and the apparent transition rate between G2/M and S phases is
Thus, the predicted cell doubling time was 26 h initially, and increased to 53 h after 4 days because of increased cell density (Fig. 6b) . The estimated IR 50 , which is the cell number that results in half of the initial transition rate between cell cycle phases, was 1.23 9 10 5 per well (Table 2 ). In the gemcitabine treatment group, significant arrest of cells in S phase was observed, and the effect was concentration-dependent. The estimated maximum inhibition of cell cycle progression mediated by gemcitabine I max was approximately 1 and the estimated IC 50 was 6.00 nM Table 2 Parameters and Coefficients of Variation (%CV) estimated in the mechanism-based PD model (Fig. 3) Cell-specific parameters
R 0
Initial number of total cells in the culture system 2.36 9 10 5 (1.14) (Table 2 ). However, after the arrest was maintained for a period of time, the cell cycle distribution suggested a return towards normal progression ( Fig. 5b-d) . The recovery from cell cycle arrest was assumed to arise from the initiation of DNA repair mechanisms. Based on model estimation, onset of DNA repair was delayed 30-50 h ( Table 2 ) after initiation of drug exposure, and a longer delay in onset was observed with higher gemcitabine concentrations. The DNA repair was described by multiplying a modification term expðÀk repair Á tÞ with the inhibition term (Eq. 18). The estimated k repair was 0.0495 h -1
( Table 2 ) and suggests that 90 % of the cell cycle arrest recovers within the duration of lnð1=0:1Þ=k repair , or 48 h after initiation of the recovery process. Birinapant induced S-phase arrest for a shorter period of time with lower intensity, and reduced cell distribution in the G1 phase in a concentration-dependent manner (Fig. 5e-g ). The effect was statistically significant but much lower in magnitude than the effect of gemcitabine. If the unperturbed model (Eqs. 15-17) was used to describe birinapant treatment, the values of phase transition rates k 1 and k 3 were decreased (data not shown) compared to the control group, indicating that birinapant may slow progression from G0/G1 to S and from G2/M to G0/G1. Therefore, the birinapant effect on cell cycle progression was described by applying an inhibitory Hill function (Eq. 20) on cycle phase transition rates k 1 and k 3 . The inhibitory contribution of birinapant was slight, with I max of only 0.177 and IC 50 of 154 nM (Table 2) .
For the two drugs combined, the effect upon S-phase arrest was prolonged and the intensity was enhanced slightly compared to gemcitabine alone (Fig. 5h-j) . Although other mechanisms could be postulated, we assumed that birinapant modulates the effect of gemcitabine upon cell cycle distribution by interrupting the DNA repair process. Our empirical model described birinapant modulation of gemcitabine effects on cell cycle distribution by increasing the lag time of repair onset T lagr , in a manner dependent upon birinapant concentration, to 1 þ k comb 1 Á C b ð Þ Á T lagr , and decreasing the repair rate 
The estimated coefficients for the dampened DNA repair, k comb1 and k comb2 , were 9.19 9 10 -4 nM -1 and 7.75 9 10 -4 nM -1 (Table 2) .
Drug effects on apoptosis
Based upon prior analysis with the basic model, the induction of cell death by the drug combination was mediated principally by birinapant. This finding is consistent with the mechanisms of action of birinapant, in that it antagonizes the IAP family proteins and enhances caspase activity directly. With detailed measurements of apoptosis incorporated into the mechanism-based model, the apoptosis induction effect of gemcitabine appeared to be comparable to that of birinapant, with S max of 2.74 for gemcitabine versus 3.72 for birinapant (Table 2 ). However the induction was manifested via very different temporal patterns. Apoptosis induction by birinapant was progressive and relatively rapid (Fig. 7e) . The delay in onset was described by four transit steps and estimated as 10 h. Apoptosis induction by gemcitabine was very much delayed after drug exposure, and the apoptosis profile appeared to display a threshold pattern (Fig. 7b) . The estimated delay in gemcitabine-induced apoptosis, described using a lag time T lagsg instead of transit steps, was 38.7 h ( Table 2) . A small population of cells underwent cell death by mechanisms other than PCD or apoptosis (Fig. 7c, f, i) . We described drug effects producing this population using a simple nonlinear function. Because of the low fraction of cells in this population and large variability in the data, most parameters describing this process were fixed to values based upon prior model fittings of single drug effects: K otherg was 1.00 9 10 -5 , H otherg was 0.100, and H otherb was 1.00 (Table 2) . These values were selected based on the criteria of a lower AIC value and better capture of the observations. The K otherb was estimated to be 5.50 9 10 -3 . For the purpose of model parsimony, we assumed that the delay in onset of both apoptotic and nonapoptotic cell death were equivalent.
Interaction term W in the mechanism-based model
In the mechanism-based model, the W interaction terms (Eqs. 22, 25) were incorporated in the cell cycle arrest and apoptosis induction pathways in the same manner as in the basic model (Eqs. 9, 10). Neither W value was significantly different from 1, with confidence intervals of 0.892 to 1.01 for the cell cycle arrest pathway, and 0.844 to 1.68 for the apoptosis induction pathway (Table 2 ). This result demonstrates that the mechanism-based PD model is sufficient to capture the major mechanisms of drug interactions related to cell proliferation or death, revealed as synergism in the basic PD model, and little residual unexplained drug effect exists for which a W interaction term differing from 1 is required. Other drug mechanisms not included in the model may exist, but are not required to explain the current data.
Simulation of dosing regimens upon efficacy
The mechanism-based model described well all data when fit simultaneously, and provided a reasonable estimation of the parameters. Therefore, simulations were performed to investigate the effect of different treatment regimens upon cell growth inhibition. Despite the short plasma half-life of gemcitabine in patients [40, 41] , 48 h exposure was simulated because of the prolonged intracellular persistence of the active metabolite [42] . The same period of exposure was simulated for birinapant. Birinapant has a long half-life (*50 h) in solid tumors [43] , but the shorter simulated exposure permitted sensitive identification of the exposure window that most affects efficiency of the combination. Cell growth was simulated for the untreated control and 7 treatment regimens (Fig. 8a) : (i) gemcitabine or (ii) birinapant alone for 48 h (iii) simultaneous exposure, gemcitabine (iv) 24 or (v) 48 h before birinapant, and birinapant (vi) 24 or (vii) 48 h before gemcitabine. The simulation predicted that pre-exposure of cells to gemcitabine for 24 or 48 h before addition of birinapant would mediate the greatest inhibition of cell proliferation.
This simulation-generated hypothesis was tested experimentally. Several parameter values were modified to adapt model estimations to the culture conditions in the hypothesis-testing study. Parameters describing unperturbed cell growth were adjusted to capture data for the control group because somewhat fewer cells were seeded per well in the hypothesis-testing study, which led to a longer lag phase of cell growth. Therefore we assumed that the transition rates between cell cycle phases k 1 , k 2 and k 3 were halved before 36 h. In addition, the drug-containing medium was replaced daily for the crossover regimens (iv-vii), partially relieving the cell growth inhibition by increased cell density. Therefore, the IR 50 value, which determines cell growth retardation by contact inhibition or medium Fig. 8 a Exposure schedules for simulations of effects of combined gemcitabine (GEM) and birinapant (BNT) upon cell proliferation, as well as for the hypothesis-testing experimental design. The duration of exposure to 20 nM gemcitabine and/or 100 nM birinapant was 48 h, and the sequences and inter-dose intervals were as shown. b Experimental observations (symbols) and model-based simulations (curves) of PANC-1 cell proliferation with different schedules and sequences of exposure to gemcitabine and birinapant depletion, was doubled. Parameters related to drug efficacy were also adjusted based upon existing literature or observations from preliminary studies. First, although the gemcitabine exposure was 48 h, we assumed the gemcitabine effects persist after removal. It has been reported that short-term gemcitabine exposure can result in longterm cell growth inhibition [44, 45] . Second, the hypothesis-testing study was performed in the 24-well culture system, whereas data upon which the PD models were developed were generated from a 6-well culture system. The minor changes in culture conditions affected specific parameters that are documented in Supplementary Fig. 3 . For example, we observed that cells were approximately two-fold more sensitive to gemcitabine or birinapant in 24-well plates than in 6-well plates. Therefore, we assumed that the IC 50 and SC 50 were half of the estimated values for the simulations. After correction of these parameter values, the model simulations are consistent with, and confirmed by, the observations in the hypothesis-testing study (Fig. 8b) .
Discussion
Combination chemotherapy is a standard approach in cancer treatment, but the selection and evaluation of drug candidates and treatment regimens often is empirical. Here we have developed a quantitative framework to evaluate combined therapy, in order to explore underlying mechanisms with limited pre-clinical data, evaluate key biomarkers as potential drug targets, and identify factors that require consideration in the design of an exposure regimen. The proposed mechanism-based model merges molecular pharmacology and signal transduction mechanisms with elements of previous mathematical models [30] [31] [32] [33] [34] . Identifiability may be of a concern in these complicated models. In our study, the problem is lessened by use of a wide range of drug concentrations, assessment over suitable time courses, and employment of measurements from different assays. The models were also constructed with a minimum number of parameters that were each justified and these parameters were estimated with low or reasonable variability (CV%).
The effects of combined gemcitabine and birinapant on PANC-1 cells were assessed step-by-step. First, drug effects upon cell numbers were measured as a direct endpoint of cell proliferation, and a basic PD model was proposed (Fig. 2) to characterize changes in the numbers of adherent and non-adherent cells, with the latter as a surrogate for apoptotic cells. From the basic model, cytostatic versus cytotoxic drug effects were differentiated, and we identified cell proliferation and cell death as major pathways of drug actions and interactions for the two agents.
Finally, we measured additional endpoints relevant to these drug mechanisms, including cell cycle distribution and apoptosis, and employed these data to extend the basic model towards a more integrated, mechanism-based model (Fig. 3) . We observed that gemcitabine impeded cell progression from S to G2/M phase, and caused S-phase arrest. In addition, birinapant had a minor effect of slowing progression of cells from G0/G1 to S phase and mitosis. When birinapant was combined with gemcitabine, the S-phase arrest effect was prolonged and enhanced. Both drugs were observed to stimulate apoptosis, which was mutually reinforcing, but according to different temporal patterns.
The empirical drug interaction term W has been used in interaction equations to signify the synergism/additivity/ antagonism of pharmacological interactions, and to account for the interactions when detailed mechanisms are unknown and therefore not included in the model [25, 32, 33] . Although the W term is used here to describe drug interactions in both models, its application and significance is different. In the basic model, the estimated W values placed upon the growth-inhibition and death-induction pathways were significantly smaller than 1, suggesting supra-additive interactions. However, the mechanistic basis of these drug interactions is unknown, and the W term aggregates those multiple unknown contributions into a single term. In contrast, the mechanism-based model characterizes drug interactions in the two pathways in greater detail. In this case, the estimated W values were not significantly different from 1. This does not mean that the interactions no longer exist. Rather, the unknown components represented by W are diminished by the additional details that are incorporated quantitatively into the description of the key pathways, and the mechanism-based model characterizes better the mechanisms of drug interactions. Therefore, the W term not only can help to account for unknown interactions, but also can indicate how well the model captures important underlying mechanisms.
Key model assumptions could be justified by the pharmacology at the signal transduction level. We assumed that birinapant alone retards slightly the G0/G1-to S-phase cell cycle transition as well as mitosis. Involvement of the birinapant targets cIAP1 and cIAP2 in cell cycle regulation has been reported previously [46] [47] [48] . Another target of birinapant, XIAP, was also reported to regulate positively the expression of cyclin D1, which controls the G1-S phase transition [49] . Therefore birinapant likely perturbs the cell cycle via antagonism of the IAP proteins. Birinapant may also modulate the cell cycle indirectly by affecting signaling pathways such as NF-jB, which regulates cell cycle proteins (e.g. cyclins) [50] . Another important assumption was that in the combined treatment, birinapant enhances the effect of gemcitabine upon cell cycle distribution by interrupting the DNA repair process. At low-to-medium concentrations, cell cycle arrest by gemcitabine is temporary and the duration of the effect is concentration-dependent [37] . This is consistent with our experimental observations, and we incorporated this characteristic in our model. Gemcitabine-mediated DNA replication stress activates checkpoint proteins and pathways such as ATM/ Chk2, which further activates the NF-jB pathway and initiates DNA repair by homologous recombination [51, 52] . The IAP proteins are involved in the ATM-mediated activation of NF-jB pathway [53] . Thus, degradation of IAP proteins resulting from birinapant exposure may impede the initiation of DNA repair.
Model-based estimation of parameters has clinical implications, especially for parameters such as IC 50 and SC 50 . In the basic PD model, the estimated IC 50 for cell growth inhibition by gemcitabine was * 20 nM, and this value was two-to three-fold lower in the mechanism-based model. For birinapant as a single agent, the SC 50 (*50 nM) in the mechanism-based model was also lower than the SC 50 (*150 nM) estimated from the basic model. Interestingly, the SC 50 value in the mechanism-based model is comparable to the dissociation constant K d of birinapant for the specific IAP proteins (1-45 nM) [20] , indicating faithful capture of birinapant interaction with its targets by the mechanism-based model. Furthermore, IC 50 and SC 50 estimates for gemcitabine obtained from the basic and mechanistic models are much lower than the peak plasma concentrations of gemcitabine achieved clinically (50 lM) [40, 41] . This large discrepancy between high clinical concentrations and lower effective concentrations in vitro suggests that although gemcitabine is a potent cytostatic and cytotoxic agent in pancreatic cancer cells in vitro, the in vivo processes such as drug transport or metabolism [54] , and the physiological drug delivery barriers of solid tumors [55] , may limit gemcitabine efficacy. The plasma concentration of birinapant at a clinically-relevant dose (17 mg/m 2 ) peaks at *1 lM, with a long (30 h) terminal half-life. Birinapant also shows high uptake and retention in solid tumors [43] . Therefore, birinapant concentrations relevant to in vitro interactions with gemcitabine (100-1000 nM) are sustained in the both plasma and tumor tissue for 24-48 h after dosing.
A modeling approach such as developed here can provide additional information on the underlying system and help to reconcile conflicts in the literature. For example, reports for the doubling time of PANC-1 cells include 52 h [56] , 38 h [57] , and 28 h [58] , which may also reflect heterogeneity. Over 96 h of culture, we observed a progressive change in cell cycle distribution for the unperturbed control group, which consisted of a small, timedependent accumulation of cells in the G1 phase. This phenomenon was attributed to contact inhibition and growth factor deprivation, and the model accounts for these changes. The model-predicted cell growth rate decreases for the untreated controls as cell proliferation continues (Fig. 6a) , and may partially explain the discrepancies in cell doubling times reported in the literature. The modelpredicted proliferation of the control group is also consistent with proliferation that is empirically described by the logistic function and Gompertz equation [59] .
Quantitative analysis and modeling can also assist in study design. For example, based on model predictions, gemcitabine shows moderate induction of apoptosis and, interestingly, initiation of apoptosis is delayed for approximately 40 h. This delay in effect onset influences selection of gemcitabine concentrations and the time frame over which in vitro experiments involving apoptosis should be conducted, and may explain why apoptosis induction by gemcitabine is under-recognized in the literature. Numerous studies have employed short-duration exposure to high gemcitabine concentrations [23, 60] , and thus have the potential to miss cellular responses that could be observed with longer-duration exposure to lower gemcitabine concentrations. Thus model-based analysis can identify key elements of study design for apoptosis-inducing drugs such as gemcitabine.
Although a relatively small number of PD endpoints were measured in this study, the model can implicate key biomarkers of potential targets to enhance gemcitabine efficacy. For example, gemcitabine showed a delayed induction of apoptosis that was comparable in magnitude to that of birinapant. It could be beneficial to sequence other apoptosis inducers within an appropriate time frame to enhance the effect of gemcitabine. An example of such an apoptosis-inducer is paclitaxel. The combination of Abraxane (nab-paclitaxel) and gemcitabine recently has been approved for treatment of pancreatic cancer. Paclitaxel was shown to pre-sensitize cells to gemcitabine through down-regulation of Bcl-2, and the sequence of paclitaxel followed by gemcitabine showed the most benefit, with enhanced apoptosis induction [61] . Alternatively, inhibition of the canonical NF-jB pathway may also contribute to the efficacy of gemcitabine. Gemcitabine can induce activation of the NF-jB pathway as a mechanism for treatment resistance [62] . Our data suggest that birinapant antagonizes the activation of NF-jB pathway and provides extra benefits. Therefore, other agents that suppress NF-jB activity (e.g. curcumin [63] ) are potential candidates for combination with gemcitabine. Finally, the delays in DNA repair initiation (30-50 h) and onset of apoptosis (38.7 h) after gemcitabine administration are similar, suggesting that certain proteins or pathways in common may control the induction of both processes. Mediators that influence such functions could be checkpoint proteins such as Chk1 and Chk2, or those interacting directly with checkpoints, such as p53 and ATM/ATR, which are potential switchers between cell cycle arrest and DNA repair versus commitment to apoptosis [12] . Therefore inhibition of these additional proteins could potentially enhance therapeutic efficacy. The hypothesis that inhibition of the homologous recombination process can slow DNA repair and enhance cytostatic effects of gemcitabine is supported by direct experimental observations [64, 65] .
The issue of dosing schedule in combination chemotherapy is an under-studied but potentially important factor to enhance efficacy and reduce toxicity. The design of combination regimens usually is empirical and lacks mechanistic support or evidence. Our mechanism-based model captured the observed data well and largely incorporated the most important mechanisms of drug interactions, as evidenced by the W term approaching 1. Simulations were performed with the model to predict the outcomes of different exposure regimens. A delay in birinapant exposure for 24-48 h after initiation of gemcitabine exposure was predicted to have a major positive influence upon the efficacy of the combination, and was confirmed experimentally to be superior to simultaneous drug exposure or the reverse sequence. Although birinapant has a long half-life and can provide extended exposure in patients, aiming for the peak concentrations to occur within the optimal time window after gemcitabine treatment may be beneficial. Mechanisms of drug response supporting sequential dosing are justified in the literature [65] , and as hypothesized here, the mechanism for improved efficacy of sequential dosing of gemcitabine and birinapant may arise from the delay of 24-48 h in both apoptosis induction and recovery of DNA synthesis. The model predictions will be further verified in a xenograft mouse model.
Conclusions
The combined effects of gemcitabine and birinapant were assessed using mathematical approaches that consider dimensions of both drug concentration and exposure time. The underlying mechanisms of these agents, alone and in combination, were incorporated into a mechanism-based cellular PD model. Using data acquired for specific biological endpoints, the model integrates quantitatively the dynamic changes in cell numbers, cell cycle distribution, and apoptosis for both untreated control cells and those treated with the single or combined agents. Simulations identified 24-48 h after gemcitabine exposure as an important time window for maximal efficacy of the combination. A novel characteristic of the model is the use of the drug interaction term W as an indicator of the degree to which incorporation of mechanistic detail into the model captures key aspects of drug interactions. Although further experiments are required to confirm some assumptions of the model, this approach has potential for assessing diverse drug combinations used in cancer treatment.
Postscript
WJJ was an undergraduate pharmacy student and later a graduate student in the laboratory of Gerhard Levy (GL) in the 1960 0 s during the time of his inspirational publications on the kinetics of pharmacologic effects [66] and PK/PD of warfarin [67] . GL's invitation to work in his laboratory diverted WJJ from a possible career in hospital pharmacy to graduate studies and academic research and enkindled his enthusiasm for PK/PD. Following GL's canny practice of mining the literature for examples of unexplained phenomena for application of pharmacological relationships, WJJ's earliest publications as an independent scientist dealt with the creation of basic models for the PDs of chemotherapeutic effects [68, 69] . It is thus highly fitting that the present article, in serving as a tribute to GL, describes modeling the activities of drugs used for treatment of pancreatic cancer and demonstrates the evolution from simply counting numbers of cells over time to more comprehensive and mechanistic assessments of cell cycling kinetics, innovative quantification of drug interactions, and use of contemporary pharmacometric methodology. WJJ returned to Buffalo as a faculty member in 1972 and RMS, with career-long interests in drug delivery and cancer therapeutics, joined our department in 1989. We flourished with GL's presence and scientific leadership until his retirement in 2000. Our department has maintained worldwide recognition in academic research in PK/PD and pharmaceutics in large part owing to GL's seminal developments in biopharmaceutics and PK/PD, his teaching innovations, his collegial interactions, his attention to evolving professional and scientific needs, and his role in attracting and recruiting synergistic faculty members and outstanding graduate students and post-doctoral fellows. XZ is very highly pleased to be listed as GL's academic granddaughter.
