Abstract. The segmentation of foreground silhouettes of humans in camera images is a fundamental step in many computer vision and pattern recognition tasks. We present an approach which, based on color distributions, estimates the foreground by automatically integrating data driven 3d scene knowledge from multiple static views. These estimates are integrated into a level set approach to provide the final segmentation results. The advantage of the presented approach is that ambiguities based on color distributions of the fore-and background can be resolved in many cases utilizing the integration of implicitly extracted 3d scene knowledge and 2d boundary constraints. The presented approach is thereby able to automatically handle cluttered scenes as well as scenes with partially changing backgrounds and changing light conditions.
Introduction
The problem of segmenting foreground silhouettes of humans in camera images is a fundamental problem in computer vision. High quality silhouettes are an essential prerequisite for dense camera based 3d reconstruction or image based human pose estimation. Camera based dense 3d reconstruction of humans can, hence, be partitioned into three main blocks: Modality of image acquisition, foreground estimation and -separation and finally, dense 3d reconstruction.
Regarding the modality, image based human motion capture has been done monocular [1] , with stereo [2] , multi view [3, 4, 5] or multi view stereo setups [6] .
The estimation of foreground from the image data can be realized by image differencing over time [7] , by using color model coherence by integrating appropriate a priori knowledge of fore-and background [8, 9] or by integrating 3d knowledge from stereo [2] or n-view reconstructions [4, 5] . If colors are used for foreground segmentation, the approaches can be separated in simple per channel differencing approaches, codebooks models [10] and mixture models [11] .
Based on the color models, the segmentation is usually performed based on probabilities [5] or energy minimization, e.g. level set approaches [12, 13] or graph cuts [14] . The 2d information of multiple cameras can be fused by the voxel carving approach [3] , by probabilistic data based fusion [15] , probabilistic fusion with integration of a priori knowledge about the appearance of human silhouettes [1] or energy based formulations [4, 6] .
Most of the mentioned approaches for detailed 3d reconstruction focus on the segmentation and 3d reconstruction in artificial or laboratory like scenarios with homogenous but mostly disjunct colors of fore-and background. The approaches, which take into account clutter and occlusions, often need a manual initialization step [6, 9, 16] . We, thus, present an approach, which conjoins probabilistic 3d fusion and energy based level set approaches, which enables auto initialization and adaptivity to scenes with cluttered, moderately changing backgrounds. Based on our recordings with a calibrated multi camera setup in realistic, cluttered and partially changing environments, we can show that our approach is able to produce high quality foreground segmentation results of human silhouettes. Utilizing these silhouettes for dense 3d reconstructions gains convincing results in these difficult scenarios.
Segmentation by Probabilistic 3d Fusion
The segmentation via probabilistic 3d fusion proposed in [5] is based on two ideas: First, a probabilistic 2d segmentation of fore-and background in all camera images of a static, calibrated multi camera setup is performed based on color distribution models. To make this segmentation more robust and adaptive, the second part integrates 3d scene information reconstructed from all cameras. The 3d information is used as a feedback mechanism to the segmentation task. Hereby the color distributions are adapted automatically to achieve better segmentation results. The basic assumption is that observed objects are surrounded by multiple cameras to obtain complete 3d reconstructions of the foreground.
The steps of the approach are depicted in Fig. 1 . First, coarse fore-and background models are generated. They are used with the current camera images to create a probabilistic 3d voxel reconstruction of the scene. Probabilistic in this context means that each reconstructed voxel has a specific occupation probability derived from the probabilities of the corresponding pixels in all views to be foreground. The 3d reconstruction is projected into the camera images, thresholded and in this way provides a masked area of foreground in the images. Image areas which are not covered by this mask are used to update the background model. By utilizing this updated model a segmentation is performed to precisely determine the foreground silhouettes. The silhouettes are used to update the foreground model accurately in a succeeding step. The fore-and background models are then used to create a probabilistic 3d reconstruction of the foreground by using the next camera frame and the loop restarts. 
Fore-and Background Model
To model fore-and background, the random variable F ∈ {0, 1} decides whether a pixel at a given time t is fore-or background (F = 1 respectively F = 0). Based on a given color vector c the color distribution p(c|F = 1) models the foreground and is used to infer the conditional probability P (F = 1|c). The foreground model is generated based on the foreground segment for each frame separately and consists of two parts A and B:
The first part A models known foreground in terms of a Gaussian Mixture Model (GMM) with the density function η(c, μ, Σ) where μ k and Σ k are mean and variance of the k th of K fg components of the mixture and ω k is the component's weight. B models a uniform color distribution which is necessary to integrate suddenly arising new foreground. Both parts are coupled by the probability P NF = 1 2 of new foreground. The model is generated continuously by utilizing k-means clustering of the colors of the foreground silhouette during consecutive frames. The background model consists of two parts as well:
Part C models the color distribution of the background similar to the model in eq. 1 with K bg components. In contrast to eq. 1, the model is updated over the whole observation time t. The second part D models the occurrence of shadows and highlights. Both parts are again coupled with an additionally probability of shadows P S = . Two thresholds are introduced to detect shadows, if τ S < 1, and highlights, if τ H > 1. The resulting shadow model is:
The scale factor
is needed to achieve the density's integration to result in 1. The background model in eq. 2 is updated continuously by integration of all previous frames over time by utilizing an online Expectation Maximization (EM) approach as presented in [5] .
Probabilistic 3d Fusion
To update fore-and background models, a method is needed to reliably identify foreground in the camera images. In case of multi camera setups it is feasible to exploit the strong prior of geometric coherence of the scene observed from multiple views by using the approach of a bayesian probabilistic 3d reconstruction [15] . The volume seen by the cameras is discretized into voxels V ∈ {0, 1}. For each voxel the probability of being foreground is derived from the foreground probabilities of the corresponding pixels in all cameras according to the model definition in [5] . Four a priori probabilities are introduced into the reconstruction model. First, the probability of voxel occupation: P (V) = 1 2 . Additionally, three error probabilities P DF , P FA and P O . P DF means a detection failure, i.e. a voxel should be occupied but is not due to e.g. camera noise. P FA means a false alarm, i.e. a voxel should not be occupied but erroneously is, e.g. due to shadows. Finally, P O means an obstruction, i.e. a voxel should not be occupied but is on the same line of sight as another voxel which is occupied and, hence, classified incorrectly. The conditional probability of foreground of an unoccupied voxel is, thus, V:
The conditional probability of background of an unoccupied voxel is V:
Values of 5% for P DF , P FA and P O provide reasonable results. We use the joint probability distribution defined in [5] , and marginalize over the unknown variables F n by observing the colors c 1 , . . . , c N at the corresponding pixels in the images of the cameras 1, . . . , N by eq. 4:
The resulting probabilistic 3d reconstruction is backprojected into the camera images and then used to identify fore-and background segments (cf. sec. 2).
Probabilistic Foreground Detection
By using the probability densities p(c|F = 1) and p(c|F = 0) (sec. 2.1) the conditional probability P (F = 1|c) that a pixel belongs to the foreground based on an observed color value c can be calculated using Bayes' rule which under assumption of no a priori knowledge about the unconditional probabilities P (F = f ) and a resulting uniform distribution cancels out to:
Variational Segmentation
The problem of segmentation has been formalized by Mumford and Shah as the minimization of a functional [17] . The level set method was introduced by Osher and Sethian [18] to implicitly propagate hypersurfaces by evolving an appropriate embedding function to find minimizers to such a functional. The variational approach used in our segmentation framework is based on the works of [12, 13] . In this section we will shortly review this variational framework and the way the different information is fused. The basis of our segmentation framework is a variation of the very well known energy functional for image segmentation:
where c ∈ R k is the image feature vector, H(ϕ) is a regularized Heaviside function and p i,j are specific, independent object (i = 1) and background (i = 2) distributions for the different image feature channels j. These distributions can be inferred from the respective regions (divided by ϕ(x)) by fitting parametric distributions or by performing the nonparametric Parzen density estimates [19] to histograms of the feature channels.
Instead of multiplying the different probabilities arising from the feature channels, which leads to the above formulation of the segmentation energy, we generalized this approach and use Dempster-Shafer theory of evidence [20] to fuse information arising from different feature channels. The key idea, which makes it different from other Bayesian frameworks, is the use of Dempster's rule of combination to fuse different information [20] . This allows to favor feature channels that support a specific region instead of favor channels with low support for a region. We will make use of this property to fuse the image data of traditional segmentation frameworks and the information arising from segmentation by probabilistic foreground detection.
The energy functional, which uses evidence theory can be expressed as follows:
where m = m 1 ⊗ m 2 ⊗ . . . ⊗ m k is the mass function, fusing k feature channels with Dempster's rule of combination. The single mass functions m j are defined by the object and background distributions p i,j :
for j ∈ {1, . . . , k}. The mass m j (Ω) = m j ({Ω 1 , Ω 2 }) introduces a way to represent inaccuracy and uncertainty of the feature channels, while the mass m j (Ω i ) can be interpreted as the belief strictly placed on foreground-(Ω 1 ) and background (Ω 2 ) regions. Dempster's rule of combination is defined by:
where
The minimization of the energy (7) with respect to ϕ can be performed using variational methods and a gradient descent [16] . Thus, the segmentation process works according to the EM principle with an initial partitioning.
Integrating Probabilistic 3d Fusion into Variational Segmentation
Given the probabilities P (F = 1|c) for each feature vector c arising from the probabilistic foreground detection (5) we build the following mass function:
with a weighting parameter ν 2 ∈ [0, 1]. This parameter can be interpreted as the belief we put on the probabilistic foreground detection. With a parameter ν 2 < 1 we integrate inaccuracy. As a consequence, the evolving boundary is directly driven by the intensity information of the image and the result of the probabilistic 3d fusion. The mass function m fg is now integrated into the variational approach for image segmentation (7) using Dempster's rule of combination:
The energy functional for segmentation fusing image features and probabilistic foreground detection can be written as:
fusion of image features and probabilistic foreground detection
Compared to the Bayesian approach the proposed framework is able to correct wrong classifications coming from the probabilistic foreground detection and vice versa, because channels with a strong support are favored.
Evaluation
We present a qualitative and a quantitative analysis of our algorithm based on the images of the Dancer Sequence in [5] and our own recordings of gymnasts with seven Prosilica GE680C cameras in a circular setup. The quantitative analysis is performed based on hand labeled data.
In a qualitative analysis we compare the results of the approach of [5] with the results of a variational segmentation, with GrabCut [14] and the results of the proposed combined approach. The probabilistic segmentation of [5] is initialized with a priori recorded background images. These images varied in lighting and details which was automatically compensated by the presented approach. In case of the variational segmentation and GrabCut, the result of the probabilistic 3d fusion is used as the initial boundary. In the combined approach the information from the probabilistic 3d fusion is used as the initial boundary and integrated into the variational segmentation framework as proposed in eq. (12) .
In Fig. 2 we present exemplary results of all four approaches performed on a difficult scene with very similar color distributions of fore-and background. It is clearly observable that neither the variational approach nor the segmentation by probabilistic fusion are able to fully cope with that ambiguity. The variational approach integrates large parts of the wooden background into the foreground silhouette while the approach of [5] leads to very low probabilities of foreground in the ambiguous areas. Solely, the proposed approach leads to satisfying results in such difficult scenarios. As an alternative to variational segmentation, the results of the probabilistic segmentation could also be used as initialization for GrabCut. But we found that only the combination of initialization by probabilistic segmentation and fusing this information utilizing the Dempster-Shafer approach can close erroneous holes and, thus, recover from false classifications.
Due to the convincing results of Fig. 2 we performed a quantitative analysis of the three approaches and measured the error compared to hand labeled data. Exemplary results of the cameras 6 and 7 are presented in Fig. 3 . Camera 6 has been chosen because this view contains background motion and we want to demonstrate that the adaptivity of [5] is not compromised by the presented approach. The results of Camera 7 are selected to link the qualitative results in Fig. 2 with quantitative results to clarify the benefits of the presented approach. In all cases the proposed approach provides better results over the full sequence.
Finally, we performed a qualitative analysis of the proposed approach on the dancer from [5] . We were able to show, that again, our approach gains better segmentation results (cf. Fig. 4 ) than the probabilistic segmentation. We could also additionally demonstrate that the proposed approach is applicable in these kinds of difficult scenarios with occluding noise and, thus, unites the benefits of robust segmentation and robust dense 3d reconstruction results. 
Conclusion
In the presented work we developed a new approach for color based foreground segmentation with multi camera setups which implicitly integrates geometric priors of the used camera setup and energy based constraints to allow an adaptive, purely data driven high quality segmentation of foreground in cluttered, changing and, thus, realistic scenarios. The new approach combines the segmentation by probabilistic 3d fusion and the variational approach of level set segmentation based on Dempster-Shafer theory of evidence. We revealed that both algorithms on their own have massive difficulties in scenarios with very similar color distributions of fore-and background. However, we were able to show, that with our specific approach the integration of both methods allows tremendous improvements of the segmentation results in these kinds of scenarios. To attest the impact of our method, we performed qualitative as well as quantitative evaluations on natural image sequences. We showed that the combination of probabilistic 3d fusion and the level set segmentation based on Dempster-Shafer theory of evidence produces much better foreground extractions, which is an important prerequisite for many tasks in computer vision.
