Abstract. This paper presents a Complete Orthogonal Image discriminant (COID) method and its application to biometric face recognition. The novelty of the COID method comes from 1) the derivation of two kinds of image discriminant features, image regular and image irregular, in the feature extraction stage and 2) the development of the Complete OID (COID) featuresbased on the fusion of the two kinds of image discriminant features used in classification. Firstly, the COID method first derives a feature image of the face image with reduced dimensionality of the image matrix by means of two dimensional principal component analysis and then performs discriminant analysis in a double discriminant subspaces in order to derive the image regular and irregular features making it more suitable for small sample size problem. Finally combines the image regular and irregular features which are complementary for achieving better discriminant features. The feasibility of the COID method has been successfully tested using the ORL images where it was 73.8% more superior to 2DFLD method on face recognition.
Introduction
Over the last few years, biometrics has attracted a high interest in the security technology marketplace. Biometric technologies use physiological or behavioural characteristics to identify and authenticate users attempting to gain access to computers, networks, and physical locations. The fastest growing areas of advanced security involve biometric face recognition technologies. Biometric face recognition technology offers great promise in its ability to identify a single face, from multiple lookout points, from a sea of hundreds of thousands of other faces. However building an automated face recognition system is very challenging. In real world applications, particularly in image recognition, there is a lot of small sample size (SSS) problems in observation space (input space). In such problems, the number of training samples is less than the dimension of feature vectors. A good face recognition methodology should consider representation as well as classification issues. Straightforward image projection techniques such two-dimensional principal component analysis (2DPCA) [1] , two dimensional reduction PCA (2D RPCA) [2] , two dimensional FLD [3, 4] are among the most popular methods for representation and recognition. This paper introduces a novel Complete Orthogonal Image discriminant (COID) method for biometric face representation and recognition. The novelty of the COID method comes from 1) the derivation of two kinds of image discriminant features, image regular and image irregular, in the feature extraction stage and 2) the development of the Complete OID (COID) features based on the fusion of the two kinds of image discriminant features used in classification. In particular, the COID method first derives a feature image of the face image with reduced dimensionality of the image matrix by means of two dimensional principal component analysis and then performs discriminant analysis in a double discriminant subspaces in order to derive the image regular and irregular features making it more suitable for small sample size problem. The 2DPCA transformed face images preserves the spatial structure that defines the 2D face image and exhibit strong characteristics features with reduced noise and redundancies. Whereas, 2DFLD would further reduce redundancy and represent orthogonal discriminant features explicitly.
Outline of 2DPCA and 2DFLD
Given a set of M training samples (1) Thus, we obtain an an m × d dimensional projected matrix i Y , which is the feature matrix of the image sample i X . In the 2DPCA method, the total scatter t S of the projected samples is introduced to measure the discriminatory power of the projection vector B . The total scatter of the projected samples can be characterized by the trace of the scatter matrix of the projected feature vectors. Whereas in 2DFLD the between class scatter b S and the within-class scatter w S matrices of the projected samples are introduced. From this point of view, we adopt the following criterion:
where i β and i ϕ are the unitary vector that maximizes the 2DPCA criterion (2) and the 2DFLD criterion (3) which are called the optimal projection axis, opt β and opt ϕ .
In general, it is not enough to have only one optimal projection axis. We usually need to select a set of projection axes,
, subject to the orthonormal constraints. The scatter matrices can be defined as follows: (6) where ij X denotes the j th training sample in class i , i L is the number of training samples in class i , i X is the mean of the training samples in class i , C is the number of image classes, 0 X is the global mean across all training samples.
Complete Orthogonal Image Discriminant Approach
In this section, we examine the problem in the whole input space rather than in the space transformed by 2DPCA first.
Fundamentals
Suppose we have a set of M training samples ϕ . Therefore, the Fisher criterion can be directly employed to extract a set of optimal discriminant vectors. However, in some case it is almost impossible to make w S invertible because of the limited amount of training samples in real-world applications. This means that there always exist vectors satisfying
. In [5] , it is shown that these vectors are from the null space of w S for the vectorized fisher discriminant approach. These vectors turn out to be very effective if they satisfy
at the same time [5] . The positive image between-class scatter matrix makes the data become well separable when the within-class scatter matrix is zero. In such a case, the Fisher criterion degenerates into the following between-class covariance criterion:
As a special case of the Fisher criterion, it is reasonable to use the image between class scatter to measure the discriminatory ability of a projection axis when the image within-class covariance is zero.
Optimal Orthogonal Image Discriminant Vectors
The input space n m× ℜ is relatively large and mostly empty (containing noise and redundancies), it is computationally intensive to calculate the optimal discriminant vectors directly. Our strategy is to reduce the feasible solution space (search space) where two kinds of discriminant vectors might hide. Suppose . Since the new search space is much smaller (less dimensionality), it is easer to derive discriminant vectors from it. The aim at this point is to calculate Fisher optimal discriminant vectors in the reduced search space t ψ . According to linear algebra theory [6] , t ψ is isomorphic to
, the criterion function (3) and (9) in the subspace is, converted into 
The transformation in (14) can be divided into two transformations:
The transformation (15) is exactly 2DPCA [1] . Looking back at (13) and considering the two matrices b Ŝ and w Ŝ are the between class and within-class scatter matrices in d m× ℜ . Therefore, 2DPCA is firstly used to reduce dimension of the input space. Low dimensionality is important for learning, performing 2DFLD on the transformed images results in better generalization to unseen images.
Two Kinds of Image Discriminant Features
Our strategy is to split the space Under this mapping, the Fisher criterion 
where 
Fusion of Two Kinds of Discriminant Features
We propose a simple fusion strategy based on a summed normalized distance. The distance between two arbitrary feature matrices, 
where r θ and i θ are the fusion coefficient. These coefficients determine the weight of regular discriminant information and irregular information in the decision level.
Results and Discussions
Our analysis was performed on the Olivetti Research Laboratory (ORL) face database which contains 40 persons, each person has 10 different images. For some subjects, the images were taken at different times, which contain quite a high degree of variability in lighting, facial expression (open/closed eyes, smiling/nonsmiling etc), pose (upright, frontal position etc), scale, and facial details (glasses/no glasses). Examples of sample images from the ORL face database are shown in Fig. 1 . Fig. 1 . Example ORL images with spatial resolution. 112 × 92Note that the images vary in pose, size, and facial expression.
ORL Face Database
Firstly, an analysis was performed using one image samples per class for training. Thus, the total number of training samples is 40 and testing samples is 360. That is, the total number of training samples and number of image classes are both 40. According to (8) the image within scatter matrix w Ŝ is singular. It is almost impossible to make w S invertible because of the limited amount of training samples used here as it is the usual case in real-world applications. That is, there always exist vectors satisfying Fig. 3 lead to the following findings: 1) the classification performance with the COID outputs is better than that achieved by the 2DPCA method. The best performance of 73.6% was achieved by COID and 2DPCA obtained an accuracy of 63.6%. The difference is that COID evaluates a smaller discriminant scatter matrix b S t of size 10 × 10 more accurately, in used are increased. In particular, the face recognition perform of COID becomes stable when 4 and 5 eigenvectors are used where a top recognition accuracy of 73.6%. After which the recognition accuracy decreases as noise and redundancies are introduced by the smaller eigenvectors making the system unstable. Similar trend is also observed for 2DPCA.
We then analysed the performance of 2DPCA [1] , 2DFLD [3] and COID when two image samples per class are used for training and all the remaining image samples per class for testing. Again 10 eigenvectors were used to transform the 2DPCA space. Although the image regular features show superior performance to the irregular feature, they are complementary to each other as shown by the COID results. As the discriminatory power depends on both the within class and between class covariance matrices, regular feature contain more discriminatory information. However, COID (compared to 2DPCA and 2DLDA) takes more time for feature extraction as it requires a two phase process which derives the discriminant information from double discriminant subspace making it a more powerful discriminant approach.
Conclusions
A novel Complete Orthogonal Image discriminant (COID) is developed. The COID method performs discriminant analysis in double discriminant subspaces: regular and irregular. The novelty of the OID method comes from 1) the derivation of the two kinds of image discriminant features, image regular and image irregular, in the feature extraction stage and 2) the development of the Complete OID (COID) features-based on the fusion of the two kinds of image discriminant features used in classification. In particular, the COID method first derives a feature image of the face image with reduced dimensionality of the image matrix by means of two dimensional principal component analysis. This low dimensionality is important for the discriminant learning leading to better generalization to unseen images, as the number of examples required for attaining a given level of performance grows exponentially with the dimensionality of the underlying representation space. The reason behind integrating the 2DPCA and the 2DFLD representations are twofold. Firstly, the 2DPCA transformed face images preserves the spatial structure that defines the 2D face image and exhibit strong characteristics features with reduced noise and redundancies. Lastly, 2DFLD would further reduce redundancy and represent orthogonal discriminant features explicitly. Since the image regular and irregular features are complementary for achieving better discriminant features there combined together in order to enhance the performance. In addition, the results show that COID is more suitable for Small Sample Size (SSS) problem due to its double discriminant subspace.
