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Abstract
We consider the periodic solutions of the second order Hamiltonian system
−x¨ − x = h(t)V ′(x)
with V being positive and superquadratic at inﬁnity, h being C1, 2-periodic, sign changing
and all zeros being simple. Some existence and multiplicity results of periodic solutions are
given.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
This paper is sequel to [17]. We continue the study of periodic solutions of the
second order Hamiltonian system
−x¨ − x = h(t)V ′(x) (1.1)
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with h changing sign via the Morse theory, x ∈ Rm. This problem has been considered
by some authors (see [1,3,6,9,12,13,15,18,19,21]). In the superquadratic case, in these
papers it is assumed that the potential V is either positive homogeneous of degree p or
asymptotic to |x|p at inﬁnity for some p > 2. We assumed in [17] that V is C2 and
satisﬁes
V ′(x) · xV (x) > 0 |x|r (V1)
for some constants  > 2 and r > 0, and h is a continuous, 2-periodic function and
satisﬁes the thick zero condition
{t ∈ [0, 2]|h(t) < 0} ∩ {t ∈ [0, 2]|h(t) > 0} = ∅, (h0)
and the sets S+ = {t ∈ [0, 2]|h(t) > 0}, S− = {t ∈ [0, 2]|h(t) < 0}, S0 = S1 \
(S+ ∪ S−), are nonempty, consist of ﬁnite intervals. Following the idea in [5], we
showed that the functional I associated with (1.1) satisﬁes the Palais–Smale condition
and all critical groups of I at inﬁnity are zero. Some existence and multiplicity results
of periodic solutions of (1.1) then follow from this fact by the Morse theory easily.
However, the veriﬁcation of (P.S) condition and the proof that all critical groups of I
at inﬁnity are zero in [17] depend on a decomposition lemma of H 1(S1,Rm), which
in turn relies on (h0) in a crucial way.
In this paper, we consider the case that the function h changes sign and satisﬁes the
thin zero condition
h ∈ C1, h′(t) = 0 whenever h(t) = 0. (h1)
We will prove the following result in this paper.
Theorem 1. Let V1 and V2 be C2 functions on Rm satisfying
(V )(x) = the lowest eigenvalue of V ′′(x) → +∞ as |x| → +∞ (V1)′
and let h be a C1 function on S1 satisfying (h1). Set h−(t) = min{0, h(t)}, h+(t) =
max{0, h(t)}. Then
−x¨ − x = h−(t)V ′1(x) + h+(t)V ′2(x) (1.2)
has a nonzero 2-periodic solution if either  /∈ (S1) and V1 and V2 satisfy
|V ′1(x)| = |V ′2(x)| = o(|x|), |x| → 0, (V2)
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or there is a symmetric neighborhood U of 0 in Rm such that
V1(−x) = V1(x), V2(−x) = V2(x), x ∈ U. (V3)
If V1 and V2 are even in x, then (1.2) has an unbounded sequence of 2-periodic
solutions.
As in [17] the variational approach is used to prove this theorem. That is, we look
for the critical points of the functional
I (x) = 1
2
∫ 2
0
(|x˙|2 − |x|2) dt −
∫ 2
0
h−(t)V1(x) dt −
∫ 2
0
h+(t)V2(x) dt
which is deﬁned on
H 1(S1) =
{
x : [0, 2] → Rm, x(0) = x(2),
∫ 2
0
(|x˙|2 + |x|2) dt < ∞
}
.
The idea of the proof is as follows. We take a sequence of C1 bounded functions {hn},
each hn satisﬁes the condition (h0) and ‖hn − h‖C0 → 0 as n → 0. Consider
−x¨ − x = hn,−(t)V ′1(x) + hn,+(t)V ′2(x), (1.3)
by Theorem 1 in [17], we have a 2-periodic solution xn for (1.3). Moreover, the
Morse index of xn has a uniform bound. Using this fact, we can get an L∞ estimate
of xn, which enables us to take the limit and x = limn xn is a solution of (1.2). Thus,
the key point is to get the Morse index and L∞ estimates of the solutions of perturbed
equation (1.3). The idea using the Morse index to get the L∞ estimate of the solutions
has been used in [2,16,20] for the semilinear elliptic BVP. A similar argument has been
used in [7,8,10] for the periodic solutions of Hamiltonian systems.
2. L∞ estimate in terms of Morse index
For simplicity, we assume that the function h has only two zeros 0 t1 < t2 < 2
with h′(t1) > 0 and h′(t2) < 0. Then S1 = S+ ∪ S−, where S+ = {t ∈ S1, h(t)0} =
[t1, t2] and S− = {t ∈ S1, h(t)0} = [t2, t1 + 2]. Set Sn,+ = [t1 + 1n , t2 − 1n ], Sn,− =
[t2 + 1n , 2+ t1 − 1n ], S1n,0 = [t1 − 1n , t1 + 1n ], S2n,0 = [t2 − 1n , t2 + 1n ]. Sn,0 = S1n,0 ∪ S2n,0.
Now we pick up a sequence of C1 bounded 2-periodic function hn satisfying:
(i) hn(t) = h(t) if |t − t1| and |t − t2| 2n ;
(ii) hn(t) = 0 if |t − t1| 1n or |t − t2| 1n ,(iii) h′n(t)0 if |t − t1|, h′n(t)0 if |t − t2| for some  > 0.
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Then hn → h in C0 as n → ∞. Consider 2-periodic solutions of
−x¨ − x = hn,−(t)V ′1(x) + hn,+(t)V ′2(x), (2.1)
which are the critical points of the functional
In(x) = 1
2
∫ 2
0
(|x˙|2 − |x|2) dt −
∫ 2
0
hn,−(t)V1(x) dt −
∫ 2
0
hn,+(t)V2(x) dt.
Since hn satisﬁes the condition (h0), In satisﬁes (P.S) condition on X if V1 and V2
satisfy (V1) and n is large enough (see [17]).
The main result of this section is the following proposition, which plays an important
role in our approximation argument.
Proposition 2. Let the functions h, V1 and V2 satisfy the conditions (h1) and (V1)′,
respectively, and let M be a constant. If xn is a critical point of In with the Morse
index i(xn) satisfying
i(xn)M. (2.2)
Then there is a constant C independent of n such that ‖xn‖C2C.
The proof is divided into several lemmas. Let S+, = [t1 + , t2 − ] and Brn =
{t ∈ S+,||xn(t)|r}. The following lemma is taken from [10]. We denote a constant
independent of n by C.
Lemma 3. If limn→∞ ‖xn‖C(S+,) = ∞, then for any r > 0,
lim
n→∞ (B
r
n) = 0, (2.3)
where  is the Lebesgue measure in R.
Proof. Given  > 0, we choose R > 2r such that
2r
(R − r) < . (2.4)
The set BRn = {t ∈ S+,||xn(t)| < R} is a countable union of mutually disjoint open
intervals BRn = ∪k(sk, tk).
Claim. If n?1, then
((sk, tk) ∩ Brn)(tk − sk). (2.5)
This implies (Brn)(S+,). Hence (2.3) holds because Brn ⊂ BRn .
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For t ∈ [t1 +, t2 −], we have hn(t) = h+(t)0 > 0. The condition (V1)′ implies
V2(x)
|x|2 → ∞ as |x| → ∞.
From this we get
−1
2
|x|2 + h(t)V2(x) 02 V2(x) − C. (2.6)
Let
Hn(t) = 12 (|x˙n(t)|2 − |xn(t)|2) + h+(t)V2(xn(t)),
then
|H ′n(t)| = |h′+V2(xn(t))|C(Hn(t) + 1). (2.7)
Since ‖xn‖C(S+,) → ∞, there exists 	n ∈ S+, such that
Hn(	n)
1
2
|x˙n(	n)|2 + 02 V2(x(	n)) − C → +∞ (2.8)
by (2.6) and (V1)′. Set
Mn = max
t∈S+,
Hn(t), mn = min
t∈S+,
Hn(t),
(2.7 ) and (2.8) then conclude
Mn
mn
C, (2.9)
|x˙n(t)|22(mn − ER) → +∞, t ∈ BRn , (2.10)
and
|x˙n(t)|22(Mn + ER), t ∈ BRn , (2.11)
where ER = max|x|R,t∈S+, | − 12|x|2 + h(t)V2(x)|. Now we estimate tk − sk . For
simplicity of notation, we denote (sk, tk) = (s, t). Then |xn(s)| = |xn(t)| = R and
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|x(	)| < R for 	 ∈ (s, t). By the mean value theorem and xn solving (2.1), we have
|x˙n(	) − x˙n(s)|2EˆR, 	 ∈ (s, t), (2.12)
where EˆR = max|x|R,t∈S+, |x − h(t)V ′2(x)|. Integrating (2.12) w.r.t. 	 from s to t
we get
|xn(t) − xn(s) − x˙n(s)(t − s)|2EˆR(t − s),
hence
(|x˙n(s)| − 2EˆR)(t − s) |xn(t) − xn(s)|2R. (2.13)
Then from (2.10) and (2.13) we have
t − s 2R√
2(mn − ER) − 2EˆR
. (2.14)
(2.10) and (2.12) yield for n?1,
x˙n(	) · x˙n(s) 12 |x˙n(s)|2, 	 ∈ (s, t). (2.15)
Suppose (s, t) ∩ Brn = ∅, then we can deﬁne
s∗ = min{	 ∈ [s, t], |xn(	)|r}, t∗ = max{	 ∈ [s, t], |xn(	)|r},
and they satisfy |xn(t∗)| = |xn(s∗)| = r and
r < |xn(	)| < R for 	 ∈ (s, s∗) ∪ (t∗, t).
In view of (2.15) we have
d
d	
(xn(	) · x˙n(s)) 12 |x˙n(s)|
2 for 	 ∈ (s∗, t∗).
This concludes
2r|x˙n(s)|(xn(t∗) − xn(s∗)) · x˙n(s) 12 |x˙n(s)|2(t∗ − s∗). (2.16)
Consequently by (2.10) and (2.16) we get
((s, t) ∩ Brn) t∗ − s∗
4r
|x˙n(s)|
4r√
2(mn − ER) . (2.17)
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From (2.11) and the mean value theorem we have
R − r |xn(s∗) − xn(s)|
√
2(Mn + ER)(s∗ − s),
R − r |xn(t) − xn(t∗)|
√
2(Mn + ER)(t − t∗).
Hence
(t − s) 2(R − r)√
2(Mn + ER) . (2.18)
Thus, from (2.4), (2.17) and (2.18), we ﬁnally get
((s, t) ∩ Brn)
2r
(R − r)
√
2(Mn + ER)√
2(mn − ER) (t − s)(t − s) (2.19)
if n?1. This completes the proof of the claim and the lemma. 
Lemma 4. If i(xn)M , then there is a constant C such that
‖xn‖C2(S+,)C. (2.20)
Proof. From (2.1), it sufﬁces to show ‖xn‖C(S+,)C. Take an integer kM + 1, let{e1, . . . , ek} be an orthoganormal set such that supp(ei) ⊂ S+,. Set X0 = span{e1, . . . ,
ek}. For 
 = ∑k1 ciei with ‖
‖L2 = 1 we have
∫ 2
0
(|
˙|2 − |
|2) dtC(k)‖
‖2
L2 (2.21)
for some constant C(k). Now using (V1)′, we can take an r such that
(V ′′2 (x)
, 
)
(C(k) + 1)
0
|
|2 for |x|r.
If ‖xn‖C(S+,) → ∞, then by Lemma 3 we have
(Brn) → 0 as n → ∞,
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where Brn = {t ∈ S+,||xn(t)|r}. This implies, for n?1,
∫ 2
0
(V ′′2 (xn)
, 
) dt =
∫
S+,
(V ′′2 (xn)
, 
) dt
=
∫
S+,\Brn
(V ′′2 (xn)
, 
) dt +
∫
Brn
(V ′′2 (xn)
, 
) dt

(
C(k) + 12
)
0
∫ 2
0
|
|2 dt (2.22)
because supp(
) ⊂ S+, and (V1)′. From (2.21) and (2.22), using hn(t) = h(t)0 for
t ∈ S+, we obtain
(I ′′(xn)
, 
) =
∫ 2
0
(|
˙|2 − |
|2) dt −
∫ 2
0
hn(t)(V
′′
2 (xn)
, 
) dt
 C(k)‖
‖2
L2 −
(
C(k) + 1
2
)
‖
‖2
L2 < 0. (2.23)
This concludes
i(xn)k > M,
which contradicts with the assumption. Hence ‖xn‖C(S+,)C for some
constant C. 
Lemma 5. Let S10, = [t1, t1 + ] and S20, = [t2 − , t2]. There is a constant C such
that
‖xn‖C2(S10,), ‖xn‖C2(S20,)C. (2.24)
Proof. From (V1)′ we have
H ′n(t) = h′n(t)V2(xn(t)) − C, t ∈ S10,.
This implies
Hn(t) = 12 (|x˙n(t)|2 − |xn(t)|2) + hn(t)V2(xn(t))
 Hn(t1 + ) + CC, t ∈ S10, (2.25)
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by Lemma 4. Then by (2.25) we have
1
2 |x˙n(t)|2 12 |xn(t)|2 − hn,+(t)V2(xn(t)) + C 12 |xn(t)|2 + C.
Hence
|x˙n(t)|C(|xn(t)| + 1), t ∈ [t1, t1 + ].
Since |xn(t1 + )|C by Lemma 4, we have
|xn(t)|C, t ∈ [t1, t1 + ] (2.26)
by the Gronwall inequality. Then (2.1) implies ‖xn‖C2(S10,)C. Similarly, we can show‖xn‖C2(S20,)C. 
Lemma 6.
‖xn‖C2(S−)C. (2.27)
Proof. We note that xn satisﬁes
−x¨ − x = hn(t)V ′1(x), t ∈ S−. (2.28)
We have shown that |x˙n(t2)|, |xn(t2)|C and |x˙n(t1 + 2)|, |xn(t1 + 2)|C. (2.28)
and integration by parts show
∫
S−
(|x˙n(t)|2 − |xn(t)|2 − hn(t)V ′1(xn(t)) · xn(t)) dt
= xn(t2) · x˙n(t2) − xn(t1 + 2) · x˙n(t1 + 2)C. (2.29)
From this we can obtain
∫
S−
|xn|2 dtC (2.30)
by the condition hn0 on S− and (V1)′. Hence
∫
S−
|x˙n|2 dtC (2.31)
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by (2.29) since hn0. Then ‖xn‖C(S−)C, and ‖xn‖C2(S−)C by Eq. (2.1). Now we
prove (2.30). Let us ﬁrst consider the function F(t) = V ′(tx)·(tx)|tx|2 with |x| = 1, then
lim
t→+∞ F(t) = limt→+∞
(V ′′(tx)x, x)
|x|2 = +∞
uniformly in |x| = 1 by (V1)′. Therefore
lim|x|→∞
V ′(x) · x
|x|2 = +∞.
This shows that for any M > 0, there is a constant C > 0 such that
V ′(x) · xM|x|2 − C. (2.32)
Substituting (2.32) into (2.29) we have
−
∫
S−
hn(t)(M|xn(t)|2 − C) dtC −
∫
S−
(|x˙n(t)|2 − |xn(t)|2) dt. (2.33)
If
∫
S− |xn|2 dt → ∞, we set x˜n = xn
(
∫
S− |xn|2 dt)
1
2
. Then (2.29) implies
∫
S−
| ˙˜xn|2 dtC
since hn0 on S−. So there is a subsequence such that x˜n → x˜0 weakly in H 10 (S−) and∫
S− |x˜0|2 dt = 1. Divided by
∫
S− |xn|2 dt both sides in (2.33), using
∫
S− |xn|2 dt → ∞
we get
−M
∫
S−
h(t)|x˜0|2 dt. (2.34)
Since M is arbitrary, we obtain x˜0 = 0. This contradicts with
∫
S− |x˜0|2 dt = 1. Thus,
we have proved
∫
S− |xn|2 dtC. 
Combining Lemmas 4–6, we get Proposition 2.
We end this section with a remark. In verifying the (P.S) condition, condition (V1)
plays an important role. (V1) and (V1)′ overlap in some cases, in general they are not
comparable. We need both (V1) and (V1)′ later. But in Theorem 1, we only assume
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(V1)′. This can be done by an approximating argument. Let  > 2 and V be a C2
function such that (V1)′ holds. For R > 0, let  be a function such that
R(s) = 1 if sR, R(s) = 0 if sR + 1,
and let
VR(x) = R(|x|)V (x) + (1 − R(|x|))|x|.
Clearly, VR satisﬁes (V1) and (V1)′. From the proof of Proposition 2, we can see that
the estimate is uniformly in R1, that is, if xn,R is a solution of
−x¨ − x = hn,−(t)V ′1,R(x) + hn,+(t)V ′2,R(x) (2.35)
with i(xn,R)M , then ‖xn,R‖C for some constant C, which is independent of n and
R. With this fact, in order to get Theorem 1, we may assume that V satisﬁes (V1) and
(V1)′.
3. Topology of level sets
Let hn be the function introduced in the last section and
In(x) = 1
2
∫ 2
0
(|x˙|2 − |x|2) dt −
∫ 2
0
hn,−(t)V1(x) dt −
∫ 2
0
hn,+V2(x) dt.
Then In is C2 on X = H 1(S1). We have shown in [17] that if (V1) holds, for ﬁxed
, In satisﬁes (P.S) condition if n?1 and there is a number An such that there is no
critical point x of In with In(x)An, and the critical groups of In at inﬁnity satisfy
C∗(In,∞) = H∗(X, InAn) = 0, ∗ = 0, 1, 2, . . . , (3.1)
where the coefﬁcient group of the homology is G and Inc = {x ∈ X|In(x)c}.
Let I be a C2 functional on a Hilbert space X satisfying (P.S) condition, and let x
be an isolated critical point of I. The critical group of I at x is
C∗(I, x) = H∗(U ∩ Ic, (U \ {x}) ∩ Ic),
where U is a neighborhood of x such that I has no critical point other than x in U and
c = I (x). Set m∗(I, x) = rankC∗(I, x) and
P(x, t) =
∑
i0
mi(I, x)t
i . (3.2)
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In our case I = In, P(x, t) is ﬁnite for any isolated critical point x by the Shifting
Lemma and Morse Lemma. Let a < b be regular values, i = rankHi(Ib, Ia), and let
{x1, x2, · · ·} be the critical points of I with a < I (xi) < b. Assume each xi is isolated.
Then the following Morse inequality holds:
∑
P(xi, t) =
∑
j0
j t
j + (1 + t)Q(t) (3.3)
where Q(t) is a polynomial with nonnegative integer as its coefﬁcients. We refer to
[4] for the detail.
Proposition 7. Let {hn} be the functions deﬁned in the last section, V1 and V2 be
C2m+2 functions satisfying the conditions (V1) and (V1)′. Then for any positive integer
N, there exists a constant a = a(N) such that
H∗(Ina , InAn) = 0, ∗ = 0, 1, . . . , N. (3.4)
Before the proof, we recall a lemma from [14], which is a corollary of the Sard’s
theorem in R2m. We repeat their proof for the completeness.
Lemma 8. Let V1 and V2 be in C2m+2 satisfying (V1) and (V1)′. Then the set of the
critical values of In is of measure zero in R.
Proof. Clearly, it is enough to show that the set of critical values of In located in a
ﬁxed interval [a, b] is of measure zero. We ﬁx an interval [a, b]. Consider the solution
x(t, x0, x1) of
−x¨ − x = hn,−(t)V ′1(x) + hn,+(t)V ′2(x) (3.5)
with the initial value x(0) = x0, x˙(0) = x1, (x0, x1) ∈ R2m. For each t let t be the
map
t : (x0, x1) → (x(t, x0, x1), x˙(t, x0, x1)).
Let
S = {(x0, x1)|x = x(t, x0, x1) is 2-periodic and In(x) ∈ [a, b]}.
Then S is compact due to the (P.S) condition. For (x0, x1) ∈ S, the solution x(t, x0, x1)
exists globally, hence there is a small neighborhood U of S in R2m such that for any
(x0, x1) ∈ U , the solution x(t, x0, x1) of (3.5) with initial value (x0, x1) exists for
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t ∈ [−1, 2]. Let f be a smooth function which is equal to 1 near 0 and equal to 0 near
1, and set
(t, x0, x1) = f (t)t (x0, x1) + (1 − f (t))t ((1)−1(x0, x1)).
Let 1(t, x0, x1) ∈ Rm be the ﬁrst factor of (t, x0, x1), then for every (x0, x1) ∈ U ,
t → 1(t, x0, x1) is a loop belonging to X. We deﬁne a map  : U → X by setting
(x0, x1)(t) = 1(t, x0, x1). Consider the function In() : U → R, which is C2m+1
and has the property that every (x0, x1) ∈ S is a critical point of In(). This implies
that the critical values of In are contained in those of In(), which is of measure 0
by Sard’s theorem. The proof of the lemma is ﬁnished. 
Lemma 9. Let I be a C2 functional on a Hilbert space X satisfying (P.S) condition,
and let I ′(x) be Fredholm with index 0, a < b be regular values of I. If Hk(Ib, Ia) = 0
for some integer k, then there is a critical point x of I such that the Morse index i(x)
satisﬁes i(x)k.
This is a corollary of the well known Marino-Prodi perturbation and the Morse
inequality (3.3).
Proof. We argue by contradiction. Let K = {x|I ′(x) = 0, a < I (x) < b}. Then K
is compact by (P.S) condition. For  > 0, by Marino-Prodi perturbation (see [11]),
there is a C2 functional g with ‖g‖C2 such that all critical points of I = I + g
are nondegenerate and g ≡ 0 outside a small neighborhood of K. Let K = {x|(I +
g)
′(x) = 0, a < I (x) + g(x) < b}, then K is a ﬁnite set. Suppose for all x ∈ K we
have i(x)k + 1. Then for small ,
i(x)k + 1 ∀x ∈ K.
Hence for each x ∈ K,
C∗(I, x) = 0, ∗ = 0, 1, . . . , k. (3.6)
Applying the Morse inequality (3.3) to I we get
∑
I ′(x)=0,a<I(x)<b
P (x, t) =
∑
j0
j t
j + (1 + t)Q(t), (3.7)
where ∗ = rankH∗(I,b, I,a) = rankH∗(Ib, Ia) if  is small. Therefore, we have
Ck(I, x) = 0 (3.8)
for some critical point x of I with a < I(x) < b since the RHS of (3.7) contains the
term kt
k = 0. This is impossible because of (3.6). 
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Remark. Similarly if we denote n(x) = dim(ker(I ′′(x))), then
k − n(x) i(x). (3.9)
Proof of Proposition 7. Let x be a critical point of In with Morse index i(x)N +1.
Then by Proposition 2, there exists a constant c(N) independent of n such that
‖x‖C2c(N). (3.10)
This implies, for some constant a = a(N) such that
In(x)a(N) − 1. (3.11)
Now we show
H∗(X, Ina(N)) = 0, ∗ = 0, 1, . . . , N + 1. (3.12)
We ﬁx an integer kN + 1. If Hk(X, Ina ) = 0, then for some constant b > a such that
Hk(I
n
b , I
n
a ) = 0. We may assume that a and b are regular values for all In by Lemma
8. From Lemma 9, there is a critical point x of In with
a < In(x) < b and i(x)k.
This is impossible since i(x)k, we have In(x)a−1 by (3.11). Hence (3.12) holds.
Using the homology exact sequences of the triple InAn ⊂ Ina ⊂ X
· · · → Hq+1(X, Ina ) → Hq(Ina , InAn) → Hq(X, InAn) → Hq(X, Ina ) → · · ·
and (3.12), we have
Hq(I
n
a , I
n
An
)Hq(X, InAn), ∗ = 0, 1, . . . , N. (3.13)
Then (3.1) concludes (3.4). 
4. Critical points with the prescribed Morse index
Let In be the functional in the last section. In this section we study the existence
of critical points of In with the prescribed Morse index.
The following is the main result of this section.
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Proposition 10. Let V1 and V2 be C2m+2 functions on Rm satisfying the conditions
(V1) and (V1)′. If  /∈ (S1), V1 and V2 satisfy
|V ′1(x)| = |V ′2(x)| = o(|x|), |x| → 0, (V2)
or there is a symmetric neighborhood U of 0 in Rm such that
V1(−x) = V1(x), V2(−x) = V2(x), x ∈ U (V3)
and x = 0 is an isolated solution of
−x¨ − x = h−(t)V ′1(x) + h+(t)V ′2(x). (4.1)
Then there is a constant N0 independent of n and a nonzero critical point xn of In
such that
i(xn)N0 + 1 for n?1. (4.2)
If V1 and V2 are even in x, then there is a constant N0 such that for each integer
k > N0 + 2m, In has a critical point xnk with
k − 2m i(xnk )k. (4.3)
The proof is similar to that of Proposition 7. It consists of several steps. By our
assumption, 0 is an isolated critical point of I, but it may not be isolated for In. In
order to apply the Morse inequality for isolated critical points, we need to modify In
is a neighborhood of 0 ﬁrst.
Lemma 11. Let 0 be an isolated critical point of I. There is a small ball Br(0) in X
such that for n?1, there is a functional Iˆ n which satisﬁes
Iˆ n(x) = I (x) for x ∈ Br(0),
Iˆ n(x) = In(x) for x ∈ X \ B2r (0)
and all nonzero critical points of Iˆ n are the critical points of In.
Proof. Let r > 0 be a number such that 0 is the only critical point of I in B2r (0).
Then there is an 0 such that ‖I ′(x)‖0 for x ∈ B2r (0)\Br(0) by the (P.S) condition.
Take a smooth function  such that
(s) = 1 if sr, (s) = 0 if s2r
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and set
Iˆ n(x) = (‖x‖)I (x) + (1 − (‖x‖))In(x).
The lemma follows from the fact that for n?1, Iˆ n has no critical point in B2r (0)\Br(0).
Indeed, we have
(Iˆ n)′(x) = I ′(x) + (1 − (‖x‖))((Iˆ n)′(x) − I ′(x)) − ((‖x‖))′(In(x) − I (x)). (4.4)
Using ‖I ′(x)‖0 for x ∈ B2r (0) \ Br(0) and ‖In − I‖C2(B2r (0)) → 0, from (4.4), for
n?1 we have ‖(Iˆ n)′(x)‖ 02 . 
For the functional Iˆ n, 0 is an isolated critical point. Moreover, the critical groups of
Iˆ n at 0 are same as those of I, and the critical groups at inﬁnity of Iˆ n are same as
those of In:
C∗(Iˆ n, 0) = C∗(I, 0), ∗ = 0, 1, . . . , (4.5)
C∗(Iˆ n,∞) = C∗(In,∞) = 0, ∗ = 0, 1, . . . . (4.6)
Remark. In Lemma 11, without the assumption that 0 is an isolated solution of (4.1),
we can modify the functional Iˆ n in such a way that 0 is the only critical point of
Iˆ n in Br(0) which is nondegenerate and Iˆ n(x) = In(x) if x ∈ X \ B2r (0), all critical
points of Iˆ n in B2r (0) satisfying i(x)N0, where N0 is a constant independent of n.
If V1 and V2 are even, then Iˆ n can be chosen even too.
Proof of Proposition 10. Suppose 0 is an isolated critical point of I. Consider the
functional Iˆ n given by Lemma 11, 0 is an isolated critical point of Iˆ n. Let C∗(Iˆ n, 0)
be the critical groups. It is independent of n by (4.5). We have shown in [17] that
P(0, t) = ∑i rank Ci(Iˆ n, 0)t i is a nonzero polynomial and P(0,−1) is odd if (V2) or
(V3) holds. Let N0 be the degree of P(0, t). For simplicity of notation, we denote Iˆ n
by I. By Proposition 7, for integer kN0 + 1, we can take a regular value a?1 of I
such that
H∗(Ia, IAn) = 0, ∗ = 0, 1, . . . , k + 2. (4.7)
Similar to Lemma 9, using the Marino-Prodi perturbation argument, we may assume that
all nonzero critical points of I are nondegenerate. Let mi be the number of critical points
x = 0 of I with Morse index i such that An < I (x) < a and i = rankHi(Ia, IAn).
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Applying the Morse inequality we have
P(0, t) +
∑
i
mit
i =
∑
i0
i t
i + (1 + t)Q(t)
= tk+2P1(t) + (1 + t)Q(t), (4.8)
since i = 0 for ik + 2, where P1 and Q are polynomials with nonnegative integral
coefﬁcients. Let Q(t) = q0 + q1t + · · · qktk + · · · . From (4.8) we conclude that there
must be an integer i with 0 iN0 + 1 such that
mi = 0. (4.9)
Hence, there is a critical point x = 0 of I, which is a critical point of In by Lemma
11, and satisﬁes
i(x)N0 + 1. (4.10)
Indeed, if mi = 0 for 0 iN0, comparing the coefﬁcients of the term tN0 in the LHS
and the RHS of (4.8), we have
qN0−1 + qN0 = 0.
If qN0 = 0, then from (4.8) we have
P(0, t) = (1 + t)
(
q0 + q1t + · · · + qN0−1tN0−1
)
.
This contradicts with P(0,−1) is odd. Therefore
qN0 = 0.
Substituting this into (4.8), we obtain
mN0+1 = qN0 + qN0+1qN0 > 0. (4.11)
This proves (4.9) if (V2) or (V3) holds and 0 is in isolated solution of (4.1).
Now we do not assume that 0 is an isolated solution of (4.1) but V1 and V2 are even
in x. Let N0 be the constant given by the remark at the end of the proof of Lemma
11. We will show
Claim. If all critical points of I are nondegenerate, then for kN0 + 1, there is a
critical point xk of I such that
i(xk) = k. (4.12)
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Using (4.12) and the Marino-Prodi perturbation, without the assumption of nonde-
generacy of critical points we have a critical point xk such that
k − 2m i(xk)k. (4.13)
Such xk is a critical point of In if k > N0 + 2m by the remark. (4.12) also follows
from (4.8) and each mi is even. Since I is even, the nonzero critical points of I appear
in pair. If mk = 0, then comparing the coefﬁcients in (4.8) we get
qk−1 + qk = 0,
hence qk−1 = qk = 0. Consider the LHS and the RHS of (4.8) of degree equal to or
less than k − 1 we have
P(0, t) +
k−1∑
1
mit
i = (1 + t)
(
q0 + q1t + · · · + qk−2tk−2
)
. (4.14)
Setting t = −1 in (4.14), we obtain
P(0,−1) +
k−1∑
1
mi(−1)i = 0. (4.15)
But P(0,−1) is odd and each mi is even, so the LHS of (4.15) is odd. Thus we get
a contradiction. The proof of the claim, hence that of the proposition is ﬁnished. 
5. Proof of Theorem 1
In this section we prove Theorem 1. We ﬁrst assume that V1 and V2 are C2m+2.
The case that V1 and V2 are C2 can be obtained by an approximate argument. For the
existence of one nonzero 2-periodic solution, we may assume 0 is isolated.
Proof of Theorem 1. Let {hn} be the functions in Section 2. Consider the 2-periodic
solutions of the equation
−x¨ − x = hn,−(t)V ′1(x) + hn,+(t)V ′2(x), (5.1)
which are the critical points of
In(x) = 1
2
∫ 2
0
(|x˙|2 − |x|2) dt −
∫ 2
0
hn,−(t)V1(x) dt −
∫ 2
0
hn,+(t)V2(x) dt.
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By Proposition 10, for each In, there is a critical point xn such that
‖xn‖r, i(xn)N0 + 1. (5.2)
From Proposition 2, there is a constant C such that
‖xn‖L∞C.
Using Eq. (5.1), this yields
‖xn‖C2C.
So we can assume for n → ∞, xn → x in C1. Then x ∈ C2 and solves
−x¨ − x = h−(t)V ′1(x) + h+(t)V ′2(x). (5.3)
x = 0 because ‖x‖r > 0.
If in addition we assume that V1 and V2 are even in x. Then by Proposition 10, for
each integer kN0 we have a critical point xnk with
k − 2m i(xnk )k.
As before we can take limit
xk = lim
n→∞ x
n
k
and each xk is a 2-periodic solution of (5.3). Moreover the Morse index i(x) of x
satisﬁes
i(x) lim
n→∞ i(x
n
k )k (5.4)
and
i(x) lim
n→∞
i(xnk ) − 2mk − 4m. (5.5)
This is because dimkerI ′′(x)2m. Thus, we obtain a sequence of 2-periodic solutions
{xk}∞1 of (5.3) such that i(xk) → ∞. For such a sequence, we have ‖xk‖L∞ → ∞ as
k → ∞.
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If V1 and V2 are C2, we can take two sequences of C2m+2 functions Vn,1 and Vn,2
such that
Vn,1 → V1, Vn,2 → V2 C2loc(R2m).
Then for the equation
−x¨ − x = h−(t)Vn,1′(x) + h+(t)Vn,2′(x), (5.6)
we have a solution xn with ‖xn‖L∞C by Propositions 2 and 10. Then we can take
the limit and x = limn→∞ xn = x is a solution of (5.3). If V1 and V2 are even, we
can get an unbounded sequence of 2-periodic solutions. 
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