Depending on the excitability of the medium, a propagating wave segment will either contract or expand to fill the medium with spiral waves. This paper aims to introduce a simple mechanism of feedback control to stabilize such an expansion or contraction. To do this, we lay out a feedback control system in a block diagram and reduce it into a bare, universal formula. Analytical and experimental findings are compared through a series of numerical simulations of the Barkley model.
Introduction
A great deal of experimental and theoretical approaches have been pursued to control wave patterns in excitable medium, [1] due to their great potential for applications in chemical reactions and biological systems. For example, the Belousov-Zhabotinsky reaction can show a spiral-like pattern with macroscopic characteristic dimensions and sufficiently slow evolution, [2, 3] while in cardiac tissue spiral waves and spatiotemporal chaos are generally recognized as the main cause of cardiac arrhythmias. [4, 5] It is also believed that the excitability of the medium plays a significant role in the wave instability. [6] [7] [8] [9] [10] Therefore, many efforts have been made to manipulate the excitability by adding external signals, such as a periodical variation of distribution [11] [12] [13] [14] in time and space. Recently, researchers have shown an increasing interest in feedback control (FD), although it was discovered many years ago. [15] However, despite their achievement, applications of FD to excitation waves have not been completely developed yet. [16] [17] [18] [19] [20] [21] Natural and artificial feedback control share certain features in common. They both compare the current output "Y " with some desired reference value "R" in order to generate a feedback signal, named an error "E". The error can be functionally adjusted "C(E)" (incorporating with an initially fixed offset "I ini ") to produce an updated output. For example, control of spiral-wave dynamics usually uses the core location of a spiral wave as the feedback signal, [21, 22] which can lead to a synchronized drift of the spiral wave. Considering that spiral waves originate from preexisting spirals or broken wave segments, the advantage of feedback control for stabilizing wave segments [23] [24] [25] [26] [27] has also been discussed recently. Various formulae have been deduced in these studies, however, most of them were attached to final quantity relations between the shape of the stabilized wave and the excitability after complicated procedures.
In this paper, we demonstrate a simple mechanism of stabilization of wave segments under feedback control. A formula is given by using a block diagram where we classify feedback signals into negative or positive. As for the output, Zykov et al. [26] chose the tip position of the wave along the axis orthogonal to the propagation direction, and Sakurai et al. [27] chose the integration over the entire domain of the field. However, in this paper we choose the total length of the wave segment instead. We will show that feedback control works well only because there exists a excitability limit of wave propagation. Beyond this limit, a wave segment would either expend or contract. Therefore, the excitability of the medium is chosen to be the input in this paper.
Feedback and dynamics
The first step of analyzing a feedback control system is to lay it out in a block diagram (see Fig. 1 ). Conventionally, signals along the main path flow from left to right, so the final output "Y " is on the right, i.e., the variable being controlled (e.g., the shape of propagation wave). The reference "R" is on the left: the compared variable. The total input sinal "I" that drives the whole system is introduced right before the system by incorporating an initial offset I ini into the adjusted error (hereafter called the controller "C(E)"). With this setup, a control system can be fed with
where the sign of the controller C is the same as the sign of the error E = σ (R − Y ). Depending on the choice of system parameter, the output may change in the same (or opposite) direction as we increase the value of the input. The simple mechanism of stabilization of wave segments can be discussed in the light of two cases of feedback control: σ = −1 and σ = +1 (hereafter referred to as "FD−" and "FD+" control, respectively). Next, we go into more detail. The successful application of "FD−" control requires that an increase/decrease in the input I from a critical point I crit results in an increase/decrease in the output Y .
For instance, let us initially set an offset to satisfy I ini > I crit . Suppose the control system starts at time t 0 and Y (t 0 ) < R, the controller C comparing the current output with the reference, generates an positive error E = R−Y > 0. Since the total input I is still larger than the critical point I ini +C(E) > I crit , the output continuously increases until it reaches the reference and conquers it. Then, the controller becomes negative and gets stronger with increasing output, which is favored as long as the condition I ini + C(E) > I crit is satisfied. Eventually, subtracting over-valued I ini from the negative error makes I ini + C(E) equal to I crit . The output Y keeps constant. We hereafter refer to I ini +C(E) = I crit as a balance condition.
If the control system starts with Y (t 0 ) > R and C(E) < 0, there are two situations. If I ini + C(E) < I crit , the output decreases so that the controller increases accordingly, but is still negative until the balance condition I ini + C(E) = I crit is satisfied. The output stops shrinking. If I ini + C(E) > I crit , the output increases, causing the controller to decrease until the balance condition is satisfied. Then, the output stops growing.
For I ini < I crit , the same analysis can be done as above. We conclude that whatever the situation is, the output will eventually satisfy the balance condition.
Different from "FD−" control, "FD+" control requires that an increase/decrease in the input from the critical value will result in an opposite change (decrease/increase) in the output. Although the discussion about "FD+" is neglected for simplification, the same result is obtained, predicting that any deviation from the critical point would ultimately revert to meet the balance condition I ini +C (σ (Y − R)) = I crit .
Finally, as a result of the "FD−" and "FD+" controls, the balance condition plays a key role in the stabilization of the output. According to this condition, the initial input has to be a critical one if we want to gain a "desirable" segment size of Y = R. This prediction also confirms the experimental findings that the output approaches infinity when a system excitability gets close to the limit, as shown by Fig. 3 in Ref. [25] .
Simulations
We aim to show feedback control in excitable medium where a wave segment is initially generated. There are many numerical field equations of excitable medium which exhibit diverse phenomena. The choice of those equations depends on the different numerical procedures and kinetic schemes characterized by different behaviors. The disagreement partly reflects diverse uses of a small parameter "ε". To confirm our theory and simplify numerical procedures, we pick the Barkley model that allows us to picture a wave segment as an oriented curve by neglecting the narrow excitation zone. Therefore, the shape of a wave segment can be detected by isolating the excitation boundary.
Numerical experiments are carried out within the twovariable Barkley model describing the light sensitive BZ reaction
Here, ε 1 is a small positive parameter, reflecting the disparate time scales of the fast activator variable u and the slow inhibitor variable v; the v-dependent threshold u th = (b + v)/a defines the excitability of the medium; ε = 0.02 is fixed in the following simulations. The particular parameters in this model (2) do not have a clear physiological meaning, but are adjusted to reproduce many experimentally determined features of spiral waves. Numerical simulations are performed within 256 × 256 grids of grad spacing ∆x = ∆y = 0.39 and time step ∆t = 0.02, non-flux boundary condition is used.
Assuming that the thickness of the wavefront and the waveback is small, we define an iso-concentration curve of u( ,t) = u th (u 0 < u th < u e ) to be the boundary of the excitable zone. The exact value of the threshold u th is not important. The length of the boundary is determined by counting the pixels with an edge detection technique.
The (a, b)-phase diagram is shown in Fig. 2 . The dotted line (hereafter referred to as the bifurcation line of instability) is composed of critical excitabilities. At each couple of the excitability, there is a wave segment in a particular shape. Any small perturbation below this line will cause the wave segment to grow until it forms a spiral wave, and that above this line will make the wave segment contract until they disappear. The (a, b)-phase diagram just meets the requirements for both the 050501-2 "FD−" and "FD+" control, where parameter a is better to be an input variable for "FD−" and b for "FD+". We firstly illustrate the "FD−" control by drawing a horizontal dashed line in the phase diagram with b = 0.1 and choosing a crit as the critical point of intersection of this line and the bifurcation line. Performing the same simulation three times: parameter a is located at the right side of a crit for the first time, let a = a crit for the second time, and finally a is located at the left side. We show in Fig. 3 that three corresponding cases of wave evolution occur: one stretches its two free arms in panel (a), one keeps the shape stable in panel (b), and one shrinks to virtual extinction in panel (c). In the numerical calculation, the curve length of wave segment L serves as the output "Y " (as defined by Eq. (1)). Wave stabilization can be easily realized by linearly adjusting the parameter
The value of a ini is picked within a small interval of point a crit , and k fd is the amplitude of a feedback signal. We chooses the referenced length L R to be the instantaneous length L(t 0 ) of the wave segment at time t 0 , denoted by an arrow in Fig. 4 . Both kinds of wave segments (i.e., the expending case in Fig. 3(a) and the contracting case in Fig. 3(c) ) are stabilized with their final wave lengths being equal to L R − (a crit − a ini )/k fd , which is consistent with the prediction of the balance condition in the previous section. 
In the case of the "FD+" control, the parameter b is now set to be the input variable. Simulations are performed under the vertical dashed line (see the (a, b)-phase diagram), where b crit = 0.1086 is the critical point. As shown in Fig. 5 , there are three corresponding cases of wave evolutions: expansion, stabilization, and contraction. The stabilization of wave segments is now realized by adjusting the parameter b to
As we can see in Fig. 6 , both the expending and the contracting wave segment are stabilized under the "FD+" control. The balance condition of a feedback control system is a bare and universal form. It holds true for other types of the output: the size of the excitable area [24] and the location Y max (t). [26] When performing the numerical simulations, the size of the excitable area corresponding to the activator u, is measured by using S = ∑ x,y (u(x, y) − u th ), and the free tip of the wave segment is calculated to be the point with maximum curvature. Simulations by feeding back these different types of output variables tell that they all exhibit the same scenes by feeding back the wave length. 
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Balance conditions of the parameter a in the "FD−" control and b in the "FD+" control can be unified and reformed
, and t u denotes the ultimate time when the wave segment is stabilized. A small perturbation of I ini from the critical value I ini results in a k fd -timed variation of the ultimate difference L tu − L R . Figures 4 and 6 confirm this prediction that the last pieces of wave segments change a little, compared to the size of those denoted with arrows. Moreover, in this paper we aim to stabilize wave segments instead of spirals. Therefore, the variation of I ini should be limited to a small region of I crit . Otherwise, the wave segment would either shrink or grow so fast that the feedback control has no time to stop it. If a spiral wave is generated (as is commonly believed that only the region of the excitability that the spiral's tip visits matters for its motion), then the feedback signal may be proportional to a system variable averaged over a certain integration domain (i.e., a portion of a spiral wave instead of the whole). In this case, a resonant spiral wave drift occurs.
Conclusion
In conclusion, we have presented a simple block diagram for a feedback control system and reduce it into a bare universal form. For further analysis, we have obtained a stabilization condition. Besides, a feedback control system is classified into different systems under the "FD−" and the "FD+" control, respectively. Increasing input results in increasing output in the case of the "FD−" control, but leads to an opposite direction for the "FD+" control. Feedback control is applied to the dynamics of a propagating wave segment where there exits a certain critical point of the excitability. With the excitability beyond the critical point, wave segments either grow to fill the medium with spiral or contract until they disappear. Simulation results show that both the "FD−" and "FD+" control can stabilize an expending or contracting wave in order to meet the same balance condition as that obtained in the theoretical section. We expect more applications in feedback control in the future.
