Simplificando la comprensión de programas a través de la interconnexión de dominios by Berón, Mario et al.
Simplificando la Comprensio´n de Programas a trave´s de la
Interconnexio´n de Dominios
Mario M. Bero´n
Universidad Nacional de San Luis - Departamento de Informa´tica
San Luis - Argentina
mberon@unsl.edu.ar
Pedro R. Henriques
Universidad de Minho - Departamento de Informa´tica
Braga - Portugal
pedrorangelhenriques@gmail.com
Maria J. Varanda
Instituto Polite´cnico de Braganc¸a - Departamento de Informa´tica
Braganc¸a - Portugal
mjoao@ipb.pt
Roberto Uzal
Universidad Nacional de San Luis - Departamento de Informa´tica
San Luis - Argentina
ruzal@sinectis.com.ar
Resumen
La Comprensio´n de Programas (CP) es un a´rea de la Ingenier´ıa del Software cuyo objeti-
vo es el estudio y creacio´n de modelos, me´todos, te´cnicas y herramientas con la finalidad
de facilitar el entendimiento de los sistemas de software. La CP es u´til para mantenimien-
to, reingenier´ıa, ingenier´ıa reversa, entre otras tantas aplicaciones. Actualmente existen
muchas herramientas destinadas a facilitar el entendimiento del software. Sin embargo,
la gran mayor´ıa carece de algunos aspectos fundamentales para alcanzar este objetivo.
Uno de tales aspectos es: La Relacio´n existente entre los Dominios del Problema y del
Programa. Alcanzar esta relacio´n es una tarea compleja porque es necesario: i) propo-
ner una representacio´n del problema, ii) elaborar una representacio´n del programa y iii)
desarrollar un procedimiento para vincular ambas representaciones.
En este art´ıculo, se presentan dos de estrategias destinadas a relacionar estos domi-
nios. La primera de ellas, SVS (Simultaneous Visualization Strategy) es una estrategia
En Vida (alive) porque a medida que el sistema se ejecuta visualiza las componentes
del programa usadas para producir la salida. La segunda, BORS (Behavioral-Operational
Relation Strategy) es Post Mortem porque aplica procedimientos para alcanzar esta rela-
cio´n despue´s que el programa se ejecuto´. Finalmente, el Ana´lisis comportamental es una
aproximacio´n para comprender un sistema a partir de los conceptos involucrados en su
implementacio´n.
Palabras Claves: Comprensio´n de Programas, Me´todos, Te´cnicas, Herramientas.
1. Introduccio´n
La Comprensio´n de Programas (CP) es una disciplina de la Ingenier´ıa del Software (IS)
cuyo objetivo es ayudar al programador a entender programas. CP es u´til para mantenimiento
y evolucio´n del Software (MES), Ingnier´ıa Inversa (IR), Re-Ingenier´ıa (ReI)y Educacio´n [RD94,
MMW02, VMV95]. En las tres primeras disciplinas, la CP ayuda a reducir costos y esfuerzos.
En la u´ltima asiste al estudiante en el proceso de entender algoritmos.
MES es una tarea cr´ıtica porque implica tres importantes actividades: Perfectiva, Correctiva
y Adaptativa. La primera esta´ relacionada con la incorporacio´n de nuevas funcionalidades. La
segunda describe el proceso de deteccio´n y elminacio´n de errores. La tercera esta´ centrada en
el estudio de te´cnicas para adaptar el sistema a nuevos contextos, por ejemplo, usar nuevos
formatos de archivos, cambiar la organizacio´n del co´digo, etc. Estas tres principales actividades
consumen mucho tiempo y recursos. Por ejemplo, Xi y Hassan en [XPH07] declaran que el
39% de las actividades son perfectivas, 56.7% son correctivas y el 2.2% se corresponden con
actividades adaptativas. Finalmente, el 2.1% esta´ relacionado con otras actividades de MES.
Por otra parte, la historia del MES muestra un incremento lineal, desde 1975 hasta 2005, en
los costos de proyecto destinados a MES [XPH07]. Esta informacio´n justifica el intere´s de la
comunidad cient´ıfica de reducir los esfuerzos dedicados a estas tres principales tareas.
Otra a´rea muy importante es la Ingenier´ıa Reversa (IE). Esta disciplina estudia la creacio´n
de estrategias de extraccio´n de la informacio´n desde diferentes fuentes. Por ejemplo, co´digo
fuente, archivos makefile, documentacio´n, etc. Luego esta informacio´n se procesa para elaborar
documentacio´n, arquitectura, etc. La IR implica grandes costos y tiempo porque generalmente
incluye actividades similares a MES.
La Re-Ingenier´ıa (ReI) usa te´cnicas de IR para extraer informacio´n del sistema, luego aplica
estrategias para modificar el sistema de acuerdo a los requerimientos del usuario. Por esta razo´n,
la ReI, al igual que MES y IR, es un a´rea donde se necesitan propuestas para minimizar costos.
En todas las disciplinas (MES, IR, y ReI) mencionadas en los pa´rrafos precedentes, el
programador debe entender grandes documentos con diferentes formalismos y metodolog´ıas.
Adema´s, e´l debe comprender como el sistema lleva a cabo sus funcionalidades en un alto
nivel de abstraccio´n. La Comprensio´n de Programas asiste en esas tres principales a´reas. Esta
actividad se concretiza a trave´s de me´todos, estrategias y herramientas disen˜adas para reducir
las tareas del programador [Sto05]; y como un efecto colateral de e´sta u´ltima peculariedad, los
costos se reducen.
Corrientemente hay muchas herramientas de CP con sofisticadas te´cnicas de exploracio´n
de co´digo [Sto98]. Esas herramientas funcionan adecuadamente, sin embargo algunas tareas
de entendimiento son todav´ıa muy complejas. Por una parte, algunas herramientas so´lo usan
ana´lisis esta´tico para recuperar informacio´n del sistema. Despue´s de eso, esta informacio´n se
representada visualmente para proveer diferentes vistas del sistema. De esta forma, el proceso
de CP se simplifica. No obstante, el usuario esta´ forzado a encontrar el co´digo fuente usado
por el sistema para producir salidas espec´ıficas. Otra clase de herramientas analizan el flujo de
ejecucio´n del sistema y proveen otro tipo de visualizacio´n de la informacio´n. Esas herramientas
frequentemente muestran caracter´ısticas de bajo nivel que son u´tiles para estados avanzados
de CP, como por ejemplo para comprender rutinas espec´ıficas del sistema. Finalmente, otra
categor´ıa de herramientas combinan informacio´n esta´tica y dina´mica, pero su salida consiste
de interesantes y complejos ana´lisis de cada clase de informacio´n.
En te´rminos generales es posible afirmar que las herramientas de CP olvidan algunos aspec-
tos imporntantes de la CP. Por ejemplo, la relacio´n entre la salida del sistema y las componentes
del programa usadas para producir dicha salida. Esta relacio´n es conocida como La Intercone-
xio´n entre los Dominios del Problema y Programa [Bro78, LF94].
La caracter´ıstica mencionada en el pa´rrafo precedente ayuda a la exploracio´n del sistema
porque el usuario so´lo inspecciona las partes del sistema relacionadas con una funcionalidad es-
pec´ıfica. Para ser ma´s claro, suponga que el usuario esta´ interesado en modificar la funcionalidad
F del sistema S. Adema´s el taman˜o de S es considerable. En este caso, la primer tarea consiste
en encontrar las funciones que implementan F y despue´s de eso algunas te´cnicas de inspeccio´n
se pueden usar para estudiar aquellas funciones detalladamente. Es importante remarcar que la
primer tarea consume tiempo y esfuerzo; adema´s si la misma se puede evitar entonces muchas
ventajas ser´ıan obtenidas. Una forma de salvar este inconveniente consiste en usar estrategias
para interconectar los dominios del problema y programa. Esto se debe a que dicha relacio´n
identifica en forma parcial o total las funciones que implementan una caracter´ıstica espec´ıfica
del sistema.
Este art´ıculo presenta estrategias destinadas a reducir el tiempo requerido para identificar
las funciones que conforman una tarea espec´ıfica del sistema. Esta tarea se lleva a cabo a trave´s
de la recuperacio´n de la relacio´n existente entre el dominio del problema y programa.
La organizacio´n de este art´ıculo se describe a continuacio´n. La seccio´n 2 expone algunas
fortalezas y debilidades de las herramientas de comprensio´n de programas actuales. La seccio´n 3
presenta diferentes estrategias para relacionar los dominios del problema y programa, el objetivo
principal de estas estrategias consiste en permitir al usuario idenficar las funciones usadas por
el sistema para llevar a cabo sus funcionalidades. La seccio´n 4 explica los pasos necesarios
para aplicar las estrategias de interconexio´n de dominios usando PICS una herramienta para
facilitar la comprensio´n de programas escritos en lenguaje C. La seccio´n 5 tiene como objetivo
mostrar la utilidad de las estrategias de interconexio´n de dominios expuestas en este trabajo
usando como caso pra´ctico el comando agrep de Linux. Finalmente, la seccio´n 6 presenta las
conclusiones.
2. Trabajos Relacionados
Existen muchas herramientas de comprensio´n de programas con procedimientos muy u´tiles
para simplificar el entendimiento del software. Muchas de ellas, quiza´s las ma´s completas se
basan en te´cnicas de ana´lisis esta´tico para inspeccionar el co´digo fuente del sistema. En es-
ta clase de herramientas se pueden mencionar: Understand C/C++, CodeSurfer, Imagix 4D,
CScope, SHriMP, SeeSoft, etc [BHU07]. La caracter´ıstica comu´n a estas herramientas es la
facilidad con que el usuario puede acceder a las distintas componentes del sistema y las estra-
tegias de visualizacio´n utilizadas. Como caracter´ıstica saliente de esta clase de herramientas se
pueden mencionar las sofisticadas representaciones de programas usadas para obtener informa-
cio´n detallada del co´digo fuente. En este aspecto se puede decir que la propuesta presentada
por CodeSurfer es muy completa porque representa el programa usando un grafo que refleja
las dependencias existentes entre todos los elementos del programa (variables, sentencias, pro-
cedimientos, funciones, mo´dulos, etc.). Esta representacio´n hace posible aplicar operadores de
grafos que computan diferentes tipos de slicing esta´tico y permiten acceder fa´cilmente a los
elementos del sistema. Las otras herramientas generalmente representan el co´digo fuente del
sistema como un A´rbol de Sinta´xis Abstracta y luego definen barridos sobre esos a´rboles para
recuperar la informacio´n deseada. Es importante remarcar que estas herramientas poseen un
atractivo e intuitivo sistema de visualizacio´n que posibilita observar claramente la informacio´n.
Otras herramientas recuperan informacio´n esta´tica y dina´nica para mostrar aspectos del co´digo
fuente y del flujo de ejecucio´n. Algunas herramientas que cumplen con esta caracter´ısticas son:
ALMA y JGrasp entre otras [BHU07]. Estas herramientas poseen formas de ver las funciones
y datos usados en tiempo de ejecucio´n lo cual da un paso mas en la compleja tarea de compren-
der programas. Desafortunadamente las herramientas investigadas no relacionan el dominio del
problema con el dominio del programa y por consiguiente no solucionan el problema descripto
en la seccio´n 1.
3. Estrategias para Relacionar los Dominios del Proble-
ma y Programa
En esta seccio´n se proponen procedimientos que permiten conocer cuales son las componen-
tes usadas por el sistema para producir su salida. En otras palabras, las estrategias descriptas
en esta seccio´n permiten relacionar el dominio del problema con el dominio del programa.
3.1. SVS: Simultaneous Visualization Strategy
La idea subyacente a la estrategia SVS (Simultaneous Visualization Strategy) consiste
en ejecutar en forma paralela de dos sistemas: i) el sistema de estudio y ii) un monitor que
permite visualizar las funciones usadas en tiempo de ejecucio´n. Una propuesta interesante para
concretizar SVS consiste en instrumentar el sistema, es decir insertar sentencias u´tiles dentro del
co´digo fuente para extraer informacio´n de tiempo de ejecucio´n (ver [BHVU06, BHU07] para
ma´s detalles del esquema de instrumentacio´n). Para llevar a cabo esta tarea, es importante
decidir: i) que informacio´n recuperar y ii) como se debe instrumentar el sistema para producir
el comportamiento deseado.
Teniendo presente el primer ı´tem se puede decir que conocer que funciones del sistema se
utilizan en una ejecucio´n espec´ıfica permite identificar las funciones utilizadas para un objetivo
particular del sistema.
El segundo ı´tem considera la recuperacio´n de la informacio´n dina´mica. En este contexto,
los puntos interesantes para alcanzar este objetivo son el comienzo y eventualmente el fin de
cada funcio´n.
El primero de ellos posibilita conocer que funcio´n esta´ siendo invocada y el segundo es
u´til para construir ciertas estructuras de datos que pueden ser usadas para interconectar los
dominios del problema y programa. Las sentencias insertadas deben ser funciones destinadas a
procesar y mostrar esta informacio´n. Esas funciones son llamadas Inspectores o Funciones de
Inspeccio´n, las cuales forman parte del monitor.
Como fue mencionado en el comienzo de esta seccio´n, SVS se basa en la ejecucio´n paralela
del sistema de estudio y el monitor. A medida que el sistema se ejecuta el monitor va indicando
cuales son las funciones que el sistema esta´ utilizando para producir su salida.
La seccio´n 5 muestra algunos ejemplos de SVS aplicada al comando agrep de Linux.
3.2. BORS: Behavioral-Operational Relation Strategy
Para relacionar las vistas comportamental y operacional, se puede usar la informacio´n de los
objetos del dominio del problema y el flujo de ejecucio´n del programa (dominio del programa).
La primer tarea se lleva a cabo observando la salida del sistema y aplicando algunas te´cnicas
para recuperar informacio´n de los objetos.
La segunda se obtiene instrumentando el co´digo fuente como se describio´ en la seccio´n 3.1.
Mezclando el conocimiento acerca de los dominios del problema y el programa, una estrategia
para alcanzar nuestro propo´sito fue desarrollada.
En la seccio´n 3.1, las funciones son registradas como una lista. Para proveer ma´s informacio´n
sema´ntica la lista de funciones de tiempo de ejecucio´n puede ser vista como un a´rbol. Con
esta estructura de datos, la relacio´n llamador-llamado se representa ma´s adecuadamente. Esta
forma de mirar a las funciones es mejor que una simple lista de funciones porque es posible
identificar claramente el trabajo realizado por cada funcio´n. Por ejemplo, si F es una funcio´n
del sistema, entonces su funcionalidad esta dada por todas las funciones llamadas directa o
indirectamente por ella. Esta informacio´n se almacena en el sub-arbol cuya ra´ız es la funcio´n
F (ver [Abd05, BHU07] para ma´s informacio´n acerca del a´rbol de ejecucio´n de funciones).
Esta caracter´ıstica justifica nuestra preferencia de representar las funciones de tiempo de
ejecucio´n como un a´rbol en lugar de una lista. Este a´rbol se denomina fe-Tree (Function
Execution Tree).
Un fe-Tree es un a´rbol con aridad r donde:
1. La ra´ız del fe-Tree es la primer funcio´n ejecutada por el sistema (normalmente llamada
main), y
2. Para cada nodo (funcio´n) n, sus descendientes son las funciones invocadas directamente
por n en tiempo de ejecucio´n.
Con el fe-Tree, se puede explicar cualquier funcio´n del sistema. Adema´s, es posible conocer
los diferentes contextos donde las funciones fueron invocadas. Por esta razo´n, se usa el fe-
Tree para inspeccionar los aspectos del sistema considerados importantes por el usuario. Esos
aspectos esta´n constituidos por un conjunto de funciones y sus explicaciones esta´n compuestas
por la descripcio´n de cada funcio´n.
En los siguientes pa´rrafos se describe BORS (Behavioral-Operational Relation Strategy),
una estrategia destinada a relacionar las vistas comportamental y operacional del software. Esta
estrategia se basa en la observacio´n de los objetos del dominio del problema y en la informacio´n
de tiempo de ejecucio´n.
BORS tiene tres pasos claramente definidos:
Detectar las funciones relacionadas con cada objeto del Dominio del Problema: consiste
en descubrir los objetos del dominio del problema y sus funciones asociadas. La primer
tarea se lleva a cabo observando la salida del sistema. La segunda puede ser tan simple
como leer el co´digo fuente o tan compleja como aplicar estrategias para detectar tipos
de datos abstractos. Todas las funciones seleccionadas en este paso son almancenadas en
una lista.
Construir un fe-Tree con las funciones usadas en tiempo de ejecucio´n: usa informacio´n de
tiempo de ejecucio´n para construir el fe-Tree. Estos datos se recuperan por medio de la
instrumentacio´n del co´digo fuente.
Explicar las funciones encontradas en el paso 1 usando el a´rbol construidos en el paso 2:
Este paso se implementa aplicando un barrido por niveles sobre el fe-Tree. Cuando el nom-
bre del nodo visitado se encuentra en la lista de funciones construida en el paso 1, BORS
Figura 1: Basic Text Editor Conceptual Map
reporta: el camino desde la ra´ız del a´rbol hasta el nodo corriente y el correspondiente
sub-a´rbol.
El lector interesado puede leer [BHU07] para obtener ma´s detalles acerca del funcionamiento
de la estrategia BORS.
3.3. Ana´lisis Comportamental
Otra interesante aproximacio´n para alcanzar una relacio´n comportamental-operacional con-
siste en reproducir cada comportamiento del sistema y registrar las operaciones realizadas.
Despue´s de eso, la informacio´n se debe procesar con el objetivo de recuperar conocimiento.
Por una parte, se puede usar instrumentacio´n de co´digo para recuperar las operaciones de
tiempo de ejecucio´n del sistema. Por otra parte, el usuario debe ejecutar el sistema y usar todas
sus funcionalidades. Para cada funcionalidad, se salva cada traza de ejecucio´n y se asignaa cada
una de ellas un nombre sema´ntico. Cuando todas las tareas explicadas arriba esta´n hechas se
pueden analizar las trazas de ejecucio´n [HL05].
Con esta propuesta, el usuario so´lo tiene funcionalidades del sistema aisladas con las com-
ponentes del programa asociadas. Sin embargo, es posible mejorar esta relacio´n pormedio de
la introduccio´n de representaciones del dominio del problema. Por ejemplo, se pueden usar los
mapas conceptuales para representar el comportamiento del sistema y ellos pueden ser deco-
rados con las funciones del sistema empleadas para implementar cada concepto. Por ejemplo,
asuma que el sistema bajo estudio es un editor de textos ba´sico y que su mapa conceptual es
el que se encuentra en la Figura 1.
Despue´s (antes o al mismo tiempo) de construir esta representacio´n el usuario puede ejecutar
el sistema instrumentado para concretizar cada concepto. En otras palabras, el usuario puede
usar el sistema para: escribir, abrir archivo, etc. Para cada operacio´n, se registran las trazas
de ejecucio´n y esta informacio´n se asocia a cada concepto. El resultado es una representacio´n
del dominio del problema decorada con las componentes del programa empleadas para llevar a
cabo cada concepto.
El mismo procedimiento se puede aplicar usando herramientas esta´ndar de Ingenier´ıa del
Software tales como diagramas de caso de uso o el modelo de dominio de UML. La ventaja
de esta u´ltima propuesta consiste en la facilidad de integrar los resultados obtenidos en los
proyectos de desarrollo de software.
4. PICS
PICS (Program Inspection and Comprehension System) es una herramienta de compren-
sio´n de programas cuya finalidad es facilitar la comprensio´n de sistemas escritos en lenguaje
C. PICS tiene implementadas las estrategias SVS y BORS y un conjunto de funciones de ins-
peccio´n que se pueden ser usar despue´s de haber aplicado las estrategias que relacionan los
dominios del problema y programa.
Para poder aplicar SVS y BORS los siguientes pasos son necesarios:
Saltar las directivas al preprocesador: Los sistemas escritos en lenguaje C poseen el in-
conveniente de usar dos lenguajes, ellos son: el lenguaje del preprocesador y el lenguaje C
propiamente dicho. La implementacio´n de las te´cnicas de interrelacio´n de dominios requie-
re la construccio´n de un analizador sinta´ctico para insertar las sentencias que permiten
recuperar la informacio´n dina´mica. Construir un analizador sinta´ctico que reconozca dos
lenguajes a la vez es complejo, por lo tanto para eliminar este inconveniente se pueden
usar dos aproximaciones: i) preprocesar el co´digo fuente o ii) comentar las directivas al
preprocesador. La primera de ellas es quiza´s la ma´s adecuada, no obstante es el caso
general que los archivos utilizados para compilar sistemas grandes (Makefiles) son muy
complejos y dificiles de entender. Adema´s de eso, el co´digo preprocesado es muy diferente
del co´digo fuente original porque contiene el co´digo correspondiente a la implementa-
cio´n de los archivos de cabecera (headers). Esta peculiaridad no ayudan a comprender
el sistema. La otra solucio´n inhibe las directivas al procesador usando comentarios. Esta
aproximacio´n presenta el inconveniente de requerir la intervencio´n del usuario cuando
el ana´lisis sinta´ctico no puede finalizar con e´xito. Para finalizar este ı´tem es importante
mencionar que el usuario decide que camino seguir de acuerdo a su experiencia con el
lenguaje C.
Detectar tipos no declarados: Los sistemas normalmente usan librerias que definen tipos
de datos no esta´ndares. Usualmente, estas definiciones no se pueden encontrar porque
no se dispone del co´digo fuente. Para solucionar este inconveniente todos los tipos no
declarados son incorporados en una base de tipos a medida que se analiza el programa.
Extraer informacio´n esta´tica: En esta etapa se han superado todos los problemas de ana´li-
sis sinta´ctico por tanto se aplican te´cnicas de compilacio´n tradicionales para recuperar
informacio´n esta´tica tales como variables, tipos, funciones, etc. Esta informacio´n es im-
portante porque puede ser usada luego de haber detectado las funciones utilizadas por
una ejecucio´n espec´ıfica del sistema.
Instrumentar el co´digo fuente: En esta fase se insertan las funciones de inspeccio´n que
indican el comienzo y fin de las funciones del sistema. Adema´s se incorporan al co´digo
fuente otras sentencias destinadas a controlar la cantidad de veces que las funciones
invocadas dentro de los ciclos se deben mostrar.
Insertar las declaraciones del monitor: Generalmente, para compilar el sistema de estudio,
se debe insertar en cada mo´dulo un archivo de cabecera que contiene las declaraciones de
las funciones implementadas en el monitor (funciones de inspeccio´n y variables necesarias
para controlar la ejecucio´n del sistema). Esta tarea es simple de realizar porque implica
incorporar al inicio de cada mo´dulo el archivo de cabecera correspondiente.
Compilar el sistema: El monitor usa librerias gra´ficas que son utilizadas con el objetivo
de visualizar adecuadamente la informacio´n. Por esta razo´n, para compilar el sistema de
estudio se requiere el pasaje de para´metros espec´ıficos al compilador. Para realizar esta
tarea, se debe modificar el archivo que compila al sistema (usualmente un Makefile) in-
corporando los para´metros necesarios para lograr una compilacio´n exitosa del sistema. Es
importante notar que generalmente este paso es simple debido a que los Makefiles poseen
variables que almacenan las banderas que son pasadas como para´metros al compilador.
No obstante, cuando este no es el caso, se requiere de experiencia en la inspeccio´n de esta
clase de archivos.
Ejecutar el sistema: En esta etapa el usuario puede ejecutar el sistema y observar, a
medida que el sistema se ejecute (SVS) o despue´s de su ejecucio´n (BORS), la relacio´n
entre los dominios del problema y programa.
5. Caso de Estudio: El Comando agrep de Linux
El comando agrep es similar al comando grep o fgrep pero es mucho ma´s general y ra´pido.
Este comando busca cadenas de caracteres dentro de los archivos especificados en su entrada.
La salida de dicho comando son las l´ıneas de los archivos que contienen la cadena de caracteres
recibidas como entrada. Es importante notar que las cadenas de caracteres pueden ser especi-
ficadas por expresiones regulares. Esta caracteristica permite expresar modelos de cadenas de
caracteres muy complejos.
Para analizar este programa su utilizo´ la herramienta PICS brevemente descripto en la
seccio´n 4. En las subsecciones siguientes se describira´n los resultados obtenidos en cada una
de las fases necesarias para la utilizacio´n de SVS y BORS.
5.1. Saltar las directivas al preprocesador
La aplicacio´n de esta etapa al programa agrep no presento´ mayores inconvenientes porque las
directivas al preprocesador, usadas por la implementacio´n de agrep, son simples; es decir son del
tipo #include < nombre.h >. Este tipo de directivas pueden ser comentadas sin problemas. Por
otra parte, las directivas no se usan para la generacio´n de co´digo para diferentes arquitecturas
u otros objetivos.
5.2. Detectar tipos no declarados
Afortunadamente este comando esta´ implementando usando estrictamente las funciones
provistas por C sin librerias adicionales. Los tipos no esta´ndares encontrados son definidos por
el usuario a trave´s de declaraciones typedef. Dichas declaraciones se pueden detectar por medio
de te´cnicas de compilacio´n. Por los motivos antes mencionados, esta etapa fue superada sin
problemas adicionales.
5.3. Extraer informacio´n esta´tica
El problema principal en esta etapa se presenta por las directivas al preprocesador utilizadas
y por los tipos no declarados. Como las directivas se utilizan en una forma ba´sica y no hay en
el sistema tipos no declarados pertenecientes a librerias u otro artefacto de software, entonces
se puede extraer la informacio´n esta´tica sin problemas.
5.4. Instrumentar el co´digo fuente
Las funciones de inspeccio´n y las sentencias que controlan las iteraciones se pudieron insertar
sin inconvenientes. No obstante, la implementacio´n del comando agrep presenta el inconvenien-
te de que muchas de sus funciones finalizan usando una sentencia exit(n). Esta peculiaridad
permite registrar el ingreso y finalizacio´n de algunas funciones mientras que otras no. Este pro-
blema impide el funcionamiento de la estrategia BORS. Esto es porque no se puede recuperar la
informacio´n necesaria para construir el a´rbol de ejecucio´n de funciones (fe-tree). Para solucionar
este problema se requiere la definicio´n e implementacio´n de un procedimiento de verificacio´n
de trazas de ejecucio´n. En los siguientes pa´rrafos se describe, en te´rminos generales, los pasos
necesarios para salvar este inconveniente.
La informacio´n reportada por las funciones de inspeccio´n para una funcio´n espec´ıfica del
sistema consiste de las siguientes cadenas de caracteres:
INSPECTOR_ENTRADA F
INSPECTOR_SALIDA F
ambas cadenas indican el comienzo y finalizacio´n de la funcio´n inspeccionada. Cuando la fun-
cio´n termina con una sentencia exit(n) la cadena INSPECTOR SALIDA funcio´n no se registra.
En esas situaciones se necesita ejecutar la rutina de verificacio´n de trazas de ejecucio´n. Esta
rutina utiliza una pila para la verificacio´n. Cada vez que se encuentra una cadena INSPEC-
TOR ENTRADA funcio´n el nombre de la funcio´n se inserta en la pila. Cuando aparece una
cadena INSPECTOR SALIDA funcio´n con el mismo nombre de funcio´n que el encontrado en la
pila, se elimina el elemento del tope de la pila. Si todas las cadenas de entrada fueron procesadas
y la pila contiene elementos (funciones sin finalizacio´n) entonces se generan automa´ticamente
las correspondientes cadenas INSPECTOR SALIDA funcio´n. Esta aproximacio´n hace posible
el uso de la estrategia BORS y como un efecto colateral permite descubrir las posibles finaliza-
ciones del sistema de estudio por condiciones de error o anormales.
5.5. Insertar las declaraciones del monitor
Esta tarea es dependiente del sistema, en muchas situaciones so´lo se debe insertar en cada
mo´dulo del sistema los prototipos de las funciones implementadas en el monitor. Por otra
parte, se deben incorporar en el mo´dulo que contiene la funcio´n main (el mo´dulo principal)
las definiciones de cada una de las funciones. No obstante, en otras situaciones las definiciones
tambie´n se deben insertar en diferentes partes del sistema de estudio. En el caso de agrep fue
necesario insertar en el mo´dulo main.c las definiciones de las funciones del monitor y en los
mo´dulos restantes los prototipos. Esta tarea se pudo realizar sin inconvenientes.
5.6. Compilar el sistema
Como fue declarado en la seccio´n 4 las funciones de inspeccio´n hacen uso de librerias gra´ficas
para mostrar la informacio´n recuperada adecuadamente. Para poder compilar el monitor y el
sistema de estudio se deben incorporar los para´metros necesario para ligar las rutinas de la
libreria gra´fica con el sistema. Afortunadamente, el archivo Makefile de agrep es sencillo y
Figura 2: SVS aplicado al comando agrep
la incorporacio´n de estos para´metros se realizo´ modificando la variable correspondiente a los
para´metros del compilador (CFLAGS) como se muestra a continuacio´n:
CFLAGS = ‘pkg-config gtk+-2.0 --cflags --libs‘ -lpthread -O
en esa de l´ınea se incorporo´ ‘pkg-config gtk+-2.0 –cflags –libs‘ y -lpthread. La primera de ellas
permite el uso de las librerias gtk+-2.0 para la visualizacio´n de la informacio´n. La segunda se
utiliza para la ejecucio´n paralela del sistema y del monitor. Con estas modificaciones el comando
agrep se pudo compilar sin inconvenientes.
5.7. Ejecutar el sistema
En este momento se posee una versio´n modificada del comando agrep que permite visualizar
las funciones usadas para una bu´squeda de cadenas espec´ıfica. A continuacio´n se muestran
algunos ejemplos del funcionamiento de SVS y BORS.
5.7.1. SVS aplicado a agrep
Un ejemplo de uso de SVS consiste en detectar que funciones son utilizadas por el comando
agrep para contabilizar el nu´mero de veces que una cadena aparece en cada uno de sus mo´dulos
.c . La forma de invocar a agrep es la siguiente:
$>agrep -c int *.c
esta invocacio´n de agrep debe retornar como resultado la cantidad de veces que la cadena int
aparece en cada uno de los mo´dulos con extencio´n C. La Figura 2 muestra el resultado obtenido
luego de aplicar SVS al comando agrep.
El lector puede observar la relacio´n directa entre los dominios del problema y programa.
Adema´s, se puede ver que algunas funciones no finalizan. Esto se debe al uso de sentencias
exit(n).
Figura 3: BORS aplicado al comando agrep
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5.7.2. BORS aplicado a agrep
BORS utiliza la misma informacio´n que SVS pero despue´s de la ejecucio´n del comando
agrep. En este caso, la implementacio´n de BORS retorna como resultado los contextos donde
la funcio´n que se desea explicar fue invocada.
Para aplicar esta estrategia se deben indicar que funciones se desean explicar. Luego de
realizado este trabajo se construye el a´rbol de ejecucio´n de funciones y se aplica el procedimiento
descripto en seccio´n 3.2.
Suponga que el usuario desea analizar que funciones del mo´dulo parse.c se ejecutaron para
el mismo ejemplo presentado para SVS. En este caso las funciones que BORS recibe como
entrada son: parse wildcard, parse chlit, parse cset, get token, parse re, mk leaf, mk alt, parse,
wrap y cat2. La Figura 3 muestra el resultado obtenido por BORS luego de la contruccio´n del
a´rbol de ejecucio´n de funciones y de la aplicacio´n del barrido por niveles.
El lector puede observar que el contexto donde las funciones bajo estudio se invocaron se
identifica claramente. Finalmente, es importante notar que para la aplicacio´n exitosa de BORS
se debio´ usar previamente la rutina de verificacio´n de trazas de ejecucio´n.
6. Conclusio´n
En este art´ıculo se presentaron diferentes aproximaciones para facilitar la comprensio´n de
sistemas de software. Ba´sicamente las propuestas descriptas relacionan los dominios del pro-
blema y programa. Esta caracter´ıstica es una debilidad de las herramientas de comprensio´n
de programas actuales cuyas principales fortalezas se basan en la implementacio´n precisa de
te´cnicas de ana´lisis esta´tico y dina´mico. Por esta razo´n este art´ıculo presenta importantes con-
tribuciones en el contexto de la Comprensio´n de Programas.
Las estrategias presentadas relacionan los dominios del problema y programa de dos maneras
diferentes. La primera de ellas, SVS, lo hace mientras el sistema se esta´ ejecutando. La segunda,
BORS, realiza una tarea similar pero despue´s de la ejecucio´n del sistema. Ambas estrategias
utilizan te´cnicas de ana´lisis esta´tico tradicionales, instrumentacio´n de co´digo para recuperar
informacio´n dina´mica y un conjunto de pasos definidos por los autores para alcanzar el objetivo.
Las estrategias mencionadas en el pa´rrafo precedente y algunas te´cnicas de inspeccio´n de
co´digo fueron implementadas en PICS una herramienta para comprender sistemas escritos en
lenguaje C. Esta herramienta fue utilizada para probar ambas estrategias (SVS y BORS) to-
mando como caso de estudio el comando agrep del sistema operativo Linux. Los resultados
fueron positivos porque fue posible identificar claramente las funciones utilizadas por agrep
para realizar algunas de sus tareas espec´ıficas.
Finalmente se describio´ una estrategia alternativa denominada Ana´lisis Comportamental.
Este procedimiento es semi-automa´tico y permite relacionar una descripcio´n del dominio del
problema, contruida por el usuario, con diferentes trazas de ejecucio´n. Pensamos que esta
u´ltima aproximacio´n es muy interesante porque permite relacionar los conceptos utilizados
en el sistema con las componentes usadas en su implementacio´n. No obstante, se necesita la
definicio´n de algunos procedimientos para extraer ma´s informacio´n desde las trazas de ejecucio´n.
Creemos que esta tarea se puede llevar a cabo a trave´s del uso de te´cnicas de ana´lisis de trazas
de ejecucio´n tales como: resumir las trazas, extraccio´n de conceptos, etc.
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