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Abstract-In this letter, the homogeneous Dirichlet problem involving the N-dimensional Fisher- 
KPP equation, a reaction-diffusion model which arises in study of population genetics, is investigated 
for a class of nonlinear polynomial growth laws. Existence and uniqueness conditions for positive (i.e., 
physically realistic), steady-state solutions on finite domains, or habitats, are noted and stability 
questions are addressed. Of particular interest are habitats that can be modeled ss open balls. 
For these csses, two relatively recent and powerful theorems from nonlinear analysis are employed 
to ascertain important qualitative information. Specifically, these solutions are shown to be strictly 
decreasing and radially symmetric, as well ss achieving a stationary maximum at the habitat’s center. 
In addition, the function spaces containing these solutions are determined. Last, the effects of the 
solution parameters are investigated numerically for the physically relevant csses of N = 2 and 3, the 
temporal evolution of a particular solution is illustrated, and connections to nuclear reactor science, 
as well as other fields, are noted. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-Genetics, Nonlinear analysis, Nonlinear elliptic boundary value problems, Population 
dynamics. 
1. INTRODUCTION 
In 1937, Fisher [l] and, independently, Kolmogoroff et al. [2] (KPP) investigated the wavelike 
spread of advantageous genes in a population. Their mathematical model consisted of the one- 
dimensional, semilmear parabolic partial differential equation 
&J 
z - vg = f(P), for (z,t) E (-oo,oo) x (O,oo), 
with 
f E @[O, &?a], f(O) = f(&) = 0, f’(O), f(e) > 0, 
where Q is a population density and the constants v and Q, are the 
for eE (&es), (2) 
population diffusivity and 
the saturation density (or carrying capacity), respectively. Equation (1) has since come to be 
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known as the (one-dimensional) Fisher-KPP equation. Aronson and Weinberger [3] considered 
the problem of the spread of a certain gene, via random mating, in a population of diploid 
individuals in N-spatial dimensions. Following Fisher, these authors considered a growth law, or 
logistic term, of the form 
f(e) = e (71 - 72) - (271 - 37-2 + 5) +(TI-272+5) , 
where ~1, 72, and 5 are the constant death rates of the three possible genotypes [3]. Note 
that, for 71 = 272 - 7s and 71 > 72, equation (3) reduces to the well-known Pearl-Verhulst 
growth law, namely f(e) = Pi z (71 - Q)(P - e2/eS). The Pearl-Verhulst law also occurs 
in nuclear reactor science, where it serves as a model for the neutron flux and temperature in 
prompt feedback reactors (see [4]). F or 7s = 372 - 271 and ?-i > 72, equation (3) becomes 
f(e) = Ps(e) = (71 - rz)(e - e3/&. Equation (1) with f given by Pa exhibits the simplest 
type of front propagation, without induced pattern selection, into an unstable state (see [5]). It 
also occurs in Ginzburg-Landau theory, the logistic (i.e., reaction) term Pa resulting from the 
Ginzburg-Landau free energy form (see [S]). N ewman [7] extended the work of Fisher and KPP 
by deriving traveling wave solutions for the case of a population density-dependent diffusion 
coefficient in the form of a power-law. 
In this paper, we focus on solutions of the Fisher-KPP equation on open, bounded domains 
with smooth boundaries, with a particular interest in two and three spatial dimensions, for the 
general case of f(e) = Pe(e) = (71 - 72He - e&le$), w h ere l( > 1) is a positive integer (we 
restrict .! in this way so as to maintain a nonlinear polynomial growth law). We will study 
the nontrivial, asymptotically stable equilibrium (i.e., steady-state) solutions of the semilinear, 
parabolic, initial-boundary value problem (IBVP) with homogeneous Dirichlet boundary data 
de - - uV2e = P&), (r,t) E R x (0,oo); 
with e = 0,” (r, t) E Xl x (0, co), 
(4) 
e(r,O) = co(r), r E 0, 
that is, the solutions of the corresponding elliptic Dirichlet boundary value problem (BVP) 
-vV2ee = Pt(ed, r E 0, with .Q~ = 0, r E dR. (5) 
Here, Sz (i.e., a habitat) is a fixed open, bounded, connected domain in RN with sufficiently 
smooth boundary Xl and closure fi = flu Xl, ee E C2(fi), and r = (2, y, z). We will employ two 
relatively recent and powerful theorems from nonlinear analysis to obtain important qualitative 
information on solutions to BVP (5). The first of these, Theorem 1, was given by Gidas et aZ. [8] 
in 1979. This theorem gives conditions under which solutions to BVP (5) are radially symmetric. 
Theorem 2 comes from El Hachimi and Gossez [9]. It gives us information on the function 
space aspects of solutions to BVP (5). Last, several numerical experiments are performed on a 
radially symmetric, nondimensional special case of IBVP (4) and results concerning steady-state 
development and the effects of the solution parameters are presented. 
2. EXISTENCE AND STABILITY OF SOLUTIONS 
On physical grounds, we demand that e, ee 2 0 in R. However, Theorem 1 requires that ee > 0 
in 0. Thus, so as to apply Theorem 1 to BVP (5), we must first determine if there exist any 
strictly positive solutions to BVP (5). To this end, we set a = (71 - 72)/v and let Xi > 0 denote 
the principal (i.e., smallest) eigenvalue of the linear homogeneous Dirichlet BVP 
-V2U = AU, r E R, with U = 0 on Xl, (6) 
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where U = U(r). We then have by Stakgold and Payne [lo] that BVP (5) has a unique, strictly 
positive solution for every f2 = 2k, where k is a positive integer, if a > Xi. Using the well- 
known concept of upper and lower solutions (see for example [ll]), it is easily demonstrated that 
BVP (5) has at least one strictly positive and one strictly negative solution, in addition to the 
trivial solution LJ = 0, for every L = 2k + 1 if a > Xi. (For the remainder of this article, the word 
“odd” refers to the set of positive integers of the form 2k + 1.) Clearly, the trivial solution exists 
for all a when L > 0. For 0 < a < Xi (and/or .! = l), ee = 0 is the only possible solution [ll] (+ 
that the population governed by IBVP (4) is destined for extinction if the condition 71 < 72 + vXi 
holds). The bifurcation diagram presented in Figure la illustrates the unique strictly positive 
a 
(a) For e(> 2) even integer. 
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(b) For !(l 3) odd integer. 
Figure 1. Bifurcation diagrams for BVP (5). Bold: trivial solution & = 0, thin: 
unique, strictly positive solution p,$ > 0, and broken: unique, strictly negative solu- 
tion Q; < 0. 
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solution to BVP (5) for e even and a > Xi. The pitchfork bifurcation diagram presented in 
Figure lb shows that for e odd there exists a unique strictly positive solution, denoted here 
by e,+, and a unique strictly negative solution, pi, for a > Xi. Also, observe how the total 
number of solutions to BVP (5) doubles for e even and triples for e odd as a becomes greater 
than Al. 
Furthermore, it is of interest to note that corresponding to BVP (6) there is an infinite denumer- 
able (or indexed) set of distinct eigenvalues, of which Xr is the smallest, and their corresponding 
eigenfunctions. Thus, as allowed for by the superposition principle, solutions to linear boundary 
value problems can be obtained by summing, with appropriate coefficients, the corresponding 
indexed set of eigenfunctions. In contrast, we find that in the semilinear case (BVP (5)) there is 
a continuum, (Xi, +oo), of values of a for which nontrivial solutions to BVP (5) exist. Thus, an 
indexed sum is not possible for BVP (5). Hence, the principle of superposition, as it applies in 
the linear case, does not hold for BVP (5). 
We now address the question of stability, in particular the asymptotically stability of steady- 
state solutions. We wish to determine the conditions under which solutions to IBVP 
those of BVP (5) as t -+ 00. For L an integer greater than one, we find that if 
(i) e(r, t) E C2 for (r, t) E !3 x (0, co), 
(ii) ma+n[e0(r)l I M, 
(iii) es(r) = 0 for r E dQ, and 
(iv) cob> E CW, 
(4) approach 
where M is a positive constant and we require ~0 > 0 in Sl on physical grounds, then solutions of 
BVP (5) are asymptotically stable. The proof for the case C = 2 is given by [4, Theorem 11. This 
proof can be easily generalized to include any integer C(L 2) by replacing equations (34)-(36), 
(39), and (40) from [4] with the following (primed) expressions: 
ut - F(s t, u, G;, ‘Il,i,j) = -AA exp(-At)&(g) 
-(l + Aexp(-At)] {V2$o(c) + K~$o(:) - [I+ Aexp(-~t)le-ld&tr)}, (34’) 
ut - %I, t, u, uzi, uzizj) = Aed-Whk) 
p - p&-‘(:)[l - Dexp(-Pt)] g (~~~)(-D)“exP(-N) 
(35’) 
(36’) 
(39’) 
where in equations (34’)-( 36’)) (39’)) and (40’), we have employed the notation used in [4], 
G, t) = 40(:)[1 + Aed-WI and v(:, t) = &(:)[l - Dexp(-Xt)] are comparison functions 
( i.e., the upper and lower solutions, respectively), and A,X,D,P are positive constants to be 
determined with 0 < D < 1. Here, #s, ~1, and p correspond to ee(> 0), a(> Xi), and a/&‘, 
respectively, in the present letter and we have taken v = 1 with no loss of generality. These 
five modified equations are seamlessly incorporated back into Theorem 1 in [4] by observing that 
the value of the product enclosed in the set of large square brackets in equation (35’) is strictly 
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greater than unity, the corresponding quantity appearing in equation (40’) always lies in the open 
interval (0, l), and the inequality stated in [4, equation (51)] ( erroneously labeled as equation (41) 
in [4]) remains valid if the term p(ij’ - w2) is replaced with p(& - &), where G 2 w. Thus, 
we find that for e an integer greater than one, solutions of BVP (5) are asymptotically stable 
provided Conditions (i)-( iv are satisfied (see also [ll]). In other words, as t + co, Q --f ee, and, ) 
in process, information about the initial configuration e(r,O) = @o(r) is lost. 
3. QUALITATIVE NATURE 
OF SOLUTIONS 
Having determined the existence and stability of positive solutions to BVP (5), we can now 
apply the following theorem to obtain additional qualitative information on ee(r). 
THEOREM 1. (See [Bj.) In the baJJ A : Irl < Ro in W N, Jet 4 > 0 be a solution in C2(n) of 
-v24 = g(4), with cj = 0 on aA : Irl = l&, (7) 
where g : W -+ W, g E Cl, and & is an arbitrary positive constant. Then 4 is radiaJJy symmetric 
and 
84 
&-CO, forO<r<& (r=Irl). (8) 
Since, for a > XI, BVP (5) h as a unique positive solution, we can apply Theorem 1 to it by 
taking ii to be the ckosed ball d in RN and g(g,) = a(@, - Q~(Q~/Q,)~) (which is clearly in C’). 
Thus, we find that Q~ is: 
(I) radially symmetric (=+ &r) = &r)) and 
(II) strictly monotone decreasing (+- dg,/dr < 0) for 0 < r < Ro. 
Born (11) and the fxt that ee E C2(!?), we see that max[g,] occurs at the center of 52. Finally, 
we call attention to the fact that the strictly positive solution required by Theorem 1 is in 
agreement with the physkaJ constraints BVP (5) carries and, more rema.rJrabJy, we observe that 
aJJ Theorem 1 requires of the function g is that it be of at least class C’(R). 
4. FUNCTION SPACE SETTINGS 
Having determined the qualitative nature and behavior of positive solutions to BVP (5) for 
fi : Irl I Ro we are now ready, using Theorem 2, to determine the function space(s) inhabited 
by solution(s) of BVP (5). 
THEOREM 2. (See 191.) Consider the following BVP 
-V * ( IV44p-2V#) = g(4) + h(r), for r E R with rj = 0, on dR, (9) 
where g : R + W, g E Cl, and p E (1, +co). Suppose that 
and lim inf ‘3 < p, 
s-+-ccl (10) 
where G(s) E si g(u) dzl, p’is given by 
(11) 
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and where r,,, > 0 is the radius of the smallest open ball containing R and t3( a, e), the beta 
function, is defined as 
I 
1 
B(v,w) = <“-‘(1 - <)w-l dC, for 21, w > 0. 
0 
(12) 
Then for any given h E Lm(Cl), BVP (9) has a solution 
(25 E wlJyn> n LOO(R), (13) 
where W1lP is the Sobolev space of all p-integrable distributions with first derivatives that are 
also p integrable, LOO(R) is the class of all measurable and essentially bounded functions on R, 
and solutions to BVP (9) are understood in the weak sense (see 1121). 
Note that the results of Theorem 2 are valid for all h E L”(0). For the problem, we are 
considering h = 0, again g(ee) = a(& - Q~(Q.JQ~)~), p = 2 (=+- p = 7r2/(47$,J), and we take fi 
as Irl L T7n. Furthermore, we find that in our case, since the coefficient of the nonlinear term 
is always negative, condition (10) of Theorem 2 is satisfied for all a and .! > 1. Thus, ee E 
W’*2(s2) n LyR), fr om which it follows that ee and lVeej are both square-integrable functions. 
Also, since Cl is a bounded domain, we find that ee E L’(R). Hence, as we would expect, 
I e&j dr < 00, R (14) 
where the integral is taken in the Lebesgue sense. From equation (14), it is clear that the 
population (whose density is given by e) occupying R remains bounded as t -+ oo. 
5. NUMERICAL RESULTS 
In this section, we investigate the temporal evolution of Q and the effects of varying the physical 
parameters on the structure of the solution curve/surfaces for various forms of the initial condition 
and for the physically applicable cases of N = 2,3. In addition, the graphical results presented 
here also serve to visually complement the analysis given in Sections 2 and 3. To this end, we 
return to IBVP (4) and, guided by the results of Section 2 and Theorem 1, recast it as the radially 
symmetric IBVP 
ae a2e+ N-la&J 
at = a+ -,,++4), (r,t) E (071) x (O,~), 
e&t) = 0, 
ae 
&- _ = 0 (t > O), e(r,O> = &Jo(r) > 0 (0 < 7. < I), 
r--c 
(15) 
where fi is taken as the closed unit disk (respectively, sphere) for N = 2 (respectively, 3), 
0 < 6 < 1, and where we have employed the following nondimensional quantities: 
r’ = L 
Ro’ 
a=a@=Ri (71 - 72) 
v ’ 
with primes suppressed for the remainder of this letter. Here, (nondimensional) X1 assumes the 
value $jl for N = 2, and x2 for N = 3, where 770~ - 2.40 denotes the smallest root of the zeroth- 
order Bessel function of the first kind (i.e., JO(.)). In addition, Figures 2-6 were plotted from the 
numerical solution of IBVP (15), which was solved using the software package Mathematics 4.0. 
Hence, based on numerical experiments performed on IBVP (15) and the values of the param- 
eters employed, we observe the following. 
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(a) t = 0.001. 
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Figure 2. Temporal evolution of p(r, t) for pa(r) = I- r, N = & = 2, a = $jl - 5.0, 
and P = &v. 
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Figure 3. Temporal evolution of p(r, t) for @o(r) = 1 - r, N = t? = 2, a = ~8,~ + 5.0, 
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Figure 4. t* vs. a for N = 3 and m(r) = sinfm$‘(?rr), Dotted: e = 2, broken: e = 3, 
solid: e = 100. 
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(a) Dotted: Q VS. r for &(r) = 1 - T. 
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(c) Broken: Q vs. T for @j(r) = i0sin2[?rr]. 
- a 
0.2 
r 
0.2 0.4 0.6 0.8 1 
(b) Thin-solid: p vs. r for Qo(r) = sin[xr]/(zr). 
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(d) Overlay of Q from (a)-(c). 
Figure 5. Q and ~0 (bold) vs. T for t = 10.0, N = 3, f? = 2, cy = 25. 
OBSERVATION 1. The sequence shown in Figures 2 clearly illustrates the fact, noted earlier in 
Section 2, that for 0 < cr < X1, e -+ ee = 0, as t --+ 00 (i.e., for 0 < CY -=c Al, the population tends 
to extinction as t -+ 00). In contrast, the sequence pictured in Figure 3 shows that for X1 < Q, 
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0.8 - 
r 
0.2 0.4 0.6 0.8 1 
(a) Dotted: Q = 25, thin-solid: cy = 50, broken: a = 100, bold: a = 1000. 
e 
0.6 - 
r 
0.2 0.4 0.6 0.8 1 
(b) Dotted: e = 2, thin-solid: e = 3, broken: e = 10, bold: e = 1000. 
Figure 6. Q VS. r for t = 10.0, N = e = 3, and 60(r) = Sin[n?j/(ar) 
the large-time (i.e., nearly equilibrium) solution is both strictly positive and decreasing over R; 
that is, we see that the shape of the large-time surface shown in Figure 3c is in full agreement 
with the results of Theorem 1. In addition, comparing Figures 2a and 3a suggest that for small 
values of time, e(r, t) is (approximately) independent of CL 
OBSERVATION 2. For 0 < Q < Xi (+ ee = 0), we see from Figure 4 that as CE decreases, t*, 
where e(0.5,tf) = 0.01, also decreases, approaching a constant (i.e., independent of f!) limiting 
value (M 0.42) as (Y + O+. We also see that with respect to the case e = 2, t* in an increasing 
function of e. 
OBSERVATION 3. As indicated by the three cases shown in Figure 5, provided Conditions (i)-(iv) 
are satisfied in addition to CY > Xi, the equilibrium profile is independent of the initial condition 
involved. 
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OBSERVATION 4. As can be seen from Figure 6, increasing (Xl <)a, for fixed e, or increasing e, 
with (X, <)a fixed, lifts the e vs. T profile for large values of time, thus increasing the area 
under the equilibrium curve. In addition, we see that as the equilibrium profile rises, a shoulder 
develops. To the left of this shoulder, the large-time profile approaches the carrying capacity 
(unity ‘in nondimensional form) of the habitat while to its right, as required by Theorem 1, the 
profile rapidly decreases to a value of zero at T = 1. (Indeed, it appears that as a -+ 00, the 
large-time profiles approach a positive-going square wave of unit magnitude and wavefront at 
T = 1.) 
In closing this section, we note the following. In its nondimensional form with N = 3, we find 
that nontrivial solutions of BVP (5) exist iff (Y > 7r2. Thus, we have the inequality dm > 
n/h, which suggests that the geometry and size of the habitat may, in some way, influence the 
death rate differential to diffusivity ratio of the genotypes occupying it. 
6. DISCUSSION 
In summary, using abstract mathematical tools and numerical methods, we have illustrated 
the existence, stability, qualitative nature, and function space settings of solutions of the steady 
Fisher-KPP equation on open balls in RN, with homogeneous Dirichlet boundary data, for a 
general logistic term of the form Pe(ee). Specifically, we have shown that in, say, a spherical 
habitat, a bounded population that achieves its maximum at the center of the habitat and whose 
density is radially symmetric and strictly decreasing are natural consequences of populations 
modeled by BVP (5) with a > X1. In addition, the numerical work carried out here using 
IBVP (15) not only provides a visual reinforcement of the analytical results presented earlier, 
but also clearly illustrates the temporal evolution of the population density (Figures 2 and 3) and 
the effect of (Y and e on e for large t (Figure 6), as well as indicating that e is (approximately) 
independent of a for small values of time (compare Figures 2a and 3a). In particular, the findings 
presented here apply directly to the cases C = 2, corresponding to the Pearl-Verhulst law, and 
e = 3, associated with front propagation without induced pattern selection and the Fisher model. 
Last, while our interests in this letter have been mainly of a genetic nature, we note that 
equations of the Fisher-KPP type occur in many other applied areas. For example, an ap 
preach similar to the one presented here could be applied to the steady-state neutron flux and 
temperature distribution in spherical, prompt feedback nuclear reactors [4], and possibly some 
problems in combustion theory and heat conduction (see, e.g., [10,13] and the references therein). 
Thus, the findings presented here should be of interest to researchers in a variety of fields (see, 
e.g., [6,14,15]). 
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