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Abstract. Network complexity, network information content analysis,
and lossless compressibility of graph representations have been played an
important role in network analysis and network modeling. As multidi-
mensional networks, such as time-varying, multilayer, or dynamic multi-
layer networks, gain more relevancy in network science, it becomes crucial
to investigate in which situations universal algorithmic methods based
on algorithmic information theory applied to graphs cannot be straight-
forwardly imported into the multidimensional case. In this direction, as
a worst-case scenario of lossless compressibility distortion that increases
linearly with the number of distinct dimensions, this article presents a
counter-intuitive phenomenon that occurs when dealing with networks
within non-uniform and sufficiently large multidimensional spaces. In
particular, we demonstrate that the algorithmic information necessary
to encode multidimensional networks that are isomorphic to logarithmi-
cally compressible monoplex networks may display exponentially larger
distortions in the general case.
Keywords: Multidimensional networks, Lossless compression, Network
complexity, Information distortion
1 Introduction
Algorithmic information theory (AIT) gives a set of formal universal tools for
studying network complexity in the form of data compression, irreducible infor-
mation content, or randomness of individual networks [17,18,19,22], especially in
the case these networks were not generated, constructed, or defined by stochas-
tic processes. In addition, such an algorithmic approach to the study of complex
networks (and not only graphs or networks, but tensors in general) has presented
important refinements of more traditional statistical approaches, for example in
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the context of: automorphism group size [26]; graph summarization [23,24]; typ-
icality and null models by replacing the principle of maximum entropy with the
principle of maximum algorithmic randomness [25]; and the reducibility problem
of multiplex networks into aggregate monoplex networks [19]. Since proper repre-
sentations of multidimensional networks into new extensions of graph-theoretical
abstractions have been one of the central topics of investigation in network sci-
ence [3,10,14,15], the situations in which previous methods based on AIT cannot
be straightforwardly imported into the multidimensional case also become an
important question.
In this sense, we present in this article a theoretical analysis of worst-case
distortions with respect to the algorithmic complexity of node-aligned multi-
dimensional networks, in particular those represented by multiaspect graphs
[20,21] with a large number of non-uniform aspects.
We show that in the general case of a multidimensional network there are al-
gorithmic information distortions that grow linearly with the number of aspects
and exponentially with respect to the algorithmic information of a monoplex net-
work, whereas both the multidimensional network and this monoplex network
are isomorphic structures. The results in this article hold independently of the
choice of the encoding method or the universal programming language. This is
because, given any two distinct encoding methods or any two distinct universal
programming languages, the algorithmic complexity of an object represented in
one way or the other can only differ by a constant whose value only depends
on the choice of encoding methods or universal programming languages, but not
on the choice of the object [8,12,16]. That is, algorithmic complexity is pair-
wise invariant for any two arbitrarily chosen encodings. Although only dealing
with pairs of isomorphic objects in addition to this encoding invariance, we will
see later on in Corollary 2 that algorithmic information distortions can in fact
result from changing the multidimensional spaces into which isomorphic copies
of the objects are embedded. Thus, contributing to multidimensional network
complexity analysis, our results establish a worst-case error margin for topo-
logical information content evaluation and lossless compressibility. In addition,
it shows the importance of multidimensional network encodings into which the
multidimensional space itself is also encoded.
The article is organized as follows. In Section 2, we recover necessary con-
cepts, definitions, and results from the literature. In Section 3, we study basic
properties of encoded multiaspect graphs. In Section 4, we demonstrate the main
results in Theorem 1 and Corollaries 1 and 2. Section 5 concludes the paper.
2 Background
2.1 Multiaspect graphs
We directly base our notation regarding classical graphs on [4,5,11] and regarding
multiaspect graphs (MAGs) on [20,21]. In order to avoid ambiguities, minor
differences in the notation from [20,21] will be introduced here. In particular,
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the notation of MAG H = (A,E) is replaced with G = (A , E ), where the list of
aspects A is replaced with A and the composite edge set E is replaced with E .
The companion tuple of a MAG G becomes then denoted by τ(G ), where
τ(G ) = (|A (G )[1]|, . . . , |A (G )[p]|)
and p is the order of the MAG, i.e., the number of aspects (or node dimen-
sions [1]). As established in [21], it is important to note that the compan-
ion tuple completely determines the node-aligned set V(G ) =×pi=1 A (G )[i]
of all composite vertices v = (a1, . . . , ap) of G , and as a direct consequence
also determines the set E(G ) = V(G )×V(G ) of all possible composite edges
e = ((a1, . . . , ap), (b1, . . . , bp)) of G . This way, for every MAG G , one has E (G ) ⊆
E(G ). In this article, we employ hereafter the term multidimensional networks
to refer to those node-aligned multidimensional networks that can be mathemat-
ically represented by MAGs.
In addition, we denote an undirected MAGwithout self-loops by Gc = (A , E ),
so that the set Ec of all possible undirected and non-self-loop composite edges
is defined by
Ec(Gc) := {{u,v} | u,v ∈ V(Gc)}
and E (Gc) ⊆ Ec(Gc) always holds.
In a direct analogy to simple graphs, we refer to these MAGs Gc as simple
MAGs. Regarding graphs, we follow the common notation and nomenclature:
we denote a labeled (directed or undirected) graph by G = (V,E), where V =
{1, . . . , n} is the finite set of labeled vertices with n ∈ N and E ⊆ V × V ; a
labeled graph G that does not contain self-loops is called traditional graph; if
a traditional graph only contains undirected edges, then it is called classical
(or simple labeled) graph. For the present purposes of this article, all graphs G
will be classical graphs and all MAGs will be simple MAGs. Thus, note that a
classical graph G is a labeled first-order (i.e., with just one aspect) simple MAG
Gc with V (G) = V(Gc) = {1, . . . , |V(Gc)|}.
As established in [20], one can define a MAG-graph isomorphism analogously
to the classical notion of graph isomorphism: a MAG G is isomorphic to a graph
G iff there is a bijective function f : V(G )→ V (G) such that
e ∈ E (G ) ⇐⇒ (f(pio(e)), f(pid(e))) ∈ E(G) ,
where pio is a function that returns the origin composite vertex of a composite
edge and pid is a function that returns the destination composite vertex of a
composite edge. In order to avoid ambiguities with the classical isomorphism in
graphs, which is usually a vertex label transformation in the set N of natural
numbers, we call: such an isomorphism between a MAG and graph from [20]
a MAG-graph isomorphism; the usual isomorphism between graphs [4,11] as
graph isomorphism; and the isomorphism between two MAGs G and G ′ (i.e.,
(u,v) ∈ E (G ) iff (f(u), f(v)) ∈ E (G ′) ) as MAG isomorphism.
It is shown in [20] that a MAG is isomorphically equivalent to a graph:
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Theorem 1. For every MAG G of order p > 0, where all aspects are non-empty
sets, there is a unique (up to a graph isomorphism) graph GG = (V,E) that is
MAG-graph-isomorphic to G , where
|V (GG )| =
p∏
n=1
|A (G )[n]| = |V(G )| .
However, we shall show in this article that, although both a MAG and its iso-
morphic graph can be encoded and both represent the same abstract relational
structure, they may diverge in terms of compressibility or algorithmic informa-
tion content in the general case.
2.2 Algorithmic information theory (AIT)
In this section, we recover some basic notations and definitions from the lit-
erature regarding algorithmic information theory (aka Kolmogorov complexity
theory or Solomonoff-Kolmogorov-Chaitin complexity theory). For an introduc-
tion to these concepts and notation, see [8,9,12,16].
First, regarding some basic notation, let l(x) denote the length of a string
x ∈ {0, 1}∗. Let (x)2 denote the binary representation of the number x ∈ N.
Let x ↾n denote the ordered sequence of the first n bits of the fractional part
in the binary representation of x ∈ R. That is, x ↾n= x1x2 . . . xn, where (x)2 =
y.x1x2 . . . xnxn+1 . . . with y ∈ {0, 1}
∗ and x1, x2, . . . , xn ∈ {0, 1}. We denote the
result of the computation of an arbitrary Turing machine M with input x ∈ L
by the partial computable function M : L→ L. Let L′
U
denote a binary prefix-
free (or self-delimiting) universal programming language for a prefix universal
Turing machine U. As usual, let 〈 · , · 〉 denote an arbitrary computable bijective
pairing function [12,16], which can be recursively extended in order to encode
any finite ordered n-tuple in the form 〈· , . . . , ·〉. Let w∗ denote the lexicograph-
ically first p ∈ L′
U
such that l(p) is minimum and U(p) = w. The algorithmic
information content of an object w is given by the prefix algorithmic complex-
ity (also known as K-complexity, prefix Kolmogorov complexity, self-delimited
program-size complexity, or Solomonoff-Kolmogorov-Chaitin complexity for pre-
fix universal Turing machines), denoted by K(w), which is the length of the
shortest program w∗ ∈ L′
U
such that U(w∗) = w.
With respect to weak asymptotic dominance of function f by a function g, we
employ the usual f(x) = O(g(x)) for the bigO notation when f is asymptotically
upper bounded by g; and with respect to strong asymptotic dominance by a
function g, we employ the usual f(x) = o(g(x)) when g dominates f .
3 Basic properties of encoded multiaspect graphs
In a general sense, a MAG Gc is said to be encodable (i.e., recursively labeled, or
with a univocal computably ordered data representation) given τ(Gc) iff there
is an algorithm that, given the companion tuple τ(Gc) as input, computes a
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bijective ordering of composite edges e ∈ Ec(Gc) from composite vertices v ∈
V(Gc). That is, if the companion tuple τ(Gc) of the MAG Gc is known, then
one can computably retrieve the position of any composite edge e = {u,v} in
the chosen data representation of Gc from both composites vertices u and v,
and vice-versa.3 This way, following the usual definition of encodings, a MAG
is encodable given τ(Gc) iff there is a algorithm that, given τ(Gc) as input, can
univocally encode any possible E (Gc) that shares the same companion tuple.
As expected, MAGs that have every element of its aspects labeled as a natural
number can always be encoded. The proof of Lemma 1 follows directly from our
construction of MAG as in Notation 2 and the recursive bijective nature of
the pairing function.4 In other words, a MAG can always be encoded if the
information necessary to determine the companion tuple τ(Gc) is previously
given.
Lemma 1. Any arbitrary simple MAG Gc with A (Gc)[i] = {1, . . . , |A (Gc)[i]|} ⊂
N, where |A (Gc)[i]| ∈ N and 1 ≤ i ≤ p = |A (Gc)| ∈ N, is encodable given τ(Gc).
Note that there is then an algorithm that, given a bit string x ∈ {0, 1}∗ of length
|Ec(Gc)| as input, computes a composite edge set E (Gc) and there is another
algorithm that, given the encoded composite edge set E (Gc) as input, returns a
string x. Such strings univocally represent (up to a MAG isomorphism or up to a
reordering of composite edges) the characteristic function (or indicator function)
of pertinence in the set E (Gc), and thus we call them as characteristic strings of
the MAG:
Definition 1. Let
(
e1, . . . , e|Ec(Gc)|
)
be any arbitrary ordering of all possible
composite edges of a simple MAG Gc. We say that a string x ∈ {0, 1}
∗ with
l(x) = |Ec(Gc)| is a characteristic string of a simple MAG Gc iff, for every
ej ∈ Ec(Gc),
ej ∈ E (Gc) ⇐⇒ the j-th digit in x is 1 ,
where 1 ≤ j ≤ l(x).
In order to ensure uniqueness of representations (now only up to a MAG
automorphism) from which the algorithmic complexity are calculated, one may
also choose to encode a MAG into a string-based representation using the pairing
function 〈·, ·〉 and a fixed ordering/indexing of the composite edges:
Definition 2. Let
(
e1, . . . , e|Ec(Gc)|
)
be any arbitrary ordering of all possible
composite edges of a simple MAG Gc. Then, 〈E (Gc)〉 denotes the composite edge
set string 〈〈e1, z1〉 , . . . , 〈en, zn〉〉 such that
zi = 1 ⇐⇒ ei ∈ E (Gc) ,
where zi ∈ {0, 1} with 1 ≤ i ≤ n = |Ec(Gc)|.
3 An explicit formal definition of encodability (i.e., recursive labeling) given the com-
panion tuple τ (Gc) can be found for example in [2].
4 The reader can found a proof of Lemma 1 in [2].
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In the case of graphs (or monoplex networks), we remember that there is al-
ways a unified and decidable way to encode a sequence of all possible undirected
edges given any unordered pair {x, y} of natural numbers x, y ∈ N, for example
by encoding characteristic strings or adjacency matrices of arbitrary finite size.
Thus, encoding classical graphs with characteristic strings or with composite
edge set strings is Turing equivalent and, therefore, it is also equivalent in terms
of algorithmic information. This is indeed an underlying basic property previ-
ously explored, e.g., in [6,22,23]. Additionally, in the case of infinite graphs, it
was shown in [13] that encoding with infinite characteristic strings may generate
other counter-intuitive phenomena with respect to algorithmic randomness. The
present article only deals with finite MAGs and graphs and with infinite fami-
lies of finite MAGs and graphs. Unlike classical graphs, we shall see later on in
Corollary 1 that the relationship between characteristic strings and composite
edge set strings in the case of simple MAGs does not behave so well.
Nevertheless, if the ordering assumed in Definition 1 matches the same or-
dering in Definition 2, we have in Lemma 2 below that both the MAG and its
respective characteristic string are indeed “equivalent” in terms of algorithmic
information, but except for the minimum information necessary to encode the
multidimensional space (e.g., the algorithmic information of the encoded com-
panion tuple in the form 〈τ(Gc)〉 = 〈|A (G )[1]|, . . . , |A (G )[p]|〉). As expected,
the proof follows directly from the fact that an ordering of composite edges is
always embedded into the notion of encodability by composite edge set strings
(a complete proof can be found in [2]).
Lemma 2. Let x ∈ {0, 1}∗. Let Gc be an encodable MAG given τ(Gc) such that
x is the respective characteristic string. Then,
K(〈E (Gc)〉 |x) ≤ K(〈τ(Gc)〉) +O(1) (1)
K(x | 〈E (Gc)〉) ≤ K(〈τ(Gc)〉) +O(1) (2)
K(x) = K(〈E (Gc)〉)±O (K(〈τ(Gc)〉)) . (3)
Note that, since a graph is a MAG of order 1, and in this case characteristic
strings and composite edge set strings become Turing equivalent, then Lemma 2
can be improved in the case of graphs so that one can eliminate K(〈τ(Gc)〉) in
Equations (1) and (2). In addition, one can replace O (K(〈τ(Gc)〉)) in Equa-
tion (3) with O (1).
4 A worst-case algorithmic information distortion from
increasing the number of aspects
Basically, Lemma 2 assures that the information contained in a simple MAG Gc
and in the characteristic string are the same, except for the algorithmic infor-
mation necessary to computably determine the companion tuple. Unfortunately,
one can show in Theorem 2 below that this information deficiency between the
data representation of a MAG (in the form e.g. 〈E (Gc)〉) and its characteristic
Algorithmic Information Distortion 7
string cannot be much more improved in general. In other words, as we show5 in
Theorem 2, there are worst-case scenarios of multidimensional spaces in which
the algorithmic information necessary for retrieving the encoded form of the
MAG from its characteristic string is close (except for a logarithmic term) to
the upper bound given by Equation 1 in Lemma 2. This shows a fundamental
difference between encoding MAGs with characteristic strings (or, equivalently,
adjacency matrices [23]) and encoding MAGs with composite edge set strings.
Theorem 2. There are arbitrarily large encodable simple MAGs Gc given τ(Gc)
such that
K(〈τ(Gc)〉) +O(1) ≥ K(〈E (Gc)〉 |x) ≥ K(〈τ(Gc)〉)−O (log2 (K(〈τ(Gc)〉)))
with K(〈E (Gc)〉) ≥ p−O(1) and K(x) = O (log2 (p)), where x is the respective
characteristic string and p is the order of the MAG Gc.
Proof. The main idea of the proof is to define an arbitrary companion tuple
such that the algorithmic complexity of the characteristic string is sufficiently
small compared to the algorithmic complexity of the companion tuple, while we
can prove that there is a computable procedure that always recovers the com-
panion tuple from 〈E (Gc)〉. First, let Gc be any simple MAG with τ(Gc) =
(|A (Gc)[1]|, . . . , |A (Gc)[p]|) such that
A (Gc)[i] = {1, 2} ⇐⇒ the i-th digit of w is 1
A (Gc)[i] = {1} ⇐⇒ the i-th digit of w is 0
where p ∈ N and w ∈ {0, 1}∗ are arbitrary. Since w is arbitrary, let w be a long
enough finite initial segment of a 1-random real number y. Remember that, if
y is a 1-random real number (i.e., an algorithmically random infinite sequence
[8,12]), then K(y ↾n) ≥ n −O(1) , where n ∈ N is arbitrary. From Lemma 1,
we have that Gc is encodable given τ(Gc). Therefore, there is a program q that
represents an algorithm running on a prefix universal Turing machine U that
proceeds as follows:
(i) receive 〈E (Gc)〉
∗
as input;
(ii) calculate the value of U
(
〈E (Gc)〉
∗) and build a sequence 〈e1, . . . , en〉
of the composite edges ei ∈ Ec(Gc) in the exact same order that they
appear in 〈E (Gc)〉 = U
(
〈E (Gc)〉
∗)
;
(iii) build a finite ordered set
V
′ := {v|e′ ∈ 〈e1, . . . , en〉 , where (e
′ = 〈v,u〉 ∨ e′ = 〈u,v〉)} ;
(iv) build a finite list [A1, . . . , Ap] of finite ordered sets
Ai := {ai|ai is the i-th element of v = (a1, . . . , ap) ∈ V
′} ,
where p is finite and is smaller than or equal to the length of the
longest v ∈ V′;
5 A preliminary version of Theorem 2 can be also found in [2].
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(v) for every i with 1 ≤ i ≤ p, make
zi := |Ai| ;
(vi) return the binary sequence s = x1x2 · · ·xp from
zj ≥ 2 ⇐⇒ xj = 1
zj = 1 ⇐⇒ xj = 0 .
Therefore, from our construction of Gc, we will have that
K(y ↾p) ≤ l
(〈
〈E (Gc)〉
∗
, q
〉)
≤ K(〈E (Gc)〉) +O(1) (4)
holds by the minimality of K(·) and by our construction of q. Moreover, one can
trivially construct an algorithm that returns y ↾p from the chosen companion
tuple τ(Gc) and another algorithm that performs the inverse computation. This
way, we will have that
K(〈τ(Gc)〉) ≤ K(y ↾p) +O(1) ≤ p+O (log2 (p)) (5)
and, since y is 1-random,
p−O(1) ≤ K(y ↾p) ≤ K(〈τ(Gc)〉) +O(1). (6)
Additionally, since E (Gc) and p were arbitrary, we can choose any characteristic
string x such that
K(x) = O (log2 (p)) (7)
holds. For example,6 one can take a trivial x as a binary sequence starting with
1 and repeating 0’s until the length matches the total number of all possible
composite edges
|Ec(Gc)| =
(
2
p
2
±o(p)
)2
−
(
2
p
2
±o(p)
)
2
, (8)
which we know it is possible because of the Borel normality of y [7,8]. Note that,
in this case, our construction of the simple MAGs Gc ensures that the number
of possible composite vertices only varies in accordance with the number of 1’s
in y. Therefore, together with basic inequalities in AIT, we have that
K(〈τ(Gc)〉) ≤ K(〈E (Gc))〉+O(1) ≤
≤ K(x) +K(〈E (Gc)〉 |x) +O(1) ≤
≤ O (log2 (K(〈τ(Gc)〉))) +K(〈E (Gc)〉 |x).
Finally, the proof of K(〈τ(Gc)〉) +O(1) ≥ K(〈E (Gc)〉 |x) follows directly from
Lemma 2. ⊓⊔
6 This is only an example. In fact, one can choose any characteristic string x in which
K(x) ≤ O (log
2
(p)) always holds.
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The reader is then invited to note that the proof of Theorem 2 also works for
many other forms of companion tuples τ(Gc), as long as Equations (4), (5), (6),
and (7) hold. For example, keep w being a long enough finite initial segment of
a 1-random real number y and then define τ(Gc) = (|A (Gc)[1]|, . . . , |A (Gc)[p]|)
such that
A (Gc)[i] = {1, . . . , (f1(p) + f2(p))} ⇐⇒ the i-th digit of w is 1
A (Gc)[i] = {1, . . . , f1(p)} ⇐⇒ the i-th digit of w is 0 ,
where f1 : N→ N \ {0} and f2 : N→ Z \ {0} are arbitrary total computable
functions.
Moreover, as a consequence of Theorem 2, we show in Corollary 1 below a
phenomenon that can only occur for families of objects embedded into arbitrarily
large multidimensional spaces. Specifically, we show that there are two infinite
sets of objects (in particular, one of data representations of multiaspect graphs
and the other of strings) whose every member of one set is an encoding of
the other, but the members of these sets are not always equivalent in terms
of algorithmic information, which is a phenomenon that some may deem to be
counter-intuitive at first glance:
Corollary 1. There is an infinite family F of simple MAGs and an infinite set
X of the correspondent characteristic strings such that, for every constant c ∈ N,
there are Gc ∈ F and x ∈ X, where x is the characteristic string of Gc and
O (log2 (K(〈E (Gc)〉))) > c+K(x) . (9)
Proof. Let c ∈ N be arbitrary. Then, in order to construct the family F , it suffices
to select an infinite number of finite initial segments of a 1-random infinite binary
sequence y such that, for each selected y ↾n, we choose another k > n with
K(y ↾k) ≥ c+K(y ↾n) +O (log2 (K(y ↾k))) . (10)
This procedure can be applied infinitely many times because y is 1-random. Now,
from the proof of Theorem 2, construct an infinite set of companion tuples based
on these initial segments of y. From each of these companion tuples, construct
the characteristic strings in the same way as in the proof of Theorem 2. Finally,
the desired inequality in Equation (9) then follows from Theorem 2 and Equa-
tion (10). ⊓⊔
We can now combine Corollary 1 with Theorems 1 and 2 in order to show that,
although for every MAG there is a graph that is isomorphic to this MAG, they
are not always equivalent in terms of algorithmic information, where in fact the
distortion may be exponential with respect to the algorithmic information of the
graph:
Corollary 2. There are an infinite family F1 of simple MAGs and an infinite
family F2 of classical graphs, where every classical graph in F2 is MAG-graph-
isomorphic to at least one MAG in F1, such that, for every constant c ∈ N, there
are Gc ∈ F1 and a GGc ∈ F2 that is MAG-graph-isomorphic to Gc, where
O (log2 (K(〈E (Gc)〉))) > c+K(〈E (GGc)〉).
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Proof. Let F1 be an infinite family of simple MAGs that satisfies Corollary 1. Let
F2 be a family composed of the classical graphs that are MAG-graph-isomorphic
to the MAGs in F1. Then, for every Gc ∈ F1 and GGc ∈ F2 that is MAG-graph-
isomorphic to Gc, both have the same characteristic string. Remember that, for
classical graphs, Equation (3) holds in the form K(x) = K (〈E (GGc)〉) ±O (1).
Finally, the proof then follows from Corollary 1. ⊓⊔
5 Conclusion
This article presented mathematical results on the limitations for algorithmic
information theory (AIT) to be applied to the study of multidimensional net-
works with a large number of non-uniform node dimensions (i.e., aspects). In the
case of importing previous approaches for graphs or monoplex networks to node-
aligned multidimensional networks, we demonstrated in Theorem 2, Corollary 1,
and Corollary 2 the existence of worst-case distortions for network complexity
analysis based on network information content or lossless compressibility. When
comparing a logarithmically compressible network topology embedded into a
high-algorithmic-complexity multidimensional space with this low-algorithmic-
complexity network topology embedded into a unidimensional space, we showed
that, in the general case, there are algorithmic complexity distortions that grow
linearly with the number of aspects and exponentially with respect to the al-
gorithmic complexity of the monoplex network. These distortions occur even
though both the multidimensional network and the monoplex network are iso-
morphic structures.
These results show that a more careful analysis should be taken with pur-
pose of evaluating how the number of distinct aspects, the respective sizes of
each aspect, and the ordering that these might be encoded affect the algorith-
mic information of the whole network. This way, the present article highlights
the importance of: (i) taking into account the algorithmic complexity of the
data structure itself; and (ii) going beyond the algorithmic complexity of encod-
ing multidimensional networks with characteristic strings or adjacency matrices,
for instance. Unlike graphs (or monoplex networks), the irreducible information
content of a multidimensional network may be highly dependent on the choice
of the encoded isomorphic copy.
As we have only dealt with node-aligned multidimensional networks in the
form of MAGs, future research is needed for establishing worst-case scenarios
when the multidimensional network is not node aligned.
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