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RESUMEN
SOBRE OPERADORES LINEALES EN EL A´LGEBRA
GEOME´TRICA
JESSICA BARRIENTOS VIVANCO
Octubre 2019
Asesor : Dr. Edgar Dio´genes Vera Saravia.
T´ıtulo Obtenido : Licenciada en Matema´tica.
El presente trabajo trata sobre los operadores lineales en el A´lgebra Geome´tri-
ca Euclideana Tridimensional AG(3), que es el a´lgebra de Clifford en el espacio eucli-
deano R3. El objetivo es mostrar que los operadores lineales se pueden reescribir usando
el formalismo del a´lgebra geome´trica, mejorando el tratamiento matema´tico tradicional.
Este nuevo enfoque presenta una visio´n alternativa del a´lgebra de matrices,
porque trabaja directamente con vectores sin recurrir a sus componentes en alguna ba-
se, por ello esta versio´n invariante facilita el ca´lculo.
Los operadores lineales ma´s importantes sera´n representados en te´rminos
del a´lgebra geome´trica, usando la suma y producto de multivectores.
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ABSTRACT
ON LINEAR OPERATORS IN THE GEOMETRIC ALGEBRA
JESSICA BARRIENTOS VIVANCO
October 2019
Adviser : Dr. Edgar Dio´genes Vera Saravia.
Obtained Degree : Licentiate in Mathematic.
The present work is about linear operators in the Three-dimensional Eucli-
dean Geometric Algebra AG(3), which is the Clifford algebra in the euclidean space
R
3. The objective is to show that linear operators can be rewritten using the geometric
algebra formalism, improving the traditional mathematical treatment.
This new approach presents an alternative view of matrix algebra, because
it works directly with vectors without resorting to its components in some base, so this
invariant version facilitates the calculation.
The most important linear operators will be represented in terms of geome-
tric algebra using the sum and product of multivectors.
Keywords : Geometric Algebra.
Inside product.
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Geometric Product.
Linear Operators.
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Introduccio´n
El presente trabajo trata sobre los operadores lineales en el A´lgebra Geome´tri-
ca Euclideana Tridimensional AG(3). Esta a´lgebra geome´trica es una representacio´n de
las a´lgebras de Clifford en el espacio euclideano R3. Este trabajo tiene como objetivo
mostrar que los operadores lineales escritos con un formalismo matema´tico tradicional
se pueden reescribir usando el formalismo del a´lgebra geome´trica.
El a´lgebra geome´trica presenta una visio´n alternativa del a´lgebra de matri-
ces. El ca´lculo se desarrolla sin introducir bases arbitrarias y se opera directamente los
vectores sin descomponerlos en componentes. Este nuevo enfoque presenta una notacio´n
invariante que facilita el ca´lculo. Por esta razo´n se dice que esta a´lgebra es ma´s eficiente
que el a´lgebra de matrices, ya que presenta un mayor contenido algebraico geome´trico.
Los operadores lineales ma´s importantes sera´n representados en te´rminos
del a´lgebra geome´trica usando la suma y producto de multivectores. Por ejemplo:
Py(x) = y
−1(y ↓ x) =
1
2
(x+ y−1xy)
es el operador proyeccio´n en te´rminos del a´lgebra geome´trica.
El trabajo esta dividido en tres cap´ıtulos:
En el Cap´ıtulo 1 se definira´ el concepto de producto interior y sus propie-
dades. Luego los conceptos de los productos nuevos: el producto exterior y el producto
geome´trico, que sera´n usados en todo el desarrollo del trabajo.
En el Cap´ıtulo 2 se desarrollara´ el concepto del A´lgebra Geome´trica Eucli-
deana Tridimensional AG(3) con una representacio´n polinomial. Luego se definira´ el
producto interior, exterior, vectorial y sus propiedades. Finalmente algunos conceptos
de gran utilidad en el desarrolllo del trabajo, como el trivector ba´sico, la dualidad
geome´trica y bivectores.
En el Cap´ıtulo 3 se desarrollara´ el concepto de los operadores lineales en el
A´lgebra Geome´trica Euclideana Tridimensional AG(3). Luego se definira´ los conceptos
y propiedades de los operadores lineales ma´s importantes usando el formalismo del
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a´lgebra geome´trica. Los operadores lineales que sera´n representados en te´rminos del
a´lgebra geome´trica son: operadores adjuntos, no-singulares, sime´trico, antisime´trico,
ortogonal y normal. Tambie´n se presentara´ un nuevo concepto el operador inducido,
que es un operador que preserva producto exterior.
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Cap´ıtulo 1
Los Or´ıgenes del A´lgebra
Geome´trica
En este cap´ıtulo mencionaremos algunos puntos histo´ricos importantes sobre
los or´ıgenes del a´lgebra geome´trica. Tambie´n se mencionara´ los personajes que contribu-
yeron directamente con la construccio´n de lo que conocemos actualmente como a´lgebra
geome´trica.
En 1844, Grassmann publica de forma completa la “teor´ıa de la extensio´n”.
Esta fue una obra muy novedosa para su e´poca, que fue incomprendida por los ma-
tema´ticos que la leyeron o intentaron leerla. Grassmann escrib´ıa con un elevado nivel
de abstraccio´n, producto de su formacio´n acade´mica. En esta obra Grassmann presenta
el producto exterior, que fue ignorado gran parte de su vida. Clifford leyo´ la obra de
Grassmann y comprendio´ la importancia de co´mo encajaban los cuaterniones de Ha-
milton dentro de sus ideas.
En 1878, Clifford publico´ un art´ıculo llamado Applications of Grassmann’s
Extensive Algebra. En este art´ıculo Clifford propone unir los productos interiores y ex-
teriores en un solo producto, llamado el producto geome´trico. Toda la teor´ıa que implica
estos productos lo denomino´ a´lgebra geome´trica. Esta a´lgebra permite unificar diferen-
tes conceptos matema´ticos como a´lgebra exterior, operadores lineales, determinantes,
nu´meros complejos, cuaterniones, espinores, etc. Clifford hubiera podido relacionar su
producto con los cuaterniones, y su sistema deber´ıa haber dominado la f´ısica matema´ti-
ca. Pero Clifford murio´ joven, a la edad de solo 33 an˜os. Luego el ca´lculo vectorial fue
fuertemente promovido por Gibbs y ra´pidamente se hizo popular, eclipsando a Clifford
y el trabajo de Grassmann. Estos acontecimientos histo´ricos lo podemos encontrar en
[3].
Gibbs, Heaviside y Helmholtz impulsaron la idea de que siendo el mundo
f´ısico tridimensional solo se necesitaba el a´lgebra vectorial, pero esta a´lgebra resulto´ li-
mitada y presento´ serias deficiencias frente a los requerimientos matema´ticos de la
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relatividad y la meca´nica cua´ntica. Por ello se detuvo el uso del a´lgebra geome´trica
hasta la primera mitad del siglo XX.
En 1928, Pauli considero el a´lgebra real no conmutativa de matrices com-
plejas C2x2, una conocida representacio´n matricial del a´lgebra geome´trica AG(3) que
sera´ utilizada en el presente trabajo. Pauli utilizo´ las siguientes matrices llamadas las
matrices de Pauli,
σ1 =
[
0 1
1 0
]
, σ2 =
[
1 0
0 −1
]
, σ3 =
[
0 −i
i 0
]
para construir la base de C2x2, como R-espacio vectorial:
{σ0, σ1, σ2, σ3, σ1σ2, σ1σ3, σ2σ3, σ1σ2σ3} (1.1)
donde σ0 denota la matriz identidad.
Para abstraer conceptos y construir el a´lgebra geome´trica AG(3) que nos interesa,
conviene considerar nuevas variables:
σ0 = 1 y σi = ei, para i ∈ {1, 2, 3}
En este nuevo contexto la base de Pauli (1.1) se escribe:
{1, e1, e2, e3, e1e2, e1e3, e2e3, e1e2e3} (1.2)
Y operando con matrices se tiene que la base (1.2) determina una tabla multiplicativa
que se muestra en el cap´ıtulo 2.
En 1966, David Hestenes recupera el significado geome´trico subyacente a las
a´lgebras de Pauli y Dirac. Publica sus resultados en el a´lgebra del espacio-tiempo. En
1984, Hestenes y Sobczyk publican A´lgebra de Clifford para Ca´lculo Geome´trico. Este
libro describe un lenguaje unificado para muchos para matema´ticos, f´ısicos e ingenieros.
En 1986, Hestenes publica Nuevos Fundamentos para la Meca´nica Cla´sica.(Ver [3])
Desde 1990, Cambridge utiliza frecuentemente el a´lgebra geome´trica a di-
versos temas como agujeros negros y cosmolog´ıa, teor´ıa del campo cua´ntico, visio´n por
computador, etc.
Ahora desarrollaremos algunas definiciones y propiedades importantes que
contribuyeron directamente a la teor´ıa de lo que hoy conocemos como A´lgebra Geome´tri-
ca.
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1.1. El Producto Interior
1.1. El Producto Interior
Definicio´n 1.1.1. Sea V un espacio vectorial real. Supongamos que a todo par de
vectores x e y ∈ V se le asigna nu´mero real denotado por x ↓ y. Esta funcio´n se llama
producto interior en V si satisface los siguientes axiomas: (Ver[5])
1. (αx+ βy) ↓ z = α(x ↓ z) + β(y ↓ z)
2. x ↓ y = y ↓ x
3. x ↓ x ≥ 0 y adema´s si x ↓ x = 0 ⇐⇒ x = 0
1.2. El Producto Exterior
Por ahora solo vamos a denotar el producto exterior de dos vectores y tam-
bie´n su interpretacio´n geome´trica. En cap´ıtulo 2 definiremos el producto exterior de
multivectores de manera general.
El producto exterior de dos vectores x e y se denota por:
x ↑ y
Observacio´n 1.2.1.
1. x ↑ y es llamado bivector.
2. El bivector x ↑ y se puede representar como un segmento de plano dirigido. (Fi-
gura 1.1)
x
y
x ↑ y
Figura 1.1:
3. Los bivectores x ↑ y e y ↑ x tienen orientaciones opuestas. (Figura 1.2)
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1.2. El Producto Exterior
x
y
x ↑ y
y
x
y ↑ x
Figura 1.2:
4. El producto exterior del bivector x ↑ y con el vector z se escribe (x ↑ y) ↑ z.
(Figura 1.3)
x
y
z
(x ↑ y) ↑ z
Figura 1.3:
Proposicio´n 1.2.2. Sean x, y, z vectores. Se cumple:(Ver [4])
1. x ↑ y = −y ↑ x
2. x ↑ x = 0
3. λ(x ↑ y) = (λx) ↑ y = x ↑ (λy)
4. x ↑ (y + z) = x ↑ y + x ↑ z
5. (x ↑ y) ↑ z = x ↑ (y ↑ z)
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1.3. El Producto Geome´trico
1.3. El Producto Geome´trico
Definicio´n 1.3.1. El producto geome´trico de dos vectores x e y se define por:
xy = x ↓ y + x ↑ y
Observacio´n 1.3.2.
1. Sabemos que el producto geome´trico de dos vectores x e y es:
xy = x ↓ y + x ↑ y (1.3)
yx = y ↓ x+ y ↑ x (1.4)
Como x ↑ y = −y ↓ x
Sumando y restando (1.3) y (1.4) tenemos:
x ↓ y =
1
2
(xy + yx) (1.5)
x ↑ y =
1
2
(xy − yx) (1.6)
2. De la ecuacio´n (1.5) tenemos:
xy = 2x ↓ y − yx
3. Si x ↑ y = 0, entonces: xy = x ↓ y = yx
4. Si x ↓ y = 0, entonces: xy = x ↑ y = −y ↑ x = −yx
Ejemplo 1.3.3. Sean e1, e2 vectores cano´nicos, entonces : e1e2 = e1 ↑ e2
En efecto:
Como e1 ↓ e2 = 0, entonces:
e1e2 = e1 ↓ e2 + e1 ↑ e2
⇒ e1e2 = e1 ↑ e2
Proposicio´n 1.3.4. Sean x, y, z vectores. Se cumple:(Ver [4])
1. (xy)z = x(yz)
2. x(y + z) = xy + xz
(x+ y)z = xz + yz
3. λ(xy) = (λx)y = x(λy)
4. xy 6= yx
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1.3. El Producto Geome´trico
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Cap´ıtulo 2
El A´lgebra Geome´trica Euclideana
Tridimensional AG(3)
En este cap´ıtulo definiremos lo que se conoce hoy en d´ıa como El A´lgebra
Geome´trica Euclideana Tridimensional AG(3), con una representacio´n polinomial, es-
ta versio´n lo podemos encontrar en [10] . Luego se desarrollara´ algunas propiedades y
conceptos importantes que sera´n de gran utilidad en el desarrollo del tema.
Usaremos como estructura inicial el siguiente R-espacio vectorial de polino-
mios reales, en las variables e1, e2, e3, donde e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
AG(3) =
{
7∑
i=0
aiei tal que ai ∈ R
}
Denotamos:
e0 = 1
e4 = e1e2 = e12
e5 = e1e3 = e13
e6 = e2e3 = e23
e7 = e1e2e3 = e123
Utilizaremos la base cano´nica de R3 para definir El A´lgebra Geome´trica
Euclideana Tridimensional AG(3), pero en general se puede utilizar cualquier base or-
tonormal para definir esta a´lgebra geome´trica.
2.1. Definiciones y Propiedades Principales
Definicio´n 2.1.1. El A´lgebra Geome´trica Euclideana Tridimensional AG(3) es el R-
espacio vectorial de polinomios reales, en las variables e1, e2, e3
AG(3) = {x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7 tal que xi ∈ R}
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2.1. Definiciones y Propiedades Principales
AG(3) estara´ provisto de un producto distributivo y asociativo pero no conmutativo lla-
mado producto geome´trico, determinado por una aplicacio´n R-bilineal asociativa pero
no conmutativa: AG(3) × AG(3) → AG(3), que se procesa utilizando la distributidad,
la asociatividad y la siguiente tabla en lugar de la conmutatividad:
1 e1 e2 e3 e1e2 e3e1 e2e3 e1e2e3
e1 1 e1e2 −e3e1 e2 −e3 e1e2e3 e2e3
e2 −e1e2 1 e2e3 −e1 e1e2e3 e3 e3e1
e3 e3e1 −e2e3 1 e1e2e3 e1 −e2 e1e2
e1e2 −e2 e1 e1e2e3 −1 e2e3 −e3e1 −e3
e3e1 e3 e1e2e3 −e1 −e2e3 −1 e1e2 −e2
e2e3 e1e2e3 −e3 e2 e3e1 −e1e2 −1 −e1
e1e2e3 e2e3 e3e1 e1e2 −e3 −e2 −e1 −1
Observacio´n 2.1.2.
1 . La estructura vectorial de AG(3) nos permite sumar sus elementos como polino-
mios, sin embargo para multiplicar se debe tener en cuenta que se trata de un
proceso similar al producto de polinomios pero solo podemos usar la distributi-
vidad y la asociatividad pero no la conmutatividad, en su lugar debemos usar la
tabla anterior.
2 . De la tabla anterior se verifica la 3-Condicio´n de Dirac Euclideana:
eiej + ejei = 2δij, donde i, j ∈ {1, 2, 3}
Donde δij es el delta de kronecker:
δij =
{
1 , i = j
0 , i 6= j
Proposicio´n 2.1.3. La condiciones de Dirac son equivalentes a las condiciones de
Grassmann - Clifford:
eiei = 1 y ejei = −eiej; donde i, j ∈ {1, 2, 3}
Demostracio´n.
Probaremos que las condiciones de Dirac implican las condiciones de Grassmann -
Clifford. Tenemos por hipo´tesis: eiej + ejei = 2δij, i, j ∈ {1, 2, 3}, donde:
δij =
{
1 , i = j
0 , i 6= j
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2.1. Definiciones y Propiedades Principales
Si i = j : eiei + eiei = 2δii ⇒ 2eiei = 2(1) ⇒ eiei = 1
Si i 6= j : eiej + ejei = 2δij ⇒ eiej + ejei = 2(0) ⇒ eiej = −ejei
Por lo tanto se satisface las condiciones de Grassmann-Clifford.
Rec´ıprocamente si se satisface : eiei = 1, ejei = −eiej, i, j ∈ {1, 2, 3}
Si i = j : eiei + eiei = 2 ⇒ eiei + eiei = 2(1) ⇒ eiei + eiei = 2δii
Si i 6= j : eiej = −ejei ⇒ eiej + ejei = 0 = 2δij ⇒ eiej + ejei = 2δij
Por lo tanto se satisface las condiciones de Dirac.
Proposicio´n 2.1.4. El conjunto {1, e1, e2, e3, e4, e5, e6, e7} es una R-base de AG(3)
Demostracio´n.
Sabemos que: e4 = e1e2, e5 = e1e3, e6 = e2e3, e7 = e1e2e3.
Primero probaremos que el conjunto {1, e123} es linealmente independiente.
En efecto:
Sean a, b ∈ R tal que a + be123 = 0, entonces 0 ≤ a
2 = (−be123)
2 = −b2 ≤ 0, de donde
se concluye que a = b = 0.
Probaremos que el conjunto {1, e1, e2, e3, e4, e5, e6, e7} es linealmente independiente
En efecto:
Sea xi ∈ R tal que:
x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7 = 0 (2.1)
e1(x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7)e1 = 0
e1x0e1 + e1x1e1e1 + e1x2e2e1 + e1x3e3e1 + e1x4e4e1 + e1x5e5e1 + e1x6e6e1 + e1x7e7e1 = 0
x0e1e1 + x1e1e1e1 + x2e1e2e1 + x3e1e3e1 + x4e1e4e1 + x5e1e5e1 + x6e1e6e1 + x7e1e7e1 = 0
x0 + x1e1 + x2e1e2e1 + x3e1e3e1 + x4e1e1e2e1 + x5e1e1e3e1 + x6e1e2e3e1 + x7e1e1e2e3e1 = 0
x0 + x1e1 + x2e1e2e1 + x3e1e3e1 + x4e2e1 + x5e3e1 + x6(−e2e1)(−e1e3) + x7e2(−e1e3) = 0
x0 + x1e1 + x2e1(−e1e2) + x3e1(−e1e3) + x4e1(−e1e2) + x5e1(−e1e3) + x6e2e3 + x7e1e2e3 = 0
x0 + x1e1 − x2e2 − x3e3 − x4e4 − x5e5 + x6e6 + x7e7 = 0 (2.2)
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Sumando (2.1) y (2.2) tenemos :
x0 + x1e1 + x6e6 + x7e7 = 0 (2.3)
e2(x0 + x1e1 + x6e6 + x7e7)e2 = 0
e2x0e2 + e2x1e1e2 + e2x6e6e2 + e2x7e7e2 = 0
x0e2e2 + x1e2e1e2 + x6e2e6e2 + x7e2e7e2 = 0
x0 + x1e2(−e2e1) + x6e2e2e3e2 + x7e2e1e2e3e2 = 0
x0 − x1e1 + x6e3e2 + x7(−e1e2)e2e3e2 = 0
x0 − x1e1 + x6(−e2e3) + x7e1(−e3e2) = 0
x0 − x1e1 + x6(−e2e3) + x7e1e2e3 = 0
x0 − x1e1 − x6e6 + x7e7 = 0 (2.4)
Sumando (2.3) y (2.4) tenemos :
x0 + x7e7 = 0
(x0 + x7e7)e7 = 0
x0e7 + x7e7e7 = 0
x0e7 + x7e1e2e3e1e2e3 = 0
x0e7 + x7(e1e2e3)
2 = 0
x0e7 + (−1)x7 = 0
x0e7 − x7 = 0
⇒x0 = x7 = 0 , pues {1, e123} es L.I. (2.5)
Sumando (2.4) y (2.5) tenemos :
− x1e1 − x6e6 = 0
x1e1 + x6e6 = 0
e1(x1e1 + x6e6) = 0
x1e1e1 + x6e1e6 = 0
x1e1e1 + x6e1e2e3 = 0
x1 + x6e7 = 0
⇒x1 = x6 = 0 , pues {1, e123} es L.I. (2.6)
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De (2.1),(2.5) y (2.6) tenemos :
x2e2 + x3e3 + x4e4 + x5e5 = 0 (2.7)
e2(x2e2 + x3e3 + x4e4 + x5e5)e2 = 0
e2x2e2e2 + e2x3e3e2 + e2x4e4e2 + e2x5e5e2 = 0
x2e2e2e2 + x3e2e3e2 + x4e2e4e2 + x5e2e5e2 = 0
x2e2 + x3e2(−e2e3) + x4e2e1e2e2 + x5e2e1e3e2 = 0
x2e2 + x3(−e3) + x4e2e1 + x5(−e1e2)(−e2e3) = 0
x2e2 − x3(e3) + x4(−e1e2) + x5(e1e3) = 0
x2e2 − x3(e3)− x4e1e2 + x5(e1e3) = 0
x2e2 − x3e3 − x4e4 + x5e5 = 0 (2.8)
Sumando (2.7) y (2.8) tenemos :
x2e2 + x5e5 = 0
(x2e2 + x5e5)e2 = 0
x2e2e2 + x5e5e2 = 0
x2 + x5e1e3e2 = 0
x2 + x5e1(−e2e3) = 0
x2 − x5e7 = 0
⇒x2 = x5 = 0 , pues {1, e123} es L.I.
⇒x0 = x1 = x2 = x3 = x4 = x5 = x6 = x7 = 0
Luego {1, e1, e2, e3, e4, e5, e6, e7} es L.I.
Por lo tanto {1, e1, e2, e3, e4, e5, e6, e7} es una R-base de AG(3)
Definicio´n 2.1.5.
1. Sea 〈AG(3)〉j la familia de polinomios homoge´neos de grado j. Los elementos de
〈AG(3)〉j son llamados j-vectores, donde j ∈ {0, 1, 2, 3}
2. 〈AG(3)〉j es un subespacio vectorial de AG(3), para todo j = 0,1,2,3.
Definicio´n 2.1.6.
1. Los escalares son llamados 0-vectores.
2. Los vectores son llamados 1-vectores.
3. Los bivectores son llamados 2-vectores.
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4. Los trivectores son llamados 3-vectores.
5. Los elementos de AG(3) son llamados multivectores.
Proposicio´n 2.1.7. El a´lgebra geome´trica euclideana tridimensional AG(3) es la suma
directa de la familia de polinomios homoge´neos de grado j.
AG(3) =
3⊕
j=0
〈AG(3)〉j
Demostracio´n.
Sea M ∈ AG(3), entonces:
M = x0e0︸︷︷︸
∈〈AG(3)〉0
+ x1e1 + x2e2 + x3e3︸ ︷︷ ︸
∈〈AG(3)〉1
+ x4e4 + x5e5 + x6e6︸ ︷︷ ︸
∈〈AG(3)〉2
+ x7e7︸︷︷︸
∈〈AG(3)〉3
Luego:
AG(3) = 〈AG(3)〉0 + 〈AG(3)〉1 + 〈AG(3)〉2 + 〈AG(3)〉3
Sea M =
∑7
j=0 xjej = 0 ∈ AG(3) si y solo si xj = 0, ∀j
x0e0 = 0 ∈ 〈AG(3)〉0
x1e1 + x2e2 + x3e3 = 0 ∈ 〈AG(3)〉1
x4e4 + x5e5 + x6e6 = 0 ∈ 〈AG(3)〉2
x7e7 = 0 ∈ 〈AG(3)〉3
Por lo tanto:
AG(3) =
3⊕
j=0
〈AG(3)〉j
Observacio´n 2.1.8.
1. La proposicio´n 2.1.7 nos dice que todo elemento M de AG(3), se escribe de ma-
nera u´nica como suma de j-vectores, es decir:
M = M0︸︷︷︸
0-vector
+ M1︸︷︷︸
1-vector
+ M2︸︷︷︸
2-vector
+ M3︸︷︷︸
3-vector
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2. Sea M ∈ AG(3), entonces:
M = x0e0︸︷︷︸
0-vector︸ ︷︷ ︸
∈〈AG(3)〉0
+ x1e1 + x2e2 + x3e3︸ ︷︷ ︸
1-vector︸ ︷︷ ︸
∈〈AG(3)〉1
+ x4e4 + x5e5 + x6e6︸ ︷︷ ︸
2-vector︸ ︷︷ ︸
∈〈AG(3)〉2
+ x7e7︸︷︷︸
3-vector︸ ︷︷ ︸
∈〈AG(3)〉3
xj ∈ R, donde j ∈ {0, 1, 2, 3}
Definicio´n 2.1.9.
1. Todo multivector M ∈ AG(3) se descompone como suma de j-vectores, es decir:
M = 〈M〉0 + 〈M〉1 + 〈M〉2 + 〈M〉3
Donde 〈M〉j es llamado la parte j-vector de M,donde j ∈ {0, 1, 2, 3}
2. Si M = 〈M〉j, entonces M es homoge´neo de grado j, es decir, M es un j-vector.
Ejemplo 2.1.10. Sea M = 2e6 + 3e1 − 7e3 + 6e4 + 5e5 + e2 + 10e7 + 9, entonces:
〈M〉0 = 9 es llamado la parte 0-vector de M
〈M〉1 = 3e1 + e2 − 7e3 es llamado la parte 1-vector de M
〈M〉2 = 6e4 + 5e5 + 2e6 es llamado la parte 2-vector de M
〈M〉3 = 10e7 es llamado la parte 3-vector de M
2.2. Suba´lgebras y Subespacios de AG(3)
Las suba´lgebras de AG(3) pueden ser conmutativas y no conmutativas y
dependera´ de los subespacios vectoriales de AG(3). Algunos subespacios vectoriales
〈AG(3)〉j de AG(3) son isomorfos como espacios vectoriales a espacios conocidos, por
ello es ma´s fa´cil la comprensio´n de esta nueva teor´ıa.
Proposicio´n 2.2.1.
1. 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es una suba´lgebra conmutativa de AG(3).
2. 〈AG(3)〉0 ⊕ 〈AG(3)〉2 es una suba´lgebra no conmutativa de AG(3).
Demostracio´n. (1)
Sea M,N ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉3 , entonces:
M = a0e0 + a7e7, donde a0, e7 ∈ R
N = b0e0 + b7e7, donde b0, b7 ∈ R
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⇒MN = (a0e0 + a7e7)(b0e0 + b7e7)
= a0b0e0e0 + a0b7e0e7 + a7b0e7e0 + a7b7e7e7
= a0b0e0 + a0b7e7 + a7b0e7 + a7b7(−1), pues e0 = 1, e7e7 = −1
= a0b0e0 + a0b7e7 + a7b0e7 − a7b7e0
⇒MN = (a0b0 − a7b7)︸ ︷︷ ︸
a∈R
e0 + (a0b7 + a7b0)︸ ︷︷ ︸
b∈R
e7
⇒MN = ae0 + be7, a, b ∈ R (2.9)
⇒MN ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉3
Luego
NM = (b0e0 + b7e7)(a0e0 + a7e7)
= (b0a0e0e0 + b0a7e0e7 + b7a0e7e0 + b7a7e7e7)
= b0a0e0 + b0a7e7 + b7a0e7 + b7a7(−1)
= b0a0e0 + b0a7e7 + b7a0e7 − b7a7e0
= (b0a0 − b7a7)︸ ︷︷ ︸
a∈R
e0 + (b0a7 + b7a0)︸ ︷︷ ︸
b∈R
e7
⇒ NM = ae0 + be7, a, b ∈ R (2.10)
⇒ NM ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉3
De (2.9) y (2.10) tenemos: MN = NM
Por lo tanto 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es suba´lgebra conmutativa de AG(3).
Demostracio´n. (2)
Sea M,N ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉2, entonces:
M = a0e0 + a4e4 + a5e5 + a6e6; donde a0, a4, a5, a6 ∈ R
N = b0e0 + b4e4 + b5e5 + b6e6; donde b0, b4, b5, b6 ∈ R
⇒MN = (a0e0 + a4e4 + a5e5 + a6e6)(b0e0 + b4e4 + b5e5 + b6e6)
= a0b0e0e0 + a0b4e0e4 + a0b5e0e5 + a0b6e0e6 + a4b0e4e0 + a4b4e4e4 + a4b5e4e5
+ a4b6e4e6 + a5b0e5e0 + a5b4e5e4 + a5b5e5e5 + a5b6e5e6 + a6b0e6e0 + a6b4e6e4
+ a6b5e6e5 + a6b6e6e6
= a0b0e0 + a0b4e4 + a0b5e5 + a0b6e6 + a4b0e4 + a4b4(−e0) + a4b5(−e6)
+ a4b6(e5) + a5b0e5 + a5b4(e6) + a5b5(−e0) + a5b6(−e4) + a6b0e6
+ a6b4(−e5) + a6b5(e4) + a6b6(−e0)
⇒MN = (a0b0 − a4b4 − a5b5 − a6b6)e0 + (a0b4 + a4b0 − a5b6 + a6b5)e4
+ (a0b5 + a4b6 + a5b0 − a6b4)e5 + (a0b6 − a4b5 + a5b4 + a6b0)e6 (2.11)
⇒MN ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉2
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Luego
NM = (b0e0 + b4e4 + b5e5 + b6e6)(a0e0 + a4e4 + a5e5 + a6e6)
= b0a0e0e0 + b0a4e0e4 + b0a5e0e5 + b0a6e0e6 + b4a0e4e0 + b4a4e4e4 + b4a5e4e5
+ b4a6e4e6 + b5a0e5e0 + b5a4e5e4 + b5a5e5e5 + b5a6e5e6 + b6a0e6e0 + b6a4e6e4
+ b6a5e6e5 + b6a6e6e6
= b0a0e0 + b0a4e4 + b0a5e5 + b0a6e6 + b4a0e4 + b4a4(−e0) + b4a5(−e6)
+ b4a6(e5) + b5a0e5 + b5a4(e6) + b5a5(−e0) + b5a6(−e4) + b6a0e6
+ b6a4(−e5) + b6a5(e4) + b6a6(−e0)
⇒ NM = (b0a0 − b4a4 − b5a5 − b6a6)e0 + (b0a4 + b4a0 − b5a6 + b6a5)e4
+ (b0a5 + b4a6 + b5a0 − b6a4)e5 + (b0a6 − b4a5 + b5a4 + b6a0)e6 (2.12)
⇒ NM ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉2
De (2.11) y (2.12) tenemos: MN 6= NM
Por lo tanto 〈AG(3)〉0 ⊕ 〈AG(3)〉2 es un suba´lgebra no conmutativa de AG(3).
Proposicio´n 2.2.2. Tenemos los siguientes isomorfismos como R-espacios vectoriales:
1. El subespacio vectorial 〈AG(3)〉0 es isomorfo a R y el subespacio vectorial 〈AG(3)〉3
es isomorfo a Re123 :
〈AG(3)〉0 ∼= R y 〈AG(3)〉3 ∼= Re123
2. El subespacio vectorial 〈AG(3)〉1 es isomorfo a R
3 :
〈AG(3)〉1 ∼= R
3
Es un isomorfismo natural, en lo que sigue identificaremos estos dos R-espacios
vectoriales.
3. Entre C (Complejos) y la suba´lgebra conmutativa de AG(3), hay un isomorfismo
natural :
C ∼= 〈AG(3)〉0 ⊕ 〈AG(3)〉3
En lo que sigue identificaremos estas dos R-a´lgebras conmutativas.
4. Entre H (Cuaterniones) y la suba´lgebra no conmutativa de AG(3), hay un iso-
morfismo natural :
H ∼= 〈AG(3)〉0 ⊕ 〈AG(3)〉2
Demostracio´n. (2)
Probaremos que: 〈AG(3)〉1 es isomorfo a R
3
Definimos:
ϕ : R3 →〈AG(3)〉1
(a, b, c) 7→ ϕ(a, b, c) = ae1 + be2 + ce3
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ϕ es lineal.
En efecto:
Sea (a, b, c), (m,n, p) ∈ R3, donde a, b, c,m, n, p, α ∈ R
ϕ((a, b, c) + (m,n, p)) = ϕ(a+m, b+ n, c+ p)
= (a+m)e1 + (b+ n)e2 + (c+ p)e3
= ae1 +me1 + be2 + ne2 + ce3 + pe3
= ϕ(a, b, c) + ϕ(m,n, p)
⇒ ϕ((a, b, c) + (m,n, p)) = ϕ(a, b, c) + ϕ(m,n, p)
ϕ(α(a, b, c)) = ϕ(αa+ αb+ αc)
= αae1 + αbe2 + αce3
= α(ae1 + be2 + ce3)
= αϕ(a, b, c)
Luego ϕ es lineal.
ϕ es inyectiva.
En efecto:
Sea (a, b, c), (m,n, p) ∈ R3, entonces:
ϕ(a, b, c) = ϕ(m,n, p)
ae1 + be2 + ce3 = me1 + ne2 + pe3
⇒ a = m, b = n, c = p
⇒ (a, b, c) = (m,n, p)
Luego ϕ es inyectiva.
ϕ es sobreyectiva.
En efecto: Si M ∈ 〈AG(3)〉1, consideramos M = ae1 + be2 + ce3
Entonces M = ϕ(a, b, c)
Luego ϕ es sobreyectiva
Por lo tanto 〈AG(3)〉1 ∼= R
3
Demostracio´n. (3)
Probaremos que 〈AG(3)〉0 ⊕ 〈AG(3)〉3 ∼= C
Definimos:
f : 〈AG(3)〉0 ⊕ 〈AG(3)〉3 −→ C
a+ be123 7−→ a+ bı
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Veamos que f es lineal.
En efecto:
Sean a+ be123, a1 + b1e123 ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉3, donde a, b, a1, b1, c ∈ R
f((a+ be123) + (a1 + b1e123)) = f((a+ a1) + (be123 + b1e123))
= f((a+ a1) + (b+ b1)e123)
= (a+ a1) + (b+ b1)ı
= (a+ bı) + (a1 + b1ı)
= f(a+ be123) + f(a1 + b1e123)
f(c(a+ be123)) = f(ca+ cbe123)
= ca+ cbı
= c(a+ bı)
= cf(a+ be123)
Luego f es lineal.
Veamos que f es inyectiva:
En efecto:
Sea a+ be123 ∈ Nu(f)⇒ f(a+ be123) = 0 = 0 + 0ı
⇒ a+ bı = 0 + 0ı
⇔ a = b = 0
⇒ Nu(f) = {0}
Luego f es inyectiva.
Veamos que f es sobreyectiva:
En efecto:
Sea a+ bı ∈ C, consideremos a+ be123 ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉3
Entonces f(a+ be123) = a+ bı
Luego f es sobreyectiva
Por lo tanto 〈AG(3)〉0 ⊕ 〈AG(3)〉3 ∼= C
Demostracio´n. (4)
Probaremos que 〈AG(3)〉0 ⊕ 〈AG(3)〉2 ∼= H
Definimos:
f : 〈AG(3)〉0 ⊕ 〈AG(3)〉2 −→ H
a0 + a4e12 + a5e13 + a6e23 7−→ a0 + a4e4 + a5e5 + a6e6
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Veamos que f es lineal.
En efecto:
Sea a0+a4e12+a5e13+a6e23, a
′
0+a
′
4e12+a
′
5e13+a
′
6e23 ∈ 〈AG(3)〉0⊕〈AG(3)〉2
donde a0, a4, a5, a6, a
′
0, a
′
4, a
′
5, a
′
6, α ∈ R
f((a0 + a4e12 + a5e13 + a6e23) + (a
′
0 + a
′
4e12 + a
′
5e13 + a
′
6e23)) =
f((a0 + a
′
0) + (a4 + a
′
4)e12 + (a5 + a
′
5)e13 + (a6 + a
′
6)e23)) =
(a0 + a
′
0) + (a4 + a
′
4)e4 + (a5 + a
′
5)e5 + (a6 + a
′
6)e6) =
(a0 + a4e4 + a5e5 + a6e6) + (a
′
0 + a
′
4e4 + a
′
5e5 + a
′
6e6) =
f(a0 + a4e12 + a5e13 + a6e23) + f(a
′
0 + a
′
4e12 + a
′
5e13 + a
′
6e23)
f(α(a0 + a4e12 + a5e13 + a6e23) = f(αa0 + αa4e12 + αa5e13 + αa6e23)
= αa0 + αa4e4 + αa5e5 + αa6e6
= α(a0 + a4e4 + a5e5 + a6e6)
= αf(a0 + a4e12 + a5e13 + a6e23)
Luego f es lineal.
Veamos que f es inyectiva:
En efecto:
Sea a0 + a4e12 + a5e13 + a6e23 ∈ Nu(f)
⇒ f(a0 + a4e12 + a5e13 + a6e23) = 0 = 0 + 0a4 + 0a5 + 0a6
⇒ a0 + a4e4 + a5e5 + a6e6 = 0 + 0a4 + 0a5 + 0a6
⇔ a0 = a4 = a5 = a6 = 0
⇒ Nu(f) = {0}
Luego f es inyectiva.
Veamos que f es sobreyectiva:
En efecto:
Sea a0 + a4e4 + a5e5 + a6e6 ∈ H
Consideramos a0 + a4e12 + a5e13 + a6e23 ∈ 〈AG(3)〉0 ⊕ 〈AG(3)〉2
Entonces :f(a0 + a4e12 + a5e13 + a6e23) = a0 + a4e4 + a5e5 + a6e6
Luego f es sobreyectiva.
Por lo tanto 〈AG(3)〉0 ⊕ 〈AG(3)〉2 ∼= H
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Observacio´n 2.2.3.
1. Los isomorfismos anteriores nos permiten considerar:
R ⊂ C ⊂ AG(3),H ⊂ AG(3) y tambie´n R3 ⊂ AG(3)
y escribir la siguiente identidad, como R-espacios vectoriales:
AG(3) = R3 ⊕H⊕ Re123
2. Por todo lo hecho en la proposicio´n anterior, es ma´s fa´cil trabajar con AG(3)
debido a que se trabaja con espacios conocidos R,R3,C y H.
Definicio´n 2.2.4. Suba´lgebras de AG(3)
1. El suba´lgebra par de AG(3) esta definido por:
AG(3)+ = 〈AG(3)〉0 ⊕ 〈AG(3)〉2
2. El suba´lgebra impar de AG(3) esta definido por:
AG(3)− = 〈AG(3)〉1 ⊕ 〈AG(3)〉3
2.3. Multivectores
2.3.1. Propiedades Generales
Definicio´n 2.3.1. Sean los mulivectores M,N,P ∈ AG(3), se cumple: (Ver[4])
1. M +N = N +M
2. (M+N)+P= M+(N+P)
3. (MN)P= M(NP)
4. (M +N)P = MP +NP
M(N + P ) = MN +MP
5. ∃!0 ∈ R/M + 0 = M
6. ∃!1 ∈ R/1M = M
7. ∃!−M/M + (−M) = 0
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Definicio´n 2.3.2. Sea M ∈ AG(3). La inversa de M , si esta existe, es denotado por
M−1 o
1
M
y esta´ definida por la ecuacio´n:
M−1M = 1 = MM−1
Observacio´n 2.3.3.
1. Nosotros podemos dividir cualquier multivetor N por M de dos maneras:
Por la izquierda: M−1N =
1
M
N
Por la derecha: NM−1 = N
1
M
2.3.2. Producto Exterior y Producto Interior de Multivectores
Definiremos el producto interior y exterior entre multivectores, usando los
subespacios vectoriales de AG(3).
Definicio´n 2.3.4. Dados los multivectores Mj ∈ 〈AG(3)〉j, Nk ∈ 〈AG(3)〉k y M ∈
AG(3). (Ver[10])
1. Mj ↓ Nk = 〈MjNk〉|j−k| si j, k 6= 0 y cero de otro modo.
es llamado producto interior del j-vector Mj con el k-vector Nk.
2. Mj ↑ Nk = 〈MjNk〉j+k si j + k ≤ 3 y cero de otro modo.
es llamado producto exterior del j-vector Mj con el k-vector Nk.
3. Mj ·Nj = 〈MjNj〉0 es llamado producto escalar de los j-vectores Mj y Nj.
4. ‖Mj‖ =
√
|Mj ↓Mj| es llamada j-magnitud euclideana de Mj.
5. ‖M‖2 =
∑3
j=0 ‖Mj‖
2 = ‖M0‖
2+‖M1‖
2+‖M2‖
2+‖M3‖
2 es llamada la magnitud
euclideana del multivector M.
6. Diremos que Mj y Nk son ortogonales si Mj ↓ Nk = 0
7. Diremos que Mj y Nk son colineales si Mj ↑ Nk = 0
Observacio´n 2.3.5.
1. El producto interior coincide con el producto escalar cuando j = k, donde j, k 6= 0
Esto no se cumple cuando j = 0 o´ k = 0, pues 8 ↓ 4 = 0 y 8 · 4 = 32 .
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Proposicio´n 2.3.6. Si Mj ∈ 〈AG(3)〉j, entonces Mj ↓Mj = MjMj ∈ R y
|M0|
2 = M20 , ‖M1‖
2 = M21 , ‖M2‖
2 = M22 , ‖M3‖
2 = M23
Demostracio´n.
Como Mj ∈ 〈AG(3)〉j, j = 0, 1, 2, 3
Si j = 0 : M0 ∈ 〈AG(3)〉0, entonces M0 = x0
⇒M0 ↓M0 = 〈M0M0〉0
= x20
⇒M0 ↓M0 = M0M0
Luego: |M0|
2 = M20
Si j = 1 : M1 ∈ 〈AG(3)〉1, entonces M1 = x1e1 + x2e2 + x3e3
⇒M1 ↓M1 = 〈M1M1〉0
= x21 + x
2
2 + x
2
3
⇒M1 ↓M1 = M1M1
Luego: ‖M1‖
2 = |M1 ↓M1| = |〈M1M1〉0| = M1M1 = M
2
1
Si j = 2 : M2 ∈ 〈AG(3)〉2, entonces M2 = x4e4 + x5e5 + x6e6
⇒M2 ↓M2 = 〈M2M2〉0
= −(x24 + x
2
5 + x
2
6)
⇒M2 ↓M2 = M2M2
Luego: ‖M2‖
2 = |M2 ↓M2| = |〈M2M2〉0| = M2M2 = M
2
2
Si j = 3 : M3 ∈ 〈AG(3)〉3, entonces M3 = x7e7
⇒M3 ↓M3 = 〈M3M3〉0
= −x27
⇒M3 ↓M3 = M3M3
Luego: ‖M3‖
2 = |M3 ↓M3| = |〈M3M3〉0| = M3M3 = M
2
3
Por lo tanto: Mj ↓Mj = MjMj, j = 0, 1, 2, 3
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Ejercicio 2.3.7. Todo x ∈ R3 tiene inverso multiplicativo dado por x−1 =
x
|x|2
Demostracio´n. :
xx−1 = 1
xxx−1 = x
x2x−1 = x
|x|2x−1 = x
⇒ x−1 =
x
|x|2
2.3.3. Producto Geome´trico entre Multivectores
Proposicio´n 2.3.8.
1. El producto geome´trico de un 0-vector α y un 1-vector x es:
αx = α ↑ x (2.13)
2. El producto geome´trico de un 0-vector α y un 2-vector B es:
αB = α ↑ B (2.14)
3. El producto geome´trico de dos 1-vectores x e y es:
xy = x ↓ y + x ↑ y (2.15)
4. El producto geome´trico de un 1-vector x y un 2-vector B es:
xB = x ↓ B + x ↑ B (2.16)
5. El producto geome´trico de un 1-vector x y un 3-vector T es:
xT = x ↓ T (2.17)
6. El producto geome´trico de un 2-vector B y un 3-vector T es:
BT = B ↓ T (2.18)
7. El producto geome´trico de dos 3-vectores T1 y T2 es:
T1T2 = T1 ↓ T2 (2.19)
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8. El producto geome´trico de dos 2-vectores B1 y B2 es:
B1B2 = B1 ↓ B2 +B1 ↑ B2 + 〈B1B2〉2 (2.20)
Demostracio´n. (1)
Sea α un 0-vector y x = x1e1 + x2e2 + x3e3 un 1-vector, donde x1, x2, x3 ∈ R
αx = α(x1e1 + x2e2 + x3e3)
= (αx1)e1 + (αx2)e2 + (αx3)e3︸ ︷︷ ︸
1-vector
• α ↓ x = 0 (2.21)
• α ↑ x = 〈αx〉0+1 = 〈αx〉1 = (αx1)e1 + (αx2)e2 + (αx3)e3 (2.22)
⇒ αx = α ↑ x
De manera ana´loga tenemos:
xα = x ↑ α
En efecto:
xα = (x1e1 + x2e2 + x3e3)α
= (αx1)e1 + (αx2)e2 + (αx3)e3︸ ︷︷ ︸
1-vector
• x ↓ α = 0 (2.23)
• x ↑ α = 〈xα〉1+0 = 〈xα〉1 = (αx1)e1 + (αx2)e2 + (αx3)e3 (2.24)
⇒ xα = x ↑ α
Observaciones 2.3.9.
1. El producto geome´trico de un 0-vector y un 1-vector es un 1-vector.
2. De (2.21) y (2.23) tenemos: α ↓ x = x ↓ α = 0
3. De (2.22) y (2.24) tenemos: α ↑ x = x ↑ α
4. Por todo lo mencionado anteriormente tenemos αx = xα
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Demostracio´n. (2)
Sea α un 0-vector y B = x4e4 + x5e5 + x6e6 un 2-vector, donde x4, x5, x6 ∈ R
αB = α(x4e4 + x5e5 + x6e6)
= (αx4)e4 + (αx5)e5 + (αx6)e6︸ ︷︷ ︸
2-vector
• α ↓ B = 0 (2.25)
• α ↑ B = 〈αB〉0+2 = 〈αB〉2 = (αx4)e4 + (αx5)e5 + (αx6)e6 (2.26)
⇒ αB = α ↑ B
De manera ana´loga tenemos:
Bα = B ↑ α
En efecto:
Bα = (x4e4 + x5e5 + x6e6)α
= (αx4)e4 + (αx5)e5 + (αx6)e6︸ ︷︷ ︸
2-vector
• B ↓ α = 0 (2.27)
• B ↑ α = 〈Bα〉2+0 = 〈Bα〉2 = (αx4)e4 + (αx5)e5 + (αx6)e6 (2.28)
⇒ Bα = B ↑ α
Observaciones 2.3.10.
1. El producto geome´trico de un 0-vector y un 2-vector es un 2-vector.
2. De (2.25) y (2.27) tenemos: α ↓ B = B ↓ α = 0
3. De (2.26) y (2.28) tenemos: α ↑ B = B ↑ α
4. Por todo lo mencionado anteriormente tenemos αB = Bα
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Demostracio´n. (3)
Sea x = x1e1 + x2e2 + x3e3 y y = y1e1 + y2e2 + y3e3 dos 1-vectores
xy = (x1e1 + x2e2 + x3e3)(y1e1 + y2e2 + y3e3)
= x1e1y1e1 + x1e1y2e2 + x1e1y3e3 + x2e2y1e1 + x2e2y2e2 + x2e2y3e3
+ x3e3y1e1 + x3e3y2e2 + x3e3y3e3
= x1y1 e1e1︸︷︷︸
1
+x1y2e1e2 + x1y3e1e3 + x2y1e2e1 + x2y2 e2e2︸︷︷︸
1
+x2y3e2e3
+ x3y1e3e1 + x3y2e3e2 + x3y3 e3e3︸︷︷︸
1
= x1y1 + x1y2e1e2 + x1y3e1e3 + x2y1(−e1e2) + x2y2 + x2y3e2e3
+ x3y1(−e1e3) + x3y2(−e2e3) + x3y3
= x1y1 + x1y2e4 + x1y3e5 + x2y1(−e4) + x2y2 + x2y3e6
+ x3y1(−e5) + x3y2(−e6) + x3y3
xy = x1y1 + x2y2 + x3y3︸ ︷︷ ︸
0-vector
+(x1y2 − x2y1)e4 + (x1y3 − x3y1)e5 + (x2y3 − x3y2)e6︸ ︷︷ ︸
2-vector
• x ↓ y = 〈xy〉|1−1| = 〈xy〉0 = x1y1 + x2y2 + x3y3 (2.29)
• x ↑ y = 〈xy〉1+1 = 〈xy〉2 = (x1y2−x2y1)e4+(x1y3−x3y1)e5+(x2y3−x3y2)e6 (2.30)
⇒ xy = x ↓ y + x ↑ y
De manera ana´loga tenemos:
yx = y ↓ x+ y ↑ x (2.31)
En efecto:
yx = (y1e1 + y2e2 + y3e3)(x1e1 + x2e2 + x3e3)
= y1e1x1e1 + y1e1x2e2 + y1e1x3e3 + y2e2x1e1 + y2e2x2e2 + y2e2x3e3
+ y3e3x1e1 + y3e3x2e2 + y3e3x3e3
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= y1x1 e1e1︸︷︷︸
1
+y1x2e1e2 + y1x3e1e3 + y2x1e2e1 + y2x2 e2e2︸︷︷︸
1
+y2x3e2e3
+ y3x1e3e1 + y3x2e3e2 + y3x3 e3e3︸︷︷︸
1
= y1x1 + y1x2e1e2 + y1x3e1e3 + y2x1(−e1e2) + y2x2 + y2x3e2e3
+ y3x1(−e1e3) + y3x2(−e2e3) + y3x3
= y1x1 + y1x2e4 + y1x3e5 + y2x1(−e4) + y2x2 + y2x3e6
+ y3x1(−e5) + y3x2(−e6) + y3x3
yx = y1x1 + y2x2 + y3x3︸ ︷︷ ︸
0-vector
+(y1x2 − y2x1)e4 + (y1x3 − y3x1)e5 + (y2x3 − y3x2)e6︸ ︷︷ ︸
2-vector
• y ↓ x = 〈yx〉|1−1| = 〈yx〉0 = y1x1 + y2x2 + y3x3 (2.32)
• y ↑ x = 〈yx〉1+1 = 〈yx〉2 = (y1x2 − y2x1)e4 + (y1x3 − y3x1) + (y2x3 − y3x2)e6 (2.33)
⇒ yx = y ↓ x+ y ↑ x
Observaciones 2.3.11.
1. De (2.29) y (2.32) tenemos: x ↓ y = y ↓ x
2. De (2.30) y (2.33) tenemos: x ↑ y = −y ↑ x
3. Sumando y restando (2.15) y (2.31) tenemos:
x ↓ y =
1
2
(xy + yx)
x ↑ y =
1
2
(xy − yx)
4. Por todo lo mencionado anteriormente tenemos xy 6= yx
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Demostracio´n. (4)
Sea x = x1e1 + x2e2 + x3e3 un 1-vector y B = x4e4 + x5e5 + x6e6 un 2-vector:
xB = (x1e1 + x2e2 + x3e3)(x4e4 + x5e5 + x6e6)
= x1e1x4e4 + x1e1x5e5 + x1e1x6e6 + x2e2x4e4 + x2e2x5e5 + x2e2x6e6
+ x3e3x4e4 + x3e3x5e5 + x3e3x6e6
= x1x4e1e4 + x1x5e1e5 + x1x6e1e6 + x2x4e2e4 + x2x5e2e5 + x2x6e2e6
+ x3x4e3e4 + x3x5e3e5 + x3x6e3e6
= x1x4e1(e1e2) + x1x5e1(e1e3) + x1x6e1(e2e3) + x2x4e2(e1e2) + x2x5e2(e1e3)
+ x2x6e2(e2e3) + x3x4e3(e1e2) + x3x5e3(e1e3) + x3x6e3(e2e3)
= x1x4(e1e1︸︷︷︸
1
)e2 + x1x5(e1e1︸︷︷︸
1
)e3 + x1x6e1e2e3 + x2x4e2(−e2e1) + x2x5(e2e1)e3
+ x2x6(e2e2︸︷︷︸
1
)e3 + x3x4(e3e1)e2 + x3x5e3(−e3e1) + x3x6e3(−e3e2)
= x1x4e2 + x1x5e3 + x1x6e1e2e3 + x2x4 e2e2︸︷︷︸
1
(−e1) + x2x5(−e1e2)e3 + x2x6e3
+ x3x4(−e1e3)e2 + x3x5(e3e3︸︷︷︸
1
)(−e1) + x3x6(e3e3︸︷︷︸
1
)(−e2)
= x1x4e2 + x1x5e3 + x1x6e1e2e3 + x2x4(−e1)− x2x5e1e2e3 + x2x6e3
+ x3x4e1(−e3e2) + x3x5(−e1) + x3x6(−e2)
= x1x4e2 + x1x5e3 + x1x6e1e2e3 + x2x4(−e1)− x2x5e1e2e3 + x2x6e3
+ x3x4e1(e2e3) + x3x5(−e1) + x3x6(−e2)
xB = (−x3x5 − x2x4)e1 + (x1x4 − x3x6)e2 + (x1x5 + x2x6)e3︸ ︷︷ ︸
1-vector
+(x1x6 − x2x5 + x3x4)e1e2e3︸ ︷︷ ︸
3-vector
• x ↓ B = 〈xB〉|1−2| = 〈xB〉1 = (−x3x5 − x2x4)e1 + (x1x4 − x3x6)e2 + (x1x5 + x2x6)e3
(2.34)
• x ↑ B = 〈xB〉1+2 = 〈xB〉3 = (x1x6 − x2x5 + x3x4)e1e2e3 (2.35)
⇒ xB = x ↓ B + x ↑ B
De manera ana´loga tenemos:
Bx = B ↓ x+B ↑ x (2.36)
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En efecto:
Bx = (x4e4 + x5e5 + x6e6)(x1e1 + x2e2 + x3e3)
= x4e4x1e1 + x4e4x2e2 + x4e4x3e3 + x5e5x1e1 + x5e5x2e2 + x5e5x3e3
+ x6e6x1e1 + x6e6x2e2 + x6e6x3e3
= x4x1e4e1 + x4x2e4e2 + x4x3e4e3 + x5x1e5e1 + x5x2e5e2 + x5x3e5e3
+ x6x1e6e1 + x6x2e6e2 + x6x3e6e3
= x4x1(e1e2)e1 + x4x2(e1e2)e2 + x4x3(e1e2)e3 + x5x1(e1e3)e1 + x5x2(e1e3)e2
+ x5x3(e1e3)e3 + x6x1(e2e3)e1 + x6x2(e2e3)e2 + x6x3(e2e3)e3
= x4x1(−e2e1)e1 + x4x2e1(e2e2︸︷︷︸
1
) + x4x3e1e2e3 + x5x1(−e3e1)e1 + x5x2e1(e3e2)
+ x5x3e1(e3e3︸︷︷︸
1
) + x6x1e2(e3e1) + x6x2(−e3e2)e2 + x6x3e2(e3e3︸︷︷︸
1
)
= x4x1(−e2)(e1e1︸︷︷︸
1
) + x4x2e1 + x4x3e1e2e3 + x5x1(−e3)(e1e1︸︷︷︸
1
) + x5x2e1(−e2e3) + x5x3e1
+ x6x1e2(−e1e3) + x6x2(−e3)(e2e2︸︷︷︸
1
) + x6x3e2
= x4x1(−e2) + x4x2e1 + x4x3e1e2e3 + x5x1(−e3)− x5x2e1e2e3 + x5x3e1
+ x6x1(−e2e1)e3 + x6x2(−e3) + x6x3e2
= x4x1(−e2) + x4x2e1 + x4x3e1e2e3 + x5x1(−e3)− x5x2e1e2e3 + x5x3e1
+ x6x1(e1e2)e3 + x6x2(−e3) + x6x3e2
Bx = (x5x3 + x4x2)e1 + (x6x3 − x4x1)e2 + (−x6x2 − x5x1)e3︸ ︷︷ ︸
1-vector
+(x6x1 − x5x2 + x4x3)e1e2e3︸ ︷︷ ︸
3-vector
• B ↓ x = 〈Bx〉|2−1| = 〈Bx〉1 = (x5x3 + x4x2)e1 + (x6x3 − x4x1)e2 + (−x6x2 − x5x1)e3
(2.37)
• B ↑ x = 〈Bx〉2+1 = 〈Bx〉3 = (x6x1 − x5x2 + x4x3)e1e2e3 (2.38)
⇒ Bx = B ↓ x+B ↑ x
Observaciones 2.3.12.
1. De (2.34) y (2.37) tenemos: x ↓ B = −B ↓ x
2. De (2.35) y (2.38) tenemos: x ↑ B = B ↑ x
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3. Sumando y restando (2.16) y (2.36) tenemos:
x ↓ B =
1
2
(xB − Bx)
x ↑ B =
1
2
(xB +Bx)
4. Por todo lo mencionado anteriormente tenemos xB 6= Bx
Demostracio´n. (5)
Sea x = x1e1 + x2e2 + x3e3 un 1-vector y T = x7e7 un 3-vector
xT = (x1e1 + x2e2 + x3e3)(x7e7)
= x1e1x7e7 + x2e2x7e7 + x3e3x7e7
= x1x7e1e7 + x2x7e2e7 + x3x7e3e7
= x1x7e1e1e2e3 + x2x7e2e1e2e3 + x3x7e3e1e2e3
= x1x7(e1e1︸︷︷︸
1
)e2e3 + x2x7e2(e1e2)e3 + x3x7(e3e1)(e2e3)
= x1x7e2e3 + x2x7e2(−e2e1)e3 + x3x7(−e1e3)(−e3e2)
= x1x7e2e3 − x2x7(e2e2︸︷︷︸
1
)e1e3 + x3x7e1(e3e3︸︷︷︸
1
)e2
= x1x7e2e3 − x2x7e1e3 + x3x7e1e2
= x1x7e6 − x2x7e5 + x3x7e4
xT = x3x7e4 − x2x7e5 + x1x7e6︸ ︷︷ ︸
2-vector
• x ↓ T = 〈xT 〉|1−3| = 〈xT 〉2 = x3x7e4 − x2e7e5 + x1x7e6 (2.39)
• x ↑ T = 〈xT 〉1+3 = 〈xT 〉4 = 0 (2.40)
⇒ xT = x ↓ T
De manera ana´loga tenemos:
Tx = T ↓ x
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En efecto:
Tx = (x7e7)(x1e1 + x2e2 + x3e3)
= x7e7x1e1 + x7e7x2e2 + x7e7x3e3
= x7x1e7e1 + x7x2e7e2 + x7x3e7e3
= x7x1e1e2e3e1 + x7x2e1e2e3e2 + x7x3e1e2e3e3
= x7x1(−e2e1)(−e1e3) + x7x2e1e2(−e2e3) + x7x3e1e2(e3e3︸︷︷︸
1
)
= x7x1e2(e1e1︸︷︷︸
1
)e3 − x7x2e1(e2e2︸︷︷︸
1
)e3 + x7x3e1e2
= x7x1e2e3 − x7x2e1e3 + x7x3e1e2
= x7x1e6 − x7x2e5 + x7x3e4
Tx = x3x7e4 − x7x2e5 + x7x1e6︸ ︷︷ ︸
2-vector
• T ↓ x = 〈Tx〉|3−1| = 〈Tx〉2 = x3x7e4 − x7x2e5 + x7x1e6 (2.41)
• T ↑ x = 〈Tx〉3+1 = 〈Tx〉4 = 0 (2.42)
⇒ Tx = T ↓ x
Observaciones 2.3.13.
1. El producto geome´trico de un 1-vector y un 3-vector es un 2-vector.
2. De (2.39) y (2.41) tenemos: x ↓ T = T ↓ x
3. De (2.40) y (2.42) tenemos: x ↑ T = T ↑ x
4. Por todo lo mencionado anteriormente tenemos: xT = Tx
Demostracio´n. (6)
Sea B = x4e4 + x5e5 + x6e6 un 2-vector y T = x7e7 un 3-vector.
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BT = (x4e4 + x5e5 + x6e6)(x7e7)
= x4e4x7e7 + x5e5x7e7 + x6e6x7e7
= x4x7e4e7 + x5x7e5e7 + x6x7e6e7
= x4x7e1e2e1e2e3 + x5x7e1e3e1e2e3 + x6x7e2e3e1e2e3
= x4x7e1(−e1e2)e2e3 + x5x7e1(−e1e3)(−e3e2) + x6x7(−e3e2)(−e2e1)e3
= x4x7(−e3) + x5x7(e2) + x6x7e3(e1e3)
= x4x7(−e3) + x5x7(e2) + x6x7e3(−e3e1)
= x4x7(−e3) + x5x7(e2) + x6x7(−e1)
BT = −x6x7e1 + x5x7e2 − x4x7e3︸ ︷︷ ︸
1-vector
• B ↓ T = 〈BT 〉|2−3| = 〈BT 〉1 = −x6x7e1 + x5x7e2 − x4x7e3 (2.43)
• B ↑ T = 〈BT 〉2+3 = 〈BT 〉5 = 0 (2.44)
⇒ BT = B ↓ T
De manera ana´loga tenemos:
TB = T ↓ B
En efecto:
TB = (x7e7)(x4e4 + x5e5 + x6e6)
= x7e7x4e4 + x7e7x5e5 + x7e7x6e6
= x7x4e7e4 + x7x5e7e5 + x7x6e7e6
= x7x4e1e2e3e1e2 + x7x5e1e2e3e1e3 + x7x6e1e2e3e2e3
= x7x4(−e2e1)(−e1e3)e2 + x7x5(−e2e1)(−e1e3)e3 + x7x6e1e2(−e2e3)e3
= x7x4e2(e3e2) + x7x5(e2) + x7x6(−e1)
= x7x4e2(−e2e3) + x7x5(e2) + x7x6(−e1)
= x7x4(−e3) + x7x5(e2) + x7x6(−e1)
TB = −x7x6e1 + x7x5e2 − x7x4e3︸ ︷︷ ︸
1-vector
• T ↓ B = 〈TB〉|3−2| = 〈TB〉1 = −x6x7e1 + x5x7e2 − x4x7e3 (2.45)
• T ↑ B = 〈TB〉3+2 = 〈TB〉5 = 0 (2.46)
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⇒ TB = T ↓ B
Observaciones 2.3.14.
1. El producto geome´trico de un 2-vector y un 3-vector es un 1-vector.
2. De (2.43) y (2.45) tenemos: B ↓ T = T ↓ B
3. De (2.44) y (2.46) tenemos: B ↑ T = T ↑ B
4. Por todo lo mencionado anteriormente tenemos BT = TB
Demostracio´n. (7)
Sea T1 = αe123 y T2 = βe123 dos 3-vectores.
T1T2 = (αe123)(βe123)
= αβe2123
T1T2 = −αβ︸︷︷︸
0−vector
• T1 ↓ T2 = 〈T1T2〉|3−3| = 〈T1T2〉0 = −αβ (2.47)
• T1 ↑ T2 = 〈T1T2〉3+3 = 〈T1T2〉6 = 0 (2.48)
⇒ T1T2 = T1 ↓ T2
De manera ana´loga tenemos:
T2T1 = T2 ↓ T1
En efecto:
T2T1 = (βe123)(αe123)
= βαe2123
T2T1 = −βα︸︷︷︸
0−vector
• T2 ↓ T1 = 〈T2T1〉|3−3| = 〈T2T1〉0 = −βα (2.49)
• T2 ↑ T1 = 〈T2T1〉3+3 = 〈T2T1〉6 = 0 (2.50)
⇒ T2T1 = T2 ↓ T1
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Observaciones 2.3.15.
1. El producto geome´trico de dos 3-vectores es un 0-vector.
2. De (2.47) y (2.49) tenemos: T1 ↓ T2 = T2 ↓ T1
3. De (2.48) y (2.50) tenemos: T1 ↑ T2 = T2 ↑ T1
4. Por todo lo mencionado anteriormente tenemos T1T2 = T2T1
Demostracio´n. (8)
Sea B1 = x4e4 + x5e5 + x6e6 y B2 = y4e4 + y5e5 + y6e6 dos 2-vectores
B1B2 = (x4e4 + x5e5 + x6e6)(y4e4 + y5e5 + y6e6)
= x4e4y4e4 + x4e4y5e5 + x4e4y6e6 + x5e5y4e4 + x5e5y5e5 + x5e5y6e6
+ x6e6y4e4 + x6e6y5e5 + x6e6y6e6
= x4y4e4e4 + x4y5e4e5 + x4y6e4e6 + x5y4e5e4 + x5y5e5e5 + x5y6e5e6
+ x6y4e6e4 + x6y5e6e5 + x6y6e6e6
= x4y4e1e2e1e2 + x4y5e1e2e1e3 + x4y6e1e2e2e3 + x5y4e1e3e1e2 + x5y5e1e3e1e3
+ x5y6e1e3e2e3 + x6y4e2e3e1e2 + x6y5e2e3e1e3 + x6y6e2e3e2e3
= x4y4e1(−e1e2)e2 + x4y5e1(−e1e2)e3 + x4y6e1 e2e2︸︷︷︸
1
e3 + x5y4e1(−e1e3)e2
+ x5y5e1(−e1e3)e3 + x5y6e1(−e2e3)e3 + x6y4(−e3e2)(−e2e1) + x6y5e2e3(−e3e1)
+ x6y6e2(−e2e3)e3
= −x4y4 + x4y5(−e2e3) + x4y6e1e3 + x5y4(−e3e2)− x5y5 + x5y6(−e1e2)
+ x6y4(e3e1) + x6y5(−e2e1)− x6y6
= −x4y4 + x4y5(−e2e3) + x4y6e1e3 + x5y4(e2e3)− x5y5 + x5y6(−e1e2)
+ x6y4(−e1e3) + x6y5(e1e2)− x6y6
= −x4y4 + x4y5(−e6) + x4y6e5 + x5y4(e6)− x5y5 + x5y6(−e4)
+ x6y4(−e5) + x6y5(e4)− x6y6
B1B2 = −x4y4 − x5y5 − x6y6︸ ︷︷ ︸
0-vector
+(x6y5 − x5y6)e4 + (x4y6 − x6y4)e5 + (x5y4 − x4y5)e6︸ ︷︷ ︸
2-vector
• B1 ↓ B2 = 〈B1B2〉|2−2| = 〈B1B2〉0 = −x4y4 − x5y5 − x6y6 (2.51)
• B1 ↑ B2 = 〈B1B2〉2+2 = 〈B1B2〉4 = 0 (2.52)
⇒ B1B2 = B1 ↓ B2 +B1 ↑ B2 + 〈B1B2〉2
35
2.3. Multivectores
De manera ana´loga tenemos:
B2B1 = B2 ↓ B1 +B2 ↑ B1 + 〈B2B1〉2 (2.53)
En efecto:
B2B1 = (y4e4 + y5e5 + y6e6)(x4e4 + x5e5 + x6e6)
= y4e4x4e4 + y4e4x5e5 + y4e4x6e6 + y5e5x4e4 + y5e5x5e5 + y5e5x6e6
+ y6e6x4e4 + y6e6x5e5 + y6e6x6e6
= y4x4e4e4 + y4x5e4e5 + y4x6e4e6 + y5x4e5e4 + y5x5e5e5 + y5x6e5e6
+ y6x4e6e4 + y6x5e6e5 + y6x6e6e6
= y4x4e1e2e1e2 + y4x5e1e2e1e3 + y4x6e1e2e2e3 + y5x4e1e3e1e2 + y5x5e1e3e1e3
+ y5x6e1e3e2e3 + y6x4e2e3e1e2 + y6x5e2e3e1e3 + y6x6e2e3e2e3
= y4x4e1(−e1e2)e2 + y4x5e1(−e1e2)e3 + y4x6e1 e2e2︸︷︷︸
1
e3 + y5x4e1(−e1e3)e2
+ y5x5e1(−e1e3)e3 + y5x6e1(−e2e3)e3 + y6x4(−e3e2)(−e2e1) + y6x5e2e3(−e3e1)
+ y6x6e2(−e2e3)e3
= −y4x4 + y4x5(−e2e3) + y4x6e1e3 + y5x4(−e3e2)− y5x5 + y5x6(−e1e2)
+ y6x4(e3e1) + y6x5(−e2e1)− y6x6
= −y4x4 + y4x5(−e2e3) + y4x6e1e3 + y5x4(e2e3)− y5x5 + y5x6(−e1e2)
+ y6x4(−e1e3) + y6x5(e1e2)− y6x6
= −y4x4 + y4x5(−e6) + y4x6e5 + y5x4e6 − y5x5 − y5x6e4
+ y6x4(−e5) + y6x5(e4)− y6x6
B2B1 = −y4x4 − y5x5 − y6x6︸ ︷︷ ︸
0-vector
+(y6x5 − y5x6)e4 + (y4x6 − y6x4)e5 + (y5x4 − y4x5)e6︸ ︷︷ ︸
2-vector
• B2 ↓ B1 = 〈B2B1〉|2−2| = 〈B2B1〉0 = −y4x4 − y5x5 − y6x6 (2.54)
• B2 ↑ B1 = 〈B2B1〉2+2 = 〈B2B1〉4 = 0 (2.55)
⇒ B2B1 = B2 ↓ B1 +B2 ↑ B1 + 〈B2B1〉2
Observaciones 2.3.16.
1. De (2.51) y (2.54) tenemos: B1 ↓ B2 = B2 ↓ B1
2. De (2.52) y (2.55) tenemos: B1 ↑ B2 = B2 ↑ B1
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3. Tambie´n tenemos: 〈B1B2〉2 = −〈B2B1〉2
4. Sumando y restando (2.20) y (2.53) tenemos:
B1 ↓ B2 +B1 ↑ B2 =
1
2
(B1B2 +B2B1)
〈B1B2〉2 =
1
2
(B1B2 − B2B1)
5. Por todo lo mencionado anteriormente tenemos B1B2 6= B2B1
Ejercicio 2.3.17. Si x, y, z son 1-vectores. Probar: x ↓ (y ↑ z) = (x ↓ y)z − (x ↓ z)y
Demostracio´n.
x︸︷︷︸
1-vector
↓ (y ↑ z)︸ ︷︷ ︸
2-vector
=
1
2
[x(y ↑ z)− (y ↑ z)x]
=
1
2
[
x
1
2
(yz − zy)−
1
2
(yz − zy)x
]
=
1
4
[xyz − xzy − yzx+ zyx]
=
1
4
[xyz − xzy − yzx+ zyx+ yxz − yxz + zxy − zxy]
=
1
4
[(xy + yx)z − (xz + zx)y + z(yx+ xy)− y(zx+ xz)]
=
1
4
[2(x ↓ y)z − 2(x ↓ z)y + z(2(y ↓ z))− y(2(z ↓ x))]
=
1
4
[2(x ↓ y)z − 2(x ↓ z)y + 2z(y ↓ x︸ ︷︷ ︸
∈R
)− 2y(z ↓ x︸ ︷︷ ︸
∈R
)]
=
1
4
[2(x ↓ y)z − 2(x ↓ z)y + 2(x ↓ y)z − 2(x ↓ z)y]
=
1
4
[4(x ↓ y)z − 4(x ↓ z)y]
⇒ x ↓ (y ↑ z) = (x ↓ y)z − (x ↓ z)y
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Ejercicio 2.3.18. Si x, y, z, w son 1-vectores. Probar:
(x ↑ y ↑ z) ↓ w = (x ↑ y)(z ↓ w)− (x ↑ z)(y ↓ w) + (y ↑ z)(x ↓ w)
Demostracio´n.
Como T ↓ w = Tw, Tw = wT tenemos:
(e1 ↑ e2 ↑ e3) ↓ w = (e1 ↑ e2 ↑ e3)w
= (e1e2e3)w
= w(e1e2e3)
⇒ w(e1e2e3) = (we1)e2e3
= (2w ↓ e1 − e1w)e2e3
= (2w ↓ e1)e2e3 − e1(we2)e3
= (2w ↓ e1)e2e3 − e1(2w ↓ e2 − e2w)e3
= (2w ↓ e1)e2e3 − e1(2w ↓ e2)e3 + e1e2(we3)
= (2w ↓ e1)e2e3 − e1(2w ↓ e2)e3 + e1e2(2w ↓ e3 − e3w)
= (2w ↓ e1)e2e3 − e1(2w ↓ e2)e3 + e1e2(2w ↓ e3)− e1e2e3w
⇒ w(e1e2e3) = (2w ↓ e1)e2e3 − e1(2w ↓ e2)e3 + e1e2(2w ↓ e3)− e1e2e3w
⇒ w(e1e2e3) + (e1e2e3)w = (2w ↓ e1)e2e3 − e1(2w ↓ e2)e3 + e1e2(2w ↓ e3)
w(e1e2e3) + (e1e2e3)w = 2[(w ↓ e1)e2e3 − e1(w ↓ e2)e3 + e1e2(w ↓ e3)]
1
2
[w(e1e2e3) + (e1e2e3)w] = [(w ↓ e1)e2e3 − e1(w ↓ e2)e3 + e1e2(w ↓ e3)]
(e1e2e3) ↓ w = e2e3(e1 ↓ w)− e1e3(e2 ↓ w) + e1e2(e3 ↓ w)
⇒ (e1 ↑ e2 ↑ e3) ↓ w = e1 ↑ e2(e3 ↓ w)− e1 ↑ e3(e2 ↓ w) + e2 ↑ e3(e1 ↓ w)
Como se cumple para los los vectores cano´nicos, por la linealidad el resultado es en
general verdadero.
Ejercicio 2.3.19. Si x es un 1-vector, B es un 2-vector y T es un 3-vector.
Probar: x ↓ (T ↓ B) = (x ↓ T ) ↓ B
Demostracio´n.
Si M, N, P son multivectores, entonces: (MN)P = M(NP )
En particular para j-vectores, tenemos:
(xT )B = x(TB)
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Por proposicio´n 2.2.7(3) y (4) :
(x ↓ T︸ ︷︷ ︸
2-vector
) B︸︷︷︸
2-vector
= x︸︷︷︸
1-vector
(T ↓ B︸ ︷︷ ︸
1-vector
)
(x ↓ T︸ ︷︷ ︸
2-vector
) ↓ B︸︷︷︸
2-vector︸ ︷︷ ︸
0-vector
+(x ↓ T︸ ︷︷ ︸
2-vector
) ↑ B︸︷︷︸
2-vector︸ ︷︷ ︸
0
+ 〈(x ↓ T )B〉2︸ ︷︷ ︸
2-vector
= x︸︷︷︸
1-vector
↓ (T ↓ B︸ ︷︷ ︸
1-vector
)
︸ ︷︷ ︸
0-vector
+ x︸︷︷︸
1-vector
↑ (T ↓ B︸ ︷︷ ︸
1-vector
)
︸ ︷︷ ︸
2-vector
Comparando la parte del 0-vector, tenemos:
⇒ x ↓ (T ↓ B) = (x ↓ T ) ↓ B
Ejercicio 2.3.20. Si x, y son 1-vectores y B es un 2-vector.
Probar: y ↓ (x ↓ B) = (y ↑ x) ↓ B
Demostracio´n.
Sabemos que: Si M, N, P son multivectores, entonces: (MN)P = M(NP )
En particular para j-vectores, tenemos:
y(xB) = (yx)B
Por proposicio´n 2.2.7(1) y (2) :
y(x ↓ B + x ↑ B) = (y ↓ x+ y ↑ x)B
y︸︷︷︸
1-vector
(x ↓ B︸ ︷︷ ︸
1-vector
) + y︸︷︷︸
1-vector
(x ↑ B︸ ︷︷ ︸
3-vector
) = ( y ↓ x︸ ︷︷ ︸
0-vector
) B︸︷︷︸
2-vector
+( y ↑ x︸ ︷︷ ︸
2-vector
) B︸︷︷︸
2-vector
y︸︷︷︸
1-vector
↓ (x ↓ B︸ ︷︷ ︸
1-vector
)
︸ ︷︷ ︸
0-vector
+ y︸︷︷︸
1-vector
↑ (x ↓ B︸ ︷︷ ︸
1-vector
)
︸ ︷︷ ︸
2-vector
+ y︸︷︷︸
1-vector
↓ (x ↑ B︸ ︷︷ ︸
3-vector
)
︸ ︷︷ ︸
2-vector
= ( y ↓ x︸ ︷︷ ︸
0-vector
) B︸︷︷︸
2-vector︸ ︷︷ ︸
2-vector
+( y ↑ x︸ ︷︷ ︸
2-vector
) ↓ B︸︷︷︸
2-vector︸ ︷︷ ︸
0-vector
+ ( y ↑ x︸ ︷︷ ︸
2-vector
) ↑ B︸︷︷︸
2-vector︸ ︷︷ ︸
0
+ 〈(y ↑ x)B〉2︸ ︷︷ ︸
2-vector︸ ︷︷ ︸
2-vector
Comparando la parte del 0-vector, tenemos:
⇒ y ↓ (x ↓ B) = (y ↑ x) ↓ B
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2.4. El Trivector Ba´sico de AG(3)
Definicio´n 2.4.1. El trivector ba´sico de AG(3) se denota por: τ = e123 = e1e2e3
Observacio´n 2.4.2.
1. Los vectores e1, e2, e3 son ortogonales dos a dos, es decir: ei ↓ ej = 0 si i 6= j.
(Figura 2.1)
2. Los vectores e1, e2, e3 son unitarios, es decir: e1e1 = e2e2 = e3e3 = 1.
z
e3
ye2
x
e1
e2↑e3
e3↑e1
e1↑e2
Figura 2.1:
Proposicio´n 2.4.3.
1. −τ = e3e2e1
2. τ2 = −1
3. a) τe1 = e2 ↑ e3
b) τe2 = −e1 ↑ e3
c) τe3 = e1 ↑ e2
4. −τ = τ−1
5. e1 ↑ e2 ↑ e3 = −e3 ↑ e2 ↑ e1
6. e1e2e3 = e1 ↑ e2 ↑ e3
7. τM = Mτ, ∀M ∈ AG(3)
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Demostracio´n. (1)
τ = (e1e2)e3
= (−e2e1)e3
= −e2(e1e3)
= −e2(−e3e1)
= (e2e3)e1
= −e3e2e1
⇒ −τ = e3e2e1
Demostracio´n. (2)
Como e2e3 = −e3e2, e3e1 = −e1e3, e1e2 = −e2e1 ye1e1 = e2e2 = e3e3 = 1, tenemos:
τ
2 = e2123
= e1e2e3e1e2e3
= e1(−e3e2)e1e2e3
= (−e1e3)e2e1e2e3
= (e3e1)e2e1e2e3
= e3(−e2e1)e1e2e3
= −1
⇒ τ2 = −1
Demostracio´n. (3)
Como e1e2 = −e2e1, e3e1 = −e1e3 y e2 ↓ e3 = e1 ↓ e3 = e1 ↓ e2 = 0, tenemos:
a)τe1 = (e1e2e3)e1
= (e1e2)(e3e1)
= (−e2e1)(−e1e3)
= e2 (e1e1)︸ ︷︷ ︸
1
e3
= e2e3
= e2 ↑ e3,
⇒ τe1 = e2 ↑ e3
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b)τe2 = (e1e2e3)e2
= (e1e2)(e3e2)
= (e1e2)(−e2e3)
= −e1 (e2e2)︸ ︷︷ ︸
1
e3
= −e1e3
= −e1 ↑ e3
⇒ τe2 = −e1 ↑ e3
c)τe3 = (e1e2e3)e3
= e1e2 (e3e3)︸ ︷︷ ︸
1
= e1e2
= e1 ↑ e2
⇒ τe3 = e1 ↑ e2
Demostracio´n. (4)
τ
2 = −1
−τ2 = 1
−τ2 = ττ−1
−ττ = ττ−1
− τ−1τ︸︷︷︸
1
τ = τ−1τ︸︷︷︸
1
τ
−1
⇒ −τ = τ−1
Demostracio´n. (5)
e1 ↑ e2 ↑ e3 = e1 ↑ (e2 ↑ e3)
= e1 ↑ (−e3 ↑ e2)
= (−e1 ↑ e3) ↑ e2
= (e3 ↑ e1) ↑ e2
= e3 ↑ (e1 ↑ e2)
= e3 ↑ (−e2 ↑ e1)
= −e3 ↑ e2 ↑ e1
⇒ e1 ↑ e2 ↑ e3 = −e3 ↑ e2 ↑ e1
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Demostracio´n. (6)
Como e1 ↓ e2 = e3 ↓ e1 = e3 ↓ e2 = 0, entonces:
e1e2e3 = (e1e2)e3
= (e1 ↓ e2 + e1 ↑ e2)e3
= (e1 ↑ e2)︸ ︷︷ ︸
2-vector
e3︸︷︷︸
1-vector
= (e1 ↑ e2) ↓ e3 + (e1 ↑ e2) ↑ e3
= −e3 ↓ (e1 ↑ e2) + (e1 ↑ e2) ↑ e3
= − [(e3 ↓ e1)e2 − (e3 ↓ e2)e1] + (e1 ↑ e2) ↑ e3
= (e1 ↑ e2) ↑ e3
⇒ e1e2e3 = e1 ↑ e2 ↑ e3
Demostracio´n. (7)
Es claro que τ conmuta con cualquier escalar 0-vector.
Sea x = x1e1 + x2e2 + x3e3 un 1-vector arbitrario, donde x1, x2, x3 ∈ R.
xτ = (x1e1 + x2e2 + x3e3)e1e2e3
= x1e1e1e2e3 + x2e2e1e2e3 + x3e3e1e2e3
= x1e1(−e2e1)e3 + x2(−e1e2)(−e3e2) + x3(−e1e3)e2e3
= x1e1e2(−e1e3) + x2e1e2e3e2 + x3e1(−e3e2)e3
= x1e1e2(e3e1) + x2e1e2e3e2 + x3e1e2e3e3
= e1e2e3x1e1 + e1e2e3x2e2 + e1e2e3x3e3
= e1e2e3(x1e1 + x2e2 + x3e3)
= τx
⇒ xτ = τx
Sea B = B1e4 +B2e5 +B3e6 un 2-vector arbitrario, donde B1, B2, B3 ∈ R.
Bτ = (B1e4 +B2e5 +B3e6)e1e2e3
= (B1e1e2 +B2e1e3 +B3e2e3)e1e2e3
= B1e1e2e1e2e3 +B2e1e3e1e2e3 +B3e2e3e1e2e3
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= B1e1e2(−e2e1)e3 +B2e1e3(−e2e1)e3 +B3e2(−e1e3)e2e3
= B1e1e2e2(−e1e3) + B2e1(−e3e2)e1e3 +B3(−e2e1)e3e2e3
= B1e1e2e2e3e1 +B2e1e2e3e1e3 +B3e1e2e3e2e3
= B1e1e2(−e3e2)e1 +B2e1e2e3e1e3 +B3e1e2e3e2e3
= B1e1e2e3(−e2e1) + B2e1e2e3e1e3 +B3e1e2e3e2e3
= B1e1e2e3e1e2 +B2e1e2e3e1e3 +B3e1e2e3e2e3
= e1e2e3(B1e1e2 +B2e1e3 +B3e2e3)
= e1e2e3(B1e4 +B2e5 +B3e6)
= τB
⇒ Bτ = τB
Sea T = αe1e2e3 un 3-vector arbitrario, donde α ∈ R.
Tτ = (αe1e2e3)(e1e2e3)
= (e1e2e3)α(e1e2e3)
= (e1e2e3)(αe1e2e3)
= τT
⇒ Tτ = τT
Por lo tanto: τM = Mτ, ∀M ∈ AG(3)
Proposicio´n 2.4.4. Sea x un vector, B un bivector y τ = e123 se cumple:
1. x ↓ (e123B) =
xe123B + e123Bx
2
= e123(x ↑ B)
2. x ↑ (e123B) =
xe123B − e123Bx
2
= e123(x ↓ B)
Demostracio´n. (1)
Por proposicio´n 2.3.8(6), 2.4.3 (7), tenemos:
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x ↓ (e123B) = x ↓ (
1-vector︷ ︸︸ ︷
e123︸︷︷︸
3-vector
↓ B︸︷︷︸
2-vector
)
=
x(e123 ↓ B) + (e123 ↓ B)x
2
=
x(e123B) + (e123B)x
2
=
(xe123)B + (e123B)x
2
=
(e123x)B + (e123B)x
2
=
e123(xB) + e123(Bx)
2
=
e123(xB +Bx)
2
= e123
(xB +Bx)
2
= e123(x ↑ B)
⇒ x ↓ (e123B) = e123(x ↑ B)
Demostracio´n. (2)
Por proposicio´n 2.3.8(6), 2.4.3 (7), tenemos:
x ↑ (e123B) = x ↑ (e123 ↓ B︸ ︷︷ ︸
1-vector
)
=
x(e123 ↓ B)− (e123 ↓ B)x
2
=
x(e123B)− (e123B)x
2
=
(xe123)B − (e123B)x
2
=
(e123x)B − (e123B)x
2
=
e123(xB)− e123(Bx)
2
=
e123(xB − Bx)
2
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= e123
(xB − Bx)
2
= e123(x ↓ B)
⇒ x ↑ (e123B) = e123(x ↓ B)
2.5. La Dualidad Geome´trica
Definicio´n 2.5.1. La aplicacio´n:
D : AG(3)→ AG(3)
M 7→ D(M) = e123M
es llamado el operador Dualidad Geome´trica de AG(3). e123M es llamado el mul-
tivector dual del multivector M.
Proposicio´n 2.5.2.
e123〈AG(3)〉j = 〈AG(3)〉3−j
Demostracio´n.
Si j = 0⇒ e123〈AG(3)〉0 = 〈AG(3)〉3
En efecto:
Sea M ∈ e123〈AG(3)〉0, entonces M = e123x0
⇔M = x0e123
⇔M = x0e7
⇔M ∈ 〈AG(3)〉3
Luego e123〈AG(3)〉0 = 〈AG(3)〉3
Si j = 1⇒ e123〈AG(3)〉1 = 〈AG(3)〉2
En efecto:
Sea M ∈ e123〈AG(3)〉1, entonces M = e123(a1e1 + a2e2 + a3e3)
⇔M = e123(a1e1 + a2e2 + a3e3)
M = a1e123e1 + a2e123e2 + a3e123e3
M = a1(e2e3) + a2(−e1e3) + a3(e1e2)
M = a1e6 − a2e5 + a3e4
⇔M = a3e4 − a2e5 + a1e6
⇔M ∈ 〈AG(3)〉2
Luego e123〈AG(3)〉1 = 〈AG(3)〉2
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Si j = 2⇒ e123〈AG(3)〉2 = 〈AG(3)〉1
En efecto:
Sea M ∈ e123〈AG(3)〉2, entonces M = e123(a4e4 + a5e5 + a6e6)
⇔M = a4e123e4 + a5e123e5 + a6e123e6
M = a4(−e3) + a5(e2) + a6(−e1)
M = −a6e1 + a5e2 − a4e3
⇔M = −a6e1 + a5e2 − a4e3
⇔M ∈ 〈AG(3)〉1
Luego e123〈AG(3)〉2 = 〈AG(3)〉1
Si j = 3⇒ e123〈AG(3)〉3 = 〈AG(3)〉0
En efecto:
Sea M ∈ e123〈AG(3)〉3, entoncesM = e123a7e7,
⇔M = a7e123e7
= a7e123e123
= a7(−1)
= −a7e0
⇔M = −a7e0
⇔M ∈ 〈AG(3)〉0
Luego e123〈AG(3)〉3 = 〈AG(3)〉0
Por lo tanto e123〈AG(3)〉j = 〈AG(3)〉3−j, j ∈ {1, 2, 3}
2.6. Bivectores
Proposicio´n 2.6.1. Todo bivector B se escribe de manera u´nica de la siguiente forma:
B = τx , donde x es vector
Demostracio´n.
Por proposicio´n 2.4.3 (3), tenemos:
e2 ↑ e3 = e2e3 = τe1 (2.56)
e3 ↑ e1 = e3e1 = τe2 (2.57)
e1 ↑ e2 = e1e2 = τe3 (2.58)
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Sumando ( 2.56), ( 2.57) y ( 2.58), tenemos:
e2e3 + e3e1 + e1e2 = τe1 + τe2 + τe3
e1e2 − e1e3 + e2e3 = τ(e1 + e2 + e3)
e4 − e5 + e6︸ ︷︷ ︸
2-vector
= τ(e1 + e2 + e3︸ ︷︷ ︸
1-vector
)
Luego, sea el 2-vector B y el 1-vector x:
⇒ B = τx
Observacio´n 2.6.2.
1. B es el dual de x.
2. El conjunto de todos los bivectores de AG(3) es un espacio vectorial, con base:
{e1e2, e1e3, e2e3}
3. El bivector B se escribe de manera u´nica como combinacio´n lineal de los elementos
de la base, es decir:
B = B12e1e2 +B13e1e3 +B23e2e3
⇒ B =
3∑
i,j=1
Bijeiej ,donde Bij ∈ R
⇒ B =
3∑
i,j=1
Bijei ↑ ej
Proposicio´n 2.6.3. Sea {e1e2, e1e3, e2e3} una base del conjunto de bivectores de AG(3),
B = B12e1e2 +B13e1e3 +B23e2e3 es un bivector, donde Bij ∈ R.
SiBij = −Bji entonces B =
3∑
i,j=1
1
2
Bijei ↑ ej
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Demostracio´n.
3∑
i,j=1
Bijei ↑ ej =
3∑
i=1
3∑
j=1
Bijei ↑ ej
=
3∑
i=1
(Bi1ei ↑ e1 +Bi2ei ↑ e2 +Bi3ei ↑ e3)
= B11 e1 ↑ e1︸ ︷︷ ︸
0
+B12e1 ↑ e2 +B13e1 ↑ e3
+B21e2 ↑ e1 +B22 e2 ↑ e2︸ ︷︷ ︸
0
+B23e2 ↑ e3
+B31e3 ↑ e1 +B32e3 ↑ e2 +B33 e3 ↑ e3︸ ︷︷ ︸
0
= B12e1 ↑ e2 +B13e1 ↑ e3 − B12(−e1 ↑ e2)
+B23e2 ↑ e3 − B13(−e1 ↑ e3)− B23(−e2 ↑ e3)
= 2(B12e1 ↑ e2 +B13e1 ↑ e3 + B23e2 ↑ e3)
= 2B
Por lo tanto B =
3∑
i,j=1
1
2
Bijei ↑ ej
2.7. El Producto Vectorial en AG(3)
Definicio´n 2.7.1. El producto vectorial de Gibbs de dos vectores se define por:
x× y = −e123(x ↑ y)
Observacio´n 2.7.2.
1. x ↑ y = e123x× y
2. x× y es el multivector dual del multivector y ↑ x . (Figura 2.2)
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x× y
x
y
x↑y
Figura 2.2:
3. El producto exterior de dos vectores x e y es una superficie orientada y el producto
vectorial x× y es un vector perpendicular a los dos vectores que se multiplican, y
cuyo sentido se asigna con la regla de la mano derecha.
Ejercicio 2.7.3. Probar : x ↑ y ↑ z = τ[x ↓ (y × z)]
Demostracio´n.
Como τx = xτ, entonces:
τ[ x︸︷︷︸
1-vector
↓ (y × z︸ ︷︷ ︸
1-vector
)] =
τ
2
[x(y × z) + (y × z)x]
=
τ
2
[x(−τ)(y ↑ z) + (−τ)(y ↑ z)x]
=
τ
2
[(−τ)x(y ↑ z) + (−τ)(y ↑ z)x]
=
−τ2
2
x(y ↑ z)−
τ
2
2
(y ↑ z)x
=
1
2
x(y ↑ z) +
1
2
(y ↑ z)x
50
2.7. El Producto Vectorial en AG(3)
=
1
2
[ x︸︷︷︸
1-vector
( y ↑ z︸︷︷︸
2-vector
) + (y ↑ z)x]
= x ↑ (y ↑ z)
= x ↑ y ↑ z
⇒ τ[x ↓ (y × z)] = x ↑ y ↑ z
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Cap´ıtulo 3
Operadores Lineales en el A´lgebra
Geome´trica AG(3)
En el cap´ıtulo anterior desarrollamos definiciones y propiedades, que sera´n
de gran utilidad en el desarrollo del presente cap´ıtulo, donde desarrollaremos los ope-
radores lineales en el contexto del a´lgebra geome´trica. Todo operador lineal, que actu´a
sobre vectores, se extiende a multivectores y se obtiene un operador lineal actuando
sobre el a´lgebra geome´trica. Esta teor´ıa sobre operadores lineales lo podemos encontrar
en [4].
Estos operadores sera´n representados en te´rminos del a´lgebra geome´trica
para facilitar el ca´lculo. Cada operador lineal puede ser constru´ıdo con multivectores
usando el producto interior, producto exterior y producto geome´trico. Luego podemos
decir que todo operador lineal tiene su representacio´n en el a´lgebra geome´trica.
Primero desarrollaremos algunos conceptos generales que sera´n u´tiles para
la caracterizacio´n y clasificacio´n de operadores lineales.
Nota: Consideremos E = R3 y f(x) = fx, ∀x ∈ E
Definicio´n 3.0.1. Una funcio´n f : E → E es un operador lineal si :
f(αx+ βy) = αf(x) + βf(y) ∀α, β ∈ R; ∀x, y ∈ E
3.1. Operador Adjunto
Definicio´n 3.1.1. Sea f : E → E un operador lineal.
Definimos el operador lineal adjunto o transpuesta de f como f : E → E que satisface
la condicio´n:
y ↓ f(x) = f(y) ↓ x, para todo x, y ∈ E (3.1)
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Para enfatizar que f opera antes que el producto interno, podemos escribir
(3.1) en la forma siguiente:
y ↓ fx = fy ↓ x, para todo x, y ∈ E
3.2. Extensio´n de Operadores Lineales
Cada operador lineal f sobre R3 induce un operador lineal natural f sobre
AG(3) que sera´ definido de modo natural en la siguiente definicio´n.
Definicio´n 3.2.1. Sea f : E → E un operador lineal.
Se define el operador inducido f : AG(3)→ AG(3) mediante:
M = x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7
M = x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijei ↑ ej + x7e1e2e3
f(M) = x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(ei ↑ ej) + x7f(e1 ↑ e2 ↑ e3)
f(M) = x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(ei) ↑ f(ej) + x7f(e1) ↑ f(e2) ↑ f(e3)
f(M) = x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(ei) ↑ f(ej) + x7f(e1) ↑ f(e2) ↑ f(e3)
Observacio´n 3.2.2.
1. f(α) = α, para todo α ∈ R
2. fx = fx, para todo x ∈ E
3. La definicio´n implica que f es lineal.
Proposicio´n 3.2.3. Sea el operador inducido f : AG(3)→ AG(3), se cumple:
1. Lineal: f(αM + βN) = αf(M) + βf(N), ∀M,N ∈ AG(3), ∀α, β ∈ R
2. Preserva el producto exterior: f(M ↑ N) = f(M) ↑ f(N), ∀M,N ∈ AG(3)
3. Preserva el grado: f(〈M〉k) = 〈f(M)〉k, ∀M ∈ AG(3)
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Demostracio´n. (1)
Sea M,N ∈ AG(3) tal que:
M = x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7,
N = y0 + y1e1 + y2e2 + y3e3 + y4e4 + y5e5 + y6e6 + y7e7, entonces:
f(αM + βN) = f(α(x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7)
+ β(y0 + y1e1 +2 e2 + y3e3 + y4e4 + y5e5 + y6e6 + y7e7))
= f(αx0 + αx1e1 + αx2e2 + αx3e3 + αx4e4 + αx5e5 + αx6e6 + αx7e7
+ βy0 + βy1e1 + βy2e2 + βy3e3 + βy4e4 + βy5e5 + βy6e6 + βy7e7)
= αx0 + αf(x1e1) + αf(x2e2) + αf(x3e3) + αf(x4e4) + αf(x5e5)
+ αf(x6e6) + αf(x7e7) + βy0 + βf(y1e1) + βf(y2e2) + βf(y3e3)
+ βf(y4e4) + βf(y5e5) + βf(y6e6) + βf(y7e7)
= αf(x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7)
+ βf(y0 + y1e1 +2 e2 + y3e3 + y4e4 + y5e5 + y6e6 + y7e7)
= αf(M) + βf(N)
⇒ f(αM + βN) = αf(M) + βf(N), ∀M,N ∈ AG(3)
Demostracio´n. (2)
Sea M,N ∈ AG(3) tal que:
M = x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7,
N = y0 +
∑
1≤i≤3
yiei +
∑
1≤i<j<≤3
yijeiej + y7e7,
Entonces:
f(M ↑ N) = f((x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7)
↑ (y0 +
∑
1≤i≤3
yiei +
∑
1≤i<j<≤3
yijeiej + y7e7))
= f(x0y0 +
∑
1≤i≤3
x0yiei +
∑
1≤i<j<≤3
x0yijeiej + x0y7e7 +
∑
1≤i≤3
xiy0ei
+
∑
1≤i≤3
xiei ↑
∑
1≤i≤3
yiei +
∑
1≤i≤3
xiei ↑
∑
1≤i<j<≤3
yijeiej +
∑
1≤i<j<≤3
xijy0eiej
+
∑
1≤i<j<≤3
xijyieiej ↑ ei +
∑
1≤i<j<≤3
xijy7eiej ↑ e7 + x7y0e7)
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= x0y0 +
∑
1≤i≤3
x0yif(ei) +
∑
1≤i<j<≤3
x0yijf(eiej) + x0y7f(e7) +
∑
1≤i≤3
xiy0f(ei)
+
∑
1≤i≤3
xif(ei) ↑
∑
1≤i≤3
yif(ei) +
∑
1≤i≤3
xif(ei) ↑
∑
1≤i<j<≤3
yijf(eiej)
+
∑
1≤i<j<≤3
xijy0f(eiej) +
∑
1≤i<j<≤3
xiyif(eiej ↑ ei) +
∑
1≤i<j<≤3
xijy7f(eiej) ↑ e7
+ x7y0f(e7)
= (x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(eiej) + x7f(e7))
↑ (y0 +
∑
1≤i≤3
yif(ei) +
∑
1≤i<j<≤3
yijf(eiej) + y7f(e7))
= f(x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7)
↑ f(y0 +
∑
1≤i≤3
yiei +
∑
1≤i<j<≤3
yijeiej + y7e7)
= f(M) ↑ f(N)
Por lo tanto: f(M ↑ N) = f(M) ↑ f(N)
Demostracio´n. (3)
Sea M ∈ AG(3) tal que:
M = x0︸︷︷︸
0-vector
+
∑
1≤i≤3
xiei︸ ︷︷ ︸
1-vector
+
∑
1≤i<j<≤3
xijeiej
︸ ︷︷ ︸
2-vector
+ x7e7︸︷︷︸
3-vector
Por proposicio´n 3.2.3(1), 3.2.3(2), tenemos:
Si k = 0, entonces: f(〈M〉0) = 〈f(M)〉0
En efecto:
f(〈M〉0) = f(x0) = x0 = 〈f(M)〉0
Si k = 1, entonces: f(〈M〉1) = 〈f(M)〉1
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En efecto:
f(〈M〉1) = f(
∑
1≤i≤3
xiei)
=
∑
1≤i≤3
xif(ei)
= 〈x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(eiej) + x7f(e7)〉1
= 〈f(x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7)〉1
= 〈f(M)〉1
Si k = 2, entonces: f(〈M〉2) = 〈f(M)〉2
En efecto:
f(〈M〉2) = f(
∑
1≤i<j<≤3
xijeiej)
=
∑
1≤i<j<≤3
xijf(eiej)
= 〈x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(eiej) + x7f(e7)〉2
= 〈f(x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7)〉2
= 〈f(M)〉2
Si k = 3, entonces: f(〈M〉3) = 〈f(M)〉3
En efecto:
f(〈M〉3) = f(x7e7)
= x7f(e7)
= 〈x0 +
∑
1≤i≤3
xif(ei) +
∑
1≤i<j<≤3
xijf(eiej) + x7f(e7)〉3
= 〈f(x0 +
∑
1≤i≤3
xiei +
∑
1≤i<j<≤3
xijeiej + x7e7)〉3
= 〈f(M)〉3
Por lo tanto: f(〈M〉k) = 〈f(M)〉k
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Observacio´n 3.2.4.
1. f(M ↓ N) 6= f(M) ↓ f(N), ∀M,N ∈ AG(3)
2. Como el adjunto f es un operador lineal este induce un operador lineal denotado
con el mismo s´ımbolo f y se cumple:
f(x1 ↑ . . . ↑ xk) = f(x1) ↑ . . . ↑ f(xk)
Proposicio´n 3.2.5. Sea x,y,z vectores se cumple:
1. f(x ↑ y) = f(x) ↑ f(y)
2. f(x ↑ y ↑ z) = f(x) ↑ f(y) ↑ f(z) = (fx) ↑ (fy) ↑ (fz)
3. f(x ↑ y + x ↑ z) = f(x ↑ y) + f(x ↑ z) = f(x) ↑ f(y) + f(x) ↑ f(z)
Demostracio´n. (1)
Por proposicio´n 3.2.3(2) y por observacio´n 3.2.2(2), tenemos:
f(x ↑ y) = f(x) ↑ f(y)
= f(x) ↑ f(y)
⇒ f(x ↑ y) = f(x) ↑ f(y)
Demostracio´n. (2)
Por proposicio´n 3.2.3(1), 3.2.3(2) y por observacio´n 3.2.2(2), tenemos:
f(x ↑ y ↑ z) = f [(x ↑ y) ↑ z]
= f(x ↑ y) ↑ f(z)
= f(x) ↑ f(y) ↑ f(z)
= f(x) ↑ f(y) ↑ f(z)
⇒ f(x ↑ y ↑ z) = f(x) ↑ f(y) ↑ f(z)
Demostracio´n. (3)
Por proposicio´n 3.2.3(1), 3.2.3(2) y por observacio´n 3.2.2(2), tenemos:
f(x ↑ y + x ↑ z) = f(x ↑ y) + f(x ↑ z)
= f(x) ↑ f(y) + f(x) ↑ f(z)
= f(x) ↑ f(y) + f(x) ↑ f(z)
⇒ f(x ↑ y + x ↑ z) = f(x) ↑ f(y) + f(x) ↑ f(z)
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Definicio´n 3.2.6. Sea f : E → E un operador lineal.
det f := (e3e2e1)f(e1) ↑ f(e2) ↑ f(e3)
donde det f es llamado el determinante de f y es un escalar que depende de f .
Proposicio´n 3.2.7.
1. det f = τ−1f(τ)
2. f(x ↑ y ↑ z) = (det f)x ↑ y ↑ z
3. det f = (x ↑ y ↑ z)−1 · f(x ↑ y ↑ z)
4. det f =
(fx) ↓ [(fy)× f(z)]
x ↓ (y × z)
Demostracio´n. (1)
Por proposicio´n 2.4.3(4), 2.4.3(6), 3.2.5(2), tenemos:
det f = (e3e2e1)f(e1) ↑ f(e2) ↑ f(e3)
= −τ︸︷︷︸ f(e1) ↑ f(e2) ↑ f(e3)
= τ−1f(e1) ↑ f(e2) ↑ f(e3)
= τ−1f(e1 ↑ e2 ↑ e3)
= τ−1f(e1e2e3)
⇒ det f = τ−1f(τ)
Demostracio´n. (2)
Como τ−1 = −τ, τ(x ↑ y ↑ z) = (x ↑ y ↑ z)τ y x ↑ y ↑ z = τ[x ↓ (y × z)], entonces:
f(x ↑ y ↑ z) = f(τ[ x︸︷︷︸
1-vector
↓ (y × z)︸ ︷︷ ︸
1-vector
])
= x ↓ (y × z)f(τ)
= τ−1 τ[x ↓ (y × z)]︸ ︷︷ ︸ f(τ)
= −τ(x ↑ y ↑ z)f(τ)
= −(x ↑ y ↑ z)τf(τ)
= −(x ↑ y ↑ z)ττ τ−1f(τ)︸ ︷︷ ︸
= −(x ↑ y ↑ z)τ2(det f)
= −(x ↑ y ↑ z)(−1)(det f)
= (x ↑ y ↑ z)(det f)
⇒ f(x ↑ y ↑ z) = (det f)(x ↑ y ↑ z)
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Demostracio´n. (3)
Por proposicio´n 3.2.7(2) y 2.3.8(7) tenemos:
f(x ↑ y ↑ z) = (det f)(x ↑ y ↑ z)
(x ↑ y ↑ z)−1f(x ↑ y ↑ z) = (det f)(x ↑ y ↑ z)−1(x ↑ y ↑ z)
⇒ det f = (x ↑ y ↑ z)︸ ︷︷ ︸
3−vector
−1 f(x ↑ y ↑ z)︸ ︷︷ ︸
3−vector
= (x ↑ y ↑ z)−1 ↓ f(x ↑ y ↑ z)
⇒ det f = (x ↑ y ↑ z)−1 ↓ f(x ↑ y ↑ z)
Demostracio´n. (4)
Por proposicio´n 3.2.7 (2) y por ejercicio 2.7.3 tenemos:
f(x ↑ y ↑ z) = (det f)(x ↑ y ↑ z)
f(x ↑ y ↑ z)(x ↑ y ↑ z)−1 = (det f)(x ↑ y ↑ z)(x ↑ y ↑ z)−1
⇒ det f = f(x ↑ y ↑ z)(x ↑ y ↑ z)−1
det f = ((fx) ↑ (fy) ↑ (fz))(x ↑ y ↑ z)−1
= (fx) ↑ (fy) ↑ (fz)
1
x ↑ y ↑ z
=
τ[(fx) ↓ ((fy)× (fz))]
τ[x ↓ (y × z)]
=
(fx) ↓ [(fy)× (fz)]
x ↓ (y × z)
⇒ det f =
(fx) ↓ [(fy)× (fz)]
x ↓ (y × z)
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Proposicio´n 3.2.8. Sea f, g : E → E y f, g : AG(3)→ AG(3), entonces:
f ◦ g = f ◦ g
Demostracio´n.
Sea x un 1-vector arbitrario
(f ◦ g)(x) = f ◦ g(x), ∀x ∈ E
= f(g(x))
= f(g(x))
= f(g(x)) = f ◦ g(x)
⇒ f ◦ g = f ◦ g
Sea x ↑ y un 2-vector arbitrario
f ◦ g(x ↑ y) = (f ◦ g)(x) ↑ (f ◦ g)(y)
= f(g(x)) ↑ f(g(y))
= f(g(x) ↑ g(y))
= f(g(x ↑ y))
= f ◦ g(x ↑ y)
⇒ f ◦ g = f ◦ g
Sea x ↑ y ↑ z un 3-vector arbitrario
f ◦ g(x ↑ y ↑ z) = (f ◦ g)(x) ↑ (f ◦ g)(y) ↑ (f ◦ g)(z)
= (f(g(x))) ↑ (f(g(y))) ↑ (f(g(z)))
= f(g(x) ↑ g(y) ↑ g(z))
= f(g(x ↑ y ↑ z))
= f ◦ g(x ↑ y ↑ z)
⇒ f ◦ g = f ◦ g
Por lo tanto f ◦ g = f ◦ g
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Proposicio´n 3.2.9. Sea f, g : E → E, el determinante de fg es:
det(fg) = (det f)(det g)
Demostracio´n.
det(fg) = det(f ◦ g) = τ−1(f ◦ g(τ))
= τ−1(f ◦ g(τ))
= τ−1(f(g(τ)))
= τ−1f(τ τ−1g(τ)︸ ︷︷ ︸)
= τ−1f(τ(det g))
= τ−1f((det g)τ)
= τ−1(det g)f(τ)
= (det g) τ−1f(τ)︸ ︷︷ ︸
= (det g)(det f)
⇒ det(fg) = (det f)(det g)
3.3. Operadores Lineales no-singulares
Definicio´n 3.3.1. Un operador lineal f : E → E es llamado no-singular si f(τ) 6= 0.
Proposicio´n 3.3.2. f : E → E es no-singular si y solo si det f 6= 0.
Demostracio´n.
Como f es no singular⇔ f(τ) 6= 0
⇔ τ−1f(τ) 6= 0
⇔ det f 6= 0
Definicio´n 3.3.3. Sea f : E → E un operador lineal no-singular. Se dice que f es
inversible si existe un operador lineal f−1 llamado “la inversa de f” tal que:
ff−1 = f−1f = I.
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Observacio´n 3.3.4.
1. I es el operador identidad definido por I(x) = x, ∀x ∈ E
2. f−1f(x) = x, ∀x ∈ E
Proposicio´n 3.3.5. Sea f : E → E un operador lineal adjunto y no-singular. f es el
operador lineal inducido de f, se cumple:
1. f−1(y) =
f(yτ)
f(τ)
2. f−1(y) =
f(yτ)
τ(det f))
Demostracio´n. (1)
Por proposicio´n 2.3.8(5), adema´s y ↓ f(x) = f(y) ↓ x y τy = yτ, ∀y ∈ E, tenemos:
xf(τ) = xf(e1e2e3)
= xf(e1 ↑ e2 ↑ e3)
= x︸︷︷︸
1-vector
[
f(e1) ↑ f(e2) ↑ f(e3)
]︸ ︷︷ ︸
3-vector
= x ↓
[
f(e1) ↑ f(e2) ↑ f(e3
]
= [f(e1) ↑ f(e2)](f(e3) ↓ x)− [f(e1) ↑ f(e3)](f(e2) ↓ x) + [f(e2) ↑ f(e3)](f(e1) ↓ x)
= f(e1 ↑ e2︸ ︷︷ ︸
τe3
)(x ↓ f(e3))− f(e1 ↑ e3︸ ︷︷ ︸
−τe2
)(x ↓ f(e2)) + f(e2 ↑ e3︸ ︷︷ ︸
τe1
)(x ↓ f(e1))
= f(τe3)(f(x) ↓ e3)− f(−τe2)(f(x) ↓ e2) + f(τe1)(f(x) ↓ e1)
= f(τe1)(f(x) ↓ e1) + f(τe2)(f(x) ↓ e2) + f(τe3)(f(x) ↓ e3)
= f [τe1(f(x) ↓ e1)] + f [τe2(f(x) ↓ e2)] + f [τe3(f(x) ↓ e3)]
= f [τ(f(x) ↓ e1)e1] + f [τ(f(x) ↓ e2)e2] + f [τ(f(x) ↓ e3)e3]
= f [τ(f(x) ↓ e1)e1 + τ(f(x) ↓ e2)e2 + τ(f(x) ↓ e3)e3]
= f [τ((f(x) ↓ e1)e1 + (f(x) ↓ e2)e2 + (f(x) ↓ e3)e3)]
= f
(
τ
3∑
i=1
(f(x) ↓ ei)ei
)
= f(τf(x))
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Entonces: xf(τ) = f(τf(x))
xf(τ)
f(τ)
=
f(τf(x))
f(τ)
x =
f(τf(x))
f(τ)
Si y = f(x)⇒ f−1(y) = f−1f(x) = x
⇒ f−1(y) = x
⇒ f−1(y) =
f(τf(x))
f(τ)
f−1(y) =
f(τy)
f(τ)
=
f(yτ)
f(τ)
⇒ f−1(y) =
f(yτ)
f(τ)
Demostracio´n. (2)
Como det f = τ−1f(τ), donde f es el operador lineal inducido de f
⇒ det f = τ−1f(τ)
⇒ τ(det f) = ττ−1f(τ)
= f(τ)
⇒ τ(det f) = f(τ) (3.2)
Luego por proposicio´n 3.3.5(1), tenemos:
f−1(y) =
f(yτ)
τ(det f)
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Ejercicio 3.3.6. Probar: det(f−1) = (det f)−1
Demostracio´n.
Por proposicio´n 3.3.5(1) y −τ = τ−1, tenemos:
det(f−1) = τ−1f−1(τ) = τ−1
f(ττ)
f(τ)
= τ−1
f(τ2)
f(τ)
= τ−1
f(−1)
f(τ)
= τ−1
(−1)
f(τ)
=
−τ−1
f(τ)
=
τ
f(τ)
=
τ
−1
τ
τ
−1f(τ)
=
1
τ
−1f(τ)
= (τ−1f(τ))−1 = (det f)−1
⇒ det(f−1) = (det f)−1
3.4. Representacio´n Matricial de Operadores Linea-
les
Observacio´n 3.4.1.
1. Sea {e1, e2, e3} la base cano´nica de E definido por la condicio´n ortonormal
ei ↓ ej = δij =
{
1 , si i = j
0 , si i 6= j
, donde i, j ∈ {1, 2, 3}
2. Cualquier x ∈ E puede ser representado como :
x =
3∑
k=1
xkex
Las componentes xk son de la forma: xk = ek ↓ x.
Luego:
x =
3∑
k=1
xkek =
3∑
k=1
(ek ↓ x)ek =
3∑
k=1
(x ↓ ek)ek
⇒ x =
3∑
k=1
(x ↓ ek)ek
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3. Un operador lineal f transforma cada vector ek de la base esta´ndar en un vector fk,
que puede ser expresado en te´rminos de la base esta´ndar de la siguiente manera:
fk = fek =
3∑
j=1
ejfjk
Definicio´n 3.4.2. [f ] = [fjk] es llamado la matriz de f en la base cano´nica, donde fjk
es llamado un elemento de la matriz del operador f .
Observacio´n 3.4.3.
1. Los elementos de la matriz f esta´n dados por:
fjk = ej ↓ (fek) = ej ↓ fk, k, j ∈ {1, 2, 3}
2. La matriz completa se escribe de la siguiente manera:
[f ] = [fjk] =

f11 f12 f13f21 f22 f23
f31 f32 f33


3. Un operador lineal esta´ completamente determinado por una matriz en una base
dada y una matriz determina la transformacio´n de cualquier vector
fx =
3∑
k=1
(fek)xk =
3∑
k=1
(
3∑
j=1
ejfjk
)
xk, k, j ∈ {1, 2, 3}
4. La ecuacio´n fx = y es equivalente a la ecuacio´n matricial
∑3
k=1 fjkxk = yj,
donde j ∈ {1, 2, 3}.
En efecto: 
f11 f12 f13f21 f22 f23
f31 f32 f33



x1x2
x3

 =

f11x1+ f12x2+ f13x3f21x1+ f22x2+ f23x3
f31x1+ f32x2+ f33x3

 =

y1y2
y3


5. El operador suma f + g corresponde a la matriz suma
fjk + gjk = ej ↓ (fek + gek), k, j ∈ {1, 2, 3}
6. El operador producto gf corresponde a la matriz producto
3∑
j=1
gijfjk = ei ↓ (gfek)
gfek =
3∑
j=1
(gej)fjk =
3∑
i=1
ei
(∑
gijfjk
)
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7. El producto de matrices es igual a la matriz del operador producto:
[g][f ] = [gf ]
8. La matriz identidad correspondiente al operador identidad sera´:
ei ↓ I(ek) = ei ↓ ek = δik
9. If = f corresponde a la ecuacio´n matricial:
3∑
j=1
δijfjk = fik o´ [I][f ] = [f ]
10. f−1f = I corresponde a la ecuacio´n matricial:
3∑
j=1
f−1ij fjk = δik o´ [f
−1][f ] = [I]
Definicio´n 3.4.4. det f = det[f ]
3.5. Operadores Sime´tricos y Antisime´tricos
3.5.1. Operadores Antisime´tricos
Definicio´n 3.5.1. Un operador lineal A : E → E es antisime´trico si :
A = −A
Proposicio´n 3.5.2. A : E → E es un operador antisime´trico si y solo si:
Ax = x ↓ B , donde B es bivector
Demostracio´n.
Probaremos que si A es un operador antisime´trico implica que Ax = x ↓ B
Como A es operador lineal entonces:
ak = Aek =
3∑
j=1
ejBjk
En te´rminos de la base esta´ndar el bivector esta dado por:
B =
3∑
k,j=1
ek ↑ ejBjk ;donde Bjk ∈ R
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Por proposicio´n 2.6.3, tenemos:
SiBij = −Bji entonces B =
3∑
i,j=1
1
2
Bijei ↑ ej
En este caso tenemos:
B =
3∑
k,j=1
1
2
ek ↑ ejBjk =
1
2
3∑
k=1
ek ↑ (Aek) =
3∑
k=1
1
2
ek ↑ ak
Por las definiciones de operador adjunto, operador antisime´trico y adema´s por el ejer-
cicio 2.3.17, tenemos:
ej︸︷︷︸
1-vector
↓ B︸︷︷︸
2-vector
= ej ↓
3∑
k=1
1
2
(ek ↑ ak)
=
1
2
3∑
k=1
ej ↓ (ek ↑ ak)
=
1
2
3∑
k=1
[(ej ↓ ek)ak − (
∈R︷ ︸︸ ︷
ej︸︷︷︸
1-vector
↓ ak︸︷︷︸
1-vector
)ek]
=
1
2
3∑
k=1
[(ej ↓ ek)A(ek)− (ej ↓ Aek)ek]
=
1
2
3∑
k=1
[(ej ↓ ek)A(ek)− (
∈R︷ ︸︸ ︷
A(ej)︸ ︷︷ ︸
1-vector
↓ ek︸︷︷︸
1-vector
)ek]
=
1
2
3∑
k=1
[δjkA(ek)− (A(ej) ↓ ek)ek]
=
1
2
[A(ej)− A(ej)]
=
1
2
[A(ej)− (−A)(ej)]
=
1
2
[A(ej) + A(ej)]
= A(ej)
⇒ ej ↓ B = A(ej)
Como se cumple para los los vectores cano´nicos, por la linealidad el resultado es en
general verdadero.
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Rec´ıprocamente si Ax = x ↓ B implica que A es operador antisime´trico.
Por ejercicio 2.3.20, tenemos:
y ↓ (Ax) = y ↓ (x ↓ B)
= (y ↑ x) ↓ B
= −(x ↑ y) ↓ B
= −x ↓ (y ↓ B)
= −x︸︷︷︸
1-vector
↓ Ay︸︷︷︸
1-vector
= −Ay ↓ x
⇒ y ↓ (Ax) = −A(y) ↓ x
⇒ A = −A
⇒ A es un operador antisime´trico
3.5.2. Autovalores y Autovectores
Definicio´n 3.5.3. Sea f : E → E un operador lineal, el vector x 6= 0 es llamado el
autovector asociado al autovalor λ si
f(x) = λx (3.2)
donde λ ∈ R.
Observacio´n 3.5.4.
1. Cualquier mu´ltiplo de x es tambie´n un autovector de f.
2. La ecuacio´n (3.2) puede ser escrito en la forma: (f − λ)(x) = 0.
3. Por a´lgebra lineal sabemos que f − λ es singular, entonces por la definicio´n de
operador no-singular det(f − λ) = 0.
Proposicio´n 3.5.5.
det(f − λ) =
(f1 − λe1) ↑ (f2 − λe2) ↑ (f3 − λe3)
e1e2e3
(3.3)
Demostracio´n. :
Sabemos que:
fk = f(ek) =
3∑
j=1
ejfjk
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Como fk = f(ek), tenemos:
det(f − λ) = τ−1(f − λ)(τ)
=
1
τ
(f − λ)(τ)
=
(f − λ)(e1e2e3)
e1e2e3
=
(f − λ)(e1 ↑ e2 ↑ e3)
e1e2e3
=
(f − λ)e1 ↑ (f − λ)e2 ↑ (f − λ)e3
e1e2e3
=
f(e1)− λe1 ↑ f(e2)− λe2 ↑ f(e3)− λe3
e1e2e3
=
(f1 − λe1) ↑ (f2 − λe2) ↑ (f3 − λe3)
e1e2e3
⇒ det(f − λ) =
(f1 − λe1) ↑ (f2 − λe2) ↑ (f3 − λe3)
e1e2e3
Observacio´n 3.5.6.
1. La ecuacio´n (3.3) es llamado el polinomio caracter´ıstico de f.
2. De la observacio´n 3.5.4 (3) y la proposicio´n 3.5.5 tenemos:
det(f − λ) =
(f1 − λe1) ↑ (f2 − λe2) ↑ (f3 − λe3)
e1e2e3
= 0 (3.4)
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Proposicio´n 3.5.7. La ecuacio´n(3.4) se puede escribir en la forma:
λ3 − α1λ
2 + α2λ− α3 = 0 (3.5)
donde:
α1 = e1 ↓ f1 + e2 ↓ f2 + e3 ↓ f3 = f11 + f12 + f33
α2 = (e3 ↑ e2) ↓ (f2 ↑ f3) + (e3 ↑ e1) ↓ (f1 ↑ f3) + (e2 ↑ e1) ↓ (f1 ↑ f2)
α3 = (e3 ↑ e2 ↑ e1) ↓ (f1 ↑ f2 ↑ f3)
Demostracio´n.
Sabemos que:
det(f − λ) =
(
1-vector︷ ︸︸ ︷
f1 − λe1) ↑ (
1-vector︷ ︸︸ ︷
f2 − λe2) ↑ (f3 − λe3)
e1e2e3
⇒ det(f − λ) =
1
2
[(f1 − λe1)(f2 − λe2)− (f2 − λe2)(f1 − λe1)] ↑ (f3 − λe3)
e1e2e3
=
1
2
[f1f2 − f1(λe2)− (λe1)f2 + λ
2e1e2 − (f2f1 − f2(λe1)− (λe2)f1 + λ
2e2e1)] ↑ (f3 − λe3)
e1e2e3
=
1
2
[f1f2 − f2f1 − f1(λe2)− (λe1)f2 + λ
2e1e2 + f2(λe1) + (λe2)f1 − λ
2e2e1)] ↑ (f3 − λe3)
e1e2e3
=
1
2
[f1f2 − f2f1 − f1(λe2)− (λe1)f2 + λ
2e1e2 + f2(λe1) + (λe2)f1 − λ
2(−e1e2)] ↑ (f3 − λe3)
e1e2e3
=
1
2
[f1f2 − f2f1 − λ(f1e2) + λ(e2f1)− λ(e1f2) + λ(f2e1) + 2λ
2e1e2] ↑ (f3 − λe3)
e1e2e3
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=
[
1
2
(f1f2 − f2f1) +
λ
2
(e2f1 − f1e2) +
λ
2
(f2e1 − e1f2) +
2
2
λ2e1e2
]
↑ (f3 − λe3)
e1e2e3
=
[f1 ↑ f2 + λ(e2 ↑ f1) + λ(f2 ↑ e1) + λ
2e1e2] ↑ (f3 − λe3)
e1e2e3
=
(f1 ↑ f2) ↑ (f3 − λe3) + λ(e2 ↑ f1) ↑ (f3 − λe3) + λ(f2 ↑ e1) ↑ (f3 − λe3)
e1e2e3
+
λ2e1e2 ↑ (f3 − λe3)
e1e2e3
=
(f1 ↑ f2) ↑ f3 − λ(f1 ↑ f2) ↑ e3 + λ(e2 ↑ f1) ↑ f3 − λ
2(e2 ↑ f1) ↑ e3
e1e2e3
+
λ(f2 ↑ e1) ↑ f3 − λ
2(f2 ↑ e1) ↑ e3 + λ
2e1e2 ↑ f3 − λ
3(e1e2) ↑ e3
e1e2e3
=
(f1 ↑ f2) ↑ f3
e1e2e3
+
−λ3(e1e2e3) + λ
2[(e1e2) ↑ f3 − (f2 ↑ e1) ↑ e3 − (e2 ↑ f1) ↑ e3]
e1e2e3
+
−λ[(f1 ↑ f2) ↑ e3 − (e2 ↑ f1) ↑ f3 − (f2 ↑ e1) ↑ f3]
e1e2e3
= (e1e2e3)
−1[(f1 ↑ f2) ↑ f3 − λ
3(e1e2e3) + λ
2((e1e2) ↑ f3 − (f2 ↑ e1) ↑ e3 − (e2 ↑ f1) ↑ e3)
− λ((f1 ↑ f2) ↑ e3 − (e2 ↑ f1) ↑ f3 − (f2 ↑ e1) ↑ f3)]
= (e3e2e1)[(f1 ↑ f2) ↑ f3 − λ
3(e1e2e3) + λ
2((e1e2) ↑ f3 − (f2 ↑ e1) ↑ e3 − (e2 ↑ f1) ↑ e3)
−λ((f1 ↑ f2) ↑ e3 − (e2 ↑ f1) ↑ f3 − (f2 ↑ e1) ↑ f3)]
= −λ3(e3e2e1)(e1e2e3) + λ
2(e3e2e1)[(e1e2) ↑ f3 − (f2 ↑ e1) ↑ e3 − (e2 ↑ f1) ↑ e3]
− λ(e3e2e1)[(f1 ↑ f2) ↑ e3 − (e2 ↑ f1) ↑ f3 − (f2 ↑ e1) ↑ f3] + (e3e2e1)(f1 ↑ f2) ↑ f3
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= −λ3 + λ2(e3e2e1)[(e1e2) ↑ f3]− λ
2(e3e2e1)[(f2 ↑ e1) ↑ e3]
− λ2(e3e2e1)[(e2 ↑ f1) ↑ e3]− λ(e3e2e1)[(f1 ↑ f2) ↑ e3]+ λ(e3e2e1)[(e2 ↑ f1) ↑ f3]
+ λ(e3e2e1)[(f2 ↑ e1) ↑ f3]+ (e3e2e1)(f1 ↑ f2) ↑ f3
= −λ3 + λ2(e3 ↓ f3)− λ
2(−e2 ↓ f2)− λ
2(−e1 ↓ f1)− λ[(e2 ↑ e1) ↓ (f1 ↑ f2)]
+ λ[−(e3 ↑ e1) ↓ (f1 ↑ f3)]+ λ[−(e3 ↑ e2) ↓ (f2 ↑ f3)]+ (e3e2e1)(f1 ↑ f2) ↑ f3
= −λ3 + λ2(e3 ↓ f3 + e2 ↓ f2 + e1 ↓ f1)− λ[(e2 ↑ e1) ↓ (f1 ↑ f2) + (e3 ↑ e1) ↓ (f1 ↑ f3)
+ (e3 ↑ e2) ↓ (f2 ↑ f3)] + (e3e2e1)(f1 ↑ f2) ↑ f3
= −λ3 + λ2(e1 ↓ f1 + e2 ↓ f2 + e3 ↓ f3)− λ[(e3 ↑ e2) ↓ (f2 ↑ f3) + (e3 ↑ e1) ↓ (f1 ↑ f3)
+ (e2 ↑ e1) ↓ (f1 ↑ f2)] + (e3e2e1)(f1 ↑ f2) ↑ f3
λ3−λ2[e1 ↓ f1 + e2 ↓ f2 + e3 ↓ f3︸ ︷︷ ︸
α1
]+λ[(e3 ↑ e2) ↓ (f2 ↑ f3) + (e3 ↑ e1) ↓ (f1 ↑ f3) + (e2 ↑ e1) ↓ (f1 ↑ f2)︸ ︷︷ ︸
α2
]
− (e3e2e1)(f1 ↑ f2 ↑ f3)︸ ︷︷ ︸
α3
= 0
⇒ λ3 − α1λ
2 + α2λ− α3 = 0
Donde:
α1 = e1 ↓ f1 + e2 ↓ f2 + e3 ↓ f3 = f11 + f12 + f33
α2 = (e3 ↑ e2) ↓ (f2 ↑ f3) + (e3 ↑ e1) ↓ (f1 ↑ f3) + (e2 ↑ e1) ↓ (f1 ↑ f2)
α3 = (e3 ↑ e2 ↑ e1) ↓ (f1 ↑ f2 ↑ f3)
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Por proposicio´n 2.4.4(1) y por observacio´n 2.3.12(2) −τ = e3e2e1, tenemos:
• (e3e2e1)[(e1e2) ↑ f3] = −e1e2e3[(e1e2) ↑ f3]
= −e1e2e3[f3 ↑ (e1e2)]
= −f3 ↓ [(e1e2e3)(e1e2)]
= −f3 ↓ [e1(−e3e2)(−e2e1)]
= −f3 ↓ [(e1e3)e1]
= −f3 ↓ [(−e3e1)e1]
= −f3 ↓ −e3
= f3 ↓ e3
(e3e2e1)[(e1e2) ↑ f3] = e3 ↓ f3
• (e3e2e1)[(f2 ↑ e1) ↑ e3] = −e1e2e3[f2 ↑ (e1 ↑ e3)]
= −e1e2e3[f2 ↑ (e1e3)]
= −f2 ↓ [(e1e2e3)(e1e3)]
= −f2 ↓ [(e1e2e3)(−e3e1)]
= −f2 ↓ [(−e1e2)e1]
= −f2 ↓ [(e2e1)e1]
= −f2 ↓ e2
(e3e2e1)[(f2 ↑ e1) ↑ e3] = −e2 ↓ f2
• (e3e2e1)[(e2 ↑ f1) ↑ e3] = −e1e2e3[(−f1 ↑ e2) ↑ e3)]
= e1e2e3[f1 ↑ (e2 ↑ e3)]
= e1e2e3[f1 ↑ (e2e3)]
= f1 ↓ [(e1e2e3)(e2e3)]
= f1 ↓ [(e1e2e3)(−e3e2)]
= f1 ↓ [(−e1e2)e2]
= f1 ↓ (−e1)
(e3e2e1)[(e2 ↑ f1) ↑ e3] = −e1 ↓ f1
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Por proposicio´n 2.4.4(1), 2.3.8(5), 2.3.8(6) y por ejercicio 2.3.19, tenemos:
• (e3e2e1)[(f1 ↑ f2) ↑ e3] = −e1e2e3[e3 ↑ (f1 ↑ f2)]
= −e3 ↓ [(e1e2e3︸ ︷︷ ︸
3-vector
)(f1 ↑ f2︸ ︷︷ ︸
2-vector
)]
= −e3 ↓ [(e1e2e3) ↓ (f1 ↑ f2)]
= −[e3 ↓ (e1e2e3)] ↓ (f1 ↑ f2)
= −(e3e1e2e3) ↓ (f1 ↑ f2)
= −(−e1e3)(−e3e2) ↓ (f1 ↑ f2)
= −e1e2 ↓ (f1 ↑ f2)
= −(e1 ↑ e2) ↓ (f1 ↑ f2)
(e3e2e1)[(f1 ↑ f2) ↑ e3] = (e2 ↑ e1) ↓ (f1 ↑ f2)
• (e3e2e1)[(e2 ↑ f1) ↑ f3] = −e1e2e3[e2 ↑ (f1 ↑ f3)]
= −e2 ↓ [(e1e2e3︸ ︷︷ ︸
3-vector
)(f1 ↑ f3︸ ︷︷ ︸
2-vector
)]
= −e2 ↓ [(e1e2e3) ↓ (f1 ↑ f3)]
= −[e2 ↓ (e1e2e3)] ↓ (f1 ↑ f3)
= −(e2e1e2e3) ↓ (f1 ↑ f3)
= −(−e1e2)(e2e3) ↓ (f1 ↑ f3)
= e1e3 ↓ (f1 ↑ f3)
= (e1 ↑ e3) ↓ (f1 ↑ f3)
(e3e2e1)[(e2 ↑ f1) ↑ f3] = −(e3 ↑ e1) ↓ (f1 ↑ f3)
• (e3e2e1)[(f2 ↑ e1) ↑ f3] = −e1e2e3[(−e1 ↑ f2) ↑ f3]
= e1e2e3[(e1 ↑ f2) ↑ f3]
= e1e2e3[e1 ↑ (f2 ↑ f3)]
= e1 ↓ [(e1e2e3︸ ︷︷ ︸
3-vector
)(f2 ↑ f3︸ ︷︷ ︸
2-vector
)]
= e1 ↓ [(e1e2e3) ↓ (f2 ↑ f3)]
= [e1 ↓ (e1e2e3)] ↓ (f2 ↑ f3)
= (e1e1e2e3) ↑ (f2 ↓ f3)
= e2e3 ↓ (f2 ↑ f3)
= (e2 ↑ e3) ↓ (f2 ↑ f3)
(e3e2e1)[(f2 ↑ e1) ↑ f3] = −(e3 ↑ e2) ↓ (f2 ↑ f3)
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Observacio´n 3.5.8.
1. Las ra´ıces de la ecuacio´n (3.5) son llamados autovalores.
Proposicio´n 3.5.9. Las componentes de los autovectores se pueden escribir en la si-
guiente forma:
x2
x1
=
h3 ↑ h1
h2 ↑ h3
,
x3
x1
=
h1 ↑ h2
h2 ↑ h3
Demostracio´n.
Sea : x = x1e1 + x2e2 + x3e3
Como (f − λ)(x) = 0, entonces:
⇒(f − λ)(x1e1 + x2e2 + x3e3) = 0
⇒f(x1e1 + x2e2 + x3e3)− λ(x1e1 + x2e2 + x3e3) = 0
⇒x1f(e1) + x2f(e2) + x3f(e3)− λx1e1 − λx2e2 − λx3e3 = 0
⇒x1f1 + x2f2 + x3f3 − λx1e1 − λx2e2 − λx3e3 = 0
⇒x1(f1 − λe1︸ ︷︷ ︸
h1
) + x2(f2 − λe2︸ ︷︷ ︸
h2
) + x3(f3 − λe3︸ ︷︷ ︸
h3
) = 0
⇒hk = fk − λek, k = 1, 2, 3
⇒x1h1 + x2h2 + x3h3 = 0
⇒x1h1 ↑ h3 + x2h2 ↑ h3 + x3 h3 ↑ h3︸ ︷︷ ︸
0
= 0
⇒x1h1 ↑ h3 + x2h2 ↑ h3 = 0
⇒x2h2 ↑ h3 = −x1h1 ↑ h3 = x1h3 ↑ h1
⇒
x2
x1
=
h3 ↑ h1
h2 ↑ h3
Tambie´n se tiene que:
⇒x1h1 ↑ h2 + x2 h2 ↑ h2︸ ︷︷ ︸
0
+x3h3 ↑ h2 = 0
⇒x1h1 ↑ h2 + x3h3 ↑ h2 = 0
⇒x1h1 ↑ h2 = −x3h3 ↑ h2 = x3h2 ↑ h3
⇒
x3
x1
=
h1 ↑ h2
h2 ↑ h3
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Observacio´n 3.5.10.
1. Si λ es ra´ız u´nica de la ecuacio´n caracter´ıstica, dos de los tres vectores hk son l.i
y solo una componente de x puede ser especificada arbitrariamente.
2. Si λ es ra´ız doble de la ecuacio´n caracter´ıstica, los hk no son l.i y dos componentes
de x pueden ser especificadas arbitrariamente.
Si x1 = x2 = 1, entonces:
⇒x1h1 + x2h2 + x3h3 = 0
h1 + h2 + x3h3 = 0
Si x1 = 1 y x3 = 0, entonces:
⇒x1h1 + x2h2 + x3h3 = 0
h1 + x2h2 = 0
3. Cualquier otro autovalor obtenido por una eleccio´n diferente de componentes sera
una combinacio´n lineal de esos dos autovectores.
4. Los autovectores correspondientes a la ra´ız doble de la ecuacio´n caracter´ıstica for-
man un plano.
Ejercicio 3.5.11. Sea:
[f ] =

4 1 −12 5 −2
1 1 2


Hallar:
a) El polinomio caracter´ıstico.
b) Los autovalores y los autovectores.
Solucio´n:
Considerando la base cano´nica de R3, tenemos:
f(e1) = f1 = 4e1 + e2 − e3
f(e2) = f2 = 2e1 + 5e2 − 2e3
f(e3) = f3 = e1 + e2 + 2e3
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• f1 ↑ f2 = (4e1 + e2 − e3) ↑ (2e1 + 5e2 − 2e3)
= 8 e1 ↑ e1︸ ︷︷ ︸
0
+20e1 ↑ e2 − 8e1 ↑ e3 + 2e2 ↑ e1 + 5 e2 ↑ e2︸ ︷︷ ︸
0
−2e2 ↑ e3
− 2e3 ↑ e1 − 5e3 ↑ e2 + 2 e3 ↑ e3︸ ︷︷ ︸
0
= 20e1 ↑ e2 − 8e1 ↑ e3 − 2e1 ↑ e2 − 2e2 ↑ e3 + 2e1 ↑ e3 + 5e2 ↑ e3
⇒ f1 ↑ f2 = 18e1 ↑ e2 − 6e1 ↑ e3 + 3e2 ↑ e3
• f2 ↑ f3 = (2e1 + 5e2 − 2e3) ↑ (e1 + e2 + 2e3)
= 2 e1 ↑ e1︸ ︷︷ ︸
0
+2e1 ↑ e2 + 4e1 ↑ e3 + 5e2 ↑ e1 + 5 e2 ↑ e2︸ ︷︷ ︸
0
+10e2 ↑ e3
− 2e3 ↑ e1 − 2e3 ↑ e2 − 4 e3 ↑ e3︸ ︷︷ ︸
0
= 2e1 ↑ e2 + 4e1 ↑ e3 − 5e1 ↑ e2 + 10e2 ↑ e3 + 2e1 ↑ e3 + 2e2 ↑ e3
⇒ f2 ↑ f3 = −3e1 ↑ e2 + 6e1 ↑ e3 + 12e2 ↑ e3
• f3 ↑ f1 = (e1 + e2 + 2e3) ↑ (4e1 + e2 − e3)
= 4 e1 ↑ e1︸ ︷︷ ︸
0
+e1 ↑ e2 − e1 ↑ e3 + 4e2 ↑ e1 + e2 ↑ e2︸ ︷︷ ︸
0
−e2 ↑ e3
+ 8e3 ↑ e1 + 2e3 ↑ e2 − 2 e3 ↑ e3︸ ︷︷ ︸
0
= e1 ↑ e2 − e1 ↑ e3 − 4e1 ↑ e2 − e2 ↑ e3 − 8e1 ↑ e3 − 2e2 ↑ e3
⇒ f3 ↑ f1 = −3e1 ↑ e2 − 9e1 ↑ e3 − 3e2 ↑ e3
Luego :
f1 ↑ f3 = 3e1 ↑ e2 + 9e1 ↑ e3 + 3e2 ↑ e3
• f1 ↑ f2 ↑ f3 = (f1 ↑ f2) ↑ f3
= (18e1 ↑ e2 − 6e1 ↑ e3 + 3e2 ↑ e3) ↑ (e1 + e2 + 2e3)
= 18(e1 ↑ e2) ↑ e1 + 18(e1 ↑ e2) ↑ e2 + 36(e1 ↑ e2) ↑ e3
− 6(e1 ↑ e3) ↑ e1 − 6(e1 ↑ e3) ↑ e2 − 12(e1 ↑ e3) ↑ e3
+ 3(e2 ↑ e3) ↑ e1 + 3(e2 ↑ e3) ↑ e2 + 6(e2 ↑ e3) ↑ e3
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= 18(−e2 ↑ e1) ↑ e1 + 18e1 ↑ (e2 ↑ e2︸ ︷︷ ︸
0
) + 36e1 ↑ e2 ↑ e3
− 6(−e3 ↑ e1) ↑ e1 − 6e1 ↑ (e3 ↑ e2)− 12e1 ↑ (e3 ↑ e3︸ ︷︷ ︸
0
)
+ 3e2 ↑ (e3 ↑ e1) + 3(−e3 ↑ e2) ↑ e2 + 6e2 ↑ (e3 ↑ e3︸ ︷︷ ︸
0
)
= −18e2 ↑ (e1 ↑ e1︸ ︷︷ ︸
0
) + 36e1 ↑ e2 ↑ e3 + 6e3 ↑ (e1 ↑ e1︸ ︷︷ ︸
0
)
− 6e1 ↑ (−e2 ↑ e3) + 3e2 ↑ (−e1 ↑ e3)− 3e3 ↑ (e2 ↑ e2︸ ︷︷ ︸
0
)
= 36e1 ↑ e2 ↑ e3 + 6e1 ↑ e2 ↑ e3 + 3(e2 ↑ −e1) ↑ e3
= 36e1 ↑ e2 ↑ e3 + 6e1 ↑ e2 ↑ e3 + 3e1 ↑ e2 ↑ e3
⇒ f1 ↑ f2 ↑ f3 = 45e1 ↑ e2 ↑ e3
Hallando los coeficientes del polinomio caracter´ıstico:
• α1 = e1 ↓ f1 + e2 ↓ f2 + e3 ↓ f3
= e1 ↓ (4e1 + e2 − e3) + e2 ↓ (2e1 + 5e2 − 2e3) + e3 ↓ (e1 + e2 + 2e3)
= 4e1 ↓ e1 + e1 ↓ e2︸ ︷︷ ︸
0
− e1 ↓ e3︸ ︷︷ ︸
0
+2 e2 ↓ e1︸ ︷︷ ︸
0
+5e2 ↓ e2 − 2 e2 ↓ e3︸ ︷︷ ︸
0
+ e3 ↓ e1︸ ︷︷ ︸
0
+ e3 ↓ e2︸ ︷︷ ︸
0
+2e3 ↓ e3
= 4e1 ↓ e1 + 5e2 ↓ e2 + 2e3 ↓ e3
= 4 e1e1︸︷︷︸
1
+5 e2e2︸︷︷︸
1
+2 e3e3︸︷︷︸
1
α1 = 11
• α2 = (e3 ↑ e2) ↓ (f2 ↑ f3)+ (e3 ↑ e1) ↓ (f1 ↑ f3)+ (e2 ↑ e1) ↓ (f1 ↑ f2)
= 12+ 9+ 18
α2 = 39
Por proposicio´n 3.5.7, 2.4.3(2), 1.2.2(2), tenemos:
• (e3 ↑ e2) ↓ (f2 ↑ f3) = −(e3e2e1)[(f2 ↑ e1) ↑ f3]
= −(−(e1e2e3))[(−e1 ↑ f2) ↑ f3]
= −e1e2e3[e1 ↑ (f2 ↑ f3)]
= −τ[e1 ↑ (−3e1 ↑ e2 + 6e1 ↑ e3 + 12e2 ↑ e3)]
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= −τ[−3e1 ↑ (e1 ↑ e2) + 6e1 ↑ (e1 ↑ e3) + 12e1 ↑ (e2 ↑ e3)]
= 3τ[e1 ↑ (e1 ↑ e2)]− 6τ[e1 ↑ (e1 ↑ e3)]− 12τ[e1 ↑ (e2 ↑ e3)]
= 3τ[(e1 ↑ e1︸ ︷︷ ︸
0
) ↑ e2]− 6τ[(e1 ↑ e1︸ ︷︷ ︸
0
) ↑ e3]− 12τ[e1 ↑ (e2 ↑ e3)]
= −12τ[e1 ↑ (e2 ↑ e3)]
= −12ττ
= −12 τ2︸︷︷︸
-1
(e3 ↑ e2) ↓ (f2 ↑ f3) = 12
• (e3 ↑ e1) ↓ (f1 ↑ f3) = −(e3e2e1)[(e2 ↑ f1) ↑ f3]
= −(−(e1e2e3))[(e2 ↑ (f1 ↑ f3)]
= e1e2e3[e2 ↑ (f1 ↑ f3)]
= τ[e2 ↑ (3e1 ↑ e2 + 9e1 ↑ e3 + 3e2 ↑ e3)]
= τ[3e2 ↑ (e1 ↑ e2) + 9e2 ↑ (e1 ↑ e3) + 3e2 ↑ (e2 ↑ e3)]
= 3τ[e2 ↑ (e1 ↑ e2)] + 9τ[e2 ↑ (e1 ↑ e3)] + 3τ[e2 ↑ (e2 ↑ e3)]
= 3τ[e2 ↑ (−e2 ↑ e1)] + 9τ[(e2 ↑ e1) ↑ e3] + 3τ[(e2 ↑ e2︸ ︷︷ ︸
0
) ↑ e3]
= 3τ[−(e2 ↑ e2︸ ︷︷ ︸
0
) ↑ e1)] + 9τ[(−e1 ↑ e2) ↑ e3]
= 9τ[(−e1 ↑ e2) ↑ e3]
= −9ττ
= −9 τ2︸︷︷︸
-1
(e3 ↑ e1) ↓ (f1 ↑ f3) = 9
• (e2 ↑ e1) ↓ (f1 ↑ f2) = (e3e2e1)[(f1 ↑ f2) ↑ e3]
= −(e1e2e3)[(e3 ↑ (f1 ↑ f2)]
= −τ[e3 ↑ (18e1 ↑ e2 − 6e1 ↑ e3 + 3e2 ↑ e3)]
= −τ[18e3 ↑ (e1 ↑ e2)− 6e3 ↑ (e1 ↑ e3) + 3e3 ↑ (e2 ↑ e3)]
= −18τ[e3 ↑ (e1 ↑ e2)] + 6τ[e3 ↑ (e1 ↑ e3)]− 3τ[e3 ↑ (e2 ↑ e3)]
= −18τ[(e3 ↑ e1) ↑ e2] + 6τ[e3 ↑ (−e3 ↑ e1)]− 3τ[e3 ↑ (−e3 ↑ e2)]
= −18τ[(−e1 ↑ e3) ↑ e2] + 6τ[−(e3 ↑ e3︸ ︷︷ ︸
0
) ↑ e1]− 3τ[−(e3 ↑ e3︸ ︷︷ ︸
0
) ↑ e2]
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= −18τ[e1 ↑ (−e3 ↑ e2)]
= −18τ[e1 ↑ (e2 ↑ e3)]
= −18ττ
= −18 τ2︸︷︷︸
-1
(e2 ↑ e1) ↓ (f1 ↑ f2) = 18
Por proposicio´n 2.3.8(7), 2.4.3(2), tenemos:
• α3 = (e3 ↑ e2 ↑ e1) ↓ (f1 ↑ f2 ↑ f3)
= (−e1 ↑ e2 ↑ e3) ↓ (45e1 ↑ e2 ↑ e3)
= −45(e1 ↑ e2 ↑ e3) ↓ (e1 ↑ e2 ↑ e3)
= −45(e1 ↑ e2 ↑ e3)(e1 ↑ e2 ↑ e3)
= −45(e1e2e3)(e1e2e3)
= −45ττ
= −45τ2
= −45(−1)
α3 = 45
Luego la ecuacio´n caracter´ıstica es de la forma:
λ3 − 11λ2 + 39λ− 45 = 0
⇒ (λ− 5)(λ− 3)2 = 0
Hallamos el autovector asociado al autovalor λ = 5 :
Por proposicio´n 3.5.9 sabemos que:
hk = fk − λek
⇒ hk = fk − 5ek
• h1 = f1 − 5e1
= 4e1 + e2 − e3 − 5e1
h1 = −e1 + e2 − e3
• h2 = f2 − 5e2
= 2e1 + 5e2 − 2e3 − 5e2
h2 = 2e1 − 2e3
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• h3 = f3 − 5e3
= e1 + e2 + 2e3 − 5e3
h3 = e1 + e2 − 3e3
• h1 ↑ h2 = (−e1 + e2 − e3) ↑ (2e1 − 2e3)
= −2 e1 ↑ e1︸ ︷︷ ︸
0
+2e1 ↑ e3 + 2e2 ↑ e1 − 2e2 ↑ e3 − 2e3 ↑ e1 + 2 e3 ↑ e3︸ ︷︷ ︸
0
= 2e1 ↑ e3 − 2e1 ↑ e2 − 2e2 ↑ e3 + 2e1 ↑ e3
= −2e1 ↑ e2 + 4e1 ↑ e3 − 2e2 ↑ e3
⇒ h1 ↑ h2 = −(2e1 ↑ e2 − 4e1 ↑ e3 + 2e2 ↑ e3)
• h2 ↑ h3 = (2e1 − 2e3) ↑ (e1 + e2 − 3e3)
= 2 e1 ↑ e1︸ ︷︷ ︸
0
+2e1 ↑ e2 − 6e1 ↑ e3 − 2e3 ↑ e1 − 2e3 ↑ e2 + 6 e3 ↑ e3︸ ︷︷ ︸
0
= 2e1 ↑ e2 − 6e1 ↑ e3 + 2e1 ↑ e3 + 2e2 ↑ e3
⇒ h2 ↑ h3 = 2e1 ↑ e2 − 4e1 ↑ e3 + 2e2 ↑ e3
• h3 ↑ h1 = (e1 + e2 − 3e3) ↑ (−e1 + e2 − e3)
= − e1 ↑ e1︸ ︷︷ ︸
0
+e1 ↑ e2 − e1 ↑ e3 − e2 ↑ e1 + e2 ↑ e2︸ ︷︷ ︸
0
−e2 ↑ e3
+ 3e3 ↑ e1 − 3e3 ↑ e2 + 3 e3 ↑ e3︸ ︷︷ ︸
0
= e1 ↑ e2 − e1 ↑ e3 + e1 ↑ e2 − e2 ↑ e3 − 3e1 ↑ e3 + 3e2 ↑ e3
⇒ h3 ↑ h1 = 2e1 ↑ e2 − 4e1 ↑ e3 + 2e2 ↑ e3
⇒ h2 ↑ h3 = h3 ↑ h1 = −h1 ↑ h2
Sabemos que:
x2
x1
=
h3 ↑ h1
h2 ↑ h3
,
x3
x1
=
h1 ↑ h2
h2 ↑ h3
Si x1 = 1 :
⇒
x2
1
=
h3 ↑ h1
h2 ↑ h3
=
h3 ↑ h1
h3 ↑ h1
= 1
⇒ x2 = 1
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Tambie´n:
x3
1
=
h1 ↑ h2
h2 ↑ h3
= −
h2 ↑ h3
h2 ↑ h3
= −1
⇒ x3 = −1
Sabemos que:
x = x1e1 + x2e2 + x3e3
⇒ x1 = e1 + e2 − e3
es el autovector asociado al autovalor λ = 5
Hallamos el autovector asociado al autovalor λ = 3 :
Por proposicio´n 3.5.9 sabemos que:
hk = fk − λek
⇒ hk = fk − 3ek
• h1 = f1 − 3e1
= 4e1 + e2 − e3 − 3e1
h1 = e1 + e2 − e3
• h2 = f2 − 3e2
= 2e1 + 5e2 − 2e3 − 3e2
= 2e1 + 2e2 − 2e3
h2 = 2(e1 + e2 − e3)
• h3 = f3 − 3e3
= e1 + e2 + 2e3 − 3e3
h3 = e1 + e2 − e3
⇒ h1 = h3 =
1
2
h2
⇒ 2h1 = h2 = 2h3
Sabemos que :
x1h1 + x2h2 + x3h3 = 0
83
3.5. Operadores Sime´tricos y Antisime´tricos
Si x1 = x2 = 1
⇒h1 + h2 + x3h3 = 0
h1 + 2h1 + x3h1 = 0
3h1 + x3h1 = 0
(3 + x3)h1 = 0
Como h1 6= 0⇒ x3 = −3
Sabemos que:
x = x1e1 + x2e2 + x3e3
x = e1 + e2 − 3e3
⇒ x2 = e1 + e2 − 3e3
es el autovector asociado al autovalor λ = 3
Si x3 = 0 y x1 = 1
⇒h1 + x2h2 = 0
h1 + x2(2h1) = 0
(1 + 2x2)h1 = 0
Como: h1 6= 0⇒ x2 = −
1
2
Sabemos que:
x = x1e1 + x2e2 + x3e3
x = e1 −
1
2
e2
⇒ x3 = e1 −
1
2
e2
es el autovector asociado al autovalor λ = 3
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3.5.3. Operadores Sime´tricos
Definicio´n 3.5.12. Un operador lineal S : E → E es sime´trico si :
S = S
Observacio´n 3.5.13.
1. Las tres ra´ıces de la ecuacio´n caracter´ıstica de un operador sime´trico son reales.
Proposicio´n 3.5.14. Los autovectores de un operador sime´trico S : E → E con auto-
valores distintos son ortogonales.
Demostracio´n.
Si x e y son autovectores de un operador sime´trico S, entonces:
Sx = λ1x
Sy = λ2y
λ1(y ↓ x) = y ↓ λ1x
= y ↓ Sx
= y ↓ Sx
= Sx ↓ y
= x ↓ S(y)
= x ↓ λ2(y)
= λ2(x ↓ y)
= λ2(y ↓ x)
⇒ λ1(y ↓ x) = λ2(y ↓ x)
⇒ (λ1 − λ2)y ↓ x = 0
Si λ1 6= λ2 ⇒ y ↓ x = 0.
Si λ1 = λ2 ⇒ y ↓ x 6= 0.
3.6. Operadores Ortogonales
Definicio´n 3.6.1. Un operador lineal G : E → E es ortogonal si :
GG = GG = I
Proposicio´n 3.6.2. G : E → E es un operador ortogonal si y solo si:
G(x) ↓ G(y) = x ↓ y ∀x, y ∈ E
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Demostracio´n.
Probaremos que si G es un operador ortogonal implica G(x) ↓ G(y) = x ↓ y ∀x, y ∈ E
Tenemos por hipo´tesis: GG = GG = I
Por definicio´n de operador adjunto y por definicio´n operador ortogonal, tenemos:
Sea x, y ∈ E :
G(x) ↓ G(y) = x ↓ G(G(y))
= x ↓ GG(y)
= x ↓ I(y)
⇒ G(x) ↓ G(y) = x ↓ y
Rec´ıprocamente si se satisface: G(x) ↓ G(y) = x ↓ y ∀x, y ∈ E
⇒ x ↓ y = x ↓ G(G(y))
y = G(G(y))
y = GG(y)
⇒ GG = I
Entonces G es ortogonal.
3.7. Operadores Normales
Definicio´n 3.7.1. Un operador lineal N : E → E es normal si :
NN = NN
Ejercicio 3.7.2. Sea N : E → E un operador normal.
Probar que: N(x) = 0 si y solo si N(x) = 0
Demostracio´n.
Por definicio´n de operador adjunto y operador normal, tenemos:
N(x) ↓ N(x) = x ↓ N(N(x))
= x ↓ NN(x)
= x ↓ NN(x)
= N(x) ↓ N(x)
Probaremos que si N(x) = 0 implica N(x) = 0:
Tenemos por hipo´tesis: N(x) = 0
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Por propiedad de producto interno, tenemos:
⇒ N(x) ↓ N(x) = 0
⇒ N(x) ↓ N(x) = 0
⇒ N(x) = 0
Rec´ıprocamente si se satisface: N(x) = 0
⇒ N(x) ↓ N(x) = 0
⇒ N(x) ↓ N(x) = 0
⇒ N(x) = 0
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