Abstract-The method of connected local fields (CLF), developed for computing numerical solutions of the two-dimensional (2-D) Helmholtz equation, is capable of advancing existing frequency-domain finitedifference (FD-FD) methods by reducing the spatial sampling density nearly to the theoretical limit of two points per wavelength. In this paper, we show that the core theory of CLF is the result of applying the uniqueness theorem to local EM waves. Furthermore, the mathematical process for computing the local field expansion (LFE) coefficients from eight adjacent points on a square is similar to that in the theory of discrete Fourier transform. We also present a theoretical analysis of both the local and global errors in the theory of connected local fields and provide closed-form expressions for these errors.
INTRODUCTION
Recently we presented a method called connected local fields (CLF) [1] [2] [3] [4] which was developed for obtaining numerical solutions of the Helmholtz equation in a homogeneous, and ultimately, an inhomogeneous medium. The method started with a Fourier-Bessel series expansion of a local field defined over a square patch consisting of nine points arranged as shown in Figure 1 . From these FourierBessel coefficients we derived FD-like, compact nine-point stencils for the 2D Helmholtz equation. We show that CLF is capable of advancing existing FD-FD methods [5] [6] [7] [8] [9] by reducing the sampling density to just a little more than two points per wavelength, which is theoretical limit for spatial sampling.
In this paper we will derive a closed-form expression for the error characteristics in both LFE-5 and LFE-9 algorithms. The relation between the theory of CLF and the uniqueness theorem in electromagnetic waves will also be investigated. We show that CLF is the result of applying the (modified) theory of discrete Fourier Transformation to the uniqueness theorem. We hope, by the end of this work, readers shall have a better understanding of how and why the method of connected local fields works.
LFE EQUATIONS FOR THE HELMHOLTZ EQUATION
First we summarize the main results of Ref. [1] upon which we shall investigate their error characteristics. The theory of CLF for 1-D Helmholtz equation is stated as followed: A point u 0 is related to its two neighbors u −1 , u 1 , by:
where k is the wavenumber, ∆ is the spacing between points. Note that Equation (1) is exact. Next, for 2D cases, we have LFE-5 and LFE-9 formulations. The following are the plus and the cross version in the LFE-5 case:
and
Here V = k∆ is the normalized frequency. The advantage of LFE-5+ formulation is that by simply upgrading old coefficients to new corresponding coefficients in Equation (2) , it can improve the accuracy of all existing five-point FD-FD programs without changing the existing program structures. Currently, we have no direct application of the LFE-5X formulation by itself. In Section 4.2, we show that both LFE-5 equations can be used to provide an alternate derivation for the following LFE-9 equation:
J 4 ( √ 2V ) · (u r +u u +u l +u d )+J 4 (V ) · (u ne +u nw +u se +u sw )
, (LFE-9) (4) We show in Ref. [1] that this LFE-9 equation leads to an improved compact nine-point FD-FD stencil for the 2-D homogeneous Helmholtz equation. It would help advance all existing FD-FD methods by reducing much needed computational resources without sacrificing accuracy.
LFE-9 FROM UNIQUENESS THEOREM AND DISCRET FOURIER TRANSFORM
In this section we will study the relationship between theory of connected local fields and the uniqueness theorem. We show that LFE-9 equation is the "digital" realization of the uniqueness theorem via discrete Fourier transform.
The Uniqueness Theorem for the Helmholtz Equation
Consider volume V, surrounded by surface S, the uniqueness theorem [10] [11] [12] of the Maxwell equations states that the necessary and sufficient conditions for the time-harmonic EM field inside V to be uniquely specified within S. Only one of the following three conditions is needed for the theorem to hold true:
1. The tangential electric field is specified on S.
2. The tangential magnetic field is specified on S.
3. The tangential electric field is specified on part of the surface S and the tangential magnetic field specified on the rest of the surface S.
In the 2-D case, the uniqueness theorem states that if either the tangential electric or the magnetic fields, is specified on the aerial perimeter (but not both simultaneously), the field within the area will be completely determined. the perimeter (shown in blue) while C2, the outer square, has sixteen points on its boundaries (shown in red). Let us apply the uniqueness theorem to the square patches of Figure 2 . Strictly speaking, in order to uniquely determine the fields inside this boxed ring, we must specify the fields for every point on the square perimeter. In other words, we need infinite perimetric resolution to fulfill the uniqueness theorem. In the field of digital signal processing we have the sampling theorem to convert data between the analog and digital world. For our purpose, we need a "digital" version of the uniqueness theorem to derive Equations (2)- (4) . For this we define N psd as the "perimetric sampling density" to be the total number of data points on the perimeter over the length of the perimeter in wavelength units. This parameter behaves much like the FD parameter N λ = λ/∆, the sampling density of Equation (52) of Ref. [1] . We can say that when N psd > 2, all the traveling waves within the surface S are captured by this set of discrete points on the perimeter of the area S. When all sampled points on contours C1 or C2 are applied we can compute N psd without any ambiguity. LFE-5+ and LFE-5X, however, use only half the data points on C1, therefore their contours are no longer a square. Instead, a circle with a radius of ∆ is more appropriate for the perimeter of LFE-5+ and similarly, a circle of a radius √ 2∆ for LFE-5X. Thus, we have:
Digitizing the Uniqueness Theorem and the Perimetric Sampling Density
It is interesting to note that we may derive LFE-17 equation including the reconstruction formulae, following similar procedures for obtaining LFE-9. We hope that by allowing for a finer angular resolution (for a given local field) through the use of more points, it may help us to further lower the numerical dispersion errors. A quick verification of Equation (5) shows that both LFE-9 and LFE-17 have a same value of N psd = N λ . We anticipate that the local and global errors for LEF-17 are approximately the same as in LFE-9. However, the main disadvantage of the LFE-17 based FD-FD method is that the FD stencil is no longer compact and the additional effort required for solving the linear equation nullifies the small gain in accuracy.
Discrete Fourier Transform (DFT)
In the theory of connected local field, the procedure for obtaining local field expansion coefficients of any given patch is closely related to the algorithm of discrete Fourier transform. In fact, the local Fourier-Bessel coefficients are computed in the same way as the discrete Fourier transform [13] [14] [15] is applied to points on the perimeter. This is particularly true for both the LFE-5+ and LFE-5X formulations, because the data points are all on a circle centered at u c and they are equally spaced as required by the DFT. For LFE-9, the points on the square do not lie on the same circle, therefore, direct application of the DFT to the eight sampled points does not produce the LFE-9 coefficients. However, ∆φ 1 , the angular spacing between adjacent points on the C1 contour remains equal. This allows us to construct the LFE-9 coefficients as a linear combination of LFE-5+ DFT and LFE-5X DFT. We will further examine the details in Section 4.2. For data points on the C2 contour, the angular spacing ∆φ 2 is not a constant. Hence, the Fourier-Bessel coefficients of LFE-17 can not be obtained by directly applying the DFT.
CLOSED-FORM LOCAL ERROR ANALYSIS
In Ref. [1] we present numerical dispersion analysis for LFE-5 and LFE-9 formulation. In this section, we provide a closed-form, first-order error analysis for the method of connected local fields. In a source-free linear homogeneous medium, the 2-D EM field can be expanded as the following infinite Fourier-Bessel series:
with
Local LFE-5 Errors
By choosing ρ = ∆, we evaluate u c and the four side points u r , u u , u l , u d with Equation (6). We have:
n a n J n (V ),
We then sum up these four side points which should be denoted as u
, and the result is given by:
The second term in Equation (9) 
The local error for approximating u c by LFE-5+ equation is denoted by E 5+ . We then have:
To derive the local truncation error for the LFE-5X equation we evaluate Equation (6) at all four corner points and, after summing up the result (u x Σ = u ne + u nw + u se + u sw ), we have:
Here O 5X represents the sum of all high-order aliasing terms (= −4
Finally, the local truncation error for the LFE-5X equation is given by:
The local truncation errors of the two LFE-5 equations are proportional to the fourth power of the normalized frequency V and the unknown fourth-order local Fourier-Bessel coefficient a 4 . Comparing Equations (13) with (11), the local truncation errors of the two LFE-5X is four times that of LFE-5+.
An Alternate Derivation for the LFE-9 Equation
We may further reduce the local error by combing the two LFE-5 equations with specific coefficients for Equations (2) and (3) so that the leading a 4 term in the final result is completely eliminated. From Equations (11), (13), we see that the following weighting factors lead to LFE-9 coefficients: (see also Equation (22) of Ref. [1] for the algebraic derivation):
Local LFE-9 Errors
Thus, from the leading term of O 9 , the leading local error E 9 for LFE-9 formulation is given by:
The local errors of the LFE-9 equations are proportional to the 8th power of the normalized frequency V and the unknown 8th local Fourier-Bessel coefficient a 8 .
If we compare the order of error between E 9 and E 5+ , assuming a 8 ≈ a 4 , we see that when V < 1, the local truncation error E 5+ is at least ten thousand times larger than E 9 . Even at the lowest sampling rate, V = π, the LFE-5 local error is still about one hundred times greater than that of the LFE-9.
NORMALIZED DISCRETE 2-D HELMHOLTZ OPERATOR
Now we are in a good position to derive the normalized discrete 2-D Helmholtz operator based on the LFE formulation. The homogeneous, source-free, 2-D Helmholtz operator is given below:
LetL be the normalized, discrete 2-D Helmholtz operator of L. The general symmetric form for the discrete operator involving all nine points in Figure 1 can be written as (see Equation (9), Ref. [1] ):
Here the coefficients A c , A + , A x are functions of k and spatial discretization size ∆.
Normalized Discrete FD Helmholtz Operators
Next we listL FD2-5+ andL FD2-5X , the standard 2nd-order accurate FD approximation of the continuous 2-D Helmholtz operator below:
Note that any normalized (sum of weighting factors equals to 1) linear combination of Equations (18) and (19) is also a valid 2nd-order accurate discrete Helmholtz operator. Further analysis shows that by eliminating the lowest-order cross partial derivative term in the truncation error (Ref. [6] , 218-220), we may derive the normalized, 2nd-order accurate, discrete Helmholtz operatorL FD2-9 (Equation (10), Ref. [1] ) as:
For comparison, the expression for the normalized, 6th-order accurate, discrete Helmholtz operatorL FD6-9 is given by (see Equation (10),
This novel compact 9-point FD-FD stencil [17] provides fairly accurate results with low sampling densities of three to four points per wavelength.
Normalized Discrete LFE Helmholtz Operators
The Taylor series for the Bessel function J m (z) and in particular J 0 (z), are given below:
To findL LFE-5+ andL LFE-5X , the normalized, discrete 2-D Helmholtz operators based on LFE formulation, we expand J 0 (z) and J 0 ( √ 2z) of Equations (2), (3) by the first two terms of its Taylor series and compare the results with Equations (18), (19) . We conclude that:
andL
Following the argument of Section 4.2, we deriveL LFE-9 as a linear combination ofL LFE-5+ andL LFE-5X operators. The resulting u + Σ and u x Σ coefficients must be proportional to the corresponding coefficients in Equation (14) and the two weighting coefficients must also sum up to one. By inspection, we see that the following expressions meet these two conditions, and thereby represent the normalized, LFE-9 based discrete 2-D Helmholtz operator.
To check our derivation and to compareL LFE-9 withL FD6-9 we expand all Bessel function arguments with Taylor series and maintain accuracy up to the fourth power of V , the normalized frequency. Thus, we have:
We see that A in the second power of V . In fact, Equation (26) provides independent verification of the complex Equation (21) which was derived in a completely different way than our current approach.
CLOSED-FORM FIRST-ORDER GLOBAL ERROR ANALYSIS
The basis for local errors in Equations (11), (13), (15) stem from either point or line-source excitations or from the radiation field near a material discontinuity. When the fields are adequately sampled under the condition N λ > 2(V < π), the higher-order Fourier-Bessel terms of Equation (6) contain evanescent waves that stay local near the sources. However, the global errors are from propagating waves in the solution, and this type of error does not decay far away from excitation sources. They must be analyzed against propagating plane waves in all possible directions. We introduced the plane wave dispersion analysis in Ref. [1] where we numerically examined phase dispersion errors. To obtain a closed-form expression for the global errors in the LFE-5X and LFE-9 formulation, we turn to the method of first-order analysis, which will be explained in detail in Section 6.2.
Summary of Dispersion Characteristics
We first list the exact dispersion equation for LFE-5 case in the following (Equation (41), Ref. 
This nonlinear equation gives the exact relation between κ and k, the numerical and the analytical wavenumber of the plane wave propagating in an infinite homogeneous medium. In other words, the numerical κ(V, θ) is an implicit function of k which is a function of the normalized frequency V and direction of propagation θ. The exact dispersion equation for LFE-9 case is given by (Ref. [1] , Equation (42)):
First-order Analysis
For LFE-9, the relative difference between numerical and analytical normalized frequency B and V is minuscule. The first step in the first-order analysis is to express:
where ε = ε(ω, ∆, θ) is also regarded as a relative propagation constant error. In the spirit of the first-order analysis, we further assume that ε 1 and terms including ε 2 , ε 3 and other higher-order power(s) can be neglected. Based on this principle we published an approximation expression for ε LFE-9 (Equation (55), Ref. [1] ), but we omitted the derivation due to its complexity. Since B appears to be an argument inside the trigonometric functions on the right hand sides of Equations (27)-(28), in order to continue our analysis, we also need the following Jacobi-Anger Bessel function identities (361, 9.1.42-45 of Ref. [16] ),
Substituting Equation (30) into Equation (27) and rearranging terms, we have:
Next, we expand the Bessel function J 4m (B) with the Taylor expansion and then apply Equation (29) to the result. We have:
Equation (31) is obtained by using the first-order approximation to the perturbation variable ε, where we delete terms containing higher power(s) of ε, and keep only the linear terms. Let m = 0 in Equation (32), we have:
First-order Dispersion Error for LFE-5
Substituting Equation (32)- (33) into Equation (31), and then solve for ε, we may list ε LFE-5 as follows:
Further simplification is possible by Taylor expansion of the Bessel functions. A useful expression with two Fourier terms in the numerator and one term in the denominator gives:
960 cos 4θ+ 
An immediate application of Equation (35) leads to an explanation of the superior performance of LFE-5 at specific directions (see Figure 10 , Ref. [1] ) when cos 4θ = 0. We have:
First-order Dispersion Error for LFE-9
Comparing Equation (27) Similarly, we have cos
Substituting Equations (37)-(38) into Equation (28) yields:
Next, applying Equations (32) to (39), we may then solve for ε LFE-9 and the result is:
Like the previous case, further simplification is possible by keeping just first two terms in the Fourier series as the numerator and using just the first term in the denominator. We have: D 3 cos 4θ) .
To derive Equation (55) of Ref. [1] from Equation (41), we apply the Taylor expansion to the Bessel functions and the following Bessel identity:
The final result is given below:
We added an additional term (other than Equation (55) of Ref. [1] ) to Equation (43) to the numerator so that we can see that at the special angles θ = π/16, 3π/16 and etc., the relative dispersion error of LFE-9 is even several orders higher than V 6 .
7. NUMERICAL VERIFICATION
Numerical Verification of the First-order Error Analysis
In deriving the analytical expression for the LFE global error we made an assumption that ε 1 in Equation (29). Under said conditions, the first-order analysis allows us to drop all terms containing higher power(s) of ε, and in the end, leads us to Equations (34)-(36) and (40)-(44). In Ref. [1] we conducted detail numerical calculations of B with the exact dispersion relation (Equations (27)-(28)) and found that ε LFE- 9 1 for all θ ∈ [0, 2π] and all V ∈ [0, π]. But for LFE-5, the relative B-K differences are much larger, thus ε LFE- 5 1 is not always satisfied. In fact, for some directions, we are unable to find a real solution for B LFE-5 when V is close to π.
As a result, we expect the analytical expression for B LFE-9 to be fairly accurate through out the valid ranges of V and θ. This is also true for the analytical expression for B LFE-5 when V 1. Numerical evidence shows that, for the maximum difference between numerically computed B N LFE-9 and the analytical evaluated B A LFE-9 , computed by applying Equation (29) to Equation (40), are well under a few percents even for V as large as π, the maximum value.
Numerical Verification of CLF Computation of the Two-Dimensional Green's Function
In this section we will examine the two-D LFE-5 and LFE-9 formulae by a direct comparison with the exact analytical solution of the free space Green's function. We know that the two-D Green's function is the solution of the following Helmholtz equation due to a line source located in the origin:
The analytic closed-form solution is given in terms of the Hankel function of the second kind [10] as follows:
As shown in Figure 3 , the computational domain is an L x × L z rectangle in the first quadrant bound by two solid green lines and two dotted red lines. On the green lines the Neumann's boundary condition (NBC) is applied whereas on the red lines the transparent boundary condition (TBC) is implemented. For points on the NBC lines, LFE equations are modified by reflecting the exterior node back onto its mirrored, interior node [Equations (5)- (6) . Ref. 18] . For points on the TBC lines we use the following expression for relating the points outside the computing region to their nearest corresponding TBC point: where ρ ext is the distance of the exterior point to the origin and ρ tbc is the distance of the corresponding TBC point to the origin. The ratio term in Equation (47) is the effective impedance for the outgoing wave at the said TBC point.
To compensate for the strength difference between the analytical and the numerical source terms, both Green's functions are normalized so that the analytic G a (x, z) and numerical G n (x, z) are equal at the calibration point (see legend in Figure 3 ). The normalization procedure is carried out by the following equation:
Here k λ , a rounded integer of λ/N λ , represents the nearest integer number of sampling points per wavelength. We then compute the relative differences between these two calibrated data sets. To start with, the relative amplitude error e a i,j at point (x i , z j ) is defined as:
For dispersion error we need to examine the relative amplitude and the phase error e p i,j , which is computed as such:
The overall relative error can be best summarized by computing the root mean squares (RMS) of each local error using the following expression:
Note that to reduce the near field error caused by the highly singular delta function, we exclude points that are very close to the line source.
In Table 1 we tabulate the RMS relative amplitude errors of twodimensional calculation of the Green's function using FD2-5, FD2-9, LFE-5 and LFE-9 stencils. We also assume that L x = L z = 12λ. To study the numerical convergent properties of these various frequencydomain formulations we extend the linear sampling density N λ from three to thirty points per wavelength. There are a total of 144N 2 λ unknowns used in the linear equation. We use a modified Thomas method [18, 19] for a direct LU factorization of the tri-diagonal block linear equation. At N λ = 30 a maximum of one hundred and thirty thousand unknowns were present, and it took about ninety seconds of CPU time on a PC using Matlab. We see from Table 1 this is quite acceptable considering that the simulation domain is over one hundred square wavelengths. However, with the LFE-9 stencil the same level of accuracy is achieved with an N λ slightly greater than 3. Furthermore, the convergent rate of LFE-9 is also faster than those traditional FD-FD methods. The advantage of the local field method is best demonstrated when we compare the RMS amplitude and phase error as listed in Table 2 . For this tighter error criterion, the traditional FD-FD methods perform poorly. We see that even at N λ = 30, which is quite high for running practical FD-FD simulations, both the FD2-5 and the FD2-9 can not maintain the under one percent overall phase error. It is interesting to note that the LFE-9 does not deteriorate as much under the tougher measure of error. Some of the entries in Tables 1 and 2 are marked with "N.A" because of the excessive errors in the computed results due to inadequate sampling density. In fact, the phase errors are accumulating as the EM fields propagate away from the source at the origin. Near the edge of the computational domain the phase errors exceed multiple of πs.
CONCLUSIONS
The recently developed CLF theory shows a promising potential in its ability to obtain, highly accurate semi-numerical, solutions of the Helmholtz equation in a general inhomogeneous medium. The primary result is the new nine-point stencil based on local FourierBessel expansion for the 2-D Helmholtz equation in a homogeneous medium. Early numerical evidence shows that the method of CLF outperforms, by a factor of ten, other high-order FD-FD methods due to LFE-9's super-linear B-K relation. As a result, tremendous savings in computer resources are made possible with this new numerical formulation.
In this paper, we lay down the theoretical foundation for CLF. We show that the core theory is the result of applying the uniqueness theorem together with the theory of discrete Fourier transform. We derive the normalized discrete 2-D Helmholtz operators for LFE-5 and LFE-9 stencils. We also present a theoretical analysis of the local truncation errors as a function of the normalized frequency. And for the global error due to inadequate spatial and directional sampling of propagating plane waves, we provide highly accurate, closed-form expression of normalized numerical frequency for the LFE-9 formulation. We also conduct a thorough numerical LFE simulation of two-dimensional Green's function. The results compare well with the exact analytical solution. The analytical error analysis on the local and global CLF errors helps us to better choose the computational parameter N λ in CLF applications. At the end, we have a much better, more intuitive understanding of how CLF works.
