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Abstract
This thesis presents new developments in structural design optimization on three topics: semi-analytical
sensitivity analysis, design of composite structures fabricated via additive manufacturing, and topology
optimization of structures under contact boundary conditions.
We first give a general overview and some new developments of the analytical and semi-analytical sen-
sitivity analyses for nonlinear steady state, transient and dynamic problems. We discuss the restrictive
assumptions, accuracy, and consistency of these methods. Both adjoint and direct differentiation methods
are studied.
In the second topic, we demonstrate a practical method for the optimization of fiber reinforced composite
structures fabricated by additive manufacturing, that accommodate the manufacturability constraints of the
direct ink writing process. To accomplish this, the toolpaths of each layer are defined by contours of a
level-set function. With this representation, we can define the manufacturing constraints and the material
model. We obtain optimal manufacturable toolpaths and maintain computational efficiency. We also propose
to minimize manufacturing cost by solving a traveling salesman problem to obtain the linking sequence of
these toolpaths.
Finally, we apply topology optimization to design systems with multiple deformable three-dimensional
bodies in contact. We formulate and resolve the design simulation problem using large deformation con-
tinuum mechanics and the finite element method. The contact conditions are discretized via the mortar
segment-to-segment approach which provides smooth force variations over the contact surfaces. Since the
contact problem is computationally expensive to solve, we solve the optimization problem using efficient
nonlinear programming algorithms which require the sensitivities of the cost and constraint functions. To
this end, we formulate analytical adjoint sensitivity expressions to compute the gradients of general func-
tionals. Additionally, we use a B-spline design parameterization to reduce the number of design variables
compared to element-wise parameterizations and regularize the topology optimization problem.
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Chapter 1
Overview
The engineering design process naturally leads to optimization. Indeed, after engineers find a suitable
solution to a specific design problem, they optimize it to find the best possible solution. To facilitate this
practice, Computer Aided Design (CAD) software has been adding optimization capabilities wherein initial
designs are seamlessly optimized. This optimization software is a valuable tool that helps engineers, but it
does not replace their responsibilities as the software is not fully autonomous. There are still a great many
challenges to fully integrate the optimization algorithms into CAD software. In this thesis, we investigate
some of these challenges.
We can separate structural design optimization into four categories: size, shape, material, and topology
optimization. Sizing finds the best choices for sectional properties, e.g., beam cross sectional area, while the
structural material, shape, and topology may not change. Shape optimization finds the best structure by
changing the boundary. As its name suggest, material optimization prescribes the material properties by
optimizing microstructures, and/or material orientations. Finally, topology optimization obtains the best
possible distribution of material in a design domain. In these methods, we describe the designs through
parameters that control their sectional properties, shape, material and/or distribution. We quantify the
performance and feasibility of the designs through a cost and constraint functions. The engineer requires a
deep knowledge of the design problem in order to formulate and evaluate appropriate functions.
Nonlinear programming algorithms update the design parameters to generate optimal designs. We can
separate the most popular update techniques into zero-order and gradient-based algorithms. Zero-order
methods rely on stochastics and/or heuristics, while gradient-based methods use the sensitivities of the
cost and constraint functions to systematically traverse the design space. Zero-order approaches may find
a global optimum, but the computational cost prohibits their use for large problems. Gradient methods
are more efficient than zero-methods and can guarantee optimality, but they are prone to falling into local
minima. Nonetheless, due to the limited computational resources and the large problems we encounter, we
use gradient-based algorithms in all the topics we discuss in this thesis. Chapter 2 specifically studies the
sensitivity analysis for transient nonlinear problems and presents new semi-analytical formulations.
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Advanced manufacturing technology is now capable of creating complicated geometries and controlling
material and structures at multiple length scales. Notably, Additive Manufacturing (AM), new materials,
robotics, and advance machining have expanded the limits of what we can make. These technologies bring
design closer to end users as they make it possible to produce high–quality products at low volume production
levels. However, design faces great challenges to take full advantage of these technologies as there is a
knowledge gap between traditional designs and designs enabled by advanced manufacturing. To fully leverage
today’s manufacturing technology, design optimization must accommodate their process. As an attempt to
close this gap, we include AM constraints in the design of fiber reinforced composite structures in Chapter
3.
To enhance the performance of products with greater complexity, engineers need to rethink their design
techniques. Solely relying on human experience and intuition leads to costly and ineffective trial-and-error
approaches. This is despite the fact that computer simulations have reached groundbreaking levels to model
complex phenomena that include transients, nonlinearities, multiphysics, and multiple length and time scales.
We must use optimization to best exploit these simulation capabilities and obtain the best design. That
said, structural optimization software is primarily restricted to linear behaviour. In this thesis, we develop
optimization algorithms to address this shortcoming. Wherein, Chapter 2 discusses the sensitivity analysis
of general nonlinear transient systems, and Chapter 4 studies the design of contacting bodies, which is one
of the most difficult design problems in structural analysis.
An overview of each topic, i.e., chapter, is given below. The three chapters are self-contained, so the
reader can refer to any chapter without knowledge of the other two.
1.1 Semi-analytical sensitivity analysis
In Chapter 2, we study the semi-analytical method as a means to facilitate the sensitivity analyses for
transient nonlinear systems.1 Efficient analytical sensitivity computations are essential elements of gradient-
based optimization schemes, unfortunately, they can be difficult to implement. This implementation issue
is often resolved by adopting the semi-analytical method which exhibits the efficiency of the analytical
methods and the ease of implementation of the finite difference method. However, care must be taken
as semi-analytical sensitivities may exhibit errors due to truncation and round-off. Additional errors are
introduced if the convergence tolerance of the primal analysis is not sufficiently small.
In this chapter, the transient problems are treated as general as possible. To do this, we use both the
first-order implicit-explicit time integration algorithm and the popular second-order Newmark time stepping
1This chapter is a compilation of the work published in the Structural and Multidisciplinary Optimization Journal [45]
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method. Additionally, we use a general formulation, so the methods can be applied to any type of transient
problem (e.g., thermal, structural, multibody, etc.). We systematically develop direct and adjoint sensitivity
analyses. Furthermore, for transient and dynamic problems, we study the adjoint differentiate-then-discretize
and the adjoint discretize-then-differentiate approaches. The adjoint semi-analytical sensitivity analysis ap-
proaches require restrictive assumptions. In particular, we show that the adjoint differentiate-then-discretize
method exhibits consistency error and requires some terms to be constant in order to reuse the tangent
stiffness matrix from the primal analysis. We also show that the semi-analytical adjoint differentiate-then-
discretize method for nonlinear transient and nonlinear dynamic systems is limited to systems with sym-
metric stiffness and damping matrices. Fortunately, we show that by using an implicit time integration, the
discretize-then-differentiate adjoint method can accommodate asymmetric stiffness matrices.
1.2 Design of composite structures fabricated via additive
manufacturing
In Chapter 3, we optimize the design of composite structures that are amenable to AM.2 We do this be-
cause the majority of the current structural optimization software does not accommodate manufacturing
constraints. Therefore, substantial modifications are imposed upon optimized designs to make them man-
ufacturable and hence they become nonoptimal. The AM process chosen in our study is based on Direct
Ink Writing (DIW) in which chopped carbon fibers in an epoxy resin are extruded through a moving nozzle
to build up a structure. Since the fibers are primarily aligned in the flow direction of the extrudate, the
printing trajectory influences the material properties of the composite structure. To accommodate this, our
extrudate trajectory follows the contours of parameterized level-set functions. The parametrization allows
us to prescribe the material properties and impose many DIW manufacturing constraints such as no-overlap,
no-sag, minimum radius of curvature and toolpath continuity. Ultimately, we obtain optimal manufacturable
toolpaths that start and finish at a boundary. To minimize the fabrication time, we formulate the linking
sequence of the toolpaths as a traveling salesman problem which we solve to obtain a shortest continuous
toolpath per layer.
2This chapter represents a collection of the work accepted for publication in the Computer Methods in Applied Mechanics
and Engineering Journal [43]
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1.3 Topology optimization of structures under contact boundary
conditions
Chapter 4 addresses topology design problems with multiple deformable components in contact.3 Works in
topology optimization of structures with contact boundary conditions are highly restricted. This is because
the contact analysis of multiple deformable three-dimensional bodies requires advance modeling techniques,
which are rarely used. Indeed, most of the numerical optimization contact relevant examples in the literature
concern the two-dimensional rigid obstacle problem. We base the simulation for our design on the general
continuum formulation suitable for large deformation and arbitrary discretizations. The contact constraints
can be enforced via the Lagrange multiplier, penalty, or augmented Lagrangian method. We adopt the
augmented Lagrangian method because of its accuracy and efficiency and the mortar segment-to-segment
approach to discretize the three-dimensional contact problem so that the contact forces vary smoothly. Due
to the expensive computational cost to solve the contact problem, our design optimization uses efficient
nonlinear programming algorithms which require the sensitivities of the cost and constraint functions. For
this reason, we formulate the adjoint sensitivity analysis for general functionals. Additionally, we employ
a B-spline design parameterization which regularizes the topology optimization problem. In this way, we
eliminate computationally expensive restriction methods, e.g., filtering. The B-spline parameterization also
reduces the number of design variables compared to usual element-wise parameterizations and provides a
precise description of the design’s boundary.
3This chapter embodies the work to be submitted for publication in the Computer Methods in Applied Mechanics and
Engineering Journal [44]
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Chapter 2
Semi-analytical sensitivity analysis for
nonlinear transient problems
2.1 Introduction
Both, analyses and design sensitivity analyses, are crucial in gradient-based optimization wherein analyses are
performed to predict the performance of proposed designs, while design sensitivity analyses are performed
to quantify the performance changes with respect to design changes. Since the optimization is iterative
and because it relies on the accurate values of the gradients, efficient and accurate sensitivity analyses are
essential. The finite difference sensitivity method requires one re-analysis to compute the sensitivities of the
performance functions with respect to each design variable, so this method is extremely inefficient especially
when the primal analysis is time-consuming. On the other hand, analytical direct differentiation and adjoint
sensitivity analyses are very efficient. Unfortunately, this efficiency requires the analytical evaluation of
various derivatives which may be difficult to compute since they require detailed knowledge of the analysis
program. Indeed, analytical sensitivities require the differentiation of specific element formulations and
material models with respect to a variety of design variables [29, 74]. To alleviate these implementation issues,
the semi-analytical method approximates these derivatives with finite differences; as such little knowledge
of the analysis program is required. However, care must be exercised as the accuracy of the semi-analytical
method depends on the finite difference perturbation size. For a thorough review of sensitivity analyses and
the semi-analytical method see [62, 150, 58, 155, 64].
Much work has been focused on the semi-analytical method for linear static structural problems [48, 17,
25, 39, 28, 8, 122, 9, 62, 42, 112, 13], especially its application to shape sensitivity analysis.
Our response functions are integrals over the domain. In shape sensitivity analysis, the design variables
include geometric parameters that define this domain. Thus, analytical shape sensitivity analyses require
the use of the material derivative from continuum mechanics and such computations can be onerous. For this
reason, the semi-analytical method of shape sensitivity analyses may be preferable for its ease of implemen-
tation; moreover, it is fully reliable, i.e., accuracy is acceptable, for most problems in which the structural
displacement field entails small rigid-body rotations relative to deformations of the finite elements [113].
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However, large errors attributed to rigid body rotations of the finite elements have been found in shape
sensitivities computed with the semi-analytical method [8, 27, 122, 42, 112, 29].
Different approaches have been suggested to improve the accuracy of the semi-analytical method. For
example, improved accuracy is obtained by using the second-order central differences scheme, instead of first-
order accurate forward differences [8, 27, 62, 122, 42]. This method requires an additional computational
cost and unfortunately does not completely eliminate the errors caused by large rigid body motions in shape
sensitivity analysis. To circumvent this, the natural approach retains consistency conditions for rigid body
modes and their derivatives [104]. Alternatively, the analytical derivatives of the element rigid body modes
are incorporated in the refined semi-analytical design sensitivities approach to alleviate inaccuracies [154].
Utilizing specific characteristics of the element stiffness matrices to compute correction factors, the so-called
exact semi-analytical eliminates truncation error [113]. A proposed improved semi-analytical method obtains
better accuracy by using the von Neumann series [115].
[74] use the isogeometric finite element in which non-uniform rational B-splines (NURBS) are used to
parameterize both the finite element response and the domain geometry. A multilevel approach allows for
a more coarse, i.e. smooth, design parameterization versus the finite element response. The semi-analytical
method is combined with a sensitivity weighting scheme to compute the design updates for their optimization
example problems.
Semi-analytical methods has been applied for nonlinear static structures. [61] and [105] use it to compute
sensitivities of limit loads and show that the semi-analytical method is equivalent to the overall finite
difference method when a single Newton iteration is used. A more thorough formulation of the refined
semi-analytical method was presented for linear, linearized buckling, geometrically nonlinear and limit point
analyses in [32]. The exact semi-analytical method has also been extended to geometric nonlinearities in
[159]. Curiously, this formulation uses the secant stiffness matrix and incorporates correction terms to
eliminate truncation errors.
The refined semi-analytical approach was also extended to obtain second-order derivatives [33]. The
higher-order semi-analytical derivatives studied by [12] use cubic polynomials to develop surrogate models
of the mass and stiffness matrices so that higher-order derivatives can be easily computed.
Sensitivity analysis for transient problems have been extensively studied [3, 66, 64]. These studies
included nonlinearities [130, 103, 80, 35], and shape sensitivities [102, 151]. The semi-analytical method
has been applied for linear transient structural problems using a reduced order modal model [25, 53, 68]. As
such, these methods are restricted to linear systems.
The semi-analytical method has been applied to transient heat conduction problems [54], including
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nonlinear behaviour[55], and nonlinear coupled with structural dynamics [26]. It is unclear how their use
of the Precise Time Integration scheme [167] which is limited to time varying linear systems affects the
accuracy of their nonlinear analyses and subsequent sensitivity analysis.
Semi-analytical sensitivity analysis via direct differentiation has been applied to dynamic systems with
large rotations [21], and to flexible multibody systems [152]. In the latter, to ease the computation, the pseudo
load is approximated using the perturbation of the residual. This approximation is easy to implement, since
simulation codes usually have a function to compute the residual [152]. The goal of this chapter is to study
this formulation and extend it to the adjoint method.
In this chapter, we present an overview of the analytical sensitivity analysis for nonlinear transient
problems. More important, the major contributions of this chapter are: (1) the development of novel efficient
semi-analytical formulations, (2) the identification of restrictions for semi-analytical adjoint methods, and
(3) a discussion of the consistency and accuracy of the methods.
This chapter gives a general overview of the finite difference method (Section 2.2.2) and the analytical
and semi-analytical sensitivity analyses for nonlinear steady state (Section 2.2), transient (Section 2.3) and
dynamic (Section 2.4) systems. Numerical examples are provided in Sections 2.3.6, and 2.4.6 wherein the
accuracy of the methods are discussed. To quantify the accuracy, we introduce the relative percentage error
between the sensitivities obtained by finite differences δFf and the analytical sensitivities δF as
ef =
∣∣∣∣δFf − δFδF
∣∣∣∣ 100% . (2.1)
Similarly, we compute the relative error of the semi-analytical sensitivities δFs with respect to the analytical
sensitivities δF as
es =
∣∣∣∣δFs − δFδF
∣∣∣∣ 100% . (2.2)
2.2 Steady-state nonlinear problems
After finite element discretization, the steady-state nonlinear problem is expressed in terms of the residual
function R via the equation
R(U) = 0 , (2.3)
where U is the response vector, e.g., displacement. This nonlinear problem is solved using the iterative
Newton-Raphson method. If the residual of the current iterate Uj is not a solution, R(Uj) 6= 0, then the
next iterate Uj+1 = Uj + ∆Uj is computed by equating the first order Taylor series expansion of R about
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Uj+1 to zero, i.e.,
R(Uj+1) = R(Uj + ∆Uj) ≈ R(Uj) + K ∆Uj = 0 , (2.4)
where K = ∂R/∂U is the tangent matrix. The incremental response update ∆Uj is obtained by solving
the linear equation
K(Uj)∆Uj = −Rj(Uj) , (2.5)
where-after the next iterate
Uj+1 = Uj + ∆Uj , (2.6)
is computed. The steps of evaluating the residual R and updating the response U are repeated until the
solution converges to a within user specified tolerance, i.e., until |R(U)| ≤ R.
2.2.1 Sensitivity analysis of steady-state nonlinear systems
For the sensitivity analysis we treat the residual R and the response U as functions of the nd vector of
design variables d = [d1, d2, .., dnd ]
>, i.e., we now have express Equation (2.3) as
R(U(d),d) = 0 . (2.7)
After completing the primal analysis of Equation (2.3), we can evaluate any number of response functions
F . For our purposes, the response function depends on the response U(d) to the problem in Equation (2.7)
whereby we express
F (d) = G(U(d),d) . (2.8)
Using the chain rule, the derivative of the response functional of Equation (2.8) with respect to each di is
DF
Ddi
=
DG
Ddi
=
∂G
∂U
∂U
∂di
+
∂G
∂di
, (2.9)
where ∂U/∂di is implicitly defined through Equation (2.7).
2.2.2 Finite difference method
The forward finite difference method approximates the derivatives of a response function F using a truncated
Taylor series expansion
DF (d)
Ddi
≈ F (d +  ei)− F (d)

, (2.10)
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where ei = [0, 0, .., 1, ..., 0, 0]
> is the unit vector of component i, and  the perturbation. The approximation
DF (d)/Ddi  ≈ F (d +  ei) − F (d) exhibits truncation error o(), where o is a function defined such that
o() tends to zero faster than , i.e., lim→0 o()/ = 0. To reduce the truncation error o() it is desirable to
choose a small , however, numerical round-off error will erode the accuracy of the approximation if  is too
small.
Since the response function depends on the response U(d), the approximation of Equation (2.10) is
expressed by
DF (d)
Ddi
≈ G(U(d +  ei),d +  ei)−G(U(d),d)

. (2.11)
As seen above, the response U(d+  ei) must be calculated for each design variable di; this is easily obtained
by modifying the finite element model, but computationally inefficient because it requires nd additional
simulations to compute the U(d+  ei). Note that second-order accurate approximations which are accurate
to o(2) can be obtained by central differences, but this requires two re-analyses for U(d ±  ei) which is
even more costly. As seen here the finite difference method is easy to implement, computationally inefficient
and subjected to truncation and round-off errors.
2.2.3 Direct differentiation for steady-state nonlinear systems
In the direct differentiation approach, the implicit derivative ∂U/∂di, i.e., pseudo response, is obtained
by differentiating Equation (2.7) respect to di, which after some rearranging defines the so-called pseudo
problem
K
∂U
∂di
= −∂R
∂di
, (2.12)
where −∂R/∂di is the pseudo load. Notice that the tangent operator K from the primal analysis appears
in the pseudo problem; moreover it is already factored, assuming the use of direct solvers in the primal
analysis. Thus, the evaluation of the implicit derivative ∂U/∂di only requires the formation of the pseudo
load vector −∂R/∂di and a back substitution. Once the implicit derivative ∂U/∂di is obtained, Equation
(2.9) is evaluated to obtain the sensitivities for any number of functions F . As seen here, the direct method
is computationally efficient because it solves one pseudo problem using the previously factored tangent
matrix for each design variable regardless of the number of response functions. In addition, the computed
sensitivities are numerically exact.
In the semi-analytical formulation, the derivatives ∂R/∂di and DG/Ddi of Equations (2.12) and (2.9)
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are approximated to within o() via finite differences
∂R(U(d),d)
∂di
≈ 1

(
R(U(d),d +  ei)−
:0
R(U(d),d)
)
≈ 1

R(U(d),d +  ei) , (2.13)
DG(U(d),d)
Ddi
≈ 1

(
G
(
U(d) + 
∂U(d)
∂di
,d +  ei
)
−G(U(d),d)
)
. (2.14)
In Equation (2.13), we assume the residual R(U(d),d) = 0, however we solve the primal analysis until the
solution converges to a user defined tolerance, i.e., |R(U(d),d)| ≤ R. This tolerance imposes a new source
of error in addition to the truncation and round-off errors.
Since the function G is known, the derivatives ∂G/∂di and ∂G/∂U in the sensitivity DF/Ddi can be
computed exactly as in Equation (2.9) or approximated as in Equation (2.14). We assume the former.
The approximations in Equations (2.13) and (2.14) are easy to implement because they only require
the generation of the d +  ei followed by the evaluations of the perturbed residual R(U(d),d +  ei) and
response function G (U(d) +  ∂U/∂di,d +  ei) which are readily computed by the subroutines that are
used to compute R(U(d),d) and G(U(d),d). Thusly, the semi-analytical method shares the simplicity
of the finite difference method and the efficiency of the analytical methods. It is noted, however, that
tolerance R, truncation and round-off errors may pollute the results. In most cases a design perturbation
will not affect all of the element internal force vectors. As such, we only need to evaluate the elemental
residual R(U(d),d +  ei) of the affected elements. An extreme case of this occurs in topology optimization
where each volume fraction design variable only affects a single element. Less extreme cases occur in shape
optimization where each dimensional change may only affect a subset of the element boundary elements.
2.2.4 Adjoint method for steady-state nonlinear systems
In the adjoint method, the derivative ∂U/∂di is annihilated. This formulation uses the identity
DF
Ddi
=
∂G
∂U
∂U
∂di
+
∂G
∂di
+ Λ>
(
K
∂U
∂di
+
∂R
∂di
)
, (2.15)
which follows from Equations (2.9) and (2.12). In the above, Λ is the arbitrary adjoint vector. Rearranging
Equation (2.15) yields
DF
Ddi
=
(
∂G
∂U
+ Λ>K
)
∂U
∂di
+
∂G
∂di
+ Λ>
∂R
∂di
, (2.16)
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from which we identify the adjoint problem that we solve for the heretofore arbitrary Λ, i.e.,
K>Λ = −∂G
∂U
>
. (2.17)
In this way, the term containing ∂U/∂di is annihilated from Equation (2.16) reducing the sensitivity to
DF
Ddi
=
∂G
∂di
+ Λ>
∂R
∂di
. (2.18)
The adjoint method requires the solution of one adjoint problem (cf. Equation (2.17)) for each response
function F regardless of the number of design variables. And like the direct method, the adjoint problem
utilizes the tangent matrix from the primal analysis, so it is also computationally efficient and numerically
exact. Furthermore, the tangent stiffness matrix may be already factored, if a direct solver is used in the
primal analysis.
In the semi-analytical formulation, the derivative ∂R/∂di is approximated via finite differences (cf.
Equation (2.13)) and use Equation (2.18) to obtain the sensitivities. As previously mentioned, the derivative
∂G/∂U is obtained analytically using our knowledge of the function G.
2.3 Transient nonlinear problems
A first-order transient problem is expressed in residual form as
R(U(t,d), U˙(t,d),d) = 0 , (2.19a)
U(0) = U0 , (2.19b)
where we note the design dependencies as in Equation (2.7), t ∈ [0, tf ] denotes time and tf the terminal
analysis time. The response function for this system is expressed as
F (d) =
∫ tf
0
G(U(t,d), U˙(t,d),d) dt . (2.20)
Our goal is to compute the sensitivity in an efficient, accurate and easy manner, i.e., we want to compute
DF
Ddi
=
∫ tf
0
(
∂G
∂U
∂U
∂di
+
∂G
∂U˙
∂U˙
∂di
+
∂G
∂di
)
dt . (2.21)
For the sensitivity analysis, we can implement the direct method whereby we differentiate Equations
11
(2.19a) and (2.19b) to define the pseudo problem
∂R
∂U˙
∂U˙
∂di
+
∂R
∂U
∂U
∂di
= −∂R
∂di
, (2.22a)
∂U(0)
∂di
=
∂U0
∂di
, (2.22b)
which we solve for ∂U/∂di and ∂U˙/∂di and then we evaluate Equation (2.21).
Alternatively, we can implement the adjoint approach, whereby we utilize Equation (2.22a) to write
Equation (2.21) as
DF
Ddi
=
∫ tf
0
(
∂G
∂U
∂U
∂di
+
∂G
∂U˙
∂U˙
∂di
+
∂G
∂di
)
dt+
∫ tf
0
λ>
(
∂R
∂U
∂U
∂di
+
∂R
∂U˙
∂U˙
∂di
+
∂R
∂di
)
dt , (2.23)
where again λ is the arbitrary adjoint vector. Integrating by parts and rearranging Equation (2.23) yields
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ λ>
∂R
∂di
)
dt−
(
∂G
∂U˙
+ λ>
∂R
∂U˙
)
∂U
∂di
∣∣∣∣∣
t=0
+
∫ tf
0
∂U
∂di
>( ∂G
∂U
>
− d
dt
(
∂G>
∂U˙
)
+
∂R>
∂U
λ− d
dt
(
∂R>
∂U˙
λ
))
dt+
∂U
∂di
>( ∂G
∂U˙
>
+
∂R
∂U˙
>
λ
)∣∣∣∣∣
t=tf
. (2.24)
Next, a time mapping is introduced, i.e., we define Λ such that
Λ(tf − t) = λ(t) , (2.25)
and hence
−Λ˙(tf − t) = λ˙(t) , (2.26)
substituting the above into Equation (2.24) renders
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ Λ>
∂R
∂di
)
dt−
(
∂G
∂U˙
+ Λ>
∂R
∂U˙
)
∂U
∂di
∣∣∣∣∣
t=0
+
∫ tf
0
∂U
∂di
>( ∂G
∂U
>
− d
dt
(
∂G>
∂U˙
)
+
∂R>
∂U
Λ− d
dt
(
∂R>
∂U˙
)
Λ +
∂R>
∂U˙
Λ˙
)
dt+
∂U
∂di
> ( ∂G
∂U˙
>
+
∂R
∂U˙
>
Λ
)∣∣∣∣∣
t=tf
. (2.27)
where all quantities are evaluated at time t except Λ which is evaluated at tf − t. We can annihilate the
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terms containing the implicitly defined derivative ∂U/∂di by requiring Λ to solve
∂R>
∂U˙
Λ˙ +
(
∂R
∂U
>
− d
dt
(
∂R>
∂U˙
))
Λ = − ∂G
∂U
>
+
d
dt
(
∂G>
∂U˙
)
, (2.28a)
∂R
∂U˙
>∣∣∣
t=tf
Λ(0) = − ∂G
∂U˙
>∣∣∣
t=tf
. (2.28b)
Using this Λ, DF/Ddi reduces to the known quantity
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ Λ>
∂R
∂di
)
dt−
(
∂G
∂U˙
+ Λ>
∂R
∂U˙
)
∂U
∂di
∣∣∣∣∣
t=0
. (2.29)
where again all quantities are evaluated at time t except Λ which is evaluated at tf − t.
2.3.1 Discretization
To solve the above, we discretize in time using an explicit/implicit parameter 0 ≤ α ≤ 1 so that
Un = Un−1 +
(
αU˙n + (1− α)U˙n−1
)
∆t , (2.30)
where Un = U(tn) and U˙
n = U˙(tn).
1 We then solve Equation (2.19a) at the discrete times tn. Finally, the
integrals in Equations (2.20) and (2.21) are evaluated as
F =
N∑
n=0
µnG
n(Un, U˙n,d) , (2.31)
DF
Ddi
=
N∑
n=0
µn
(
∂Gn
∂U
∂U
∂di
n
+
∂Gn
∂U˙
∂U˙
∂di
n
+
∂Gn
∂di
)
, (2.32)
where e.g., Gn = G(Un, U˙n,d) and the coefficient µn depends on the summation scheme, e.g., for trapezoidal
2µ0 = µ1 = µ2 = ... = µN−1 = 2µN = ∆t.
2.3.2 Primal analysis
The initial condition U0 is given, but U˙0 is needed in Equation (2.30) to obtain U1. To these ends, we use
Equation (2.19a), i.e., we use the Newton-Raphson method to solve
R0(U0, U˙0,d) = 0 , (2.33)
1For α = 0, 1/2, or 1, we recover the forward Euler, Crank-Nicolson, and backward Euler strategies respectively.
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for U˙0. The procedure is akin to that which we use to evaluate U in Section 2.2. Here K0 = ∂R0/∂U˙ is the
tangent matrix. Having U0 and U˙0, we compute the first term in Equation (2.31), i.e., F = µ0G
0(U0, U˙0,d).
Now we commence our analysis. At each time step tn, we insert U
n of Equation (2.30), in Equation
(2.19a) and solve the resulting equation for U˙n. Again, we use Newton’s method for this solution, cf. Section
2.2, where we introduce the tangent stiffness matrix Kn = ∂Rn/∂U˙ + α∆t ∂Rn/∂U. After convergence,
Un is updated as per Equation (2.30) and F is updated as per Equation (2.31), i.e.,
F ←F + µnGn(Un, U˙n,d) , (2.34)
where the symbol ← represents the update assignment.
The time is then incremental and the process repeats itself until the terminal time tf . A flow chart
describing these computations is provided in Figure 2.1 wherein multiple functions F are evaluated for
n = 1, 2, ..., N .
2.3.3 Direct differentiation
For the direct differentiation, we discretize ∂U/∂di like U, i.e.,
∂Un
∂di
=
∂Un−1
∂di
+
(
α
∂U˙n
∂di
+ (1− α) ∂U˙
n−1
∂di
)
∆t . (2.35)
Note that the initial condition ∂U0/∂di is known, but ∂U˙
0/∂di is not. So before commencing, we must
obtain ∂U˙0/∂di like we did U˙
0. To these ends we differentiate Equation (2.33) to obtain the linear equation
K0
∂U˙0
∂di
= −
(
∂R0
∂U
∂U0
∂di
+
∂R0
∂di
)
, (2.36)
which we solve for ∂U˙0/∂di. Having ∂U
0/∂di and ∂U˙
0/∂di, we update DF/Ddi as per Equation (2.32),
i.e.,
DF
Ddi
= µ0
(
∂G0
∂U
∂U0
∂di
+
∂G0
∂U˙
∂U˙0
∂di
+
∂G0
∂di
)
. (2.37)
Now we march in time evaluating ∂Un/∂di and ∂U˙
n/∂di as we did to compute U
n and U˙n. Equations
(2.22a) and (2.35) render the linear equation
Kn(Un, U˙n,d)
∂U˙n
∂di
= −
(
∂Rn
∂U
(
∂Un−1
∂di
+ (1− α)∆t∂U˙
n−1
∂di
)
+
∂Rn
∂di
)
, (2.38)
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Given U0 and guess for U˙0
|R0(U0, U˙0,d)| < ǫR
solve K0∆U˙0 = −R0 for ∆U˙0
update U˙0 = U˙0 + ∆U˙0
F = µ0G0(U0, U˙0,d)
node A
For tn, n = 1, 2, ..., N
Given Un−1, U˙n−1
and guess for U˙n
update Un = Un−1 +(
αU˙n + (1− α)U˙n−1
)
∆t
|Rn(Un, U˙n,d)| < ǫR
solve Kn∆U˙n = −Rn for ∆U˙n
update U˙n = U˙n + ∆U˙n
update F = F + µnGn(Un, U˙n,d)
node B
end for
node C
no
yes
no
yes
Figure 2.1: Primal analysis flowchart.
which we solve for ∂U˙n/∂di. Next, we update ∂U
n/∂di as per Equation (2.35) and DF/Ddi as per Equation
(2.32)
DF
Ddi
← DF
Ddi
+ µn
(
∂Gn
∂U
∂Un
∂di
+
∂Gn
∂U˙
∂U˙n
∂di
+
∂Gn
∂di
)
. (2.39)
We continue marching in this manner for all tn. In so far as our sensitivity analysis algorithm is concerned,
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we insert nodes A and B from Figure 2.2 into the primal analysis flowchart of Figure 2.1.
node A
solve K0 ∂U˙
0
∂di
=
−
(
∂R0
∂U
∂U0
∂di
+ ∂R
0
∂di
)
for ∂U˙
0
∂di
initialize DFDdi
=
µ0
(
∂G0
∂U
∂U0
∂di
+ ∂G
0
∂U˙
∂U˙0
∂di
+ ∂G
0
∂di
)
node B
solve Kn ∂U˙
n
∂di
=
−∂Rn
∂U
(
∂Un−1
∂di
+ (1− α)∆t∂U˙n−1
∂di
)
−
∂Rn
∂di
for ∂U˙
n
∂di
update ∂U
n
∂di
= ∂U
n−1
∂di
+(
α ∂U˙
n
∂di
+ (1− α) ∂U˙n−1
∂di
)
∆t
update DFDdi
= DFDdi
+
µn
(
∂Gn
∂U
∂Un
∂di
+ ∂G
n
∂U˙
∂U˙n
∂di
+ ∂G
n
∂di
)
Figure 2.2: Direct differentiation nodes.
For the semi-analytical method we use the approximations
∂R0
∂U
∂U0
∂di
+
∂R0
∂di
≈ 1

R0
(
U0 + 
∂U0
∂di
, U˙0,d +  ei
)
, (2.40)
∂Rn
∂U
(
∂Un−1
∂di
+ (1− α)∆t∂U˙
n−1
∂di
)
+
∂Rn
∂di
≈
1

Rn
(
Un + 
(
∂Un−1
∂di
+ (1− α)∆t∂U˙
n−1
∂di
)
, U˙n,d +  ei
)
, (2.41)
∂Gn
∂U
∂Un
∂di
+
∂Gn
∂U˙
∂U˙n
∂di
+
∂Gn
∂di
≈
1

(
Gn
(
Un + 
∂Un
∂di
, U˙n + 
∂U˙n
∂di
,d +  ei
)
−Gn(Un, U˙n,d)
)
, (2.42)
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in Equations (2.36), (2.37), (2.38), and (2.39). Again, we assume the user can code ∂Gn/∂U, ∂Gn/∂U˙ and
∂Gn/∂d, so we do not use Equation (2.42). As mentioned before, semi-analytical sensitivities carry the error
due to R, truncation, and round-off.
2.3.4 Adjoint method using differentiate-then-discretize
In the differentiate-then-discretize approach, one obtains the adjoint problem (cf. Equations (2.28a) and
(2.28b)) and the sensitivity (cf. Equation (2.29)) at the continuous time level. Now we use numerical time
integration to compute
DF
Ddi
=
N∑
n=0
µN−n
(
∂GN−n
∂di
+ Λn>
∂RN−n
∂di
)
−
(
∂G0
∂U˙
+ ΛN
> ∂R0
∂U˙
)
∂U0
∂di
. (2.43)
Before we evaluate the above, we must solve the adjoint problem of Equations (2.28a) and (2.28b). To do
this, we discretize the adjoint variable Λ like U, i.e.,
Λn = Λn−1 +
(
α Λ˙n + (1− α) Λ˙n−1
)
∆t , (2.44)
To reuse Kn like the direct method, we restrict our adjoint discussion to those R such that
d
dt
(
∂R
∂U˙
)
= 0 . (2.45)
Notably ∂R/∂U˙ is typically interpreted as a mass matrix, so the mass matrix must be constant which is
fairly common.
Referring to Equation (2.28b), we initially solve the adjoint problem
∂RN
∂U˙
>
Λ0 = −∂G
N
∂U˙
>
, (2.46)
for Λ0 and then solve Equation (2.28a) with Λ0 to evaluate Λ˙0, i.e.,
∂RN
∂U˙
>
Λ˙0 = −∂R
N
∂U
>
Λ0 − ∂G
N
∂U
>
+
(
∂2GN
∂U˙∂U
U˙N
)>
+
(
∂2GN
∂U˙2
U¨N
)>
. (2.47)
Note that Equations (2.46) and (2.47) do not use the tangent stiffness matrix from the primal problem. Next
we compute
DF
Ddi
= µN
(
∂GN
∂di
+ Λ0>
∂RN
∂di
)
, (2.48)
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cf. Equations (2.29), (2.31), and (2.32). Time marching now commences for the remaining time steps, i.e.,
for n = 1, 2, ..., N − 1 we evaluate Λ˙n by solving
KN−n
>
Λ˙n = −∂G
N−n
∂U
>
+
(
∂2GN−n
∂U˙∂U
U˙N−n
)>
+
(
∂2GN−n
∂U˙2
U¨N−n
)>
− ∂R
N−n
∂U
> (
Λn−1 + (1− α) ∆t Λ˙n−1
)
, (2.49)
where KN−n is the tangent stiffness matrix of the primal problem. Then we compute Λn as per Equation
(2.44) and update
DF
Ddi
← DF
Ddi
+ µN−n
(
∂GN−n
∂di
+ Λn>
∂RN−n
∂di
)
. (2.50)
Finally, we solve
(
∂R0
∂U˙
+ α∆t
∂R0
∂U
)>
Λ˙N = −∂G
0
∂U
>
+
(
∂2G0
∂U˙∂U
U˙0
)>
+
(
∂2G0
∂U˙2
U¨0
)>
− ∂R
0
∂U
> (
ΛN−1 + (1− α) ∆t Λ˙N−1
)
, (2.51)
for Λ˙N , we evaluate ΛN with Equation (2.44) and update
DF
Ddi
← DF
Ddi
+ µ0
∂G0
∂di
− ∂G
0
∂U˙
∂U0
∂di
+ ΛN
>
(
µ0
∂R0
∂di
− ∂R
0
∂U˙
∂U0
∂di
)
, (2.52)
As in Equation (2.47), Equation (2.51) does not use the tangent stiffness matrix from the primal analysis.
The second derivatives U¨n in Equations (2.47), (2.49), and (2.51) can be computed using the known
first derivatives . . . U˙n−1, U˙n, U˙n+1, . . . and ∆t, and a second order forward difference for U¨0, backward
differences for U¨N , and central differences for any other U¨n (cf. Figure 2.3). The adjoint sensitivity analysis
is executed after the primal analysis is concluded. Thus, we describe this algorithm by inserting node C of
Figure 2.3 into the flowchart of Figure 2.1.
In the semi-analytical, we consider a further restriction that ∂R/∂U is symmetric, so the term in the
adjoint load of Equation (2.47) can be approximated as
∂RN
∂U
>
Λ0 ≈ 1

RN
(
UN + Λ0, U˙N ,d
)
, (2.53)
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node C
compute U¨N =
(3U˙N − 4U˙N−1 + U˙N−2)/2∆t
solve ∂R
N
∂U˙
⊤
Λ0 = −∂GN
∂U˙
⊤
for Λ0
solve ∂R
N
∂U˙
⊤
Λ˙0 = −∂RN
∂U
⊤
Λ0 − ∂GN
∂U
⊤
+(
∂2GN
∂U˙∂U
U˙N
)⊤
+
(
∂2GN
∂U˙2
U¨N
)⊤
for Λ˙0
initialize DFDdi
= µN
(
∂GN
∂di
+Λ0⊤ ∂R
N
∂di
)
For tn, n = 1, 2, ..., N − 1
compute U¨n = (U˙n+1 − U˙n−1)/2∆t
solve KN−n⊤Λ˙n = −∂GN−n
∂U
⊤
+(
∂2GN−n
∂U˙∂U
U˙N−n
)⊤
+
(
∂2GN−n
∂U˙2
U¨N−n
)⊤ −
∂RN−n
∂U
⊤ (
Λn−1 + (1− α)∆t Λ˙n−1
)
for Λ˙n
update Λn = Λn−1 +(
α Λ˙n + (1− α) Λ˙n−1
)
∆t
update DFDdi
= DFDdi
+
µN−n
(
∂GN−n
∂di
+Λn⊤ ∂R
N−n
∂di
)
end for
compute U¨0 = (−3U˙0 + 4U˙1 − U˙2)/2∆t
solve
(
∂R0
∂U˙
+ α∆t∂R
0
∂U
)⊤
Λ˙N =
−∂G0
∂U
⊤
+
(
∂2G0
∂U˙∂U
U˙0
)⊤
+
(
∂2G0
∂U˙2
U¨0
)⊤ −
∂R0
∂U
⊤ (
ΛN−1 + (1− α)∆t Λ˙N−1
)
for Λ˙N
update ΛN = ΛN−1 +(
α Λ˙N + (1− α) Λ˙N−1
)
∆t
update DFDdi
= DFDdi
+ µ0
∂G0
∂di
−
∂G0
∂U˙
∂U0
∂di
+ ΛN⊤
(
µ0
∂R0
∂di
− ∂R0
∂U˙
∂U0
∂di
)
Figure 2.3: Adjoint differentiate-then-discretize node.
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and the term in the adjoint load of Equation (2.49) can be approximated as
∂RN−n
∂U
> (
Λn−1 + (1− α) ∆t Λ˙n−1
)
≈
1

RN−n
(
UN−n + 
(
Λn−1 + (1− α) ∆t Λ˙n−1
)
, U˙N−n,d
)
. (2.54)
In regard to DF/Ddi of Equation (2.52), we use the approximation
µ0
∂R0
∂di
− ∂R
0
∂U˙
∂U0
∂di
≈ 1

R
(
U0, U˙0 − ∂U
0
∂di
,d + µ0 ei
)
. (2.55)
Finally, the derivative ∂Rn/∂di in Equations (2.48) and (2.50) is approximated as
∂Rn
∂di
≈ 1

R
(
Un, U˙n,d +  ei
)
. (2.56)
Of course, the semi-analytical approximations exhibit the previously discussed errors.
Again, we assume the user can code ∂G/∂U, etc., as these would be time consuming to compute by finite
differences.
2.3.5 Adjoint method using discretize-then-differentiate
In this second option of the adjoint method, we use Equations (2.22a) and (2.35) to equivalently write
Equation (2.32) as
DF
Ddi
=
N∑
n=0
µn
(
∂Gn
∂U
∂Un
∂di
+
∂Gn
∂U˙
∂U˙n
∂di
+
∂Gn
∂di
)
+
N∑
n=0
Λn>
(
∂RN−n
∂U˙
∂U˙N−n
∂di
+
∂RN−n
∂U
∂UN−n
∂di
+
∂R
∂di
N−n)
+
N−1∑
n=0
Φn>
(
∂UN−n
∂di
− ∂U
N−n−1
∂di
−
(
α
∂U˙N−n
∂di
+ (1− α) ∂U˙
N−n−1
∂di
)
∆t
)
, (2.57)
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where Λn and Φn are arbitrary adjoint vectors. Rearrangement subsequently yields
DF
Ddi
=
N∑
n=0
(
µN−n
∂GN−n
∂di
+ Λn>
∂R
∂di
N−n)
+
(
µ0
∂G0
∂U
+ ΛN
> ∂R0
∂U
−ΦN−1>
)
∂U0
∂di
+
(
µ0
∂G0
∂U˙
+ ΛN
> ∂R0
∂U˙
− (1− α)∆tΦN−1>
)
∂U˙0
∂di
+
N−1∑
n=1
(
µN−n
∂GN−n
∂U
+ Λn>
∂R
∂U
N−n
−Φn−1> + Φn>
)
∂UN−n
∂di
+
N−1∑
n=1
(
µN−n
∂GN−n
∂U˙
+ Λn>
∂R
∂U˙
N−n
(1− α)∆tΦn−1> − α∆tΦn>
)
∂U˙N−n
∂di
+
(
µN
∂GN
∂U
+ Λ0
> ∂R
∂U
N
+ Φ0
>
)
∂UN
∂di
+
(
µN
∂GN
∂U˙
+ Λ0
> ∂R
∂U˙
N
− α∆tΦ0>
)
∂U˙N
∂di
. (2.58)
To annihilate the implicitly defined derivatives ∂UN/∂di and ∂U˙
N/∂di, we first solve the adjoint problem
KN
>
Λ0 = −µNα∆t ∂G
N
∂U
>
− µN ∂G
N
∂U˙
>
, (2.59)
for Λ0 and evaluate Φ0 from either of the following expressions
Φ0 = −µN ∂G
N
∂U
>
− ∂R
∂U
N>
Λ0 (2.60)
=
1
α∆t
(
µN
∂GN
∂U˙
>
+
∂R
∂U˙
N>
Λ0
)
. (2.61)
Note that for an explicit method, i.e., α = 0, we must use Equation (2.60) to evaluate Φ0. We next evaluate
DF
Ddi
= µN
∂GN
∂di
+ Λ0
> ∂R
∂di
N
. (2.62)
To annihilate ∂Un/∂di and ∂U˙
n/∂di, we march in time computing Λ
n from
KN−n
>
Λn = −µN−n α∆t ∂G
N−n
∂U
>
− µN−n ∂G
N−n
∂U˙
>
+ ∆tΦn−1 , (2.63)
and updating Φn from either of the following equations
Φn =Φn−1 − µN−n ∂G
N−n
∂U
>
− ∂R
∂U
N−n>
Λn (2.64)
=− 1− α
α
Φn−1
+
1
α∆t
(
µN−n
∂GN−n
∂U˙
>
+
∂R
∂U˙
N−n>
Λn
)
. (2.65)
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Again Equation (2.65) is restricted to the α 6= 0 case. Due to the different Φ updates, we define option 1
if we choose to use Equations (2.60) and (2.64), and option 2 if we use Equations (2.61) and (2.65). After
each of these tn computations, we update
DF
Ddi
← DF
Ddi
+ µN−n
∂GN−n
∂di
+ Λn>
∂R
∂di
N−n
. (2.66)
Finally, to annihilate ∂U˙0/∂di we solve the linear problem
K0
>
ΛN = −µ0 ∂G
0
∂U˙
>
+ (1− α)∆tΦN−1 , (2.67)
for ΛN and update
DF
Ddi
← DF
Ddi
+ µ0
∂G0
∂di
+ µ0
∂G0
∂U
∂U0
∂di
−ΦN−1> ∂U
0
∂di
+ ΛN
>
(
∂R0
∂di
+
∂R0
∂U
∂U0
∂di
)
. (2.68)
All of the computations in Equations (2.59)-(2.67) are performed after the primal analysis is terminated,
thus we insert node C from Figure 2.4 into the flowchart of Figure 2.1.
The sensitivities using the differentiate-then-discretize and discretize-then-differentiate adjoint ap-
proaches are different because the discretization and differentiation steps do not commute. As seen shortly,
the latter approach yields more accurate results. However, for large number of time steps, the time dis-
cretization error shrinks and the methods converge.
For the semi-analytical, if we use option 1, we again require ∂Rn/∂U to be symmetric and we approximate
the adjoint load terms of Equations (2.60) and (2.64) as
∂R
∂U
N−n>
Λn ≈ 1

R
(
UN−n + Λn, U˙N−n,d
)
, (2.69)
Fortunately, we have option 2 to approximate Φn if ∂Rn/∂U is asymmetric and we cannot use Equation
(2.69). We consider the restriction for which ∂R/∂U˙ is symmetric, which is common, and α 6= 0. In this
case, the adjoint load terms of Equations (2.61) and (2.65) are approximated as
∂R
∂U˙
N−n>
Λn ≈ 1

R
(
UN−n, U˙N−n + Λn,d
)
, (2.70)
and in DF/Ddi of Equation (2.68) we approximate the sum
∂R0
∂di
+
∂R0
∂U
∂U
∂di
0
≈ 1

R
(
U0 + 
∂U
∂di
0
, U˙0,d +  ei
)
. (2.71)
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node C
solve KN⊤Λ0 =
−µNα∆t ∂GN∂U
⊤ − µN ∂GN∂U˙
⊤
for Λ0
compute (option 1) Φ0 =
−µN ∂GN∂U
⊤ − ∂R
∂U
N⊤
Λ0
or (option 2) Φ0 =
1
α∆t
(
µN
∂GN
∂U˙
⊤
+ ∂R
∂U˙
N⊤
Λ0
)
initialize DFDdi
= µN
∂GN
∂di
+ Λ0⊤ ∂R
∂di
N
For tn, n = 1, 2, ..., N − 1
solve KN−n⊤Λn =
−µN−n α∆t ∂GN−n∂U
⊤ −
µN−n ∂G
N−n
∂U˙
⊤
+ ∆tΦn−1 for Λn
update (option 1) Φn = Φn−1 −
µN−n ∂G
N−n
∂U
⊤ − ∂R
∂U
N−n⊤
Λn
or (option 2) Φn = −1−α
α
Φn−1 +
1
α∆t
(
µN−n ∂G
N−n
∂U˙
⊤
+ ∂R
∂U˙
N−n⊤
Λn
)
update DFDdi
= DFDdi
+
µN−n ∂G
N−n
∂di
+ Λn⊤ ∂R
∂di
N−n
end for
solve K0⊤ΛN = −µ0 ∂G0∂U˙
⊤
+
(1 − α)∆tΦN−1 for ΛN
update DFDdi
= DFDdi
+µ0
∂G0
∂di
+µ0
∂G0
∂U
∂U0
∂di
−
ΦN−1⊤ ∂U
0
∂di
+ ΛN⊤
(
∂R0
∂di
+ ∂R
0
∂U
∂U0
∂di
)
Figure 2.4: Adjoint discretize-then-differentiate node.
The derivative ∂Rn/∂di of Equations (2.62), (2.66), and (2.68) are approximated via finite differences using
Equation (2.56). Again these semi-analytical approximations are susceptible to the previously discussed
errors.
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2.3.6 Transient example
Consider the transient heat conduction problem of a straight one-dimensional fin with constant cross sectional
area [79] expressed in non-dimensional form as
θ˙ − d
dx
[
k(θ)
dθ
dx
]
+M2θp+1 = 0, in 0 < x < 1 ,
dθ
dx
= 0, at x = 0, t > 0 ,
θ = 1, at x = 1, t > 0 ,
θ = 1, at t = 0 , (2.72)
where x, t, and θ are the non-dimensional position, time, and temperature respectively. k(θ) = 1 + ξθ is the
non-dimensional thermal conductivity, ξ and M = 1 are fin parameters, and the exponent p = 1/3 models
the removal of heat by turbulent natural convection along the fin. The bar is discretized by 5 equal length
linear finite elements and the time domain [0, 1] is discretized into N equal time steps. To ensure convergence
to the solution, we choose a small Newton-Raphson tolerance R = 10
−14. The various sensitivity methods
are illustrated for the following response function
F =
∫ 2
0
∫ 1
0
(
ζθ2(x, t) + (1− ζ)θ˙2(x, t)
)
dxdt , (2.73)
which can be used to evaluate, e.g., variances in the temperature and/or temperature rate. The Equation
(2.73) integral is approximated by using the trapezoidal rule in time and the element wise 2-point Gaussian
quadrature in space. We use ζ = 0.5 and compute the sensitivities with respect to the parameter d = M .
The perturbation  = 10−6 is used in the finite difference and semi-analytical approaches, unless otherwise
stated.
2.3.6.1 Symmetric ∂R/∂U and ∂R/∂U˙
We first consider the constant thermal conductivity case, i.e., ξ = 0, for which ∂R/∂U and ∂R/∂U˙ are
symmetric. The computations performed with the various methods yield similar results, cf. Table 2.1. For
N = 100 and α = 0, the explicit integration scheme is not stable. Also, for α = 0, we cannot use the
semi-analytical adjoint discretize-then-differentiate option 2, cf. Equations (2.61) and (2.65).
To examine the consistency of the methods, we show the error ef , cf. Equation (2.1), for different
perturbation sizes  for the N = 1000 and α = 0.5 case, cf. Figure 2.5. As the perturbation  decreases,
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Method N = 100 N = 1000
α = 0
Direct - -0.018588335152
Semi-a. direct - -0.018588317345
Adj. diff.-then-disc. - -0.018449255359
Semi-a. adj. diff.-then-disc. - -0.018449264996
Adj. disc.-then-diff. opt. 1 - -0.018588335152
Semi-a. adj. disc.-then-diff. opt. 1 - -0.018588346428
Adj. disc.-then-diff. opt. 2 - -
Semi-a. adj. disc.-then-diff. opt. 2 - -
Finite differences - -0.018588118600
α = 0.5
Direct -0.017592906261 -0.018015117466
Semi-a. direct -0.017592887840 -0.018015099351
Adj. diff.-then-disc. -0.017654283299 -0.018015355049
Semi-a. adj. diff.-then-disc. -0.017654292528 -0.018015364471
Adj. disc.-then-diff. opt. 1 -0.017592906261 -0.018015117466
Semi-a. adj. disc.-then-diff. opt. 1 -0.017592915281 -0.018015131326
Adj. disc.-then-diff. opt. 2 -0.017592906261 -0.018015117466
Semi-a. adj. disc.-then-diff. opt. 2 -0.017592914483 -0.018015125166
Finite differences -0.017592690027 -0.018014899961
α = 1
Direct -0.011964307217 -0.017441917048
Semi-a. direct -0.011964285704 -0.017441898622
Adj. diff.-then-disc. -0.013595022204 -0.017585996028
Semi-a. adj. diff.-then-disc. -0.013595029346 -0.017586005227
Adj. disc.-then-diff. opt. 1 -0.011964307217 -0.017441917048
Semi-a. adj. disc.-then-diff. opt. 1 -0.011964319986 -0.017441927075
Adj. disc.-then-diff. opt. 2 -0.011964307217 -0.017441917048
Semi-a. adj. disc.-then-diff. opt. 2 -0.011964305753 -0.017441924379
Finite differences -0.011964084834 -0.017441698807
Table 2.1: Sensitivities for the symmetric problem.
the sensitivities obtained by finite differences converge to those obtained analytically. However, the finite
difference sensitivities erode for small perturbations due to round-off error.
We also show the error ef for different time discretizations N for the  = 10
−6 and α = 0.5 case, cf.
Figure 2.6. The errors of the sensitivities obtained by the different methods show no dependency on N ,
with the exception of the adjoint differentiate-then-discretize scheme. As expected, this sensitivity has a
consistency error that decreases as the number of time steps increases [58, 72].
To examine the accuracy of the semi-analytical sensitivities, we compare them to their respective ana-
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Figure 2.5: Relative percentage error of the sensitivities obtained by the analytical methods with respect to
finite differences for the symmetric problem for α = 0.5 and N = 1000.
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Figure 2.6: Relative percentage error of the sensitivities obtained by the analytical methods with respect to
finite differences for the symmetric problem for α = 0.5 and  = 10−6.
lytical sensitivities via the error es of Equation (2.2) for different perturbation sizes  and the N = 1000
and α = 0.5 case, cf. Figure 2.7. As expected, the error is smaller as the perturbation size decreases until
round-off error pollutes the computations.
In Figure 2.8, we show the error es for different time discretization N using the  = 10
−6 and α = 0.5
case. The errors of the semi-analytical sensitivities show no dependency on N because the semi-analytical
approximations are independent of the time discretization, i.e., the error is solely due to the perturbation
size .
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Figure 2.7: Relative percentage error of the semi-analytical sensitivities of the symmetric problem for α = 0.5
and N = 1000.
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Figure 2.8: Relative percentage error of the semi-analytical sensitivities of the symmetric problem for α = 0.5
and  = 10−6.
2.3.6.2 Asymmetric ∂R/∂U
We consider the nonlinear thermal conductivity case where ξ = 0.5 for which only ∂R/∂U˙ is symmetric
and ∂R/∂U is not. The computations performed with the various methods yield similar results, cf. Table
2.2, with the exception of the semi-analytical adjoint differentiate-then-discretize and semi-analytical adjoint
discretize-then-differentiate option 1 schemes, which exhibit errors of approximately 0.1% with respect to
their analytical counter parts. We attribute this error to the asymmetric ∂R/∂U. Again for N = 100, the
explicit α = 0 scheme is not stable.
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Method N = 100 N = 1000
α = 0
Direct - -0.036458929390
Semi-a. direct - -0.036458918886
Adj. diff.-then-disc. - -0.036366841077
Semi-a. adj. diff.-then-disc. - -0.036712508113
Adj. disc.-then-diff. opt. 1 - -0.036458929390
Semi-a. adj. disc.-then-diff. opt. 1 - -0.036805361657
Adj. disc.-then-diff. opt. 2 - -
Semi-a. adj. disc.-then-diff. opt. 2 - -
Finite differences - -0.036458757458
α = 0.5
Direct -0.035207467583 -0.035893035577
Semi-a. direct -0.035207456378 -0.035893024774
Adj. diff.-then-disc. -0.035306636741 -0.035893239979
Semi-a. adj. diff.-then-disc. -0.035646027889 -0.036238627524
Adj. disc.-then-diff. opt. 1 -0.035207467583 -0.035893035577
Semi-a. adj. disc.-then-diff. opt. 1 -0.035548997747 -0.036238714626
Adj. disc.-then-diff. opt. 2 -0.035207467583 -0.035893035577
Semi-a. adj. disc.-then-diff. opt. 2 -0.035207482293 -0.035893051987
Finite differences -0.035207295634 -0.035892861794
α = 1
Direct -0.029694346673 -0.035327122553
Semi-a. direct -0.029694332634 -0.035327111453
Adj. diff.-then-disc. -0.030954122631 -0.035426388647
Semi-a. adj. diff.-then-disc. -0.031289705532 -0.035771465710
Adj. disc.-then-diff. opt. 1 -0.029694346673 -0.035327122553
Semi-a. adj. disc.-then-diff. opt. 1 -0.030028066780 -0.035672041022
Adj. disc.-then-diff. opt. 2 -0.029694346673 -0.035327122553
Semi-a. adj. disc.-then-diff. opt. 2 -0.029694357644 -0.035327141665
Finite differences -0.029694167625 -0.035326948922
Table 2.2: Sensitivities for the asymmetric problem.
To examine the consistency of the methods, we show the error ef for different perturbation sizes and
time steps in Figure 2.9 and 2.10. Again as shown in the previous example, the adjoint method differentiate-
then-discretize has a consistency error that decreases as the number of time steps increases.
Now we examine the accuracy of the semi-analytical sensitivities, computing the error es for different
perturbation sizes  with N = 1000 and α = 0.5, cf. Figure 2.11. Since ∂R/∂U is not symmetric, Equations
(2.54) and (2.69) do not hold, resulting in appreciable error in both the semi-analytical adjoint differentiate-
then-discretize and the semi-analytical adjoint discretize-then-differentiate option 1 schemes. The other
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Figure 2.9: Relative percentage error of the sensitivities obtained by the analytical methods with respect to
finite differences for the asymmetric problem for α = 0.5 and N = 1000.
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Figure 2.10: Relative percentage error of the sensitivities obtained by the analytical methods with respect
to finite differences for the asymmetric problem for α = 0.5 and  = 10−6.
semi-analytical methods do not exhibit this error. Again as the perturbation size decrease the error lessens
until round-off error pollutes the computations.
In Figure 2.12, we show the error es for different time discretization N using the  = 10
−6 and α = 0.5
case. The error for the semi-analytical adjoint differentiate-then-discretize and the semi-analytical adjoint
discretize-then-differentiate option 1 schemes is evident.
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Figure 2.11: Relative percentage error of the semi-analytical sensitivities of the asymmetric problem for
α = 0.5 and N = 1000.
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Figure 2.12: Relative percentage error of the semi-analytical sensitivities of the asymmetric problem for
α = 0.5 and  = 10−6.
2.4 Nonlinear dynamic problems
A nonlinear dynamic problem can be expressed through a residual as
R(U(t,d), U˙(t,d), U¨(t,d),d) = 0 , (2.74a)
U˙(0) = U˙0 , (2.74b)
U(0) = U0 , (2.74c)
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where we note the design dependencies as in Equation (2.7). The response function for this system is again
expressed by Equation (2.20) and its sensitivity computed by Equation (2.21).
For the sensitivity analysis we implement the direct method by differentiating Equations (2.74a), (2.74b),
and (2.74c)
∂R
∂U¨
∂U¨
∂di
+
∂R
∂U˙
∂U˙
∂di
+
∂R
∂U
∂U
∂di
= −∂R
∂di
, (2.75a)
∂U˙(0)
∂di
=
∂U˙0
∂di
, (2.75b)
∂U(0)
∂di
=
∂U0
∂di
, (2.75c)
and solve the resulting pseudo problem for ∂U¨/∂di, ∂U˙/∂di, and ∂U/∂di whereupon we evaluate Equation
(2.21).
Alternatively, we can implement the adjoint method whereby we insert Equation (2.75a) into (2.21) to
obtain the equivalent sensitivity
DF
Ddi
=
∫ tf
0
(
∂G
∂U
∂U
∂di
+
∂G
∂U˙
∂U˙
∂di
+
∂G
∂di
)
dt+
∫ tf
0
λ>
(
∂R
∂U¨
∂U¨
∂di
+
∂R
∂U˙
∂U˙
∂di
+
∂R
∂U
∂U
∂di
+
∂R
∂di
)
dt . (2.76)
Where again λ is the arbitrary adjoint vector. Integrating by parts and rearranging Equation (2.76) yields
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ λ>
∂R
∂di
)
dt− ∂U
0
∂di
> (
∂G
∂U˙
>
+
∂R
∂U˙
>
λ− d
dt
(
∂R
∂U¨
>
λ
))∣∣∣∣∣
t=0
−∂U˙
0
∂di
> (
∂R
∂U¨
>
λ
)∣∣∣∣∣
t=0
+
∫ tf
0
∂U
∂di
> ( ∂G
∂U
>
− d
dt
(
∂G>
∂U˙
)
+
∂R>
∂U
λ− d
dt
(
∂R>
∂U˙
λ
)
+
d2
dt2
(
∂R>
∂U¨
λ
))
dt
+
∂U
∂di
> ( ∂G
∂U˙
>
+
∂R
∂U˙
>
λ− d
dt
(
∂R
∂U¨
>
λ
))∣∣∣∣∣
t=tf
+
∂U˙
∂di
> (
∂R
∂U¨
>
λ
)∣∣∣∣∣
t=tf
. (2.77)
Next we introduce the time mapping of Equation (2.25) and substitute it into the above Equation (2.77) to
obtain
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ Λ>
∂R
∂di
)
dt− ∂U
0
∂di
> (
∂G
∂U˙
>
+
(
∂R
∂U˙
>
− d
dt
(
∂R
∂U¨
>))
Λ +
∂R
∂U¨
>
Λ˙
)∣∣∣∣∣
t=0
− ∂U˙
0
∂di
> (
∂R
∂U¨
>
Λ
)∣∣∣∣∣
t=0
+
∫ tf
0
∂U
∂di
> ( ∂G
∂U
>
− d
dt
(
∂G>
∂U˙
)
+
(
∂R
∂U
>
− d
dt
(
∂R>
∂U˙
)
+
d2
dt2
(
∂R
∂U¨
>))
Λ +
(
∂R
∂U˙
>
− 2 d
dt
(
∂R
∂U¨
>))
Λ˙ +
∂R
∂U¨
>
Λ¨
)
dt
+
∂U
∂di
> ( ∂G
∂U˙
>
+
(
∂R
∂U˙
>
− d
dt
(
∂R
∂U¨
>))
Λ +
∂R
∂U¨
>
Λ˙
)∣∣∣∣∣
t=tf
+
∂U˙
∂di
> (
∂R
∂U¨
>
Λ
)∣∣∣∣∣
t=tf
. (2.78)
where all quantities are evaluated at time t except for Λ which is evaluated at tf − t. We annihilate the
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terms containing the implicitly defined derivative ∂U/∂di by requiring Λ to solve
∂R
∂U¨
>
Λ¨ +
(
∂R
∂U˙
>
− 2 d
dt
(
∂R
∂U¨
>))
Λ˙
+
(
∂R
∂U
>
− d
dt
(
∂R>
∂U˙
)
+
d2
dt2
(
∂R
∂U¨
>))
Λ = − ∂G
∂U
>
+
d
dt
(
∂G>
∂U˙
)
, (2.79a)
∂R
∂U¨
>
∣∣∣∣∣
t=tf
Λ˙(0) = − ∂G
∂U˙
>
∣∣∣∣∣
t=tf
, (2.79b)
Λ(0) = 0 . (2.79c)
Using this Λ, the sensitivity reduces to
DF
Ddi
=
∫ tf
0
(
∂G
∂di
+ Λ>
∂R
∂di
)
dt
− ∂U
0
∂di
> (
∂G
∂U˙
>
+
(
∂R
∂U˙
>
− d
dt
(
∂R
∂U¨
>))
Λ +
∂R
∂U¨
>
Λ˙
)∣∣∣∣∣
t=0
− ∂U˙
0
∂di
> (
∂R
∂U¨
>
Λ
)∣∣∣∣∣
t=0
. (2.80)
where again all quantities are evaluated at time t except for Λ which is evaluated at tf − t.
2.4.1 Discretization
To solve the above, we discretize in time using the Newmark method so that
U˙n = U˙n−1 + (1− γ)∆tU¨n−1 + γ∆tU¨n , (2.81)
Un = Un−1 + ∆tU˙n−1 +
(
1
2
− β
)
∆t2U¨n−1 + β∆t2U¨n , (2.82)
where Un = U(tn), U˙
n = U˙(tn) and U¨
n = U¨(tn). To simplify the ensuing developments, we define
coefficients a = (1− γ)∆t, b = γ∆t, c = ∆t, d = (1/2− β)∆t2, and e = β∆t2.
2.4.2 Primal analysis
In the primal analysis, we are given the initial condition U0 and U˙0, so first we use Equation (2.74a) and
solve
R0(U0, U˙0, U¨0,d) = 0 , (2.83)
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for U¨0 by Newton-Raphson. The updates ∆U¨0 for U¨0 are obtained by solving
K0(U0, U˙0, U¨0,d)∆U¨0 = −R0(U0, U˙0, U¨0,d) , (2.84)
where K0 = ∂R0/∂U¨ is the tangent matrix. We continue updating until convergence.
Having U0, U˙0 and U¨0, we compute the first term in Equation (2.31), i.e., F = µ0G
0(U0, U˙0,d).
Now we commence our analysis. At each time step tn, we replace U˙
n and Un with the right-hand side
(RHS) of Equations (2.81) and (2.82), solve Equation (2.74a) for U¨n and then evaluate U˙n and Un from
Equations (2.81) and (2.82). Newton’s method is also used for these solves, whereupon we calculate the
update ∆U¨n from the linear equation
Kn(Un, U˙n, U¨n,d)∆U¨n = −Rn(Un, U˙n, U¨n,d) , (2.85)
where Kn = ∂Rn/∂U¨ + b ∂Rn/∂U˙ + e ∂Rn/∂U is the tangent stiffness matrix. After convergence, we
update F as per Equation (2.34). A flowchart of these computations appears in Figure 2.13.
2.4.3 Direct differentiation
For the direct differentiation sensitivity analysis, we discretize ∂U/∂di like U, i.e.,
∂U˙n
∂di
=
∂U˙n−1
∂di
+ a
∂U¨n−1
∂di
+ b
∂U¨n
∂di
, (2.86)
∂Un
∂di
=
∂Un−1
∂di
+ c
∂U˙n−1
∂di
+ d
∂U¨n−1
∂di
+ e
∂U¨n
∂di
. (2.87)
Note that the initial condition ∂U0/∂di and ∂U˙
0/∂di are known, but ∂U¨
0/∂di is not. So before commencing,
we must obtain ∂U¨0/∂di like we did U¨
0. To these ends we differentiate Equation (2.83) to obtain the linear
equation
K0
∂U¨0
∂di
= −
(
∂R0
∂U
∂U0
∂di
+
∂R0
∂U˙
∂U˙0
∂di
+
∂R0
∂di
)
, (2.88)
which we solve for ∂U¨0/∂di. Having ∂U˙
0/∂di and ∂U
0/∂di we update DF/Ddi as per Equation (2.37).
Now we march in time evaluating ∂Un/∂di, ∂U˙
n/∂di and ∂U¨
n/∂di as we did to compute U
n, U˙n, and U¨n.
From Equation (2.75a), (2.86), and (2.87) we formulate the linear equation
Kn
∂U¨n
∂di
= −∂R
n
∂U
(
∂Un−1
∂di
+ c
∂U˙n−1
∂di
+ d
∂U¨n−1
∂di
)
− ∂R
n
∂U˙
(
∂U˙n−1
∂di
+ a
∂U¨n−1
∂di
)
− ∂R
n
∂di
. (2.89)
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Given U0, U˙0 and guess for U¨0
|R0(U0, U˙0, U¨0,d)| < ǫR
solve K0∆U¨0 = −R0 for ∆U¨0
update U¨0 = U¨0 + ∆U¨0
F = µ0G0(U0, U˙0,d)
node A
For tn, n = 1, 2, ..., N
Given Un−1, U˙n−1,
U¨n−1 and guess for U¨n
Update U˙n = U˙n−1 +
a U¨n−1 + b U¨n
Un = Un−1 +
c U˙n−1 + d U¨n−1 + e U¨n
|Rn(Un, U˙n, U¨n,d)| < ǫR
solve Kn∆U¨n = −Rn for ∆U¨n
update F = F + µnGn(Un, U˙n,d)
node B
end for
node C
no
yes
no
yes
Figure 2.13: Primal analysis flowchart for dynamic problem.
We solve the above Equation (2.89) for ∂U¨n/∂di and update ∂U˙
n/∂di and ∂U
n/∂di via Equations (2.86)
and (2.87) and DF/Ddi via Equation (2.39). We continue marching in this manner for all tn. In so far as
our sensitivity analysis algorithm is concerned, we insert nodes A and B from Figure 2.14 into the primal
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analysis flowchart of Figure 2.13.
node A
solve K0 ∂U¨
0
∂di
=
−
(
∂R0
∂U
∂U0
∂di
+ ∂R
0
∂U˙
∂U˙0
∂di
+ ∂R
0
∂di
)
for ∂U¨
0
∂di
initialize DFDdi
=
µ0
(
∂G0
∂U
∂U0
∂di
+ ∂G
0
∂U˙
∂U˙0
∂di
+ ∂G
0
∂di
)
node B
solve Kn ∂U¨
n
∂di
=
−∂Rn
∂U
(
∂Un−1
∂di
+ c ∂U˙
n−1
∂di
+ d ∂U¨
n−1
∂di
)
−
∂Rn
∂U˙
(
∂U˙n−1
∂di
+ a ∂U¨
n−1
∂di
)
+ ∂R
n
∂di
for ∂U¨
n
∂di
Update ∂U˙
n
∂di
= ∂U˙
n−1
∂di
+ a ∂U¨
n−1
∂di
+ b ∂U¨
n
∂di
∂Un
∂di
= ∂U
n−1
∂di
+c ∂U˙
n−1
∂di
+d ∂U¨
n−1
∂di
+e ∂U¨
n
∂di
update DFDdi
= DFDdi
+
µn
(
∂Gn
∂U
∂Un
∂di
+ ∂G
n
∂U˙
∂U˙n
∂di
+ ∂G
n
∂di
)
Figure 2.14: Direct differentiation nodes for dynamic problem.
For semi-analytical we have the approximations
∂R0
∂U
∂U0
∂di
+
∂R0
∂U˙
∂U˙0
∂di
+
∂R0
∂di
≈ 1

R0
(
U0 + 
∂U0
∂di
, U˙0 + 
∂U˙0
∂di
, U¨0,d +  ei
)
, (2.90)
∂Rn
∂U
(
∂Un−1
∂di
+ c
∂U˙n−1
∂di
+ d
∂U¨n−1
∂di
)
+
∂Rn
∂U˙
(
∂U˙n−1
∂di
+ a
∂U¨n−1
∂di
)
+
∂Rn
∂di
≈
1

Rn
(
Un + 
(
∂Un−1
∂di
+ c
∂U˙n−1
∂di
+ d
∂U¨n−1
∂di
)
, U˙n + 
(
∂U˙n−1
∂di
+ a
∂U¨n−1
∂di
)
, U¨n,d +  ei
)
, (2.91)
which we use in Equations (2.88) and (2.89). Again, we assume the user can code ∂Gn/∂U, ∂Gn/∂U˙ and
∂Gn/∂di.
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2.4.4 Adjoint method using differentiate-then-discretize
In the adjoint differentiate-then-discretize approach we discretize the adjoint problem and sensitivity of
Equations (2.79a) and (2.80). Equation (2.80) is evaluated as
DF
Ddi
=
N∑
n=0
µN−n
(
∂GN−n
∂di
+ Λn>
∂RN−n
∂di
)
− ∂U
0
∂di
> (
∂G0
∂U˙
>
+
(
∂R0
∂U˙
>
− d
dt
(
∂R0
∂U¨
>))
ΛN +
∂R0
∂U¨
>
Λ˙N
)
− ∂U˙
0
∂di
> (
∂R0
∂U¨
>
ΛN
)
. (2.92)
To obtain Λn, we solve Equations (2.79a), (2.79b), and (2.79c) like we did for U, i.e., we introduce the
Newmark time stepping scheme
Λ˙n = Λ˙n−1 + a Λ¨n−1 + b Λ¨n , (2.93)
Λn = Λn−1 + c Λ˙n−1 + d Λ¨n−1 + e Λ¨n . (2.94)
To reuse Kn like the direct method, we restrict R such that
d
dt
(
∂R
∂U˙
)
= 0 , (2.95)
d
dt
(
∂R
∂U¨
)
= 0 . (2.96)
This means, ∂R/∂U˙ and ∂R/∂U¨ which are typically interpreted as damping and mass matrices respectively,
are constant.
Noting that Λ0 = 0 from Equation (2.79c), we start the algorithm by solving Equation (2.79b), i.e.,
∂RN
∂U¨
>
Λ˙0 = −∂G
N
∂U˙
>
, (2.97)
for Λ˙0. Next, we obtain Λ¨0 from Equation (2.79a), i.e.,
∂RN
∂U¨
>
Λ¨0 = −∂R
N
∂U˙
>
Λ˙0 − ∂G
N
∂U
>
+
(
∂2GN
∂U˙∂U
U˙N
)>
+
(
∂2GN
∂U˙2
U¨N
)>
. (2.98)
Notice that Equations (2.97) and (2.98) do not use the tangent stiffness matrix of the primal analysis. Next
we initialize DF/Ddi from Equation (2.48).
The time marching now commences for the remaining in time steps tn, i.e., for n = 1, 2, ..., N − 1 we
36
solve
KN−n
>
Λ¨n = −∂G
N−n
∂U
>
+
(
∂2GN−n
∂U˙∂U
U˙N−n
)>
+
(
∂2GN−n
∂U˙2
U¨N−n
)>
− ∂R
N−n
∂U
> (
Λn−1 + c Λ˙n−1 + d Λ¨n−1
)
− ∂R
N−n
∂U˙
> (
Λ˙n−1 + a Λ¨n−1
)
, (2.99)
for Λ¨n. Then, we update Λn and Λ˙n with Equations (2.93) and (2.94) and DF/Ddi with Equation (2.50).
Finally, we solve
(
∂R0
∂U¨
+ b
∂R0
∂U˙
+ e
∂R0
∂U
)>
Λ¨N = −∂G
0
∂U
>
+
(
∂2G0
∂U˙∂U
U˙0
)>
+
(
∂2G0
∂U˙2
U¨0
)>
− ∂R
0
∂U
> (
ΛN−1 + c Λ˙N−1 + d Λ¨N−1
)
− ∂R
0
∂U˙
> (
Λ˙N−1 + a Λ¨N−1
)
, (2.100)
for Λ¨N , then obtain Λ˙N and ΛN from Equations (2.93) and (2.94), and update
DF
Ddi
← DF
Ddi
+ µ0
∂G0
∂di
+ µ0 Λ
N> ∂R
0
∂d
− ∂G
0
∂U˙
∂U0
∂di
−ΛN>
(
∂R0
∂U˙
∂U0
∂di
+
∂R0
∂U¨
∂U˙0
∂di
)
− Λ˙N> ∂R
0
∂U¨
∂U0
∂di
. (2.101)
Again we note that Equation (2.100) does not use the tangent stiffness matrix from primal problem. This
algorithm is described by inserting node C from Figure 2.15 into the flowchart of Figure 2.13.
For the semi-analytical, we consider the further restriction that ∂R/∂U and ∂R/∂U˙ are symmetric. In
this way, the term in the adjoint load of Equation (2.98) can be approximated as
∂RN
∂U˙
>
Λ˙0 ≈ 1

R
(
UN , U˙N + Λ˙0, U¨N ,d
)
, (2.102)
and the terms in the adjoint load of Equations (2.99) and (2.100) can be approximated as
∂RN−n
∂U
> (
Λn−1 + c Λ˙n−1 + d Λ¨n−1
)
+
∂RN−n
∂U˙
> (
Λ˙n−1 + a Λ¨n−1
)
≈
1

R
(
UN−n + 
(
Λn−1 + c Λ˙n−1 + d Λ¨n−1
)
, U˙N−n + 
(
Λ˙n−1 + a Λ¨n−1
)
, U¨N−n,d
)
. (2.103)
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node C
initialize Λ0 = 0
solve ∂R
N
∂U¨
⊤
Λ˙0 = −∂GN
∂U˙
⊤
for Λ˙0
solve ∂R
N
∂U¨
⊤
Λ¨0 = −∂RN
∂U˙
⊤
Λ˙0 − ∂GN
∂U
⊤
+(
∂2GN
∂U˙∂U
U˙N
)⊤
+
(
∂2GN
∂U˙2
U¨N
)⊤
for Λ¨0
initialize DFDdi
= µN
(
∂GN
∂di
+Λ0⊤ ∂R
N
∂di
)
For tn, n = 1, 2, ..., N − 1
solve KN−n⊤Λ¨n = −∂GN−n
∂U
⊤
+(
∂2GN−n
∂U˙∂U
U˙N−n
)⊤
+
(
∂2GN−n
∂U˙2
U¨N−n
)⊤ −
∂RN−n
∂U
⊤ (
Λn−1 + c Λ˙n−1 + d Λ¨n−1
)
−
∂RN−n
∂U˙
⊤ (
Λ˙n−1 + a Λ¨n−1
)
for Λ˙n
update Λ˙n = Λ˙n−1 + a Λ¨n−1 + b Λ¨n
Λn = Λn−1 + c Λ˙n−1 + d Λ¨n−1 + e Λ¨n
update DFDdi
= DFDdi
+
µN−n
(
∂GN−n
∂di
+Λn⊤ ∂R
N−n
∂di
)
end for
solve
(
∂R0
∂U¨
+ b ∂R
0
∂U˙
+ e ∂R
0
∂U
)⊤
Λ¨N =
−∂G0
∂U
⊤
+
(
∂2G0
∂U˙∂U
U˙0
)⊤
+
(
∂2G0
∂U˙2
U¨0
)⊤ −
∂R0
∂U
⊤ (
ΛN−1 + c Λ˙N−1 + d Λ¨N−1
)
−
∂R0
∂U˙
⊤ (
Λ˙N−1 + a Λ¨N−1
)
for Λ¨N
update Λ˙N = Λ˙N−1 + a Λ¨N−1 + b Λ¨N
ΛN = ΛN−1 + c Λ˙N−1 + d Λ¨N−1 + e Λ¨N
update DFDdi
= DFDdi
+ µ0
∂G0
∂di
+
µ0ΛN
⊤ ∂R0
∂d
− ∂G0
∂U˙
∂U0
∂di
−
ΛN⊤
(
∂R0
∂U˙
∂U0
∂di
+ ∂R
0
∂U¨
∂U˙0
∂di
)
−
Λ˙N⊤ ∂R
0
∂U¨
∂U0
∂di
yes
Figure 2.15: Adjoint differentiate-then-discretize node for dynamic problem.
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Regarding DF/Ddi of Equations (2.48), (2.50), and (2.101), we can use the approximations
∂R0
∂U˙
∂U0
∂di
+
∂R0
∂U¨
∂U˙0
∂di
≈ 1

R
(
U0, U˙0 + 
∂U0
∂di
, U¨0 + 
∂U˙0
∂di
,d
)
, (2.104)
∂R0
∂U¨
∂U0
∂di
≈ 1

R
(
U0, U˙0, U¨0 + 
∂U0
∂di
,d
)
, (2.105)
∂Rn
∂di
≈ 1

R
(
Un, U˙n, U¨n,d +  ei
)
. (2.106)
2.4.5 Adjoint method using discretize-then-differentiate
In this adjoint discretize-then-differentiate method, we first discretize the primal analysis and response
function in time and then we differentiate for the sensitivity analysis. Thus, we incorporate Equations
(2.75a), (2.86), and (2.87) into (2.32) to obtain the equivalent sensitivity
DF
Ddi
=
N∑
n=0
µn
(
∂Gn
∂U
∂Un
∂di
+
∂Gn
∂U˙
∂U˙n
∂di
+
∂Gn
∂di
)
+
N∑
n=0
Λn>
(
∂RN−n
∂U¨
∂U¨N−n
∂di
+
∂RN−n
∂U˙
∂U˙N−n
∂di
+
∂RN−n
∂U
∂UN−n
∂di
+
∂RN−n
∂di
)
+
N−1∑
n=0
Φn>
(
∂U˙N−n
∂di
− ∂U˙
N−n−1
∂di
− a ∂U¨
N−n−1
∂di
− b ∂U¨
N−n
∂di
)
+
N−1∑
n=0
Ψn>
(
∂UN−n
∂di
− ∂U
N−n−1
∂di
− c ∂U˙
N−n−1
∂di
− d ∂U¨
N−n−1
∂di
− e ∂U¨
N−n
∂di
)
, (2.107)
where Λn, Φn, and Ψn are arbitrary adjoint vectors. Rearranging the above yields
DF
Ddi
=
N∑
n=0
(
µN−n
∂GN−n
∂di
+ Λn>
∂RN−n
∂di
)
+
(
µ0
∂G0
∂U
+ ΛN
> ∂R0
∂U
−ΨN−1>
)
∂U0
∂di
+
(
µ0
∂G0
∂U˙
+ ΛN
> ∂R0
∂U˙
−ΦN−1> − cΨN−1>
)
∂U˙0
∂di
+
(
ΛN
> ∂R0
∂U¨
− aΦN−1> − dΨN−1>
)
∂U¨0
∂di
+
N−1∑
n=1
(
µN−n
∂GN−n
∂U
+ Λn>
∂RN−n
∂U
+ Ψn> −Ψn−1>
)
∂UN−n
∂di
+
N−1∑
n=1
(
µN−n
∂GN−n
∂U˙
+ Λn>
∂RN−n
∂U˙
+ Φn> −Φn−1> − cΨn−1>
)
∂U˙N−n
∂di
+
N−1∑
n=1
(
Λn>
∂RN−n
∂U¨
− bΦn> − aΦn−1> − eΨn> − dΨn−1>
)
∂U¨N−n
∂di
+
(
µN
∂GN
∂U
+ Λ0
> ∂RN
∂U
+ Ψ0
>
)
∂UN
∂di
+
(
µN
∂GN
∂U˙
+ Λ0
> ∂RN
∂U˙
+ Φ0
>
)
∂U˙N
∂di
+
(
Λ0
> ∂RN
∂U¨
− bΦ0> − eΨ0>
)
∂U¨N
∂di
. (2.108)
To annihilate ∂U¨N/∂di, ∂U˙
N/∂di and ∂U
N/∂di, we first solve the adjoint problem
KN
>
Λ0 = −b µN ∂G
N
∂U˙
>
− e µN ∂G
N
∂U
>
, (2.109)
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for Λ0, then we evaluate Φ0 from
Φ0 = −µN ∂G
N
∂U˙
>
− ∂R
N
∂U˙
>
Λ0 . (2.110)
and Ψ0 from either of the following options
Ψ0 = −µN ∂G
N
∂U
>
− ∂R
N
∂U
>
Λ0 , (2.111)
=
1
e
(
∂RN
∂U¨
>
Λ0 − bΦ0
)
, (2.112)
where Equation (2.112) holds for β 6= 0. We next initialize the sensitivity from Equation (2.62).
To annihilate ∂U¨N−n/∂di, ∂U˙N−n/∂di and ∂UN−n/∂di, we march in time tn for n = 1, 2, ..., N − 1 by
solving
KN−n
>
Λn = −b µN ∂G
N
∂U˙
>
− e µN ∂G
N
∂U
>
+ ∆tΦn−1 +
(
γ +
1
2
)
∆t2Ψn−1 , (2.113)
for Λn, updating Φn from
Φn = Φn−1 + cΨn−1 − µN−n ∂G
N−n
∂U˙
>
− ∂R
N−n
∂U˙
>
Λn , (2.114)
computing Ψn by either option
Ψn = Ψn−1 − µN−n ∂G
N−n
∂U
>
− ∂R
N−n
∂U
>
Λn , (2.115)
=
1
e
(
−dΨn−1 + ∂R
N−n
∂U¨
>
Λn − bΦn − aΦn−1
)
(2.116)
and updating DF/Ddi from Equation (2.66).
Finally, to annihilate ∂U¨0/∂di we solve
K0
>
ΛN = aΦN−1 + dΨN−1 , (2.117)
for ΛN and we update
DF
Ddi
← DF
Ddi
+ µ0
∂G0
∂di
+ ΛN
> ∂R0
∂di
+
(
µ0
∂G0
∂U
−ΨN−1>
)
∂U0
∂di
+
(
µ0
∂G0
∂U˙
−ΦN−1> − cΨN−1>
)
∂U˙0
∂di
+ ΛN
>
(
∂R0
∂U
∂U0
∂di
+
∂R0
∂U˙
∂U˙0
∂di
)
. (2.118)
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This algorithm is obtained by inserting node C from Figure 2.16 into the primal analysis flowchart of Figure
2.13.
For semi-analytical implementation, we require ∂Rn/∂U˙ to be symmetric. The adjoint load terms of
Equation (2.110) and (2.114) are thusly approximated as
∂RN−n
∂U˙
>
Λn ≈ 1

R
(
UN−n, U˙N−n + Λn, U¨N−n,d
)
. (2.119)
The first Ψn option, is restricted to symmetric ∂R/∂U. Whereby Equations (2.111) and (2.115) are ap-
proximated as
∂RN−n
∂U
>
Λn ≈ 1

R
(
UN−n + Λn, U˙N−n, U¨,d
)
. (2.120)
For the second Ψn option, considers the more common restriction for which ∂R/∂U¨ is symmetric and β 6= 0,
whence the terms in Equations (2.112) and (2.116) are approximated as
∂RN−n
∂U¨
>
Λn ≈ 1

R
(
UN−n, U˙N−n, U¨ + Λn,d
)
. (2.121)
Finally to compute DF/Ddi in Equation (2.118), we use the following approximation
∂R0
∂U
∂U0
∂di
+
∂R0
∂U˙
∂U˙0
∂di
≈ 1

R
(
U0 + 
∂U0
∂di
, U˙0 + 
∂U˙0
∂di
, U¨0,d
)
. (2.122)
The derivative ∂Rn/∂di of Equations (2.62), (2.66), and (2.118) is approximated from Equation (2.106).
2.4.6 Dynamic example
Consider a two identical masses m1 = m2 = 1 that are free to slide over a frictionless horizontal surface.
The masses are connected by identical nonlinear springs and identical linear dampers as seen in Figure 2.17.
The internal force generated by the springs is fe = x + kd x
3 where x is the relative displacement of the
connected nodes of the spring and the parameter kd = 1 is our design variable. The dampers generate the
force fc = kc x˙, where kc = 0.1. There is no external force acting in the two mass-spring-damper system,
but it is subjected to the initial conditions x1(0) = 0, x2(0) = 1, x˙1(0) = 0 and x˙2(0) = 0. The time domain
is t = [0, 10], the Newton-Raphson tolerance is R < 10
−15 and the Newmark-beta parameters are γ = 1/2
and β = 1/4.
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To illustrate the various sensitivity analyses, the response function is
F =
∫ 10
0
(
x21 + x
2
2 + x˙
2
1 + x˙
2
2
)
dt , (2.123)
where the numerical integration is done by the trapezoidal rule. Table 2.3 shows the computed sensitivities
values for the different methods using the perturbation size  = 10−6. The response function converges
as the number of time steps increases, thus the values of the sensitivities corresponding to N = 100 differ
from those corresponding to N = 1000. For N = 100, the sensitivities obtained by the adjoint method
differentiate-then-discretize, do not coincide with the others due to the consistency error [58, 72]. However,
this consistency error practically vanishes for N = 1000.
Method N = 100 N = 1000
Direct 0.107639247785 0.105776635574
Semi-a. direct 0.107638856238 0.105776248858
Adj. diff.-then-disc. 0.102804889175 0.105727453140
Semi-a. adj. diff.-then-disc. 0.102805080190 0.105727675445
Adj. disc.-then-diff. opt. 1 0.107639247785 0.105776635574
Semi-a. adj. disc.-then-diff. opt. 1 0.107639248264 0.105776639065
Adj. disc.-then-diff. opt. 2 0.107639247785 0.105776635578
Semi-a. adj. disc.-then-diff. opt. 2 0.107639274468 0.105776920805
Finite differences 0.107639219982 0.105776611026
Table 2.3: Sensitivities for the two mass-spring-damper problem with  = 10−6.
To examine the consistency of the methods, we show ef for the N = 1000 case and different perturbation
sizes, cf. Figure 2.18. As expected the finite differences show truncation and round off error for large and
small perturbations respectively, and the adjoint differentiate-then-discretize method shows a consistency
error. Figure 2.19 illustrates the error ef for  = 10
−6 and different time steps, where it is seen that the
consistency error of the adjoint differentiate-then-discretize method reduces as the number of time steps
increases.
To examine the accuracy of the semi-analytical sensitivities, we compute the error es for the N = 1000
case, cf. Figure 2.20. Again, as expected, the semi-analytical sensitivities exhibit truncation and round off
error for small and large perturbation sizes respectively.
Figure 2.21, shows that the error es for  = 10
−6 is fairly independent of the time step size.
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2.5 Conclusions
Implementation of analytical sensitivity analyses requires detailed knowledge of the analysis program and
can be error-prone and time-consuming to implement. Fortunately, these drawbacks may be reduced by
adopting the semi-analytical method, where terms in the pseudo or adjoint loads and also in the sensitivities
are approximated by finite differences. In this way, we are able to compute these complicated terms using
subroutines that are used for the solution of the primal problem and maintain the efficiency of the analytical
methods. That said, the accuracy of the semi-analytical sensitivities is susceptible to truncation, round-off
errors, and additional errors if the convergence tolerance of the primal analysis is not sufficiently small.
In transient and dynamic problems, the semi-analytical sensitivity analysis approach affects both re-
strictive assumptions and accuracy. In particular, expressions for the adjoint differentiate-then-discretize
and discretize-then-differentiate approaches differ because the differentiation and discretization steps do not
commute. The differentiate-then-discretize approach requires some terms to be constant, e.g., mass ma-
trix, in order to reuse the tangent stiffness matrix from the primal analysis, however, the first and last
tangent stiffness matrices are not reused. This is not the case for the direct and the adjoint discretize-then-
differentiate methods where the tangent stiffness matrix is reused for all time steps. Furthermore, the adjoint
differentiate-then-discretize approach yields consistency error, albeit they reduce with the time step size.
In most cases the semi-analytical adjoint approaches for the nonlinear transient and nonlinear dynamic
systems requires symmetry of ∂Rn/∂U, ∂Rn/∂U˙, and/or ∂Rn/∂U¨. This may be problematic, as ∂Rn/∂U
is usually asymmetric in nonlinear problems. Fortunately, if we do not use an explicit method, the semi-
analytical discretize-then-differentiate adjoint method can accommodate asymmetric ∂Rn/∂U. A summary
of these restrictions is presented in Tables 2.4 and 2.5. Example problems are provided to show the efficiency
and errors associated with the various methods for nonlinear transient and nonlinear dynamic problems.
Method Symmetry Additional restrictions
Semi-a. adj. diff.-then-disc. ∂Rn/∂U d
dt
(
∂R
∂U˙
)
= 0
Semi-a. adj. disc.-then-diff. opt. 1 ∂Rn/∂U
Semi-a. adj. disc.-then-diff. opt. 2 ∂Rn/∂U˙ α 6= 0
Table 2.4: Restrictions for semi-analytical adjoint methods for transient problems.
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Method Symmetry Additional restrictions
Semi-a. adj. diff.-then-disc. ∂Rn/∂U˙, ∂Rn/∂U
d
dt
(
∂R
∂U˙
)
= 0,
d
dt
(
∂R
∂U¨
)
= 0
Semi-a. adj. disc.-then-diff. opt. 1 ∂Rn/∂U˙, ∂Rn/∂U
Semi-a. adj. disc.-then-diff. opt. 2 ∂Rn/∂U˙, ∂Rn/∂U¨ β 6= 0
Table 2.5: Restrictions for semi-analytical adjoint methods for dynamic problems.
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node C
solve KN⊤Λ0 =
−b µN ∂GN∂U˙
⊤ − e µN ∂GN∂U
⊤
for Λ0
initialize Φ0 = −µN ∂GN∂U˙
⊤ − ∂RN
∂U˙
⊤
Λ0
compute (option 1) Ψ0 =
−µN ∂GN∂U
⊤ − ∂RN
∂U
⊤
Λ0
or (option 2) Ψ0 = 1
e
(
∂RN
∂U¨
⊤
Λ0 − bΦ0
)
initialize DFDdi
= DFDdi
+
µN−n ∂G
N−n
∂di
+ Λn⊤ ∂R
∂di
N−n
For tn, n = 1, 2, ..., N − 1
solve KN−n⊤Λn = −b µN ∂GN∂U˙
⊤ −
e µN
∂GN
∂U
⊤
+ ∆tΦn−1 +(
γ + 1
2
)
∆t2Ψn−1 for Λn
update Φn = Φn−1 + cΨn−1 −
µN−n ∂G
N−n
∂U˙
⊤ − ∂RN−n
∂U˙
⊤
Λn
update (option 1) Ψn = Ψn−1 −
µN−n ∂G
N−n
∂U
⊤ − ∂RN−n
∂U
⊤
Λn
or (option 2) Ψn = −d
e
Ψn−1 +
1
e
∂RN−n
∂U¨
⊤
Λn − b
e
Φn − a
e
Φn−1
update DFDdi
= DFDdi
+
µN−n ∂G
N−n
∂di
+ Λn⊤ ∂R
∂di
N−n
end for
solve K0⊤ΛN =
aΦN−1 + dΨN−1 for ΛN
update DFDdi
= DFDdi
+ µ0
∂G0
∂di
+
ΛN⊤ ∂R
0
∂di
+
(
µ0
∂G0
∂U
−ΨN−1⊤
)
∂U0
∂di
+(
µ0
∂G0
∂U˙
−ΦN−1⊤ − cΨN−1⊤
)
∂U˙0
∂di
+
ΛN⊤
(
∂R0
∂U
∂U0
∂di
+ ∂R
0
∂U˙
∂U˙0
∂di
)
Figure 2.16: Adjoint discretize-then-differentiate node for dynamic problem.
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Figure 2.17: Two mass-spring-damper system.
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Figure 2.18: Relative percentage error of the sensitivities obtained by the analytical methods with respect
to finite differences for the mass-spring-damper problem N = 1000.
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Figure 2.19: Relative percentage error of the sensitivities obtained by the analytical methods with respect
to finite differences for the mass-spring-damper problem  = 10−6.
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Figure 2.20: Relative percentage error of the semi-analytical sensitivities for the mass-spring-damper problem
for N = 1000.
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Figure 2.21: Relative percentage error of the semi-analytical sensitivities for the mass-spring-damper problem
for  = 10−6.
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Chapter 3
Optimal design of fiber reinforced
composite structures and their direct
ink writing fabrication
3.1 Introduction
Composite materials are integral in the design of countless structures due to their favorable physical prop-
erties. Indeed, the mechanical properties of these materials are designed to be superior to those of their
individual constituent materials. This is accomplished by optimally placing the constituents within the
composite so as to tailor the material properties [50, 52]. Additive Manufacturing (AM) technology adds the
potential for further control of this placement by depositing materials in precise microstructure patterns.
Structural optimization of laminated composite structures has been studied extensively. Problems have
been solved to find optimal shape, thickness, number of plies, and/or stacking sequence of the laminates
to maximize stiffness, failure load, etc. These challenging design problems are often nonlinear, non-convex,
multi-modal, multi-dimensional and expressed with discrete and/or continuous design variables. To solve
these problems, researchers have used gradient-based, direct search, heuristic, and hybrid optimization
techniques. In general, gradient-based methods are the most efficient although they may only find local
minima [51]. For more comprehensive reviews on the design of composite structures, the reader is referred
to [59, 63, 50, 51].
Unfortunately, many optimized composite structures are not practical because current structural opti-
mization software does not accommodate manufacturing constraints [52]. Therefore, substantial modifica-
tions are imposed on the optimized designs to make them manufacturable and hence render them nonopti-
mal. To make matters worse, Topology Optimized (TO) designs are geometrically complex and difficult to
manufacture with traditional manufacturing processes. Fortunately, AM is able to accommodate such com-
plexities, however, there are still restrictions [18, 49]. To these ends, research in TO for isotropic materials
has incorporated AM constraints that quantify minimum feature size [139, 22, 125, 57], maximum feature
size [56], self support requirements [18, 162, 49, 83, 84], and build direction. Support structure considerations
is an especially active research topic. This is because support structures serve as building platforms and
heat sinks that reduce residual stress and deformation (e.g., distortion/curling) [69]. However, supports also
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increase manufacturing effort and cost [71]. Additional challenges such as the anisotropy induced by the
layer-by-layer fabrication process, and the intrinsic anisotropy of the material warrant additional research
[166].
Future research must further integrate TO designs with their manufacturing processes. For instance, TO
designs require conversion to transform them to Stereo Lithography (STL) Computed Aided Design (CAD)
models [18, 149]. Then, another software slices these CAD models into layers and generates the AM printer
commands, e.g., the G-code used in Computer Numerical Control (CNC) machines.
Along with AM, other technologies such as Automated Tape Laying (ATL) and Advanced Fiber Place-
ment (AFP) produce curvilinear fiber paths in composite structures. All these technologies produce struc-
tures with greater potential for mechanical performance improvements versus straight fiber laminates. As
expected, however, curvilinear paths require more manufacturing restrictions than straight fiber laminates.
These restrictions include constraints on path continuity, gaps, overlaps, maximum curvature, minimum cut
length, fiber angle deviation, boundary smoothness and fiber bridging [52]. Despite the extensive study of
structural optimization of variable stiffness composites, the integration of these manufacturing constraints
into the design optimization problem is lacking [52].
Structural composite fiber optimization begins with discretizing the structure by finite elements. In the
most naive approaches, the fiber orientation is optimized in each element. However, rapid changes of the
optimized fiber orientations produce discontinuous fiber paths which cannot be manufactured. To overcome
this, a post-processing step is required to produce continuous and manufacturable fiber paths that best
fit the optimized fiber orientations; this step is nontrivial. To improve fiber path continuity, Abdalla et
al. [1, 2, 134] use classical lamination theory and define the elasticity coefficients in terms of four nodal
lamination parameters. The stiffness of the laminate is continuous, however, post-processing is required to
obtain fiber paths. Setoodeh and Blom [135] retrieve the fiber paths from the stiffness distribution in a post-
processing step using a curve fitting technique that imposes a curvature constraint. Later, Setoodeh et al.
[136] use nodal rather than elemental fiber orientation parameters to obtain a continuous fiber orientation,
however, the spatial derivatives and thus fiber curvature is discontinuous across the element boundaries.
They also propose a heuristic pattern matching technique to improve manufacturability. Again in a post-
processing technique, Blom et al. [14] use a streamline method to generate continuous fiber paths from the
fiber orientation distribution. Kiyono et al. [76] filter the orientation distribution to improve smoothness,
however, the fiber paths are still discontinuous due to the element-based discretization.
To ensure continuous fiber paths, researchers have replaced the finite element based fiber orientation
descriptions with functional representations e.g., NURBS, Lagrangian polynomials, Bezier curves, constant
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angle and constant curvature paths [114, 109, 147, 117, 15, 16, 34, 97, 165, 60, 161]. To overcome overlap
issues, Tatting et al. [148] use a post-processing tow-dropping method, however, this creates small wedge-
like gap regions. Waldhart et al. [157, 158] define the fiber path by a curve that is parameterized by a
single variable allowing them to satisfy a maximum curvature constraint. Other researchers [70, 153] define
a point-wise curvature constraint via a single maximum curvature measure. However, it is well known that
the non-differentiable max function produces numerical issues which inhibit the effectiveness of gradient-
based optimization algorithms.
Brampton et al. [19] proposed a level-set method to describe continuously varying fiber paths that
can be manufactured with AFP technology. This approach defines a primary fiber path as the zero level-
set. Adjacent fiber paths are obtained from the primary path using the fast marching method [133]. This
extrapolation obtains evenly spaced fiber paths, but discontinuities can appear, reducing manufacturability.
The zero level-set, i.e., design, is updated with a Hamilton-Jacobi formulation using approximate sensitivities
that are obtained using an energy-based method [95]. The inefficiency of the Hamilton-Jacobi formulation,
and the approximated sensitivities, result in an optimization algorithm that convergences slowly and is highly
dependent on the initial design, however, there is much potential offered from the level-set method.
Roberge and Norato [131] use element path spacing and orientation parameters to optimize curvilinear
scaffolds that are fabricated via Direct Ink Writing (DIW). To obtain manufacturable toolpaths, they trans-
form the path spacing and orientation distribution into a scalar field whose level-set contours represent the
toolpaths. This post-processing transformation uses linear least squares and a smoothing filter.
Liu and Yu [94] integrate TO with the level-set description for path planning in the AM process. The
zero level-set is interpreted as the domain boundary, and level-set contours in the domain are interpreted
as toolpaths. A heuristic multi-step algorithm is required to overcome issues related to approximated sensi-
tivities. Liu and To [93] extended this work to three-dimensional structures subject to support constraints
wherein, a multi-level-set interpolation ensures that the upper layers are supported by the lower layers.
Again due to sensitivity approximations, the optimization algorithm exhibits poor convergence. All of these
post-processes, yield fabricated parts that do not match the original TO designs; optimality is compromised.
In our work, we ensure this does not occur.
The enforcement of manufacturing constraints in the optimization should be effective and efficient. For
example, implicit manufacturing constraints enforced with heuristic methods result in algorithms with poor
convergence (e.g., the use of a fast marching method in [19]) and designs that do not necessarily satisfy the
desired manufacturing constraints (e.g., the use of a filter in [76]). Explicit constraints are preferred. Our
work integrates explicit manufacturing constraints into the optimization such that the resulting designs are
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Figure 3.1: Schematic representation of the (a) DIW printing process and (b) chopped fiber alignment.
readily manufacturable.
We propose to optimize the design of Fiber Reinforced Composite (FRC) structures that are amenable
to AM. The process of our study uses DIW wherein an epoxy resin which contains chopped carbon fibers is
extruded through a moving nozzle and quickly cured or semi-cured thereby forming the FRC structure [90],
cf. Figure 3.1. During the extrusion, the fibers orient themselves with the flow direction and, as reported
in [90] an 8 vol.% of carbon fibers in an FRC manufactured using this DIW technique has a directional
Young’s Modulus that is 37% higher than the equivalent FRC with randomly oriented carbon fibers. Thus,
we have the ability to tailor the structural properties by tailoring the toolpath trajectory. However, not
all toolpaths are realizable, e.g., the paths on each layer cannot overlap and for correct alignment of the
fibers the toolpath cannot change direction abruptly. To accommodate these DIW fabrication restrictions,
we define the toolpaths of each printed layer by the contours of a level-set function. The level-set surface
is defined from a B-surface and the heights of the B-surface control points serve as the design variables in
the optimization. This parametrization allows us to explicitly define the DIW constraints and the structural
mass and stiffness. We apply this technique to minimize the compliance of three-dimensional FRC structures
fabricated via DIW. We perform sensitivity analysis with respect to the level-set parametrization, making it
amenable to gradient-based optimization algorithms which exhibit fast convergence and satisfy the optimality
conditions.
The optimal toolpaths for our optimized design start and stop at the domain boundary, cf. Figure 3.10.
To enable the DIW process, we must link these start and stop boundary points together to form a continuous
path. And to minimize manufacturing time, we want the shortest path. To these ends, we formulate and
solve a Traveling Salesman Problem (TSP). Having the shortest layer toolpaths, we generate the G-code for
the DIW path planning. Optimized designs can then be readily validated via fabrication and testing, we do
such validations.
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The remainder of the chapter is organized as follows. In Section 3.2, we describe the toolpath parametriza-
tion using level-sets. Section 3.3 explains the imposition of the DIW constraints. In Section 3.4, we present
the material model. We discuss the elastostatic and optimization problems in Sections 3.5 and 3.6 respec-
tively. In Section 3.7, we explain how to generate the optimized G-code from the level-set function. The
numerical implementation and examples are provided in Section 3.8. We conclude in Section 3.9.
3.2 Parametrization
Figure 3.2: Domain Ω divided into nl layer domains Ωi.
The DIW process prints the structural domain Ω layer by layer from bottom to top. Essentially, we slice
Ω into nl layers of thickness h to form the layer domains, Ω1,Ω2, ...,Ωl, that are stacked in the eˆ3 direction,
cf. Figure 3.2, such that Ωi = {x ∈ Ω | (i− 1)h < x · eˆ3 < ih}.
Figure 3.3: A level-set function φi defined by a rectangular grid of 7× 6 control points.
We define the toolpaths for the layer Ωi at its mid-plane Pi = {x ∈ Ωi |x · eˆ3 = (i − 1)h + h/2}. The
toolpath centerlines Cki for each layer Ωi are represented implicitly by the contours of a level-set function φi
Cki = { x | φi(x) = k b}, k ∈ Z. (3.1)
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Figure 3.4: Cki contours of level-set function φi.
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Figure 3.5: Spatial view of material deposited.
The contour values k b that define the toolpaths are integer multiples of an arbitrary parameter b. In Figure
3.4, we show a set of contours φi(x) = 1b, 2b,..., 12b, where each color represents a different level. In Figure
3.5, we see how the deposited material of width w will look if we follow the toolpaths represented by these
contours. For convenience and without loss of generality, we choose b = w.
The level-set function φi : Pi → R for the layer Ωi is defined over the plane Pi by φi(x) = d>i Nˆ(x),
where the vector of basis functions is Nˆ(x) = [Nˆ1(x), Nˆ2(x), ..., Nˆn(x)]
> ∈ Rn and the vector of control
point height parameters is di = [di1, di2, ..., din]
> ∈ Rn (cf. Figure 3.3 and Appendix C). The latter serve
as the design variables in the optimization.
As discussed in Section 3.3, to accommodate the DIW constraints, we require a C2-continuous level-set
function φi. This smoothness guarantees continuous toolpaths with no jumps in curvature. Cubic B-splines
are C2-continuous curves defined with piecewise cubic polynomials. For this reason, we represent the level-
set functions using B-surfaces constructed with bi-cubic B-splines. And for convenience, we define the
B-surface over a fixed rectangular grid of control points. In this way, the design description is independent
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of the finite element mesh that we use for structural analysis. Designs are not invariant with respect to
the orientation of the rectangular grid of control points, however, this effect can be neglected for a smooth
function and/or a sufficiently refined grid. Moreover, large changes in the curves can be obtained without
the addition or subtraction of control points as opposed to explicit curve definitions [164, 116]. The B-spline
toolpath definition allows for internal loops, however in our method, manufacturing constraints prohibit this
possibility, cf. Section 3.3. With this parameterization, we drastically reduce the number of design variables
versus finite element based parameterization schemes and we ensure the toolpaths on each layer are smooth
and well spaced.
The toolpath orientation is a function of the level-set function φi. To see this, we define derivatives of
the basis functions as Bˆ1 = (∂Nˆ/∂x1)
> and Bˆ2 = (∂Nˆ/∂x2)>, and calculate the gradient of the level-set
function
∇φi(x) =
∂φi(x)∂x1
∂φi(x)
∂x2
 =
Bˆ1(x)
Bˆ2(x)
 di . (3.2)
Next, we let rki (t) be any parametrization of the toolpath Cki . By the chain rule dφi(rki (t))/dt = ∇φi(rki (t)) ·
drki (t)/dt = 0, which implies ∇φi(rki ) is perpendicular to the path tangent vector tki (t) = drki (t)/dt (see
Figure 3.4), where
tki (t) =
1
|∇φi(rki (t))|
 ∂φi(rki (t))∂x2
−∂φi(rki (t))∂x1
 = 1|∇φi(rki (t))|
 Bˆ2(rki (t))
−Bˆ1(rki (t))
 di . (3.3)
The toolpath orientation angle α is given by the inclination of t with respect to the eˆ1 axis as seen in Figure
3.4, i.e., αki (t) = atan2
(−∂φi(rki (t))/∂x1, ∂φi(rki (t))/∂x2). Generalizing this, we define the orientation angle
at any point x by
αi(x) = atan2
(
−∂φi(x)
∂x1
,
∂φi(x)
∂x2
)
, (3.4)
cf. Figure 3.6. In the above, atan2(a1, a2) is the arctangent function of the two arguments a1 and a2 that
returns the angle α such that sin(α) = a1/
√
a21 + a
2
2 and cos(α) = a2/
√
a21 + a
2
2.
As discussed in Section 3.3, overlap and sagging constraints are functions of the distance between the
toolpaths. To evaluate the distance between adjacent toolpaths Cki and Ck−1i at the point x in each layer
Ωi (cf. Figure 3.6), we must find the closest point x
∗
k on the path Cki to x; it is the y that solves the
minimization problem
min
y
|y − x|2
subject to φi(y) = k b.
(3.5)
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Figure 3.6: Distance between toolpaths and representative volume element.
The solution to the above satisfies the Karush-Kuhn-Tucker (KKT) optimality conditions
2(x∗k − x) + λ∗∇φi(x∗k) = 0 (3.6)
φi(x
∗
k)− k b = 0 (3.7)
where λ is the Lagrange multiplier. However, we instead define x∗k = x + ∆xk and assume ∆xk and
λ∗∇2φi(x)∆xk are small. Whence the first order Taylor series expansions give
φi(x
∗
k) ≈ φi(x) +∇φi(x) ·∆xk , (3.8)
∇φi(x∗k) ≈ ∇φi(x) +∇2φi(x)∆xk . (3.9)
which when combined with Equations (3.6) and (3.7), gives
∆xk ≈ k b− φi(x)|∇φi(x)|2 ∇φi(x). (3.10)
The closest point on the toolpath Ck−1i to x is similarly approximated as x∗k−1 = x + ∆xk−1 where
∆xk−1 ≈ − (k − 1) b− φi(x)|∇φi(x)|2 ∇φi(x). (3.11)
Finally, the distance between the two toolpaths Cki and Ck−1i at x, is approximated as
li = |∆xk + ∆xk−1| ≈ b|∇φi| . (3.12)
i.e., the spacing between toolpaths depends on the gradient of the level-set function. We use the spacing
55
between toolpaths and the toolpath orientation angle in the following sections to define the DIW constraints
and the material model.
3.3 DIW constraints
As mentioned in the previous section, the spacing between toolpaths is related to the gradient of the level-set
function. Even spacing between toolpaths indicates the level-set function has a uniform gradient. Closely
spaced toolpaths are indicative of large |∇φi| values, whereas widely spaced toolpaths are indicative of small
values.
Figure 3.7: Cross-section of layer i showing overlap and maximum distance between tool-paths to prevent
sag of top layer.
In Figure 3.7, we show the cross-section of the printed paths of a layer i. Notice that the minimum
allowed distance between toolpaths is b. So, toolpaths do not overlap if li ≥ b. Using Equation (3.12), we
express this no-overlap constraint by
|∇φi(x)| ≤ 1. (3.13)
This constraint must be enforced for every point x in each layer Ωi, i.e., it is a local constraint.
To consolidate local constraints into a single global constraint, we mimic Amstutz et al. [4] and express
one overlap global constraint for each layer Ωi as
Gai =
∫
Pi
R(|∇φi|2 − 1) da ≤ 0 , (3.14)
where R is a ramp function such that
R(θ) =

0, if θ ≤ 0
mθ, if θ > 0 ,
(3.15)
where m > 0. It is easily seen that if, for some region in the domain, |∇φi| > 1, then the constraint is
violated, i.e., Gai > 0. We thus have one overlap constraint per layer. It is also possible to aggregate the
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layer-wise constraints into a single constraint Ga =
∑
Gai , similar to the aggregation of stress constraints
for multiple load cases in [89].
To use gradient-based methods to solve the optimization problem, we redefine R as the continuous
differentiable piecewise function
R(θ) =

0, if θ ≤ −δ
m
(
θ3
6δ2 +
θ2
2δ +
θ
2 +
δ
6
)
, if − δ < θ ≤ 0
m
(
− θ36δ2 + θ
2
2δ +
θ
2 +
δ
6
)
, if 0 < θ ≤ δ
mθ, if δ < θ
(3.16)
where a smaller δ corresponds to a sharper transition at θ = 0, cf. Figure 3.8. The coefficients m and δ
must be chosen such the numerical optimization is stable.
−δ δ0
mδ
θ
R(θ)
Figure 3.8: Approximate ramp function.
To enforce evenly spaced toolpaths, researchers [19, 94] extrapolate the zero level-set using the fast
marching method [133]. As mentioned in the introduction, this extrapolation does not always guarantee
continuous paths. If required, a no gap constraint can be added to the problem formulation by enforcing the
separation between the toolpaths to be constant (i.e., l = b or |∇φ| = 1). However, the toolpaths do not need
to be evenly spaced in our DIW process. That said, if no volume constraint is imposed, somewhat evenly
spaced toolpaths naturally appear in the designs produced in the Results Section because the optimizer
wants a stiffer, fully dense, structure.
In DIW processes the extruded material sags if it does not have proper support, cf. Figure 3.7, especially
if the printed material cures slowly. To prevent sag, we consider the two adjacent toolpaths Cki and Ck−1i on
layer Ωi illustrated in Figure 3.9. Line AC, represents a portion of the layer Ωi+1 toolpath Cji+1 immediately
above toolpaths Cki and Ck−1i . As seen in the figure, points A and C on layer Ωi support Cji+1 on layer Ωi+1.
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The distance between these support points at x ∈ Ωi is approximated by
lAC =
li∣∣∣sin(αji+1 − αk−1i )∣∣∣ , (3.17)
where li is the Equation (3.12) approximated distance between toolpaths Cki and Ck−1i , and αji+1 and αk−1i
are the orientation angles of toolpaths Cji+1 and Ck−1i at A. We approximate these angles by αji+1 ≈ αi+1(x)
and αk−1i ≈ αi(x). Sag occurs if lAC is larger than the maximum allowed distance lmax, and thus at each
x ∈ Ωi we require lAC ≤ lmax. These local no-sag constraints are agglomerated for each layer Ωi as
Gbi =
∫
Pi
R
(
1− l
2
max
b2
|∇φi|2 sin2 (αi+1 − αi)
)
da ≤ 0 , (3.18)
where R is the smooth ramp function of Equation (3.16) and we use Equations (3.4), (3.12), and (3.17) to
express αi and αi+1 in terms of φi and φi+1.
Cki
Ck−1i
Cji+1
B
A
C
αk−1i
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li
x
Figure 3.9: Support points A and C in toolpaths Ck−1i and Cki for upper toolpath Cji+1.
The Gbi no-sag constraints, forces toolpaths to be closely spaced on each layer, and to form a cross-pattern
with respect of the toolpaths of their adjacent layers. And because 0 ≤ sin2 (αi+1 − αi) ≤ 1, the slope of the
level-set function is bounded from below as |∇φ(x)| ≥ b/lmax. An important consequence of this constraint
is that toolpaths cannot form internal loops, guaranteeing continuous toolpaths across the domain. Using a
similar argument with Equations (3.12), (3.13) and (3.17), we determine that the angle difference between
the toolpaths of the adjacent layers is bounded by
|αi+1 − αi| ≥ sin−1
(
b
lmax
)
> 0, (3.19)
i.e., toolpaths on an upper layer should not be parallel to the toolpaths of its supporting layer. This constraint
further enforces a well-supported cross-pattern between adjacent layers.
Manufacturable toolpaths have a minimum allowable radius of curvature rmin because in regions with
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small radius of curvature, the fibers do not align with the toolpath. To satisfy this minimum radius of
curvature constraint, we compute the path curvature κi via the divergence of the curve Cki normal vector,
i.e., κi = ∇ · ni, where ni = ∇φi/|∇φi|. For our level-set representation this reduces to
κi = ∇. ∇φi|∇φi| =
∂2φi
∂x21
(
∂φi
∂x2
)2
− 2 ∂2φi∂x1∂x2
(
∂φi
∂x1
)(
∂φi
∂x2
)
+ ∂
2φi
∂x22
(
∂φi
∂x1
)2
|∇φi|3 , (3.20)
where the second derivatives are computed by differentiating Equation (3.2).
The curvature is continuous since we require φi ∈ C2. This is ensured by using bi-cubic B-splines to define
φi. Jumps in curvature are prohibited, but the radius of curvature can adopt any value ri = |κi|−1 > 0
hence we enforce a minimum curvature constraint |κ−1i | ≥ rmin via the layer Ωi global curvature constraint
Gci =
∫
Pi
R(r2min κ
2
i − 1) da ≤ 0 . (3.21)
This constraint also eliminates the rapid changes in the fiber orientations which often appear in finite element
based parameterizations [136].
3.4 Material modeling
The printed structure is modeled as a variable stiffness composite laminate in which the material volume
fraction and stiffness are homogenized in terms of our level-set function. To approximate the volume fraction
of the material at x ∈ Ωi, we introduce a rectangular parallelepiped as a Representative Volume Element
(RVE) of size li × li × h oriented with the angle α with respect to the eˆ1 axis, cf. Figure 3.6. In this
RVE, we assume the toolpaths are parallel. Thus, the minimum radius of curvature constraint also helps to
maintain the integrity of our RVE formulation as we minimally require rmin > lmax. As seen in the Figure
3.6, x∗k ∈ Cki and x∗k−1 ∈ Ck−1i are the closest toolpath points to x, and lki and lk−1i are their respective
distances from x. The lateral RVE dimension li = l
k
i + l
k−1
i is the distance between the toolpaths. Using
Equation (3.12), we compute the volume fraction of material enclosed in the RVE at x ∈ Ωi as
νi ≈ b li h
l2i h
= |∇φi| . (3.22)
We compute the total volume fraction of the design as
νT =
1
VΩ
nl∑
i=1
∫
Ωi
νi(x) dv , (3.23)
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where VΩ is the total volume of the domain Ω.
We homogenize the stiffness in the layer Ωi at each point x using the volume fraction, νi, and the fiber
orientation αi, i.e.,
C
∗
i (x) = νi(x)C(αi(x)) , (3.24)
where
C(α) = (Rz(α)  Rz(α)) C0 (Rz(α)  Rz(α))> , (3.25)
C0 is the stiffness of the full volume fraction material with fibers parallel to eˆ1, Rz is an α rotation tensor
about the eˆ3 axis, and  represent the conjugation product with components (A  B)ijkl = AikBjl.
The material properties for each layer Ωi vary in the plane Pi; they are uniform in the eˆ3 direction. See
Appendices E and F for further details. Adjacent layers, i.e., Ωi+1 and Ωi−1, may have interfacial stiffness
with Ωi, however our analysis assumes full adhesion between layers, cf. Appendix G.
The sensitivity of the stiffness is given by
∂C∗i
∂di
=
∂νi
∂di
C+ νi
∂C
∂αi
∂αi
∂di
, (3.26)
where the components of ∂C/∂αi are provided in the Appendix F. The derivative of the orientation angle
with respect to the design variables follows from Equations (3.2) and (3.4), i.e.,
∂αi
∂di
=
∂φi
∂x1
Bˆ2 − ∂φi∂x2 Bˆ1
|∇φi|2 . (3.27)
The derivative of the volume fraction follows from Equations (3.2) and (3.22)
∂νi
∂di
=
∂φi
∂x1
Bˆ1 +
∂φi
∂x2
Bˆ2
|∇φi| . (3.28)
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3.5 Elastostatics
The governing equations for the displacement u of our linear elastic body are
divσ + f b = 0 in Ω ,
σ = C∗i  in Ωi for i = 1, 2, ..., nl ,
 = (∇u +∇u>)/2 in Ω ,
u = 0 on Γu ,
σ n = f t on Γt ,
σ n = 0 on Γ0 ,
(3.29)
where f b is the body force, σ and  are the stress and strain tensors, n is the normal vector to the domain
boundary ∂Ω. The displacement is fixed on the boundary Γu and the traction f t is prescribed on Γt and
zero over Γ0 = ∂Ω \ (Γu ∪ Γt).
In this study, the cost function is the usual compliance, i.e.,
c =
∫
Ω
u · f b dv +
∫
Γt
u · f t da . (3.30)
Using the adjoint method, the sensitivities are (cf. [150, 11])
Dc
Ddi
= −
∫
Ωi
>
∂C∗i
∂di
 dv. (3.31)
Note that we compute this integral for each layer Ωi to evaluate the sensitivities with respect to its layer Ωi
design variable vector di.
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3.6 Optimization problem
As mentioned above, our goal is to design an FRC structure that minimizes compliance and satisfies manu-
facturing constraints. To these ends, we solve the optimization problem
min
d
c
subject to νT ≤ νmax,
Gai ≤ 0, i = 1, 2, ..., nl
Gbi ≤ 0, i = 1, 2, ..., nl − 1
Gci ≤ 0. i = 1, 2, ..., nl
(3.32)
where νmax is the maximum allowable total volume fraction.
We use the nonlinear programming software IPOPT [156] to solve the optimization problem. Exact sensi-
tivities are provided to this optimizer to solve the problem accurately and efficiently. In the previous section,
we described how to evaluate sensitivities of the compliance cost function. The sensitivity computation of
the constraints is straightforward as they are explicit functions of d.
It is well known that nonlinear programming optimizers usually converge to local minimizers, mak-
ing the initial design very important. We start from a feasible design in which each layer is made
of parallel-straight toolpaths with volume fraction ν = νmax. To do this, we define the layer vectors
ai = νmax [− sin(αi), cos(αi), 0]> and φi = ai · x so that ∇φi = ai is uniform and |∇φi| = |ai| = νmax. We
then solve the optimization problem
min
α1,α2,...,αnl
c
subject to G0i ≤ 0 i = 1, 2, ..., nl − 1
(3.33)
where
G0i = 1−
l2max
b2
ν2max sin
2 (αi+1 − αi) ≤ 0. (3.34)
is the no-sag constraint, cf. Equation (3.18). The solution of Equation (3.33) i.e., optimal layer angles αi,
is used to define the initial design variables di such that (di)j = φi(xj) = ai · xj where xj are the control
point coordinates for layer Ωi.
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3.7 G-code generation
Since |∇φi| > 0, we are assured the level-set contours on each layer Ωi are continuous and contain no loops
(cf. Section 3.3). As such, the toolpaths start and finish at a boundary and we need to link them to form
a continuous toolpath to generate the layer Ωi G-code. Ideally, we would like the shortest toolpath possible
so as to minimize production time and waste, i.e., amount of trimmed material. Traditional zigzag (cf.
Figure 3.10a) and one-way (cf. Figure 3.10b) methods to connect the contours generally do not obtain the
shortest continuous toolpath [92] especially if there are holes. To address this path generation problem, we
formulate and solve a TSP. Given a finite number of cities and the cost of travel between each pair of cities,
the solution of the TSP finds the cheapest route of visiting each city once and returning to the starting city.
To formulate the linking sequence of the toolpaths as a TSP, we must define the cities and the cost of travel
between them.
(a) (b)
〈m〉
〈3nt + 1〉
〈n〉
(c)
Figure 3.10: (a) Zigzag linking method, (b) One-way linking method, and (c) TSP solution. First, last and
dummy cities are 〈m〉, 〈n〉 and 〈3nt + 1〉 respectively.
In our TSP formulation the first and last points of each toolpath Cki are the cities 〈k〉 and 〈nt + k〉
respectively. We formulate a symmetric TSP where the cost of travel between the cities 〈k〉 and 〈j〉 is their
distance ck,j = cj,k = d(xk,xj). Additionally, we define a halfway city 〈2nt + k〉 located in between the first
〈k〉 and last 〈nt + k〉 cities of each toolpath Cki . Figure 3.10c depicts the cities and halfway cities with red
dots and the printing direction with black arrows. To ensure that the toolpath follows each Cki , we define
the distances such that c2nt+k,j = c2nt+k,nt+j = c2nt+k,2nt+j = D
j
k, where
Djk =

0, if j = k
d∞, if j 6= k ,
(3.35)
such that d∞  1 is a large number. These distance definitions ensure that we respectively visit the cities
63
along each toolpath Cki in the order 〈k〉, 〈2nt + k〉, 〈nt + k〉 or visa versa 〈nt + k〉, 〈2nt + k〉, 〈k〉.
The first and last point of each trajectory Cki belongs to the boundary ∂Pi, which may be the external
boundary ∂PEi , or a hole boundary ∂P
H1
i , ∂P
H2
i , ..., ∂P
Hnh
i , where nh is the number of holes. To avoid
connecting hole boundary cities to external boundary cities, we impose cj,k = d∞ if xj ∈ ∂PHri and xk ∈
∂PEi . Similarly to avoid connecting cities on different hole boundaries, we define cj,k = d∞ if xj ∈ ∂PHri ,
xk ∈ ∂PHsi for r 6= s.
Since we do not need to start and finish in the same city, we add a dummy city 〈3nt + 1〉 with the
following distance definition
c3nt+1,j =

0, if xj ∈ ∂PEi
d∞, otherwise.
(3.36)
In this way, two ∂PEi boundary cities 〈m〉 and 〈n〉 are connected to the dummy city 〈3nt + 1〉. These cities
〈m〉 and 〈n〉 are the first and last cities visited and the path connecting them is 〈m〉, 〈3nt + 1〉, 〈n〉 (cf.
Figure 3.10c).
Our TSP has 3nt + 1 cities and the symmetric cost matrix cj,k which is computed using the above
definitions. To solve the TSPs, we use the efficient TSP solver Concorde [6]. Once we have the shortest
toolpaths, we can readily write the G-code that guides the AM printer.
3.8 Examples
We apply our optimization method to generate five designs using the composite material described in Ap-
pendix E. The thickness of the layers and toolpaths are h = 0.3 mm and b = 0.6 mm. We model the
structures using (8-noded) tri-linear prismatic elements in the NIKE3D finite element software [126]. For
numerical integration, NIKE3D uses a 2× 2× 2 Gauss quadrature for each element. The level-set function
for each layer is modeled using bi-cubic B-splines with patch size 10 mm × 10 mm (cf. Appendix C) unless
otherwise stated. For the numerical integration of the constraints, we use a 16× 16 Gauss quadrature over
each B-surface patch. The parameters of the smooth ramp function R are δ = 0.01 and m = 10, the max-
imum sag distance is lmax = 1.6 mm and the minimum radius of curvature is rmin = 2 mm which is larger
than lmax. We compute the compliance c0 for a design with horizontal minimally spaced parallel toolpaths,
i.e., φi(x) = x · eˆ2 for i = 1, 2, ..., nl. We use this reference compliance c0 to normalize the objective function.
IPOPT converges successfully if the norm of the KKT optimality condition, is smaller than the tolerance
tol = 10
−4 (cf. Equation (5) and (6) in [156]), unless otherwise stated.
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3.8.1 Short cantilever beam
Our first example is a 2 layer short cantilever beam with dimensions shown in Figure 3.11a. The beam is
subject to a transverse tip line load f = −1 kN/mm eˆ2 in the middle of the right face. The left face of the
beam is fixed u(x1 = 0) = 0. The finite element mesh has 400 elements of size 1 mm × 1 mm × 0.3 mm.
We model the level-set functions with 1 × 2 B-surface patches per layer, so the optimization problem has
(1 + 3)(2 + 3) = 20 design parameters per layer, cf. Figure 3.11b. No volume restriction is imposed, i.e.,
νmax = 1.
(a)
(1)
(2)
eˆ2
eˆ1
1
2
3
10
10
(b)
Figure 3.11: (a) Short cantilever beam. Out of plane thickness is 0.6. (b) Rectangular grid of control points
per layer. Dimensions in mm.
To find the optimal solution for this short cantilever beam, we start with the initial angle orientation
of ±45° for each layer and solve Equation 3.33 to find the optimal layer angles ±51.07° with a compliance
c/c0 = 0.852. These optimal angles define the initial level-set functions using the method described in Section
3.6, cf. Figures 3.12a and 3.12b in which the color indicates the contour values and every contour represents
a toolpath. Starting from this initial design, we solve Equation 3.32 to obtain the optimal level-set function
contours shown in Figure 3.13a and 3.13b. As we expect, since νmax = 1, the toolpaths are relatively parallel
and evenly spaced because a fully dense design is stiffer. The compliance for this solution is c/c0 = 0.823,
which is stiffer than the initial design.
We form a continuous toolpath for every layer by solving the TSP described in Section 3.7, cf. Figure
3.13b and 3.13d. As expected, the toolpaths are zigzags. We also added an extra connection to link the
bottom and top layers. For the bottom layer (cf. Figure 3.13c), the starting point is the blue triangle and
the end point is the blue circle. For the top layer (cf. Figure 3.13d), the starting point is the red triangle
and the end point is the red circle. Figure 3.13e shows the juxtaposed toolpaths. Notice that the start point
of the top layer is above the end point of the bottom layer. This path forms the G-code that controls the
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AM printer.
(a) (b)
Figure 3.12: Initial level-set functions for the 2 layer short cantilever problem αi = ±51.07°.
(a) (b) (c) (d) (e)
Figure 3.13: (a-b) Optimal contours, (c-d) connected toolpaths, and (e) juxtaposed toolpaths for the short
cantilever problem with νmax = 1.0.
We solve the same problem for different volume fraction constraints. Table 3.1 and Figures 3.14-3.16
summarize and illustrate our results. As expected, the compliance increases as the total volume fraction
decreases. If the number of active DIW constraints is large, the number of design iterations (It.) increases.
This occurs for large maximum volume fraction designs for which the no-overlap constraint is active and for
low maximum volume fraction designs for which the no-sag constraint is active. The designs have similar
patterns but different spacings between toolpaths. However, in all cases, toolpaths are closer together at the
load region. At the bottom and top of the left edge, the toolpaths tend to be horizontal and closely spaced.
At the neutral axis, the toolpaths form a cross structure to carry the shear load. Again as expected, the
toolpaths are closer where the stress magnitude is higher.
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(a) (b) (c) (d) (e)
Figure 3.14: (a-b) Optimal contours, (c-d) connected toolpaths, and (e) juxtaposed toolpaths for the short
cantilever problem with νmax = 0.8.
(a) (b) (c) (d) (e)
Figure 3.15: (a-b) Optimal contours, (c-d) connected toolpaths, and (e) juxtaposed toolpaths for the short
cantilever problem with νmax = 0.6.
(a) (b) (c) (d) (e)
Figure 3.16: (a-b) Optimal contours, (c-d) connected toolpaths, and (e) juxtaposed toolpaths for the short
cantilever problem with νmax = 0.4.
3.8.2 Long cantilever beam
In this example we design a 4 layer cantilever beam with dimensions shown in Figure 3.17 and subject to
the line load f = −1 kN/mm eˆ2. The finite element mesh has 3200 elements of size 1 mm× 1 mm× 0.3 mm.
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Table 3.1: Optimal short beam
νmax c/c0 It.
1.00 0.82326 86
0.90 0.84727 50
0.80 0.92063 49
0.70 1.07301 30
0.60 1.09130 31
0.50 1.28922 59
0.40 1.80676 84
Figure 3.17: Long cantilever beam. Out of plane thickness is 1.2. Dimensions in mm.
We find the optimal designs for νmax = 0.7 and 5 different stacking sequences: ABCD, ABCA, ABCB,
ABAC, and ABAB, where each letter represents an independent layer of the stack. Each layer level-set is
defined by a 4×2 B-surface patch totalling 7×5 = 35 design parameters per layer, so the 5 stacking sequences
respectively have 140, 105, 105, and 70 design parameters. In Table 3.2, we denote the compliances and
the number of design iterations for each sequence. We solve the problem for two convergence tolerances
tol = 10
−3 and 10−4. Obviously, the optimizer requires more iterations to satisfy the smaller tol.
The optimizer is not able to find a feasible solution for the sequence ABCA due to the conflict between
the no-sag constraint and the stack pattern. Indeed, the toolpaths of adjacent layers make crossed patterns.
Consequently, the top and bottom layers should make a crossed pattern, which is not possible since they are
both layer A.
The optimal designs for the different stack sequences have similar patterns as we see in Figures 3.18
and 3.19. However, notice that the toolpaths in the uppermost layer of the ABCD design are farther apart
compared to the other layers because it does not serve as a support layer, i.e., the no-sag constraint is not
enforced, cf. Figure 3.18d. Nonetheless, the difference of compliance with the other patterns is less than 2
percent.
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Table 3.2: Optimal long cantilever beam νmax = 0.7.
tol 10
−3 10−4
Stack c/c0 It. c/c0 It.
ABCD 1.239509726230 41 1.2371279224296 26
ABCA - - - -
ABCB 1.254951444685 28 1.2450820886532 34
ABAC 1.251251513357 36 1.2444279586987 56
ABAB 1.246374325178 104 1.2403429915313 66
(a) (b)
(c) (d)
Figure 3.18: Optimal continuous toolpath for layers (a) A, (b) B, (c) C, and (d) D of the long cantilever
beam problem with stack sequence ABCD.
3.8.3 MBB beam
Our next example is a Messerschmitt-Bo¨lkow-Blohm (MBB) beam with dimensions shown in Figure 3.20.
The beam is made of nl = 50 layers with an ABAB...AB stacking sequence and is subjected to line load
f = −10 N/mm eˆ2 located at the top center. We discretize the domain with 15000 finite elements of size
1 mm × 1 mm × 0.3 mm. The level-set functions use a 6 × 1 array of 10 mm × 5 mm B-surface patches for
each layer which yields a total of 72 = 9× 4× 2 design parameters. Optimal designs for three total volume
fraction limits νmax = 1, 0.8 and 0.6 are obtained, cf. Figure 3.21.
We printed, tested and compared our designs with ±45° designs that have the same volume fractions.
The DIW process deposits material continuously, so some regions adjacent to the beam boundary were not
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(a) (b)
(c)
Figure 3.19: Optimal continuous toolpath for layer (a) A, (b) B, and (c) juxtaposed toolpaths of the cantilever
beam problem with stack sequence ABAB.
Figure 3.20: MBB beam problem. Out of plane thickness is 15. All dimensions in mm.
modeled in the computations, e.g., the toolpath ‘connectors’ which are the magenta lines in Figure 3.21.
Ultimately, these toolpath connectors should be trimmed in a post substractive manufacturing process. We
fabricated three specimens for each sample and performed the three-point bending test according to ASTM
D790 specifications. Figure 3.22 shows the load-deflection curves of these tests in which the straight lines
correspond to the simulated finite element responses (square markers are the results c in Table 3.3). We
normalize the load with the mass of each specimen, fit each curve to a cubic polynomial, and then obtain the
average curve by averaging the coefficients. To quatify the error between the numerically predicted c and
the experimentally measured ce compliance, we compute the relative error e = |c − ce|/ce100% under the
same load, cf. Table 3.3. The experimental specimens are more compliant than the numerical prediction,
however as we see in Figure 3.22, for large loads they become stiffer. We attribute the discrepancy to the
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inaccuracy of the finite element approximation which is known to be too stiff but more so to the material
model, cf. Appendix G. As we predict, the optimal designs have lower compliance and as an added benefit
a larger failure load compared with the ±45° specimens. However, we also observe a counter-intuitive result
that the optimized fabricated designs with limit νmax = 0.8 are stiffer than the ones with limit νmax = 1.
Our computations predict the opposite. We conjecture that the compactness of the material and volumetric
changes in the curing process at large volume fractions, result in higher residual internal stresses which
reduce the stiffness and strength. Errors are also attributed to the toolpath that are not trimmed for the
experiment but not modeled in the computation. More data and different volume fraction limits are needed
to corroborate this counter-intuitive behavior.
Table 3.3: Compliance of the MBB beam designs.
Design νmax c c
e e
10−2[kN mm] 10−2[kN mm] %
Optimized 1 5.2987 6.087 13.0
Optimized 0.8 5.6182 5.786 2.9
Optimized 0.6 6.7839 7.854 13.6
±45° 1 7.3757 10.879 32.2
±45° 0.8 9.2197 12.980 29.0
±45° 0.6 12.2935 13.362 8.0
(a)
(b)
(c)
Figure 3.21: Juxtaposed toolpaths for layers A and B of the MBB problem with (a) νmax = 1, (b) νmax = 0.8,
and (c) νmax = 0.6
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Figure 3.22: Load-deflection curves of the MBB optimal designs fabricated, optimal design finite element
prediction, and ±45° control designs fabricated with νmax = 1, 0.8, and 0.6.
Figure 3.23: Two holes plate problem. Out of plane thickness is 3.6. All dimensions in mm.
3.8.4 Two-hole clevis plate
We next solve the two-hole clevis plate problem illustrated in Figure 3.23. In the right and left hole, we
apply tractions f = (100 − 4(15 − x2)2)kN/mm2 eˆ1 and −f . The plate is made of nl = 12 layers with an
ABAB...AB stacking sequence. To model the level-set functions, we use a 6 × 3 array of 10 mm × 10 mm
B-surface patches for each layer which yields a total of 108 = 9×6×2 design parameters. The finite element
mesh contains 17424 elements. The total volume fraction limit is νmax = 0.7. In Figure 3.24a, we show
the contours of the level-set function for Layer A over the rectangular domain. The total length of the
continuous layer A toolpath generated by the TSP is 1821 mm (cf. Figure 3.24c), which is 8% shorter than
the one obtained by the zigzag method (cf. Figure 3.24b). If the parts have larger holes, the TSP solution
will have more significant improvements because the toolpath will avoid the large connections that cross the
holes. Also, in the cases where the DIW process continuously deposits material, the TSP solution does not
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fill the holes which conserves material and reduces post subtractive manufacturing operations. We show the
continuous toolpath for layer B in Figure 3.25a and the continuous juxtaposed toolpaths in Figure 3.25b.
Paths are closer in the load path regions, i.e., the lower and upper regions between the holes; the toolpaths
also tend to be horizontal to carry the tensile load in these regions.
We validate the optimal design by printing the structure shown in Figure 3.26. There is no overlap of
the toolpaths and the material is well supported by the lower layers so no noticeable sagging is present.
The abrupt directional changes in the toolpath outside the clevis domain do not matter because they
should be removed. What does matter is the fact that the DIW process deposits material continuously
and that it satisfies the fabrication constraints inside the clevis domain. We tested and compared this
optimal design to ±45° and 0°/90° designs. We perform a modified tensile test where two pins are inserted
into the holes and forces are applied to the pins. All samples were measured at ambient temperature at
a strain rate of 0.02 mm/min using a Model 1332 Instron machine. Since the masses of the fabricated
specimens differ (mopt = 7.0939 g, m±45 = 7.9976 g, m0/90 = 8.3547 g), we show the load per unit mass vs.
displacement curves in Figure 3.27. As we expected, the optimal design has the lowest compliance per unit
mass. Additionally, the optimal design has a higher failure load per unit mass than the other designs. A
more detailed description of this experimental validation can be found in [132].
(a)
(b) (c)
Figure 3.24: Contours of level-set function over (a) rectangular domain. (b) Zigzag linking method, and (c)
TSP continuous toolpath solution for the layer A of the two-hole clevis plate problem.
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(a) (b)
Figure 3.25: (a) TSP continuous toolpath for layer B, and (b) juxtaposed toolpaths for layers A and B for
the two-hole clevis plate problem.
Figure 3.26: Fabricated optimal design for the two-hole clevis plate problem.
Figure 3.27: Load per unit mass vs. displacement curves of the two-hole clevis plate optimal design compared
with ±45° and 0°/90° designs.
3.8.5 Five-hole plate
In this example, we solve a five-hole plate design problem with applied forces and dimensions as shown
in Figure 3.28. The holes are squares with sides lengths of 6 mm, the boundary of the center hole is
fixed, and the line loads fa = (−eˆ1 + eˆ2) kN/mm, fb = (−eˆ1 − eˆ2) kN/mm, fc = (eˆ1 − eˆ2) kN/mm and
fd = (eˆ1 + eˆ2) kN/mm are applied at the four corners. The plate has 12 layers with an ABAB...AB stacking
sequence. To model the level-set functions, we use a 4 × 4 array of 10 mm × 10 mm B-surface patches for
each layer which yields a total of 98 = 7× 7× 2 design parameters. The finite element mesh contains 19200
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Figure 3.28: Five hole plate problem. Out of plane thickness is 3.6. All dimensions in mm.
elements of size 1 mm×1 mm×0.3 mm and the volume fraction limit is νmax = 0.7. In Figure 3.29b, we show
the TSP generated toolpath for layer A; its length is 1804 mm, which is 8% shorter than the one obtained
by the zigzag method (cf. Figure 3.29a). In Figure 3.30, we show the layer B toolpath and the juxtaposed
toolpaths. As we expected, paths are closer in the regions around the central hole which carries the brunt
of the load.
If we modify the TSP distance definitions, the toolpaths vary accordingly. For instance, to avoid crossing
the holes, we penalize the distance of non-adjacent cities that are on the hole boundaries. We impose
cj,k = d∞ if xj ∈ ∂PHri , xk ∈ ∂PHri and cities < j > and < k > are not adjacent. In Figure 3.31, we
show the toolpath of this modified TSP. As expected, the toolpaths avoid crossing the holes, however, extra
connections between non-adjacent cities at the external boundary appear. We fabricate the optimal design
shown in Figure 3.32.
(a) (b)
Figure 3.29: Continuous toolpath obtained with (a) zigzag method, and (b) TSP solution for layer A of the
5 hole-plate problem.
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(a) (b)
Figure 3.30: (a) TSP continuous toolpath for layer B, and (b) juxtaposed toolpaths for layers A and B for
the five-hole plate problem.
(a) (b)
Figure 3.31: Modified TSP solution toolpath (a) layer A, and (b) layer B for the five-hole plate problem.
3.9 Conclusions
This chapter demonstrates a method for optimizing FRC structures fabricated by AM that accommodates
manufacturability constraints of the DIW process, maintains computational efficiency, and guarantees opti-
mality.
The toolpaths of each layer are defined by the contours of a level-set function. With this representation,
the toolpaths are continuous and defined with a small number of design variables over a fixed grid that
is independent of the finite element mesh used for structural analysis. The toolpath spacing, angle, and
curvature are defined from the level-set function. In this way, it is easy to impose DIW manufacturing
constraints related to overlap, sag, radius of curvature, and toolpath continuity. For each layer, these local
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Figure 3.32: Fabricated optimal design for the five-hole plate problem.
constraints are enforced globally, using a ramp function, resulting in a small number of constraints.
The toolpaths also determine the orientation of the reinforcement fibers and their volume fraction and
hence the structural response of the composite structure. We use the finite element method to compute
the structure’s mass and compliance and their design sensitivities. These computations are combined with
nonlinear programming to efficiently update the design parameters and find locally optimal designs.
The optimized toolpaths start and finish at the boundary of each layer. To minimize manufacturing cost,
we formulate and solve a TSP to obtain the shortest continuous toolpath for each layer. This continuous
toolpath is subsequently used to generate the G-code for fabrication.
We validate our approach by designing minimum compliance composite structures, some of which we fab-
ricate. We further validate some of the optimized designs by experiment and compare them to nonoptimized
designs.
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Chapter 4
Topology optimization of structures
with multiple deformable components
in contact
4.1 Introduction
Appropriate modeling of the boundary conditions is crucial to the design of structural components. In-
deed, poor modeling results in poor designs with potentially catastrophic consequences. Of these boundary
conditions, contact is the one that dominates countless physical situations, e.g., crashworthiness, wear and
lubrication, metal forming, braking systems, tires, coupling devices, geomechanics, hardening testing, ballis-
tics, etc. [86]. It is present in the structures to transfer loads from one body to another. However, contact
modeling is challenging so it is often replaced by simple traction and/or displacement boundary conditions
which compromise the accuracy of the simulation and hence the validity of the design. We propose to op-
timize structural components in contact by combining accurate contact modeling techniques with efficient
optimization algorithms.
Despite the dominant role of contact in structural analysis, it is rarely modeled because it poses serious
conceptual, mathematic, and computational difficulties [75]. Indeed, the contact surfaces are unknown as
are the resulting contact pressures and displacements over these surfaces. Moreover, the contact pressure
must be compressive and the displacement must satisfy impenetrability constraints. These pressure and
impenetrability conditions make the contact problem particularly difficult to solve as the computational
analysis must resolve inequality constraints as well as the usual elasticity equations [75]. The presence
of friction makes the problem even more complex. Fortunately, several numerical techniques have been
developed to model contact efficiently and accurately, cf. [75, 85, 160, 78, 163].
The Signorini problem, i.e., a linear elastic body in contact with a rigid obstacle, has been extensively
studied [75]. Other early contact modeling works focused on the frictionless contact between linearly elastic
bodies. Researchers eventually overcame these limitations to consider the large deformations of inelastic
contacting bodies. To solve the contact problem numerically, the strong form of the equilibrium equation with
the added contact conditions are converted to an equivalent weak form which takes the form of a variational
inequality. The penalty method (PM) is often used to convert the variational inequality to an equality which
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is more amenable to solution [75]. Unfortunately, the PM allows for small violations of the interpenetration
constraint. A large penalty parameter reduces the amount of this constraint violation, however, over-
penalization leads to numerical ill-conditioning. Alternatively, in the classical Lagrange multiplier method
(LMM), the contact conditions are satisfied exactly by introducing extra degrees of freedom, i.e., Lagrange
multipliers. Introducing these unknowns makes the problem more expensive to solve in comparison with
the PM. Moreover, the LMM method requires an active set strategy to update active inequality constraints.
The augmented Lagrangian method (ALM) resolves these issues by combining the PM and the LMM. It
satisfies the contact conditions exactly and uses a reasonable value for the penalty parameter. Both the PM
and ALM are available in commercial finite element software [163].
When modeling multiple deformable bodies in contact with the finite element method, meshes of each
body generally do not align over the contact surface. Several approaches are adopted to integrate the
contact conditions over such nonconforming interfaces. The node-on-segment approach enforces contact
using collocation such that nodes on the “slave” surface must not penetrate the element faces of the opposing
“master” surface [65]. This approach is plagued by locking, over-constraint, and abrupt jumps in the contact
pressure. These issues are resolved by the mortar segment-to-segment method, where the element faces on
the slave surface are projected onto their mating element faces on the master surface [127, 128]. The mortar
segment-to-segment method is less dependent on the master and slave surface designations and does not
exhibit large contact pressure fluctuations.
The eXtended Finite Element Method (XFEM) has shown great promise to model friction and sliding
contact [110]. In this approach, the displacement field is augmented by enrichment functions to capture
discontinuities. The primary advantage of the XFEM method is that it does not require a conforming mesh
over the body, and in particular the contact surface. But like all methods, it does have its disadvantages,
e.g., ill-conditioning due to interpolation over small and irregularly shaped sub domains [88]. Although these
issues can be resolved by implementing stabilization methods [24, 138].
Much research has focused on the optimal design of linear elastic structures in contact with a rigid
obstacle, cf. the extensive survey by Hilding et al. [67]. Sizing, shape and Topology Optimization (TO)
problems have been solved to minimize the peak contact pressure, obtain a uniform pressure, maximize
stiffness, reduce weight, etc.
Topology optimization of structures subjected to contact have been formulated using different contact
models and/or optimization approaches. Klarbring et al. [77] solve truss TO design problems that include
unilateral contact boundary conditions. In this work, the design variables are the volumes of the bars and
the initial gaps between the contact nodes and the rigid obstacle. Petersson and Patriksson [123] apply
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TO to design continuum structures in contact. To overcome the non-differentiability issues associated with
the contact constraints, they use a subgradient optimization algorithm and compute the optimal design
as an average of the candidate designs that are generated in the subgradient calculations. Li [91] uses an
evolutionary approach to design linear elastic frame structures in contact. Fancello [40] combines the Solid
Isotropic Material with Penalization (SIMP) approach [11] and the ALM for the TO of structures in contact
subject to stress constraints. They assume differentiability and compute analytical sensitivities using the
adjoint method. The optimized designs are highly dependent on the initial design choice. This nonuniqueness
is attributed to the lack of differentiability of the contact problem as different contact conditions exist for
each initial design resulting in drastically different sensitivities, which drive the optimization to different
local solutions.
Desmorat [36] models frictionless unilateral contact in the TO of continuum structures assuming the
contact pressure is derived from a potential function. Stro¨mberg and Klarbring [144, 145, 146, 142] com-
pared topology optimized designs obtained using Facchinei’s smoothing and augmented Lagrangian contact
formulations. They report that the latter is slightly more efficient. It is worth noting that [146] includes
three-dimensional examples and [142] considers an adjustable compliance-volume product as the cost func-
tion. Stro¨mberg extended this approach to the TO of structures exhibiting frictional contact with a rigid
support [143]. Bruggi and Duysinx [20] design structures in unilateral contact by enforcing the contact
conditions via stress constraints over the contact surface. Luo et al. [96] use nonlinear springs to model
frictionless contact in the TO of hyperelastic structures.
TO has also been used to design compliant mechanisms which exhibit contact. Mankame and Anantha-
suresh [99] use a cross-constraint method, similar to the PM, to design mechanisms made of frame elements;
they extend this work to include large deformation in [98]. Kumar et al. [81] combine circular masks to
define the material and rigid surfaces, and use zero-order optimization algorithms to design 2D mechanisms.
This work is extended to include self-contact in [82].
TO problems of structures under contact have also been solved using the topological derivative in com-
bination with the level-set method [168, 106, 47]. Andrade-Campos et al. [5] use this approach to study
the remodeling behavior of bone, and Mys´lin´ski extends it to include friction [107, 108]. In [87], Lawry
and Maute combine an explicit level-set method with the XFEM to optimize multiple deformable bodies
in contact. This work was extended to design linear elastic contacting bodies in three-dimensions [10], and
nonlinear contacting bodies in two-dimensions [88]. These works do not use body fitted meshes, rather the
shape of the contacting surfaces are determined by evolving a well-defined interface via the optimization.
Maury et al. [100] combine the level-set method with the PM to shape optimize linear elastic structures
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in unilateral contact. They consider five different friction models and use a commercially available finite
element software for their simulations.
Crashworthiness design is another area that TO has been applied. These design problems model a vehicle
and/or body impacting a rigid wall. The designs seek to maximize crash energy absorption and/or occupant
safety. These problems face many challenges due to the large computational cost of the analyses that are
needed to resolve geometric, material, and contact nonlinearities. Explicit time stepping algorithms are
typically used in the simulations as they avoid Newton iterations and their matrix inversion; however they
are limited to small time steps which is acceptable in these impact simulations. In an early study, Mayer et
al. [101] applied TO to maximize the crash energy absorption in a body rear rail using the homogenization
method, explicit time stepping, and the optimality criteria optimization algorithm. Pederson [119, 120, 121]
uses TO to design frame structures made of plastic beams that exhibit large deformations. This author uses
implicit time stepping and computes analytical sensitivities using the direct method. Alternative methods
have been adopted to simplify the problems and/or use heuristic non-gradient techniques to update the
designs, e.g., the hybrid cellular automata, evolutionary optimization, equivalent static loads, bubble and
graph methods [141, 46, 118, 37, 23, 38]. For a detailed review of design for crashworthiness, the reader is
referred to [41].
The literature review above discusses the most relevant work in the TO of structures in contact. They
are primarily restricted to two-dimensional linear elastic bodies in contact with rigid obstacles with the
exceptions of:
 [98] which includes large deformation,
 [146, 142, 100] that solve three-dimensional problems with rigid obstacles,
 the crashworthiness studies in [101, 119, 120, 121, 141, 46, 118, 37, 38, 23] that include three-dimensional
problems with rigid obstacles and geometrical and/or material nonlinearities, and
 the design of multi-body structures in contact using XFEM in [87, 10, 88], where the contact surfaces
are defined with the level-set method.
As noted, the three-dimensional research is mainly limited to contact with rigid obstacles. XFEM shows great
promise to optimize three-dimensional multiple components in contact, but it needs further development to
solve problems in the finite strain regime [10].
Our research is devoted to combining TO with the state-of-the-art contact algorithms to design systems
with multiple deformable three-dimensional bodies in contact. Since the contact analysis is computationally
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expensive, we use efficient optimization algorithms which require sensitivity analysis. Novel features of our
design optimization work include:
 The use of a large deformation continuum formulation that is suitable for the arbitrary discretization
of three-dimensional contacting bodies.
 The use of the mortar segment-to-segment method [127] to discretize the contact equations.
 The use of a B-spline [129] design parameterization to reduce the number of design variables in com-
parison to element-wise parameterizations and to formulate a well-posed TO problem.
We use body-fitted meshes with known contact mating surfaces, i.e., a priori known master and slave
surfaces. Additionally, we use the ALM to enforce the contact constraints, the analytical adjoint sensitivity
analysis of general functionals, and the Interior Point Optimizer (IPOPT) for the gradient-based optimization
algorithm. Finally, we provide numerical examples. To reduce complexity, our study is limited to nonlinear
elastic bodies and frictionless contact. Incorporating plasticity and friction will be the focus of our future
work.
The remainder of the chapter is organized as follows. Section 4.2 provides the terminology and definitions
for the nonlinear elasticity governing equation. In Sections 4.3–4.5, we formulate the contact problem and
sensitivity analysis and present various solution algorithms. The design optimization problem is presented
and examples are provided in Sections 4.6 and 4.7. Conclusions are drawn in Section 4.8.
4.2 Nonlinear elasticity
We use fairly standard notation apart from some rarely used tensor conjugate products, cf. Figure 4.1
and Appendix A. The body resides in the initial configuration Ω which is displaced into the deformed
configuration ω by ϕ : Ω → R3. Under the deformation, material particles identified by the reference
location X ∈ Ω are displaced to x = ϕ(X) = X + u(X), where u(X) is the displacement. As per usual, the
deformation gradient is F = ∇ϕ = I +∇u, the right Cauchy–Green deformation tensor is C = F>F, and
the Jacobian is J = det(F).
In the continuum setting we find the displacement u such that
divS(F) + b = 0 in Ω ,
S(F) n = sp on At ,
u = up on Au ,
(4.1)
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where S, b, sp and up are the first Piola Kirchhoff stress, body force, prescribed traction and prescribed
displacement, and At and Au are complimentary surfaces of ∂Ω.
In the weak formulation we find u ∈ H1(up) such that
rb(u,w) =
∫
Ω
∇w · S(F) dv −
∫
Ω
w · b dv −
∫
At
w · sp da = 0 (4.2)
for all w ∈ H1(0) where H1(v) = {u : Ω→ R3 |u is smooth and u = v on Au}. For future reference we call
rb the bulk residual.
We solve for u via Newton’s method whereupon we update the current solution guess uI to uI+1 =
uI + ∆u where ∆u is the solution to the linear problem: find ∆u ∈ H1(0) such that
δrb(u
I ,w; ∆u) = −rb(uI) (4.3)
for all w ∈ H1(0). In the above,
δrb(u,w; ∆u) =
∫
Ω
∇w ·A(F)[∇∆u] dv , (4.4)
where A(F) = DS(F) is the incremental elasticity tensor evaluated at F. The finite element discretization
of the bulk residual and its tangent stiffness matrix are discussed in Appendix H.
4.3 Contact
Without loss of generality we assume we have two bodies Ω(1) and Ω(2) in contact. We subdivide each body’s
surface ∂Ω(i) into three complementary surfaces Au (i), At (i) and Γ(i); where Γ(i) is the surface over which
the contacting bodies potentially interact, cf. Figure 4.1. No traction is applied over Γ(i) however, there will
be a reactive traction due to the contact constraint:
g(ϕ(1)(X),ϕ(2)(Y)) ≤ 0 for all X ∈ Γ(1) and candidate Y ∈ Γ(2) , (4.5)
where g is the gap function. In section 4.3.1 we define this function algorithmically. For the purposes of this
section we define the gap function as a function which satisfies the following properties:
 If g(ϕ(1)(X),ϕ(2)(Y)) = 0 the points X = Γ(1) and Y = Γ(2) are in contact,1 i.e., ϕ(1)(X) = ϕ(2)(Y).
1The candidate points Y are described shortly.
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 If g(ϕ(1)(X),ϕ(2)(Y)) < 0 points X and Y are separated by a gap.
 And finally, if g(ϕ(1)(X),ϕ(2)(Y)) > 0 point X would penetrate body Ω(2); violating the constraint
(4.5).
To enforce the contact constraint we introduce the Lagrange multiplier λ (identified with the contact
pressure). The contact constraint affects the elasticity equations as we now find u(i) ∈ H1(up (i)) and λ ∈ L2
such that
r(u(i), λ,w(i), β) = 0 =
2∑
i=1
[∫
Ω(i)
∇w(i) · S(F(i))dv −
∫
Ω(i)
w(i) · b(i) dv −
∫
At (i)
w(i) · sp (i) da
]
+∫
Γ
λ δg(ϕ(1),ϕ(2); w(1),w(2)) da+
∫
Γ
β g(ϕ(1),ϕ(2)) da
=
2∑
i=1
[
rbi(u
(i),w(i))
]
+ rc(u
(i), λ,w(i), β) (4.6)
for all w(i) ∈ H1(0) and β ∈ L2. In the above we recall that, e.g., ϕ(1)(X) = X + u(1)(X) so that
δϕ(1)(X) = δu(1)(X). We also see the reactive tractions λ δg acting on Γ = Γ(i) which are necessary to
enforce the g = 0 constraint. For future reference, in the above we define the contact residual rc and the net
residual r. Additionally, we note that the inequality contact constraint must satisfy the Karush-Kuhn-Tucker
complementary condition [160]
g(ϕ(1),ϕ(2)) ≤ 0 ,
λ ≤ 0 ,
λ g(ϕ(1),ϕ(2)) = 0 . (4.7)
Ultimately, we only enforce the g(ϕ(1),ϕ(2)) = 0 constraint in Equation (4.6) for points X and Y for which
λ(X) ≤ 0.
To derive the tangent for the Newton iterations we note that
δr(u(i), λ,w(i), β; ∆u(i),∆λ) = 0 =
2∑
i=1
δrbi(u
(i),w(i); ∆u(i)) + δrc(u
(i), λ,w(i), β; ∆u(i),∆λ) , (4.8)
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where
δrc(u
(i), λ,w(i), β; ∆u(i),∆λ) =
∫
Γ
∆λ δg(ϕ(1),ϕ(2); w(1),w(2)) da
+
∫
Γ
λ δ2g(ϕ(1),ϕ(2); w(1),w(2); ∆u(1),∆u(2)) da
+
∫
Γ
β δg(ϕ(1),ϕ(2); ∆u(1),∆u(2)) da . (4.9)
As is common in the literature, we do not consider the effect of δΓ when evaluating δrc to ease imple-
mentation. Notably, in the limit of infinitesimally small sliding, the effect of δΓ tends to zero. Hav-
ing δr we can perform Newton iterations by solving r + δr = 0 for the update (∆u,∆λ) and updating
(u, λ)← (u, λ) + (∆u,∆λ), i.e., LMM. Appendix H discusses the finite element discretization of the contact
residual and its tangent stiffness matrix.
(ξ1, ξ2)
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ω(2)
γ(2)
y = ϕ(2)(Y)
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y = ψ(ξ1, ξ2)
Undeformed Deformed
Figure 4.1: Contacting bodies in undeformed and deformed configurations.
4.3.1 Signed distance function constraint
We use the signed distance function to define the gap constraint function g of Equation (4.5), i.e.,
g(x, y¯) = n(y¯) · (y¯ − x) ≤ 0 , (4.10)
where
y¯ = arg min
y∈γ(2)
|y − x|
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is the closest point on γ(2) = ϕ(2)(Γ(2)) to x on γ(1) = ϕ(1)(Γ(1)). We equally express the above over the
undeformed configuration, i.e., for each X ∈ Γ(1) we enforce the gap constraint
g(ϕ(1)(X),ϕ(2)(Y¯)) =
F(2)
−>(
Y¯
)
N(Y¯)∣∣F(2)−>(Y¯)N(Y¯)∣∣ · (ϕ(2)(Y¯)−ϕ(1)(X)) ≤ 0 , (4.11)
where
Y¯ = arg min
Y∈Γ(2)
|ϕ(2)(Y)−ϕ(1)(X)| .
We assume that the contact surface can be explicitly defined, i.e., Γ(2) = {Y ∈ Ω |Y = Ψ(ξ)
for all ξ = (ξ1, ξ2) ∈ S ⊂ R2} where S is a two-dimensional plane. Thus the minimization problem for
Y¯ is replaced by defining Y¯ = Ψ(ξ¯) where
ξ¯ = arg min
ξ∈S
f(ϕ(2)(Ψ(ξ))−ϕ(1)(X)) = |ϕ(2)(Ψ(ξ))−ϕ(1)(X)| . (4.12)
The minimizer ξ¯ is the ξ that satisfies the optimality condition
∇f(ϕ(2)(Ψ(ξ))−ϕ(1)(X)) · F(2)(Ψ(ξ)) Eα(ξ) = 0 (4.13)
for α = 1, 2. In the above Eα = ∂Ψ/∂ξ
α, cf. Appendix K, and
∇f(x) = x|x| (4.14)
is a unit vector.
Now Eα(ξ) ∈ TΓ(2)(Y), i.e., the tangent plane of Γ(2) at Y, and hence F(2)(Ψ(ξ)) Eα(ξ) is a vector that is
tangent to γ(2) at y = ϕ(2)(Ψ(ξ)). Thus, we see that∇f(y¯−x) is perpendicular to the tangent space Tγ(2)(y¯)
and we previously showed in Equation (4.14) that ∇f(y¯ − x) is a unit vector, hence ∇f(y¯ − x) = n(y¯).2
We need the variation δg of the gap function, cf. Equation (4.6). As a first step and based on the
previous discussions, cf. Equations (4.10) and (4.14) and the preceding paragraph, it can be shown that
y¯ − x = ϕ(2)(
=Y¯︷ ︸︸ ︷
Ψ
(
ξ¯
)
)−ϕ(1)(X) = g n(
=y¯︷ ︸︸ ︷
ϕ(2)
(
Ψ
(
ξ¯
))
) . (4.15)
2Without loss of generality, we assume the parameterization is such that ∇f(y¯−x) equals n(y¯) and not its negative −n(y¯).
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Taking the variation of the above gives
δϕ(2) + F(2) (Eα δξ
α)− δϕ(1) = δg n + g
(
∂n
∂ξα
δξα + δn
)
. (4.16)
In Equation (4.16), δϕ(2) is the variation of ϕ(2) for a fixed ξα, δn is variation of n with respect to the
deformation variation δϕ(2) and δξα is the variation of ξ¯ that must occur to satisfy Equation (4.13) as the
deformations ϕ(1) and ϕ(2) vary. Taking the dot product of the above with n renders, after some rearranging
δg n · n =
(
δϕ(2) + F(2) (Eα δξ
α)− δϕ(1) − g
(
∂n
∂ξα
δξα + δn
))
· n , (4.17)
and noting that F(2) Eα · n = 0 and n · n = 1 so that both ∂n/∂ξα · n = 0 and δn · n = 0, we obtain
δg(ϕ(1),ϕ(2); δϕ(1), δϕ(2)) = n ·
(
δϕ(2) − δϕ(1)
)
. (4.18)
The above agrees with Equations (4.31), (4.83) and (4.29) of [78, 85, 160], respectively. For details regarding
the δ2g computation which is needed in Equation (4.9) see Appendix L.
The gap function g is non-differentiable at points x ∈ γ(1) where the projection point y¯ is non-unique
and where strict complementary occurs, i.e., where g = 0 and λ = 0. Fortunately, these conditions seldom
occur at the integration (sample) points where δg is evaluated in our computations.
4.4 Sensitivity analysis
For our design sensitivity analysis we consider variations of a general response function with respect to the
volume fraction ν which serves as the design field in the optimization problem. Notably the stress S(F, ν)
has both explicit dependence on ν as well as implicit dependence due to F.
The response function we consider is
θ(ν) =
2∑
i=1
∫
Ω(i)
pi(u(i),∇u(i), ν) dv +
∫
Γ
ζ (λ) da . (4.19)
The variation, i.e., sensitivity, of the above is found to be
δνθ =
2∑
i=1
∫
Ω(i)
(∇1pi · δνu(i) +∇2pi · ∇δνu(i) +∇3pi δν) dv +
∫
Γ
ζ ′δνλ da , (4.20)
where, e.g., δνu
(i)(ν; δν) = ddu(ν+  δν) |=0 is the variation of the displacement at ν in the direction of δν.
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To derive an expression for the sensitivity we use the adjoint method whereby we take the variation of
Equation (4.6) with respect to ν to obtain the identity
δνr(u
(i), λ,w(i), β; δν) = 0 =
2∑
i=1
[
δrbi(u
(i),w(i); δνu
(i)) +
∫
Ω(i)
∇wi · δS dv
]
+
δrc(u
(i), λ,w(i), β; δνu
(i), δνλ)
= δr(u(i), λ,w(i), β; δνu
(i), δνλ) +
2∑
i=1
∫
Ω(i)
∇wi · δS dv , (4.21)
where δS is the variation of S at ν with respect to δν for fixed F. Subtracting the above zero quantity from
δνθ gives
δνθ =
2∑
i=1
∫
Ω(i)
(∇1pi · δνu(i) +∇2pi · ∇δνu(i) +∇3pi δν) dv +
∫
Γ
ζ ′δνλ da− δνr(u(i), λ,w(i), β; δν) .(4.22)
Rearranging the above we obtain
δνθ =
2∑
i=1
∫
Ω(i)
(∇3pi δν −∇w(i) · δS) dv (4.23)
−
{
δr(u(i), λ,w(i), β; δνu
(i), δνλ)−
2∑
i=1
∫
Ω(i)
(
∇1pi · δνu(i) +∇2pi · ∇δνu(i)
)
dv −
∫
Γ
ζ ′δνλ da
}
.
We can annihilate the term in braces which contains the implicitly defined variations δνu
(i) and δνλ by
requiring the heretofore arbitrary w(i) ∈ H1(0) and β ∈ L2 to satisfy
δr(u(i), λ, δνu
(i), δνλ; w
(i), β) =
2∑
i=1
∫
Ω(i)
(
∇1pi · δνu(i) +∇2pi · ∇δνu(i)
)
dv +
∫
Γ
ζ ′δνλ da (4.24)
for all δνu
(i) ∈ H1(0) and δνλ ∈ L2. To obtain this linear adjoint problem we used the symmetry of δr, i.e.,
the tangent operator, but this symmetry is not required. Upon solving the adjoint problem, the sensitivity
reduces to
δνθ =
2∑
i=1
∫
Ω(i)
(∇3pi δν −∇w(i) · δS) dv . (4.25)
Note that δr is the same variation that is used in the Newton iteration, cf. Equation (4.8) so it is readily
available. We also note that ∇1pi and ∇2pi act as a body load and an initial stress in the adjoint problem.
Some more insight follows by 1) viewing β δg(ϕ(1),ϕ(2); δνu
(1), δνu
(2)) as the source of the adjoint reactive
traction that enforces the linear adjoint contact constraint δg(ϕ(1),ϕ(2); w(1),w(2)) − ζ ′ = 0 on w(1) and
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w(2) over Γ and 2) viewing
∫
Γ
λ δ2g(ϕ(1),ϕ(2); w(1),w(2); δνu
(1), δνu
(2)) da as an additional contact induced
stiffness over Γ. For a linear constraint, i.e., gap function, this induced stiffness is zero.
4.5 Solution algorithms
We can directly solve the above primal and adjoint saddle point problems of Equations (4.6) and (4.24).
Alternatively we can solve them via the penalty or augmented Lagrangian methods.
4.5.1 Penalty Method
In the PM we no longer have a constraint, per se. Rather for the primal analysis we define r as
r(u(i),w(i)) =
2∑
i=1
rbi(u
(i),w(i)) +
∫
Γ

〈
g(ϕ(1),ϕ(2))
〉
δg(ϕ(1),ϕ(2); w(1),w(2)) da , (4.26)
where  is a fixed penalty parameter and 〈 〉 is the Macauley bracket representing the ramp function, i.e.,
〈g〉 = g if g > 0, and 〈g〉 = 0 if g < 0. We use Newton’s method to evaluate the u(i) that solves Equation
(4.6) with the r of Equation (4.26). For completeness we note that λ ≈ 〈g〉 and
δr(u(i),w(i); δu(i)) =
2∑
i=1
δrbi(u
(i),w(i); δu(i))
+
∫
Γ

[
H
(
g(ϕ(1),ϕ(2))
)
δg(ϕ(1),ϕ(2); δu(1), δu(2)) δg(ϕ(1),ϕ(2); w(1),w(2))
+
〈
g(ϕ(1),ϕ(2))
〉
δ2g(ϕ(1),ϕ(2); w(1),w(2); δu(1), δu(2))
]
da , (4.27)
where H(g) is the Heaviside function, i.e., H(g) = 1 if g > 0 and H(g) = 0 if g < 0.
This approach poses no conceptual difficulty to the usual unconstrained sensitivity analysis, i.e., we
merely “turn the crank.” Specifically, we use λ ≈ 〈g〉 and solve the adjoint problem of Equation (4.24) with
the δr of Equation (4.27) for w(i) and then evaluate the sensitivity of Equation (4.25).
4.5.2 Augmented Lagrangian Method
In the ALM, u(i) and λ are both evaluated, but they are not solved as a coupled problem via Newton’s
method. First a guess is taken for λ and subsequently used to define the residual equation
r(u(i),w(i)) = 0 =
2∑
i=1
rbi(u
(i),w(i)) +
∫
Γ
(
λ+ 
〈
g(ϕ(1),ϕ(2))
〉)
δg(ϕ(1),ϕ(2); w(1),w(2)) da , (4.28)
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where again  is a fixed penalty parameter. We then apply Newton’s method to solve Equation (4.28) for
the u(i). Using this u(i) we update
λ← λ+ 
〈
g(ϕ(1),ϕ(2))
〉
. (4.29)
The procedure of evaluating u(i) and updating λ is repeated until convergence. And again for completeness
we note that
δr(u(i),w(i); δu(i)) =
2∑
i=1
δrbi(u
(i),w(i); δu(i))
+
∫
Γ
[
H
(
g(ϕ(1),ϕ(2))
)
δg(ϕ(1),ϕ(2); δu(1), δu(2)) δg(ϕ(1),ϕ(2); w(1),w(2))
+
(
λ+ 
〈
g(ϕ(1),ϕ(2))
〉)
δ2g(ϕ(1),ϕ(2); w(1),w(2); δu(1), δu(2))
]
da . (4.30)
After convergence, Equation (4.6) is satisfied so no change is necessary for our adjoint sensitivity formu-
lation. However, if one is using the ALM to solve the primal problem it also makes sense to use it to solve
the adjoint problem. As such we solve the adjoint problem of Equation (4.24) by guessing a β and then
finding w(i) ∈ H1(0) such that
2∑
i=1
δrbi(u
(i), δνu
(i); w(i)) +
∫
Γ
λ δ2g(ϕ(1),ϕ(2); w(1),w(2); δνu
(1), δνu
(2)) da+ (4.31)∫
Γ
H
(
g(ϕ(1),ϕ(2))
)
δg(ϕ(1),ϕ(2); w(1),w(2)) δg(ϕ(1),ϕ(2); δνu
(1), δνu
(2)) da
=
2∑
i=1
∫
Ω(i)
(
∇1pi · δνu(i) +∇2pi · ∇δνu(i)
)
dv
−
∫
Γ
(β −  ζ ′) δg(ϕ(1),ϕ(2); δνu(1), δνu(2)) da
for all δνu
(i) ∈ H1(0). Using this w(i) we update
β ← β + 
(
δg(ϕ(1),ϕ(2); w(1),w(2)) − ζ ′
)
. (4.32)
The procedure of solving the linear problem of Equation (4.31) for w(i) and updating β is repeated until
convergence whereupon we compute the sensitivity of Equation (4.25).
Note that we have to iterate here to solve the linear adjoint problem. However, this may be a desir-
able means to solve the saddle point problem, especially since the convergence is global and super linear
[31]. Also note that the primal bilinear operator δr(u(i),w(i); δu(i)) of Equation (4.30) that appears in
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the Newton iteration for ∆u(i) does not equal the adjoint bilinear operator, i.e., the left hand side of
Equation (4.31), that appears in the computation for w(i). All terms are equal save the presence of the∫
Γ
 〈g(ϕ(1),ϕ(2))〉 δ2g(ϕ(1),ϕ(2); w(1),w(2); δu(1), δu(2)) da integral in δr(u(i),w(i); δu(i)) which does not ap-
pear in the adjoint bilinear operator. However, upon convergence of the primal problem this “extra” term is
zero because 〈g(ϕ(1),ϕ(2))〉 = 0. Further note that in the primal ALM analysis the tangent matrix changes
with each Lagrange multiplier update. This is not the case in the adjoint ALM analysis which uses the same
tangent matrix from the converged primal analysis for all Lagrange multipliers updates. Finally we note that
we must subtract the integral
∫
Γ
(β −  ζ ′) δg(ϕ(1),ϕ(2); δνu(1), δνu(2)) da, cf. Equation (4.31), in the adjoint
load linear term. Fortunately this integral is similar to the
∫
Γ
(λ+ 〈g(ϕ(1),ϕ(2))〉) δg(ϕ(1),ϕ(2); w(1),w(2)) da
integral that appears in the primal analysis residual Equation (4.28). The finite element discretization of
the adjoint problem and the sensitivity analysis using the ALM are discussed in Appendix H.
4.6 Optimization problem
In the usual topology optimization the design domain Ωd is defined by piecewise uniform element volume
fraction field which equals νe over each element Ωe of the finite element mesh over the hold all domain Ω
such that Ωd =
⋃
e3 νe=1 Ωe. In our work, we define Ωd using an implicit function φ via the level-set method,
i.e., Ωd = {X ∈ Ω |φ(X) ≥ 0}. This level-set representation allows us to do shape, material, and topology
optimization [111, 7]. We parameterize φ, via B-splines [129] such that
φ(X,d) = d>Nˆ(X) , (4.33)
where Nˆ(X) = [Nˆ1(X), Nˆ2(X), ..., Nˆn(X)]
> is the vector of B-spline basis functions, and d = [d1, d2, ..., dn]>
is the vector of control points. Now the “height” components di of d replace the element volume fraction
parameters νe as the design variables, and the design space is the continuous smooth field φ which has a
priori control over small features. In this way, we do not need to introduce other restriction methods, e.g.,
filters, to formulate a well–posed TO problem. Notably, the cost associated with filtering is replaced by the
cost of the B-spline computations which is small since our tri-cubic B-spline is defined over a rectangular
cuboid with dimensions hx, hy, and hz in the respective directions, cf. Appendix D.
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We define the volume fraction via φ and the smoothed Heaviside function
ν(X,d) = Hη(φ(X,d))
=
1
2
+
1
2
tanh (η φ(X,d)) . (4.34)
Note that the volume fraction is continuous and independent of the finite element mesh. Since we restrict
the control points to di ∈ [−1, 1] and use tri-cubic B-splines, the gradient |∇φ| ≤ 27/(8hxhyhz) is bounded
and hence so is |∇ν| = H ′η(φ)|∇φ|. In this way, the B-spline parameterization necessarily enforces a “slope”
constraint [124], control small features, and thus renders a well-posed TO problem as dictated by the values
of hx, hy, hz, and η.
In our SIMP/ersatz approach, we define
ν˜ = (1− ν0) νp + ν0 , (4.35)
where ν0 is the “small” lower volume fraction limit and p is the penalty parameter. Using the above and
consistent with Equations (J.1) and (J.2), the material response is weighted by ν˜ , i.e.,
W ∗ = ν˜ W , (4.36)
S(F) = ∇W ∗(F) , (4.37)
DS(F) = D2W ∗(F) , (4.38)
where W is the hyperelastic energy function for the “stiff” material, cf. Appendix J.
In this erzatz approach, the contact conditions are satisfied for all contact surface regions regardless their
volume fraction. However, if a void region is in contact, i.e., the gap is zero, the corresponding pressure
Lagrange multipliers are small.
Our general topology optimization problem is defined as
min
d
f
subject to gj ≤ 0, j = 1, 2, ...,m .
(4.39)
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In the examples, we use the following objective functions,
fa =
∫
Ω
W ∗dv , (4.40)
fb =
2∑
i=1
[∫
Ω(i)
u(i) · b(i) ν dv +
∫
At (i)
u(i) · sp (i) da
]
, (4.41)
fc =
∫
γ
λda , (4.42)
where fa is the strain energy, fb the compliance, and fc the total contact force (cf. Appendix M).
For the constraint, we use the usual total volume fraction constraint wherein
ga =
1
|Ω|
∫
Ω
ν dv − νmax . (4.43)
4.7 Examples
In the following subsections, we generate optimal topologies applying the presented method. All the struc-
tures are modeled using the neo-Hookean hyperelastic material described in Appendix J. We specify the
Young’s modulus E and Poisson’s ratio ν and assign B = 0 so that A = E/(4(1+ν)) and κ = E/(3(1−2ν)).
The finite element simulations use (8-noded) tri-linear prismatic elements and NIKE3D [126] ALM and mor-
tar segment-to-segment methods [127] to enforce the contact constraints with the ALM penalty parameter
 = 102, and the convergence tolerance for the adjoint analysis adj = 10
−6. We model the level-set function
with tri-cubic B-splines, cf. Appendix D. The SIMP penalization power is p = 3 and the lower limit for
the penalized volume fraction is ν0 = 10
−2. We employ the nonlinear programming software IPOPT [156]
to solve the optimization problems. IPOPT converges successfully if the norm of the Karush-Kuhn-Tucker
(KKT) optimality conditions is smaller than the tolerance opt = 10
−4 (cf. Equations (5) and (6) in [156]),
unless otherwise stated.
4.7.1 Cylindrical die pressed into a rectangular domain
In this example, a stiff cylindrical die with Young’s modulus E = 1000 and Poisson’s ratio ν = 0.3 is pressed
into a compliant rectangular slab with E = 1 and ν = 0.3, cf. Figure 4.2. The die is initially resting
on top of the slab before its contact lines displaces -0.2 units in the vertical, i.e., z direction, while the
bottom displacement of the slab is fixed, cf. Figure 4.3. 8 × 5 × 1 and 23 × 10 × 8 finite element meshes
are used to model the die and the slab. The slab serves as the hold-all domain Ω in which we optimize the
material distribution to define Ωd so as to maximize the strain energy (i.e., minimize −fa/f0a ) subject to
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a maximum volume constraint νmax = 0.4 where the nominal, i.e., full volume, strain energy of the slab is
f0a = 4.1879× 10−2. The Heaviside parameter is η = 4.
For comparison purposes, we solve this TO problem with the B-spline parameterization and the more
common element wise parameterization density method. In the latter, every finite element has its own
volume fraction parameter νe rendering 1840 = 23× 10× 8 design variables. The length scale control on the
element wise problem is obtained via filtration with a cone filter radius of rf = 0.8 units [22]. Figure 4.4a
illustrates the optimized filtered volume fractions ν˜e wherein white, gray, and black represent void, porous,
and solid material regions respectively. For the B-spline optimization, we model the level-set function φ
using tri-linear B-splines via 840 = 15 × 8 × 7 control points, i.e., design variables. The optimal design for
this case, cf. Figure 4.4b, exhibits a smooth well-defined boundary. We repeat this problem for a finer slab
element mesh, cf. Figure 4.5, containing 13500 = 45× 20× 15 finite elements. The results are summarized
in Table 4.1 where It., nd, and nfea refer to the number of optimization iterations, the number of design
variables, and the number of finite elements. We also denote the number of nonzero entries in the filter
matrix which is surprisingly large.
The density method requires fewer optimization iterations than the B-spline. We attribute the difference
in computational cost to the additional nonlinearities in the design via the cubic nature of the splines. We
also note that the filter and B-spline length scales are controlled in different manners, although we selected
the filter radius and B-spline grid so as to obtain similar designs. The B-spline designs perform slightly
better than the density as a result of a more precise boundary definition in the B-spline design.
In this example, every primal analysis requires approximately 50 Newton iterations which includes ap-
proximately 4 pressure Lagrange multipliers updates, cf. Equation (4.29). On the other hand, the adjoint
analyses take 2 or 3 linear solutions for the Lagrange multipliers updates. Furthermore, the adjoint solution
reuses the tangent stiffness matrix from the converged primal analysis so as expected, the computational
cost for the adjoint analysis is far smaller than the primal analysis specially if a direct solver is used in which
case the stiffness matrix for the adjoint analysis is already factored.
Table 4.1: Optimal design summary for cylindrical die problem.
Method fa/f
0
a It. rf # nonzero filter nd nfea
matrix elements
Density 0.9480 11 0.8 2 744 144 13500 = 45× 20× 15 13500 = 45× 20× 15
Density 0.9545 13 0.8 47 392 1840 = 23× 10× 8 1840 = 23× 10× 8
B-spline 0.9600 20 - - 840 = 15× 8× 7 13500 = 45× 20× 15
B-spline 0.9594 21 - - 840 = 15× 8× 7 1840 = 23× 10× 8
We now study the effect of the Heaviside function wherein we solve the previous problem over the fine
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Figure 4.2: Cylindrical die pressed into design domain (a) isometric and (b) lateral view.
Figure 4.3: Deformed configuration for the cylindrical die pressed into design domain.
mesh with different parameters η = 2, 3, 4, 5, 6, 7, 8 for the B-spline approach, cf. Table 4.2. Figure 4.6
shows the optimal designs’ isosurfaces corresponding to volume fractions ν = 0.1 in green and ν = 0.9 in
red. The region between these two surfaces contains the gray, i.e., porous material; it shrinks as η increases.
Additionally, designs have better performance as smaller features are permitted. However, a very large η
causes numerical issues as the accuracy of the sensitivity computations erode. Indeed, in the extreme case
whereby we replace Equation (4.34) with the Heaviside, we obtain zero sensitivities at all integration points
save those on the boundary and at those points the derivative contains the Dirac delta function. Additionally,
since the maximum slope is function of η, for a large η the TO problem lacks a reasonable minimum length
scale.
It is worth noting that the optimizer mainly updates the gray regions because of their nonzero gradients,
cf. Equation (4.34). And since the gray region is penalized by the SIMP, the optimizer places material
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(a) (b)
Figure 4.4: Optimal topology design (a) filtered volume fraction (b) B-spline zero-level set for the cylindrical
die problem.
(a) (b)
Figure 4.5: Optimal topology design (a) filtered volume fraction (b) B-spline zero-level set for the cylindrical
die problem using a refined mesh.
judiciously, reducing the extent of gray region and thereby generating a predominantly black/white design.
For this reason, our initial design is totally gray, i.e., di = log(νmax/(1−νmax))/2η, which reduces the initial
design dependency and satisfies the volume fraction constraint.
4.7.2 Cylindrical die pressed into a cantilever beam
We repeat the previous example with a different boundary condition in which the now cantilevered slab is
fixed over the right rather than the bottom face, cf. Figure 4.7. Figures 4.8 and 4.9 show the optimal designs
obtained using the density and B-spline parameterizations, respectively. To allow small features, the filter
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Table 4.2: Optimal design summary for cylindrical die problem corresponding to different η.
fa/f
0
a It. η
0.9297 23 2
0.9528 23 3
0.9600 20 4
0.9639 25 5
0.9661 19 6
0.9675 18 7
0.9689 30 8
0.9696 20 9
0.9699 21 10
(a) (b)
(c) (d)
Figure 4.6: Optimal topology design isosurfaces for the cylindrical die problem with B-spline approach (a)
η = 2, (b) η = 4, (c) η = 6, and (d) η = 10.
radius is rf = 0.4. Table 4.3 summarizes the numerical results obtained from the 45× 20× 15 finite element
mesh and the Heaviside parameter η = 4.
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Again, the B-spline method requires more optimization iterations than the density. In this case however,
the density design performs better than the B-spline. This suggests that the selected cone filter allows
smaller features than the B-spline.
Figure 4.7: Deformed configuration for the cylindrical die pressed into a cantilever slab.
Table 4.3: Optimal design summary for cylindrical die pressed into a cantilever slab problem.
Method fa/f
0
a It. rf # nonzero filter nd
matrix elements
Density 0.6721 21 0.4 331 702 13 500 = 45× 20× 15
B-spline 0.6693 28 - - 3 718 = 26× 13× 11
4.7.3 Contact force
We next maximize the total contact pressure, cf. Equation (4.42), solving the same cylindrical die pressed
into the rectangular slab from the Subsection 4.7.1. Figure 4.10 shows the optimal topology obtained from
the 23 × 10 × 8 mesh. As expected, the design is similar as the ones obtained for maximum strain energy.
Figure 4.11 shows the design histories of the pressure, i.e., Lagrange multiplier, and the objective function.
Note that the initial design has a uniform ν = 0.4 volume fraction whereby the SIMP makes the slab very
soft which results in small contact pressures (Λi ≈ 10−2). The optimization process appears to be smooth
even though the pressure Lagrange multipliers switch from active to inactive and vice versa. We attribute
this smoothness to the mortar segment-to-segment method.
4.7.4 Sabot
In this final example, we design a sabot, which is a device that ensures the correct position of a cylindrical
slug traveling down an oversized annulus. The aluminum slug (E = 69GPa, ν = 0.33) is modeled as a
cylinder of radius 25.3mm. We model the sabot as a ring made of fiber reinforced isotropic composite
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(a)
(b) (c) (d)
(e) (f) (g)
Figure 4.8: (a) Optimal topology design for cylinder in contact with cantilever slab using density parame-
terization. Cuts at (b) x1 = 2.5, (c) x1 = 3.5, (d) x1 = 5, (e) x1 = 7, (f) x1 = 8, and (g) x1 = 9.
(E = 6GPa, ν = 0.33), whose inner radius (25.4mm) is in contact with the slug and whose the outer radius
(50.7mm) is in contact with the annulus. The steel annulus’ (E = 210GPa, ν = 0.26) inner and outer
radii are 50.8mm and 76.2mm, respectively. The height of each body is 25.4mm. We enforce a fixed radial
and tangential displacement on the outside boundary of the annulus and constrain the axial motion of all
the bodies on the bottom surface. To prevent rigid body rotations of the slug and the sabot, we constrain
motion in the y direction on two points in each body, cf. points A, B, C, and D in Figure 4.13. The slug
can experience a 1000g acceleration in any transverse direction, where g is the acceleration of gravity. We
apply the acceleration in the e1 direction. The slug, sabot and barrel are discretized via 10780, 46816, and
13552 finite elements, cf. Figure 4.13.
To accommodate the unknown loading direction, we enforce cyclic symmetry of the design. In addition,
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(a)
(b) (c) (d)
(e) (f) (g)
Figure 4.9: (a) Optimal topology design for cylinder in contact with cantilever slab using B-spline parame-
terization. Cuts at (b) x1 = 2.5, (c) x1 = 3.5, (d) x1 = 5, (e) x1 = 7, (f) x1 = 8, and (g) x1 = 9.
we enforce reflection symmetry about each sector’s midplane. To do this, we define the level-set function
such that φ(r, α) = φ(r, α∗), for α∗ = |mod(α+ β/2, β)− β/2|, where β = 2pi/np and np = 5 is the number
of polar sectors. For example, φ(r, α) is equal for α = −10◦, 10◦, 62◦, 82◦, 134◦, 154◦, 206◦, 226◦, 278◦, 298◦,
cf. Figure 4.12. We model φ with 396 = 11× 6× 6 design variables which correspond to a rectangular grid
that encompasses half of the first sector, cf. the gray region in Figure 4.12. To obtain a “skin” around the
design, we enforce the sabot to be solid in the regions where r < ri = 28.575mm and r > ro = 47.625mm.
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Figure 4.10: Optimal topology design for maximum total contact force for the cylindrical die pressed into a
rectangular slab.
(a) (b)
Figure 4.11: (a) Pressure Lagrange multipliers and (b) normalized total contact pressure optimization his-
tories for the cylindrical die pressed into rectangular slab problem.
To do this, we define the inner and outer skin level-set functions
φi(X) = m
(
ri −
√
(X · e1)2 + (X · e2)2
)
,
φo(X) = m
(√
(X · e1)2 + (X · e2)2 − ro
)
, (4.44)
where m = 5. We then use Boolean operators to define the level-set function φ˜ that represents the design,
i.e., from which the volume fraction ν is evaluated
φ˜(X,d) = φ(X,d) ∨ (φi(X) ∨ φo(X)) , (4.45)
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where ∨ is the logical disjunction operator, i.e., max function. We replace the max function with the R-
function φa ∨o φb = 12 (φa + φb +
√
(φa − φb)2 + φ −√φ) which as explained in [137] is positive valued if
φa > 0 or φb > 0. To make this function is differentiable at all pairs (φa, φb), we add the φ = 10
−4 > 0
term.
We minimize the compliance and limit the total volume fraction of the sabot to νmax = 0.5. The
optimization converges in 25 iterations to a topology that resembles a wheel with hollow spokes, cf. Figure
4.14.
Figure 4.12: Cyclic symmetry.
4.8 Conclusions
In this chapter, we use state-of-the-art contact algorithms and efficient optimization algorithms to solve
topology design problems with multiple three-dimensional deformable components in contact. Our simulation
is based on a general continuum formulation of the contact model to make it suitable to large deformation
problems. To solve the governing equation, we use the ALM due to its efficiency and accuracy.
The optimization problem is solved with nonlinear programming algorithms so efficient sensitivity com-
putations are essential. An analytical adjoint sensitivity analysis for general functionals is formulated using
the continuum formulation. And because we use the ALM to solve the primal analysis, we also use it to
solve the adjoint problem. This requires an iterative solution of the linear adjoint problem. Fortunately, the
adjoint analysis reuses the tangent stiffness matrix from the primal analysis and converges quickly.
NIKE3D’s mortar segment-to-segment method is used to discretize the contact problem so that the
contact forces vary smoothly. As such, the optimization history is well-behaved since the contact pressures
do not jump as nodes slide on/off the contact surface.
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Figure 4.13: Stress distribution for the nominal design filled with material for the sabot problem.
Our topology optimization uses a B-spline design parameterization independent of the finite element
discretization. This representation naturally regularizes the TO problem and ensures satisfaction of an
implicit slope constraint that eliminates small features. The B-spline representation also requires fewer
design variables compared to the usual element-wise parameterizations. Furthermore, we have a precise
description of the design boundary.
Modeling contact allows us to design with more meaningful response measures, e.g., on the total contact
force or uniformity of the contact force. Our sensitivity analysis accommodate such responses. Example
problems that maximize the total contact force, maximize the strain energy, and minimize the compliance
demonstrate the efficacy of our method.
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(a) (b)
(c) (d)
Figure 4.14: Optimal topology design for the sabot problem (a) isometric and (b) top views at x3 = 25.4mm,
and (c) isometric and (d) top views cut at x3 = 6.3mm.
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Chapter 5
Future work
5.1 Semi-analytical sensitivity analysis
In Chapter 2, we use a systematic methodology for evaluating analytical and semi-analytical sensitivity
expressions for numerical analysis. Unfortunately, we only present fairly simple examples, i.e., problems
with few degrees of freedom, to show the assumptions, accuracy, and consistency of the analytical and
semi-analytical sensitivity methods. For future work, we will apply these techniques to large complex design
problems to highlight the benefits and/or complications of implementing the semi-analytical method in a
large computational environment. One important application is in shape sensitivity analysis because the
semi-analytical method may be substantially easier to implement. We plan to do this by combining a mesh
generator with a finite element solver.
We develop these semi-analytical sensitivity expressions to both a first-order implicit-explicit time in-
tegration algorithm, and the widely used second-order Newmark time stepping method. Other possible
time integration schemes are the Runge–Kutta and Wilson–theta methods. Additionally, there are several
techniques for time stepping integration that offer user-controlled high-frequency damping, for example the
standard generalized-alpha method developed by Chung and Hulbert [30] and the modified generalized-alpha
method proposed by Kadapa et al. [73]. For future work, we will develop the analytical and semi-analytical
sensitivities expressions for these and other time stepping techniques.
5.2 Design of composite structures fabricated via additive
manufacturing
In the work done on fiber reinforced composite structural design, we obtain minimum compliance structures
that can be fabricated via DIW. The author will extend this implementation to optimize for other structural
considerations such as strength, buckling, etc. He will also throughly study and improve the material model
and conduct validation studies to verify its accuracy.
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We also want to explore the design of nonplanar 21⁄2-dimensional structures, and implement this opti-
mization approach to other AM, ATP, and AFP technologies whilst incorporating their respective manufac-
turing constraints. Perhaps this approach can be used to design components fabricated via Selective Laser
Melt (SLM) processes. For this, we would need a model that relates the laser trajectory to the material’s
anisotropic material properties.
In addition, we will integrate this approach with TO to simultaneously optimize the material and topol-
ogy. To do this, we need to incorporate an additional topology design field into the problem to distinguish
between material and void regions. We can use the B-spline parameterization to parameterize this added
field akin to our work on topology optimization of structures in contact and hence obviate the need for
additional length scale control.
5.3 Design of multiple deformable components in contact
Our study in Chapter 4 is limited to nonlinear elastic bodies and frictionless contact. In future work, the
author will compare designs with contact versus designs with prescribed traction to highlight the benefits
and/or complications for including contact. In addition, he will incorporate plasticity and friction.
Finally, we want to shape design multiple deformable bodies in contact. To do this, we could incorporate
analytical shape sensitivity analysis. Another option is to implement the semi-analytical method, which
could prove an attractive alternative for its ease of implementation.
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Appendix A
Tensor relations
The following fourth-order tensors (or 4-tensors) are used to obtain the incremental stiffness tensor. For our
purposes, a 4-tensor, e.g., C, is a linear function that maps a second-order tensor (or 2-tensor) into another
2-tensor, such that C[A] = B, where A and B are 2-tensors, and the [ ] notation indicates the argument
of the function. The zero 4-tensor O is defined as O[A] = O, where O is the zero 2-tensor, and the identity
I is defined such that I[A] = A for all A 2-tensors.
The dyadic (outer or tensor) product of the 2-tensors A and B is the 4-tensor A⊗B defined such that
(A⊗B)[C] = (B ·C)A for all C 2-tensors .
For convenience, we define the transposition 4-tensor T such that
T[A] = A> for all A 2-tensors ,
and the symmetrizer 4-tensor S such that
S =
1
2
(I+T) ,
so that S[A] = 12 (A + A
>).
The conjugation product of the 2-tensors A and B is the 4-tensor (AB) defined such that
(AB)[C] = ACB> for all C 2-tensors .
Note that for all 2-tensors A and B, we have
(AB)> = (A> B>) ,
(AB)T = T(BA) .
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Appendix B
Matrix relations
The following matrix relations are used to streamline the finite element analysis. The vector representation
vec(A) of a 2-tensor A is
vec(A) =

A11
A21
A31
A12
A22
A32
A13
A23
A33

.
The matrix representation mat(C) of a 4-tensor C is
mat(C) =

C1111 C1121 C1131 C1112 C1122 C1132 C1113 C1123 C1133
C2111 C2121 C2131 C2112 C2122 C2132 C2113 C2123 C2133
C3111 C3121 C3131 C3112 C3122 C3132 C3113 C3123 C3133
C1211 C1221 C1231 C1212 C1222 C1232 C1213 C1223 C1233
C2211 C2221 C2231 C2212 C2222 C2232 C2213 C2223 C2233
C3211 C3221 C3231 C3212 C3222 C3232 C3213 C3223 C3233
C1311 C1321 C1331 C1312 C1322 C1332 C1313 C1323 C1333
C2311 C2321 C2331 C2312 C2322 C2332 C2313 C2323 C2333
C3311 C3321 C3331 C3312 C3322 C3332 C3313 C3323 C3333

.
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For a k ×m matrix A, and the n× l matrix B, the Kronecker product is the kn×ml matrix defined as
AB =

A11B A12B . . . A1mB
A21B A22B . . . A2mB
...
...
...
Ak1B Ak2B . . . AkmB

,
and for the m× n matrix X, it can be verified that
vec(A X B) = (B> A) vec(X) .
For any 2-tensors A and B, we note that
mat(A⊗B) = vec(A) vec(B)> ,
mat(AB) = vec(B) vec(A) .
109
Appendix C
B-surface
Figure C.1: Cubic B-spline shape functions.
Figure C.2: B-spline curve (x, φ) with grid of control point coordinates X¯ = [0, 2, 4, 6, 8, 10]> and vector of
height parameters d = [0, 4, 6, 6, 5, 1]>.
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In one dimension, the uniform cubic B-spline shape functions are defined as
N¯1(ξ) =
1
48
(1− 3ξ + 3ξ2 − ξ3) ,
N¯2(ξ) =
1
48
(23− 15ξ − 3ξ2 + 3ξ3) ,
N¯3(ξ) =
1
48
(23 + 15ξ − 3ξ2 − 3ξ3) ,
N¯4(ξ) =
1
48
(1 + 3ξ + 3ξ2 + ξ3) ,
(C.1)
where ξ ∈ [−1, 1]. A B-spline (x(ξ), φ(ξ)) is composed by segments (or patches) such that x(ξ) = X¯>i N¯(ξ)
and φ(ξ) = d>i N¯(ξ) where X¯i is the 4× 1 local vector of control point coordinates and di is the 4× 1 local
vector of height parameters for the patch i, cf. Figure C.2.
For two-dimensions, the shape functions for uniform bi-cubic B-surface shape functions over the [−1, 1]2
domain are obtained from the outer product of the B-spline functions, i.e.,
Nˆ(ξ) = [N¯1(ξ1)N¯1(ξ2), N¯1(ξ1)N¯2(ξ2), N¯1(ξ1)N¯3(ξ2), ..., N¯4(ξ1)N¯4(ξ2)]
> . (C.2)
For simplicity, we use a rectangular domain with uniform rectangular patches. If we have nx by ny patches,
there is a total of (nx + 3)(ny + 3) control points, e.g., the B-surface in Figure 3.3 has 4 × 3 patches with
a total of 7× 6 control points. Given the physical control grid point coordinates Xˆi = [x1 x2 . . . x16]> for
the patch i, and a position x∈ R2 in the patch, the level-set function φ ∈ R is defined with an iso-parametric
formulation, i.e.,
φ(x)|x=Xˆ>i Nˆ(ξ) = d
>
i Nˆ(ξ) , (C.3)
where di is the 16× 1 vector of height parameters for the patch i. Since we use a rectangular domain, the
inverse mapping is straight forward
ξ = 2 diag
(
1
hx
,
1
hy
)
(x− xc) , (C.4)
where xc is the center location of the patch and hx and hy are the edge lengths of the patches in the eˆ1 and
eˆ2 directions, cf. Figure C.3.
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(1)
(2)
(...)
(ny)
(ny + 1)
(i)
(nynx)
eˆ2
eˆ1
1
2
3
...
ny+3
ny+4
(nx+3)(ny+3)
hy
hx
x
1
2
3
4
5
6
7
8
9
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11
12
13
14
15
16
2
2
ξ2
ξ1
Figure C.3: Rectangular grid of control points in physical coordinates and mapping with respect to the
reference coordinate system.
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Appendix D
Tri-cubic B-spline
For three-dimensions, the shape functions for uniform tri-cubic B-spline over the [−1, 1]3 domain are obtained
from the outer product of the one-dimensional B-spline functions, i.e.,
Nˆ(ξ) =

N¯1(ξ1)N¯1(ξ2)N¯1(ξ3)
N¯1(ξ1)N¯1(ξ2)N¯2(ξ3)
N¯1(ξ1)N¯1(ξ2)N¯3(ξ3)
...
N¯4(ξ1)N¯4(ξ2)N¯4(ξ2)

.
If we have a rectangular cuboid domain with uniform nx×ny ×nz patches, there is a total of (nx + 3)(ny +
3)(nz + 3) control points.
We use an isoparametric mapping to define the level–set function φ. Given the physical control point
coordinates Xˆi = [Xˆ1 Xˆ2 ... Xˆ64]
> for a patch i, and a position X in the patch, the level–set function φ is
defined such that
φ(X)|X=Xˆ>i Nˆ(ξ) = d
>
i Nˆ(ξ) , (D.1)
where di is the 64×1 vector of height parameters for the patch i. Since we use a rectangular cuboid domain,
the inverse mapping is straight forward
ξ = 2 diag
(
1
hx
,
1
hy
,
1
hz
)
(X−Xc) (D.2)
where Xc and hx, hy, and hz are the center location and the edge lengths of the patch in the eˆ1, eˆ2, and eˆ3
directions, Figure D.1.
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Figure D.1: Rectangular grid of patches in physical coordinates and mapping to the reference coordinate
system.
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Appendix E
Composite properties
The material properties used for the examples correspond to a chopped carbon fiber composite with fiber
volume fraction vf = 0.062, fiber length lf = 500µm, and fiber diameter df = 0.7 µm. The chopped carbon
fiber composite is modeled as transversely isotropic material where the axis of isotropy is aligned with the
fiber direction. We use the composite material with elastic constants EL = 7.48 GPa, ET = 4.47 GPa,
GLT = 1.7 GPa, GTT = 1.63 GPa, νLT = 0.33, νTT = 0.37, and density ρ = 1.15 g/cm
3. For the local
coordinate system, the fiber direction is defined as the eˆ1 direction. We employ the following Voigt convention
for the stress, strain and stiffness
[σ1, σ2, σ3, σ4, σ5, σ6] = [σxx, σyy, σzz, σxy, σyz, σxz], (E.1)
[1, 2, 3, 4, 5, 6] = [xx, yy, zz, 2xy, 2yz, 2xz], (E.2)

σ1
σ2
σ3
σ4
σ5
σ6

= [C0]

1
2
3
4
5
6

=

c011 c
0
12 c
0
12 0 0 0
c012 c
0
22 c
0
23 0 0 0
c012 c
0
23 c
0
22 0 0 0
0 0 0 c044 0 0
0 0 0 0 c055 0
0 0 0 0 0 c044


1
2
3
4
5
6

. (E.3)
The relationships between the material constants and the stiffness components for a transversely isotropic
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material are given by
νTL = νLT
ET
EL
∆ = 1− 2νLTνTL − νTTνTT − 2νLTνTTνTL
c011 = EL
(1− ν2TT )
∆
c022 = ET
(1− νLTνTL)
∆
c012 = ETνLT
(1 + νTT )
∆
c023 = ET
νTT + νTLνLT
∆
c044 = GLT
c055 = GTT
. (E.4)
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Appendix F
Transformation of the stiffness
The stiffness in the global system is defined via Equation (3.25) where the rotation matrix is given by
Rz(α) =

cos(α) − sin(α) 0
sin(α) cos(α) 0
0 0 1
 . (F.1)
Consistent with our Voigt notation, it can be shown that
Rz(α)  Rz(α) =

cos2(α) sin2(α) 0 −2 cos(α) sin(α) 0 0
sin2(α) cos2(α) 0 2 cos(α) sin(α) 0 0
0 0 1 0 0 0
cos(α) sin(α) − cos(α) sin(α) 0 cos2(α)− sin2(α) 0 0
0 0 0 0 cos(α) sin(α)
0 0 0 0 − sin(α) cos(α)

. (F.2)
We use the trigonometric functions of multiple angles to reduce the numerical error in the computation
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of the rotation tensors and their sensitivities
cs = cos(α) sin(α) = sin(2α)/2 ,
c2 = cos2(α) =(1 + cos(2α))/2 ,
s2 = sin2(α) =(1− cos(2α))/2 ,
c4 = cos4(α) =(3 + 4 cos(2α) + cos(4α))/8 ,
s4 = sin4(α) =(3− 4 cos(2α) + cos(4α))/8 ,
c2s2 = cos2(α) sin2(α) =(1− cos(4α))/8 ,
c3s = cos3(α) sin(α) =(2 sin(2α) + sin(4α))/8 ,
cs3 = cos(α) sin3(α) =(2 sin(2α)− sin(4α)a)/8 .
(F.3)
In this way the components of the rotated elasticity tensor C(α), cf. Equation (3.25), in Voigt notation are
c11 =c
0
11c
4 + c022s
4 + (2c012 + 4c
0
44)c
2s2 ,
c12 =c
0
12(c
4 + s4) + (c022 + c
0
11 − 4c044)c2s2 ,
c13 =c
0
12c
2 + c023s
2 ,
c14 =(c
0
11 − c012 − 2c044)c3s+ (c012 − c022 + 2c044)cs3 ,
c22 =c
0
22c
4 + c011s
4 + (2c012 + 4c
0
44)c
2s2 ,
c23 =c
0
23c
2 + c012s
2 ,
c24 =(c
0
11 − c012 − 2c044)cs3 + (c012 − c022 + 2c044)c3s ,
c33 =c
0
22 ,
c34 =(c
0
12 − c023)cs ,
c44 =c
0
44(c
4 − 2c2s2 + s4) + (c011 − 2c012 + c022)c2s2 ,
c55 =c
0
55c
2 + c044s
2 ,
c56 =(c
0
44 − c055)cs ,
c66 =c
0
44c
2 + c055s
2 .
(F.4)
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To evaluate the sensitivity of the stiffness matrix respect to the angle, i.e., dC/dα, we define
dc4 =(−2 sin(2α)− sin(4α))/2 ,
ds4 =(2 sin(2α)− sin(4α))/2 ,
dc3s =(cos(2α) + cos(4α))/2 ,
dcs3 =(cos(2α)− cos(4α))/2 ,
(F.5)
dc11 =c
0
11dc
4 + c022ds
4 + (c012 + 2c
0
44) sin(4α) ,
dc12 =c
0
12(dc
4 + ds4) + (c022 + c
0
11 − 4c044) sin(4α)/2 ,
dc13 =(−c012 + c023) sin(2α) ,
dc14 =(c
0
11 − c012 − 2c044)dc3s+ (c012 − c022 + 2c044)dcs3 ,
dc22 =c
0
22dc
4 + c011ds
4 + (c012 + 2c
0
44) sin(4α) ,
dc23 =(−c023 + c012) sin(2α) ,
dc24 =(c
0
11 − c012 − 2c044)dcs3 + (c012 − c022 + 2c044)dc3s ,
dc34 =(c
0
12 − c023) cos(2α) ,
dc44 =c
0
44(dc
4 − sin(4α) + ds4) + (c011 − 2c012 + c022) sin(2α)/2 ,
dc55 =(−c055 + c044) sin(2α) ,
dc56 =(c
0
44 − c055) cos(2α) ,
dc66 =(−c044 + c055) sin(2α) .
(F.6)
So that, again using Voigt notation,
d[C]
dα
=

dc11 dc12 dc13 dc14 0 0
dc12 dc22 dc23 dc24 0 0
dc13 dc23 0 dc34 0 0
dc14 dc24 dc34 dc44 0 0
0 0 0 0 dc55 dc56
0 0 0 0 dc56 dc66

. (F.7)
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Appendix G
Material modeling error
The material model we use, like any material model, is an approximation of physical reality. Notably there is
stiffness in all directions for any point in the body. However, if the adjacent toolpaths Cki and Ck−1i on layer
Ωi do not abut one another, then the stiffness in that region will only be in the direction of the toolpaths
Cki and Ck−1i , i.e., there will be no transverse stiffness. Nonetheless, we assume macroscopic stiffness in
all directions due to the volume weighted approximation of Equation (3.24). And clearly our fabricated
specimens would fail the validation process without this traverse stiffness. In reality, this traverse stiffness
comes from the adjacent layers. To study this layer interaction effect and the accuracy of our material
model, we perform the numerical homogenization of RVEs that include the adjacent layers. This is also an
approximation as there is no periodic space filling unit cell in our optimized designs.
Figure G.1 shows the front and side sections of toolpaths corresponding to the layers Ωi−1, Ωi, and
Ωi+1, where the dashed lines indicate the RVE boundaries. The thickness and height of the toolpaths are
b = 0.6mm and h = 0.3mm respectively. For convenience, the distance between the toolpaths is l for all
three layers. Also, the toolpaths in Ωi are orthogonal to the toolpaths in the adjacent layers. Thus, it can be
shown that l = b/ν where ν is the volume fraction of the material in the RVE. For the layer Ωi, the fibers are
parallel to e1 which stiffness is C(0), cf. Equation (3.25). For layers Ωi−1 and Ωi+1 the stiffness is C(pi/2)
since the fibers are parallel to e2. For the numerical homogenization, we use fitted meshes for different
volume fractions, cf. Figures G.3a, G.3b, and G.3c. We apply unit strains, impose periodic boundary
conditions on the RVE, perform the finite element analyses, and evaluate the homogenized properties.
In order to validate our “effective” material model, we compute the homogenized properties using the
RVE in dashed lines shown in Figure G.2 where each layer’s stiffness is based on the volume fraction and the
fiber orientation, cf. Equation (3.24). Thus, the stiffness for the material in Ωi is νC(0), and for the adjacent
layers Ωi−1 and Ωi+1 the stiffness is νC(pi/2). For the numerical homogenization, we use the rectangular
mesh shown in Figure G.3d.
Figure G.4 compares the homogenized properties of our effective material model versus the fitted mesh
model for different volume fractions. We conjecture that, the homogenized stiffness of our effective model is
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higher than the fitted mesh model because the empty space between toolpaths carries load in the effective
model but not in the fitted mesh model. Our future research will develop a more accurate material model.
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Figure G.1: RVE dimensions for fitted mesh.
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Figure G.2: RVE dimensions.
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(a) (b)
(c) (d)
Figure G.3: RVE with adjacent layers using (a) a fitted mesh for ν = 0.4, (b) ν = 0.6, (c) ν = 0.8, and (d)
for our material model.
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(a) (b)
(c) (d)
(e) (f)
Figure G.4: Homogenized constitutive coefficients.
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Appendix H
Finite element discretization
In the finite element discretization, we use fairly standard notation as well as some less used matrix operations
defined in Appendix B. In each tri-linear hexahedral finite element Ωe, the displacement field is approximated
as
u(X) = Ue N(X)
= N(X) vec(Ue) , (H.1)
where Ue = [U1 U2 · · · U8] is the element displacement matrix of dimension 3 × 8, U(i) is the 3 × 1
displacement vector of element node i = 1, 2, . . . , 8, and N(X) = [N1(X), N2(X), . . . , N8(X)]
> is the 8 × 1
vector of element shape functions. In the last expression, I is the 3 dimensional identity matrix, so N(X) =
N(X)>  I is 3× 24 and vec(Ue) is 24× 1.
The spatial derivatives of u are obtained by differentiating the basis functions, i.e.,
Du(X) = UeDN(X)
vec(Du(X)) = G(X) vec(Ue) , (H.2)
where Du(X) is 3× 3, vec(Du(X)) is 9× 1, and G(X) = DN>(X) I is 9× 24.
The primal problem is discretized as
Rb −P = 0 , (H.3)
where P is the external load vector and Rb is the bulk internal force vector that is obtained by assembling
the element Ωe internal force vectors
Rbe =
∫
Ωe
G>(X) vec(S(F(X))) dv . (H.4)
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The Newton updates are obtained by solving the linearized equation
Kb
(
UI
)
∆U = P−Rb (UI) , (H.5)
and updating U as
UI+1 = UI + ∆U . (H.6)
Iterations continue until convergence.
The bulk tangent matrix Kb is computed by summing the element Ωe tangent stiffness matrices
Kbe =
∫
Ωe
G>(X) mat (DS(F(X))) G(X) dv . (H.7)
For the contact computations, we parameterize the λ scalar field such that over the face f of an element
λ(X) = Λf M(X) , (H.8)
where Λf = [Λ1,Λ2,Λ3,Λ4] is the 1 × 4 local vector of nodal Lagrange multipliers and M(X) =
[M1(X),M2(X),M3(X),M4(X)]
> is 4× 1 facet vector of basis functions. In this way, the element residual
vector associated with rc is evaluated from the two integrals
Rw
(i)
e =
∫
Γe
N>λ
∂g
∂u(i)
da ,
Rβe =
∫
Γe
M g da , (H.9)
which respectively correspond to the
∫
Γ
λ δg(ϕ(1),ϕ(2); w(1),w(2)) da and
∫
Γ
β g(ϕ(1),ϕ(2)) da integrals. The
element tangent matrix is evaluated from the matrices
Kw
(i)∆u(j)
e =
∫
Γe
N>λ
∂2g
∂u(i)∂u(j)
N da ,
Kβ∆u
(j)
e =
∫
Γe
M
∂g
∂u(i)
N da ,
Kw
(i)∆λ
e =
∫
Γe
N>
(
∂g
∂u(i)
)>
M> da , (H.10)
which respectively correspond to the
∫
Γ
λ δ2g(ϕ(1),ϕ(2); w(1),w(2); ∆u(1),∆u(2)) da,∫
Γ
β δg(ϕ(1),ϕ(2); ∆u(1),∆u(2)) da and
∫
Γ
∆λ δg(ϕ(1),ϕ(2); w(1),w(2)) da integrals. Note that the net
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tangent stiffness matrix for these nonlinear elastic bodies in contact is symmetric.
To discretize the contact equations we use the mortar segment-to-segment method developed by Puso and
Laursen [127, 128] and implemented in the NIKE3D finite element software [126]. As previously mentioned,
the gap function g, is locally non-differentiable when the projection point y¯ is non-unique. In practical
applications, this discontinuity usually disappears when the slave point gets closer to the master contact
surface in the iterative process [160]. The mortar segment-to-segment method relies on the fact that the
contact surface is convex and not overly warped, so when the mating segments are in close proximity, a
unique projection exists. Non-differentiability also occurs when strict complementarity occurs. Again as
previously mentioned, this situation seldom occurs in practical computations [40]. Despite these potential
problems, the mortar segment-to-segment method is robust and appears stable since the contact forces vary
smoothly and do not jump as nodes slide on/off the contact boundary.
The finite element analysis of the adjoint problem using the ALM is summarized in Algorithm 1. The
vectors ∂θ/∂Λ and ∂θ/∂U correspond to
∫
Γ
ζ ′δνλ da and
∑2
i=1
∫
Ω(i)
(∇1pi · δνu(i) +∇2pi · ∇δνu(i)) dv, re-
spectively, cf. Equation (4.20). We use the same finite element discretization of the primal analysis, so
w(X) = We N(X) is the adjoint displacement and β(X) = BfM(X) is the adjoint Lagrange multiplier, cf.
Equations (H.1) and (H.8). Kβ∆u = Kw∆λ
>
is the assembled matrix partition from Equation (H.10). The
adjoint constraint vector Gadj includes only active constraints. We solve the linear adjoint problem with
the same tangent stiffness matrix K which is derived from the δr of Equation (4.30) of the ALM primal
problem. This process is repeated until the norm of the adjoint constraint is satisfied to within a user-defined
tolerance, i.e., |δg(ϕ(1),ϕ(2); w(1),w(2)) − ζ ′| < adj .
Algorithm 1: Adjoint sensitivity analysis for ALM
compute θ, ∂θ/∂U, ∂θ/∂Λ ;
initialize W0 and B0 to zero;
do
compute Gadj = Kβ∆uWj − ∂θ/∂Λ;
remove inactive constraints, if Λi = 0, then G
adj
i = 0, i = 1, 2, ...,m;
update Bj+1 ← Bj + Gadj ;
solve KWj+1 = ∂θ/∂U−Kw∆λ (Bj+1 −  ∂θ/∂Λ) for Wj+1 ;
while |Gadj | > adj ;
As discussed on numerous occasions, non-differentiability occurs in cases of strict complementary, i.e.,
Λi = 0 and Gi = 0. We assume this case is rare in practical computations. Nevertheless, in our algorithm,
if a node has zero pressure, i.e., Λi = 0, it is treated as an inactive constraint. For validation, we compare
our computed sensitivities with the sensitivities obtained by finite differences. These computations agree to
within small discrepancies that are attributed to the truncation and round–off errors of the finite difference
126
computation. We attribute this accuracy to the use of the mortar segment-to-segment method because if a
new node is introduced to the active set of the contact surface there is a smooth variation of the contact
forces.
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Appendix I
Kinematic relations
The following relations are used to derive the incremental elasticity tensor and gap variation. The derivative
of the right Cauchy-Green strain tensor C = F>F acting on the differential δF is obtained as
∂C
∂F
[δF] = δF>F + F>δF
=
(
I F>
)
T[δF] +
(
F>  I
)
[δF]
= 2S(F I)>[δF] . (I.1)
Note that det(C) = J2 and ∇det(C) = det(C) C−>, so it can be shown that, for the symmetric C
∇J(C) = 1
2
J C−1 , (I.2)
D2J(C) =
1
2
J
(
1
2
C−1 ⊗C−1 −C−1 C−1
)
S , (I.3)
where we used
∂C−1
∂C
= −C−1 C−1 . (I.4)
The isochoric part of F is F¯ = J−1/3F, i.e., det
(
F¯
)
= 1. With F¯, we construct C¯ = F¯>F¯ = J−2/3C.
Using the above, we readily obtain
∂C¯
∂C
= J−2/3
(
S− 1
3
C⊗C−1
)
. (I.5)
We also utilize the derivative
∂
∂C
(
∂C¯
∂C
>
[ A ]
)
= −1
3
J−2/3
(
S[A]⊗C−1 + C−1 ⊗A)
+
1
3
J−2/3 (C ·A)
(
1
3
C−1 ⊗C−1 + C−1 C−1S
)
, (I.6)
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where A is a symmetric 2-tensor.
N and n are the normal vectors to the surface boundaries ∂Ω and ∂ω respectively. These vectors are
related by
n =
F−>N
|F−>N| =
(
F−>N · F−>N)− 12 F−>N . (I.7)
The differential of n with respect to F acting on δF gives
∂n
∂F
[δF] = −1
2
(
F−>N · F−>N)− 32 (−2 F−>N · F−>δF>F−>N)F−>N−(
F−>N · F−>N)− 12 F−>δF>F−>N
= − (I− n⊗ n ) F−>δF>n . (I.8)
Note that δn · n = 0, i.e., the variation δn = ∂n/∂F[δF] is perpendicular to the normal n.
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Appendix J
Energy functional and stress
The hyperelasticity assumption and objectivity require
S(F) = ∇W (F)
= 2 F∇Wˆ (C) , (J.1)
where W is the strain energy. As such
DS(F) = D2W (F)
= 2 I∇Wˆ + 4 (F I)D2Wˆ (C)(F I)> . (J.2)
We consider a hyperelastic material that uses the so-called F-bar element formulation presented by Simo
and Taylor [140] to provide nearly incompressible behavior while avoiding locking. Using this kinematic
description, a Mooney-Rivlin material has the strain energy density functional of the form
Wˆ (C) = U (J) + Φ (C) , (J.3)
where U (J) and Φ (C) represent the volumetric and deviatoric parts of W (F) respectively. The volumetric
part is defined by
U(J) =
1
2
κ (ln J)
2
, (J.4)
where κ is interpreted as the bulk modulus and represents a penalty parameter to achieve incompressibility
via the penalty method. The deviatoric part is
Φ (C) = Φˆ
(
I¯1(C¯), I¯2(C¯)
)
= A
(
I¯1
(
C¯
)− 3)+B (I¯2 (C¯)− 3) , (J.5)
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where A and B are material coefficients, and I¯1
(
C¯
)
= tr
(
C¯
)
and I¯2
(
C¯
)
= 1/2[
(
I¯1(C¯)
)2 − tr (C¯2)] are the
first and second invariants of C¯. This model differs from the standard Mooney-Rivlin form in that I¯1 and
I¯2 are invariants of the deviatoric right Cauchy-Green tensor.
For completeness the derivatives of Wˆ are provided as
∇Wˆ = U ′∇J +
(
∂C¯
∂C
)>(
∂Φˆ
∂I¯1
∇I¯1 + ∂Φˆ
∂I¯2
∇I¯2
)
, (J.6)
D2Wˆ = U ′′∇J ⊗∇J + U ′D2J + ∂
∂C
∂C¯
∂C
>[
∂Φˆ
∂I¯1
∇I¯1 + ∂Φˆ
∂I¯2
∇I¯2
] (J.7)
+
(
∂C¯
∂C
)>(
∂Φˆ
∂I¯1
D2I¯1 +
∂Φˆ
∂I¯2
D2I¯2
)
∂C¯
∂C
,
where we use the fact that Φˆ is linear in the invariants I¯1 and I¯2. We also note that U
′(J) = (κ/J) lnJ ,
U ′′(J) = (κ/J2) (1− ln J), ∇I¯1(C¯) = I, D2I¯1(C¯) = O, ∇I¯2(C¯) = I¯1I−C¯, D2I¯2(C¯) = I⊗I−I, ∂Φˆ/∂I¯1 = A,
∂Φˆ/∂I¯2 = B, and that the A =
[
∂Φˆ/∂I¯1∇I¯1 + ∂Φˆ/∂I¯2∇I¯2
]
in Equation (J.7) is treated as a constant using
Equation (I.6).
For the finite element implementation, the Jacobian J is replaced with Θ which, to avoid locking, is
defined as the average Jacobian over the finite element Ωe, i.e.,
Θ =
|ωe|
|Ωe| . (J.8)
In the incompressible limit, the values of J and the relative volume Θ approach unity, and the standard
Mooney-Rivlin model is recovered.
Note that for C = I, we have zero residual stress as ∇Wˆ = 0 and the linearized elasticity tensor
C = 4D2Wˆ |C=I = 4(A+B)I+
(
κ− 4
3
(A+B)
)
I⊗ I . (J.9)
For isotropy C = 2µI+λI⊗I, so for consistency with linear elasticity, it is necessary that the shear modulus
is µ = 2(A+B) and that κ− 43 (A+B) = κ− 23µ = λ.
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Appendix K
Surface coordinates
The following derivations are used to obtain the gap function variations. We assume any surface can be
explicitly defined, i.e., Γ = {Y ∈ Ω|Y = Ψ(ξ) = 0 for all ξ ∈ S ⊂ R2} where S is a two dimensional plane.
On such surfaces we define the covariant basis vectors which vary point to point as
Eα(Y) |Y=Ψ(ξ) =
∂Ψ(ξ)
∂ξα
, (K.1)
cf. Figure K.1. The span of these two vectors defines the tangent plane of Γ at Y = Ψ(ξ), i.e., TΓ(Y). Note
the subscript indices always refer to covariant quantities. Any vector z on this plane can be described in
terms of the contravariant components zα, indicated by the superscript indices, as
z = zα Eα , (K.2)
where the sum on the repeated Greek indices is for α = 1, 2. We can now define the tangent plane of Γ at
Y = Ψ(ξ) more precisely as TΓ(Y) = {z|z = zα Eα(Y)}.
The contravariant components are determined as
zα = z ·Eα , (K.3)
where the Eα are the contravariant basis vectors. The covariant and contravariant basis vectors are related
such that
Eα ·Eβ = δβα , (K.4)
where δβα is the Kronecker product. In this way, the identity tensor is
I = Eα ⊗Eα . (K.5)
132
Figure K.1: Surface Γ defined such that Y = Ψ(ξ(1), ξ(2)) where Ψ(ξ(1), ξ(2)) = {ξ(1), ξ(2), ξ(1) +1/9 (ξ(2))2}.
The basis vectors are E1 = {1, 0, 1}, E2 =
{
0, 1, 2ξ
(2)
9
}
, E1 = 1
4(ξ(2))2+162
{
4(ξ(2))2 + 81,−18ξ(2), 81}, E2 =
1
2(ξ(2))2+81
{−9ξ(2), 81, 9ξ(2)}. The covariant (black) and contravariant (red) bases, normal vector (green)
and tangent plane TΓ(Y) are illustrated at Y = {1, 1.5, 1.25} = Ψ(1, 1.5).
Indeed, for any vector z we have
z = zα Eα = (z ·Eα) Eα = (Eα ⊗Eα) z . (K.6)
And since the identity tensor is symmetric we also have
I = Eα ⊗Eα . (K.7)
We can find the contravariant basis vectors in another way. To do this, we define the metric tensor A.
Its covariant components are defined such that
Aαβ = Eα ·Eβ (K.8)
so that
A = Aαβ E
α ⊗Eβ . (K.9)
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A is obviously symmetric. We can equally define A in terms of its contravariant components
Aαβ = Eα ·Eβ (K.10)
so that
A = Aαβ Eα ⊗Eβ . (K.11)
In this way
E1 = (E1 ·E1) E1 + (E1 ·E2) E2 = A1α Eα ,
E2 = (E2 ·E1) E1 + (E2 ·E2) E2 = A2α Eα , (K.12)
and similarly
E1 = (E1 ·E1) E1 + (E1 ·E2) E2 = A1α Eα ,
E2 = (E2 ·E1) E1 + (E2 ·E2) E2 = A2α Eα . (K.13)
Using the above we obtain
I = Eα ⊗Eα
= A1α Eα ⊗A1β Eβ +A2α Eα ⊗A2β Eβ
= (A11A11 +A
21A21)E1 ⊗E1 + (A11A12 +A21A22)E1 ⊗E2 +
(A12A11 +A
22A21)E2 ⊗E1 + (A12A12 +A22A22)E2 ⊗E2
= Eα ⊗Eα . (K.14)
Solving the above four component equations, e.g., (A11A11 +A
21A21) = 1, we find that the components A
αβ
are related to the components Aαβ such that
[Aαβ ] = [Aαβ ]
−1 , (K.15)
i.e., their matrices of components have an inverse relation. So knowing Ψ we can define the covariant basis
vectors Eα = ∂Ψ/∂ξ
α, the covariant metric tensor components Aαβ = Eα · Eβ , the contravariant metric
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tensor components Aαβ from the [Aαβ ] = [Aαβ ]
−1 relation and the contravariant basis vectors Eα = Aαβ Eβ .
Finally we can express any vector z ∈ TA(Y) in its component form as described above.
We can readily convert covariant components to contravariant components and vice versa. To see this
we note that for any z ∈ TA(Y) we have
zα = z ·Eα
= zβE
β ·Eα
= zβA
βγEγ ·Eα
= Aαβ zβ . (K.16)
Similarly
zα = Aαβ z
β . (K.17)
The normal vector is perpendicular to the plane defined by the tangent vectors, i.e., it is defined as
N =
E1 ∧E2
|E1 ∧E2| . (K.18)
Since the covariant and contravariant basis vectors define the same tangent space TA(Y), the covariant and
contravariant normal vectors are the same so we do not distinguish between them.
We now define the surface curvature tensor H in terms of its covariant components, i.e.,
H = Hαβ E
α ⊗Eβ , (K.19)
where
Hαβ =
∂2Ψ
∂ξα∂ξβ
·N . (K.20)
H is also seen to be symmetric.
Using the metric tensor H can be alternatively be expressed as
H = Hαβ Eα ⊗Eβ = Hα··β Eα ⊗Eβ = H ·βα· Eα ⊗Eβ , (K.21)
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where
Hαβ = AαγHγηA
ηβ ,
Hα··β = A
αγHγβ ,
H ·βα· = HαγA
αγ . (K.22)
We now relate the curvature to the derivative of the normal vector. To do this, note that N ·N = 1 so
that
∂N
∂ξα
·N = 0 , (K.23)
i.e., ∂N∂ξα ∈ TA(Y) and hence
∂N
∂ξα
=
(
∂N
∂ξα
)β
Eβ . (K.24)
Taking the inner product with Eγ reveals
∂N
∂ξα
·Eγ =
(
∂N
∂ξα
)β
Eβ ·Eγ =
(
∂N
∂ξα
)β
Aβγ . (K.25)
Continuing we now use the previously stated observation that Eγ · N = 0 so differentiating this equality
with respect to ξα and using Equations (K.1) and (K.20) gives
Eγ · ∂N
∂ξα
= −∂Eγ
∂ξα
·N = − ∂
2Ψ
∂ξγ∂ξα
·N = −Hγα . (K.26)
Combining the above two equations renders
(
∂N
∂ξα
)β
Aβγ = −Hγα , (K.27)
or using the contravariant-covariant relation [Aαβ ] = [Aαβ ]
−1
(
∂N
∂ξα
)β
= −Hαγ Aγβ . (K.28)
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Finally, having an expression for the components we write
∂N
∂ξα
= −Hαγ Aγβ Eβ = −Hαγ Eγ . (K.29)
This Weingartnen’s formula tells us that the curvature tensor can be used to obtain the directional derivatives
of the normal vector.
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Appendix L
Second variation of the gap constraint
function
We need the second variation of g for our Newton solver and sensitivity analysis. In Equation (4.18), the
δξα did not appear, but in δ2g they will. To this end we take a step back and note that the deformed contact
surface is also parametrically defined, i.e., we have γ(2) = {y ∈ ω(2)|y = ψ(ξ) for all ξ ∈ S ⊂ R2} where
ψ(ξ) = ϕ(2)(Ψ(ξ)). As such we can define two covariant basis vectors
eα(ξ) =
∂ψ(ξ)
∂ξα
= F(2)(Ψ(ξ)) Eα(ξ) , (L.1)
which span the tangent space Tγ(2)(y). The surface γ
(2) is also endowed with metric a and curvature h
tensors, cf. Appendix K.
Now we determine the variation of the unit normal vector
n =
e1 ∧ e2
|e1 ∧ e2| . (L.2)
Noting that n · n = 1 so that δn · n = 0 which implies δn ∈ Tγ(2)(y) we write
δn = (δn)
γ
eγ , (L.3)
where
(δn)
γ
= δn · eγ = δn · aγη eη , (L.4)
and the last equality follows from Equation (K.13). Also, n · eη = 0 so that
δn · eη = −n · δeη , (L.5)
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where δeη = δF
(2) Eη, cf.Equation (L.1). Combining the above yields
δn = − (n · δeη) aγη eγ = −
(
n · δF(2) Eη
)
aγη eγ = −
(
n · δF(2) Eη
)
eη , (L.6)
where the last equality follows from Equation (K.13). As seen above −n · δF(2) Eη = δn · eη is the covariant
component of δn. This is consistent with Equation (I.8), cf. Appendix I. Indeed, δn · eη = −(I − n ⊗
n) F(2)
−>
δF(2)
>
n · eη = −F(2)−> δF(2)> n · eη = −n · δF(2) Eη.
We are now in position to evaluate the δξα. First we take the dot product of Equation (4.16) with
F(2) Eβ to obtain, after some rearranging,
(
F(2) (Eα δξ
α)− g
(
∂n
∂ξα
δξα
))
· F(2) Eβ =
(
δϕ(1) − δϕ(2) + g δn
)
· F(2) Eβ . (L.7)
Using the results from the preceding paragraph gives
(
(eα · eβ) δξα − g
(
∂n
∂ξα
· eβδξα
))
=
(
δϕ(1) − δϕ(2)
)
· eβ − g
(
n · δF(2) Eη
)
aγη eγ · eβ . (L.8)
And finally Equations (K.4), (K.8) and (K.29) reduce the above to
(aαβ + g hαβ) δξ
α =
(
δϕ(1) − δϕ(2)
)
· eβ − g
=−δn·eβ︷ ︸︸ ︷(
n · δF(2) Eβ
)
, (L.9)
where hαβ = ∂
2ψ/∂ξα∂ξβ · n = ∂eα/∂ξβ · n. This agrees with Equations (4.32), (4.86) and (4.31) of
[78, 85, 160], respectively.1 The above two equations can be solved for the two variations δξα.
Now we can evaluate the tangent ∆(δg). According to Wriggers [160], bottom of page
66, we must start from Equation (4.16) to derive the linearization of δg since a function, i.e.,[
F(2) (Eα δξ
α)− g
(
∂n
∂ξα δξ
α + δn
)]
· n = 0, can have a contribution to the tangent even though it equals
zero. With this in mind we refer to Equation (4.17) and write
δg n =
a︷ ︸︸ ︷
δϕ(2) + F(2) (Eα δξ
α)− δϕ(1)−
b︷ ︸︸ ︷
g
(
∂n
∂ξα
δξα + δn
)
, (L.10)
linearize
(∆δg) n + δg∆n = ∆a + ∆b , (L.11)
1In [78] g = −ξ3g. Similarly g = −gN in [160].
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and take the dot product with n to obtain
∆δg = ∆a · n + ∆b · n . (L.12)
Expanding the terms
∆a = δF(2) Eβ∆ξ
β + ∆F(2) (Eα δξ
α) +D2ϕ(2)[Eβ∆ξ
β ] (Eα δξ
α) + F(2)
∂2Ψ
∂ξα∂ξβ
∆ξβ δξα
= δϕ
(2)
,β ∆ξ
β + ∆u(2),α δξ
α + eα,β∆ξ
β δξα , (L.13)
∆b = −∆g
(
∂n
∂ξα
δξα + δn
)
− g
(
∆
(
∂n
∂ξα
)
δξα +
∂n
∂ξα
∆(δξα) + ∆(δn)
)
,
and using the identities ∂n/∂ξα · n = 0 and δn · n = 0 on the first yields
∆b · n = −g∆
(
∂n
∂ξα
)
· n δξα − g∆(δn) · n .
Linearizing these identities, i.e., ∆(∂n/∂ξα) · n + ∂n/∂ξα ·∆n = 0, and ∆(δn) · n + δn ·∆n = 0, and using
Equations (L.6), (K.1), (K.26), and (K.29) gives
∆b · n = g ∂n
∂ξα
·∆n δξα + gδn ·∆n
= g
(
∂n
∂ξα
δξα + δn
)
·∆n
= −g
(
hαγδξ
α + n · δF(2)Eγ
)
aγβ eβ ·∆n
= −n · g
(
eα,γδξ
α + δϕ(2),γ
)
aγβ eβ ·∆n . (L.14)
For the ∆n computation we use Equation (L.6) as ∆n = − (n ·∆eη) eη
∆n = − [n·( ∆F(2) Eη +D2ϕ(2)[Eτ∆ξτ ] Eη + F(2) ∂
2Ψ
∂ξη∂ξτ
∆ξτ )] eη
= − [n·( ∆u(2),η + eη,τ∆ξτ )] eη . (L.15)
Substituting the above in Equation (L.14) provides
∆b · n = n · g
(
eα,γδξ
α + δϕ(2),γ
)
aγβ eβ · eη [n·( ∆u(2),η + eη,τ∆ξτ )]
= n · g
(
eα,γδξ
α + δϕ(2),γ
)
aγβ [n·( ∆u(2),β + eβ,τ∆ξτ )] , (L.16)
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and using Equations (L.13) and (L.16) in (L.12) gives
δ2g(ϕ(1),ϕ(2); δϕ(1), δϕ(2); ∆u(1),∆u(2)) =
(
δϕ
(2)
,β ∆ξ
β + ∆u(2),α δξ
α + eα,βδξ
α∆ξβ
)
· n +
n · g
(
eα,γδξ
α + δϕ(2),γ
)
aγβ [n·( ∆u(2),β + eβ,τ∆ξτ )] ,(L.17)
where the ∆ξτ follow from Equation (L.9) upon replacing δϕ(1), δϕ(2), δF(2) and δξτ with ∆u(1), ∆u(2),
∇∆u(2) and ∆ξτ .
An alternative expression for δ2g starts from Equation (4.18) and uses ∆δϕ(2) = δϕ
(2)
,β ∆ξ
β , Equations
(L.15), (K.16), and (K.26)
∆(δg) = δϕ
(2)
,β ∆ξ
β · n−
(
δϕ(2) − δϕ(1)
)
· [n·( ∆u(2),η + eη,τ∆ξτ )] eη
= δϕ
(2)
,β ∆ξ
β · n−
(
δϕ(2) − δϕ(1)
)
· (n ·∆u(2),η ) eη −
(
δϕ(2) − δϕ(1)
)
· hητ∆ξτ eη
= δϕ
(2)
,β ∆ξ
β · n−
(
δϕ(2) − δϕ(1)
)
· (n ·∆u(2),η ) aηγeγ −
(
δϕ(2) − δϕ(1)
)
· hητ∆ξτ eη . (L.18)
The above agrees with Equation (4.50) in [78].2 I.e.,
δ2g(ϕ(1),ϕ(2); δϕ(1), δϕ(2); ∆u(1),∆u(2)) = δϕ
(2)
,β ∆ξ
β · n−
(
δϕ(2) − δϕ(1)
)
·
[
(n ·∆u(2),η ) aηγ − hγτ∆ξτ
]
eγ ,(L.19)
where again the ∆ξτ follow from Equation (L.9) upon replacing δϕ(1), δϕ(2), δF(2) and δξτ with ∆u(1),
∆u(2), ∇∆u(2) and ∆ξτ .
2There is a typographical sign error in Equation (4.68).
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Appendix M
Total contact force
The surface integral of Equation (4.42) is computed over the non-mortar (slave) surface γ = γ(1) as
fc =
nf∑
f=1
∫
ξ
λ (x(ξ))
∣∣∣∣ ∂x∂ξ1 ∧ ∂x∂ξ2
∣∣∣∣ dξ , (M.1)
where nf is the number of finite element facets on the slave surface, ξ is the iso-parametric surface coordinate
vector, λ = ΛfM (ξ) is the pressure Lagrange multiplier field, Λf = [Λ1,Λ2,Λ3,Λ4] is the local vector of
nodal Lagrange multipliers, M(ξ) = [M1(ξ),M2(ξ),M3(ξ),M4(ξ)]
> is the facet vector of basis functions,
x = xf M(ξ) is the deformed material point position, xf = [x1 x2 x3 x4] is the 3 × 4 matrix of deformed
nodal coordinates of the facet f , and for conciseness we drop the superscript “(1),” i.e., x = x(1) and ξ = ξ(1).
The derivatives of x, i.e., the surface tangent vectors, are
[
∂x
∂ξ1
∂x
∂ξ2
]
= xf
∂M
∂ξ
= xf B˜ , (M.2)
where B˜ is a 4× 2 matrix. We rearrange the above in vector form as

∂x1
∂ξ1
∂x2
∂ξ1
∂x3
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
∂x3
∂ξ2

=
(
B˜>  I
)
vec(xf ) =

B11
B21
B31
B12
B22
B32

vec(xf ) , (M.3)
where I is 3 dimensional identity matrix and the Bij are 1× 12 row vectors.
142
We next define
s =
∣∣∣∣ ∂x∂ξ1 × ∂x∂ξ2
∣∣∣∣ =
√(
∂x1
∂ξ1
∂x2
∂ξ2
− ∂x1
∂ξ2
∂x2
∂ξ1
)2
+
(
∂x1
∂ξ2
∂x3
∂ξ1
− ∂x1
∂ξ1
∂x3
∂ξ2
)2
+
(
∂x2
∂ξ1
∂x3
∂ξ2
− ∂x2
∂ξ2
∂x3
∂ξ1
)2
,
(M.4)
to express the derivatives of the total contact force as
∂fc
∂Λf
=
n∑
f=1
∫
ξ
M s dξ , (M.5)
∂fc
∂Uf
=
n∑
f=1
∫
ξ
λ
∂s
∂Uf
dξ , (M.6)
where
∂s
∂Uf
=
1
s
(
B>11
∂x2
∂ξ2
+
∂x1
∂ξ1
B>22 −B>12
∂x2
∂ξ1
− ∂x1
∂ξ2
B>21 + B
>
12
∂x3
∂ξ1
+
∂x1
∂ξ2
B>31
−B>11
∂x3
∂ξ2
− ∂x1
∂ξ1
B>32 + B
>
21
∂x3
∂ξ2
+
∂x2
∂ξ1
B>32 −B>22
∂x3
∂ξ1
− ∂x2
∂ξ2
B>31
)
. (M.7)
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