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vRE´SUME´
Pendant de nombreuses anne´es l’e´valuation des re´seaux IP a e´te´ effectue´e de fac¸on ob-
jective en mesurant diffe´rents crite`res qui de´terminent la qualite´ du re´seau. Ces crite`res font
re´fe´rence a` un ensemble de parame`tres de qualite´ de service (QdS) que doit satisfaire le re´seau
dans le transport des paquets. Avec l’apparition des trafics multime´dias tels que la voix sur
IP et la vide´o, les parame`tres de QdS, quoique fondamentaux, se re´ve`lent eˆtre insuffisants
puisqu’ils ne tiennent pas compte de ce qui se passe en amont et en aval du re´seau. C’est
ce qui explique l’e´mergence du concept de la qualite´ de l’expe´rience (QdE) dans les re´seaux
IP pour les applications temps re´el et interactives. Ce concept, exprimant le niveau de satis-
faction de l’usager, permet de tenir compte de ce dernier dans la boucle de service. Ainsi, il
s’ave`re ne´cessaire de disposer de me´canismes pour controˆler la QdE des usagers et qui sont
capables de re´agir lorsqu’une de´gradation se produit.
Les me´canismes propose´s jusqu’ici concernent, pour la plupart, les applications de voix
sur IP ou la vide´o. Ils agissent le plus souvent au niveau des e´quipements terminaux par-
ticulie`rement sur les codeurs ou les de´codeurs en modifiant leur de´bit ou en faisant varier
la taille du tampon de la gigue. De ce fait, ils ne sont approprie´s que pour les applications
multime´dias et ne peuvent pas eˆtre applique´s aux autres applications interactives, les jeux
vide´o en ligne par exemple, auxquelles le concept de QdE s’est e´largi. De plus, tre`s peu de
travaux proposent d’utiliser les me´triques de QdE pour avoir de meilleurs me´canismes de
QdS.
Dans ce me´moire, un nouveau me´canisme est propose´ qui, via des techniques utilise´es pour
faire de la QdS dans les re´seaux IP, permet de re´agir lorsque la QdE, pour une application,
subit des de´gradations. Ce me´canisme comporte deux aspects. Le premier aspect consiste a`
de´finir un cadre re´aliste pour, d’une part, avoir la re´troaction de la QdE (feed-back) pour
tout type d’applications, temps re´el et non temps re´el ; et d’autre part, introduire le feed-back
de la QdE (re-feed-back) dans le re´seau de sorte que les diffe´rents nœuds puissent en eˆtre
informe´s. La re´insertion du feed-back de la QdE se fait ‘in band ’ a` travers l’enteˆte IP. Le
second aspect consiste a` proposer un nouveau me´canisme de classification des paquets par les
routeurs internes a` un domaine DiffServ. Ce me´canisme permet aux routeurs de tenir compte
de la QdE lors de la mise en file d’attente des paquets d’un flot de trafic qui doit be´ne´ficier
d’une certaine garantie de QdE. L’information de la QdE sera accessible aux routeurs par le
me´canisme de feed-back propose´ qui l’e´crira dans l’enteˆte des paquets IP.
Le me´canisme propose´ a e´te´ simule´ avec le simulateur NS-3. Les re´sultats obtenus de´-
vi
montrent que l’utilisation du feed-back de la me´trique de la QdE dans DiffServ permet d’ob-
tenir de meilleurs re´sultats de QdE, prouvant ainsi qu’il est possible et utile d’impliquer la
QdE dans les me´canismes de QdS.
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ABSTRACT
For many years the evaluation of IP networks was carried out objectively by measuring
different criteria that determine the quality of the network. Those criteria refer to a set of
parameters of quality of service (QoS) that must be satisfied by the network while carrying
packets. With the emergence of multimedia traffic such as Voice over IP (VoIP) and video,
QoS parameters, though still very important, are yet not enough because they do not take
into account what is happening at the end nodes. This has led to the emergence of the
new concept of quality of experience (QoE) which expresses the user’s satisfaction regarding
a given comunication service. Thus it is necessary to develop mechanisms in IP netwoks
allowing one to monitor and enhance the users’ QoE.
So far, proposed mechanisms concern mostly VoIP or video applications and act, most of
the time, at the terminal equipment, particularly at the codec to adapt, if possible, the data
transmission rate or to modify the jitter buffer size. So, they are only suitable for multimedia
applications and they do not take into account other interactive applications, like online
games for example, to which QoE concept has widened. In addition, very few works propose
to use QoE metrics to enhance QoS mechanisms.
In this master thesis, we propose a new QoS-based mechanism which is able to react when
the QoE value of an application goes below a threshold. This mechanism has two aspects.
The first aspect is to define a realistic framework to have the QoE information echoed to
the receiver on the one hand and secondly to insert the QoE information in the network so
that nodes on the path can use it in QoS mechanisms. That is done ‘in band’ through IP
packet header. The second aspect consist of proposing a new mechanism to classify packets by
routers inside a DiffServ domain. This latter mechanism enables routers to take into account
the QoE info. The QoE information will be accessible to the routers by the proposed feedback
mechanism.
The proposed mechanism was simulated with the NS-3 simulator. The results show that
the use of feedback of the QoE info in DiffServ achieves better QoE results, proving that it
is possible and useful to involve the QoE in QoS mechanisms.
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1CHAPITRE 1
INTRODUCTION
Au cours des vingt dernie`res anne´es, la re´seautique a connu une e´volution importante.
Nous avons assiste´, depuis l’ave`nement du World Wide Web vers les anne´es 1990, a` la nais-
sance de nouveaux types de trafic et a` une augmentation conside´rable des usagers de l’inter-
net. Cette e´volution a fait naˆıtre le besoin d’avoir une gestion efficace des ressources pour
assurer que le re´seau puisse acheminer correctement le trafic des usagers par la mise en place
de politiques de qualite´ de service (QdS). De plus, les progre`s technologiques et le besoin
d’avoir une connexion permanente ont contribue´ a` re´aliser le passage des re´seaux filaires aux
re´seaux sans fil et mobiles. L’e´mergence des technologies mobiles et l’inte´reˆt grandissant des
usagers pour les communications multime´dias font que ces derniers deviennent de plus en
plus inte´resse´s par la qualite´ qu’ils perc¸oivent et non par les parame`tres techniques relatives
a` la transmission des trafics.
En te´le´phonie classique, la qualite´ perc¸ue pas les usagers est un e´le´ment fondamental,
car une communication te´le´phonique effectue´e dans les meˆmes conditions peut eˆtre perc¸ue
diffe´remment par deux couples de correspondants diffe´rents. L’un pourrait eˆtre tre`s satisfait
de la qualite´ de la communication et l’autre plus ou moins satisfait. C’est la raison pour
laquelle les ope´rateurs utilisaient le Mean Opinion Score (MOS) [1] pour e´valuer la qualite´
des appels te´le´phoniques telle que perc¸ue par les usagers. Il s’agissait de recueillir les opinions
de diffe´rents usagers se´lectionne´s suivant une me´thodologie. Chaque opinion est exprime´e par
une note sur une e´chelle de 1 a` 5 et la moyenne des notes obtenues indiquait le niveau de
satisfaction des usagers. Ce niveau de satisfaction est de´signe´ par le nouveau concept de
qualite´ d’expe´rience (QdE) [2].
Tableau 1.1 Mean Opinion Score - MOS
MOS Qualite´ De´faut de la communication
5 Excellent Imperceptible
4 Bon Perceptible, pas nuisible
3 Satisfaisant Le´ge`rement nuisible
2 Me´diocre Nuisible
1 Mauvais Tre`s nuisible
Avec la convergence des re´seaux et des services ou` l’infrastructure de l’internet est utilise´e
2pour transporter tout type de trafic, un inte´reˆt sans cesse croissant se porte sur la QdE dans
les re´seaux IP si bien que son application s’est e´tendu au-dela` de la te´le´phonie classique.
Elle concerne aujourd’hui tous les services interactifs accessibles via un re´seau IP tels que la
voix sur IP (VoIP), la te´le´vision sur IP (IPTV), le web et les jeux vide´o en ligne. La QdE
devient un e´le´ment critique pour un fournisseur de service qui veut satisfaire ses clients et
ainsi rester dans la compe´tition [3]. D’ou` la ne´cessite´, pour les ope´rateurs, de s’assurer de
la fide´lite´ de leurs utilisateurs, directement lie´e a` leur satisfaction, pendant qu’ils cherchent
a` maximiser leur profit en optimisant leurs ressources. A cet effet, les ope´rateurs doivent
disposer, dans leurs re´seaux, des me´canismes pour constamment controˆler la QdE et re´agir
de`s qu’une de´gradation se produit.
Dans la suite de ce chapitre nous de´crirons brie`vement les concepts de QdS et de QdE
tout en faisant ressortir leurs diffe´rences. Ensuite certains e´le´ments de proble´matique relatifs
au concept de QdE seront expose´s a` la suite desquels les objectifs du me´moire seront e´nonce´s.
Enfin le plan du me´moire sera fourni.
1.1 De´finitions et concepts de base
Qualite´ de service/Qualite´ de l’expe´rience
Il existe diffe´rentes de´finitions pour le concept de QdS. Dans [4], Crawley la de´finit comme
un ensemble de requis que doit satisfaire un re´seau en transportant un trafic donne´. Ces requis
sont traduits par des me´triques qui font re´fe´rence a` la capacite´ du re´seau a` transporter les
informations en terme de disponibilite´, au de´lai maximal que doit expe´rimenter les paquets,
au taux de perte de paquets minimal que doit garantir le re´seau, etc. [5]. Pour assurer que
ces me´triques aient des valeurs permettant de satisfaire les requis, diffe´rents strate´gies ou
me´canismes sont utilise´s par les ope´rateurs et administrateurs de re´seaux. Ces techniques
incluent le routage, la re´gulation de trafic, l’ordonnancement de paquets, le controˆle du trafic,
le controˆle d’admission, etc.
La QdE de´signe, suivant la de´finition de l’European Telecommunications Standards Ins-
titute (ETSI), une mesure de performance du point de vue de l’usager d’un syste`me de
communication base´e sur des mesures psychologiques objectives et subjectives [3]. Elle prend
en compte des parame`tres techniques tels que les parame`tres de QdS et est influence´e par le
contexte dans lequel la communication se fait et les attentes de l’usager. Elle est une mesure
importante de la performance globale d’un syste`me de communication qui prend en compte ce
qui se passe en amont et en aval du re´seau jusqu’aux terminaux des utilisateurs (Figure 1.1).
Pour e´viter toute confusion entre les concepts de QdS et de QdE, il importe de bien saisir
3leur diffe´rence. Conside´rant le mode`le de re´fe´rence, OSI, la QdS concerne particulie`rement les
couches infe´rieures jusqu’a` la couche transport et la QdE les couches supe´rieures (Figure 1.2).
La QdE reveˆt une importance capitale pour les fournisseurs de services et les ope´rateurs
et est utile pour optimiser les services ou produits. Un fournisseur de services dont les clients
expe´rimentent une bonne QdE jouit d’un avantage compe´titif significatif tandis que d’autres
qui n’y mettent pas assez l’accent pourront connaˆıtre des pertes de revenue ils se verront
perdre des clients.
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Figure 1.1 QdS/QdE domaines d’application inspire´ de [6]
E´valuation de la QdE
En tant que mesure de performance d’un re´seau et syste`me de communication, d’apre`s
l’ETSI, diffe´rentes me´thodes existent pour e´valuer la QdE. Ces me´thodes de´pendent du type
de l’application et sont cate´gorise´es en me´thodes subjectives, objectives et mode`les de plani-
fication re´seau. Les me´thodes subjectives se basent sur l’opinion des usagers sur un service
multime´dia. Suivant ces me´thodes, il est demande´ aux usagers d’indiquer par des notes va-
riant de 1 a` 5 leur niveau de satisfaction et la moyenne donne le MOS. Quoiqu’elles soient
conside´re´es comme les me´thodes les plus fiables pour e´valuer la QdE, elles comportent, ne´an-
moins, certains inconve´nients. En effet, ces me´thodes sont tre`s fastidieuses, consomment
beaucoup de temps et ne peuvent eˆtre utilise´es en temps re´el. Pour pallier aux limitations
des me´thodes subjectives, des me´thodes objectives ont e´te´ e´labore´es et standardise´es. Elles
permettent d’e´valuer la QdE en se basant sur un ensemble de parame`tres lie´s a` un service
particulier ou sur des parame`tres du signal a` la sortie pour estimer la QdE. Ces me´thodes sont
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Figure 1.2 QdS/QdE couches dans le mode`le OSI
subdivise´es en quatre classes : Full Reference (FR), No Reference (NR), Reduced Reference
(RR) et mode`le de planification re´seau.
La cate´gorie FR regroupe les me´thodes qui comparent le signal a` la source, conside´re´
comme une re´fe´rence, au signal de´forme´ a` la sortie pour donner une estimation de la QdE.
Dans certains cas, les caracte´ristiques du signal d’entre´e peuvent eˆtre inconnues. A cet effet
les me´thodes de la cate´gorie NR sont utilise´es. Ces me´thodes e´valuent le signal a` la sortie et
une estimation de la QdE est de´duite. Les me´thodes de la classe RR, en revanche, font un
compromis entre les deux autres cate´gories. Elles analysent le signal a` la sortie a` la lumie`re
d’un ensemble re´duit d’information sur le signal de re´fe´rence. Les mode`les de planification
re´seau sont conside´re´s comme une sous-cate´gorie des me´thodes objectives car ils ne se basent
pas sur les opinions des usagers. Cependant, ils ne proce`dent pas a` une analyse du signal
re´el mais ils utilisent une fonction qui fait le lien entre la QdE et des parame`tres intrinse`ques
du re´seau notamment ceux de la QdS. Un exemple pour cette cate´gorie est le mode`le E
(E-model) [7].
Le Tableau 1.2 liste diffe´rentes me´thodes pour e´valuer la QdE.
5Tableau 1.2 Me´thode d’e´valuation de la QdE
VoIP VIDEO WEB Jeux en ligne
PSQM, ITU-T Rec.
P.861 (08/1996)
ITU-T Rec. J.249 ITU-T Rec. G.1030
OPScore (Online
Playability Score)
propose´ par Ubicom
PESQ, ITU-T Rec.
P.862 (02/2001)
ITU-T Rec. J.146 G-Model
POLQA, ITU-T Rec.
P.862 (01/2011)
TU-T Rec. J.144
PEAQ, ITU-R Rec.
BS.1387
ITU-R BT.1683
E-Model, ITU-T Rec.
G.107 (03/2005)
ITU-T Rec. J.247
1.2 E´le´ments de la proble´matique
Comme mentionne´ ci-dessus, l’objectif de tout fournisseur de services ou ope´rateur est de
satisfaire leur client ou de leur permettre d’expe´rimenter une bonne qualite´ d’expe´rience tout
en optimisant les ressources du re´seau. E´tant donne´ que la QdE peut eˆtre conside´re´e comme
une me´trique de performance globale d’un syste`me de communication, son e´valuation inclut
celle de la QdS. De ce fait, diffe´rentes propositions ont e´te´ faites en vue de trouver une relation
mathe´matique entre la QdE et la QdS. A` travers ces propositions certains chercheurs se sont
donne´s pour objectif de de´finir des relations mathe´matiques telles que QdE = f(QdS) [8]
dans l’objectif de controˆler la QdE par les parame`tres de QdS. D’autres travaux portent sur
des me´canismes qui, en utilisant la re´troaction de la QdE e´value´e au re´cepteur, permettent
d’agir sur le de´bit des codeurs utilise´s dans le cas des applications de voix ou de vide´o lorsque
la QdE de l’usager se de´grade [9]. Cette cate´gorie de travaux vise essentiellement a` ame´liorer
la QdE dans le cas d’une communication de voix sur IP et ne saurait eˆtre utilise´e pour
d’autres types d’applications.
D’autres auteurs proposent de nouveaux me´canismes de QdS ou des modifications a` ap-
porter a` des me´canismes existants pour pouvoir ame´liorer la QdE. Dans cette troisie`me
cate´gorie, certains se portent sur de nouveaux me´canismes de gestion des files d’attentes,
l’ordonnancement de paquets et d’autres sur le routage [10]. La plupart des me´canismes pro-
pose´s ne re´agissent pas lorsque la QdE de l’usager se de´grade, et ceux qui le font, ne mettent
l’accent que sur les applications multime´dias ou` il est possible de faire varier le de´bit des
codeurs et de´codeurs ; ce qui n’est pas valable pour les autres types d’application.
61.3 Objectifs de la recherche
L’objectif de ce me´moire est de proposer un me´canisme qui permet a` un re´seau IP de re´agir
lorsque la QdE, pour certaines applications, subit des de´gradations, en utilisant l’architecture
de QdS Differentiated Services (DiffServ), dans le but d’assurer que le re´seau garantisse un
niveau acceptable de QdE pour ces applications. Les autres types de trafic ne doivent pas eˆtre
pe´nalise´s et l’usage des ressources du re´seau doit eˆtre optimise´. De manie`re plus spe´cifique le
me´moire vise a` :
1. Analyser les solutions de´ja` imple´mente´es ou propose´es dans la litte´rature relatives a`
l’ame´lioration de la QdS dans les re´seaux IP ;
2. Examiner les propositions existantes dans la litte´rature qui mettent en e´vidence l’impact
de la QdS sur la QdE et vice-versa ;
3. Proposer un nouveau me´canisme re´aliste qui permet d’inse´rer l’information de la QdE
dans un re´seau pour eˆtre utilise´e dans des me´canismes de QdS existants ;
4. Proposer une modification dans DiffServ pour prendre en compte l’information de la
QdE ;
5. E´valuer la performance de la proposition au moyen de simulations.
1.4 Plan du me´moire
Les objectifs 1 et 2 seront atteints a` travers la revue de litte´rature qui fera l’objet du
chapitre 2 ou` nous pre´senterons diffe´rentes techniques qui ont e´te´ propose´es pour fournir
la QdS dans les re´seaux IP et montrerons, a` travers certains travaux, l’impact sur la QdE
de la QdS et vice versa. Apre`s avoir fait ressortir les limites des solutions imple´mente´es ou
propose´es relatives a` l’ame´lioration de la QdE dans les re´seaux IP, la proposition sera e´labore´e
et les me´canismes seront de´crits dans le chapitre 2. Au chapitre 3, sera de´crit le simulateur
utilise´ pour e´valuer la performance des me´canismes propose´s et l’analyse des re´sultats sera
effectue´e. Enfin, la conclusion fera la synthe`se. Nous y ferons ressortir les limitations des
travaux et y e´voquerons e´galement certains pistes pour des travaux futurs.
7CHAPITRE 2
DE´FIS DE QUALITE´ DE SERVICE ET IMPACT SUR LA QUALITE´ DE
L’EXPE´RIENCE
Les re´seaux IP sont par essence de type best-effort ou` tous les trafics sont traite´s de la
meˆme fac¸on sans tenir compte de leurs besoins particuliers. Avec l’e´volution de l’internet, il
a paru ne´cessaire d’adjoindre au mode`le best-effort, des techniques qui permettent d’utiliser
plus efficacement les ressources re´seaux par une gestion pro-active de la congestion, d’assurer
une utilisation e´quitable des ressources par les diffe´rents flots de trafic et enfin de diffe´rencier
les trafics en leur accordant des priorite´s pour re´pondre a` leurs besoins spe´cifiques de qualite´
de service (QdS).
Dans ce chapitre seront pre´sente´s, dans un premier temps, diffe´rents strate´gies et mode`les
de QdS qui ont e´te´ imple´mente´s en vue d’ame´liorer la QdS dans les re´seaux IP. Dans un
second temps, seront passe´s en revue quelques propositions et travaux qui montrent l’impact
de la QdS sur la QdE.
2.1 Strate´gies et me´canismes e´le´mentaires de qualite´ de service
Les strate´gies e´le´mentaires de QdS incluent : les me´canismes de gestion pro-active des files
d’attente des routeurs qui aident a` re´duire la congestion, les algorithmes d’ordonnancement,
les techniques de controˆle de trafic etc. Bien qu’elles soient utilise´es dans certains cas de fac¸on
individuelle, elles constituent les modules sur lesquels se fondent les principales architectures
de QdS.
2.1.1 Gestion active des files d’attente - AQM
Les me´canismes de gestion active des files d’attente (active queue management) sont des
me´canismes de gestion pro-active des tampons des routeurs pour e´viter que ces derniers soient
congestionne´s. En effet, les routeurs disposent de me´moires tampons qui absorbent les paquets
qui ne peuvent eˆtre transmis imme´diatement autrement dit les paquets sont mis dans une
file d’attente. Traditionnellement, ces files d’attente sont ge´re´es suivant le me´canisme Drop-
Tail illustre´ a` la Figure 2.1(a) qui rejette les paquets lorsque la me´moire tampon du routeur
est remplie. Bien que cette me´thode soit la plus simple a` mettre en œuvre, elle a ne´anmoins
8plusieurs inconve´nients. Elle est ine´quitable en terme d’allocation de ressources aux diffe´rents
flots de trafic qui transitent a` travers les routeurs et peut entrainer des pertes de paquets
en rafale en pe´riode de congestion. Les sources produisant des rafales importantes risquent
d’eˆtre beaucoup plus pe´nalise´es que celles a` de´bit constant et il est possible de se retrouver
dans une situation ou` des files d’attente sont remplies en permanence, ce qui se traduira par
une augmentation du de´lai expe´rimente´ par les paquets.
Les me´canismes d’AQM repre´sentent une alternative pour e´viter ou diminuer la conges-
tion dans le re´seau, re´duire le taux d’occupation des files d’attente en assurant une bonne
utilisation des liens et une distribution e´quitable des ressources.
L’algorithme Red Early Drop (RED), illustre´ a` la Figure 2.1 (b) et propose´ par Sally
Floyd [11] est l’algorithme d’AQM le mieux connu. Il utilise l’approche de la moyenne mobile
exponentielle pour calculer la taille moyenne de la file Qmoy. Cette moyenne est compare´e a`
deux seuils de´finis pour la taille de la file, un seuil minimal thmin et un seuil maximal thmax.
Lorsqu’un paquet arrive, l’algorithme compare la taille moyenne de la file d’attente a` ces
deux seuils :
– Si la taille moyenne de la file Qmoy est infe´rieure au seuil minimal, thmin, le paquet est
inse´re´ dans la file d’attente.
– Si la taille moyenne de la file Qmoy est supe´rieure au seuil minimal, thmin mais infe´rieure
au seuil maximal, thmax, ce qui indique qu’il y a un de´but de congestion et le paquet
est rejete´ avec une probabilite´ p variant line´airement entre 0 et Pmax.
– Si la taille moyenne de la file Qmoy est supe´rieure thmax, il de´note une congestion
persistante et le paquet est rejete´ pour e´viter que la file ne soit pas remplie de fac¸on
persistante.
2.1.2 Ordonnancement de paquet
L’ordonnancement des paquets est le me´canisme par lequel le routeur de´cide du prochain
paquet a` envoyer sur le lien. Quand plusieurs files d’attente existent dans le routeur, l’or-
donnancement permet de choisir la prochaine file d’attente qui doit eˆtre servie. L’algorithme
d’ordonnancement de base et le plus utilise´ est l’algorithme premier arrive´, premier servi
(FIFO) ou` les paquets sont servis dans l’ordre de leur arrive´e. Il n’e´tablit pas de distinctions
entre les paquets de classes de trafic diffe´rentes ni ne controˆle le partage des ressources. En
conse´quence, un flot peut monopoliser toute la capacite´ d’un routeur dans une pe´riode ou`
ses paquets arrivent en rafale. Pour pallier a` certains des inconve´nients de l’algorithme FIFO
notamment en ce qui a trait au controˆle du partage des ressources, la prise en charge de
plusieurs classes de service ou la re´duction du temps d’attente dans les files d’attente, deux
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Figure 2.1 Gestion des files d’attente Drop Tail et RED
autres types d’algorithmes ont e´te´ propose´s : les algorithmes avec priorite´ (priority queuing)
et les algorithmes de partage de la bande passante.
Parmi les algorithmes avec priorite´, l’algorithme priority queuing (PQ) est le plus po-
pulaire. Dans ce dernier, les paquets sont d’abord classifie´s par le syste`me avant d’eˆtre mis
dans des files d’attente auxquelles des priorite´s sont accorde´es. Les diffe´rentes files d’attente
sont servies dans l’ordre de leur priorite´. La file la plus prioritaire est servie en premier et
tant qu’elle contient des paquets aucune autre file n’est servie. A` l’inte´rieur de chaque file
l’ordonnancement se fait suivant l’algorithme FIFO. L’avantage principal de l’ordonnance-
ment avec priorite´ est la subdivision du trafic en diffe´rentes classes de fac¸on a` accorder un
traitement pre´fe´rentiel a` certains types de trafic. Par exemple, les priorite´s peuvent eˆtre fixe´es
de sorte que les applications temps re´el rec¸oivent des priorite´s supe´rieures par rapport aux
autres applications. Cependant, ce type d’algorithme a un de´faut e´vident en pre´sentant un
risque de famine pour les files de basses priorite´s s’il y a constamment du trafic de classes de
priorite´s e´leve´es. Pour reme´dier a` ce proble`me de famine, une variante de l’algorithme PQ,
rate-controlled priority queuing, a e´te´ propose´e afin de limiter le trafic des classes de plus
grande priorite´. D’autres me´canismes externes peuvent aussi eˆtre utilise´s pour limiter les flux
qui partagent les files les plus prioritaires.
Les algorithmes Round Robin (RR) et Fair Queuing (FQ) sont utilise´s pour controˆler
le partage de la bande passante. Se basant sur le principe de la re´partition des paquets
dans diffe´rentes files d’attente, ces algorithmes servent les files d’attente a` tour de roˆle. Ils
parcourent en se´quence les diffe´rentes files et prennent le paquet se trouvant a` l’enteˆte de
chacune d’elle. Si une file est vide, ils passent a` la suivante. Un proble`me d’e´quite´ peut se
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produire si les paquets dans les diffe´rentes files ne sont pas de la meˆme taille. Pour pallier
a` ce proble`me e´ventuel d’e´quite´, diverses variantes ont e´te´ propose´es. L’algorithmeWeighted
Round Robin (WRR) associe un poids a` chacune des files d’attente. Lorsque l’ordonnanceur
fait un tour, il sert dans chacune des files une quantite´ de paquets e´quivalent au poids de
la file. Le poids d’une file se re´fe`re a` la quantite´ de bande passante alloue´e a` cette file.
Cet algorithme controˆle la quantite´ de bande passante alloue´e a` chaque classe de trafic.
Cependant, ce controˆle ne peut eˆtre efficace que si tous les paquets ont la meˆme taille ou
quand la taille moyenne des paquets est connue a` l’avance.
L’algorithme Deficit Weighted Round Robin (DWRR) permet d’adresser les limitations
de l’algorithme WRR en garantissant une re´partition juste de la bande passante lorsqu’il sert
des files contenant des paquets de tailles ine´gales. Dans cet algorithme, outre le poids (weight)
qui indique la proportion de bande passante alloue´e a` une file, chaque file est configure´e avec
deux autres parame`tres :
– Un compteur de de´ficit (DeficitCounter) qui spe´cifie le nombre total d’octets que la
file peut transmettre a` chaque fois qu’elle est visite´e par l’ordonnanceur. Le compteur
de de´ficit permet a` une file qui ne pouvait pouvait pas transmettre lors du passage
pre´ce´dent de l’ordonnanceur, parce que la taille du paquet qui occupait l’enteˆte de la
file e´tait supe´rieure a` la valeur de DefictCounter, d’avoir des cre´dits qu’elle peut utiliser
lors du prochain passage de l’ordonnanceur.
– Un quantum de service qui est proportionnel au poids et qui est exprime´ en octets. Le
compteur de de´ficit pour une file est incre´mente´ par le quantum chaque fois que la file
est visite´e par l’ordonnanceur.
Typiquement, a` chaque tour, l’ordonnanceur visite chacune des files non vide et de´termine
la taille en octet du paquet se trouvant a` l’enteˆte de la file. la variable DeficitCounter est
incre´mente´e par la valeur du quantum. Si la taille du paquet se trouvant a` l’enteˆte de la
file est supe´rieure a` la variable DefictCounter, alors l’ordonnanceur passe a` une autre file. Si
elle est infe´rieure ou e´gale a` la variable DefictCounter, alors le paquet est envoye´ sur le lien.
L’ordonnanceur continue a` servir les paquets et a` de´cre´menter la variable DefictCounter de
la taille des paquets transmis jusqu’a` ce que la taille du paquet qui arrive a` l’enteˆte de la
file devienne infe´rieure a` DefictCounter, ou si la file est vide. Si la file est vide, la valeur de
DefictCounter est mise a` ze´ro et l’ordonnanceur passe a` une autre file non vide.
Plusieurs autres algorithmes ont e´te´ propose´s, cependant nous nous gardons de les pre´-
senter. Pour plus de de´tails, le lecteur peut se re´fe´rer a` [12].
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2.1.3 Routage
De fac¸on ge´ne´rale, le routage consiste en la de´termination d’un chemin pour acheminer les
donne´es d’une application d’une source a` une destination. En re´fe´rence a` la QdS, le routage est
utilise´ pour trouver, non pas un chemin, mais le meilleur chemin pour transporter les donne´es
d’une application tout en assurant une bonne utilisation et un partage juste des ressources.
En choisissant le meilleur chemin, l’algorithme de routage doit permettre de satisfaire les
contraintes de l’application en tenant compte de l’e´tat actuel des ressources disponibles dans
le re´seau. Par exemple, pour les applications interactives fonctionnant en mode temps re´el
comme la voix sur IP, sera choisi un chemin permettant d’avoir un faible de´lai et un faible
de´bit tandis qu’un chemin offrant un haut de´bit et un long de´lai sera plus approprie´ pour
effectuer du te´le´chargement.
Diffe´rents types d’algorithmes de routage sont propose´s dans la litte´rature [13] pour faire
la QdS. Ces algorithmes de routage peuvent eˆtre cate´gorise´s en algorithmes dynamiques ou
statiques, en ligne ou hors ligne. Les algorithmes statiques utilisent des informations qui ne
changent pas dans le temps pour e´tablir les chemins tandis que ceux qui sont statiques utilisent
des informations lie´es a` l’e´tat du re´seau comme la bande passante disponible, la capacite´ des
liens, etc. D’un autre cote´, dans les algorithmes de routage en ligne, les chemins sont e´tablis
sur demande. Ils conside`rent chaque requeˆte de ‘chemin’ se´pare´ment ce qui empeˆche le routage
a` nouveau des connections route´es. Les algorithmes hors ligne, par contre, sont utilise´s dans
des connexions permanentes car de nouvelles routes ne peuvent eˆtre calcule´es.
2.1.4 Controˆle et lissage de trafic
Le controˆle et le lissage de trafic permettent d’assurer la re´gulation de trafic c’est-a`-dire
le rythme moyen auquel les donne´es sont transmises ainsi que les rafales. Le lissage du trafic
assure le transport des paquets de sorte que le de´bit ne de´passe pas un seuil maximal. Les
paquets qui ne sont pas directement achemine´s sont buffe´rise´s pour eˆtre achemine´s plus tard.
Ce me´canisme ne´cessite une allocation suffisante de ressources au niveau des routeurs pour
pouvoir mettre dans un tampon les paquets qui sont retarde´s, ce qui permet d’e´viter des
pertes de paquets et de pre´venir la congestion. Le controˆle de trafic, de son cote´, permet de
controˆler un ou plusieurs flots de trafic agre´ge´s, mais a` la diffe´rence du lissage de trafic, le
trafic exce´dentaire n’est pas buffe´rise´ mais rejete´.
Le lissage de trafic peut eˆtre imple´mente´ en utilisant l’algorithme seau a` jeton (token
bucket) [14], de´crit a` la Figure 2.2, avec un seau de taille B qui repre´sente la taille de rafale
permise et un de´bit R de remplissage en jeton du seau. Quand un paquet arrive, la taille du
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paquet est compare´e au nombre de jetons disponibles dans le seau. Si le nombre d’octets du
seau e´quivalent au nombre de jetons qu’il contient est au moins e´gal a` la taille du paquet, le
paquet est transmis sans de´lai et le seau est de´cre´mente´ du nombre de jetons e´gal au nombre
d’octets du paquet. S’il y a moins de jetons que d’octets dans le paquet, le paquet est retarde´
c’est-a-dire mis en file d’attente jusqu’a` ce qu’il y ait assez de jetons dans le seau.
Le seau a` jeton peut aussi eˆtre utilise´ pour effectuer du controˆle de trafic. A la diffe´rence
du lissage, lorsqu’un paquet arrive et que le nombre d’octets jetons est infe´rieur a` la taille du
paquet, le paquet est rejete´.
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Figure 2.2 Algorithme Seau a` Jetons
2.2 Mode`les de QdS - Architectures de QdS dans les re´seaux IP
Dans un re´seau IP, les me´canismes de´crits dans la pre´ce´dente section peuvent eˆtre com-
bine´s pour constituer des architectures de QdS. Ces architectures permettent ainsi d’assurer
une qualite´ de service de bout en bout re´pondant aux exigences des usagers de´finis dans
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un contrat de service entre ces derniers et les fournisseurs de service. Deux architectures de
qualite´ de service ont e´te´ standardise´es par l’IETF
1. L’architecture des services diffe´rencie´s DiffServ
2. L’architecture a` inte´gration de services IntServ
2.2.1 Architecture de qualite´ de service - IntServ
L’architecture a` inte´gration de services, IntServ de´crit dans [15], a e´te´ conc¸ue et adopte´e a`
l’IETF pour permettre a` internet de supporter la QdS, tout en garantissant un comportement
pre´visible du re´seau vis a` vis des applications qui ont des besoins spe´ciaux en bande passante
et/ou en de´lai. Cette architecture se repose sur le principe de la re´servation de ressources.
L’architecture IntServ est subdivise´e en un plan de controˆle et un plan de donne´es dont
les principales composantes sont :
– Protocole de re´servation : Il permet d’effectuer la re´servation de ressources pour un
nouveau flot qui requiert un niveau de QdS donne´. Il met aussi a` jour la base de
donne´es de controˆle de trafic utilise´e par l’ordonnanceur pour de´terminer le traitement
a` offrir aux paquets de chaque flot.
– Controˆle d’admission : Quand un nouveau flot doit eˆtre admis dans le re´seau, le proto-
cole de re´servation invoque le me´canisme d’admission de controˆle. Il de´termine s’il y a
des ressources suffisantes pour garantir la QdS requise pour le flot.
– Agent de gestion : Pour modifier la base de donne´es de controˆle de trafic qui com-
mande le module d’admission de controˆle pour que ce dernier applique les politiques
d’admission de controˆle.
– Protocole de routage : Responsable de la maintenance de la base de donne´es de routage
et permet d’indiquer le prochain saut, la prochaine route qui doit eˆtre prise pour chaque
adresse de destination et pour chaque flot.
– Classification et se´lection de route : Pour acheminer les paquets, controˆler le trafic et
effectuer la liaison entre les paquets qui arrivent a` l’interface du routeur et les classes
de trafic.
– L’ordonnancement et mise en file des paquets.
Dans un re´seau supportant IntServ, avant qu’un client ne commence a` envoyer des paquets
dans le re´seau, ce dernier envoie une requeˆte vers sa destination, en spe´cifiant les caracte´ris-
tiques de son trafic (traffic specification ou Tspec). Cette requeˆte est e´value´e par le re´seau
et une re´ponse est donne´e au client pour lui indiquer si oui ou non il peut commencer a`
transmettre.
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Figure 2.3 Architecture IntServ
Du point de vue du re´seau, l’e´tablissement de la communication implique plusieurs e´tapes
qui sont effectue´es a` travers les principales composantes de l’architecture IntServ montre´es a`
la Figure 2.3.
Dans le plan de controˆle, l’e´tablissement de la communication implique deux taˆches prin-
cipales au niveau du protocole de re´servation. D’abord le protocole de routage doit de´terminer
le prochain hop vers lequel la requeˆte doit eˆtre envoye´e. Ensuite, se basant sur la de´cision
de routage, l’admission de controˆle doit de´cider s’il y a assez de ressources disponibles a` l’in-
terface de sortie choisie pour accepter la nouvelle communication. Si la re´servation est faite,
les ressources engage´es sont enregistre´es dans la base de donne´es de controˆle de trafic. Les
informations relatives a` la re´servation de ressources sont utilise´es pour configurer le module
de classification et d’ordonnancement dans le plan de donne´es. Quand un paquet arrive a` un
routeur, le module de classification choisit les paquets qui appartiennent aux flots re´serve´s
et les inse`re dans leurs files d’attente approprie´es. L’ordonnanceur sert ensuite les diffe´rentes
files suivant les informations de la re´servation.
Le controˆle d’admission et la re´servation de ressources sont base´s, entre autres, sur l’in-
formation contenue dans le TSpec. La spe´cification du trafic ou TSpec est une description du
trafic pour lequel la requeˆte de service a e´te´ effectue´e. En ge´ne´ral TSpec est une clause du
contrat entre les flots de donne´es et le service. Une fois la requeˆte de service est accepte´e, le
module de service accepte de fournir la QdS demande´e tant que les flots de donne´es du trafic
demeurent tel qu’ils ont e´te´ de´crits par le TSpec. Le client de´sirant faire une re´servation doit
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effectuer une requeˆte de QdS (Request Specification ou RSpec) associe´e au TSpec,
Deux grandes classes de service sont de´finies dans IntServ : Service garanti et charge
controˆle´e. La classe de service garanti est utilise´e pour des applications ayant besoin d’une
garantie pour le de´lai et la largeur de bande. Les applications de cette classe de service
doivent fournir un TSpec qui indique, entre autres, le de´bit maximal, la longueur maximale
des paquets et la dure´e des rafales. Le RSpec doit contenir la largeur de bande requise par
l’application pour pouvoir de´terminer le de´lai maximal. La classe de service charge controˆle´e
est utilise´e pour des applications n’ayant pas besoin d’une borne garantie mathe´matiquement
pour le de´lai et la largeur de bande. Pour cette classe de service, on s’assure que l’application
recevra un niveau de QdS comparable a` celle qu’elle aurait dans un re´seau non charge´, mais
avec la capacite´ ne´cessaire.
Bien que d’autres protocoles puissent eˆtre utilise´s pour faire les requeˆtes de QdS dans
IntServ, le protocole RSVP [16] qui a e´te´ de´veloppe´ pour effectuer la re´servation de ressources
sur internet, est fortement sugge´re´ [17]. Dans IntServ, RSVP permet a` l’application de signaler
ses besoins en QdS en transmettant, entre autres, le TSpec, RSpec et le type de service. Deux
types de message sont utilise´s par RSPV pour e´tablir une re´servation : les messages PATH
et les messages RESV. Le message PATH va de l’origine a` une ou plusieurs destinations et
transporte l’information de la classification et le TSpec. Apre`s avoir rec¸u le message PATH,
la destination envoie le message RESV qui contient les informations de la session, le RSpec
et la QdS. Une fois le message RESV rec¸u, l’e´metteur peut commencer a` envoyer des paquets
via le chemin re´serve´.
Quoiqu’elle puisse permettre de garantir la QdS, l’architecture IntServ pre´sente de nom-
breux inconve´nients qui ont empeˆche´ qu’elle soit de´ploye´e a` grande e´chelle. D’abord, la granu-
larite´ est trop petite ce qui peut donner lieu a` un tre`s grand nombre de re´servation. Ensuite,
la quantite´ d’informations stocke´es dans chaque nœud augmente avec le nombre de flots,
ce qui ne´cessite beaucoup de capacite´ de stockage et de traitement au niveau des routeurs.
De plus, chaque routeur doit imple´menter RSVP, les me´canismes d’admission de controˆle, la
classification et l’ordonnancement, ce qui rend le de´ploiement de IntServ aux routeurs tre`s
complexe.
2.2.2 Architecture de qualite´ de service - DiffServ
Compte tenu des inconve´nients de l’architecture IntServ, l’IETF s’est penche´ sur des
me´canismes plus simples pour satisfaire la QdS. Dans cette perspective, l’architecture DiffServ
[18] a e´te´ propose´e.Cette architecture se base sur la plupart des me´canismes e´le´mentaires de
QdS de´crits dans la section 2.1. Elle de´finit un cadre qui permet de faire de la QdS dans
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les re´seaux IP en utilisant des me´canismes qui permettent de classifier les paquets a` l’entre´e
du re´seau, les ve´rifier pour e´ventuellement effectuer des actions de mises en conformite´, les
marquer et les transfe´rer a` travers les diffe´rents nœuds du re´seau de fac¸on a` garantir le niveau
de service spe´cifie´ dans le contrat de service (SLA).
L’architecture DiffServ de´finit des zones de services diffe´rencie´s. Une zone de service dif-
fe´rencie´ est un domaine constitue´ de routeurs qui supportent les fonctionnalite´s de Diffserv.
Nous y trouvons deux types de routeurs suivant qu’ils sont situe´s en bordure de la zone (Edge
Node) ou a` l’inte´rieur (Core Node).
Les routeurs d’entre´e (Edge Node) sont responsables d’effectuer la classification et le
conditionnement du trafic (Traffic classification and conditionning).
heightheight
classification de 
paquets
Meter
Marquer
Dropper/
shapper
Conditionnement  de trafic
arrivée des paquets paquets marqués
Figure 2.4 Module d’un routeur d’entre´e
Classification
La classification des paquets est le me´canisme qui permet d’identifier les paquets et de
les regrouper pour constituer des agre´gations de flux. Les agre´gations de flux constituent
les classes de trafic. Ge´ne´ralement cette classification se base sur les informations contenues
dans l’enteˆte des paquets tels que le protocole utilise´, les nume´ros de port et les adresses IP.
Elle peut aussi se baser sur des informations statiques telles que la taille des paquets et leur
fre´quence d’arrive´e. Des techniques de DPI (Deep Packet Inspection) peuvent eˆtre utilise´es
afin de classer les paquets suivant toutes les informations qu’ils pourraient contenir. Aussi,
lorsque les paquets arrivent au routeur d’entre´e, ils sont examine´s en vu de les regrouper dans
des classes de trafic. Tous les paquets appartenant a` une meˆme classe se verront attribuer un
meˆme code et seront traite´s de la meˆme fac¸on. Ce code est inscrit dans le champ Differentiated
services (DS) de l’enteˆte IPv4 ou dans le champ Traffic class de IPv6.
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Conditionnement de trafic (Traffic conditionning)
Le conditionnement de trafic s’assure que, pour un flux donne´, le trafic n’exce`de pas une
certaine bande passante et que le profil de trafic pour un flot de trafic donne´ n’est pas viole´.
Le module de conditionnement est subdivise´ en 4 composantes : Meter, Marker, Shaper et
Policer, comme l’indique la Figure 2.4.
La composante meter joue le roˆle de ve´rificateur de trafic. Il compare le flux de paquets
qui entre dans le routeur avec ce qui est spe´cifie´ dans le profil du trafic et de´termine si un
paquet est en conformite´ avec le profil. Tant que le trafic est conforme au profil qui lui a e´te´
attribue´, les paquets rec¸oivent leur priorite´ et sont transfe´re´s. Si le profil est viole´, les paquets
non-conformes peuvent eˆtre soit mis en forme par le shaper (lissage de trafic), soit e´limine´s
par le dropper (controˆle de trafic) ou marque´s. Le marquage effectue´ lors du conditionnement
consiste a` attribuer une pre´ce´dence a` un paquet suivant le re´sultat de la ve´rification. Si le
paquet a e´te´ de´ja` marque´, il s’agit d’un re-marquage.
Plusieurs algorithmes peuvent eˆtre utilise´s pour faire du conditionnement de trafic, no-
tamment :
– Le seau a` jeton (token bucket) de´crit a` la Figure 2.2 ;
– L’algorithme Single Rate Three Color Marker (srTCM) qui effectue la ve´rification d’un
flux de paquets IP et qui marque les paquets suivant trois parame`tres de trafic : le
Committed Information Rate (CIR), le Committed Burst Size (CBS) et l’Excess Burst
Size (EBS). Un paquet conforme est marque´ vert, jaune s’il est un paquet exce´dentaire
et rouge s’il est non conforme [19] (voir Figure 2.5) ;
– L’algorithme Two Rate Three Color Marker (trTCM) effectue la ve´rification d’un flux
de paquets IP et marque les paquets suivant deux parame`tres de de´bit : le Peak Infor-
mation Rate (PIR) et le Committed Information Rate (CIR). Un paquet est marque´
rouge s’il exce`de le PIR sinon il est marque´ soit jaune, soit vert suivant qu’il exce`de ou
non le CIR [20]. Cet algorithme est repre´sente´ a` la Figure 2.6.
Les routeurs internes sont constitue´s d’un module de classification, de plusieurs files d’at-
tente et des modules d’ordonnancement. La classification effectue´e par les routeurs internes
consiste a` regrouper les paquets en fonction de leur e´tiquette DSCP et a` les inse´rer dans leur
file d’attente respective. Chaque file d’attente repre´sente une classe de service. Diffserv de´finit
plusieurs types de classes de trafic qui de´terminent le comportement des routeurs (PHB : Per
Hop Behaviour) vis-a`-vis des paquets.
Trois principaux types de comportement ou PHBs ont e´te´ de´finis dans l’architecture
DiffServ. Ce sont :
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Figure 2.5 Algorithme Single Rate Three Color Marker (srTCM)
1. Le comportement expe´die´ EF [21] qui de´crit le comportement d’une classe de trafic
ou` le service est garanti avec un faible de´bit, un faible taux de perte de paquets et
une gigue faible. Il s’assure que le de´bit du trafic de cette classe soit toujours e´gal ou
supe´rieur a` un certain seuil.
2. Le comportement assure´ AF [22] qui est compose´ de plusieurs classes de services au
sein desquelles une autre diffe´rentiation qui se base sur la pre´ce´dence des paquet est
introduite. La pre´ce´dence d’un paquet refle`te sa priorite´ en terme de possibilite´ pour
qu’il soit rejete´ par le routeur lorsqu’une situation de congestion se pre´sente. Quatre
classes AF ont e´te´ de´finies et pour chacune de ces classes il existe trois (3) niveaux
de pre´ce´dence. Le comportement assure´ AF comporte donc 12 PHBs. Aucune relation
n’existe entre les classes et il est recommande´ que tous les paquets d’un meˆme flux
appartiennent a` une meˆme classe. Les PHB de la classe AF sont de type AFij ou` i
identifie la classe et j la pre´ce´dence.
3. Le comportement DF qui est utilise´ pour les trafics de type best-effort ou` la qualite´ de
service n’est pas garantie.
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Figure 2.7 Illustration du traitement des paquets a` un routeur frontie`re
Il existe une correspondance entre les files d’attente des routeurs et les diffe´rentes classes
de trafic. Suivant la classe de trafic, divers algorithmes peuvent eˆtre utilise´s pour la gestion
de la file d’attente correspondante. Pour la classe DF, les algorithmes drop-tail ou RED
de´crits a` la Figure 2.1, peuvent eˆtre utilise´s. L’algorithme Weighted Early Drop (WRED)
est recommande´ pour les classes AF. Cet algorithme dont le comportement est montre´ a`
la Figure 2.8 a e´te´ propose´ par CISCO pour e´tendre l’algorithme RED afin de prendre en
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compte divers flux de trafic dans une meˆme file d’attente.
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Figure 2.8 Algorithme WRED
L’ordonnancement effectue´ par les routeurs internes de´pend des requis des files d’attente
en termes de bande passante ou de retard moyen que doivent expe´rimenter les paquets. Les
algorithmes d’ordonnancement prioritaires, par exemple, peuvent eˆtre utilise´s pour les flux de
trafic EF. Pour les flux AF, les algorithmes d’ordonnancement RR ou WRR et leurs variantes
peuvent eˆtre utilise´s.
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Figure 2.9 Traitement des paquets par un routeur interne
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2.3 Feed-back et qualite´ de service
Dans un re´seau, le feed-back est le moyen par lequel une source peut eˆtre informe´e de
l’e´tat du re´seau. Actuellement dans les re´seaux IP, le feed-back est utilise´ pour permettre
aux routeurs de controˆler la congestion en informant la source d’une situation de congestion
naissante dans le re´seau. Dans ce cas, la source peut eˆtre informe´e soit par un me´canisme de
feed-back implicite ou explicite.
Dans le feed-back implicite, la source de´tecte la situation de congestion par des constats
qu’elle fait localement comme c’est le cas dans le protocole TCP. Dans TCP, les constats
effectue´s par la source incluent l’expiration du timer de retransmission lorsque les acquit-
tements ne sont pas rec¸us, le retard dans la re´ception des acquittements et l’arrive´e des
acquittements duplique´s. Les principales causes des ces situations sont le de´lai et les pertes
de paquets. Dans ce type feed-back, les routeurs ne font qu’e´liminer des paquets lorsqu’il y a
congestion et s’attendent a` ce que la source re´ponde a` ces pertes de paquets en re´duisant son
de´bit d’e´mission.
Le feed-back implicite qui re´sulte du rejet des paquets par les routeurs lorsque ceux-
ci sont congestionne´s pre´sente quelques inconve´nients. La perte des paquets constitue un
gaspillage des ressources re´seau utilise´es pour transporter le paquet de sa source au routeur
expe´rimentant la congestion. De plus, une perte de paquet n’implique pas ne´cessairement
qu’il y a congestion.
D’ou` la ne´cessite d’avoir un moyen d’indiquer a` la source de fac¸on explicite quand une
congestion se pre´sente pour qu’elle puisse re´duire son de´bit. Plusieurs propositions ont e´te´
faites quant aux me´canismes que les routeurs doivent utiliser pour effectuer la notification.
L’un de ces me´canismes est le protocole Explicit Congestion Notification (ECN) [23] qui a
e´te´ adopte´ a` l’IETF.
2.3.1 Notification explicite de la congestion ECN
Le protocole ECN permet a` un e´metteur d’eˆtre informe´ de manie`re explicite d’une conges-
tion naissante dans le re´seau. Ce protocole se base sur les me´canismes d’active queue ma-
nagement ou` au lieu d’e´liminer les paquets lorsque la taille des files d’attente des routeurs
atteint un certain seuil, les routeurs les marquent de fac¸on a` informer le re´cepteur que des files
d’attente commencent a` eˆtre remplies. Le re´cepteur, de son cote´, fera l’e´cho de l’information
de la congestion naissante a` la source pour que celle-ci anticipe la congestion, en re´duisant
son de´bit avant que des paquets ne commencent a` eˆtre e´limine´s par les routeurs.
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Deux bits de l’enteˆte IP des paquets sont utilise´s par ECN pour transporter l’information
de la congestion naissante. Le bit ECN Capable Transport (ECT) et le bit Congestion Expe-
rienced (CE). Ce sont les bits 6 et 7 du champ DSCP de l’enteˆte IPv4 ou du champ trafic
class de l’enteˆte IPv6. Ces bits sont code´s comme indique´ au Tableau 2.1.
Tableau 2.1 Codage des bits ECN
Bit ECE Bit CE
0 0 Pas de ECN
0 1 Source et destination supportent ECN
1 0 Source et destination supportent ECN
1 1 Congestion
Pour identifier la congestion et marquer les paquets, les routeurs utilisent le meˆme algo-
rithme RED de´crit au troisie`me paragraphe de la section 2.1.1 mais modifie´ pour identifier
les diffe´rentes combinaisons des bits ECN. Le fonctionnement est le suivant :
– Si la taille moyenne de la file Qmoy est infe´rieure au seuil minimal, thmin, le paquet est
transmis sans tenir compte du fait que ECN soit active´ ou non.
– Si la taille moyenne de la file Qmoy est comprise entre thmin et thmax, le champ ECN
de l’enteˆte IP est examine´ et suivant la valeur dans le champ ECN, l’un des sce´narios
suivant se produit :
– Si ECN = “00”, alors la source et la destination ne supportent pas ECN et le paquet
est traite´ suivant l’algorithme RED.
– Si ECN = “01”ou“10”, alors l’algorithme RED de´termine si le paquet doit eˆtre
rejete´. Si l’algorithme indique que le paquet doit eˆtre rejete´, alors le routeur met le
champ ECN a` “11” et le paquet est transmis.
– Si ECN = “11”, alors le paquet est transmis. Cela suppose qu’un routeur en amont
commence a` expe´rimenter de la congestion.
– Si la taille moyenne de la file Qmoy est supe´rieure thmax, le paquet subit le meˆme
traitement que dans RED.
Lorsque la destination rec¸oit le paquet avec le champ ECN a` “11”, qui signifie que ce
dernier a expe´rimente´ de la congestion, elle en informe la source. Si TCP est le protocole de
transport utilise´, l’e´cho de l’information se fait dans les acquittements,c’est-a`-dire paquets
ACK envoye´s de retour a` la source a` travers le champ ECE de l’enteˆte du TCP.
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2.3.2 Feed-back et User Datagram Protocol (UDP)
Beaucoup de trafic temps re´els utilisent le protocole de transport UDP qui, a` la diffe´rence
de TCP, ne dispose pas de me´canisme d’acquittement. Pour assurer un transport fiable des
donne´es temps re´el, deux protocoles supple´mentaires sont utilise´s, RTP [24] et RTCP. Ce sont
deux protocoles de la couche application qui s’appuient sur le protocole de transport UDP
pour le transport des trafics temps re´el. RTP s’occupe de la transmission des donne´es temps
re´el et RTCP surveille la qualite´ de service et achemine des informations sur les participants
d’une session et sur la qualite´ de service.
RTCP envoie pe´riodiquement des paquets de controˆle a` tous les participants d’une session
en utilisant le meˆme me´canisme de distribution que pour les paquets de donne´es dans le
but principal de faire l’e´cho de la qualite´ de la distribution de donne´es. Pour chaque type
d’information transporte´ par RTCP, un type de paquet diffe´rent est utilise´. Ces types de
paquet sont :
– SR (Sender Report) qui contient des statistiques de transmission et de re´ception pour
les participants qui sont des e´metteurs actifs.
– RR (Receiver Report) qui contient des statistiques de re´ception pour les participants
qui ne sont pas des e´metteurs actifs mais re´cepteurs d’une session.
– SDES (Source Description) qui de´crit la source.
– BYE qui permet a` une station d’indiquer la fin de sa participation a` une session.
– APP qui est un paquet de signalisation spe´cifique a` une application.
Les types de paquet SR et RR sont utilise´s pour le feed-back sur la transmission des
donne´es aux participants d’une session. Ces types de paquets ont le meˆme format et com-
portent une enteˆte, des informations sur la source qui envoie les paquets SR ou RR, un ou
plusieurs blocs de rapport de re´ception et une extension. Les blocs de rapport fournissent des
statistiques sur les donne´es rec¸ues d’une source particulie`re indique´e dans le bloc de rapport.
L’extension est utilise´e pour faire l’e´cho d’autres informations additionnelles spe´cifiques a`
une application, qui doivent eˆtre rapporte´es re´gulie`rement sur l’e´metteur et le re´cepteur. Le
format d’un paquet SR est illustre´ a` la Figure 2.10.
Un nouveau type de paquet, Extended Report (XR) [25] dont le format est de´crit a` la
Figure 2.11, a e´te´ de´fini pour le protocole RTCP. Les paquets XR offrent de nouvelles possibi-
lite´s en ce qui concerne le type et la quantite´ d’informations qui peuvent eˆtre transporte´s. Ces
paquets peuvent eˆtre utilise´s pour de multiples applications. Ils sont constitue´s d’une enteˆte
suivie d’un ou de plusieurs blocs de rapport dont le format est illustre´ a` la Figure 2.12 pour
diffe´rentes me´triques de´crivant l’e´tat de la communication (voir Figure 2.11). Ces paquets
peuvent eˆtre utilise´s pour de multiples applications et dans divers contextes. En particulier,
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V=2 P RC PT=RR=201 Length
SSRC of packet sender
NTP Timestamp (most significant word)
Sender’s packet count
Sender’s octet count
NTP Timestamp (least significant word)
SSRC_1 (SSRC of first source)
Fraction lost Cumulative number of packets lost
Extended highest sequence number received
Interarrival jitter
Last SR (LSR)
Delay since last SR (DLSR)
SSRC_2 (SSRC of second source)
RTP Timestamp
Profile-specific extensions
...
header
Sender 
info
Report 
bloc 1
Report 
bloc 2, etc
0 8 16 3224
Figure 2.10 Format du type de paquet RTCP SR
il existe un bloc de rapport spe´cifique pour la voix sur IP illustre´ a` la Figure 2.13.
V=2 P reserved PT=SR=207 Length
SSRC 
Report blocs
0 8 16 3224
Figure 2.11 Format d’un paquet XR
Dans [26] Westerlund et al ont fait une proposition qui est adopte´e a` l’IETF sur la fac¸on
d’utiliser ECN avec RTP sur UDP en utilisant le protocole RTCP comme me´canisme pour
le feed-back. Un nouveau bloc de rapport XR est ainsi de´fini pour contenir les informations
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reserved Type-specific Block length
type-specific block contents 
0 7 15 31
Figure 2.12 Format d’un bloc de rapport XR
BT=7 reserved Block length = 8
SSRC of source
0 8 16 32
loss rate discard rate
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 burst density gap density
  burst duration  gap duration
round trip delay  end system delay 
signal level noise level  RERL    Gmin  
 R factor  ext. R factor MOS-LQ   MOS-CQ
RX config reserved  JB nominal  
 JB maximum JB abs max   
Figure 2.13 Format d’un bloc de rapport VoIP
relatives a` ECN.
2.3.3 Re´inse´rtion de la notification explicite de la congestion (Re-ECN)
Dans le protocole ECN, seuls les nœuds expe´diteurs et e´metteurs peuvent eˆtre au courant
d’une situation de congestion dans le re´seau. Dans certains cas, il peut eˆtre utile a` un nœud
quelconque d’eˆtre informe´ de la congestion en amont ou en aval par rapport a` lui meˆme.
A l’IETF, le protocole expe´rimental Re-ECN [27] a e´te´ de´fini dans ConEx [28] qui est un
nouveau cadre propose´ en vue de ge´rer la congestion dans internet. Ce protocole, base´ sur
le protocole ECN, re´introduit dans le re´seau le feed-back ECN pour permettre a` une source
d’informer le re´seau de la congestion expe´rimente´e par les pre´ce´dents paquets d’un flux de
trafic dans le but :
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– de de´terminer a` partir de n’importe quel endroit du re´seau la congestion en amont et
en aval de ce point,
– d’imputer la responsabilite´ de congestion aux sources qui en prennent part,
– de re´aliser du controˆle de trafic, etc.
Dans IPv4, Re-ECN utilise le dernier bit non-utilise´ de l’enteˆte des paquets IP associe´ aux
deux bits ECN. Pour IPv6, IETF propose d’utiliser une enteˆte d’option de destination [29]
puisqu’il ne reste plus de bits disponibles dans l’enteˆte IPv6 des paquets. Le format de cette
enteˆte d’option est fourni a` la Figure 3.2.
Option Type Option Length
X L E C reserved
0 8 16 3224
Figure 2.14 Enteˆte de destination utilise´e dans ConEx
1
3
4
source destination
5
2
Figure 2.15 Fonctionnement de ConEx
Le fonctionnement du protocole, explicite´ a` la Figure 2.15, est le suivant :
1. La source envoie les paquets appartenant a` un flux.
2. Les routeurs sur le chemin marque les paquets au lieu de les e´liminer (fonctionnement
ECN).
3. La destination renvoie l’information de la congestion expe´rimente´e par les paquets IP
en utilisant les segments TCP (notamment les paquets ACK).
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4. La source rec¸oit la notification de la congestion et TCP agit comme si des paquets
e´taient perdus.
5. La source marque les paquets subse´quents en modifiant dans le cas de IPv4 le bit
Re-ECN ou la nouvelle enteˆte dans IPv6.
Le re´seau peut utiliser cette information dans le cadre de nouveaux me´canismes de controˆle
d’admission, de controˆle de trafic, etc.
2.4 Qualite´ de service et qualite´ de l’expe´rience
La QdE prend en compte la perception des utilisateurs, leurs expe´riences, leurs attentes
et la performance des re´seaux qui est exprime´e typiquement par la QdS. Diffe´rents travaux
ont e´te´ effectue´s pour e´valuer l’impact que certains me´canismes de QdS peuvent avoir sur
la QdE et comment ces derniers peuvent contribuer dans certaines conditions a` garantir une
bonne QdE dans les re´seaux IP. La QdS e´tant de´termine´e par un ensemble de parame`tres
objectifs, des propositions ont e´te´ faites en vue de trouver une relation entre la QdE et ces
parame`tres. D’autres propositions se portent sur la mise en œuvre d’architectures permettant
de surveiller la QdE pour des applications de type VoIP ou IPTV pour pouvoir re´agir lorsque
la QdE se de´grade. Une autre cate´gorie de travaux proposent des me´canismes de QdS dont
le fondement est la QdE.
réseau
QdS QdE
Figure 2.16 QdS et QdE impactent l’une l’autre
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2.4.1 Impact des me´canismes de qualite´ de service sur la qualite´ de l’expe´rience
Dans [30], Reguera et al, e´valuent l’impact de diffe´rents me´canismes de gestion de file
d’attente sur la qualite´ de la voix sur IP. Cependant au lieu de conside´rer des me´triques de
re´seau (c’est-a`-dire perte de paquets, de´lai et gigue) qui ne sont pas lie´es a` la perception des
utilisateurs, comme c’est le cas dans d’autres travaux [31], ils conside`rent le MOS qui est la me´-
trique qui exprime la QdE des usagers d’un service donne´. Des me´canismes ame´liore´s d’active
queue management tels que Adaptative RED (ARED) [11], Proportional Integrator (PI) [32],
Random Exponential Marking (REM) [33] et Adaptative Virtual Queue (AVQ) [34] ont e´te´
utilise´s. En utilisant l’algorithme E-model [7] pour e´valuer le MOS, les auteurs ont montre´,
au moyen de simulations, que l’utilisation des me´canismes d’active queue management peut
offrir un niveau de satisfaction ade´quat aux utilisateurs dans le cas de l’application VoIP.
Ainsi la voix sur IP peut tirer parti de ces me´canismes la` ou` il est difficile d’imple´menter des
techniques traditionnelles de QdS telles que l’utilisation des files de priorite´. Particulie`rement
les strate´gies adaptatives comme ARED et AVQ donnent de meilleures performances e´tant
donne´ qu’ils peuvent re´gler leurs parame`tres suivant les conditions fluctuantes du re´seau.
2.4.2 Corre´lation entre la qualite´ de service et la qualite´ de l’expe´rience
Il est e´vident que les proble`mes ge´ne´riques de QdS (par exemple, les pertes, le de´lai, la
gigue, le re´-ordonnancement, les diminutions de de´bit) impliquent des proble`mes ge´ne´riques
de QdE (par exemple, des rayures dans une image vide´o, des artefacts, des temps d’attentes
excessifs, etc). Dans cette perspective divers chercheurs se sont e´vertue´s a` trouver une relation
mathe´matique entre la QdE et la QdS c’est-a`-dire trouver une fonction f telle que QdE =
f(QdS) avec comme objectif principal le controˆle de la QdE par la QdS.
L’un des premiers travaux [8] re´alise´ dans ce sens a de´duit que la relation entre la QdE
et la QdS est non line´aire. Les auteurs ont proce´de´ a` des expe´rimentations dans lesquelles
la QdE est conside´re´e comme e´tant le taux d’annulation CR d’un service internet qui est
collecte´ en tenant compte de diffe´rents crite`res de QdS dans une expe´rience limite´e d’une
dure´e limite´e dans le temps. La relation entre CR, repre´sentant la QdE, a e´te´ e´tudie´e par
rapport a` la modification d’un parame`tre de QdS dans chaque expe´rience. Deux parame`tres
de QdS, la bande passante B et le de´lai de livraison DT, ont e´te´ utilise´s. D’apre`s les courbes
obtenues, CR qui repre´sente la QdE et la bande passante B qui repre´sente la QdS sont relie´s
par une fonction logarithmique de´croissante de sorte que CR de´croˆıt quand B croˆıt :
CR = −α1 lnB + β1 (2.1)
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QdE = −α1 lnQdS + β1 (2.2)
Avec α1, β1 des parame`tres positifs.
D’un autre cote´ CR et le de´lai de livraison du re´seau DT qui repre´sente la QdS varient
line´airement dans le meˆme sens ; c’est-a-dire CR croˆıt line´airement en fonction du de´lai de
livraison :
CR = −α2DT + β2 (2.3)
QdE = −α2 lnQdS + β2 (2.4)
Avec α2 et β2 des parame`tres positifs.
Cependant aucune relation directe n’a e´te´ trouve´e entre CR et la latence dans le re´seau
pour un intervalle donne´.
Dans [35], M. Fiedler et al, ont propose´ une formule ge´ne´rique selon laquelle la QdE et les
parame`tres de QdS sont lie´s par une relation de type exponentiel appele´e hypothe`se IQX. En
ge´ne´ral plus la sensibilite´ subjective de la QdE est e´leve´e, plus e´leve´e est la qualite´ expe´ri-
mente´e. Si la QdE est tre`s e´leve´e, une petite de´gradation entraˆıne une grande diminution de
la QdE, par contre si la QdE est faible, cette meˆme de´gradation a un impact moindre. Dans
ce contexte, les auteurs supposent que le changement de QdE de´pend du niveau actuel de
qualite´ d’expe´rience, compte tenu du meˆme taux de changement de la valeur de QdS, mais
avec un signe diffe´rent. Ils aboutissent a` la relation suivante :
QdE = α exp−βQdS + γ (2.5)
Avec α ,β et γ des parame`tres positifs. La validite´ de cette relation a e´te´ prouve´e par des
expe´rimentations.
Une proposition plus re´cente [5] a e´tabli une corre´lation simple entre la QdS et la QdE.
Cette corre´lation qui se base sur une relation polynomiale d’ordre n telle que :
QdE = anQdS
n + an−1QdSn−1 + . . .+ a1QdS + a0 (2.6)
Ce mode`le pre´sente une approximation mais aussi une ge´ne´ralisation des mode`les propose´s
ante´rieurement. Il vise a` faire de la corre´lation QdS/QdE le plus simple possible de manie`re
a` de´velopper des boucles de controˆle simple pour controˆler la QdE. Cela aura l’avantage de
diminuer le couˆt de calcul au sein du re´seau. Il s’adapte e´galement aux diffe´rentes formes des
courbes de corre´lation de´finies pre´ce´demment dans [8] et [5].
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2.4.3 Ame´lioration de la QdE par le feed-back de celle-ci
Zizhi et al [36] proposent une me´thode pour controˆler la QdS d’une communication de
voix sur IP ou` le codec AMR [9] est utilise´. Le codec AMR est un codeur qui a e´te´ de´veloppe´
par l’ETSI et standardise´ pour le GSM. C’est un codeur multi-mode dont le de´bit peut varier
entre 4.75 kbps et 12.2 kbps. Cette me´thode de´finit une architecture qui combine la force des
techniques de controˆle adaptatif, la technique de QdS de marquage en utilisant une mesure
objective de la QdE (c’est-a`-dire le MOS qui est calcule´ objectivement) au lieu de conside´rer
une a` une les me´triques de QdS. Suivant l’approche utilise´e, certains paquets, soit les premiers
paquets d’un segment de voix, sont conside´re´s comme prioritaires parce qu’ils sont les plus
importants [37]. Pour tenir compte de la priorite´ de ces paquets, un re´seau DiffServ [18]
est utilise´ et une plus grande priorite´ leur est attribue´e tandis que les autres paquets sont
conside´re´s comme faisant partie du trafic best-effort. Par ailleurs, le feed-back de la QdE est
utilise´ pour faire varier le de´bit du codec AMR a` l’expe´dition.
Moura et al [38] vont dans le meˆme sens que [36] en proposant un algorithme appele´
adaMOS qui permet de modifier le de´bit du codec utilise´ a` l’e´mission, en utilisant le feed-
back du MOS. Il utilise une formule qui donne une approximation du MOS ne de´pendant
que du de´lai et des pertes [39]. Cette proposition se diffe`re de [36] en conside´rant que tous
les usagers n’utilisent pas force´ment le meˆme codec.
Dans [40], E. Jammeh et al proposent un nouveau me´canisme d’adaptation base´ sur la
QdE. A` la diffe´rence des travaux de Moura [38], ce me´canisme s’applique aux applications
de voix et de vide´o sur IP et l’adaptation se fait du coˆte´ de l’e´metteur et du re´cepteur. A`
l’e´metteur, l’information de la QdE est utilise´e pour soit re´duire ou augmenter le de´bit. Au
re´cepteur, elle est utilise´e pour faire varier la taille du tampon de la gigue.
2.4.4 Me´canismes de qualite´ de service dans les re´seaux IP axe´s sur la qualite´
de l’expe´rience
Il a e´te´ de´montre´ que la gestion de la QdS en prenant en compte plus de deux crite`res
non corre´le´s est un proble`me NP-Complet. Aussi, l’inte´gration de la QdE dans la gestion
de la QdS repre´sente une avenue inte´ressante en vue de re´duire la complexite´ du proble`me.
D’abord en tant que mesure de performance de bout en bout de la QdS du point de vue de
l’utilisateur, la QdE est une mesure importante pour la conception de syste`me et le processus
d’inge´nierie. Deuxie`mement, avec le paradigme de QdE, on peut obtenir de meilleur re´sultat
et ainsi e´viter le proble`me NP-complet car l’objectif est de maintenir la QdE et non optimiser
de multiples crite`res de QdS.
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Dans cet ordre d’ide´e, Hai et al [10] ont de´veloppe´ un me´canisme de routage qui prend en
compte la QdE dans le but de de´velopper un me´canisme adaptatif qui peut re´cupe´rer l’infor-
mation de la QdE et l’adapter pour initier des actions conforme´ment au feed-back de la QdE.
Le syste`me inte`gre l’e´valuation de la QdE dans un syste`me de routage e´volutionniste dans le
but d’ame´liorer la perception des utilisateurs base´e sur l’algorithme Q-learning. Ainsi, il sera
possible de choisir les chemins optimaux en terme de QdE dont l’e´valuation est faite dans un
premier temps par la me´thode PSQA [41] et pre´dite, dans un second temps, par un re´seau
de neurones. L’approche a e´te´ valide´e en la comparant avec d’autres types d’algorithmes de
routage tels que RIP et OSPF, et il fournit de meilleurs re´sultats pour la QdE des usagers
et la quantite´ de paquet de controˆle est moindre.
Dans [42] un mode`le d’optimisation de la qualite´ de la voix sur IP qui utilise une topologie
similaire a` un syste`me de controˆle d’admission dans lequel des agents sont ge´re´s par une unite´
centrale est propose´e . Dans ce mode`le les agents effectuent un ensemble de mesures dont le
de´lai qui sera utilise´ pour e´valuer la QdE, en utilisant le E-model. Les mesures effectue´es sont
envoye´es a` un gestionnaire de la QdS de l’application VoIP. Ce mode`le soufre d’un proble`me
d’extensibilite´ car tous les agents communiquent a` un seul nœud.
2.5 Synthe`se des travaux
Ces dernie`res anne´es plusieurs recherches ont e´te´ effectue´es en vue de mesurer, d’e´va-
luer et d’ame´liorer la QdE dans les re´seaux. Les diffe´rents travaux effectue´s proposent des
me´canismes qui, pour la plupart, ne re´agissent pas lorsque la QdE de l’usager se de´grade.
Ceux qui le font ne mettent l’accent que sur les applications de type voix sur IP ou vide´o.
en proposant surtout des me´canismes pour faire varier le de´bit des codeurs lorsque la QdE
se de´grade, mais ces me´canismes ne peuvent pas s’appliquer aux autres types d’applications.
Pour les me´canismes de QdS axe´s sur la QdE, il en existe tre`s peu et ils sont le plus souvent
tre`s difficiles a` mettre en œuvre.
Dans le chapitre suivant, nous allons dans un premier temps proposer une nouvelle me´-
thode d’avoir le feed-back de l’information de la QdE et de l’introduire dans le re´seau de
sorte que, le cas e´che´ant, les routeurs puissent l’utiliser pour ajuster les me´canismes de QdS.
Dans un second temps, un nouveau me´canisme de traitement des paquets par les routeurs
a` l’inte´rieur d’un domaine DiffServ. Ce nouveau me´canisme tiendra compte de l’information
de la QdE disponible.
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CHAPITRE 3
ME´CANISME DE QUALITE´ DE SERVICE AXE´ SUR LA QUALITE´ DE
L’EXPE´RIENCE
Bien que le fait de satisfaire tous les parame`tres recommande´s de qualite´ de service(QdS)
d’une application ne puisse garantir que les usagers seront satisfaits, il n’en demeure pas moins
vrai que la qualite´ de service a un impact sur la QdE, comme certains des travaux pre´sente´s
dans le chapitre 2 l’ont montre´. Ainsi, pour re´pondre a` l’attente des usagers, l’imple´mentation
de la QdS dans les re´seaux actuels doit eˆtre axe´e sur la QdE et doit fournir les niveaux de
performance ne´cessaire pour avoir une bonne QdE.
Dans les prochaines sections de ce chapitre nous allons de´crire en de´tail les me´canismes
que nous proposons pour faire le feed-back de la QdE et l’acheminer dans le re´seau pour eˆtre
utilise´e dans l’imple´mentation de me´canisme ame´liore´ de QdS. Le me´canisme de QdS propose´
y sera e´galement de´veloppe´.
3.1 Me´canisme de feed-back de la QdE
Comme de´crit a` la section 2.3 du chapitre pre´ce´dent, les me´canismes de feed-back sont
utilise´s dans les re´seaux IP, notamment le protocole ECN, pour notifier une source de la
congestion rencontre´e par ses paquets pour qu’elle puisse adapter son de´bit de transmission
et autres parame`tres d’encodage. Mieux encore, cette notification peut eˆtre re´-inse´re´e dans le
re´seau pour permettre aux routeurs le long du chemin de de´terminer la congestion en amont
et en aval et ainsi eˆtre capable de faire du controˆle de trafic. De meˆme, il est possible dans le
cas d’une communication donne´e qu’un re´cepteur puisse informer un e´metteur du niveau de
la QdE pour un flot trafic donne´ ; ce qui permettra a` l’e´metteur d’ajuster les parame`tres de
transmission sur lesquels il peut agir et meˆme re´-inse´rer l’information de la QdE, de sorte que
les routeurs entre l’e´metteur et le re´cepteur en tiennent compte dans diffe´rents me´canismes
de QdS.
E´tant donne´ une communication impliquant un re´cepteur et un e´metteur, la technique
propose´e pour le feed-back de la QdE se base sur l’hypothe`se selon laquelle, au niveau du
re´cepteur, la QdE peut eˆtre e´value´e a` un intervalle re´gulier pour un trafic donne´.
Les requis sont :
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1. Le me´canisme doit eˆtre utilisable pour tout type d’applications pour lequel la QdE peut
eˆtre de´termine´e. Ces applications incluent notamment le web, la voix sur IP (VoIP), la
vide´o et les jeux vide´o en ligne.
2. Il ne doit pas de´pendre de la me´thode utilise´e pour e´valuer la QdE.
3. Il doit se faire ‘in band ’. Autrement dit, il est souhaitable que l’information de la QdE
soit disponible dans l’enteˆte des paquets de donne´es pour assurer l’extensibilite´ tout en
e´vitant de ge´ne´rer de la signalisation supple´mentaire.
4. Il doit utiliser les protocoles existants autant que possible pour que son imple´mentation
puisse se faire sans modifier l’architecture de l’Internet.
L’Internet se repose aujourd’hui sur l’architecture protocolaire TCP/IP dans laquelle deux
protocoles de transport sont utilise´s. Le protocole TCP, oriente´ connexion, qui est utilise´ pour
les application reque´rant une remise se´quentielle et fiable, et le protocole UDP qui est utilise´
surtout dans le cas des applications multime´dias. Ainsi le me´canisme propose´ pour faire le
feed-back de la QdE tient compte de ces deux protocoles de transport.
3.1.1 Feed-back de la QdE avec TCP
Dans le cas d’une application qui utilise TCP comme protocole de transport, le renvoi de
la QdE a` l’e´mission se fait en faisant du ‘piggyback’ qui consiste a` utiliser le meˆme segment
pour envoyer des donne´es et acquitter les donne´es rec¸ues. En effet, le protocole TCP permet
de transfe´rer des donne´es dans les deux directions d’une connexion en utilisant les paquets
ACK pour transporter des donne´es. Ainsi, pour les trafics TCP, la QdE sera calcule´e au
re´cepteur ou a` un nœud distinct du re´cepteur et sera renvoye´e a` l’e´metteur via les ACK dont
la charge utile contiendra les informations relatives a` la QdE.
3.1.2 Feed-back de la QdE avec UDP
Pour certaines applications, UDP est le protocole de transport qui est utilise´. C’est le
cas, par exemple, des applications multime´dias. Comme de´crit dans le chapitre pre´ce´dent a`
la section 2.3.2, deux autres protocoles sont utilise´s par dessus de la couche transport pour
ces types d’application. Ce sont les protocoles RTP et RTCP (voir section 2.3.2). RTP est
utilise´ pour le transport des donne´es et RTCP pour le feed-back des informations de la qualite´
de la communication entre les intervenants. Plusieurs types de paquets ont e´te´ de´finis pour
RTCP en particulier le type de paquet XR qui permet de de´finir divers blocs de rapport pour
transporter des informations de feed-back a` diffe´rents participants d’une session (voir section
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2.3.2. Par exemple, Westerlund et al [26] ont de´fini un nouveau bloc de rapport XR pour
effectuer le feed-back de ECN pour RTP par dessus de UDP.
De meˆme, pour faire l’e´cho vers l’e´metteur de l’information de la QdE, nous proposons
d’ajouter un nouveau bloc de rapport au paquet XR de´die´ au transport de l’information de
la QdE. Ce bloc de rapport comprendra entre autres l’information de la QdE exprime´e par
le MOS ou une autre me´trique de QdE, le sens et le taux de variation. Le format de ce bloc
de rapport est pre´sente´ a` la Figure 3.1.
Synchronization source  of Media Sender
QoE value
QoE speed of variationQoE variation
Evaluation time
0 8 16 3224
Figure 3.1 Exemple de format d’un bloc de rapport XE pour le feed-back de la QdE
3.1.3 Re´-insertion de la QdE dans le re´seau
L’information de la QdE, une fois calcule´e au re´cepteur et renvoye´e a` l’e´metteur, doit
eˆtre introduite dans le re´seau pour qu’elle parvienne aux diffe´rents nœuds du re´seau pour
eˆtre utilise´e, le cas e´che´ant, dans les politiques de QdS. Dans cette proposition, cela se fait a`
travers l’enteˆte des paquets IP et le champ designe´ a` ConEx/Re-ECN.
Dans l’enteˆte IPv4, puisqu’il n’ y a qu’un seul bit disponible (voir section 2.3.3), l’infor-
mation comple`te de la QdE ne peut eˆtre transporte´e dans l’enteˆte du paquet. Le dernier bit
disponible sera utilise´ pour signaler aux routeurs que la QdE s’est de´grade´e de sorte qu’ils
puissent de´clencher le me´canisme pre´vu a` cet effet. Ce bit sera a` 1 s’il y a de´gradation pour
indiquer aux nœuds interme´diaires que la QdE du flot auquel le paquet appartient s’est de´-
grade´ et qu’ils doivent adapter les me´canismes de QdS en conse´quence. Sinon, le bit est a` 0.
Toutefois, cela ne´cessite que l’e´metteur puisse, a` partir des informations relatives a` la QdE
qui lui a e´te´ envoye´es par l’expe´diteur, de´terminer s’il faut agir sur les me´canismes de QdS
dans le re´seau. Dans ce cas, il ne peut y avoir de cohabitation entre le me´canisme propose´ et
le protocole Re-ECN de´crit a` section 2.3.3.
35
Avec le protocole IPv6, deux options sont propose´es. La premie`re consiste a` utiliser les
bits restants de l’enteˆte option de destination de IPv6 propose´ pour le nouveau protocole
Re-ECN de´fini dans le cadre de ConEx (voir section section 2.3.3 du chapitre pre´ce´dent).
Cette enteˆte fait 32 bits de longueur et ConEx en utilise 4 pour Re-ECN et les autres sont
re´serve´s. Une partie des 28 bits re´serve´s sera utilise´e pour acheminer l’information de la QdE
aux nœuds interme´diaires entre la source et la destination. Le format de cette enteˆte de
destination est fourni a` la Figure 3.2.
Option Type Option Length
X L E C Q a b c QoE info Var QoE vitesse de 
variation
0 8 16 3224
réservé
Figure 3.2 Enteˆte de destination utilise´e dans ConEx
Les bits X, L, E, C sont utilise´s par ConEx. Le bit Q permet d’indiquer si oui ou non
l’information de la QdE doit eˆtre prise en compte au niveau des routeurs. Les bits a, b, et
c, quand ils sont a` 1, indiquent que l’information de la QdE, le sens de variation, ainsi que
la vitesse avec laquelle l’information varie sont pre´sents. La valeur de la QdE est code´e avec
les dix prochains bits. Les deux bits suivants permettent de coder le sens de variation et les
8 prochains bits sont utilise´s pour le taux de variation.
Si Re-ECN n’est pas utilise´, une nouvelle enteˆte de destination sera ajoute´e a` l’enteˆte
IPv6. Cette enteˆte aura le meˆme format que celle utilise´e dans ConEx sauf qu’elle sera prive´e
des bits relatifs a` ConEx. Mentionnons que plus de bits peuvent eˆtre utilise´s dans l’enteˆte de
destination car elle n’est pas limite´e a` 32 bits.
Option Type Option Length
Q a b c QoE info Var
QoE vitesse de 
variation
0 8 16 3224
reservé
Figure 3.3 Enteˆte de destination pour le feed-back de la QdE sans ConEx
36
3.1.4 Format de l’information du feed-back de la QdE
L’information de la QdE peut eˆtre retourne´e sous divers formats comme pre´sente´ au
Tableau 3.1 :
Valeur de QdE
Comporte la valeur actuelle de la me´trique de QdE (MOS, facteur R). Toutefois, il est
recommande´ de normaliser toutes les autres me´triques de QdE en la me´trique du MOS
variant entre 1 et 5. Dans cette proposition, la valeur du MOS, est code´e sur dix (10)
bits. Trois (3) des 10 bits sont utilise´s pour coder la partie entie`re et les sept (7) autres
pour coder la partie de´cimale.
Variation de la QdE
Indique le sens de la variation de l’information de la QdE entre au moins deux (2)
intervalles d’e´valuation de la QdE et permet de savoir, en moyenne, si la QdE a de´grade´
ou ame´liore´. Cette information donne un aperc¸u sur la fluctuation de la QdE.
Vitesse de variation de la QdE
Normalise´e pour avoir ses valeurs comprises en 0 et 100 et exprime´e en pourcentage, ce
champ indique le rythme moyen de variation de l’information de la QdE.
Bit de signalisation de la QdE
Il est possible d’utiliser un seul bit pour indiquer qu’il y a de´gradation de la QdE et
le besoin d’ame´liorer ou d’ajuster les me´canismes de QdS en vue d’ame´liorer la QdE
(comme avec IPv4).
Tableau 3.1 Format de l’information de la QdE
QdE info Description Exemple de valeurs
Valeur de la QdE
L’actuelle valeur de la me´trique
QdE(exemple MOS)
3.60(0110111100)
Variation de la QdE Indique si la QdE de´croˆıt ou non 11
Vitesse de variation de la QdE
Rythme auquel l’information
change
40%(00101000)
Bit de signalisation
Bit utilise´ pour indiquer la ne´ces-
site´ d’ame´liorer le QdE (unique-
ment pour IPv4)
1
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1
3,
 4
*
7
*2
Estimateur 
de MOS
5, *6
émetteur
récepteur
Figure 3.4 Me´canisme de feed-back propose´
La Figure 3.4 de´crit le fonctionnement global du me´canisme propose´ utilise´ conjointement
avec ConEx. Les e´tapes marque´es du signe ‘*’ sont des proce´dures de ECN/ConEx et sont
optionnelles.
1. La source envoie des paquets qui appartiennent a` un flux de trafic.
*2. Les routeurs entre la source et la destination marquent les paquets lors d’une situation
de congestion dans le cas de ECN.
3. Le re´cepteur e´value et renvoie les informations relatives a` la QdE de l’utilisateur a` la
source, pour le flux en question. La QdE peut aussi eˆtre e´value´e par un autre nœud
autre que le re´cepteur.
*4. Si ECN est utilise´, le re´cepteur notifiera e´galement l’e´metteur lorsque des paquets ont
rencontre´ de la congestion.
5. La source fait parvenir dans l’enteˆte IP l’information de la QdE qui a e´te´ renvoye´e par
le re´cepteur aux routeurs pour que ces derniers puissent l’utiliser lors du traitement des
paquets.
*6. La source marque l’enteˆte ConEx des paquets subse´quents, avec l’information de ECN
(valable uniquement avec IPv6).
7. Les routeurs utilisent l’information de la QdE associe´e aux paquets pour mieux ajuster
les divers me´canismes de QdS. Par exemple, les routeurs frontie`re peuvent l’utiliser
dans des me´canismes ame´liore´s de controˆle d’admission.
3.2 Me´canisme de QdS propose´ base´ sur la QdE
La principale motivation pour un re´seau IP de suivre la QdE des usagers et d’en avoir le
feed-back est de pouvoir re´agir lorsqu’elle se de´grade ou de pre´venir qu’il y ait de´gradations.
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De ce fait, il faut de´velopper des me´canismes de QdS qui puissent prendre en compte la QdE.
C’est dans ce sens qu’est propose´ ce nouveau me´canisme de QdS base´ sur la QdE dans le
cadre de l’architecture DiffServ.
Certaines recommandations ont e´te´ faites sur la manie`re d’utiliser DiffServ en vue de
satisfaire la QdS pour certaines applications. Il est recommande´, par exemple, pour les ap-
plications de voix sur IP d’utiliser la classe EF [21] dont la file est ge´re´e suivant l’algorithme
d’ordonnancement avec priorite´ priority queuing (PQ). Cet algorithme est utilise´ de fac¸on a`
garantir une faible latence, un faible taux de perte de paquets et une faible gigue. Or, l’al-
gorithme PQ, permettant d’accorder une priorite´ absolue a` une file au de´triment des autres,
peut provoquer de la famine pour les autres files. Pour e´viter le risque de famine, un limiteur
de bande passante (rate limiter) est applique´ a` la file EF. Cependant, cette approche pre´sente
de nombreuses limitations. Les trafics cate´gorise´s dans EF peuvent avoir des caracte´ristiques
diverses et des requis de QdS diffe´rents qui varient dans le temps. Cela re´duit l’efficacite´ du
re´seau puisque les conditions les plus rigoureuses de QdS doivent eˆtre respecte´es pour tous les
trafics EF. Par ailleurs, le fait de limiter le trafic dans EF re´duit la flexibilite´ de l’allocation.
En conse´quence, tout le trafic EF qui arrive apre`s que la file EF ait atteint sa limite est
e´limine´ meˆme s’il y aurait de la capacite´ re´siduelle dans les autres files. D’ou` une solution
plus flexible s’impose.
3.2.1 Vue d’ensemble du me´canisme propose´
Le me´canisme propose´ s’inscrit dans le cadre de l’architecture de QdS DiffServ et consiste
a` prendre en compte le feed-back de la QdE dans la classification qui est effectue´e par les
routeurs internes a` un domaine DiffServ.
Comme de´crit a` la section 2.2.2 du chapitre pre´ce´dent, lorsque les paquets pre´alablement
marque´s par les routeurs situe´s a` la frontie`re d’un domaine DiffServ arrivent a` un routeur
interne, le routeur lit le champ DSCP de l’enteˆte du paquet et inse`re ce dernier dans la file
d’attente correspondante. Dans le me´canisme propose´, un traitement particulier est fourni a`
certains trafics qui sont conside´re´s comme sensibles a` la QdE. Un trafic sensible a` la QdE
est un trafic pour lequel un seuil minimum de QdE doit eˆtre garanti. Ces trafics peuvent
provenir de n’importe quelle application ou` la QdE peut eˆtre e´value´e, telle que la voix sur
IP, l’IPTV, les jeux vide´os en ligne ou meˆme le web. La proposition se base sur le me´canisme
de´crit a` la section 3.1 qui permet aux routeurs d’avoir acce`s aux informations de la QdE.
Ainsi, la classification de ces paquets de´pendra non seulement du code DSCP mais aussi de
l’information de la QdE pre´sente dans l’enteˆte re´seau des paquets.
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Domaine DiffServ
Estimateur de QdE
Rétroaction de la QdE
Insertion de la QoE dans le réseau
Figure 3.5 Vue d’ensemble
3.2.2 Me´canisme de traitement des paquets
Le me´canisme de traitement des paquets de´crit la manie`re dont les paquets sont traite´s
lorsqu’ils arrivent aux routeurs cœur du re´seau DiffServ et suppose qu’ils ont e´te´ traite´s de
fac¸on approprie´e par les routeurs frontie`re et qu’un code DSCP leur a de´ja` e´te´ attribue´.
Ce me´canisme modifie la me´thode de classification des paquets effectue´e par les routeurs
cœur qui consiste, en fait, a` aiguiller les paquets vers leurs files d’attentes respectives. Dans
DiffServ, vue la correspondance qui existe entre les classes de trafic et les files d’attente, tous
les paquets d’une meˆme classe sont toujours inse´re´s vers la meˆme file d’attente. Il s’agit la`
d’un aiguillage statique comme illustre´ a` la Figure 3.6.
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Lecture du 
champ DSCP 
Paquet arrive
Classe paquet = 
EF?
Paquet inséré 
dans la file EF
Classe paquet= 
AFij?
Paquet inséré 
dans la file DF
Paquet inséré 
dans la file AFi
ordonnanceur
oui
non
oui
non
Paquet envoyé sur le 
lien
Figure 3.6 Classification des paquets dans un routeur interne a` un domaine DiffServ
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Dans le nouveau me´canisme, l’aiguillage se fait de manie`re dynamique et de´pend, outre
du code DSCP du paquet, de l’information de la QdE et s’applique spe´cifiquement aux classes
AF soit, AF1, AF2, AF3 et AF4. Un ordre de priorite´ est e´tabli entre les diffe´rentes files AFi
avec i ∈ {1, 2, 3, 4} dans l’allocation de la bande passante. En effet, soit wi le poids associe´ a`
la file AFi, ce poids indique la proportion de bande passante alloue´e aux trafics de la classe
AFi. Il faut que :
w1 < w2 < w3 < w4 (3.1)
Comme de´crit dans la Figure 3.7, lorsqu’un paquet arrive a` un routeur, s’il est de classe EF
ou DF, il est transfe´re´ vers la file EF ou DF comme dans DiffServ classique. S’il est de classe
AF, soit AFi avec i ∈ {1, 2, 3, 4}, et que le niveau de la QdE ne descend pas au-dessous d’un
certain seuil, le paquet est inse´re´ dans la file correspondant a` sa classe. Sinon, si le paquet est
de classe AFi avec 1 < i ≤ 4, l’e´tat des files AFj avec j > i est ve´rifie´ et est compare´ a` l’e´tat
de la file d’attente correspondant a` la classe du paquet. L’e´tat d’une file d’attente a` un instant
donne´ correspond a` la taille de la file d’attente et le de´lai qu’expe´rimentera le prochain paquet
qui y sera inse´re´. S’il existe une file AFj avec i 6= j qui permet au paquet d’expe´rimenter un
meilleur temps d’attente et qui re´duit sa probabilite´ d’eˆtre e´limine´, le paquet y sera inse´re´
sans que la valeur du champ DSCP de l’enteˆte du paquet ne soit modifie´e. Pour ne pas
de´te´riorer la qualite´ de service des flots de classe AFj, des seuils peuvent eˆtre fixe´s pour les
diffe´rents parame`tres de la file AFj. Parmi les parame`tres qu’il faut fixer, il y a le niveau
de remplissage d’une file a` un instant donne´ pour lequel un seuil peut eˆtre fixe´ de sorte que
meˆme si la file j serait la meilleure file vers laquelle le paquet doit eˆtre aiguille´, si le niveau
de remplissage de´passe ce seuil, le paquet n’y sera pas aiguille´.
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Paquet arrive
Classe paquet = 
EF?
Paquet inséré 
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Figure 3.7 Classification des paquets dans le me´canisme propose´
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Dans le cadre de cette proposition, la Figure 3.8 donne une une illustration du chemine-
ment des paquets a` travers les files d’attente d’un routeur interne a` un domaine DiffServ.
Les paquets rouges sont de classe AF2, cependant le paquet 9 est inse´re´ dans la file AF1
puisque les informations de la QdE du flot auquel il appartient et l’e´tat de la file AF1 laissent
pre´voir que le paquet ne sera pas e´limine´ et qu’il expe´rimentera un de´lai moindre.
  
Classification
DSCP + QdE
5678
ordonnanceur
EF
AF1
AF2
DF
Drop 
Tail
WRED
RED
WRED
AQM
9
Figure 3.8 Illustration de la classification des paquets dans le me´canisme propose´
La Figure 3.9 pre´sente un diagramme simplifie´ de traitement quand un paquet arrive
a` l’interface d’un routeur jusqu’a` ce qu’il arrive a` l’interface de sortie. En supposant que
le re´seau utilise IPv6 a` la couche re´seau, le routeur lit le bit Q de l’enteˆte d’option de
destination de IPv6 de´finie dans ConEx ou dans celle de´finie dans cette proposition (E´tape
1 de la Figure 3.9). Si le bit Q est a` 1, alors le me´canisme continue (E´tape 2a). Sinon le
paquet est traite´ suivant la classification de DiffServ (E´tape 2b) et le paquet est inse´re´ dans
le file correspondant a` sa classe jusqu’a` ce qu’il atteigne l’ordonnanceur (E´tape 4). Pour,
les paquets des classe EF et DF, Q sera toujours a` 0 puisque le me´canisme ne s’applique
pas aux paquets de ces classes. Le me´canisme se poursuit avec le routeur qui examine le
code DSCP du paquet, les informations relatives a` la QdE et l’e´tat des files d’attente (E´tape
3). Si l’e´valuation de la QdE et l’e´tat des files d’attente indiquent que le paquet peut eˆtre
inse´re´ dans une meilleure file d’attente (E´tape 3a), le paquet est inse´re´ dans celle-ci pour
eˆtre traite´ ensuite par l’ordonnanceur (E´tape 4). Cela se fait sans attribuer un autre code
DSCP au paquet (E´tape 3b). Sinon, le paquet est inse´re´ dans la file correspondant a` sa
classe. L’e´valuation de la QdE se fait en conside´rant les informations de QdE disponibles.
Au plus, trois (3) informations de QdE peuvent eˆtre disponibles. Ce sont la dernie`re valeur,
la variation et la vitesse de variation de la QdE pour le flot auquel appartient le paquet(voir
Tableau 3.1).
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Figure 3.9 Algorithme de traitement des paquets dans le me´canisme propose´
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CHAPITRE 4
EXPE´RIMENTATIONS ET RE´SULTATS
Le but d’e´valuer la proposition est de voir si elle permet d’ame´liorer la qualite´ de l’expe´-
rience (QdE) pour les trafics qui y sont sensibles et son effet sur les autres trafics. Bien que
la proposition s’e´tende a` tout type de trafic, son e´valuation a e´te´ faite en conside´rant le trafic
VoIP. Pour e´valuer la QdE pour l’application VoIP l’algorithme mode`le E (E-model) a e´te´
utilise´ car il n’utilise que des parame`tres re´seaux objectifs. Cela permet d’avoir facilement
dans les simulation l’e´valuation de la QdE de l’application VoIP. Le simulateur NS-3 a e´te´
utilise´ pour re´aliser les simulations. Dans les sections qui suivent le simulateur sera pre´sente´
suivi de la description de l’algorithme mode`le E. Ensuite l’imple´mentation sera discute´e et
enfin les re´sultats de simulations seront analyse´s.
4.1 Description du simulateur utilise´
L’e´valuation de la performance de la proposition de´taille´e dans le chapitre pre´ce´dent a e´te´
faite en utilisant le simulateur NS-3.13 [43]. NS-3 est un simulateur de re´seau a` e´ve´nements
discrets destine´ principalement aux fins de recherche et d’enseignement. C’est un projet open-
source de´veloppe´ dans le langage C++. Bien que son nom soit similaire, il n’est pas une
extension du tre`s populaire simulateur NS-2 cependant il est de´veloppe´ par le meˆme groupe
de travail. Il pre´sente les caracte´ristiques suivantes :
– Son de´veloppement est fait de fac¸on modulaire de fac¸on a` faciliter l’inte´gration de
nouveaux mode`les
– Il dispose d’un noyau extensible programme´ en C++ avec des interfaces optionnelles
en python et d’un API tre`s bien documente´. Ce qui permet d’e´viter certains proble`mes
retrouve´s dans NS-2 tels que les proble`mes de couplage et d’interope´rabilite´s entre les
mode`les et l’absence de gestion de la me´moire.
– La conception des diffe´rents modules dans NS-3 est re´alise´e avec beaucoup de re´alisme
et les modules s’alignent sur les syste`mes re´els. Les mode`les de nœuds par exemple sont
comme des vrais ordinateurs. Un nœud NS-3 est une module auquel sont ajoute´es les
applications, les piles de protocole et des interface re´seau (Network Interface Card).
– Il fournit du support pour la virtualisation et l’inte´gration aux testbeds. Des machines
virtuelles peuvent eˆtre utilise´s au dessus de la couche physique de NS-3. De plus la pile
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NS-3 peut eˆtre exe´cute´e en mode e´mulation et e´mettre/recevoir des paquets a` travers
des dispositifs re´els.
– Les statistiques et les traces d’exe´cution sont flexibles. Il est capable de ge´ne´rer des
fichiers de traces Packet Capture (PCAP) qui peuvent eˆtre lus avec un analyseur de
protocole tel que wireshark [44].
– Les attributs syste`mes sont tre`s bien documente´s.
helper
routing internet-stack devices applications
node
node class, netDevice, address(MAC, 
Ipv4, etc), Queues, Socket, IPV4
mobility
Mobility models(static, 
random, walk, etc)
common
Packets, Packets tags, Packets 
header, Pcap/ascii file
simulator
Event, Scheduler, Time
core
Smart pointers, Callbacks, Logging, Random variable, Tracing, 
Dynamic type system, Attributes
Figure 4.1 Architecture logicielle de NS-3 inspire´ de [43]
Le simulateur NS-3 est organise´ suivant une structure modulaire et en couche comme
pre´sente´e a` la Figure 4.1 facilitant ainsi son extension. Partant du bas, on retrouve le cœur
du simulateur constitue´ d’un ensemble de composantes qui sont utilise´es par toutes les autres
classes. On y trouve des classes pour les pointeurs intelligents, des types attributs syste`me
dynamique, les traces etc. A` la couche 2, il y a des composantes qui sont communes a` tous
les protocoles et mode`les parmi lesquelles se trouvent les objets paquet (packet), enteˆte de
paquet (packet header) et e´tiquette de paquet (packet tag). Au dessus de cette couche, les
mode`les de nœuds et de mobilite´ sont de´finis. Ensuite on retrouve les mode`les de´finissant des
protocoles de routage, la pile TCP/IP et les applications. La dernie`re contient un ensemble
de classes dites helper qui aident a` simplifier le travail des utilisateurs lorsque ces derniers
e´crivent des scripts de simulations.
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4.2 Environnement de simulations
Pour re´aliser les simulations, le simulateur a e´te´ installe´ sur une machine virtuelle VM-
ware (VMware Workstation 7.1.3) munie d’un processeur de 2.10GHz a` laquelle 1 Gigaoctet
de me´moire RAM a e´te´ alloue´e. Sur cette machine est installe´ le syste`me d’exploitation
linux distribution ubuntu 10.04. L’e´dition des codes sources du simulateur ainsi que la pro-
grammation des nouvelles fonctionnalite´s qui y sont ajoute´es se font via l’environnement de
de´veloppement Eclipse IDE for C/C++ Developers version 1.4.1 [45]. La compilation
et l’exe´cution se font a` partir de l’outil Waf [46]. La machine hoˆte de la machine virtuelle
posse`de un processeur Intel Pentium T4300 muni de deux cœurs de 2.10GHz chacun et de 4
Gigaoctet de me´moire RAM et sur laquelle le syste`me d’exploitation WINDOWS 7 version
Professionnelle est installe´.
4.3 Me´thode d’e´valuation de la qualite´ de l’expe´rience
Comme pre´sente´ au chapitre 1, diverses me´thodes, de´pendant du type d’application, ont
e´te´ standardise´s pour e´valuer la QdE. Parmi ces me´thodes, nous retrouvons le mode`le E,
de´crit dans la recommandation G-707 de l’ITU [7], qui permet d’e´valuer la QdE pour les
applications de voix sur IP. Faisant partie des me´thodes dites de planification de re´seaux, le
mode`le E utilise des parame`tres de performance du re´seau pour e´valuer la QdE. Aussi dans
le cadre des simulations de la voix sur IP, il a e´te´ utilise´ pour e´valuer la QdE.
En effet, le mode`le E est un mode`le quantitatif qui de´finit un facteur de qualite´ R appele´
R-score qui prend en compte les effets du de´lai, des pertes de paquets, de la gigue etc., sur
la QdE de l’usager. Le facteur R est exprime´ comme :
R = R0 − Is − Id − Ie−eff + A (4.1)
Ou`
– R0 repre´sente en principe le rapport signal sur bruit de base,
– Is toutes les de´gradations qui se produisent plus ou moins en meˆme temps que le signal
vocal,
– Id prend en compte les effets du de´lais et des e´chos,
– Ie−eff repre´sente les facteurs de de´gradation du aux e´quipements,
– A un facteur avantage qui prend en compte l’attente de l’usager par rapport a` la
technologie d’acce`s utilise´e.
En supposant que les pertes de paquets se font de manie`re ale´atoire, Ie−eff se calcule
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comme suit :
Ie−eff = Ie + (95− Ie). Ppl
Ppl +Bpl
(4.2)
Ou`
– Ie est le facteur de de´gradation duˆ aux codecs a` bas de´bit,
– Ppl taux de perte de paquets,
– Bpl repre´sente le facteur de robustesse a` l’erreur du codec.
Une approximation de Id est donne´e par l’expression suivante :
Id = 0.24d+ 0.11 ∗ (d− 177.3) ∗ I(d− 177.3) (4.3)
Avec
I(x) =
0 si x < 01 si x≥ 0 (4.4)
et d, le de´lai
Dans les relations pre´ce´dentes, aucune mention explicite n’est faite a` la gigue car elle est
compense´e par l’utilisation d’un tampon a` la re´ception, ce qui induit un de´lai additionnel.
Ce de´lai duˆ a` la gigue se traduit en une perte pour les paquets qui arrivent apre`s un certain
seuil qui de´pend de la taille et du type du tampon de gigue utilise´.
Une fois le facteur R de´termine´, l’algorithme mode`le E e´tablit la correspondance entre R
et MOS par la relation suivante :
MOS =

1 si R < 0
1 + 0.035R +R(R− 60)(100−R)7 ∗ 10−6 si 0 <R<100
4, 5 si R ≥ 100
(4.5)
Les conside´rations suivantes sont faites dans l’e´valuation du MOS. Les de´lais au niveau
du codeur et du de´codeur et les e´chos sont nuls. Pour les e´chos, il est suppose´ que des com-
pensateurs d’e´cho sont utilise´s. Les parame`tres R0, Is , Ie et Bpl sont constant et de´pendent
du codec utilise´.
49
Tableau 4.1 Mise en correspondance entre les valeurs de R et l’estimation du MOS
Niveau de satisfaction Facteur R MOS
(borne infe´rieure) (borne infe´rieure)
Tre`s satisfait 90 4,34
Satisfait 80 4,03
Quelques utilisateurs insatisfaits 70 3,60
Beaucoup d’utilisateurs insatisfaits 60 3,10
Presque tous les utilisateurs insatisfaits 50 2,58
4.4 E´valuation du MOS dans le simulateur
Le calcul du MOS se fait via un estimateur qui imple´mente le mode`le E et qui dispose de
la structure repre´sente´e a` la Figure 4.2 pour sauvegarder des statistiques sur chaque flot dont
la QdE doit eˆtre e´value´e. Pour chaque flot identifie´ par le quintuplet (adresse source, adresse
destination, port source, port destination, protocole de transport), une feneˆtre de temps a e´te´
conside´re´e pendant laquelle l’estimateur recueille des statistiques qui le permettent d’e´valuer
le MOS. La feneˆtre de temps conside´re´e est e´gale a` l’intervalle qui a e´te´ de´fini pour l’e´valuation
de la QdE. Les statistiques recueillies sont le de´lai, les pertes, la gigue, la quantite´ de paquets
rec¸us et envoye´s.
identificateur
adresse 
source
adresse 
destination
port 
source
port 
destination
protocole
1
2
3
10.1.1.2 137.65.14.5 5482 5 UDP
10.1.4.2 5687 1034 UDP149.13.143.13
174.89.217.119 7329 80 TCP149.13.143.13
. . . . . . . . . . . . . . . . . .
Temps (s)
paquets 
recus
paquets 
perdus
paquets 
utilisés
délai moy. 
(ms) MOS
5
10
15
. . . . . . . . . . . . . . . . . .
4.0409269 0 69 13.518
3.95936118 1 118 21.8519
4.2162452 0 52 3.51217
Figure 4.2 Statistique par flot
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Le de´lai et la gigue sont calcule´es d’apre`s les spe´cification du protocole RTP [24]. Si Si
repre´sente le temps ou` le paquet i a e´te´ envoye´, et Ri temps d’arrive´e du paquet i, alors pour
deux paquets i et j le de´lai D est exprime´ comme suit :
D(i, j) = (Rj − Sj)− (Ri − Si) (4.6)
Et la gigue associe´e au paquet i est calcule´e par la formule suivante :
J(i) = J(i− 1) + (|D(i− 1, i)| − J(i− 1))
16
(4.7)
Avec J(i − 1) la gigue pour le paquet pre´ce´dent et D(i, i − 1) le de´lai entre le paquet i et
le paquet i − 1. Pour les pertes de paquets, ont e´te´ comptabilise´s tous les paquets qui sont
rejete´s a` n’importe quel endroit du re´seau.
4.5 Imple´mentation des me´canismes
Les simulations ont e´te´ en utilisant la version NS-3.13 dans laquelle le mode`le DiffServ
n’est pas encore e´te´ inte´gre´. Cependant l’extension propose´e dans [47] a e´te´ utilisee en l’in-
te´grant au simulateur. Cette extension imple´mente un mode`le DiffServ avec ses principales
fonctionnalite´s. Les algorithmes token bucket de´crit a` la Figure 2.2, three rate two colour mar-
king (trTCM ) repre´sente´ a` la Figure 2.6 et single rate two colour marking srTCM de´crit a` la
Figure 2.5) sont utilise´s pour faire du controˆle de trafic et du marquage. L’algorithme WRED
est utilise´ pour la gestion des files d’attente pour les classes AF. Les files EF et DF sont ge´re´es
avec l’algorithme DropTail. Au niveau de l’ordonnanceur, les algorithmes Weighted Round
Robin (WRR) (Figure 2.8) et Rate-controlled Priority Queuing sont imple´mente´s. Certaines
modifications ont e´te´ apporte´es a` ce mode`le pour que le traitement des paquets prennent en
compte l’information de la QdE. Le diagramme de la Figure 4.3 montre les principales classes
qui ont ajoute´es au simulateur.
Pour qu’un e´metteur ait acce`s aux informations de la QdE e´value´es au re´cepteur, il va les
lire dans la structure de donne´es dont un exemple est fourni a` la Figure 4.2. A travers une
e´tiquette (label) que NS-3 permet de ‘coller’ aux paquets, l’e´metteur introduit dans le re´seau
les informations de la QdE qu’il a lues. L’e´tiquette ajoute´e au paquet joue le roˆle de l’enteˆte
ConEx puisque Re-ECN n’est pas encore imple´mente´. Lorsqu’un paquet arrive a` un routeur,
ce dernier acce`de a` l’e´tiquette pour y lire les informations de la QdE. Ainsi suivant la valeur
du MOS et la tendance dans la variation du MOS, le paquet est aiguille´ vers la meilleure file
d’attente.
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DiffservQueue DiffservFlow
DiffservSlaDiffservMeter
TRTCMTokenBucket
WRED
SRTCM
DiffservAqm
DiffservQoE EmodelMosEstimation
Figure 4.3 Digramme des principales classes ajoute´es au simulateur
La tendance de la variation de l’information de la QdE repre´sente´e par l’estimation du
MOS est de´termine´e par une droite de re´gression qui est calcule´e a` partir d’un feneˆtre de
valeurs du MOS. Cette feneˆtre est configurable. La pente de cette droite renseigne sur la
tendance de la variation des valeurs du MOS.
Ces ope´rations ont e´te´ re´alise´es par deux classes principales que nous avons ajoute´es au
simulateur.
La classe EmodelMosEstimation dont l’attribut principal est la structure de stockage
pre´sente´e a` la Figure 4.2 imple´mente l’estimateur de la QdE qui effectue tous les traitements
devant aboutir a` l’e´valuation de la QoE. Les principales me´thodes sont :
– PacketSent (Ptr<Node>) : Cette me´thode s’applique a` un nœud e´metteur qui envoie du
trafic pour lequel l’information de la QoE doit eˆtre e´value´e. Pour chaque paquet qui est
en train d’eˆtre envoye´ par ce nœud, la me´thode assigne un identifiant correspondant au
quintuplet (voir Figure 4.2) qui identifie le flot dans lequel le paquet appartient. Ensuite
cette me´thode ajoute au paquet une e´tiquette munie de cet identifiant de sorte que les
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autres nœuds puissent identifier le flot auquel appartient le paquet sans avoir a` lire son
enteˆte. Enfin, si les dernie`res informations de la QdE pour le flot sont disponibles, la
me´thode les rajoute au paquet via une e´tiquette.
– PacketReceived (Ptr<Node>) : Applique´e a` un nœud re´cepteur, cette me´thode de´ter-
mine, pour chaque paquet d’un flot qu’elle rec¸oit, le de´lai et la gigue et sauvegarde
ces informations jusqu’a` qu’elles soient utilise´es pour de´terminer la QdE. La dure´e de
sauvegarde de´pend de l’intervalle de calcul.
– PacketDrop () : Cette me´thode agit sur tous les nœuds entre l’expe´diteur et le desti-
nataire pour faire le suivi de chaque d’un flot en reportant tous les paquets qui sont
perdus ou e´limine´s par n’importe quel nœud du re´seau
– GetPeriodicFlowStat () : Cette me´thode calcule a` intervalle fixe l’information de la QoE
pour chaque flot et reporte l’information dans la structure de stockage de l’estimateur.
– EmodelEstimation () : Me´thode imple´mentant l’algorithme de´crit dans la section 4.3
qui calcule le MOS.
D’autre me´thodes telles que TxPacketLogger(), RxPacketLogger(), DropPacketLogger(), Queue-
PacketLogger(), Ipv4PacketLogger(), GetSlope(), GetPeriodicFlowStat(), GetLastQoE() existent
pour trouver la dernie`re information de la QoE pour un flot donne´, estimer le sens de va-
riation de l’information de la QoE et faire sortir les statistiques pour analyses ulte´rieures,
etc.
La classe DiffServQoE maintient l’e´tat des files d’attente WRED des routeurs cœur du
re´seau DiffServ dans des structures de donne´es. Ses principales me´thodes sont :
– PredictedDropProbability () : E´tant donne´ un paquet, cette me´thode de´termine avec
quelle probabilite´ que ce paquet serait e´limine´ s’il e´tait inse´re´ dans la file qui correspond
a` sa classe ou dans les autres files de plus grande priorite´.
– GetPredictedDelay () : En tenant compte du nombre d’octets pre´sent dans les diffe´rentes
files et du poids relatif de chaque file, cette me´thode estime le de´lai que passerait un
paquet qui vient d’arriver au routeur s’il y e´tait inse´re´.
– GetSuitableQueue () : Cette me´thode permet de de´terminer si le paquet qui arrive
sera admis dans sa file par de´faut ou dans la file supe´rieure. Cette de´cision se base
sur le de´lai pre´dit et la probabilite´ que le paquet soit e´limine´. Avant de prendre la
de´cision, elle ve´rifie le niveau d’occupation de la file et ve´rifie si ce niveau d’occupation
est infe´rieure au seuil qui a e´te´ de´fini pour qu’une file d’attente accepte des paquets
provenant d’autres classes de service.
La classeDiffServQueue qui imple´mente les traitements effectue´s par les routeurs a` la
frontie`re et a` l’inte´rieur d’un domaine DiffServ a e´te´ modifie´e notamment en ajoutant la
me´thode QoEDeteriorated qui ve´rifie, lorsqu’un paquet arrive au routeur, si la QdE s’est
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de´grade´e et, si ne´cessaire, le faire passer dans une file supe´rieure.
4.6 Simulation de la voix sur IP
Pour simuler la voix sur IP, le mode`le pre´sente´ dans [48] a e´te´ utilise´. On suppose que
le codeur utilise´ est le G.711 avec ane´antisseur d’e´chos. Le trafic fourni par le codeur est
caracte´rise´ par une succession de pe´riode active ou` il envoie des donne´es (pe´riode ON) et
de pe´riode de silence (pe´riode OFF). Pendant la pe´riode ON, les paquets sont envoye´s a
intervalle re´gulier correspondant au temps de paque´tisation a un de´bit maximal de 29.6
kb/s. Typiquement, pour le codeur utilise´, le temps de paque´tisation est estime´e a 20ms. Les
pe´riodes ON et OFF sont estime´es par une loi exponentielle de moyenne de 0.35 sec et 0.65
sec respectivement. Il s’ensuit que la charge utile des paquets VoIP sera de 172 octets (160
octets pour la voix et 12 octets pour l’enteˆte RTP).
4.7 Plan d’expe´rience
Diverses simulations ont e´te´ re´alise´es pour e´valuer la performance des me´canismes propo-
se´s. Deux types de sce´nario ont e´te´ conside´re´s. Un sce´nario simple et un sce´nario complexe.
La me´trique principale qui sera e´value´e dans les deux sce´narios est le MOS. Le sce´nario simple
a permis de voir la variation de la QdE au cours de la simulation avec et sans le me´canisme
propose´. Le sce´nario complexe, de son cote´, a permis d’e´valuer globalement la QdE de l’ap-
plication pour les diffe´rents cas simule´s. Dans tous les types de sce´narios 4 types de trafic
sont utilise´s. Le trafic VoIP pour lequel le me´canisme peut eˆtre applique´, du trafic FTP et
du trafic CBR avec UDP. Pour ce qui a trait a` l’ordonnancement, l’algorithme WRR a e´te´
utilise´ et les files AF1, AF2, AF3 et BE ont respectivement un poids de 8/20, 6/20, 4/20 et
2/20. Chaque file peut contenir au plus 100 paquets. Le seuil de´fini pour le MOS est de 4.0,
l’intervalle d’e´valuation est fixe´ a` 5 secondes. Rien n’est pre´cise´ pour le taux d’occupation
des files d’attente.
4.7.1 Sce´nario simple
Le sce´nario simple est un sce´nario peu charge´ constitue´ de 4 clients dont deux font de la
voix sur IP. deux classes de trafic AF1 et AF2 ont e´te´ conside´re´es. La classe AF2 a e´te´ surchar-
ge´e pour provoquer une de´gradation de la QdE du flot VoIP de classe AF2 (voir Table 4.2).
Le re´seau de la Figure 4.4 a e´te´ simule´ pour ce sce´nario. Ce sce´nario vise essentiellement a`
montrer la variation du MOS lorsque DiffServ est utilise´ seul et lorsque le feed-back de la
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QdE est utilise´ dans la classification.
2ms,
10Mb/s
2ms,
10Mb/s
2ms,
10Mb/s
2ms,
10Mb/s
2ms,
10Mb/s
Hote 1
Hote 2
Hote 3
Hote 4
2ms, 
10Mb/s
2ms, 1Mb/s
Serveur 1
Serveur 2
Figure 4.4 Re´seau du sce´nario simple
Tableau 4.2 Flots pour le sce´nario simple
No Flot Source->Destination Application Classe
1 Hote1 ->Serveur 1 VoIP AF1
2 Hote2 ->Serveur 2 VoIP AF2
3 Hote3 ->Serveur 1 Trafic CBR AF2
4 Hote4 ->Serveur 1 Trafic CBR AF2
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Figure 4.5 Graphe de la variation du MOS pour le flot 2 avec et sans le me´canisme
Les simulations ont e´te´ re´alise´es avec et sans le me´canisme. Dans chaque cas, les variations
des me´triques du MOS, du de´lai moyen, et des pertes de paquets moyennes pour chacun des
intervalles d’e´valuation du MOS ont e´te´ inventorie´s. Lorsque le me´canisme n’est pas utilise´
la QdE du flot de VoIP de classe AF2 exprime´e par le MOS varie entre 1.28 et 2.31 avec
une moyenne de 1.79. Avec de telles valeurs pour le MOS, la communication VoIP serait
quasiment impossible. Lorsque le classification prend en compte la QdE, les valeurs minimale,
maximale et moyenne du MOS sont respectivement 1.49, 4.25 et 3.64. Ce qui assure une
qualite´ acceptable pour la communication.
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Figure 4.6 Variation des pertes pour le flot 2 avec et sans le me´canisme
Figure 4.7 Variation du de´lai pour le flot 2 avec et sans le me´canisme
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Il convient aussi de remarquer l’impact du me´canisme sur les autres me´triques de perfor-
mance du re´seau. En effet, les graphes des Figures 4.6 et 4.7 montrent l’impact du me´canisme
sur la perte de paquets ainsi que sur le de´lai moyen expe´rimente´ par les paquets.
4.7.2 Sce´nario complexe
Ce type de sce´nario se base sur l’architecture de re´seau repre´sente´e a` la Figure 4.8. Le
re´seau est constitue´ de 24 sources dont 10 font de la voix sur IP a` un de´bit moyen de 28kbps
re´partis entre les classes AF1 et AF2, 10 font du FTP avec des flots re´partis entre les classes
AF2 et AF3 et les 4 autres envoient du trafic a` de´bit constant (trafic CBR) de classe BE.
Dix (10) sce´narios ont e´te´ simule´s et dans chacun des cas le nombre de flots de VoIP ont e´te´
garde´s constant tandis que la quantite´ des autres flots a augmente´. Le Tableau 4.3 spe´cifie
pour chaque sce´nario le nombre de flots et la proportion de trafic pour l’application VoIP.
2ms,
2Mb/s
2ms,
2Mb/s
2ms, 
10Mb/s
Hôte 1
Hôte 24
2ms, 
10Mb/s
2ms, 2Mb/s
Serveur 1
Serveur 2
2ms, 2Mb/s
2ms,
2Mb/s
2ms
2Mb/s
Routeur 
cœur 
Routeur 
frontière
Routeur 
frontière
Récepteur 1
Récepteur 10
Figure 4.8 Re´seau du sce´nario complexe
Les Tableaux 4.5 et 4.4 pre´sentent les re´sultats et comparent le cas ou` le me´canisme n’est
pas utilise´ versus lorsqu’il est utilise´. Le Tableau 4.4 montre les valeurs du MOS mesure´s
par sce´nario. La valeur moyenne concerne toutes les communications tandis que la la valeur
minimale indique la valeur du MOS pour la communication qui a la QdE relative la plus faible
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Tableau 4.3 Sce´narios simule´s
Sce´nario Nombre de flots % Trafic VoIP
1 10 100
2 12 83.33
3 13 79.92
4 15 66.66
5 16 62.5
6 18 55.55
7 19 52.63
8 21 47.61
9 22 45.45
10 24 41.66
Tableau 4.4 Re´sultats pour les diffe´rents sce´narios avec et sans le me´canisme
Sce´nario
Moyenne(MOS) Min(MOS) Max (MOS)
DiffServ DiffServ & QoE DiffServ DiffServ & QoE DiffServ DiffServ & QoE
1 4.23 4.23 4.04 4.04 4.25 4.25
2 4.20 4.24 4.16 4.21 4.26 4.25
3 4.14 4.20 3.98 4.11 4.25 4.25
4 4.08 4.16 3.8 4.04 4.25 4.25
5 3.59 3.81 3.06 3.64 4.03 3.99
6 3.65 3.72 3.16 3.43 4.05 3.94
7 3.63 3.74 3.10 3.48 4.05 3.95
8 3.41 3.57 3.17 3.29 3.73 3.78
9 3.36 3.50 3.04 3.37 3.63 3.59
10 3.27 3.50 2.86 3.35 3.57 3.67
et la valeur maximale indique la valeur du MOS pour la communication ayant la QdE relative
la plus e´leve´e des dix communications VoIP. Pour les sce´narios 1 et 2, l’effet du me´canisme
n’est pas important puisque la valeur du MOS est supe´rieur a` 4 avec ou sans le me´canisme
propose´. En revanche les sce´narios subse´quents montrent l’effet du me´canisme notamment a`
partir du sce´nario 4. Le Tableau 4.5 montre le gain obtenu pour les diffe´rents sce´narios.
Les graphes des Figures 4.9, 4.11, 4.12, 4.13 et 4.14 suivantes comparent respectivement
le MOS pour les trafic VoIP de la classe AF2, le MOS, le de´lai moyen, les pertes moyennes
et la gigue pour tous flots VoIP en fonction de ce que repre´sente le trafic VoIP du trafic total
dans le cas ou` le me´canisme propose´ est utilise´ versus lorsqu’il n’est pas utilise´. L’ame´lioration
globale qui se fait, comme le montre le graphe de la Figure 4.11, est due a` l’ame´lioration de
la QdE des trafics VoIP de la classe AF2 (voir le graphe de la Figure 4.9). Le graphe de la
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Tableau 4.5 Gain par rapport au cas ou` le me´canisme n’es pas utilise´
Sce´nario %Min(MOS) % Max(MOS) %Moyenne
1 0 0 0
2 1.18 - 0.23 0.23
3 3.16 0 1.42
4 5.94 0 1.92
5 15.93 -1 5.77
6 7.87 -2.79 1.88
7 10.91 -2.53 2.94
8 3.64 1.32 4.48
9 9.79 -1.11 4
10 14.62 2.72 6.83
Figure 4.10 affiche le de´lai moyen pour les flots AF2 dans les deux cas. Lorsque le me´canisme
est utilise´ le de´lai maximal expe´rimente´ par les paquets est de 258 ms avec une moyenne de
173 ms et lorsqu’il n’est pas utilise´, le de´lai max est de 269 ms avec une moyenne de 173 ms.
La Figure 4.15 montre le peu d’impact qu’a` le me´canisme propose´ sur la qualite´ des
communications de la classe AF1 autrement dit le me´canisme utilise´ pour faire passer certains
paquets de AF2 dans AF1 n’affecte pas la qualite´ qu’auraient duˆ avoir les trafics de classe
AF1.
Le graphique a` baˆtons de la Figure 4.16 compare le de´bit des trafics d’arrie`re plan avec
le me´canisme versus sans le me´canisme. Les re´sultats montrent que le de´bit a tre`s peu varie´
dans les deux cas.
Tout compte fait les re´sultats montrent que le fait de prendre en compte l’information du
feed-back de la qualite´ d’expe´rience a une incidence sur les performances globales du re´seau
et permet par exemple, comme le montre la Figure 4.13, de diminuer dans ce cas le taux
de perte de paquets. Comme il en sera mention dans la section 5.3 du chapitre suivant, il
demeure encore possible d’avoir de meilleurs re´sultats en jouant sur les parame`tres tels que
l’intervalle d’e´valuation de la QdE, le niveau d’occupation d’une file pour qu’elle accepte a`
un instant donne´ du trafic d’autres classes et le seuil de´fini pour le MOS.
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Figure 4.9 Graphe du MOS pour les flots AF2
Figure 4.10 De´lai moyen des flots AF2
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Figure 4.11 Graphe de la moyenne du MOS pour tous les flots VoIP
Figure 4.12 Graphe du de´lai moyen tous les flots VoIP
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Figure 4.13 Graphe des pertes moyennes tous les flots VoIP
Figure 4.14 Graphe de la gigue moyenne des flots VoIP
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Figure 4.15 Graphe de la moyenne du MOS pour tous les flots AF1
Figure 4.16 Graphique du debit des trafics d’arrie`re-plan
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CHAPITRE 5
CONCLUSION
Dans le cadre de cette maˆıtrise, nous avons de´veloppe´ un nouveau me´canisme qui permet
d’ame´liorer le niveau de satisfaction des usagers des services dont la qualite´ de l’expe´rience
(QdE) peut eˆtre de´termine´e et retransmise dans le re´seau. Dans les sections suivantes, une
synthe`se du travail sera effectue´e ensuite, nous ferons ressortir ses limitations et enfin nous
fournirons quelques pistes pour des ame´liorations futures.
5.1 Synthe`se des travaux
Dans ce me´moire, nous avons propose´ un nouveau type de traitement de paquets qui
prend en compte l’information de la QdE, lorsqu’elle est disponible, lors de la classification
des paquets faite par les routeurs internes a` un domaine DiffServ. Ce nouveau mode de
traitement des paquets n’est que l’une des possibilite´s de l’utilisation du me´canisme de feed-
back que nous avons e´galement propose´ pour faire la re´troaction de l’information de la QdE.
Pour permettre aux routeurs d’avoir acce`s a` l’information de la QdE, l’e´metteur l’e´crit dans
l’enteˆte des paquets lorsque le protocole de la couche 3 est IPv6 soit en utilisant les bits
restants de l’enteˆte d’option destination du protocole ConEx ou en cre´ant une autre enteˆte
de destination. Dans le cas de IPv4, vu qu’il ne reste qu’un seul bit, l’e´metteur ne fait
qu’indiquer par ce bit si la QdE s’est de´grade´e ou non. Pour e´valuer les performances des
me´canismes propose´s, nous les avons simule´s avec le simulateur NS-3.13 auquel nous avons
inte´gre´ un module DiffServ que nous avons modifie´. Les simulations effectue´es, en utilisant
du trafic VoIP, montrent que les me´canismes propose´s permettent d’ame´liorer le niveau de
la QdE pour les flots VoIP et, en meˆme temps, ame´liorer les me´triques de qualite´ de service.
5.2 Limitations des travaux
Les me´canismes propose´s souffrent de quelques limitations. Le me´canisme de feed-back
propose´ ne pourra pas cohabiter avec Re-ECN si ce dernier est adopte´ par l’IETF pour les
applications utilisant le protocole de transport TCP sur IPv4, car le seul bit qui permettrait
de signaler la de´gradation de la QdE aux routeurs est utilise´ par le protocole Re-ECN.
L’application faite a` DiffServ, via le nouveau me´canisme de classification des paquets aux
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routeurs internes a` un domaine DiffServ, peut conduire, dans certains cas, a` perdre la se´quence
des paquets, ce qui ne´cessitera d’avoir des me´canismes de re´-ordonnancement a` la re´ception.
Pour ce qui concerne les simulations, ConEx/Re-ECN n’est pas imple´mente´ pour trans-
mettre l’information de la QdE dans le re´seau. Les informations de la QdE pour tous les
flots sont stocke´es dans une seule structure dans laquelle les nœuds re´cepteurs et e´metteurs
e´crivent et lisent respectivement les informations relatives a` la QdE. Le fait, pour les e´met-
teurs, d’aller lire directement l’information de la QdE, la rend disponible pour ces derniers
plus rapidement qu’elle ne le serait dans la re´alite´. Dans la re´alite´, il faudra au moins la moitie´
d’un Round Trip Time (RTT) avant que l’e´metteur ne sache la dernie`re information de QdE
estime´e au re´cepteur. D’un autre cote´, l’application VoIP avec sa pile protocolaire n’est pas
encore imple´mente´e dans la version du simulateur utilise´. Ainsi pour la simuler, nous avons
utilise´ un mode`le the´orique qui est fourni dans [48]. En outre, dans l’e´valuation de la QdE
par le mode`le E (E-model), nous avons suppose´ que les pertes des paquets dans le re´seau
se font de fac¸on ale´atoire, mais en re´alite´, pour l’application VoIP, les pertes de paquet se
produisent en rafale, autrement dit, a` un instant donne´, il peut y avoir beaucoup de pertes de
paquets et aucune l’instant d’apre`s. Il re´sulte de ces conside´rations que les re´sultats obtenus
ne sont que des approximations.
5.3 Travaux futurs
Plusieurs autres travaux peuvent de´couler des me´canisme propose´s en guise de travaux
futurs. Des ame´liorations peuvent eˆtre apporte´es a` l’application faite a` DiffServ en utilisant
l’information de la QoE au niveau des traitements effectue´s par les routeurs situe´s a` la
frontie`re d’un domaine DiffServ dans le controˆle de trafic, par exemple. D’autre part, il serait
inte´ressant d’avoir un me´canisme de controˆle d’acce`s base´ sur la QoE de fac¸on a` bloquer
certaines communications si elles vont de´te´riorer la QdE, ou si l’e´tat du re´seau laisse pre´voir
pour ces dernie`res, que les contraintes de QdE ne pourront pas eˆtre satisfaites. De plus, des
me´canismes de se´curite´ seront ne´cessaires pour s’assurer que des nœuds ne trichent pas en
alte´rant la QdE e´value´e au re´cepteur. Enfin, le feed-back de la QdE peut eˆtre utilise´ dans
d’autres me´canismes d’active queue management comme codel [49] ou d’autres me´canismes
de QdS.
Concernant les re´sultats, l’utilisation d’un testbed dans lequel de vraies communications
VoIP seraient effectue´es permettrait d’e´valuer avec d’avantage de pre´cisions l’impact du nou-
veau me´canisme sur les communications. Pour avoir des re´sultats refle´tant d’avantage la
re´alite´, il serait inte´ressant d’utiliser les protocoles qui ont e´te´ mentionne´s pour avoir le feed-
back de l’information de la QdE et l’inse´rer dans le re´seau. Pour une meilleure e´valuation
66
de la QdE par le mode`le de E, le mode`le de Markov trouve´ dans [50] peut eˆtre utilise´ pour
prendre en compte la caracte´ristique en rafale des pertes de paquets.
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