The primary objective of this paper is to evaluate the association between market value and cash flow ratio, and to understand how economic instability alters it. Because this relationship is cross-temporal and may change if other financial indicators are considered, we model this relationship via multiple functional linear regression. We conclude from our multiple sectors study that market value ratio is affected by or follows cash flow mostly during the same time period and that this association weakens considerably under economic instability. We also show that for some industry sectors, while other financial indicators may drive market value, cash flow is likely to be the key player in most sectors.
Introduction
Investors typically want to know what an enterprise is worth now and what it is likely to be worth in the future. Short-term investors may perceive the value of a firm differently from long-term investors and from the current owners of the firm. For example, shortterm investors will only need to know the worth of the firm for a short-term period, 1 corresponding author 1 whereas the owners of the company will want a long-term evaluation of their enterprise in order to better design their financial strategies. However, for both short-and longterm investment strategies, it is essential to understand how financial variables relate to the value of the assets of an enterprise over time.
Studies related to the valuation of firms have a long history in finance, because investors relying on fundamental analysis in corporate finance use the information from firm valuation assessments in their investment strategies. Consequently, many financial analysts have been interested in what factors influence a firm's value. Longbrake (1992) surveyed firms' investment and financial policies as influence factors for firm value. Baron (1975) , Scott (1979) , and Christie and Nanda (1994) According to Kaplan and Ruback (1995) , the concept of estimating market value by calculating the discounted future cash flow is readily accepted among most economists, but until early 1990, empirical evidence for supporting whether the cash flow was a reliable indicator of market value was not sufficient. Kaplan and Ruback (1995) provided evidence of the relatedness between the transaction value, which is part of total market value of a firm, and the discounted value of their corresponding cash flow forecasts.
Furthermore, standardized performance measures of cash flow or income such as RoI (Return on Investment) are used for estimating the return of stock market value. Jacob-son (1987) found that RoI has significant correlation with the return of stock market.
In line with this empirical evidence, in this paper we address the research problem of evaluating the cross-temporal relationship of market value to cash flow throughout a multiple industry sector study over a 14-year period. The endpoint of our research is to validate whether future cash flow is a good performance measure for estimating current market value, or whether the future discounted cash flow model is appropriate for estimating market value. Specifically, we examine how and when cash flow ratio affects market value ratio of firms in several industry sectors, and furthermore, how the relationship of cash flow ratio changes in the presence of other financial factors that may affect a firm's market value ratio. Because we commonly have available only coarse information about the financial status of a company (yearly or quarterly records covering a few years), evaluating the market value ratio for individual firms or businesses may pose difficulties. To address this difficulty, we study the relationship between market value ratio and cash flow ratio using financial information across a group of businesses classified according to common industry characteristics. Finally, because this relationship progresses over time, we model it via functional linear regression.
Functional linear regression is based on the concept of functional principal component analysis (FPCA). FPCA was studied early in 1980s by Besse and Ramsay (1986) , Ramsey (1982 Ramsey ( , 1986 , Bouhaddou, Obled, and Dinh (1987) , and Ramsay and Dalzell (1991) . Rice and Silverman (1991) developed FPCA methods to analyze curves which are stochastically modeled as independent random functions with an unknown mean function and covariance. Ramsay and Silverman (1997, 2005) reorganized the methodology and theory of functional data analysis (FDA) and published the main reference on this topic. FPCA became the base method for estimating the parameter function β in the functional linear regression model E(Y (t)|X) = µ(t)+ X(s)β(s, t)ds, as introduced by He, Muller, and Wang (2000 and Yao, Muller, and Wang (2005) .
In this paper, we further extend simple functional regression to multiple predictors.
In our example, the relationship of market value ratio to cash flow ratio of industry sectors may change as we allow for other financial factors in the valuation process; subsequently, we need to model this relationship via multiple functional linear regression.
Because multiple functional linear regression poses a complex inversion problem, we use an approximation method based on iteratively smoothing partial residuals, which is generally referred to "backfitting", to estimate the multiple regression functions. The backfitting algorithm has been suggested in estimating additive regression models (Hastie and Tibshirani, 1990 ). In fact, multiple functional regression is an extension of generalized additive models in that the model components are functions of both time and predictors.
This functional regression approach is novel in understanding the cross-temporal association between market value and cash flow. Some approaches using time differences, such as conditional CAPM(Capital Asset Pricing Model), are applied in finance area.
The model uses the one-lag market return in order to estimate the current return of a specific asset. (Wang, 2003) However, none of the current methods explain the cross temporal relationship.
The remainder of this paper is organized as follows: Section 2 summarizes valuation methods to estimate market value of a firm and it introduces standardized financial variables such as ratios. Section 3 presents our data sources and the industry sectors ex- 
Difficulties in Evaluating a Firm's Market Value
Although financial analysts commonly use a variety of valuation models to determine a firm's intrinsic value in their investment strategies, one common approach to determining a firm's public value is via equity price in the stock market. When we acquire information about a firm's value from the equity price, we assume that the financial market is efficient.
Under this assumption, a firm's market price incorporates all pertinent information about the current and future financial progress of a firm. The assumption of an efficient market is also based on the idea that human behavior is always rational. The equity price in an efficient market is described as fair market value, and it indicates the amount at which a buyer and a seller having complete information of the relevant facts would trade stocks (Ross, Westerfield, and Jaffe, 2005).
However, Koller, Goedhart, and Wessels in Mckinsey & Company (2006) suggest that financial markets are sometimes not efficient; so the stock market cannot be a trustworthy indicator of a firm's intrinsic value. The cause of an inefficient financial market is that human behavior is not always rational. This assumption has been recently studied in behavioral finance. Bodie, Kane, and Marcus (2005, p.g. 396) suggest that "The premise of behavioral finance is that conventional financial theory ignores how real people make decisions and that people make a difference. A growing number of economists have come to interpret the anomalies literature as consistent with several irrationalities individuals exhibit when making complicated decisions." In addition, the castle-in-the-air theory advocated by Keynes and Morgenstern says that irrational and psychological forces rather than intrinsic values lead the market ( Pincus and Kalman, 2004) . One good example is the dot-com bubble in the stock market, which had a great impact on not only the US economy but also the overall international economy.
In addition, the political or economic environment in a nation affects the market value of equity (Bodie, Kane, and Marcus, 2006) . For instance, in 1997, the Hong Kong stock market was strongly affected by political changes when Hong Kong returned to China. In addition, under some circumstances, the market value of a firm, especially equity value, is voluntarily revised by shareholders' interests or investors' policies in investment portfolios.
Therefore, we identify at least three challenges in estimating the value of a firm. First, financial analysts use a broad spectrum of valuation methods, so their valuation methods might be diverse. Second, firm valuation models often use forecasted future performance such as cash flow over a five-ten year period, so the forecast may not be accurate. Third, equity value is often affected by irrational human behaviors or the political environment, and subsequently, the market value of a firm or a sector may not progress as predicted by the valuation models. Regardless of these difficulties, investment strategies require firm market valuation, which mainly relates to cash-flow-based valuation models, to capture a firm's market value progress and to subsequently project the loss and gain of the investment.
Cash Flow Method
The central component in the cash flow valuation method is the discounted cash flow, a common measure for analyzing the market value of a firm. Koller, Goedhart, and Wessels in Mckinsey & Company (2006, p.g. 103) indicate that "A company's value is driven, first, by its ability to earn a return on invested capital (ROIC) greater than its weighted average cost of capital (WACC), and second, by its ability to grow. High returns and growth result in high cash flows, which in turn drives value." They proposed statistical evidence that returns on invested capital and growth drive the stock market.
6
Koller, Goedhart, and Wessels (2006) suggest several cash-flow-based valuation methods such as the enterprise discounted cash flow model, the economic profit model, the adjusted present value model, the capital cash flow model, and the equity cash flow model. These models discount future cash flow by using a discount factor. For example, the enterprise discounted cash flow model uses free cash flow as a performance measure and WACC (weighted average cost of capital) as the discount factor, and the adjusted present value model use unlevered cost of equity as the discount factor. Inspired by the model introduced in Madden (1999) , our paper considers a CFRoI (cash flow on return of investment) valuation model. The main difference between the CFRoI model and other models that also use cash flow as measure of performance is the discount factor. For example, some FCFE (Free Cash Flow to Equity)-type models use the CAPM/beta method in order to determine discount rates, and several FCFF (Free Cash Flows to the Firm)-type models use WACC (weighted average cost of capital) for the discount rate. On the other hand, Madden's method for calculating discount rates is integral to the valuation model, and therefore, CFRoI is derived as an internal (firm-specific) rate of return assuming that current cash flows are sustained. The advantage of following Madden's approach is that the discount rate allows a comparison of performance across business units with different asset diversity, industries, economies, and time, because the internal discount rate of CFRoI model accounts for firm-specific variables such as company size, company leverage, and market rate (Madden, 1999) .
Because most methods use cash flow as the performance measure regardless of differences in approach to calculating the discount rate, the model introduced in this paper evaluates the association between market value and cash flow among firms of each industry sector. We also investigate how the relationship between market value and cash flow changes if we allow for other financial variables in the model. The next subsection explains problems posed by using non-adjusted financial indicators such as market 7 value (i.e., equity price) or unstandardized cash flow (i.e., net income) and introduces standardized measurements that may be used to indicate market value and cash flow.
Financial Ratios
The fundamental analysis for evaluating a firm's market value is based on an individual firm's past and future performance as well as on the performance of companies in the firm's industry sector or related industries. The performance of a firm's business is indicated by its financial status revealed in its financial statements, such as balance sheets, income statements, statements of cash flows, and retained earning statements.
For example, the profit generated by sales indicates the main profitability of business, and the income of a firm plays an important role as an evaluator of the fundamental performance of the company. The performance of a firm's operation is also closely related to the overall performance of other companies in its industry sector. However, in order to compare the performance of companies within an industry sector, we need to adjust the items in their financial statements for variations in their operational business size.
We can remove size effects in two possible ways suggested by Khorana (2006) . One method is to express each item on the financial statement as a percentage of one representative item, which is called a "common-size statement." For example, we can express all items on the balance sheet as a percentage of total assets, or we can express items on the income statement as a percentage of sales. If we have several years of information for one business unit in a company, common size statements are particularly useful in tracking performance over time. The second method to evaluate the financial status and performance of firms is to compute financial ratios from financial statements.
In Ross, Westerfield, and Jaffe (2005), financial ratios are divided into several areas of financial performance: short-term solvency, activity, financial leverage, profitability, 8 and market value. First, ratios of short-term solvency such as current ratio and quick ratio show how effectively the company can meet its financial requirements within a short time period such as one year, i.e., to pay its bills. A firm must have sufficient cash flow to avoid defaulting on its obligations. Current ratio and quick ratio belong to ratios of short-term solvency. Second, we can determine the effectiveness of a firm's asset management by deriving activity ratios, such as total asset turnover, receivable turnover, and inventory turnover. Third, financial leverage such as debt ratio and interest coverage represents how much a firm relies on debt instead of equity to finance the firm's assets, and the leverage predicts how likely a firm is to default on its debts. Fourth, market value ratios, which include price/earnings ratio, dividend yield, market-to-book (M/B) value, and Q ratio, indicate the worth of a firm's assets by market. Fifth, profitability ratios such as RoA (Return on Assets), RoE (Return on Equity), and RoI (Return on Investment) evaluate the profitability of the firm's operation.
Depending on objectives and data availability, we can select particular financial ratios that best serve the purpose of a specific study. For instance, Boubaki and Cosset (1998) measure profitability by return on sales, return on assets (RoA), and return on equity (RoE). For operating efficiency, they use sales efficiency (i.e., sales/ employees) and net income efficiency (i.e., net income/employee) ratios. To estimate the degree of capital investment spending, they use capital expenditures divided by sales or capital expenditures divided by total assets. In addition, they assess leverage by total debt to total assets and by long-term debt-to-equity ratios.
In this paper, we also use financial ratios instead of original items in financial statements to identify the relationship between market value and cash flow. We use the Q-ratio measure, which indicates the market value (ratio) of a firm in stock and debt market, as the primary financial indicator in our model. Both Q-ratio and CFROI as introduced in Section 2.2 are standardized measures, and therefore, they do not depend on size of firms. In addition, Q ratio accounts for both equity and debt.
Our objective is to explain the dynamics of the market value of firms within a given industry sector, and to do so, we use CFRoI as cash flow (ratio) (i.e., profitability) in the initial model. In our final model, we include other financial predictors such as total asset turnover (i.e., activity) and adjusted debt ratio (i.e., financial leverage). Next, we will briefly describe the data sources and industry sectors discussed in this study.
Data Source and Industry Sectors 3.1 Compustat and ATIVO Databases
Before reporting our methodology, we briefly introduce the data examined in our analysis. The financial ratios used in our model were originally derived from Compustat data.
The Compustat North America database consists of financial statements for a large set of companies that provide the financial variables used to derive the financial ratios discussed in Section 2.3. Since we evaluate the financial ratios over a 14-year period 
Industry Sectors
The NAICS listed several industry sectors and sub-sectors. One difficulty in the analysis of firms' market value in an industry sector is the trade-off between the size of the sector and the range of commonalities among the companies included in the sector. If we analyze global trends of a high-level sector (e.g., the manufacturing sector), then specific lower level sector characteristics will not be identified. Consequently, the global trends of a high level sector may not be meaningful for the lower level sectors. On the other hand, if the sector we choose to analyze is on too low a level, then market value trends may be too specific as the sector size may be small and therefore, we may detect local rather than global trends. In addition, for a low level sector, we do not know whether a firm's performance is related to the business of the sector under analysis or another sector. Some firms run several businesses and have a broad business scope. In this paper, we choose three-digit NAICS sectors for our analysis. However, we do not fully investigate these three industry sectors, but focus on some of their sub-sectors. For the manufacturing industry, we study the sub-sectors of food manufacturing (311), computer and electronic products (334), and transportation equipment manufacturing (336). For the service industry, we selected the sub-sectors of general merchandise stores (452), credit intermediation -banks (522), and professional services (541). Figure 1 shows examples of firms belonging to these sub-sectors. We investigate the annual financial statements from 1992 to 2005. We also consider only the set of companies with no or a In the next section, we describe our statistical methodology, identifying the relationship between market value and cash flow return on investment within the selected industry sectors.
Estimation Method

Model Motivation
Based on the industry sectors mentioned above, one can consider past data for evaluating the present value of a firm (i.e., backward looking). However, most financial analysts use forecasted cash flow to evaluate the present value of firm (i.e., forward looking).
Therefore, the intrinsic value of a firm can be evaluated by past and forecasted cash flow.
Under backward and forward evaluation, simple statistical methods such as regression or time series analysis cannot be straightforwardly applied to estimate the current market value because both the backward and forward time series of CFRoI (Cash Flow Return on Investment) and other financial variables are related to the present market value of a firm. When we consider both backward and forward relationships, we propose using a functional linear regression model, as described below. Suppose that t is present time and ∆s i is ith past, present, or future time periods. Suppose X(∆s i ) is CFRoI in ith time period (ith year) and Y (t) is market value such as Q-ratio at current time t. We can relate the current Q-ratio to the backward and forward CFRoI using a discrete regression model with a mean function provided by 
In our application, observed over time and related to the market value, as provided in Figure 2 , the model
say (1986), Ramsay and Dalzell (1991) , and Besse, Cardot, and Ferraty (1997 To solve functional linear regression with multiple predictors, we use the backfitting algorithm described in one of the following sections because we expect near collinearity among financial variables in the sense that they may vary in rather similar ways: that is, the collective power of the predictors is smaller than the sum of their individual powers. A backfitting algorithm has been suggested in estimating additive regression models (Hastie and Tibshirani, 1990) . The difference between generalized additive model formulation and our model is that each predictor X is related to the response through a function β(X, t), which depends on both the predictor and time.
Model Definition
The multiple functional linear regression model used to explain market value related to the selected financial ratios is
for j = 1, . . . , N, where N is the number of companies in an industry sector, and i = 1, . . . , m, where m is the number of time points at which we observe the response variable. In addition, p is the number of predictors. The error term i,j combines the error due to the unexplained market variability and uncertainty factors. We generally assume that E( i,j ) = 0 and V( i,j ) = σ 2 . We also observe {X 1j (s)} s , ..., {X pj (s)} s at a discrete time point s within a 14-year period from 1992 to 2005. In the model formulation above, the true mean function α 0 (t) captures the overall market value trend (unconditional on any financial information) common to most companies in a sector. Generally, we expect that this mean function will synchronize with the economic cycle of the corresponding period (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) 
In the infinite dimensional case (functional linear regression), when the response Y (t) and the predictor X(s) are functions of t ∈ [0, T ] and s ∈ [0, S], we use the kernel of
Fredholm operator is defined by
As already discussed in He, Muller, and Wang (2000), we cannot invert R XX in functional regression, and therefore, the solution of simple linear regression cannot be extended to functional linear regression. In functional linear regression, the inversion problem is solved by decomposing the response and the predictors using an orthonormal basis of functions (FPCA-based) and by expressing the solution in terms of the basis functions and estimated transform coefficients. For two predictors,
The estimators of the finite-dimensional regression parameters arê
which involve inversion of a combination of operators. Because of the complexity of the inversion problem, the approach in He, Muller, and Wang (2005) cannot be straightforwardly extended to the case of two predictors. For more than two predictors, the inversion problem becomes mathematically and computationally infeasible. Consequently, we relate our model to the additive regression model, as thoroughly discussed in Hastie and Tibshirani (1990) , and explore an approximation method based on backfitting. At each backfitting iteration, we apply the one-predictor estimation procedure introduced in Yao, Muller, and Wang (2006) . For this, we first apply FPCA on both the response and each predictor in the regression model (4) . In this section, we use the following notations:
2. Denote {ψ k (t), k = 1, ..., ∞} the eigenvectors and {τ k , k = 1, ..., ∞} the eigenval-
Based on the notations above, the covariance function of Y (t) is decomposed by
and the functional data Y j (t) is decomposed as
where ζ j,k are the scores for Y j (t) related to the eigenvalues through E( j,k ) = τ k . In
Section 5, we present both the first two eigenvectors and the scores for the Q-ratio functional data of two industry sectors. We can use the eigenfunctions ψ k to determine the "moments" of change for individual companies in an industry sector as they capture the deviations from the overall mean α(t). The scores suggest the amplitude and the sign of these changes or deviations.
L 2
Estimation
In this section, we briefly describe the L 2 estimation following the notation in He, Muller, and Wang (2000). We define L 2 (T i ) the Hilbert space where the predictor X i lies and L 2 (T ) the Hilbert space where the response Y lies. In model (4), we estimate the functional parameters under the following conditions:
We assume E[ ij ] = 0 (A1) and without loss of generality, we assume that E[X i (t)] = 0 (A2). Under the assumptions (A1) and (A2), E[Y (t)] = α 0 (t). For simplicity, we take α 0 (t) = 0 (Y (t) is centered). Last, we assume X 1 (s), ..., X p (s) (p is the number of predictors) are independent random functions and independent of the error terms.
As in He, Muller, and Wang (2000) , the bounded random integral operator α X i :
which in L 2 -norm has the property that for all γ ∈ L 2 (T )
In multiple functional regression, we estimate the regression functions β 1 (s, t), ..., β p (s, t)
by minimizing 
where r X i X i is the covariance of X i 's given by
For
dt is the covariance operator of X i . Using the functional principle component decomposition of the predictor X i (s), we define the range of R X i X i to be
Similar to He, Muller, and Wang (2000), (β 1 , ..., β p ) and (β 01 , .
are both solutions of the minimization problem in (6) if and only if
This condition ensures uniqueness of the solution as a projection into the range of
. Therefore, the solution to the minimization problem in (6) is not degenerate, which holds under the assumptions in (A1) and (A2).
It remains to find a solution to
As discussed earlier, an extension of the method in He, Muller, and Wang (2000) 
Estimation via Backfitting
Next we describe the backfitting algorithm that estimates the coefficient functions β 1 , β 2 , ...
in multiple functional regression. Denote
estimate β i (s, t) regressing the following partial residuals:
However, to obtain R −i (t), we need the regression functions β 1 (s, t), ...,
which are unknown. Using backfitting, as discussed in the context of additive models at each backfitting iteration, we obtain an approximate estimatorβ i (s, t), using the estimators ofβ 1 (s, t), ...,β i−1 (s, t),β i+1 (s, t), ..., ,β p (s, t) from the previous backfitting iteration. Approximating each regression functionβ i (s, t) one by one and refining the approximated estimators through a few iterations, we obtain an approximate solution of the minimization problem in (7) . The estimation algorithm is as follows:
1. Initialize β 1 (s, t), ..., β p (s, t) with β 0i (s, t) a solution of arg min
as provided by the estimation procedure in Yao, Muller, and Wang (2005).
2. In the backfitting at the iteration step I: we refine and update the estimated regression functions and denote their updates β (s, t) , ..., β I−1 p (s, t). We update β I i (s, t) using the following partial residuals:
and estimate β (I) i (s, t) from the simple functional regression model
Estimation of the Correlation Surface
For the simple functional linear regression case, we compute the correlation surface between the response variable Y (t) and a predictor X(s) using the following formula:
, whereV ar(X(s)) is the diagonal entry of the estimated covariance matrix
is the diagonal entry of the estimated covariance matrix
andĈov(X(s), Y (t)) is the estimated covariance matrix evaluated at (s, t) and computed from
In these variance and covariance formulations, we take X c to be an N×M matrix of centered observations corresponding to the predictor X. Similarly, Y c is an N×M matrix of centered observations of the response variable.
In the multiple functional linear regression case, the correlation surface can be eval-uated based on the partial residuals defined in (8) . The correlation formula becomeŝ
whereV ar(X i (s)),V ar(R
−i (t)) are defined as above with the only change in the response variable being that we use the partial residuals defined in (8) rather than the response Y (t).
Sector Market Valuation Using Discounted Cash Flow
We selected only two out of six sectors mentioned in Section 3.2 for a complete analysis.
The two sectors are computer and electronic products (334) and general merchandise stores (452). In this section, we will focus on these two industry sub-sectors, and in the last section of this paper, we will briefly conclude by referring to all six sectors. The individual analysis for the other four sectors are available upon request from the authors.
Computer and Electronic Products (334)
From 1997 to 2000, the U.S. as well as countries of NAFTA and APEC, such as Mexico and China, were in a period of strong economic growth. After 1995, debt ratio in sector 334 escalated because companies financed their projects from debt. Consequently, total asset turnover took a sudden downward trend (the denominator of total asset turnover is total assets including debt). Although economic growth lasted only until 2000, CFRoI started descending before 2000, a possible sign of recession. Because economic growth might bring more investment and higher employment, but under low efficiency and therefore, low cash flow, followed by an economic downward turn and recession. Indeed, the U.S. faced an economic recession around 2000 (Henderson, 2004) . All the economic changes described above will eventually be reflected in the sector financial ratios. Figure 4 shows the mean functions of financial ratios described in 
Functional Principle Component Analysis
Functional Principle Component Analysis (FPCA) decomposes functional data observed over time to meaningful orthogonal functions. Here, we apply FPCA to Q ratio (market value). As presented in Figure 4 , two dynamics-one in 1995 and one in 2000-take place.
The first eigen function captures the trend around 2000 and the second around 1995 (see Figure 5) . Most of the variability (about 81%) in the Q-ratio functional data for sector 334 is captured by these two deviations from the overall mean. This shows that the companies in this sector vary mainly through these two trends and therefore, we 
Functional Linear Regression with a Single Predictor
In an earlier section, we suggested the use of functional linear regression in order to find the relationship between market value (Q ratio) and cash flow (CFRoI). At a fixed one-time point in Q ratio axis, three possible correlation patterns can be observed. Case functions, correlation surface, and actual economic dynamics are consistent.
Functional Linear Regression with Multiple Predictors
Next, we include two other predictors in addition to CFRoI. The other two predictors are TAT (Total Asset Turnover) and ADR (Adjusted Debt Ratio) and we explain the multiple functional regression model as presented in Section 4.2.
Given two other predictors, the correlation between Q ratio and CFRoI is similar to the correlation results from the single predictor model (See Figure 8 ). CFRoI is a key factor as provided by the correlation functions for the three predictors included in the model. Based on Figure 9 , the variability in the market value explained by other predictors is not as high as for CFRoI. For ADR, the correlation is negative given the two other predictors in the model. This negative correlation indicates that high debt ratio lowers market value, which is an expected result, as high debt ratio implies higher risk of insolvency and higher probability of bankruptcy, even though many companies return some portion of debt for tax reasons. However, the correlation values are close to 0, and therefore, the debt ratio does not affect market value as much as CFRoI. In the right panel of Figure 9 , the functional correlation between TAT and Q-ratio is positive, except in the 1992 to 1994 period. Most values are around 0 ∼ 0.3. Subsequently, total asset turnover is not closely related to Q ratio given that CFRoI and ADR are in the model. One explanation is that CFRoI and total asset turnover may be somewhat correlated, but CFRoI has higher prediction power for market value even though total asset turnover also affects Q ratio.
In conclusion, for the Computer and Electronic Product Manufacturing sector, the variability of Q ratio (market value) is explained by cash flow (CFRoI: profitability),
where total asset turnover (activity) and adjusted debt ratio (leverage) have low predictive power. Market value is affected by or follows cash flow mostly at the same time period, except for economically unusual behaviors such as the internet bubble crash.
General Merchandise Stores (452)
The general merchandise stores sector is dominated by several large firms such as WalMart, Target, Kmart and Sears. According to the Encyclopedia of American Industries buy less merchandise, but during periods of economic prosperity, customers purchase more merchandise. We can also observe a similar pattern in individual merchandise stores ( Figure 11 ).
Functional Principle Component Analysis
In Figure 12 Figure 12 . Furthermore, the amplitude of the deviation is given by the absolute value of the scores. Using these score values, we can identify companies with small or large deviations from the economic cycle followed by the mean Q-ratio.
Functional Linear Regression with Single Predictor
In Figure 13 , the correlation surface between Q ratio and CFRoI for sector 452 has a similar pattern to the previous example (sector 334). The association corresponding to market value and present cash flow are strongly associated. However, after 1999, the correlation surface has a forward shifting pattern. In particular, the correlation between present Q ratio and future cash flow is higher than that between present Q ratio and present cash flow between 1998 and 2005. We will refer to this observation when we discuss the correlation surface between total asset turnover and Q ratio for the multiple predictor regression model.
Functional Linear Regression with Multiple Predictors
Given that other financial indicators are included in the model to explain firms' market value in one given sector, the correlation between Q ratio and CFRoI is reduced (compare Figures 13 and 14) , but CFRoI still remains the primary factor in predicting market value. For this sector, we observed a high correlation between Q ratio and total asset turnover. Therefore, total asset turnover is another important factor for market value (Q ratio). In conclusion, for the General Merchandise Store sector, the variability of Q ratio (market value) is explained primarily by cash flow (CFRoI: profitability) and then by total asset turnover (activity), whereas the adjusted debt ratio (leverage) has low predictive power. Moreover, market value is affected by or follows cash flow mostly during the same time period except in cases of unusual economic behavior such as high competition. 
Concluding Remarks
The primary contribution of this paper is a study of the association between market value and cash flow from a novel perspective by allowing for past, present and future relationships and by inferring these relationships using financial information across a group of businesses with similar industry characteristics and financial progress. Overall conclusions about these relationships are presented in the next section.
Overall Results of Cross-Sector Analysis
In the previous section, we presented statistical analysis based on mean function, FPCA, functional linear regression for 334 and 452 industry sub-sectors. However, the method- sub-sectors except 334, which has a local maximum during these years. In the same sector during the same period, Q ratio of some firms exhibit short cycles caused by rapid technological innovations. In 1996, over-expansion of facilities and inventories led to a decline in worldwide sales.
2. In contrast to the common practice of evaluating market value based on projected cash flow, we find that market value derived by financial analysts is affected by or follows cash flow mostly around the same time period. One plausible explanation is that, though the marketplace projects current cash flow, what they fail to do is project anything beyond "business as usual." In turn, this results in a low correlation between current market value and future earnings. However, when the economy follows unusual behaviors such as the internet bubble or when the industry structure confronts sudden variation such as strong competition or frequent merger and acquisition, we observe distortions or deviations. Thus, when we detect a deviation from the diagonal correlation/association, we can assume that the corresponding period relates to an unusual economic or political event. In addition, while some industry sectors show a smooth and narrow diagonal correlation, others show a broad diagonal correlation, indicating that present market value may be associated with present cash flow and cash flow in the neighboring years at different levels.
3. The variability of the Q ratio (market value) can generally be explained by cash flow (profitability) rather than total asset turnover (activity) and adjusted debt ratio 4. Under the strong form of efficient market hypothesis, market value reflects all public and hidden information of firms, and therefore, correlation of long-term future cash flow and current market value is also important. At first sight, our results contra-dict this hypothesis since we find that long-term future cash flow is low correlated to current market value. One plausible explanation for these conflicting hypotheses is that investors rely heavily on the short-term as a proxy for the long-term investment. Therefore, no matter what vision and projections management provides, the market bases its projections on what the company is achieving right now.
In conclusion, from an investment perspective, the implications of our study are three-fold. First, the current market value of a firm appears to relate most to short-term cash flow. This may imply that future cash flows are under-estimated, and therefore, companies are severely misvalued for missing current earnings results. This shortfall of the current cash flows will consequently not allow for breakthroughs or transformations.
Therefore, if a "well informed" investor has reason to believe that a firm will out-perform its current performance, our results suggest that the market will undervalue this firm.
Hence, it will be a good investment. Also for short-term investments, cash flow is the primary financial indicator in evaluating the short-term intrinsic value of a firm for many industry sectors. The second implication of our study is that in times of economic instabilities, discounted cash flow is not a reliable indicator for evaluating business progress. The third implication is that for some industry sectors we need to investigate other financial indicators than cash flow. This suggests that valuation should not be based only on cash-flow, but also other financial variables which depend on industry characteristics.
Further Investigations
In this last section, we summarize the significance of our results, discuss the limitations, and suggest further research. Four main contributions are as follows:
First, it is worthwhile to infer past, present, and future relationships between market value and cash flow for sectors of firms rather than for individual businesses as we can borrow informational strength within the group. This is particularly important when we do not have complete information about the long term performance of a company.
One possible limitation of this approach is that selecting the industry sector that best describes a specific business may be difficult. For example, the 311 sector (food industry) includes both animal food manufacturing and sugar/fruit manufacturing, but the characteristics of these two businesses are likely to be different. From our point of view, animal food is an elastic product that may be extensively affected by economic cycles, whereas sugar and fruit are non-elastic products, meaning that people consume the products even during an economic recession. Another example is 336 sector, transportation equipment manufacturing. Motor vehicles (e.g., automobiles and trucks), aerospace, railroad, ships, and military vehicles have different characteristics, and therefore, their respective industries may behave differently.
A second finding of our study is that with the methodological approach introduced in this paper, we can capture structural changes in the relationships between Q ratio and other financial indicators. As we discussed in Section 5. Third, using a functional version of multiple regression is valid since we observed both the response (market value) and the predictors over time, and therefore, they can be de- Fourth, the methodological contribution of this paper is that we extend simple functional linear regression to multiple predictors, for which the regression functions are estimated using the backfitting algorithm. However, the backfitting algorithm provides approximate estimates of the regression functions, and therefore, the efficiency and accuracy of this approximation method need to be further investigated. Finally, our data is highly incomplete, e.g. in some periods of time financial ratios are not recorded for many companies. Finding better approaches that allow for different levels of incomplete data and developing new methods for functional regression estimation are still open research problems that we are currently investigating.
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