A mathematical model for controlling the structural deflections of an F/A-18 modified aircraft was determined in the Active Aeroelastic Wing technology program. Five sets of signals from flight flutter tests corresponding to the excited inputs (differential ailerons, collective ailerons, collective stabilizers, differential stabilizers, and rudders) were measured at the NASA Dryden Flight Research Center. Two types of signals were used to build this new model: control deflections (the inputs) and structural deflections (the outputs). The fuzzy logic method was used in identifying the nonlinear aircraft models for 16 flight-test cases, based on Mach numbers (between 0.85 and 1.30) and altitudes (between 5000 and 25,000 ft). To find the best model, we tested a variety of systems with different numbers of inputs or fuzzy logic methods. By comparing the results obtained, we conclude that the best results, in terms of our preestablished specifications, were obtained for the 12-input Sugeno system. 
T HE work presented in this paper uses flight flutter test data obtained from the Active Aeroelastic Wing (AAW) technology research program [1] [2] [3] conducted at the NASA Dryden Flight Research Center. The aim of the AAW Technology Flight Research Program, initiated in 1996, was to validate an aircraft concept in which a lighter, more flexible, wing could be used to improve the roll performance of the F/A-18 by minimizing the maneuver loads on its wings. At high dynamic pressures, the AAW control surfaces could be used as tabs that are deflected into the airstream to produce wing twists that minimize the control surface motion needed for aircraft maneuvering. Increased control effectiveness at high speeds is the main advantage of the AAW concept. The design of such an improved wing requires aeroservoelastic interaction studies between loads, unsteady aerodynamics, active controls, and structural aeroelasticity.
The autoregressive moving-average and neural networks methods were used by Won et al. [4] to identify the flutter behavior of a transonic wing. Kukreja and Brenner [5] used the nonlinear autoregressive moving-average exogenous model for the flutter dynamics study of a pitch-plunge system subjected to limit cycle oscillations; Silva et al. [6] , using the impulse response and the eigensystem realization algorithm methods, modeled the dynamics of a flexible wing model; and Le Garrec et al. [7] performed an output-error minimization method on a large flexible aircraft.
In F/A-18 aircraft flight flutter tests, the main structural and control surfaces considered are the left and right ailerons, the trailing-edge flaps, the rudders, the stabilizers, and the wings. Flutter excitations can be very dangerous for the stability and integrity of an aircraft and can possibly even lead to its complete destruction. Aircraft certification indeed requires that flutter vibrations be properly identified and controlled. In aerospace companies, flight-envelope limits calculated using finite element methods are verified and validated through flutter tests, and because of their complexity (aeroelastic and control knowledge), modern aeroservoelastic aircraft models may be identified by means of flutter tests. In fact, the F/A-18 aircraft model has already been identified and validated using the subspace method [8] from the same flight-test data.
Because the subspace method is a linearized method, we have chosen the nonlinear fuzzy logic identification method [9] , which is more indicated for controller design than the subspace method. Indeed, linear methods degrade themselves in nonlinear control.
Furthermore, after more closely examining the fuzzy logic method, we realize that it is effective in decision-making [10, 11] . The type of data NASA gave us needed reorganization, which was indeed permitted by this method. Indeed, the data could be ranged with a statistic approach [12] . This approach would permit a better control of those data [13] .
For this work, only fuzzy logic is detailed because the neural network method was tested by another team. This team had the same purpose (the identification of the system [14] ). After the reading of many documents, we concluded that the fuzzy logic and the neural network were two ways of describing and controlling a system [15] . Moreover, the two methods were already used in industry [16] [17] [18] . Previous research on the F/A-18 identification using neural network and fuzzy logic theories was performed by our team and presented in [19] .
II. Methodology
A series of input and output data for 16 flight flutter test cases of a modified F/A-18 aircraft in the AAW program was determined by the NASA Dryden Flight Research Center laboratories. The tests were performed for 16 combinations of Mach numbers and altitudes. The F/A-18 aircraft outputs were given by the accelerations on the aircraft surfaces, which were integrated twice in order to calculate the aircraft surface positions, and its inputs were given by onboard-excitationsystem Shroeder excitations. The six inputs were for the left and right ailerons, the left and right rudders, and the left and right stabilizer positions, and the four outputs were given by the left and right wings and by the left and right trailing-edge flaps. For each of the 16 flutter test cases, an average of 15,000 points was recorded for each aircraft surface position or deflection variation in time. In order to best identify the F/A-18 aircraft from flight flutter tests, using the nonlinear fuzzy logic method, the following specifications or conditions were established for each 150 s flight test (the input's duration for NASA tests). The model time was not allowed to be longer than the actual time calculated during the flight. The specifications to be respected are that the fit coefficient must be greater than 98%, the robustness tests must be satisfied, and the simulation time must not exceed the 150 s recorded during flight flutter tests.
Two different fuzzy methods (Sugeno and Mandani) were tested in order to satisfy the above three conditions and specifications. This section is divided into three parts. In Sec. III, the two fuzzy logic methods are explained; we chose the Sugeno method because it offered a better performance. The model architecture is presented in Sec. IV by number of inputs and outputs, as well as by design. Sections IV.A-IV.C present the results obtained in terms of fit coefficients (first selection criterion), robustness, and the simulation times for different architectures, respectively. Section V presents the discussion and the model selection. Finally, conclusions and avenues for future work are presented.
III. Principles and Types of the Fuzzy Logic Method

A. Principle of the Method
The principles of the fuzzy logic method are described in [10] , and Fig. 1 shows the system architecture created using the method.
Three main steps are involved in designing a system architecture using the fuzzy logic method. During the first step, the fuzzification section receives the input data x and transforms them into Fx by use of different membership functions. F could be linear, Gaussian, etc.
We chose a Gaussian structure approach for the membership functions because it allows very good input or output data grouping for a statistical approach. Indeed, one of the main challenges in our work involved the management of a very large data set consisting of 15,000 points per flight case per input. Fuzzification allows the grouping of large data sets per membership, and the spectrum of all of the membership functions must describe all of the data sets.
In the next phase, called the inference phase, the input Fx is connected to the output F 0 y by a series of rules. We already know which of the fuzzification memberships are connected with which defuzzification memberships or with one of the linear defuzzification combinations of memberships. Defuzzification memberships are calculated for the Mandani fuzzy-type method, and linear combination functions are calculated for the Sugeno fuzzy-type method. The output F 0 y is obtained in fuzzy space from the inference block, and the desired output y is obtained from the defuzzification block. The KOUBA, BOTEZ, AND BOELY differences between the two types of fuzzy logic methods are defined mainly in the defuzzification step.
B. Sugeno Method
For the Sugeno method [9] , all of the input data are arranged in packages, with each grouping consisting of a range of values. To define the Gaussian memberships, we then determine the center of each packageaswellasitsstandarddeviation.TheseGaussianmemberships will serve to transform x into Fx in the fuzzification step.
Following fuzzification, each output is a linear combination of fuzzy inputs. For example, after fuzzification, the two inputs x 1 and x 2 become x Equations connecting the inputs x j to the outputs y i are written as follows:
where n is the number of inputs with j 2 1; . . . ; n, A and D are the matrices containing the coefficients of the linear combinations between the fuzzy inputs and each output, x is the matrix containing the input data, and Z is considered as the output level F 0 y, as shown in Sec. III.A. The fuzzification part is executed by the F function:
where
where W i is the matrix containing the weights of each data input, N is the number of rules with i 2 1; . . . ; N, represents the standard deviations, and are the centers of packages. The y matrix containing the output data is defined in Eq. (4):
The F function serves to transform data inputs using the fuzzification step, in order to obtain the W weight matrix to be used in the y output calculation. This weight corresponds to the distance between the data input and the previously calculated Gaussian center.
The F fuzzification step, given by Eq. (2), is coupled to the W weight during the y output calculation, as indicated in Eq. (4).
The different operations that are required to obtain the Z output level, and the W rule weights are shown in Fig. 2 .
C. Mandani Method
Much like with fuzzification, the Mandani-type method uses membership functions for defuzzification, and so we therefore composed an algorithm to compute a descriptive method in which each input is directly connected to its corresponding output. A fuzzy system was then created, containing one membership per data input and another per data output. This descriptive method has good potential, because in theory, it can be used to describe just about any system. However, after several tests, we realized that the resources involved would be huge, since we were unable to create systems with more than 125 points for each input using the MATLAB/Simulink software, and so we concluded that this method could not be efficient enough for the 15,000 points of our data set. However, the algorithm was found to be very good for systems with a small amount of data. Figure 3 shows the comparison between the right wing deflection model (shown in blue) and the right wing deflection flight-test data (shown in red) for the first flutter test case, realized using the Mandani method.
The fit coefficient for the curves shown in the figure was found to be smaller than 81.19%. The first specification was thus not satisfied even for this case, which was the best case as compared with other fit coefficients. Given the incompatibility of the Mandani method with our large data needs, as well as its comparatively low fit coefficient, we decided to use only the Sugeno method for our F/A-18 aircraft identification.
IV. Results
The Sugeno-type method was chosen, as was its architecture, described in Sec. III.B. Indeed, we realized after only a few tests that six inputs did not contain enough information to correctly complete the F/A-18 aircraft identification, and so we had to add more inputs in order to improve the values of the fit coefficients as well as the robustness of the test results.
Two additional input types were tested. We introduced, as shown in [8] , the nine double products of the inputs, and we also decided to Nine double products Fig. 4 F/A-18 aircraft system identification scheme with 21 inputs and four outputs represented in Simulink using the fuzzy identification scheme. use the derivatives of each of the six inputs and therefore obtained a maximum of 21 inputs. Finally, four types of input combinations were chosen: the initial 6 inputs, the 12 inputs (the 6 inputs and their derivatives), the 15 inputs (the 6 inputs and their double products), and the 21 inputs (the 6 inputs, the 6 derivatives, and the 9 double products). Fit coefficients were calculated for each of these four types of input combinations. When the fit coefficients did not have the desired high value, which is equivalent to not having the complete required specifications, the associated input combination was removed.
For a better visualization of the system physics, we enumerate the input-type systems (6, 12, 15, and 21) on the F/A-18 aircraft in Table 1 .
The nine double products were chosen in previous work [8] , where it was found that using all of them improved the precision of the system identification. The six derivatives were chosen because we needed to add more information to our aircraft system identification and because they are very important for aircraft identification from a physical point of view. A scheme of the system is shown in Fig. 4 , in which the maximum number of inputs (21) is considered.
A. Fit Coefficient Analysis
In this section, we validate which of the four input combinations would give the best output combination to fit actual flight-test data outputs. Out of the four input combinations, both the 6-and 15-input systems were removed from further consideration, because their fit coefficients were lower than 95%. The two other input systems with 12 and 21 inputs gave much better results and are shown below.
The F/A-18 aircraft flight flutter test cases are given for 16 different combinations of Mach numbers and altitudes, as illustrated in Table 2 .
For each flight condition, Tables 3 and 4 summarize the fit coefficients for the model identification and validation for the 21-and the 12-input systems, respectively. The minimum fit-coefficient values are highlighted in red, and the maximum fit-coefficient values are highlighted in green.
B. Robustness Test
For the robustness tests, here we show only the results for the first flight-test case, while pointing out that those obtained for the other flight cases are similar. Different numbers were considered for the input points instead of the initial 15,000 points, and then a linear interpolation was performed between these points before they were input into the model. For example, we took the first and the fifth input points and then calculated the three points between by tracing a line. The fit coefficients were then calculated for each set of input data numbers, and the maximum and the minimum fit coefficients are presented here for the first flight case.
In Figs. 5a-5d, the time variation for the left wing input (lwing) for the first flight case is given for various sets of data input according to the number of points we took. The purpose was to demonstrate the linearization between the remaining points. In Fig. 5a , all of the input points are considered (15,000 points on 15,000). In Fig. 5b , one out Fig . 5 Comparison between four different sets of data input for the robustness test. Fig. 6 Comparison between the real set of data and a robustness set of data.
14 of 100 input points is considered (150 points on 15,000); in Fig. 5c , one out of 250 input points is considered (60 points on 15,000); and in Fig. 5d , one out of 500 input points is considered (30 points on 15,000). Those four figures compare the differences between the choice of the number of points taken. Following an analysis of Figs. 5a-5d, a comparison is shown in Fig. 6a between the results obtained with all of the flight-test input data, represented in red, against those obtained with one set of one out of 180 input points, which are highlighted in blue. In fact, we have chosen the 180-input data case as the best input data combination. The error, represented as the difference between these results, is shown in Fig. 6b .
The errors between the two sets of results extend only to very small values, such as 0. 4 , and the effects of such errors on the fitcoefficient values are studied for the 12-input and 21-input systems. We chose to study the effects of the minimum and maximum fit coefficients, abbreviated as FITMIN and FITMAX in both the 21-and the 12-input data systems. Numerical values of FITMIN and FITMAX are given in Tables 5 and 6 for the 21-and for the 12-input systems, respectively. The same values are represented in a visual form in Figs. 7 and 8 for the 21-and the 12-input systems, respectively.
C. Time Simulation
Here, we show the time simulation for the four systems (i.e., with 6, 12, 15, and 21 data inputs). The results for an average over 10 simulations of 150 s (150 10 1500 s) are shown numerically in Table 7 for each of the four input combinations. The goal here is to quantify the differences between computer execution speeds for the four different data input systems. Those results are also shown in Fig. 9 .
V. Results Interpretation
A. Discussion
The Mandani system was designed for minor systems, and was quickly abandoned because of its poor performance on bigger systems. It was unable to group data together into statistic clusters, and the algorithm was not optimized, as shown in Fig. 3 .
As shown in Tables 3 and 4 , both Sugeno systems presented met the first type of specification very well, in terms of fit-coefficient values. A quick observation reveals that the 21-input system gave slightly better fits than did the 12-input system. Because the differences in the fit-coefficient values were very small, it was still necessary to perform additional work on the systems' robustness and on their time-simulation capacities in order to decide which of these two input systems would offer a better performance.
From Tables 5 and 6 , resuming the robustness test, it is clear that the number of points required to obtain a fit coefficient higher than 80% is 83 points for the 21-input data system and only 60 for the 12-input data system. Therefore, we concluded that the 12-input system is more robust from the perspective of this second selection criterion.
It is known that one perturbation induced in the six initial inputs will influence all of the other built inputs (nine input products and six derivatives). Specifically, for the 12-input system, the error will influence only the input derivatives, and for the 21 inputs, the error will also influence their products and thus induce a greater number of perturbations. Therefore, the fit-coefficient values will degrade faster for the 21-input system, as verified by robustness studies. From Table 7 , we can see that all simulation times are less than 150 s, and so the third specification mentioned in Sec. II is therefore satisfied. Still from Table 7 , it can be observed that the 21-input system requires twice as much computer execution time (90 s) as the 12-input system (45 s), which can be explained by the fact that when derivatives are added to the given inputs in order to obtain the 12 and 21 inputs, the execution time increases because of the Simulink resources involved.
B. System Choice
From the four data-input-combination systems, we chose the 12-input system as the one that best satisfies each of the project's specifications:
1) The fit coefficients are all higher than 98%.
2) The system is robust, as it can be identified with one out of 50 input points and still have a fit coefficient higher than 97%.
3) A computer simulation time average of 45 s is obtained, which is significantly less than 150 s.
In Figs. 10a-10d , the fuzzy-model curve outputs (blue) are shown in comparison to the flight-test curve-data outputs (red) for the flighttest case no. 7, which represent flight at a Mach number equal to 1.1 and at an altitude equal to 10,000 ft. In those figures, these types of results are shown for the following aircraft surfaces: Fig. 10a shows the left wing (lwing), Fig. 10b shows the right wing (rwing), Fig. 10c) shows the left trailing-edge flaps (ltef), and Fig. 10d shows the right trailing-edge flaps (rtef). Figures 11a and 11b show the robustness test results for flight-test case 1, which represent the flight at a Mach number equal to 1.1 and at an altitude equal to 10,000 ft. Out of the four output results, only two output results are represented: the one with the best fit coefficients for the rtef (Fig. 11a ) and the one with the worst fit coefficients for the lwing (Fig. 11b) . The fuzzy-model curve outputs are given in blue points, and the flight-test curve data are shown as red curves. 
VI. Conclusions
Modeling the aircraft using a fuzzy model has allowed us to describe flutters observed on computer simulations. The cost of actual flights and for the collection of such data can be high, and so modeling such systems is a great first step to understanding them. Once models are calculated, we can work on them to introduce new principles in order to directly observe the plane's responses.
In the near future, using the identified and validated model created here, a closed-loop controller will be conceived in which the desired output will be considered as its input. Other future applications could be derived from these types of identification and validation studies. Forexample, we could suppress the flutter phenomenonduring critical flight phases or induce flutter on certain aircraft surfaces in order to control aircraft motion, thus improving stability and performance.
