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We calculate the most general action for a scalar-tensor model up to quadratic order in derivatives
with deformed general covariance and non-minimal coupling. We demonstrate how different choices
of the free functions recover specific well known scalar-tensor models. We look at the cosmological
dynamics and find the general conditions for either inflation or a big bounce. Using this we present
a novel non-minimally coupled scalar model which produces a bounce, and describe how to find
similar models.
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I. INTRODUCTION
One of the leading candidates for a theory of quantum gravity is loop quantum gravity, which describes space-time
as a network of loops and connections [1]. It focuses on maintaining some key concepts from general relativity such as
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2background independence and local dynamics throughout the process of combining gravity and quantum mechanics.
A related theory is loop quantum cosmology, which uses concepts and techniques from the former and applies them
directly at the cosmological level by using midi-superspace models [2, 3]. That is, by quantising a universe which
already has certain symmetries assumed such as isotropy to simplify the process. There has been some progress
towards proving that loop quantum gravity can be symmetry-reduced to loop quantum cosmology but as yet this has
not been shown definitively [4, 5].
Space and time are in principle treated on an equal footing by general relativity, but we must split them and choose a
specific time coordinate when seeking to make contact with quantum mechanics or to numerically simulate them. Even
though we are left with an image of a spatial hypersurface evolving through time, the choice of time is kept arbitrary
through symmetries embodied in the hypersurface deformation algebra which is of the form {Ci, Cj} = fijkCk [6, 7].
This is a Lie algebroid which describes the relationships between the invariant constraints of the spatial manifold in
order to maintain the space-time geometry, and generates transformations between different choices of coordinates
[8, 9].
For models of loop quantum cosmology to be self-consistent and be free of anomalies in the algebra while including
some of the interesting effects which come from the discrete geometry, it seems that the algebra of constraints must
be deformed so that some of the structure functions become more dependent on the phase space variables through
a deformation function fijk(q) → β(q, p)fijk(q) [10, 11]. Deforming rather than breaking the algebra in principle
maintains general covariance but the transformations between different choices of coordinates become highly non-
linear and interpretation in terms of classical notions of geometry becomes less clear. Taking the deformed constraint
algebra to the flat-space limit gives us a deformed version of the Poincare´ algebra, leading to a modified dispersion
relation [12, 13]. This might be revealing a non-commutative character to geometry [14, 15] although probably
not a multifractional one [16]. The deformation function may change sign, making the hyperbolic equations become
elliptical, implying a transition from classical Lorentzian space-time to an effectively Euclidean quantum regime [9, 17]
and a running of the spectral dimension [18].
However, there is ambiguity in the correct choice of variables used for loop quantum gravity. The results cited
above are for real variables for which there might be some difficulty including matter and local degrees of freedom
[19]. The self-dual variables have had some positive results for including those degrees of freedom without deforming
the constraint algebra [20], but might not have the desirable quality of resolving curvature singularities [13].
The semi-classical model called deformed general relativity [21] was created by taking the deformed constraint
algebra and finding a corresponding action using metric variables and including local degrees of freedom a priori. We
can do this because if we start from an algebra of constraints and make some assumptions, we can deduce the general
form of all the constraints [8, 22]. This should provide a more intuitive understanding of how the deformation affects
dynamics and may provide a guide for how to include the problematic degrees of freedom when working with real
variables in loop quantum gravity.
In this paper we build on preceding work by ourselves and others [8, 21–23] by including a scalar field with non-
minimal coupling into this calculation of the effective action up to quadratic order in derivatives. There is particular
emphasis on scalar fields which are of geometric origin such as with parameterisations of F
(
(4)R
)
gravity [24, 25]. We
aim to lay the groundwork for a future study where we will calculate a deformed effective action with higher powers
of derivatives which cannot be parameterised into a scalar field.
Motivating the ansatz
The calculation is simpler when we can provide a well motivated ansatz for the action or Hamiltonian. So we give
here an example of the form of a Hamiltonian constraint we wish to replicate in a more general way before we account
for the deformed constraint algebra. We start from the action,
S :=
∫
dtd3xL =
1
2
∫
dtd3x
√
|g|F
(
(4)R
)
, (1.1)
where L is the Lagrangian, g is the determinant of the space-time metric tensor and (4)R is the four dimensional Ricci
curvature scalar. We are working with the units G = 1/8pi and c = 1 so that Einstein’s gravitational constant is equal
to unity.
We wish to use the Hamiltonian formulation because it is necessary for a discussion about the constraint algebra,
but it cannot easily deal with time derivatives of second order or higher. For the Einstein-Hilbert action they are
removed by simply integrating by parts, but for more general actions we must introduce extra fields.
The conventional way of dealing with actions containing higher order derivatives is by using the Ostragradsky
method, whereby the velocity of a field is itself treated as an independent field. However, this method can introduce
3an instability and so is undesirable [26]. Another way of dealing with the higher order time derivatives is by introducing
a field which absorbs the higher order dynamics, as shown in [24, 25]. We will outline this process now. Firstly, we
introduce an auxiliary variable ρ to simplify dealing with the higher orders,
S =
1
2
∫
dtd3x
√
|g|
{
F (ρ) + ψ
(
(4)R− ρ
)}
, (1.2)
where ψ acts as a Lagrange multiplier, ensuring ρ ≈ (4)R. The approximation sign ≈ is used to indicate an equality
which is true ‘on-shell’, or at the dynamical level. To proceed, we implement a conventional space-time decomposition
[7],
qµν = gµν + nµnν , vab := Lnqab, R = (3)R,
(4)R = R+ qabLnvab + 1
4
v2 − 3
4
Tr(v2)− 2
N
∆N,
(1.3)
where qab is the induced metric field on the spatial hypersurface, and n
µ is the time-like normal vector. We use
Lie derivatives with respect to the normal vector as velocities because the time vector can be split into its normal
and tangential components tµ = Nnµ + Nµ, where N is the lapse and Na is the shift, and therefore LnX =
N−1
(
X˙ − LNX
)
.
From the action (1.2) we can integrate by parts to move the second time derivatives to ψ which promotes it to a
dynamical variable,
S =
1
2
∫
dtd3xN
√
q
{
F (ρ) + ψ
[
R−K − 2
N
∆N − ρ
]
− νv
}
, (1.4)
where q := det qab, ν := Lnψ, and K :=
[
v2 − Tr(v2)] /4 is the standard gravitational kinetic term. The conjugate
momenta are,
pab(x) :=
∫
d3y
δL(y)
δq˙ab(x)
=
1
N(x)
∫
d3y
δL(y)
δvab(x)
=
1
2
√
q
{
ψ
2
vcd
(
Qabcd − qabqcd)− νqab} , (1.5a)
Π(x) :=
∫
d3y
δL(y)
δψ˙(x)
=
1
N(x)
∫
d3y
δL(y)
δν(x)
=
−1
2
√
qv, (1.5b)
where Qabcd := qa(cqd)b as in (B1). We can invert this to find,
vab =
4
ψ
√
q
pcd
(
Qabcd − 1
3
qabqcd
)
− 2
3
√
q
qabΠ, ν =
2
3
√
q
(ψΠ− p) . (1.6)
We Legendre transform the Lagrangian to find the associated Hamiltonian,
H =
∫
d3x
(
q˙abp
ab + ψ˙Π + µρpiρ + µNpiN + µ
N
a pi
a
N − L
)
, (1.7)
with the corresponding Hamiltonian constraint,
C :=
δH
δN
=
2√
q
(
1
ψ
Tr(p)2 − 1
3ψ
p2 − 1
3
pΠ +
ψ
6
Π2
)
+
√
q
2
(
ψρ− ψR− F (ρ) + 2∆ψ
)
. (1.8)
There is a secondary constraint, 0 ≈ ψ−F ′ (ρ), which can be inverted and used to remove ρ from C as defined above.
This leaves us with a term depending on ψ which acts like a scalar field potential,
Ugeo (ψ) =
ψ
2
(F ′)−1 (ψ)− 1
2
F
(
(F ′)−1 (ψ)
)
, (1.9)
which we call the geometric scalar potential.
We use the structure of the resulting constraint (1.8) to guide the structure of our general ansatz,
C = C∅ + C(R)R+ C(ψ′iψ′j)∂aψi∂
aψj + C(ψ′′i )∆ψi + C
(p2)
abcdp
abpcd + C(pΠi)pΠi + C
(ΠiΠj)ΠiΠj . (1.10)
4We have generalised to include multiple scalar fields and the third term has been included because it is known to
appear in the constraint for minimally coupled scalar fields. We aimed to define the most general ansatz for a scalar-
tensor constraint containing up to two orders in derivatives which is covariant under general spatial diffeomorphisms,
as well as under time reversal, and preserves spatial parity. Each coefficient is potentially a function of q and ψi,
allowing for non-minimal coupling. The spatial indices of C
(p2)
abcd can only represent different combinations of the
metric. The zeroth order term C∅ might include terms such as scalar field potentials or perfect fluids and behaves as
a generalised potential.
We find the general action for a non-minimally coupled, second order, deformed scalar-tensor model in section II,
and extend this to multiple scalar fields in section III. We then turn to investigate the cosmological dynamics in
section IV and summarise our results in section V. Appendix A contains a discussion about time-reversal symmetry
violating terms, and appendix B has a glossary of useful definitions.
II. CONSTRAINING THE ACTION
Having our ansatz for the Hamiltonian constraint (1.10), we need to find conditions for the coefficients to ensure
that the constraint satisfies the correct symmetries. The Hamiltonian constraint and the diffeomorphism constraint,
Da :=
δH
δNa , form an algebra (technically a Lie algebroid [9]) which encodes the space-time diffeomorphism invariance,
{
D[Na], D[M b]
}
= D
[LMNa], (2.1a){
C[N ], D[Ma]
}
= C
[LMN], (2.1b){
C[N ], C[M ]
}
= D
[
β qab (N∂bM − ∂bNM)
]
, (2.1c)
where the Poisson brackets are defined in (B2). We have included the deformation function β, which is a scalar
dependent on phase space variables which deforms the general covariance, and β → 1 in the classical limit. As
stated before, we include the deformation to allow semi-classical corrections of the form suggested by loop quantum
cosmology [10, 11].
For a chosen field content, we can determine the unique form of the diffeomorphism constraint from (2.1a). For a
metric tensor field
(
qab, p
cd
)
and a scalar field (ψ,Π), this is given by,
Da = ∇aψΠ− 2qab∇cpbc. (2.2)
For the deformation function to affect the Hamiltonian constraint and not the diffeomorphism constraint, it must be
a weightless scalar and the Hamiltonian constraint must be a scalar density of weight one.
Taking (2.1c) and considering functional derivatives with respect to the functions N(x) and M(y), we find the
distribution equation form,
0 =
∫
d3z
(
δC (x)
δqab (z)
δC (y)
δpab (z)
+
δC (x)
δψ (z)
δC (y)
δΠ (z)
)
− β(x)Da(x)∂aδ (x, y)− (x↔ y) . (2.3)
Substituting into this the diffeomorphism constraint (2.2), the ansatz for C (1.10), and finding a form for β, we can
then constrain the form of C. Hence we must now choose the form which β should take.
For general metrics, the distribution equation is linearly independent for different orders of momenta. Considering
only scalar variables, we collect the terms which are of order Πn,
0 =
∑
m
∫
d3z
δC(m)(x)
δψ(z)
δC(n−m+1)(y)
δΠ(z)
− β(n−1)(x)Da(x)∂aδ (x, y)− (x↔ y) , (2.4)
where C(n) ∼ Πn. We assume that the highest order in momenta in the constraint, nC , is the same as the highest
order in spatial derivatives so the highest order terms are of the form ΠnC−m∂ψm or ΠnC−m∆ψm/2, where m must
be an even integer unless spatial parity is broken. This means we can find the highest n for which the first term in
(2.4) does not vanish under the (x↔ y) symmetry,
0 =
∫
d3z
δC(nC−2)(x)
δψ(z)
δC(nC)(y)
δΠ(z)
− β(n−1)(x)Da(x)∂aδ (x, y)− (x↔ y) , n = 2nC − 3, (2.5)
and so the highest order terms in β that need to be considered for a constraint of order nC are given by nβ = 2 (nC − 2).
This result is not changed if we include metric variables. However, if we relax time symmetry and spatial parity, then
5nβ = 2nC − 3. Therefore, for a deformed second order constraint which conserves those symmetries, we only need to
consider a zeroth order deformation β = β (q, ψ) and likewise for a fourth order constraint we must consider a fourth
order deformation.
We substitute into our distribution equation (2.3) our ansatz for a second order constraint (1.10), the diffeomorphism
constraint (2.2), and a zeroth order deformation β (q, ψ),
0 =
δC0(x)
δqab(y)
(
2pcdC
(p2)
abcd + ΠqabC
(pΠ)
)
y
+
δC0(x)
δψ(y)
(
pC(pΠ) + 2ΠC(Π
2)
)
y
+
{
2β
(
∂bp
ab + Γabcp
bc
)− β∂aψΠ}
x
∂aδ(x, y)− (x↔ y) ,
(2.6)
where C0 is the part of the constraint without momenta, as defined in (B3). From here there are two routes to
solution, by focusing on either the pab and Π components and solving using the method outlined in section B 2 a. We
must do both to find all consistency conditions on the coefficients of the Hamiltonian constraint.
A. pab sector
To proceed to the metric momentum sector, we take (2.6) and find the functional derivative with respect to pab(z),
0 =
(
2
δC0(x)
δqcd(y)
C
(p2)
abcd(y) +
δC0(x)
δψ(y)
C
(pΠ)
ab (y)
)
δ(z, y)
+ 2β(x)
[
δcdab∂d(x)δ(z, x) + Γ
c
ab(x)δ(z, x)
]
∂cδ(x, y)− (x↔ y) ,
(2.7)
where δabcd := δ
(a
c δ
b)
d as in (B1) and we have explicitly shown the partial derivative acting on the second variable of the
delta function, rather than the first as is usual elsewhere. This distinction is important when integrating by parts.
We then proceed by moving derivatives away from δ(z, y) terms and discarding total derivatives,
0 =
(
2
δC0(x)
δqcd(y)
C
(p2)
abcd(y) +
δC0(x)
δψ(y)
C
(pΠ)
ab (y) + 2∂d
[
β(y)δcdab∂c(y, x)
]− 2β(y)Γcab(y)∂cδ(y, x)) δ(z, y)− (x↔ y) , (2.8)
which we can rewrite as,
0 = Xab(x, y)δ(z, y)−Xab(y, x)δ(z, x). (2.9)
Integrating over y, we find that part of the equation can be combined into a tensor dependent only on x,
0 = Xab(x, z)− δ(z, x)
∫
d3yXab(y, x),
= Xab(x, z)− δ(z, x)Xab(x), where Xab(x) =
∫
d3yXab (y, x) .
(2.10)
Substituting in the definition of Xab(x, z) then relabelling,
0 = 2
δC0(x)
δqcd(y)
C
(p2)
abcd(y) +
δC0(x)
δψ(y)
C
(pΠ)
ab (y) + 2∂d
[
β(y)δcdab∂c(y, x)
]
− 2β(y)Γcab(y)∂cδ(y, x)−Xab(x)δ(y, x).
(2.11)
Multiplying by an arbitrary test tensor θab (y), then integrating by parts over y, we get
0 = θab (· · · )ab + ∂cθab
{
2C
(p2)
abde
∂C0
∂qde,c
+ 4∂dC
(p2)
abef
∂C0
∂qef,cd
+ C
(pΠ)
ab
∂C0
∂ψ,c
+ 2∂dC
(pΠ)
ab
∂C0
∂ψ,cd
+ 2δc(a∂b)β + 2βΓ
c
ab
}
+ ∂cdθ
ab
{
2C
(p2)
abef
∂C0
∂qef,cd
+ C
(pΠ)
ab
∂C0
∂ψ,cd
+ 2βδcdab
}
,
(2.12)
where we do not need to consider the zeroth derivative terms. Since θab is arbitrary, each unique combination of it
forms a linearly independent equation.
6To calculate the derivatives of C0, we must use the decomposition of the Riemann tensor (B16) and the second
covariant derivative of the metric variation expressed in terms of partial derivatives (B19). This gives,
∂C0
∂ψ,ab
= C(ψ′′)q
ab,
∂C0
∂ψ,a
= 2C(ψ′2)∂
aψ − C(ψ′′)Γa, ∂C0
∂qab,cd
= C(R)Φ
abcd,
∂C0
∂qab,c
= C(ψ′′)
(
1
2
qab∂cψ − qc(a∂b)ψ
)
− C(R)Φdefg
(
Γcfgδ
ab
de + 4δ
(a
(dΓ
b)
e)(fδ
c
g)
)
,
(2.13)
where Φabcd is given by (B18). We evaluate the coefficient of ∂dcθ
ab and find the linearly independent components,
qab∂
2θab : 0 = −2C(R)
(
2C(p
2‖) + C(p
2x)
)
+ C(ψ′′)C
(pΠ), (2.14a)
∂abθ
ab : 0 = C(R)C
(p2x) + β, (2.14b)
where we have decomposed the constraint coefficient C
(p2)
abcd = qabqcdC
(p2‖) +QabcdC(p
2x). Then evaluate similarly for
∂cθ
ab,
qab∂cθ
ab∂cψ : 0 = 2
(
C(ψ′2) + C(ψ′′)∂ψ
)
C(pΠ) +
(
C(ψ′′) − 8C(R)∂ψ
)
C(p
2‖) +
(
C(ψ′′) − 4C(R)∂ψ
)
C(p
2x), (2.15a)
∂aθ
ab∂bψ : 0 =
(−C(ψ′′) + 2C(R)∂ψ)C(p2x) + ∂ψβ, (2.15b)
∂aθ
abqcd∂bqcd : 0 = C(R) (1 + 2∂q)C
(p2x) + ∂qβ, (2.15c)
qab∂cθ
abqde∂cqde : 0 = −2C(R) (1 + 4∂q)
(
2C(p
2‖) + C(p
2x)
)
+ C(ψ′′) (1 + 4∂q)C
(pΠ), (2.15d)
where ∂ψ :=
∂
∂ψ and ∂q :=
∂
∂ ln q . Note that the equations for ∂cθ
ab∂cqab, ∂
cθab∂aqbc and qab∂
cθab∂dqcd are not
included because they are identical to (2.14).
Using (2.14b) to solve for C(p
2x), then substituting it into (2.15c), we find,
∂ lnC(R)
∂ ln q
=
1
2
(
1 +
∂ lnβ
∂ ln q
)
, (2.16)
which is solved by C(R) (q, ψ) = f (ψ)
√
q |β (q, ψ)|, where f(ψ) is some unknown function. If we solve (2.14) for C(p2‖)
and C(p
2x), then substitute them into (2.15d), we find a similar equation to the one above for C(R), and therefore
C(ψ′′) (q, ψ) = f(ψ′′) (ψ)
√
q |β (q, ψ)|. Taking (2.15b) then substituting in for C(p2x), C(R) and C(ψ′′), we find that
f(ψ′′) (ψ) = −2∂ψf (ψ),
C(R) = f
√
q |β|, C(ψ′′) = −2∂ψf
√
q |β|, (2.17a)
C(p
2x) =
− sgn(β)
f
√
|β|
q
, C(p
2‖) =
sgn(β)
2f
√
|β|
q
− ∂ψf
2f
C(pΠ), (2.17b)
which is all the conditions which we can obtain from the metric momentum sector of the distribution equation. The
remaining conditions must be found in the scalar momentum sector.
B. Π sector
Similar to subsection II A above, we take the functional derivative of (2.6) with respect to Π(z),
0 =
(
δC0(x)
δqab(y)
C
(pΠ)
ab (y) + 2
δC0(x)
δψ(y)
C(Π
2)(y)
)
δ(z, y)− (β∂aψ)x δ(z, x)∂aδ(x, y)− (x↔ y) , (2.18)
then exchange terms to find the coefficient of δ(z, y),
0 =
(
δC0(x)
δqab(y)
C
(pΠ)
ab (y) + 2
δC0(x)
δψ(y)
C(Π
2)(y) + (β∂aψ)y ∂aδ(y, x)
)
δ(z, y)− (x↔ y) , (2.19)
7which we can rewrite as,
0 = X(x, y)δ(z, y)−X(y, x)δ(z, x), (2.20a)
0 = X(x, z)− δ(z, x)
∫
d3yX(y, x), (2.20b)
= X(x, z)− δ(z, x)X(x), where X(x) =
∫
d3yX (y, x) , (2.20c)
leading to
0 =
δC0(x)
δqab(y)
C
(pΠ)
ab (y) + 2
δC0(x)
δψ(y)
C(Π
2)(y) + (β∂aψ)y ∂aδ(y, x)−X(x)δ(y, x). (2.21)
Multiplying by an arbitrary test function η(y), then integrating by parts over y, we get
0 = η (· · · ) + ∂abη
(
C
(pΠ)
cd
∂C0
∂qcd,ab
+ 2C(Π
2) ∂C0
∂ψ,ab
)
+ ∂aη
(
C
(pΠ)
bc
∂C0
∂qbc,a
+ 2∂bC
(pΠ)
cd
∂C0
∂qcd,ab
+ 2C(Π
2) ∂C0
∂ψ,a
+ 4∂bC
(Π2) ∂C0
∂ψ,ab
− β∂aψ
)
.
(2.22)
We then substitute in (2.13) to find the linearly independent conditions,
∂2η : 0 = C(R)C
(pΠ) − C(ψ′′)C(Π
2), (2.23a)
∂aη∂
aψ : 0 =
(
1
2
C(ψ′′) − 4C(R)∂ψ
)
C(pΠ) + 4
(
C(ψ′2) + C(ψ′′)∂ψ
)
C(Π
2) − β, (2.23b)
∂aηq
bc∂aqbc : 0 = C(R) (1 + 4∂q)C
(pΠ) − C(ψ′′) (1 + 4∂q)C(Π
2). (2.23c)
Note that there is another condition from ∂aη∂bqab, but it is identical to (2.23a).
We can solve (2.23a) for C(pΠ) = C(ψ′′)C
(Π2)/C(R), and then substitute into (2.23b) to find,
0 = C(Π
2)
{
C(ψ′2) − ∂ψC(ψ′′) +
C(ψ′′)
C(R)
(
∂ψC(R) +
C(ψ′′)
8
)}
− β
4
, (2.24)
which we can solve for C(Π
2), and is the same conclusion we get from (2.15a) (though we did not explicitly write it
above because it is simpler to write it here). The condition (2.23c) is solved when we substitute in all our results so
far,
C(Π
2) =
1
4
sgn(β)
√
|β|
q
{
C(ψ′2)√
q |β| + 2f
′′ − 3f
′2
2f
}−1
, (2.25a)
C(pΠ) =
−f ′
2f
sgn(β)
√
|β|
q
{
C(ψ′2)√
q |β| + 2f
′′ − 3f
′2
2f
}−1
, (2.25b)
and if we collect all of our coefficients, we find the Hamiltonian constraint,
C =
√
q |β|
(
fR− 2f ′∆ψ
)
+ C(ψ′2)∂aψ∂
aψ +
√
q U (q, ψ)
+ sgn(β)
√
|β|
q
 1f
(
p2
2
− Tr(p2)
)
+
1
4
(
Π− f
′
f
p
)2( C(ψ′2)√
q |β| + 2f
′′ − 3f
′2
2f
)−1 , (2.26)
so the freedom in any (3 + 1) dimensional scalar-tensor theory with time symmetry and deformed general covariance
comes down to the choice of f (ψ), β (q, ψ), C(ψ′2) (q, ψ) and the general potential U (q, ψ). It is convenient to make
a redefinition, C(ψ′2) = g (q, ψ)
√
q |β|, where we have made the scalar weight and expected dependence on β explicit.
It is worth remembering that this is an assumption, and that g could be a function of β.
8We find the effective Lagrangian associated with this Hamiltonian constraint by performing a Legendre transfor-
mation,
L = N
√
q |β|
{
f
(K
β
−R
)
+ f ′
(
νv
β
+ 2∆ψ
)
+ (g + 2f ′′)
ν2
β
− g ∂aψ∂aψ − U√|β|
}
. (2.27)
Integrating by parts at the level of the action does not affect the dynamics because it only eliminates boundary terms.
This allows us to find the effective form of the Lagrangian, with a space-time decomposition and without second
order time derivatives. We can also do this in the opposite direction to find the covariant form of the above effective
Lagrangian,
Lcov = N
√
q |β|
(
−f (4,β)R− (g + 2f ′′) ∂(4,β)µ ψ ∂µ(4,β)ψ
)
−N√q U, (2.28)
where the deformed four dimensional Ricci scalar and partial derivative are given by,
(4,β)R = R+
sgn(β)√|β| qabLn
(
vab√|β|
)
+
1
4β
v2 − 3
4β
Tr(v2)−
2∆
(√|β|N)√|β|N , (2.29a)
∂(4,β)µ ψ ∂
µ
(4,β)ψ = ∂aψ ∂
aψ − 1
β
ν2, (2.29b)
whereby we see that the deformation seems to have transformed the effective lapse function N →
√
|β|N , and
transformed the effective normalisation of the normal vector to gµνn
µnν = − sgn(β). Here is where we see the
effective signature change which comes from the deformation.
It is useful to take the Lagrangian in covariant form and use it to redefine our coupling functions so that minimal
coupling is when the functions are equal to unity,
Lcov =
1
2
N
√
q |β|
(
ωR(ψ)
(4,β)R− ωψ(q, ψ)∂(4,β)µ ψ∂µ(4,β)ψ
)
−N√q U (q, ψ) , (2.30)
so the effective forms of the constraint and Lagrangian are given by,
L =
1
2
N
√
q |β|
{
ωR
(
R− K
β
)
− ω′R
(
νv
β
+ 2∆ψ
)
+
ωψν
2
β
− (ωψ + 2ω′′R) ∂aψ∂aψ
}
−N√q U, (2.31a)
C =
√
q |β|
{
2 sgn(β)
qωR
(
Tr(p2)− p
2
2
)
− ωR
2
R+
sgn(β)
2q
(
Π− ω
′
R
ωR
p
)2(
ωψ +
3ω′2R
2ωR
)−1
+ω′R∆ψ +
(ωψ
2
+ ω′′R
)
∂aψ∂
aψ
}
+
√
q U,
(2.31b)
which is our result its most useful form.
Since we have non-minimal coupling, we are working in the Jordan frame. We can get to the Einstein frame by
making a specific conformal transformation which absorbs the coupling ωR by setting qab = ωR q˜ab and N = ω
−1/2
R N˜ ,
L˜ =
1
2
N˜
√
q˜ |β|
{(
R˜− K˜
β
)
+
(
ωψ
ωR
+
3ω′2R
2ω2R
)(
ν˜2
β
− q˜ab∂aψ∂bψ
)}
− N˜
√
q˜
(
U
ω2R
)
, (2.32)
where variables with tildes are Einstein-frame quantities. So the Einstein frame couplings are given by ω˜R = 1,
ω˜ψ =
(
ωψωR + 3ω
′2
R/2
)
/ω2R, and the potential by U˜ = U/ω
2
R.
When the term ‘Einstein frame’ is used elsewhere in the literature, it often refers to an action which is transformed
further so that the effective scalar coupling is also unity. We can make this transformation to a conventional scalar ψ˜
by solving the differential equation,
∂ψ˜
∂ψ
=
√
ωψ
ωR
+
3
2
(
∂ψωR
ωR
)2
, (2.33)
for example, when we have ωψ = 0, this is solved by ψ˜ (ψ) =
√
3
2 lnωR (ψ) sgn(∂ψ lnωR (ψ)).
9III. MULTIPLE SCALAR FIELDS
Let us consider the case of multiple scalar fields. We start from the distribution equation as before, but label the
scalar field variables with an index. Proceeding like in section II A by taking functional derivatives with respect to
pab and then integrating by parts with test function θab, we obtain the conditions,
∂abθ
ab : 0 = C(R)C
(p2x) + β, (3.1a)
qab∂
2θab : 0 = −2C(R)
(
2C(p
2‖) + C(p
2x)
)
+
∑
I
C(ψ′′I )C
(pΠI), (3.1b)
∂aθ
abqcd∂bqcd : 0 = C(R) (1 + 2∂q)C
(p2x) + ∂qβ, (3.1c)
∂aθ
ab∂bψI : 0 =
(
C(ψ′′I ) − 2C(R)∂ψI
)
C(p
2x) − ∂ψIβ, (3.1d)
∂cθ
abqab∂
cψI : 0 =
(
C(ψ′′I ) − 8C(R)∂ψI
)
C(p
2‖) +
(
C(ψ′′I ) − 4C(R)∂ψI
)
C(p
2x) + 2
(
C(ψ′2I ) + C(ψ
′′
I )
∂ψI
)
C(pΠI)
+
∑
J 6=I
(
C(ψ′Iψ′J ) + C(ψ′′J )∂ψI
)
C(pΠJ ).
(3.1e)
We note that there are other independent terms, but they do not produce any extra conditions. Likewise, if we follow
the route taken in section II B, taking the functional derivative with respect to ΠI then integrating by parts with test
function ηI , we find the conditions,
∂2ηI : 0 = C(R)C
(pΠI) − C(ψ′′I )C(Π
2
I) − 1
2
∑
J 6=I
C(ψ′′J )C
(ΠIΠJ ), (3.2a)
∂aηIq
bc∂aqbc : 0 = C(R) (1 + 4∂q)C
(pΠI) − C(ψ′′I ) (1 + 4∂q)C(Π
2
I) − 1
2
∑
J 6=I
C(ψ′′J ) (1 + 4∂q)C
(ΠIΠJ ), (3.2b)
∂aηI∂
aψI : 0 =
(
1
2
C(ψ′′I ) − 4C(R)∂ψI
)
C(pΠI) + 4
(
C(ψ′2I ) + C(ψ
′′
I )
∂ψI
)
C(Π
2
I)
+
∑
J 6=I
(
C(ψ′Iψ′J ) + 2C(ψ′′J )∂ψI
)
C(ΠIΠJ ) − β,
(3.2c)
∂aηI∂
aψJ 6=I : 0 =
(
1
2
C(ψ′′J ) − 2C(R)∂ψJ
)
C(pΠI) + 2
(
C(ψ′Iψ′J ) + 2C(ψ′′I )∂ψJ
)
C(Π
2
I)
+ 2
(
C(ψ′2J ) + C(ψ
′′
J )
∂ψJ
)
C(ΠIΠJ ) +
∑
K 6=I,J
(
C(ψ′Jψ′K) + 2C(ψ′′K)∂J
)
C(ΠIΠK),
(3.2d)
and similar to above, there are other independent terms which do no produce any unique conditions.
To solve this system of equations we must make assumptions, in particular about the relationship between the scalar
fields. One choice might be to assume an O (N) symmetry, where the coupling and deformation would only depend
on the absolute value of the scalar field multiplet |ψ| = √∑I ψ2I , and relationships between the C(ψ′Iψ′J ) coefficients
could be assumed.
However, we instead choose to take one non-minimally coupled field (ψ,Π) and one minimally coupled field (φ, pi)
with no cross-terms in the spatial derivative sector, C(φ′ψ′) = 0. The minimally coupled field only appears in terms
other than the potential U (q, ψ, φ) through the deformation function β(q, ψ, φ). For example, C(R) = C(R) (q, ψ, β).
Solving (3.1a) and (3.1c) gives us,
C(R) = f (ψ)
√
q |β (q, ψ, φ)|, C(p2x) = −1
f (ψ)
√
|β (q, ψ, φ)|
q
, (3.3)
as before. Substituting these into (3.1b) and (3.1d) gives us,
C(ψ′′) = −2f ′
√
q |β|, C(φ′′) = 0, C(p
2‖) =
sgn(β)
2f
√
|β|
q
− f
′
2f
C(pΠ), (3.4)
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and the remaining conditions are,
C(pΠ) =
−f ′
2f
sgn(β)
√
|β|
q
{
C(ψ′2)√
q |β| + 2f
′′ − 3f
′2
2f
}−1
(3.5a)
C(piΠ) =
−∂φβ ∂ψf
4C(φ′2)

2C(ψ′2)√
q|β|
(
1− ∂ lnC(ψ′2)∂ ln β
)
+ 2f ′′ − 3f ′22f[
C(ψ′2)√
q|β| + 2f
′′ − 3f ′22f
]2
 , (3.5b)
C(pi
2) =
β
4C(φ′2)
, C(ppi) = −f
′
f
C(piΠ). (3.5c)
We note that the constraint is significantly simpler if we assume C(φ′2) = gφ (ψ)
√
q |β| and C(ψ′2) = gψ (ψ)
√
q |β|,
where gφ and gψ are arbitrary functions. In this case the whole Hamiltonian constraint is
C =
√
q |β|
(
fR− 2f ′∆ψ + gφ∂aφ∂aφ+ gψ∂aψ∂aψ
)
+
√
q U
+ sgn(β)
√
|β|
q
 pi24gφ + 1f
(
p2
2
− Tr(p2)
)
+
(
Π− f ′f p
)(
Π− f ′f p− f
′∂φβ
βgφ
pi
)
4
(
gψ + 2f ′′ − 3f ′22f
)
 , (3.6)
and the associated Lagrangian density is
L = N
√
q |β|
{
f
(K
β
−R
)
+ f ′
(
νψv
β
+ 2∆ψ
)
+
(
gˆψ
h
+
3f ′2
2f
)
ν2ψ
β
− gψ∂aψ∂aψ
+
gφ
hβ
ν2φ − gφ∂aφ∂aφ+
f ′∂φβ
hβ
νφνψ
}
−N√qU,
(3.7a)
gˆψ = gψ + 2f
′′ − 3f
′2
2f
, h = 1− f
′2∂φβ2
4gφgˆψβ2
. (3.7b)
If β does not depend on φ, then this can be simplified greatly, in which case the effective and covariant forms of the
Lagrangian are given by,
L =
1
2
N
√
q |β|
{
ωR
(
R− K
β
)
− ω′R
(
νψv
β
+ 2∆ψ
)
+ ωφ
(
ν2φ
β
− ∂aφ∂aφ
)
+
ωψν
2
ψ
β
− (ωψ + 2ω′′R) ∂aψ∂aψ
}
−N√q U,
(3.8a)
Lcov =
1
2
N
√
q |β|
(
ωR
(4,β)R− ωψ ∂(4,β)µ ψ∂µ(4,β)ψ − ωφ ∂(4,β)µ φ∂µ(4,β)φ
)
−N√q U, (3.8b)
where ωR = −2f , ωψ = 2 (gψ + 2f ′′), ωφ = 2gφ. Therefore, when we assume that the minimally coupled scalar field
can also be considered to be minimally coupled to the deformation function, we find that the action simplifies to the
expected form. It would be interesting to see what effects appear for scalar field multiplets, especially for non-Abelian
symmetries, but that is beyond the scope of this study. Instead, we now turn to studying the cosmological dynamics
of our results.
IV. COSMOLOGY
Let us restrict to a flat, homogeneous, and isotropic metric in proper time (N = 1) to find the background dynamics.
We also assume that β does not depend on the minimally coupled scalar field φ for the sake of simplicity. From (3.8),
we find the Friedmann equation, which can be written in two equivalent forms,
H
(
ωRH + ω
′
Rψ˙
)
=
1
3
(ωψ
2
ψ˙2 +
ωφ
2
φ˙2 + sgn(β)
√
|β|U
)
, (4.1a)(
ωRH +
1
2
ω′Rψ˙
)2
=
1
3
[
1
2
(
ωRωψ +
3
2
ω′2R
)
ψ˙2 +
ωRωφ
2
φ˙2 + ωR sgn(β)
√
|β|U
]
. (4.1b)
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From (4.1b) we see that ωRωψ + 3ω
′2
R/2 ≥ 0 and ωRωφ ≥ 0 are necessary when U → 0 to ensure real-valued fields.
If we compare this condition to the Einstein frame Lagrangian (2.32), we can see that it is also the condition which
follows from insisting that the scalar field ψ is not ghost-like in that frame. Similarly, we see that ωR sgn(β) > 0 is
necessary when ψ˙, φ˙→ 0.
For the reasonable assumption that the minimally coupled field φ does not affect the deformation function β, the
only way that field is modified is through a variable maximum phase speed c2φ = β. Due to this minimal modification,
it does not produce any of the cosmological phenomena we are interested in (bounce, inflation) through any novel
mechanism. Therefore, we will ignore this field for the rest of the paper.
We find the equations of motion by varying the Lagrangian (3.8) with respect to the fields. For the simple unde-
formed case β = 1 the equations are given by,(
ωRωψ +
3
2
ω′2R
)
ψ¨ = −3ψ˙H (ωRωψ + ω′2R)− ωR∂ψU + 32ωRω′RH2
−1
2
ψ˙2
(
ωRω
′
ψ +
3
2
ω′Rωψ + 3ω
′
Rω
′′
R
)
+
3
2
ω′R
(
U +
1
3
∂ ln aU
)
,
(4.2a)
(
ωRωψ +
3
2
ω′2R
)
a¨
a
= −1
2
H2
(
ωRωψ + 3ω
′2
R
)
+
ωψ
2
(
U +
1
3
∂ ln aU
)
−1
4
ψ˙2
(
ω2ψ + 2ωψω
′′
R − ω′ψω′R
)
+
1
2
ω′Rωψψ˙H −
ω′R
2
∂ψU,
(4.2b)
where we can see from the equations of motion that the model breaks down if ωRωψ + 3ω
′2
R/2 → 0 because it will
tend to cause |ψ¨| → ∞ and |a¨| → ∞.
A. Bounce
We will address the question of whether there are conditions under which a big bounce might occur (by which we
mean a turning point preventing a → 0). In a previous study we found that a deformation function which depends
on curvature terms can generate a bounce [23]. Elsewhere in the literature on loop quantum cosmology the bounce
happens in a regime when β < 0 because the terms depending on curvature or energy density overpower the zeroth
order terms [10, 11]. However, we are not including derivatives in the deformation here so the effect would have to
come from the non-minimal coupling of the scalar field or the zeroth order deformation.
We take a˙ = 0 for finite a, include a deformation and for simplicity we ignore the minimally coupled field. From
the Friedmann equation (4.1) we find,
0 =
ωψ
2
ψ˙2 + sgn(β)
√
|β|U, (4.3)
which implies that ωψ sgn(β) < 0 for a bounce because otherwise the equation cannot balance for U > 0 and ψ ∈ R.
Substituting (4.3) into the full equation of motion for the scale factor, and demanding that a¨ > 0 to make it a turning
point, we find the following conditions,
sgn(β)ωψ < 0, (4.4a)
ωRωψ +
3
2
ω′2R > 0, (4.4b)
sgn(β)
√
|β| (ωψ + 2ω′′R)U −
sgn(β)ω′R
2ωψ
∂ψ
(√
|β|ωψU
)
+
β
6
∂ ln a
(
ωψU√|β|
)
> 0, (4.4c)
from which we can determine what the coupling functions, deformation and potential must be for a bounce. For
example, if we look at the minimally coupled case, when ωR = ωψ = 1, and assume that U > 0, we can see that the
conditions are given by,
sgn(β) < 0,
∂ ln
(
|β|−1/2 U
)
∂ ln a
< −6. (4.5)
Since we must have β → 1 in the classical limit and sgn(β) < 0 at the moment of the bounce, then β must change
sign at some point. Therefore, a universe which bounces purely due to a zeroth order deformation must have effective
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signature change. Another example is obtained by assuming scale independence and choosing β = 1 and U > 0. In
this case the bounce conditions become,
ωψ < 0, ωψωR +
3
2
ω′2R > 0, ωψ + 2ω
′′
R −
1
2
ω′R∂ψ ln (ωψU) > 0, (4.6)
which we can use to find a model which bounces purely due to a scale-independent non-minimally coupled scalar. We
present this model in subsection IV E.
B. Inflation
Now we look at the inflationary dynamics. For simplicity we assume that inflation will come from a scenario similar
to slow-roll inflation with possible enhancements coming from the non-minimal coupling or the deformation. The
conditions for slow-roll inflation are,
ψ˙2  U,
∣∣∣ψ¨∣∣∣ ∣∣∣ψ˙H∣∣∣ , ∣∣∣H˙∣∣∣ H2, (4.7)
assuming the couplings, potential and deformation are scale independent and the deformation is positive, we get the
following slow roll equations,
H '
√
β1/2U
3ωR
, (4.8a)
ψ˙ ' −
√
β1/2U
3ωR
 ∂ψ ln
(
U
β1/2ω2R
)
ωψ
ωR
+
ω′2R
ω2R
+
β′ω′R
2βωR
 , (4.8b)
and define the slow-roll parameters,
 :=
−H˙
H2
, η :=
−H¨
HH˙
, ζ :=
−ψ¨
ψ˙H
, (4.9)
which, under slow-roll conditions are given by,
 '
∂ψ ln
(
β1/2U
ωR
)
∂ψ ln
(
U
β1/2ω2R
)
2
(
ωψ
ωR
+
ω′2R
ω2R
+
β′ω′R
2βωR
) (4.10a)
η '
 ∂ψ ln
(
U
β1/2ω2R
)
ωψ
ωR
+
ω′2R
ω2R
+
β′ω′R
2βωR
 ∂ψ ln + 2, (4.10b)
ζ ' ∂ψ
 ∂ψ ln
(
U
β1/2ω2R
)
ωψ
ωR
+
ω′2R
ω2R
+
β′ω′R
2βωR
+ , (4.10c)
and the slow-roll regime ends when the absolute value of any of these three parameters approaches unity.
Defining N to mean the number of e-folds from the end of inflation, a (t) = aende−N (t), we find that,
N = −
∫ t
tend
dtH = −
∫ ψ
ψend
dψ
H
ψ˙
, (4.11)
and using the slow-roll approximation,
N '
∫ ψ
ψend
ωψ
ωR
+
ω′2R
ω2R
+
β′ω′R
2βωR
∂ψ ln
(
U
β1/2ω2R
) , (4.12)
which can be solved once we specify the form of the couplings, deformation and potential. We cannot find equations
for observables such as the spectral index ns because it would require investigating how the cosmological perturbation
theory is modified in the presence of non-minimal coupling and deformed general covariance which is not within the
scope of this study. Beyond this, it is difficult to make general statements about the dynamics unless we restrict to a
given model, so we will now consider some models and discuss their specific dynamics.
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C. Geometric scalar model
As demonstrated in the introduction, section I, the geometric scalar model comes from parameterising F
(
(4)R
)
gravity so that the additional degree of freedom of the scalar curvature is instead embodied in a non-minimally
coupled scalar field ψ [24, 25]. Its couplings are given by ωR = ψ and ωψ = 0. This model is a special case of the
Brans-Dicke model, which has ωψ = ω0/ψ, when the Dicke coupling constant ω0 vanishes. We can add in a minimally
coupled scalar field with ωφ = 1 and thereby see the effect of this scalar-tensor gravity on the matter sector. However,
we set ωφ = 0 because it does not significantly affect our results.
The effective action for this model is given by,
Lgeo =
1
2
N
√
q |β|
{
ψ
(
R− K
β
)
− νψv
β
− 2∆ψ
}
−N√q U (ψ) , (4.13a)
U (ψ) =
ψ
2
(F ′)−1 (ψ)− 1
2
F
(
(F ′)−1 (ψ)
)
, (4.13b)
where F refers to the F
(
(4)R
)
function which has been parameterised. The equations of motion when β → 1 are
given by,
H
(
ψH + ψ˙
)
=
1
3
U, (4.14a)
a¨
a
= −H2 + 1
3
∂ψU, (4.14b)
ψ¨ = −2ψ˙H + ψH2 + U + 1
3
∂ ln aU − 2
3
∂ lnψU, (4.14c)
from which we can see that the scalar field has very different dynamics compared to minimally coupled scalars. This
reflects its origin as a geometric degree of freedom rather than a purely matter field.
Looking at inflation, the geometric scalar model with a potential corresponding to the Starobinsky model,
F
(
(4)R
)
= (4)R+
1
2M2
(4)R2 → U = M
2
4
(ψ − 1)2 , (4.15)
can indeed cause inflation through a slow-roll of the scalar field down its potential. The non-minimal coupling of the
scalar to the metric also causes the scale factor to oscillate unusually, however. It is interesting to compare in Fig. 1
the scale factor in the Jordan frame, a, and the conformally transformed scale factor in the Einstein frame, a˜ = a
√
ωR.
Assuming ψ > 1 during inflation, the slow-roll parameters (4.10) are given by,
 ' ψ + 1
(ψ − 1)2 , η '
−2
ψ2 − 1 , ζ '
1
ψ − 1 , (4.16)
so the slow-roll regime of inflation ends at ψ ≈ 3 when → 1. The equation for the number of e-folds of inflation in
the slow-roll regime (4.12) is given by N ' 12
(
ψ − ψend − ln ψψend
)
.
D. Non-minimally enhanced scalar model
Unlike the geometric scalar model considered above, the non-minimally enhanced scalar model (NES) from [27],
takes a scalar field from the matter sector and introduces a non-minimal coupling rather than extracting a degree
of freedom from the gravity sector. The coupling functions are given by ωR = 1 + ξψ
2, ωψ = 1 and ωφ = 0. The
deformed effective Lagrangian for this model is given by,
LNES = N
√
q |β|
{
1
2
(
1 + ξψ2
)(
R− K
β
)
+
1
2
(
ν2ψ
β
− ∂aψ∂aψ
)
−2ξ
(
ψνψv
2β
+ ψ∆ψ + ∂aψ∂
aψ
)}
−N√q U (ψ) .
(4.17)
For some negative values of ξ, there are values of ψ which are forbidden if we are to keep our variables real, shown in
Fig. 2.
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(a)Scale factor (Logarithmic) (b)Scale factor (c)Scalar field
FIG. 1. Inflation from the geometric scalar model version of the Starobinsky model through slow-roll of the non-minimally
coupled scalar field. For the scale factor, we compare the Jordan and Einstein frames because the coupling causes the former
to oscillate unusually. Initial conditions, a = 1, ψ = 20, ψ˙ = 0, M = 1.
(a) (b)
FIG. 2. A contour plot of ωRωψ + 3ω
′2
R/2 for the non-minimally enhanced scalar model is shown in (a), and the white regions
are forbidden because the function is negative there. In (b), the red, striped region is when the metric becomes ghost-like
(when ωR < 0).
The equations of motion for this model when it is undeformed are given by,
(
1 + ξψ2
)
H2 + 2ξψψ˙H =
1
3
(
1
2
ψ˙2 + U
)
, (4.18a)
(
1 + (1 + 6ξ) ξψ2
) a¨
a
=
−1
2
H2
(
1 + (1 + 12ξ) ξψ2
)− 1 + 4ξ
4
ψ˙2
+ ξψψ˙H +
1
2
(
U +
1
3
∂ ln aU
)
+ ξ∂ lnψU,
(4.18b)
(
1 + (1 + 6ξ) ξψ2
)
ψ¨ = −3ψ˙H (1 + (1 + 4ξ) ξψ2)− (1 + ξψ2) ∂ψU
+ 3ξψ
((
1 + ξψ2
)
H2 − 1 + 4ξ
2
ψ˙2 + U +
1
3
∂ ln aU
)
.
(4.18c)
and we proceed to use them to consider this model’s inflationary dynamics. For ξ > 0 the slow-roll parameter which
reaches unity first is  at ψend ' ±n√
2+n(6−n)ξ . The number of e-folds from the end of inflation is given by,
NNES (ψ) '
∫ ψ
ψend
dϕ
ϕ
(
1 + (1 + 4ξ) ξϕ2
)
(1 + ξϕ2) (n+ (n− 4) ξϕ2) , (4.19)
15
(a) (b)
FIG. 3. For the non-minimally enhanced scalar model with U = ψ4/4, (a) shows numerical solutions of inflation for different
coupling strengths. Initial conditions, ψ = 20, ψ˙ = 0, H > 0. In (b), N for ψ = 20 is compared for the numerical solutions
(red crosses) and the analytical solution in the slow-roll approximation (4.20) (blue line).
and if we specify that n = 4, we find
NNES ' 1 + 4ξ
8
ψ2 − 1 + 1
2
ln
1 + 12ξ
(1 + 4ξ) (1 + ξψ2)
, (4.20)
and the presence of ξ in the dominant first term shows how the non-minimal coupling enhances the amount of inflation.
If we compare this result to numerical solutions in Fig. 3, we see this effect.
The slow-roll approximation works less well as ξ increases. We can see this when we look at Fig. 3(b) where we
compare the slow-roll approximation to when we numerically determine the end of inflation, i.e. when  = −H˙/H2 = 1.
We must be wary when dealing with this model, because the coupling can produce an effective potential which
is not bounded from below. If we substitute the Friedmann equation (4.18a) into (4.18b) and (4.18c) we can find
effective potential terms. These terms are those which do not vanish when all time derivatives are set to zero, and
we can infer what bare potential they effectively behave like. If the bare potential is U = λψ2/2, then the effective
potential term in the scalar equation behaves like
Uψ =
−λψ2
2 (1 + 6ξ)
+
λ (1 + 3ξ)
ξ (1 + 6ξ)
2 ln
(
1 + (1 + 6ξ) ξψ2
)
, (4.21)
which is not bounded from below when ξ > 0 and λ > 0 and is therefore unstable. More generally, for a power law
bare potential U = λψn/n, there are local maxima in the effective potential at ψ = ±
√
n
ξ(4−n) , so for ξ > 0 the model
is stable for bare potentials which are of quartic order or higher.
E. Bouncing scalar model
As we said in subsection IV A, we have taken the bounce conditions and constructed a model which bounces purely
from the non-minimal coupling. This model consists of a non-minimally coupled scalar with periodic symmetry. Our
couplings are given by ωR = cosψ and ωψ =
1+n cosψ
1+n , and for simplicity we ignore deformations and the minimally
coupled scalar field. The bouncing scalar model Lagrangian in covariant and effective forms are given by,
LBS,cov = N
√
q
(
cosψ
2
(4)R− 1 + n cosψ
2 (1 + n)
∂µψ∂
µψ − U
)
, (4.22a)
LBS =
N
√
q
2
(
cosψ (R−K) + sinψ (νv + 2∆ψ) +
(
1 + n cosψ
1 + n
)
ν2
+
(
(2 + n) cosψ − 1
1 + n
)
∂aψ∂
aψ − 2U
)
.
(4.22b)
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FIG. 4. Cosmological bounce generated by non-minimally coupled scalar field with n = 2 and U = sin2 (ψ/2). Initial conditions,
ψ = 0, ψ˙ = 1/25, H < 0
As confirmed by numerically evolving the equations of motion, we know from the bouncing conditions (4.4) that this
model will bounce when n > 1 because then there is a value of ψ for which ωψ < 0. As we show in Fig. 4, the
collapsing universe excites the scalar field so much that it ‘tunnels’ through to another minima of the potential. The
bounce happens when the field becomes momentarily ghost-like, when ωψ < 0.
We can construct other models which produce a bounce purely through non-minimal coupling by having any U (ψ)
with multiple minima and couplings of the approximate form ω ∼ 1 − U . However, to ensure the scalar does not
attempt to tunnel through the potential to infinity and thereby not prevent collapse, the coupling functions must
become negative only for values of ψ between stable minima. For example, for the Z2 potential U (ψ) = λ
(
ψ2 − 1)2,
couplings which are guaranteed to produce a bounce are ωR (ψ) = ωψ (ψ) = 1− e−ψ2 U (ψ) when λ > 1.
V. SUMMARY
In this paper we have presented our calculation of the most general action for a second-order non-minimally coupled
scalar-tensor model which satisfies deformed general covariance. The specific deformation being one motivated by loop
quantum cosmology and manifesting as a phase-space function which modifies the canonical constraint algebra. We
presented a similar calculation which involves multiple scalar fields. We showed how the magnitude of the deformation
can be removed by a transformation of the lapse function, but the sign of the deformation and the associated effective
signature change cannot be removed.
We explored the background dynamics of the action, in particular showing the conditions required for either a
big bounce or a period of slow-roll inflation. By specifying the free functions we showed how to regain well-known
models from our general action. In particular we discussed the geometric scalar model, which is a parameterisation
of F
(
(4)R
)
gravity and related to the Brans-Dicke model; and we discussed the non-minimally enhanced scalar model
of a conventional scalar field with quadratic non-minimal coupling to the curvature.
We presented a model which produces a cosmological bounce purely through non-minimal coupling of a periodic
scalar field to gravity. We also provided the general method of producing similar models without a periodic symmetry.
The investigation into cosmology did not consider in detail the effect that the deformation has on the dynamics.
However, we did show that a big bounce which is purely due to a zeroth order deformation necessarily involves effective
signature change. Further investigation has been left for future work wherein we also include higher order curvature
terms in the deformation function. That is, terms which cannot be factored out by introducing a scalar field such as
with the geometric scalar model.
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Appendix A: Time asymmetry
Let us consider time asymmetric terms. The general Hamiltonian constraint ansatz which includes all terms for a
metric field and a single scalar field up to second order in derivatives which are spatially covariant is given by,
C = C∅ + C(R)R+ C(ψ′2)∂aψ∂
aψ + C(ψ′′)∆ψ + C
(p)p+ C(Π)Π + C
(p2)
abcdp
abpcd + C(pΠ)pΠ + C(Π
2)Π2. (A1)
This does not include any terms such as Π∂aψ because they would violate spatial parity and not be spatially covariant.
In the distribution equation (2.3), the only contributions coming from the time-asymmetric terms which do not
vanish under the (x↔ y) symmetry are,
0 =
δC0(x)
δqab(y)
(
C(p)qab
)
y
+
δC0(x)
δψ(y)
C(Π)(y)− (x↔ y) , (A2)
which are independent of the terms we consider in section II. First order terms in the deformation function appear
on their own in the distribution equation if spatial parity is not also violated, and therefore are constrained to vanish
so we still only need to consider a zeroth order deformation.
Expanding the functional derivatives in (A2) into components,
0 = ∂aδ (x, y)
{
∂C0
∂qbc,a
∣∣∣∣
x
(
C(p)qbc
)
y
+
∂C0
∂ψ,a
∣∣∣∣
x
C(Π)(y)
}
+ ∂abδ (x, y)
{
∂C0
∂qcd,ab
∣∣∣∣
x
(
C(p)qcd
)
y
+
∂C0
∂ψ,ab
∣∣∣∣
x
C(Π)(y)
}
− (x↔ y) ,
(A3)
solving using the method shown in section B 2 b,
0 =
∂C0
∂qbc,a
C(p)qbc +
∂C0
∂ψ,a
C(Π) +
(
∂bC
(Π) − C(Π)∂b
) ∂C0
∂ψ,ab
+
(
∂bqcdC
(p) + qcd∂bC
(p) − qcdC(p)∂b
) ∂C0
∂qcd,ab
, (A4)
and then substituting in (2.13) gives us linearly independent terms,
0 = ∂aψ
{(
2C(ψ′2) − ∂ψC(ψ′′) + C(ψ′′)∂ψ
)
C(Π) +
(
1
2
C(ψ′′) + 2∂ψC(R) − 2C(R)∂ψ
)
C(p)
}
+ qbc∂aqbc
{(
1
2
C(ψ′′) − ∂qC(ψ′′) + C(ψ′′)∂q
)
C(Π) +
(−C(R) + 2∂qC(R) − 2C(R)∂q)C(p)} . (A5)
Since the first order terms in the constraint do not affect our calculation of the zeroth and second order terms in
section II, we can substitute in those results here. Therefore qbc∂aqbc can be found to give us the condition,
0 =
(
∂q − ∂qβ
2β
)(
C(p) +
ω′R
ωR
C(Π)
)
, (A6)
which is solved by
C(p) = σ
√
|β| − ω
′
R
ωR
C(Π), (A7)
where σ (ψ) is a free function. Substitute this into the coefficient of ∂aψ, we find
C(Π) =
√
|β|
 12σω′R − σ′ωR
ωψ +
3ω′2R
2ωR
 . (A8)
If we Legendre transform the constraint in order to find the Lagrangian, we find the additional terms
L ⊃ sgn(β)N√q
{
1
2
σωRv + (σ
′ωR + σω′R) ν
}
(A9)
which can be combined into sgn(β)NLn (√qσωR) which is a total derivative up to the sign and therefore is a surface
term. Hence the time-asymmetric terms do not contribute to the dynamics.
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Appendix B: Glossary
1. Definitions
There are several metric combinations and contractions which are very useful for our calculations,
Qabcd := qa(cqd)b, Q
abcd := qa(cqd)b, δabcd := δ
a
(cδ
b
d), ∂
a := qab ∂b, Γ
a := qbc Γabc. (B1)
The poisson brackets, for a model with conjugate pairs of variables for a metric field
(
qab, p
ab
)
and multiple scalar
fields (ψi,Πi) are given by,
{F,G} =
∫
d3x
(
δF
δqab(x)
δG
δpab(x)
+
∑
i
δF
δψi(x)
δG
δΠi(x)
)
− (F ↔ G) . (B2)
It is useful to define a variable for the Lagrangian density, Hamiltonian constraint and deformation function when
time derivatives or momenta are set to zero,
L0 := L|Lnqab=Lnψi=0 , C0 := C|pab=Πi=0 , β0 := β|pab=Πi=0 . (B3)
The metric determinant and the logarithmic derivative with respect to the metric determinant appears frequently in
our study, so we define for convenience,
q := det qab, ∂q :=
∂
∂ ln q
= q
∂
∂q
. (B4)
2. Solving a distribution equation
We present two methods of solving distribution equations which are very useful for the main parts of this paper.
a. Method 1
Look at a model distribution equation with three independent variables to help us calculate the solution,
0 = S (x, y) δ (z, y) + T a (x, y) ∂a(y)δ (z, y)− (x↔ y) , (B5)
following the procedure in [22], we move the partial derivative and discard the total derivative term,
0 =
(
S (x, y)− ∂a(y)T a (x, y)
)
δ (z, y)− (x↔ y) , (B6)
which we can rewrite as,
0 = U (x, y) δ (z, y)− U (y, x) δ (z, x) , (B7)
and integrating over y,
0 = U (x, z)− δ (z, x)
∫
d3y U (y, x) ,
= U (x, z)− δ (z, x)U (x) , U (x) =
∫
d3y U (y, x)
(B8)
and if we substitute in for U (x, z), we find our solution to (B5) is given by,
0 = S (x, z)− ∂a(z)T a (x, z)− U (x) δ (z, x) , (B9)
where U(x) is a function which we can calculate, but in practice will not needed when we use this solution. From
here, we multiply by a test function which is a function of y, and then integrate over y. The specifics matter for
this final step, so we do not write it explicitly here. This method can easily be generalised to include higher spatial
derivatives if needed.
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b. Method 2
Look at a model distribution equation with two independent variables to help us calculate the solutions,
0 = ∂aδ (x, y)S
a(x)T (y) + ∂abδ (x, y)U
ab(x)V (y)− (x↔ y) , (B10)
multiply by test functions t(x)τ(y) and integrate over x and y,
0 =
∫
d3y (τT )y
∫
d3x (tSa∂a)x δ (x, y)−
∫
d3x (tT )x
∫
d3y (τSa∂a)y δ (y, x)∫
d3y (τV )y
∫
d3x
(
tUab∂ab
)
x
δ (x, y)−
∫
d3x (tV )x
∫
d3y
(
τUab∂ab
)
y
δ (y, x) ,
(B11)
and integrate by parts to find separable terms,
0 =
∫
d3x
{
(τ∂at− t∂aτ)
[
SaT + (∂bV − V ∂b)Uab
]
+ 2∂[aτ ∂b]t U
abV
}
, (B12)
and therefore the solution to (B10) is given by,
0 = SaT + (∂bV − V ∂b)Uab, 0 = U [ab]V, (B13)
this cannot easily be generalised to include higher spatial derivatives. In that circumstance, it would be easier to use
Method 1 in section B 2 a.
3. Variation of the Riemann tensor
The variation of the Riemann tensor is given by the Palatini equation,
δRabcd = ∇cδΓadb −∇dδΓacb, (B14)
where the variation of the Levi-Civita connection is
δΓabc =
1
2
qad (∇bδqdc +∇cδqbd −∇dδqbc) (B15)
from which we can deduce,
δRabcd = Θ
a ef
bcd δqef + Φ
a efgh
bcd ∇efδqgh (B16)
where we have defined the useful tensors,
Θa efbcd =
−1
2
(
qa(eR
f)
bcd + δ
(e
b R
f)a
cd
)
, (B17a)
Φa efghbcd =
1
2
(
qa(eδ
f)
d δ
gh
bc + q
a(gδ
h)
d δ
ef
bc − qa(eδf)c δghbd − qa(gδh)c δefbd
)
, (B17b)
but contracted versions of these are more useful,
Θcdab := δ
ef
abΘ
g cd
egf =
1
2
(
QcdefRe(ab)f + δ
(c
(aR
d)
b)
)
, qcdΘ
cd
ab = q
abΘcdab = 0, (B18a)
Φcdefab := δ
gh
abΦ
i cdef
gih =
1
2
(
qc(eδ
f)d
ab + q
d(eδ
f)c
ab − qcdδefab − qefδcdab
)
, (B18b)
Φabcd := qefΦabcdef = Q
abcd − qabqcd. (B18c)
To decompose the Riemann tensor in terms of partial derivatives, use this formula for decomposing the second
covariant derivative of the variation of the metric,
∇d∇cδqab = ∂d∂cδqab + ∂gδqef
(
−Γgdcδefab − 4δ(e(aΓf)b)(cδgd)
)
+ δqef
(
−2∂dΓ(ec(aδf)b) + 2ΓgdcΓ(eg(aδf)b) + 2Γgd(aδ(eb)Γf)cg + 2Γ(ed(aΓf)b)c
)
.
(B19)
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