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A real number x is recursively approximable if it is a limit of a computable
sequence of rational numbers. If, moreover, the sequence is increasing (decreasing
or simply monotonic), then x is called left computable (right computable or semi-
computable). x is called weakly computable if it is a difference of two left com-
putable real numbers. We show that a real number is weakly computable if and
only if there is a computable sequence (xs)s # N of rational numbers which converges
to x weakly effectively, namely the sum of jumps of the sequence is bounded. It is
also shown that the class of weakly computable real numbers extends properly the
class of semi-computable real numbers and the class of recursively approximable
real numbers extends properly the class of weakly computable real numbers.
 2000 Academic Press
1. INTRODUCTION
A real number x is called computable if there is a computable Cauchy
sequence (rn)n # N of rational numbers which converges effectively to x
(see e.g., [10, 11]). Where a sequence (rn)n # N of rational numbers is
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computable means that there are recursive functions a, b, c: N  N such
that rn=(a(n)&b(n))(c(n)+1) for all n # N, and the sequence (rn)n # N
converges effectively means that |rn+m&rn |<2&n holds for all m, n # N.
We denote the class of all computable real numbers by C0 . Here the effec-
tivity of convergence is crucial, because, as first observed by E. Specker
[15], there are computable sequences of rational numbers which converge
(non-effectively, of course) to non-computable real numbers. A standard
example is the real number xA :=n # A 2&n for a nonrecursive r.e. set
AN. In fact, as shown by H. G. Rice [10], xA is a computable real
number if and only if A is a recursive set.
Since set A consists of all ‘‘1’’-positions of the binary expansion of
xA :=n # A 2&n, i.e., as binary expansion xA=A(0) .A(1) A(2) A(3)..., we
will call A the binary set of the real number xA and xA the binary real
number of A. Although the real number xA for a nonrecursive r.e. set A is
not computable, it is still ‘‘effective’’ in the sense that we can approximate
it from below. We call a real number x left computable (right computable),
if there is an increasing (decreasing) computable sequence of rational
numbers which converges to x. A real number is called semi-computable, if
it is either left computable or right computable. The class of all semi-com-
putable real numbers is denoted by C1 . The above example shows that
C0 / C1 .
Obviously, a real number x is computable if and only if it is both left
and right computable. If A is (co-)r.e., then xA is (right) left computable.
On the other hand, C. G. Jockusch (see [14]) has observed that if B is
a non-recursive r.e. set, then the non-r.e. set BB :=[2n : n # B] _
[2n+1 : n  B] still corresponds to a left computable real number xBB .
Notice that the set BB above is in fact a d-r.e. set (difference of two r.e.
sets). We will extend Jockusch’s result by showing that there are a (k+1)-
r.e set A which is not k-r.e. and an |-r.e. set B which is not k-r.e. for any
k such that xA and xB are still left computable. This result is the best
possible, because the binary set of a semi-computable real number is
always |-r.e. as shown by Soare [14].
If A=B"C (set difference) is a d-r.e. set, where B and C are r.e. sets, then
xA=xB _ C&xC . Since both B _ C and C are r.e., xA is a difference of two
left computable real numbers. The above results show that there are many
semi-computable real numbers whose differences are still semi-computable.
Let C2 denote the closure of C1 under the arithmetic operations of ‘‘+’’
and ‘‘&.’’ The elements of C2 are called weakly computable. We show that
a real number x is weakly computable if and only if there is a computable
sequence (xn)n # N of rational numbers which converges to x weakly effec-
tively, namely, the sum of its jumps n=0 |xn+1&xn | is bounded. Using
this characterization, we can show that C2 forms in fact a field, i.e., it is
closed under the arithmetical operations ‘‘+,’’ ‘‘&,’’ ‘‘_’’ and ‘‘.’’
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A real number x is called recursively approximable, if it is simply a limit
of a computable sequence of rational numbers. The class of all recursively
approximable real numbers is denoted by C3 . We show that C3 extends C2
and C2 extends C1 both properly.
At the end of this section, we recall some notation which will be used in
this paper. For the alphabet 7=[0, 1], 7* and 7 denote the sets of all
finite strings and infinite sequences on 7, respectively. If : # 7* _ 7, :(n)
is its n-th element. Thus :=:(0) :(1) } } } :(n&1), if |:| , the length of :, is
n, and :=:(0) :(1) :(2)..., otherwise. For any :, ; # 7* _ 7, we say : is
left to ; (denoted by :<L ;) if either :(0) :(1) } } } :(n&1)=;(0) ;(1) } } }
;(n&1) and :(n)<;(n) for some n, or : is extended properly by ;; and
:L ; if :<L ; or :=;.
We identify a set with its characteristic sequence. Namely, x # A 
A(x)=1 and x  A  A(x)=0. A recursive approximation of a set A is a
recursive sequence (As)s # N of recursive sets such that A=lims   As . To
be more precise, the function :(s, x)=As(x) is recursive and, for any x,
there is a number sx such that A(x)=As(x) for all ssx . A recursive
approximation (As)s # N is called normed if As [0, ..., s&1] for all s. For
a recursive approximation (As)s # N of A, the function
m(n) :=|[s # N : As(n){As+1(n)] |
counting the mind changes in this approximation is called the modulus
function of the approximation. A set A is a 202 set if A possesses a recursive
approximation (As)s # N . If, moreover, A0=< and the modulus function m
of the approximation is bounded by the function f, then A is called f-r.e.
and the corresponding approximation (As)s # N is an effective f-enumeration
of A. For f (n)=1 ( f (n)=2, f (n)=k, and f recursive) the set A is called r.e.
(d-r.e., k-r.e., and |-r.e., respectively). We say that A is properly (k+1)-r.e.,
if A is (k+1)-r.e. but not k-r.e.; similarly, A is of properly (k+1)-r.e.
Turing degree if A is (k+1)-r.e. and the Turing degree degT (A) of A con-
tains no k-r.e. set. Properly d-r.e. and |-r.e. sets and sets of proper d-r.e.
and |-r.e. degree are defined correspondingly.
2. SEMI-COMPUTABLE REAL NUMBERS
In this section, we will discuss some basic properties of the semi-com-
putable real numbers which is the first weak version of computable real
numbers. We give a uniform characterization of semi-computable real
numbers by monotonic convergence of the sequences. Then we show that
the semi-computable real numbers can have binary sets up to |-r.e. in the
Ershov’s hierarchy.
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As mentioned before, a real number x is computable if and only if there
is an effectively convergent computable sequence of rational numbers which
converges to x. This corresponds to the effectivization of Cauchy’s charac-
terization of real numbers. There are many other characterizations of real
numbers in mathematics by, say, Dedekind cuts of rational numbers,
nested intervals with rational endpoints or decimal expansions. As pointed
out by R. M. Robinson [11], all these characterizations induce the same
notion of computable real numbers by proper effectivization. Now we give
a formal definition of semi-computable real number.
Definition 2.1. A real number x is called left (right) computable, if
there is a computable increasing (decreasing) sequence of rational numbers
which converges to x. Left and right computable real numbers are all called
semi-computable. The set of semi-computable real numbers is denoted by C1 .
It is easy to see that x is computable if and only if x is both left and right
computable, and if AN is r.e. (co-r.e.), then xA is left (right) computable.
The converse of the second assertion is not true by the observation of
C. G. Jockusch (see [14]). Furthermore we can easily prove the following
lemma.
Lemma 2.2. 1. A real number x is left computable if and only if &x is
right computable.
2. If x is a computable real number and y is left (right) computable,
then x+ y is also left (right) computable.
3. xA is left computable if and only if xA is right computable.
4. The real number xA is left computable if and only if there is a
normed recursive approximation (As)s # N of A such that AsL As+1 for any
s # N.
The fourth part of Lemma 2.2 is due to Soare (see [14], Lemma 1.1).
It has been rephrased by Calude et al. [2] as follows. (They call a left
computable real number computably enumerable.)
Theorem 2.3 (Calude et al., 1998). A set A is called strongly |-r.e. if
there is a computable sequence (As)s # N of finite subsets of N such that
A=lims   As and
\s \x(x # As"As+1 O _y<x( y # As+1"As)).
Then xA is left computable if and only if A is strongly |-r.e.
Notice that the class of semi-computable real numbers is defined as the
union of left and right computable real number classes, and there is no
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effective way to decide whether a semi-computable real number is left com-
putable or right computable. By definition, a real number x is semi-com-
putable if and only if it is a limit of a monotonic computable sequence of
rational numbers. Interestingly, semi-computability of a real number can
also be characterized by the monotonic convergence of the sequence.
A sequence (xn)n # N of real numbers converges monotonically to x if
(\i)(\j>i)( |xi&x| |xj&x| ). (1)
Namely, xj is always a better approximation to x than xi if j>i. Obviously,
every convergent monotonic sequence converges monotonically, but not
vice versa. For example, the sequence ((&1)nn)n # N converges monotoni-
cally to 0 but it is not a monotonic sequence.
Theorem 2.4. A real number x is semi-computable if and only if there is
a computable sequence (xn)n # N of rational numbers which converges to x
monotonically.
Proof. We prove only the nontrivial direction.
Suppose that there is a computable sequence (an)n # N of rational
numbers which converges to x monotonically, i.e., (an)n # N satisfies the
condition (1). Notice that, if ai<ai+1 , then a i<x, otherwise, |x&ai |=
ai&x<ai+1&x=|x&ai+1| which contradicts the condition (1). Similarly
we have ai>x if ai>ai+1 for any i.
Case 1. There are infinitely many i such that ai<ai+1 . In this case
we can effectively choose an infinite subsequence (as(i)) i # N of (an)n # N such
that (\i)(as(i)<as(i)+1). Then as(i)<x for all i and lim i   as(i)=x. It is
easy to see that x is left computable.
Case 2. There are at most finitely many i such that ai<ai+1 holds.
This means that aiai+1 holds for almost all i. If ai=ai+1 holds for
almost all i, then x=limi   a i is a rational number which is, of course,
semi-computable. Otherwise, there are infinitely many i such that ai>ai+1 .
In this case, we can show similar to case 1 that x is right computable.
Therefore, in both cases x is a semi-computable real number. K
Now we will extend Jockusch’s observation about the existence of a left
computable real number with properly d-r.e. binary set to higher levels of
Ershov’s Hierarchy. Recall at first the Ershov’s Hierarchy Theorem [5]:
Theorem 2.5 (Ershov’s Hierarchy Theorem, 1968). For any functions
f, g: N  N, if _x( f (x)<g(x)), then there is a g-r.e. set which is not f-r.e.
Therefore, there is a properly |-r.e. set and there is a properly (k+1)-r.e.
set, for any k # N. There is also a 202 -set which is not |-r.e.
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Theorem 2.6. Let f: N  N be a recursive function and A an f-r.e. set.
Then there is an f-r.e. set B such that A1 B and xB is left computable. The
same assertion holds for right computability accordingly.
Proof. Suppose that A is f-r.e. and (As)s # N is an effective f-enumeration
of A. W.l.o.g. we can assume that A0=< and the symmetrical difference
|As 2As+1|=1 for all s. Define a recursive function g by g(n) :=ni=0 f (i)
and a sequence (Ds)s # N of disjoint finite subsets of N by
D0 :=[0, 1, ..., g(0)&1]
Dn+1 :=[i # N : g(n)<i<g(n+1)].
Construct a sequence (Bs)s # N in stages as follows:
Stage 0: B0=<.
Stage s+1: If some element x is put into As+1 at stage s+1, namely,
x # As+1 "As , then define Bs+1 :=Bs _ [g(x)]. Otherwise, some element x
is taken out of As at stage s+1, i.e., x # As "As+1 . Then define
Bs+1 :=(Bs"[g(x)]) _ [d], where d :=min(Dx"Bs). Notice that (As)s # N is
an effective f-enumeration of A. There are at most f (x)&1 numbers s such
that x is taken out of As at stage s+1. On the other hand, Dx has f (x)&1
elements. So above d is always well defined.
Let B :=lims   Bs . Obviously, B is strongly |-r.e., hence xB is left
computable by Theorem 2.3. By the construction, it is also easy to see that
x # A if and only if g(x) # B, hence A 1 B. K
Corollary 2.7. For any :|, there is a properly :-r.e. set B such that
xB is left computable. The same holds for right computable real numbers
accordingly.
Proof. By Ershov’s Hierarchy Theorem, there is a properly :-r.e. set A,
for any :|. From Theorem 2.6, there is an :-r.e. set B such that xB is left
computable and A1 B. If B is ;-r.e. for ;<:, then A is also ;-r.e. which
contradicts the fact that A is properly :-r.e. So, B is also properly :-r.e.
The next theorem, which follows from the fourth part of Lemma 2.2 and
which is implicitly proved by R. I. Soare [14], shows that the result in
Theorem 2.6 is the best possible in the sense that it cannot be extended to
202 -sets correspondingly.
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Theorem 2.8 (Soare [14]). If xA is semi-computable, then its binary set
A is h-r.e. for h(x) :=2x. Hence the binary set of a semi-computable real is
always |-r.e.
By Theorem 2.8 and Ershov’s Hierarchy Theorem, there is an |-r.e. set
A such that xA is not semi-computable. That is, the binary sets of semi-
computable real numbers do not exhaust all |-r.e. sets. In fact, there is
even a d-r.e. set A such that xA is not semi-computable (Theorem 4.8).
3. WEAKLY COMPUTABLE REAL NUMBERS
From the results of the last section we know that there are many non-
computable semi-computable real numbers whose sums and differences are
still semi-computable. We will show in this section that this is not always
the case, i.e., there are left computable real numbers y and z such that their
difference x :=y&z is neither left computable nor right computable. In fact
we will show that there is a d-r.e. set whose binary real number is not semi-
computable any more. Hence C1 is not closed under the arithmetical
operations ‘‘+’’ and ‘‘&.’’ We introduce a new notion formally at first.
Definition 3.1. A real number x is called weakly computable (w.c. for
short) if there are two left computable real numbers y, z such that
x= y&z. The set of all weakly computable real numbers is denoted by C2 .
Equivalently, x is weakly computable if and only if there are a left
computable real y and a right computable real z such that x= y+z. If
A :=B"C is a d-r.e. set with r.e. sets B and C, then B _ C is also an r.e. set.
Therefore xA is weakly computable since xA=xB _ C&xC . More generally,
we can show by induction on k, that if A is a k-r.e set, k1, then xA is
a weakly computable real number. Now we give another more natural
characterization of weakly computable reals by the ‘‘weak convergence’’ of
sequences.
Definition 3.2. A sequence (xn)n # N of real numbers is called weakly
effectively convergent (w.e. convergent for short) if the sum of its jumps
n=0 |xn+1&xn | is finite.
Notice that a sequence (xn)n # N converges effectively means that there is
no ‘‘big jump’’ very late. Especially, we have |xn+1&xn |2&n holds for
any n # N. Thus n=0 |xn+1&xn |2 and hence the sequence (xn)n # N con-
verges w.e. too. A sequence converges weakly effectively means that its sum
of the jumps can not be very big. Then although some ‘‘big jump’’ may
appear very late, there cannot be too many ‘‘big jumps.’’ So, weakly effec-
tive convergence is a kind of weak version of effective convergence. Any
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effectively convergent sequence of rational numbers converges to a com-
putable real number. If (xn)n # N is weakly effectively convergent, then it
converges to a weakly computable real number by the following theorem.
Theorem 3.3. A real number x is weakly computable if and only if there
is a computable sequence (xn)n # N of rational numbers which converges to x
weakly effectively.
Proof. ‘‘ O .’’ Let x be a weakly computable real number. Then there
are two computable increasing sequences ( yn)n # N and (zn)n # N of rational
numbers, by Definition 3.1, such that y :=limn   yn and z :=limn   zn
exist and x= y&z. Let xn :=yn&zn . Then (xn)n # N is a computable
sequence of rational numbers such that limn   xn=x and that
:

n=0
|xn+1&xn |= :

n=0
|( yn+1&zn+1)&( yn&zn)|
 :

n=0
( yn+1& yn)+ :

n=0
(zn+1&zn)
= lim
n  
yn& y0+ lim
n  
zn&z0
=y& y0+z&z0 .
Therefore (xn)n # N converges to x weakly effectively.
‘‘ o .’’ Let (xn)n # N be a computable sequence of rational numbers which
converges to x weakly effectively, i.e., 7n=0 |xn+1&xn | is bounded. Define
two computable sequences ( yn)n # N and (zn)n # N of rational numbers by
yn :=x0+ :
n
i=0
(xi+1 &} x i) and zn := :
n
i=0
(x i &} xi+1),
where xi+1 &} xi :=x i+1&xi if xi+1xi and xi+1 &} xi :=0 otherwise.
Obviously, they are both nondecreasing and bounded. Hence y :=limn   yn
and z :=limn   zn exist and they are the left computable real numbers
which satisfy
y&z= lim
n  
yn& lim
n  
zn= lim
n  
( yn&zn)
= lim
n   \x0+ :
n
i=0
(xi+1 &} xi)& :
n
i=0
(x i &} xi+1)+
= lim
n   \x0+ :
n
i=0
(xi+1&x i)+= limn   xn=x.
That is, x is weakly computable. K
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Obviously, the above characterization of weakly computable real num-
bers can be easily restated for the recursive approximation of their binary
sets as follows.
Corollary 3.4. The real number xA is weakly computable if and only
if there is a normed recursive approximation (As)s # N of A such that
s=0 |xAs&xAs+1| is finite.
Corollary 3.5. A real number x is weakly computable if and only if
there is a computable sequence (xn)n # N of rational numbers which converges
to x such that n=0 |xn+i&xn | is bounded, for every i # N.
Proof. We need only to prove the ‘‘only if ’’ part. Suppose, that x is a
weakly computable real number. By Theorem 3.3, there is a computable
sequence (xn)n # N of rational numbers which converges to x and a natural
number a such that n=0 |xn+1&xn |a. Fix any i # N, we have
:

n=0
|xn+i&xn | :

n=0
:
i&1
j=0
|xn+ j+1&xn+ j |= :
i&1
j=0
:

n=0
|xn+ j+1&xn+ j |
 :
i&1
j=0
:

n=0
|xn+1&xn |i } a.
Thus, n=0 |xn+i&xn | is bounded by i } a. K
Remember that, a sequence (xi) i # N of real numbers is called computable
if there is a double computable sequence (rij) i, j # N of rational numbers such
that rij  xi as j  , effectively in i and j. Namely, there is a recursive
function e: N2  N such that, for all i, k:
je(i, k) O |rij&x i |2&k. (2)
The next corollary shows that the class of weakly computable real num-
bers is closed under weakly effectively convergent limits for computable
sequences of real numbers.
Corollary 3.6. If (xn)n # N is a computable sequence of real numbers
which converges w.e. to x, then x is weakly computable. Especially, every
bounded monotonic sequence converges weakly effectively. So, the limit of
any bounded computable monotonic sequence of real numbers is also weakly
computable.
Proof. Let (xn)n # N be a computable sequence of real numbers which
converges to x weakly effectively. Namely, n=0 |xn+1&xn |b for some
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b # N and there is a computable double sequence (rnm)m, n # N of rational
numbers and a recursive function e: N2  N which satisfy the condition (2).
Define a sequence (rn)n # N by rn :=rne(n, n) . Then
:

n=0
|rn+1&rn | :

n=0
|rn+1&xn+1|+ :

n=0
|xn+1&xn |+ :

n=0
|rn&xn |.
3+b.
Thus, (rn)n # N converges w.e. to x, i.e., x is weakly computable. K
Theorem 3.7. The class C2 is a closed field generated by C1 .
Proof. From Definition 3.1 and the fact that &x is right (left) com-
putable if and only if x is left (right) computable, it is easy to see that C2
is closed under the operations ‘‘+’’ and ‘‘&.’’ We need only to show that
it is also closed under the operations ‘‘_’’ and ‘‘.’’ Let x, y # C2 and
suppose that (xn)n # N and ( yn)n # N are computable sequences of rational
numbers which w.e. converge to x and y, respectively. Then there is a num-
ber M # N big enough such that
max { |xn |, | yn |, :

n=0
|xn+1&xn |, :

n=0
| yn+1& yn |=M
for all n # N. Therefore
:

n=0
|xn+1yn+1&xnyn | :

n=0
( |xn+1| } | yn+1& yn |+| yn | } |xn+1&xn | )
M \ :

n=0
| yn+1& yn |+ :

n=0
|xn+1&xn |+2M2.
Thus, the computable sequence (xnyn)n # N converges w.e. to xy, hence, by
Corollary 3.6 xy # C2 .
If y{0, assume w.l.o.g. further that \n # N( | yn |1M). Then
:

n=0 }
xn+1
yn+1
&
xn
yn }= :

n=0 }
(xn+1yn& yn+1 xn)
ynyn+1 }
 :

n=0
( | yn | } |xn+1&xn |+|xn | } | yn+1& yn | )
| ynyn+1|
M3 \ :

n=0
|xn+1&xn |+| yn+1& yn |+2M 4.
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I.e., the computable sequence (xnyn)n # N converges w.e. to xy, hence
xy # C2 . Therefore C2 is closed under the operators of ‘‘+,’’ ‘‘&,’’ ‘‘_’’
and ‘‘.’’ K
4. SEPARATION THEOREMS
Now we would like to discuss the relationships among the classes C1 , C2
and the class of real numbers which are the limits of some computable
sequences of rational numbers. We give a definition at first.
Definition 4.1. A real number x is called recursively approximable (r.a.
for short) if there is a computable sequence (xn)n # N of rational numbers
which converges to x. The set of all r.a real numbers is denoted by C3 .
The following proposition is straightforward.
Proposition 4.2. 1. xA is recursively approximable if and only if A is
a 202 -set.
2. The class C3 is closed under the arithmetical operations, hence it is
also a field.
Ce@$ tin [3] has shown that there is a computable sequence of rational
numbers which converges to a non-semi-computable real number. That is
C3 extends C1 properly. Here we show that the class C2 is in fact strictly
between the classes C1 and C3 .
The inclusion part of C1 C2 C3 is trivial. To show the separation
between C1 and C2 , we apply the following observations due to Jockusch.
Lemma 4.3 (Jockusch [7]). For any set A, AL #tt A, where AL :=
[x # 7* | xL A].
Proof. For a proof of ALtt A, fix : # 7* and let n=|:| be the length
of :. Then : # AL if and only if :(0) } } } :(n&1)L A(0) } } } A(n&1). So
AL(:) can be computed from A with |:| nonadaptive queries. For the proof
of Att AL , fix n and let : be the rightmost string of the length n+1 in AL .
Then : is extended by A whence A(n)=:(n). So A(n) can be computed
from AL with 2n+1 nonadaptive queries. K
Lemma 4.4. If xA is left computable, then AL is r.e.
Proof. Let xA be left computable and, by Lemma 2.2, let (As)s # N be a
normed recursive approximation of A such that AsL As+1 for all s. Then
AL=[: # 7* : _s|:|(:L As)]
whence AL is r.e. K
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From these lemmas we can now easily show the following theorem.
Theorem 4.5. Let xA be semi-computable. Then A is tt-equivalent to an
r.e. set whence, in particular, A is of r.e. Turing degree and A is |-r.e.
Proof. By Lemma 2.2, we can assume w.l.o.g. that xA is left computable.
So, by Lemmas 4.3 and 4.4, A is tt-equivalent to an r.e. set AL , whence
degT (A) is r.e. Finally, notice that, by Carstens [1], any set which is
tt-reducible to an r.e. set is |-r.e. K
As an immediate corollary, we can show our first separation theorem as
follows.
Corollary 4.6 (First Separation Theorem). There is a weakly com-
putable real number which is not semi-computable. Hence C2 extends C1
properly.
Proof. By Cooper [4], there is a d-r.e. set A such that its Turing degree
degT (A) is not r.e. Then, xA is not semi-computable by Theorem 4.5. On
the other hand, as we mentioned after Definition 3.1, xA is weakly
computable because A is d-r.e. K
From the first separation theorem it follows that there are a left com-
putable real x and a right computable real y such that their sum x+ y is
neither left computable nor right computable. That is, the class of semi-
computable real numbers is not closed under the arithmetical operations.
Corollary 4.6 can also be proved by applying the FriedbergMuchnik
Theorem which asserts that there are incomparable r.e. sets. Since this
approach yields a different type of non-semi-computable real numbers, we
include it here too. At first we show a simple observation:
Lemma 4.7. Let A, R be sets such that xA is left computable, R is
recursive and A & R is co-r.e. Then AT A & R .
Proof. A(n) can be computed from A & R by the following procedure.
If n # R , then trivially A(n)=A & R (n). So assume that n # R and, by
inductive hypothesis, let A(0) } } } A(n&1) be given. Then
n # A  A(0) } } } A(n&1) 1 # AL
and
n  A  n # A & R.
Since AL and A & R (by assumption) are both r.e., this allows to decide
A(n). K
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Theorem 4.8. Let B and C be r.e. sets such that B|T C. Then xBC is
not semi-computable.
Proof. For a contradiction assume that xBC is semi-computable, say
right computable. (For xBC left computable the proof is similar). Then
xB C is left computable by Lemma 2.2. Let A=B C and R=[2n : n # N].
Then, by Lemma 4.7, AT C. So BT C contrary to assumption. K
It is easy to see that Corollary 4.6 follows from Theorem 4.8 immediately.
At last, we want to show that C3 extends C2 properly too. This can be
obtained by the following observation.
Lemma 4.9. If xA< is weakly computable, then A is f-r.e. for f (n) :=23n.
Proof. Let A =A< and by Corollary 3.4, fix k # N and a normed
recursive approximation (A s)s # N of A such that
:

s=0
|xA s+1&xA s |k.
Since the characteristic sequence of A is A(0) 0A(1) 0A(2) 0..., we can
(possibly) speed up the above approximation of A by eliminating
approximation steps which do not correctly predict the trivial part of A :
Let
A s=A t(0) } } } A t(2s)
for the least t2s such that A t(2n+1)=0 for n<s. Then obviously,
:

s=0
|xA s+1&xA s | :

s=0
|xA s+1&xA s |k. (3)
Moreover, for As=A s(0) A s(2) } } } A s(2(s&1)), (As)s # N is a normed
recursive approximation of A with m(n)=m~ (2n), where m and m~ are the
modulus functions of the approximations (As)s # N and (A s)s # N , respec-
tively. So it suffices to show that m~ (2n)23n a.e.
Fix a stage s such that A s(2n){A s+1(2n). Then there are strings
:, ;, # # [0, 1]* such that |:|=2m2n, where mn is the least number m
with A s(2m){A s(2m), and
xA s=0.:00; and xA s+1=0.:10#
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or vice versa. Hence
xA s0.:01<0.:10xA s+1
whence |xA s+1&xA s |2
&(2m+1)2&(2n+1).
By (3) this implies that
m~ (2n)=|[s : A s(2n){A s+1(2n)]|k } 2 (2n+1).
Since k } 2(2n+1)23n a.e., this implies the claim. K
Corollary 4.10 (Second Separation Theorem). There is a recursively
approximable real number which is not weakly computable. Hence C2 is a
proper subset of C3 .
Proof. By Ershov’s Hierarchy Theorem [5], there is a 202 set A which
is not |-r.e. By Proposition 4.2, xA< is recursively approximable, since
A< is also 202 set. On the other hand, by Theorem 4.9, xA< is not
weakly computable. K
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