In this paper we are concerned with a discrete time, single server system in which packets arrive f" a finite population of sources. Under the assumption that arrivals from each source are modulated by a Markov process, we consider the following metrics (i) the fraction of an interval during which the queue length exceeds a certain value, and (ii) the fraction of a group of packets from a single source that arrive to find the queue length above a certain value. For both metrics we derive upper and lower bounds on the probabilities that they exceed a threshold. These are important measures because they reflect more accumtely the behavior perceived by applications such as networked audio and video. An application of these results to call admission is also given.
Introduction
There exists a substantial,body of work on the problem of providing guaranteed quality of service (QoS) to different service classes in BISDN's. Most of this work has been dedicated to guaranteeing that the packet loss probability seen by a random packet or the probability that the delay of a randomly chosen packet lies below some threshold, see 15 The focus of this paper will be on two finite horizon QoS metrics, the interval QoS and the block QoS, introduced in [21] . These QoS criteria are defined over intervals of time and finite groups of packets from a single connection respectively. These metrics will be studied for a single network link modeled as a discrete time, single server system in which packets arrive from a finite population of sources. More specifically, we consider the following two metrics,
We develop upper and lower bounds on the probabilities that these quantities exceed a threshold for the case that the arrivals from the sources are modulated by a finite state Markov chain. These bounds are developed using bounds on the queue length distribution at an arbitrary time developed recently in [18] . Last, an application to call admission is also given.
Several papers have studied finite horizon metrics. However, they have focussed on very simple systems that usually contain a single source. For example, [20, 211 provide approximate analyses of these metr i c~ for the case of an M/M/l/K queue and simulation results for a finite population of On-Off sources feeding a single server. Exact and asymptotic analyses of the block metric for a discrete time queue and the M/M/l/K queue when fed by a single source are given in [7] and [ 1, 61.
This paper is organized as follows. Section 2 contains a description of the model and the finite horizon metrics being considered along with a review of the results in [18] that will form the foundation for our analysis. Sections 3 and 4 contain the derivations of bounds on the interval and block metrics, respectively. Numerical results and an application to call admission are given in Section 5. Finally, Section 6 summarizes the contributions of the paper.
We are interested in the followin finite horizon performance measures (1 2 -1, N 2 17: , m = 1 , ..., M where (Q: ), is the queue-length process embedded at arrival epochs of packets from source m. The first of these will be referred to as the interval metric and the second one will be referred to as the block metric.
We will develop upper and lower bounds for these quantities under the assumption that the arrival We shall assume throughput the paper that the Markov chain Y,), begins in equilibrium, that is P(Y0 = k) = x [ k ) for all k E S. Under this assump tion, the sequence (A,), is stationary and the stability condition for this model is E[An] < c [19] . We will assume from now on that E[An] < c and will denote by Q the stationary regime of the process (Qn)n.
We conclude this section by introducing some additional notation and by reviewing several results from For 8 E 0, define the matrix
where Since H 8 is nonnegative and irre d ucible we know from Perron-Fkobenius theory [14] that the spectral radius .(e) = r ( H ( 8 ) ) is an eigenvalue and that any right-eigenvector corresponding to this eigenvalue has strictly positive components. Denote by ~( 6 ) = k E S) the unique right-eigenvector such that (I)
In [18] we showed that P(Q, > a) 5 c(e) e-ez, a 2 0, n = 1,2,. . . We will find it useful to use bounds on the backlog distribution conditioned on the state of the Markov chain. These are, see [18] , hold if it holds for n = 0. For instance, (1) ho Ll s will for
for all a 2 0, k E S, n = 1,2,. . . and for all 8 E 0 such that .(e) 5 exp(8c).
It has been shown elsewhere (e.g., [18] ) that it is much easier to compute e', C(8), and B for the case of independent sources, than for the case of an arbitrary arrival process, even if the numbers of states in the underlying Markov chains are the same. In addition, one can introduce the notion of effective bandwidth [8, 11, 10, 13, 15, 161 for each source when the performance criterion is and P ( Q > z) 5 e-er (6) 1 Od. 
Interval Metric
Our interest in this section is to develop, to the extent possible, an equivalent theory for the interval metric P ( CLz: +, l{Qn > x} 5 L) as exists for the backlog distribution which was described in the previous section. We begin by establishing an upper bound. An a p plication of Chernoff's bound yields for all z 2 0 and for all 0 E 0 such that .(e) 5 exp(Bc). The last inequality follows from (1).
ing inequality
We next obtain a lower bound. We have the follow-
We focus on the right-hand side of (8) . expressed as
The first inequality is a consequence of the definition of Qn whereas (9) follows from the application of the inequality ( 5 ) . Combining (8) and (9) yields with D = diag (P(Un(j) > c), j E S) and lT = We turn our attention now to the notion of effective bandwidth. Assume now that the performance criterion is
( 1 , l . . ., 1). The following result follows from (7):
We make the following observations. First, since %(e) is nondecreasing in 8, we see from Proposition 3.1 that fewer sessions will be admitted when applying criterion (11) rather than criterion (6). Second, Proposition 3.1 is not as strong as Proposition 2.1 in that we have not established that P (CL+.+, 1(Qn > a} 2 L) 5 e-'= (as z -+ CO) implies cm(O + E ) 5 c. We conjecture that this is, in fact, true. However, our lower bound (10) is not tight enough for us to establish the result.
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Block Metric
We now turn our attention to the block metric P ( E : : : 
= -P ( Q Y > x )
A lower bound is derived by observing,
We next obtain a lower bound. We have
where ( In summary, we have shown (cf. (16) and (19)) .
.025
where the number of arrivals in a time unit is 0 when the source is in state 0 and 1 otherwise. The mean on and off periods correspond to 355 ms and 640 ms, respectively. The service rate of the channel is taken to be c = 48 which corresponds to each source generating data at a peak rate of 32 Kb/s. With this data, it is easily seen that the size of a packet is 512 bits and that the available bandwidth is 1,536 Mb/s, which in turn implies that the time needed to serve a packet is 1/3 ms.
Observe that there is no contention if the number of sources M is less than 49 and that the system is unstable whenever M > 134.
Define D, and D," as the delay at time n and as the delay at the n-th arrival epoch of a packet from source m, respectively.
We ask ourselves the following questions:
(1) What is the maximum number Mi, of voice sessions that can be supported by the channel such Here b represents the maximum tolerable delay (in ms)
and q a tolerance. Note that N = 22 corresponds to the average duration of an on period. Hence we are interested in the probability that the delay exceeds b at least once during an on period ( L = 1 and in particular, the number of sessions that can 2 e supported while ensuring that this probability lies below the tolerance q. We shall only concentrate here on determining a lower bound on Mi, (resp. Mb,) which we will denote D," = Q r / 3 ms from the definition of the model, the distribution bounds in (7) and in (15) can be used to obtain these lower bounds -namely 
Summary
In this paper, we have derived lower and upper bounds of an exponential form on two QoS metrics, the interval metric and the block metric. In addition, based on these bounds, we have partially developed a theory of effective bandwidths for there two metrics. An application to call admission has been presented to show the applicability of the bounds. Future work will focus on completing the theory of effective bandwidths for these two metrics and on tightening the bounds presented in this paper. 
A Appendix
This section contains simple formulas for the numerical computation of the upper bounds both for the interval metric and for the block metric in the case where the offered traffic is the superposition of M independent, identical, on-off sources as described in Section 5.
More precisely, we assume that each on-off source is where (23) and ( we finally obtain
