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NO ARBITRAGE IN CONTINUOUS FINANCIAL MARKETS
DAVID CRIENS
Abstract. We study no arbitrage conditions for financial models in which either the stocks
itself or its log returns are continuous Itoˆ processes. More precisely, we derive deterministic
conditions for the existence and nonexistence of equivalent (local) martingale measures and
strict martingale densities. For models with a random switching mechanism we also study
the set of equivalent (local) martingale measures which are structure preserving. In par-
ticular, for one dimensional Markov switching models we provide sufficient and necessary
conditions for the existence of structure preserving equivalent (local) martingale measures.
Mathematically, our proofs are based on local changes of measures and existence and unique-
ness conditions.
1. Introduction
It is an important question in mathematical finance whether a financial model contains arbi-
trage opportunities. In fact, no arbitrage conditions are necessary to solve problems of pricing,
hedging and portfolio optimization in a meaningful manner. More recently, there is also a growing
interest in the construction of models containing specific arbitrage opportunities, see [57] for a
discussion.
The classical concepts of no arbitrage are the notion of no free lunch with vanishing risk
(NFLVR) as defined by Delbaen and Schachermayer [16, 17] and the notion of no generalized
arbitrage (NGA) as defined by Cherny [7] and Yan [62]. The difference between (NFLVR) and
(NGA) is captured by the concept of a financial bubble in the sense of Cox and Hobson [12].
More precisely, a financial bubble exists if (NFLVR) holds while (NGA) fails. In the Benchmark
Approach of Platen and coauthors (see [51]) a pricing theory relying on a weaker notion than
(NFLVR) has been developed. The absence of arbitrage in the Benchmark Approach is implied
by the no unbounded profit with bounded risk (NUPBR) condition, which can be considered as
a minimal no arbitrage condition for portfolio optimization, see [40]. The Stochastic Portfolio
Theory of Fernholz (see [24]) relies on the no relative arbitrage (NRA) condition, which is a
weaker condition than (NGA). As observed by Mijatovic´ and Urusov [46], for one dimensional
diffusion models the (NRA) condition is not necessarily implied by (NFLVR). For further notions
of no arbitrage we refer to the article of Fontana [26].
For continuous semimartingale models the celebrated fundamental theorem of Delbaen and
Schachermayer [16, 17] states that (NFLVR) is equivalent to the existence of an equivalent local
martingale measure (ELMM). Similar fundamental theorems are known for (NGA) and (NUPBR).
More precisely, (NGA) is equivalent to the existence of an equivalent martingale measure (EMM),
see [7], and (NUPBR) is known to be equivalent to the existence of a strict local martingale density
(SLMD), see [10] or [61]. The (NRA) condition is implied by the existence of a strict martingale
density (SMD), see [39]. If no SMD exists, complete markets satisfy (RA), see [23].
In this article we introduce a general continuous framework and study the no arbitrage condi-
tions (NFLVR), (NGA) and (NRA) via deterministic conditions for the existence and nonexistence
of E(L)MMs and SMDs. In particular, we obtain deterministic conditions for the existence of a
financial bubble. We will assume (NUPBR) as a minimal condition via the existence of a so-called
market price of risk, which is equivalent to (NUPBR).
Let us explain our financial market in more detail. We assume that our real world probability
space supports a d-dimensional Brownian motion (Wt)t≥0, a d-dimensional continuous process
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(St)t≥0 with dynamics
dSt = btdt+ σtdWt, S0 = s0,
where (bt)t≥0 and (σt)t≥0 are progressively measurable processes, and a ca`dla`g process (ξt)t≥0
with values in a Polish space. The process (ξt)t≥0 represents a possible switching mechanism. In
classical Markov switching models, (St)t≥0 is of the form
dSt = b(St, ξt)dt+ σ(St, ξt)dWt, S0 = s0,(1.1)
and (ξt)t≥0 is a continuous time Markov chain. We discuss this special case also in more detail.
In general, however, (ξt)t≥0 can be chosen very flexible.
We fix a finite time horizon T ∈ (0,∞) and assume that our market contains 1 ≤ m ≤ d
risky assets (P kt )t∈[0,T ] for k = 1, . . . ,m. We discuss two of the most popular types of models.
First, we assume that (St)t∈[0,T ] has values in R
d
m , {x ∈ Rd : xi > 0 for i = 1, . . . ,m} and
that (Skt )t∈[0,T ] = (P
k
t )t∈[0,T ] for k = 1, . . . ,m, where (S
k
t )t∈[0,T ] denotes the k-th coordinate of
(St)t∈[0,T ]. We call this a diffusion-type model. It is for instance studied by Mijatovic´ and Urusov
[46] and Ruf [55]. Second, we consider a stochastic exponential model, i.e. we assume that
dP
k
t = P
k
t dS
k
t , k = 1, . . . , m.
This type of model is in the spirit of the classical Black-Scholes and Heston model. A diffusion
version is for instance studied by Criens [14].
Conditions for no arbitrage are systematically studied by Delbaen and Shirakawa [18], Mija-
tovic´ and Urusov [46], Lyasoff [44], Bernard et al. [3] and Criens [14]. The framework in [44] is
closely related to the stochastic exponential model as studied in this article. The main result in
[44] shows that the existence of an ELMM is determined by the equivalence of a probability mea-
sure to the Wiener measure. Our main results are different due to their deterministic nature. The
models in [3, 14, 18, 46] are of diffusion-type. In the context of Markov switching models we are
only aware of the work of Elliott et al. [20, 21], where Esscher-type EMMs for a Markov switch-
ing Black-Scholes and a Markov switching Heston model are constructed. We provide a general
systematic study. Fontana et al. [27] study (NUPBR) and (NFLVR) for a stochastic exponential
model in which (St)t∈[0,T ] is of the form
dSt = µtdt+
(
σ
1(t, St)1{t≤τ} + σ
2(t, St)1{t>τ}
)
dWt,
where τ is a stopping time, which represents a change point of the economical situation caused, for
instance, by a sudden adjustment in the interest rates or a default of a major financial institution.
Our results extend the conditions in [27] for the existence of (NFLVR) via a local integrability
condition on the market price of risk. Furthermore, we give conditions for (NGA) and (GA).
Let us now comment in more detail on our contributions, which are threefold. First, we derive
general deterministic conditions for the existence and nonexistence of E(L)MMs and SMDs. These
results can be seen as generalizations of those in [14, 46] to a general Itoˆ process setting. In the
one dimensional setting our conditions are integral tests evolving functions a, a and ζ which are
assumed to satisfy
a(St) ≤ σ2t ≤ ζ(t)a(St).
Second, when the σ-fields σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) are independent, we show that
our conditions imply the existence of a structure preserving E(L)MM, i.e. an E(L)MMs which
does not affect the law of (ξt)t∈[0,T ], the Itoˆ process structure of (St)t∈[0,T ] and the independence
of the sources of risk. Furthermore, we explain how the law of (ξt)t∈[0,T ] can be modified. Using
one common type of model for the risk neutral and the real world dynamics is interesting from
a practical point of view, because it reduces computational complexity. Therefore, we think that
structure preserving E(L)MMs are particularly suitable for applications.
Finally, we give necessary and sufficient conditions for the existence of structure preserving
E(L)MM for one dimensional Markov switching models, where we allow countably many different
states. More precisely, if (St)t≥0 is given by (1.1) our conditions are integral tests evolving the
functions x 7→ σ(x, e) for fixed states e.
To prove the existence of an ELMM we have to verify the martingale property of a candidate
density process. We employ different methods for the general setup and the Markov switching
case. In the general setup we use a local change of measures and Lyapunov-type arguments. This
approach is related to classical existence proofs for martingale problems, which can be found in the
monographs of Stroock and Varadhan [60] and Pinsky [50]. In [14] a similar technique is applied for
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a pure diffusion setting. We derive new Lyapunov-type conditions and a Khasminskii-type integral
test for general Itoˆ processes. For the case where (ξt)t≥0 is a Markov chain we use an argument
based on the concept of local uniqueness as introduced by Jacod and Me´min [32]. The idea traces
back to work of Jacod and Me´min [32], Kabanov et al. [34, 35] and Jacod [30], who studied
local absolute continuity of general semimartingales. More recently, the approach was used by
Cheridito et al. [6] to study local equivalence of possibly explosive jump-diffusions and by Kallsen
and Muhle-Karbe [38] to study the martingale property of exponential affine semimartingales.
The main difficulties are to show local uniqueness and to prove suitable existence conditions for
Markov switching diffusions. We show local uniqueness with a Yamada-Watanabe-type argument
and derive existence conditions by an explicit construction of a solution, which is inspired by an
argument in [29]. A related idea was also applied in [47, 58] to prove conditions for the existence
in multidimensional settings with and without state dependent switching. The existence of an
EMM or a SMD is proven along the same lines.
Our argument for the nonexistence of an E(L)MM or a SMD is based on a contradiction
argument. Using a comparison result in the spirit of Ikeda and Watanabe [28], we use the result
of Bruggeman and Ruf [4] that one dimensional diffusions explode arbitrarily fast with positive
probability, to prove a Khasminskii-type integral test for the nonexistence of Itoˆ processes on
finite time intervals. Relating one dimensional Markov switching diffusions to classical diffusions,
we obtain necessary and sufficient conditions for the existence and nonexistence on finite time
intervals.
To show the existence of a structure preserving E(L)MM we adapt arguments from Ethier
and Kurtz [22]. The change from a structure preserving E(L)MM to an E(L)MM with modified
dynamics of (ξt)t∈[0,T ] is based on an adaption of a Girsanov-type theorem for Markov processes
as given in [49, 53].
Let us also comment on the approaches in [3, 46]. The main idea in [46] is to relate the
martingale property of a candidate density process to so-called separation times, which were
introduced in [8]. The setting in [3] is a special canonical setup in which the martingale property
of the candidate density process is determined by the finiteness of a linear functional under a test
probability measure. This approach is closely related to the work of Fo¨llmer [25], Carr et al. [5],
Ruf [56], Kardaras et al. [42] and Criens and Glau [15].
Finally, we comment on the structure of the article. In Section 2 we introduce our mathemat-
ical foundations and in Section 3 we explain the financial models. In Section 4 we present our
main results for the general one dimensional framework and in Section 5 we explain how struc-
ture preserving E(L)MM can be modified. In Section 6 we discuss the one dimensional Markov
switching setting and in Section 7 we give conditions for the general multidimensional models.
The proofs are given in the Sections 8 – 11.
A last comment concerning our standing assumptions: All standing assumptions of the Sections
4 – 7 are only assumed for the subsection they are stated in.
2. The Mathematical Setting
We start introducing objects which remain fix for the whole article. More objects will be fixed
below.
(A1) A measurable space (Ω,F).
(A2) d ∈ N and T ∈ (0,∞). The parameter d represents a dimension and the parameter T
represents a finite time horizon.
(A3) A domain I ⊆ Rd which we equip with the subspace topology and s0 ∈ I . We use I as
the state space for the asset process or its log return and s0 as initial value.
(A4) A measurable process (St)t≥0 on (Ω,F) such that for all ω ∈ Ω the map t 7→ St(ω) is
continuous from R+ into I . Components of the process (St)t≥0 will either be the asset
process itself or its log return.
In the following definition we introduce a concept to parameterize the real world and risk
neutral dynamics of price processes or their log-returns. We say that a set I ⊆ R+ is a time index
set if either I = [0, T ] or I = R+.
Definition 1. Let I ⊆ R+ be a time index set, τ : Ω→ I∪ {∞} be a measurable function, (ut)t∈I
be an Rd-valued measurable process on (Ω,F) and (vt)t∈I be an Rd×d-valued measurable process
on (Ω,F).
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We define I(u, v, I, τ ) to the set of all triplets (F,P,W ), where P is a probability measure on
(Ω,F), F = (Ft)t∈I is a P-complete right-continuous filtration on (Ω,F) and W = (Wt)t∈I is an
Rd-valued (F,P)-Brownian motion such that the following hold:
(i) The process (St)t∈I is F-adapted.
(ii) The function τ is an F-stopping time.
(iii) The processes (ut)t∈I and (vt)t∈I are F-progressively measurable.
(iv) P-a.s. ∫ t∧τ
0
(‖us‖+ ‖vs‖2HS)ds <∞, t ∈ I,
where ‖v‖2HS , trace (vv∗) with v∗ denoting the adjoint of v.
(v) P-a.s.
St∧τ = s0 +
∫ t∧τ
0
usds+
∫ t∧τ
0
vsdWs, t ∈ I.(2.1)
In case τ (ω) =∞ for all ω ∈ Ω we drop τ from the notation and only write I(u, v, I).
Remark 1. Conceptually, Definition 1 can be seen as unification of the framework of weak
solutions to stochastic differential equations (SDEs) as given in [41, Definition 5.3.1] and the
martingale problem as defined in [33, Definition III.2.4]. If (F,P,W ) ∈ I(u, v,R+), then on
(Ω,F ,F,P) the process (St)t≥0 is an Itoˆ process with drift u and diffusion coefficient vv∗ as
defined in [53, Definition VII.2.5], see [53, Proposition VII.2.6].
The following proposition is a version of Girsanov’s theorem for Itoˆ processes as defined in
Definition 1. A proof can be found in Appendix A
Proposition 1. Let (F,P,W ) ∈ I(u, v, I, τ ) and let Q be a second probability measure on (Ω,F)
such that Q ∼ P. We denote
Zt , E
P
[dQ
dP
∣∣Ft], t ∈ I.
There exists an F-progressively measurable Rd-valued process (βt)t∈I such that P-a.s.∫ t
0
‖βs‖2ds <∞, t ∈ I,
and such that the process
Bt , Wt −
∫ t
0
βsds, t ∈ I,
is an (F,Q)-Brownian motion. The F-progressively measurable processes (βt)t∈I meets the above
conditions if and only if P-a.s.
[W,Z]Pt =
∫ t
0
Zsβsds, t ∈ I,
where [ · , · ]P denotes the quadratic variation process computed w.r.t. the probability measure P.
Furthermore, (F,Q, B) ∈ I(u+ vβ, v, I, τ ).
In this article we want to pay high attention to models, where the asset or its log-return have
dynamics of the type
dSt = b(St, ξt)dt+ σ(St, ξt)dWt,
where (ξt)t≥0 can be considered as a second source of randomness. In typical applications the pro-
cess (ξt)t≥0 is a stochastic volatility process or a Markov chain whose states could be interpreted
as different states of the business cycle. Next, we introduce a martingale problem to capture the
dynamics of the second source of randomness.
We fix the following:
(A5) A Polish space E and e0 ∈ E. We use E as state space for solutions to martingale
problems and e0 as initial value.
We define D to be the space of all ca`dla`g functions R+ → E and D to be the σ-field generated
by the coordinate process (Xt)t≥0, which is defined by Xt(ω) = ω(t) for ω ∈ D and t ≥ 0.
Furthermore, let Do , (Dot )t≥0 be the natural filtration of (Xt)t≥0, i.e. Dot , σ(Xs, s ∈ [0, t]),
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and let D = (Dt)t≥0 be its right-continuous version, i.e. Dt ,
⋂
s>tDos for all t ≥ 0. For t ≥ 0 we
define θt : Ω→ Ω to be the shift operator, i.e. for s ≥ 0 and ω ∈ D we set
(θtω)(s) , ω(t+ s),
and we define Θt : Ω→ Ω be the stopping operator, i.e. for s ≥ 0 and ω ∈ D we set
(Θtω)(s) , ω(s ∧ t).
Moreover, we denote by P the set of all D-progressively measurable processes.
We fix the following:
(A6) Let (Bn)n∈N be an increasing sequence of nonempty bounded open sets in E such that⋃
n∈NBn = E. We use (Bn)n∈N to define a localizing sequence for martingale problems.
We define the sequence
ρn(ω) , inf
(
t ≥ 0: ω(t) 6∈ Bn or ω(t−) 6∈ Bn
)
, ω ∈ D, n ∈ N.(2.2)
As always, the infimum of the empty set is defined to be ∞. Note that ρn is a Do-stopping time
and that ρn ր∞ as n→∞ (see [22, Proposition 2.1.5, Problem 4.27]).
We also fix the following:
(A7) A set Σ ∈ D which is stable under stopping, i.e.
ω ∈ Σ ⇒ Θtω ∈ Σ, t ≥ 0.
We use Σ as state space for paths of solutions to martingale problems.
Definition 2. We call Σ to be T -good if for all n ∈ N there exists a set Σn ∈ DoT∧ρn such that
Θ−1T Σ ⊆ Σn and
Σ =
{
ω ∈ D : (ω, θT∧ρn(ω)ω) ∈ Σn ×Σ
}
.
Remark 2. A natural choice for Σ is D itself. Another choice could be the set {ω ∈ D : t 7→
ω(t) is continuous}, which is in D due to [22, Exercise 3.25]. In both cases Σ is T -good, because
we can take Σn to be Θ
−1
T∧ρnΣ.
In the following definition we use the convention that if I = [0, T ] then (ξt)t∈I is identified with
the stopped process (ξt∧T )t≥0. We denote by C(E) the set of continuous functions E → R.
Definition 3. Let e ∈ E, I ⊆ R+ be a time index set, A∗ ⊆ C(E) and let L∗ : A∗ → P be such
that for all f ∈ A∗, t ∈ I and n ∈ N∫ t
0
∣∣L∗f(ω, s)∣∣ds <∞, ω ∈ D,
and
sup
s∈[0,t]
sup
ω∈Σ
∣∣∣f(ω(s ∧ ρn(ω)))− f(ω(0))− ∫ s∧ρn(ω)
0
L
∗
f(ω, r)dr
∣∣∣ <∞.
(i) Let (Ωo,Fo,Fo,Po) be a filtered probability space with right-continuous filtration Fo =
(Fot )t∈I. Let (ξt)t∈I be a ca`dla`g, Fo-adapted E-valued process on (Ωo,Fo). We say that
(ξt)t∈I is a solution process to the martingale problem (A∗, L∗, I, e), if for all f ∈ A∗ the
process
f
(
ξt
)− f(ξ0)− ∫ t
0
L
∗
f(ξ, s)ds, t ∈ I,(2.3)
is a local (Fo,Po)-martingale and
P
o
(
(ξt)t∈I ∈ Σ
)
= Po
(
ξ0 = e
)
= 1.
(ii) We say that the martingale problem has a solution if there exists a filtered probability
space which supports a solution process.
(iii) We say that the martingale problem satisfies uniqueness if the laws (seen as probability
measures on (D,D)) of any two solution processes (ξ1t )t∈I and (ξ2t )t∈I, possibly defined on
different filtered probability spaces, coincide.
(iv) If for all e′ ∈ E the martingale problem (A∗, L∗, I, e′) has a solution and satisfied unique-
ness, we call the martingale problem (A∗, L∗, I) well-posed.
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When e = e0 we will drop e from the notation and only write (A
∗, L∗, I).
Remark 3. Martingale problems were introduced by Stroock and Varadhan in a diffusion set-
ting, see [60] or [41, Section 5.4]. Martingale problems for semimartingales are studied in the
monograph [30] of Jacod. Markovian martingale problems with a Polish state space are studied
in the monograph [22] of Ethier and Kurtz. Our concept is unifying in the sense that it deals
with non Markovian processes and a Polish state space. Most of the conditions for existence and
uniqueness given in [22, 30] also apply to our setting.
Example 1. Suppose that E = R and let (ξt)t≥0 be a solution process to the SDE
dξt = u(ξ, t)dt+ v(ξ, t)dBt +
∫
g(ξ, t, x)1{‖g(ξ,t,x)‖≤1}(p− q)(dt, dx)
+
∫
g(ξ, t, x)1{‖g(ξ,t,x)‖>1}p(dt, dx),
where (Bt)t≥0 is a one dimensional Brownian motion and p is a Poisson random measure with
compensator q = dt⊗F . Here, the coefficients u, v and g are supposed to be path-dependent pre-
dictable functionals, see [30, Conditions (14.4)]. Under appropriate local boundedness assumption
on the coefficients (see [30, Hypothesis 13.50]) we can choose I = R+,Σ = D,A = C
2
b (R) and
Lf(ω, t) , f ′(ω(t−))u(ω, t) + 1
2
f
′′(ω(t−))v2(ω, t)
+
∫ (
f(ω(t−) + g(ω, t, x))− f(ω(t−))− f ′(ω(t−))h(g(ω, t, x)))F (dx),
where h(x) = x1{‖x‖≤1}. In [30, Theorem 14.18] local Lipschitz conditions for uniqueness are
given. If the coefficients satisfy linear growth conditions in addition to the local Lipschitz con-
ditions, the martingale problem has a solution, see [30, Theorem 14.23]. In a Markovian setting
with non-degenerated diffusion coefficient local boundedness and continuity conditions for unique-
ness are given in [30, Exercise 13.12]. If the coefficients satisfy in addition global boundedness
conditions, the martingale problem has a solution, see [30, Theorem 13.48].
Example 2. Let P be a probability measure and let F = (Ft)t≥0 be a right-continuous filtration
on (Ω,F). Suppose that E = {1, . . . , N} with 1 ≤ N ≤ ∞ (when N = ∞ we mean E = N)
equipped with the discrete topology and that (ξt)t≥0 is a continuous time Markov chain with
Q-matrix Q, which is a Feller process in the classical sense, i.e. the corresponding transition
semigroup is a self-map on the continuous functions vanishing at infinity. We refer to [43, Chapter
2] for an overview on continuous time Markov chains and to [43, Chapter 3] for an overview on
Feller processes. Infinitesimal conditions for a continuous time Markov chain to be a Feller process
can be found in [52] or [2, Section I.1.5]. It is important to clarify our terminology: When we speak
of a Markov chain we always mean a Markov chain for the filtration F. Due to [52, Theorem 5] and
Dynkin’s formula (see, e.g., [53, Proposition VII.1.6]), the process (ξt)t≥0 solves the martingale
problem for I = R+,Σ = D, A = {f ∈ c0 : Qf ∈ c0} and Lf(ξ, t) = Qf(ξt), where c0 denotes the
space of all continuous functions E → R which are vanishing at infinity. In particular, due to [43,
Theorem 3.33], the martingale problem satisfies uniqueness.
Conversely, if on the filtered probability space (Ω,F ,F,P) the process (ξt)t≥0 is a solution
process to the martingale problem (A,L,R+) as described above and (Q,A) is the generator of a
Feller process, then (ξt)t≥0 is a continuous time Markov chain (for the filtration F) and a Feller
process, see [22, Theorem 3.4.2] and [43, Theorem 3.33].
3. The Financial Market
We fix the following:
(A8) A constant m ∈ N such that 1 ≤ m ≤ d. The parameter will correspond to the number
of risky assets in the market.
(A9) An Rd-valued measurable process (bt)t≥0 and an Rd×d-valued measurable process (σt)t≥0.
The process (bt)t≥0 will be the drift coefficient and the process (σt)t≥0 will be the volatility
coefficient.
(A11) A measurable process (ξt)t≥0 such that for all ω ∈ Ω the map t 7→ ξt(ω) is ca`dla`g from
R+ into E. The process will play the role of a second source of randomness next to the
Brownian motion driving the asset prices.
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(A12) A set A ⊆ C(E) and a map L : A→ P such that∫ T
0
∣∣Lf(ω, s)∣∣ds <∞, ω ∈ D,
and
sup
s∈[0,T ]
sup
ω∈Σ
∣∣∣f(ω(s ∧ ρn(ω)))− f(ω(0))− ∫ s∧ρn(ω)
0
Lf(ω, r)dr
∣∣∣ <∞
for all f ∈ A and n ∈ N. We use the pair (A,L) to parameterize the law of (ξt)t≥0 via a
martingale problem as defined in Section 2.
The following standing assumption is in force till Section 7.
Standing Assumption 1. (FT ,P,W ) ∈ I(b, σ, [0, T ]), where FT = (Ft)t∈[0,T ].
In the following, we distinguish between a diffusion-type model (DM ), where components of
(St)t∈[0,T ] represent the assets, and a stochastic exponential model (SEM ), where the components
of (St)t∈[0,T ] represent log-returns of the assets.
Definition 4. (i) We say that we consider a DM (m, d) if I = Rdm, where
R
d
m ,
{
x ∈ Rd : xi > 0 for all i = 1, . . . ,m},
and the market consists of m risky assets (P kt )t∈[0,T ] for k = 1, . . . ,m such that
P
k
t = S
k
t , t ∈ [0, T ],
where (Skt )t∈[0,T ] denotes the k-th component of (St)t∈[0,T ].
(ii) We say that we consider a SEM (m,d) if I = Rd and the market consists of m risky
assets (P kt )t∈[0,T ] for k = 1, . . . ,m such that
dP
k
t = P
k
t dS
k
t , P
k
0 = p
k
0 > 0.
In the following we will either consider a DM or a SEM. For both cases the concepts of
E(L)MMs and S(L)MDs are the same.
Definition 5. (i) We call a probability measure Q on (Ω,F) an E(L)MM, if it has the
following two properties:
(a) Q ∼ P.
(b) For all k = 1, . . . ,m the process (P kt )t∈[0,T ] is a (local) (FT ,Q)-martingale.
(ii) We call a strictly positive local (FT ,P)-martingale (Zt)t∈[0,T ] a S(L)MD, if for all k =
1, . . . ,m the process (ZtP
k
t )t∈[0,T ] is a (local) (FT ,P)-martingale.
A proof of the following proposition can be found in Appendix B.
Proposition 2. (i) If Q is an ELMM, then
Zt , E
P
[
dQ
dP
∣∣Ft], t ∈ [0, T ],(3.1)
is a SLMD.
(ii) If Q is an EMM, then (3.1) is a SMD.
Due to Proposition 2, the following implications hold:
∃ ELMM
=⇒
=⇒
∃ EMM ∃ SLMD
=⇒
=⇒∃ SMD
All other implications fail in general, see Example 5 below.
Typically, because we allow several sources of randomness, there are infinitely many ELMMs
in our setting. A simple example is the following:
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Example 3. Consider a SEM (1, 1) with E = R, bt = 0 and σt = ξt for all t ∈ [0, T ]. Furthermore,
suppose that (ξt)t∈[0,T ] is an (FT ,P)-Brownian motion, which is P-independent of (Wt)t∈[0,T ].
Then, P is an ELMM and so is any probability measure Qa defined by the Radon-Nikodym
derivative
dQa
dP
, e
aξT− 12a
2T
, a ∈ R\{0}.
The process (Wt)t∈[0,T ] is an (FT ,Q
a)-Brownian motion and the process (ξt)t∈[0,T ] is an (FT ,Q
a)-
Brownian motion with a non-trivial drift.
Next, we introduce the concept of a market price of risk (MPR).
Definition 6. An Rd-valued FT -progressively measurable process (θt)t∈[0,T ] is called MPR, if
P-a.s. ∫ T
0
‖θs‖2ds <∞(3.2)
and P-a.s. for all i = 1, . . . ,m ∫ t
0
(
bs + σsθs
)i
ds = 0, t ∈ [0, T ].
The following proposition explains that assuming the existence of a MPR is equivalent to
assuming that (NUPBR) holds. A proof can be found in Appendix C.
Proposition 3. The following are equivalent:
(i) There exists a MPR.
(ii) There exists a SLMD.
We end this section with an observation which is useful to derive conditions for the nonexistence
of ELMMs, EMMs and SMDs. A proof is given in Appendix D.
Proposition 4. Suppose that d = m.
(i) If Q is an ELMM, then there exists an Rd-valued (FT ,Q)-Brownian motion (Bt)t∈[0,T ]
such that (FT ,Q, B) ∈ I(0, σ, [0, T ]).
(ii) Consider a DM (d, d) and set
u
i
t ,
σtσ
∗
t ei
Sit
, t ∈ [0, T ], i = 1, . . . , d,
where ei denotes the i-th unit vector for R
d. Suppose that a SMD exists. Then, for each
i ∈ {1, . . . , d} there exists a probability measure Qi ∼ P and an Rd-valued (FT ,Qi)-
Brownian motion (Bit)t∈[0,T ] such that (FT ,Q
i, Bi) ∈ I(ui, σ, [0, T ]).
(iii) Consider a SEM (d, d) and set uit , σtσ
∗
t ei for t ∈ [0, T ], i = 1, . . . , d. Suppose that a SMD
exists. Then, for each i ∈ {1, . . . , d} there exists a probability measure Qi ∼ P and an
Rd-valued (FT ,Q
i)-Brownian motion (Bit)t∈[0,T ] such that (FT ,Q
i, Bi) ∈ I(ui, σ, [0, T ]).
4. Conditions for the Existence and Absence of Arbitrage
for One Dimensional Models
In this section we discuss one dimensional models. We impose the following standing assump-
tion, where λ\ denotes the Lebesgue measure.
Standing Assumption 2. For (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω we have σt(ω) 6= 0.
Remark 4. Due to Fubini’s theorem, for A ∈ B([0, T ])⊗ F we have
(λ\⊗P)(A) =
∫
λ\(Aω)P(dω), Aω ,
{
t ∈ [0, T ] : (t, ω) ∈ A}.
Therefore, (λ\ ⊗ P)(A) = 0 if and only if λ\(Aω) = 0 for P-a.a. ω ∈ Ω. In other words, Standing
Assumption 2 means that λ\({t ∈ [0, T ] : σt(ω) = 0}) = 0 for P-a.a. ω ∈ Ω.
We fix an FT -progressively measurable process (θt)t∈[0,T ] such that P-a.s.∫ T
0
‖θs‖2ds <∞
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and define the local (FT ,P)-martingale
Zt , exp
(∫ t
0
〈θs, dWs〉 − 1
2
∫ t
0
‖θs‖2ds
)
, t ∈ [0, T ].(4.1)
We also set
Bt ,Wt −
∫ t
0
θsds, t ∈ [0, T ].(4.2)
Furthermore, we fix a continuous function a : I → (0,∞) and two Borel functions a : I → (0,∞)
and ζ : [0, T ]→ R+ such that ∫ T
0
ζ(s)ds <∞.
4.1. The one dimensional Diffusion-Type Model. Let us start with a DM (1, 1). In partic-
ular, this means that I = (0,∞). We define
τn , inf
(
t ∈ [0, T ] : St 6∈
(
1
n+1
, n
))
, n ∈ N.(4.3)
Condition 1. The process (θt)t∈[0,T ] is a MPR and (τn)n∈N is a localizing sequence for the local
(FT ,P)-martingale (Zt)t∈[0,T ].
Remark 5. In the following we always assume Condition 1 when we want to show that (Zt)t∈[0,T ]
is an (FT ,P)-martingale. In case (Zt)t∈[0,T ] is an (FT ,P)-martingale the sequence (τn)n∈N is
always a localizing sequence due to the optional stopping theorem. Thus, we consider the second
part of Condition 1 as necessary. The main issue is its verification. Novikov’s condition ([53,
Proposition VIII.1.15]) shows that (τn)n∈N is a localizing sequence if for all n ∈ N
E
P
[
exp
(1
2
∫ T∧τn
0
‖θs‖2ds
)]
<∞.(4.4)
Example 4. We comment on Condition 1 in the setting of Mijatovic´ and Urusov [46], i.e. we
suppose that bt = b(St) and σt = σ(St) for t ∈ [0, T ], where b : (0,∞)→ R and σ : (0,∞)→ R\{0}
are two Borel functions such that
1 + |b|
σ2
∈ L1loc.
Mijatovic´ and Urusov assume the condition
b2
σ4
∈ L1loc,(4.5)
which implies that the process θt , −b(St)σ−1(St) for t ∈ [0, T ] is a MPR. To see this, set
m(T ) , min
s∈[0,T ]
Ss, M(T ) , max
s∈[0,T ]
Ss,
and note that the occupation times formula, see [41, Theorem 3.7.1], implies that P-a.s.∫ T
0
‖θs‖2ds =
∫ T
0
b2(Ss)
σ4(Ss)
d[S, S]Ps = 2
∫ M(T )
m(T )
b2(x)
σ4(x)
L
S
T (x)dx
≤ 2 sup
y∈[m(T ),M(T )]
L
S
T (y)
∫ M(T )
m(T )
b2(x)
σ4(x)
dx <∞,
where LS is the local time of (St)t∈[0,T ]. Here, we use the fact that x 7→ LST (x) is P-a.s. ca`dla`g
and thus locally bounded. It is proven in [9, Lemma 5.30] that (τn)n∈N is a localizing sequence
for (Zt)t∈[0,T ]. The proof is challenging. However, if one replaces (4.5) with the slightly stronger,
but still reasonably weak, condition that bσ−1 is locally bounded, then it follows easily from (4.4)
that (τn)n∈N is a localizing sequence.
Condition 2. The martingale problem (A,L, [0, T ]) satisfies uniqueness and the process (ξt)t∈[0,T ]
is a solution process on the filtered probability space (Ω,F ,FT ,P). In particular, this means
that (2.3) has to be a local (FT ,P)-martingale. Furthermore, the σ-fields σ(Wt, t ∈ [0, T ]) and
σ(ξt, t ∈ [0, T ]) are P-independent.
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Remark 6. The independence assumption in Condition 2 is satisfied when we consider a Markov
switching model. More precisely, when (ξt)t≥0 is as in Example 2, i.e. a Markov chain for a
filtration F = (Ft)t≥0 and a Feller process, it follows as in the proof of Lemma 4 below that
whenever (Bt)t≥0 is an (F,P)-Brownian motion then σ(ξt, t ∈ R+) and σ(Bt, t ∈ R+) are P-
independent. Key of this is the fact that (ξt)t≥0 and (Bt)t≥0 solve martingale problems for the
same filtration and that (ξt)t≥0 has only finitely many jumps in a finite time interval. We give a
few more details: Let f ∈ c0 be such that Qf ∈ c0, where Q is the Q-matrix of (ξt)t≥0. We set
Mt , f(ξt)− f(ξ0)−
∫ t
0
Qf(ξs)ds, t ≥ 0.
Let g ∈ C2c (Rd) such that infx∈Rd g(x) > 0 and set
Kt , g(Bt) exp
(
− 1
2
∫ t
0
∆g(Bs)
g(Bs)
ds
)
, t ≥ 0,
where ∆ is the Laplacian. Itoˆ’s formula yields that
dKt = exp
(
− 1
2
∫ t
0
∆g(Bs)
g(Bs)
ds
)(
dg(Bt)− 12∆g(Bs)dt
)
= exp
(
− 1
2
∫ t
0
∆g(Bs)
g(Bs)
ds
)
〈∇g(Bt), dBt〉,
(4.6)
which implies that (Kt)t≥0 is an (F,P)-martingale. The process (Mt)t≥0 is an (F,P)-martingale
by the definition of the martingale problem. Thus, integration by parts yields that
dMtKt =Mt−dKt +KtdMt + d[M,K]
P
t .(4.7)
Because (ξt)t≥0 has only finitely many jumps in a finite time interval, the process (Mt)t≥0 is of
finite variation over finite time intervals. Thus, since (Kt)t≥0 has continuous paths, [33, Propo-
sition I.4.49] implies that P-a.s. [M,K]Pt = 0 for all t ≥ 0. In view of (4.7), we conclude that
(MtKt)t≥0 is an (F,P)-martingale. Now, we can argue word for word as in Step 3 of the proof of
Lemma 4 below to obtain the P-independence of σ(ξt, t ∈ R+) and σ(Bt, t ∈ R+).
Condition 3. For (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω we have σ2t (ω) ≤ ζ(t)a(St(ω)).
Definition 7. The set H is defined to be the set of all Borel functions h : R+ → R+ which are
starting at zero, are strictly increasing and satisfy∫ ǫ
0
dz
h2(z)
=∞
for all ǫ > 0.
Condition 4. For all n ∈ N there is an hn ∈ H such that for all x, y ∈ [ 1n+1 , n]∣∣a 12 (x)− a 12 (y)∣∣ ≤ hn(|x− y|)
and
σ
2
t (ω) ≥ a(St(ω)) for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]×Ω.(4.8)
Theorem 1. (i) Suppose that the Conditions 1 and 3 hold. If
1
a
∈ L1loc,
∫ 1
0
z
a(z)
dz =∞,(4.9)
then (Zt)t∈[0,T ] is an (FT ,P)-martingale and the probability measure Q defined by the
Radon-Nikodym derivative
dQ
dP
, ZT(4.10)
is an ELMM such that (FT ,Q, B) ∈ I(0, σ, [0, T ]). If, in addition, Condition 2 holds, then
on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process to the martingale problem
(A,L, [0, T ]) and σ(Bt, t ∈ [0, T ]) and σ(ξt, t ∈ [0, T ]) are Q-independent.
(ii) Suppose that Condition 4 holds. If∫ 1
0
z
a(z)
dz <∞,
then no ELMM exists.
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This result illustrates that the existence and nonexistence of an ELMM mainly depends on
the behavior on the left boundary of the state space. In Condition 4 we have no time localizing,
because in time-inhomogeneous cases we cannot expect to get the nonexistence of an ELMM for
arbitrary finite time horizons. For usual diffusions, the main conditions boil down to those in [46],
see also Example 4.
Remark 7. When f : (0,∞)→ (0,∞) is Borel, a simple condition for ∫ 1
0
zdz
f(z)
=∞ is
f(z) ≤ const. z2, z ≤ 1.
Definition 8. The set K is defined to be the set of all Borel functions κ : R+ → R+, which are
starting at zero, are strictly increasing and concave and satisfy∫ ǫ
0
dz
κ(z)
=∞
for all ǫ > 0.
Condition 5. For all n ∈ N there exists a κn ∈ K such that for all x, y ∈ [ 1n+1 , n]∣∣ 1
x
a(x)− 1
y
a(y)
∣∣ ≤ κn(|x− y|).
Theorem 2. Suppose that the Conditions 1 and 3 hold. Moreover, assume that (4.9) holds and
let Q be the ELMM as defined in Theorem 1. The following hold:
(i) If ∫ ∞
1
z
a(z)
dz =∞,
then Q is an EMM.
(ii) Suppose that the Conditions 4 and 5 hold. If∫ ∞
1
z
a(z)
dz <∞,(4.11)
then there exists no EMM. In particular, Q is an ELMM, but no EMM and the model
contains a financial bubble in the sense of [12].
The additional conditions which determine whether an ELMM is an EMM only depend on the
right boundary of the state space. Again, for usual diffusions the main conditions boil down to
those in [46].
Remark 8. When f : (0,∞)→ (0,∞) is Borel, a simple condition for ∫∞
1
zdz
f(z)
=∞ is
f(z) ≤ const. z2, z ≥ 1.
Theorem 3. (i) Suppose that the Conditions 1 and 3 hold. If
1
a
∈ L1loc,
∫ ∞
1
z
a(z)
dz =∞,
then the process (Zt)t∈[0,T ] is a SMD.
(ii) Suppose that the Conditions 4 and 5 hold. If (4.11) holds, then no SMD exists.
Again, for usual diffusions the main conditions boil down to those in [46].
Example 5. Let β ≥ α > 0 and assume that Condition 1 holds.
(i) Let τ be a finite FT -stopping time and suppose that
σt = S
α
2
t 1{t≤τ} + S
β
2
t 1{t>τ}, t ∈ [0, T ].
We consider this example as a version of the CEV model (see [13]) in the spirit of the
work of Fontana et al. [27] on which we comment more detailed in Example 6 below.
The stopping time τ can be interpreted as a change point of the economical situation,
which could be caused by a sudden adjustment in the interest rates or a default of a
major financial institution. Using Theorems 1, 2 and 3 with a(x) = min(xα, xβ) and
a(x) = max(xα, xβ) shows the following:
β < 2 SMD, no ELMM, no EMM
β = α = 2 EMM, ELMM, SMD
α > 2 Financial bubble, ELMM, no SMD, no EMM
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(ii) In case
σt =
S
α
2
t
1 + mins∈[0,t] |Ss| , t ∈ [0, T ],
we can choose a(x) = xα and a(x) = xα(1 + s0)
−2 and it follows that an ELMM exists
if and only if α ≥ 2, and a SMD exists if and only if α ≤ 2, and an EMM exists if and
only if α = 2.
4.2. The one dimensional Stochastic Exponential Model. Next, we discuss the SEM (1, 1).
In particular, this means that I = R. As we will see below, this model differs substantially from
the DTM (1, 1). In this section, we redefine
τn , inf
(
t ∈ [0, T ] : St 6∈ (−n, n)
)
.
Condition 6. For all n ∈ N there is an hn ∈ H and a κn ∈ K such that for all x, y ∈ [−n, n]∣∣a 12 (x)− a 12 (y)∣∣ ≤ hn(|x− y|),∣∣a(x)− a(y)∣∣ ≤ κn(|x− y|),
and (4.8) holds.
The main result of this section is the following:
Theorem 4. Suppose that the Conditions 1 and 3 hold. Moreover, assume that
1
a
∈ L1loc.
Then, the process (Zt)t∈[0,T ] is an (FT ,P)-martingale, the probability measure Q defined by the
Radon-Nikodym derivative (4.10) is an ELMM and (FT ,Q, B) ∈ I(0, σ, [0, T ]). Moreover, the
following hold:
(i) If ∫ ∞
1
dz
a(z)
=∞,
then Q is an EMM.
(ii) Suppose that Condition 6 holds. If∫ ∞
1
dz
a(z)
<∞,
then no SMD exists. In particular, Q is an ELMM, but no EMM.
(iii) If Condition 2 holds, then on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process
to the martingale problem (A,L, [0, T ]) and σ(Bt, t ∈ [0, T ]) and σ(ξt, t ∈ [0, T ]) are
Q-independent.
Theorem 4 provides a very mild condition for the existence of an ELMM. A similar condition
was given in [14] in a pure diffusion setting.
Remark 9. When f : R→ (0,∞) is Borel, a simple condition for ∫∞
1
dz
f(z)
=∞ is
f(z) ≤ const. z, z ≥ 1.
Example 6. Fontana et al. [27] study (NUPBR) and (NFLVR) for a model with a change point.
The main interest lies in the influence of underlying filtrations, which represent different levels of
informations. Under a weak form of the classical (H′)-hypothesis the model can be included into
our framework. More precisely, in this case (St)t∈[0,T ] is of the form
dSt = µtdt+
(
σ
1(t, St)1{t≤τ} + σ
2(t, St)1{t>τ}
)
dWt,
where τ is an FT -stopping time. The coefficient σ
i is assumed to be positive, continuous and
Lipschitz continuous in the second variable uniformly in the first, see [27, Condition I]. Theorem
4 provides a local condition for (NFLVR), namely Condition 1. In particular, for the two special
cases described in [27, Section 3.3], we have
µt = µ
1(t, St)1{t≤τ} + µ
2(t, St)1{t>τ},(4.12)
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where µi is locally bounded, and (NFLVR) holds due to Theorem 4. This extends the observation
in [27] that (NUPBR) holds in this situation. Furthermore, again in view of Theorem 4, if in
addition to (4.12) for i = 1, 2(
σ
i(t, x)
)2 ≤ const. x, x ≥ 1, t ∈ [0, T ],
then an EMM exists, i.e. (NGA) holds.
5. Modifying SPE(L)MMs
In the previous section we discussed conditions for the existence of E(L)MMs for one dimen-
sional models and studied whether independence of the driving noise can be transferred from the
real world to the risk neutral dynamics. It is a natural further question whether it is possible to
find an ELMM which affects also the dynamics of (ξt)t∈[0,T ] in a tractable manner. In this section,
we explain how the law of (ξt)t∈[0,T ] can be changed. The structure of the changed dynamics is
classical for martingale problems, see [49] or [53, Section VII.3].
Theorem 5. Suppose that Condition 2 holds. Let f ∈ A be strictly positive such that∫ T
0
∣∣∣Lf(ω, s)
f(ω(s))
∣∣∣ds <∞
for all ω ∈ D and suppose that the process
Zt ,
f(ξt)
f(e0)
exp
(
−
∫ t
0
Lf(ξ, s)
f(ξs)
ds
)
, t ∈ [0, T ],(5.1)
is an (FT ,P)-martingale. Set
A
∗
,
{
g ∈ A : fg ∈ A},
and
L
∗
g ,
L(fg)− gLf
f
.
Suppose that for all t ∈ [0, T ]∫ t
0
∣∣L∗g(ω, s)∣∣ds <∞, g ∈ A∗, ω ∈ D,(5.2)
and
sup
s∈[0,t]
sup
ω∈Σ
∣∣∣g(ω(s∧ ρn(ω)))− g(ω(0))− ∫ s∧ρn(ω)
0
L
∗
g(ω, r)dr
∣∣∣ <∞, g ∈ A∗.(5.3)
Define the probability measure Q on (Ω,F) by the Radon-Nikodym derivative
dQ
dP
, ZT .
Then, the following hold:
(i) Q ∼ P.
(ii) (FT ,Q,W ) ∈ I(b, σ, [0, T ]).
(iii) The σ-fields σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) are Q-independent.
(iv) On the filtered probability space (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process
for the martingale problem (A∗, L∗, [0, T ]).
This theorem shows that in many cases where (ξt)t∈[0,T ] has a non-trivial role any ELMM
which preserves the independence of the drivers corresponds to an infinite family of ELMMs, see
Example 3 for a simple special case.
A useful criterion for the martingale property of (5.1) is given by Proposition 5 below, which can
be seen as an extension of observations in [6, 30, 60]. To formulate it we require more terminology.
In the following (Xt)t≥0 denotes the coordinate process on D, i.e. Xt(ω) = ω(t) for all ω ∈ D and
t ≥ 0.
Definition 9. A set A⋆ ⊆ A is called a determining set for the martingale problem (A,L,R+) if
for all e ∈ E a probability measure µ on (D,D) is the law of a solution process to the martingale
problem (A,L,R+, e) if and only if µ(Σ) = µ(X0 = e) = 1 and
f
(
Xt∧ρn
)− f(X0)− ∫ t∧ρn
0
Lf(X, s)ds, t ≥ 0,
is a (D, µ)-martingale for all n ∈ N and f ∈ A⋆.
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Example 7. For Rd-valued diffusions with locally bounded coefficients, i.e. Σ = {ω ∈ D : t 7→
ω(t) is continuous}, A = C2(Rd) and
Lf(ξ, t) = 〈∇f(ξt), b(ξt)〉+ 12 trace
(∇2f(ξt)a(ξt)),
where b : Rd → Rd and a : Rd → Sd (Sd denotes the space of real valued symmetric non negative
definite d× d matrices) are locally bounded Borel functions, the set
A
⋆
,
{
f
i
, g
ij : i, j = 1, . . . , d
}
,
where f i(x) = xi and gij(x) = xixj , is a determining set, see [41, Proposition 5.4.6].
Example 8. Suppose that E,Σ, A and L are as in Example 2. Note that
G ,
{
(f,Qf) : f ∈ A} ⊂ c0 × c0.
Because c0 equipped with the uniform metric is a separable metric space, G is a separable metric
space when equipped with the taxicap uniform metric. Hence, we find a countable set A⋆ ⊆ A
such that for each (f, g) ∈ G there exists a sequence (fn)n∈N ⊂ A⋆ with
‖fn − f‖∞ + ‖Qfn − g‖∞ → 0 as n→∞.
It follows from [22, Proposition 4.3.1] that A⋆ is a determining set for the martingale problem
(A,L,R+).
Proposition 5. Suppose that (ξt)t∈[0,T ] solves the martingale problem (A,L, [0, T ]), that Σ is
T -good and that f, A∗ and L∗ are as in Theorem 5 such that (5.2) and (5.3) holds for all t ≥
0. Moreover, assume that there exists a countable determining set for the martingale problem
(A∗, L∗,R+) and that
L
∗
g(ξ, t) = Kg(ξt),
where K maps A∗ into the space of Borel functions E → R. Finally, we assume that the process
(5.1) is a local (FT ,P)-martingale with localizing sequence (ρn(ξ))n∈N and that the martingale
problem (A∗, L∗,R+) is well-posed. Then, the process (5.1) is an (FT ,P)-martingale.
This proposition shows that in Markovian settings we can essentially modify the law of
(ξt)t∈[0,T ] to a solution to any martingale problem (A
∗, L∗, [0, T ]) for which the global martingale
problem (A∗, L∗,R+) is well-posed.
Example 9. Let us discuss a version of Theorem 5 for one dimensional diffusions. We assume
that E = R and that
dξt = u(ξt)dt+ v(ξt)dBt,
where (Bt)t∈[0,T ] is a one dimensional (FT ,P)-Brownian motion and u : R→ R and v : R→ R are
locally bounded Borel functions. We can take Σ = {ω ∈ D : t 7→ ω(t) is continuous}, A = C2(R)
and
Lg(ξ, t) = u(ξt)g
′(ξt) + 12v
2(ξt)g
′′(ξt), g ∈ A.
Let c ∈ C1(R) and set
f(x) , exp
(∫ x
0
c(y)dy
)
,
which is positive and satisfies f ∈ A. A computation in the spirit of (4.6) reveals that (Zt)t∈[0,T ]
as defined in (5.1) is a local (FT ,P)-martingale with localizing sequence (ρn(ξ))n∈N. For g ∈ A
we have
L
∗
g(ξ, t) =
(
u+ f
′
f
v
2)(ξt)g′(ξt) + 12v2(ξt)g′′(ξt)
=
(
u+ v2c
)
(ξt)g
′(ξt) + 12v
2(ξt)g
′′(ξt).
Thus, the process (5.1) is an (FT ,P)-martingale whenever the SDE
dYt =
(
u+ v2c
)
(Yt)dt+ v(Yt)dB
∗
t ,
where (B∗t )t≥0 is a one dimensional Brownian motion, has a unique in law weak solution for all
deterministic initial values. In particular, we see that the structure of the change of measure is
the same as in the classical version of Girsanov’s theorem for diffusions.
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6. Conditions for the existence and absence of arbitrage
for One Dimensional Markov Switching Models
In this section we discuss Markov switching models as an important special case.
Standing Assumption 3. (i) (F,P,W ) ∈ I(b, σ,R+, T ).
(ii) E = {1, . . . , N} for 1 ≤ N ≤ ∞ and (ξt)t≥0 is an E-valued irreducible continuous
time Markov chain (for the filtration F) with Q-matrix Q which is a Feller process and
ξ0 = e0. Let us clarify the terminology: A continuous time Markov chain (Yt)t≥0 is called
irreducible if for all t > 0 (or, equivalently, some t > 0, see [43, Remark 2.48]) we have
P(Yt = e1|Y0 = e2) > 0 for all e1, e2 ∈ E.
(iii) For all t ∈ [0, T ]
bt = b(St, ξt), σt = σ(St, ξt),
where b : I×E → R and σ : I×E → R are Borel functions. Moreover, the map x 7→ σ(x, e)
is continuous for all e ∈ E and σ(x, e) 6= 0 for all (x, e) ∈ I ×E.
Remark 10. (i) Note that
(F,P,W ) ∈ I(b, σ,R+, T ) ⇒ (F|[0,T ],P,W |[0,T ]) ∈ I(b, σ, [0, T ]).
In other words, part (i) in Standing Assumption 3 is in agreement with Standing As-
sumption 1.
(ii) Standing Assumption 3 implies Condition 2, see Example 2 and Remark 6.
We fix an FT -progressively measurable process (θt)t∈[0,T ] such that P-a.s.∫ T
0
‖θs‖2ds <∞
and define the local (FT ,P)-martingale (Zt)t∈[0,T ] as in (4.1) and define
Bt ,Wt −
∫ t∧T
0
θsds, t ≥ 0.
Moreover, we set
γn , τn ∧ ρn, n ∈ N,(6.1)
where we redefine
τn ,
{
inf
(
t ∈ [0, T ] : St 6∈ ( 1n+1 , n)
)
, if I = (0,∞),
inf
(
t ∈ [0, T ] : St 6∈ (−n, n)
)
, if I = R.
Condition 7. The process (θt)t∈[0,T ] is a MPR and the sequence (γn)n∈N is a localizing sequence
for the local (FT ,P)-martingale (Zt)t∈[0,T ].
Condition 8. I = (0,∞) and for all e ∈ E and n ∈ N there exists an hn,e ∈ H such that for all
x, y ∈ [ 1
n+1
, n]
|σ(x, e)− σ(y, e)| ≤ hn,e(|x− y|).(6.2)
Condition 9. I = R and for all e ∈ E and n ∈ N there exists an hn,e ∈ H such that for all
x, y ∈ [−n, n] the inequality (6.2) holds.
We have the following results:
Theorem 6. Consider the DM (1, 1), i.e. I = (0,∞). Assume that the Conditions 7 and 8 hold.
(i) Suppose that for all e ∈ E ∫ 1
0
z
σ2(z, e)
dz =∞.
Then, the process (Zt)t∈[0,T ] is an (FT ,P)-martingale, the probability measure Q defined
by the Radon-Nikodym derivative (4.10) is an ELMM and (F,Q, B) ∈ I(0, σ,R+, T ).
Moreover, on (Ω,F ,F,Q) the process (ξt)t≥0 is an E-valued irreducible continuous time
Markov chain (for the filtration F) with Q-matrix Q and σ(Bt, t ∈ R+) and σ(ξt, t ∈ R+)
are Q-independent. If, in addition, for all e ∈ E∫ ∞
1
z
σ2(z, e)
dz =∞,(6.3)
then Q is an EMM.
16 D. CRIENS
(ii) Suppose that (6.3) holds for all e ∈ E. Then, the process (Zt)t∈[0,T ] is a SMD.
Theorem 7. Consider the SEM (1, 1), i.e. I = R. Assume that the Conditions 7 and 9 hold.
Then, the process (Zt)t∈[0,T ] is an (FT ,P)-martingale, the probability measure Q defined by the
Radon-Nikodym derivative (4.10) is an ELMM and (F,Q, B) ∈ I(0, σ,R+, T ). Moreover, on
(Ω,F ,F,Q) the process (ξt)t≥0 is an E-valued irreducible continuous time Markov chain (for the
filtration F) with Q-matrix Q and σ(Bt, t ∈ R+) and σ(ξt, t ∈ R+) are Q-independent. If, in
addition, for all e ∈ E ∫ ∞
1
dz
σ2(z, e)
=∞,
then Q is an EMM.
Next, we formulate theorems which are converse to the previous theorems. We clarify some
terminology: A continuous time Markov chain (Yt)t≥0 is called recurrent if
P({t ∈ R+ : Yt = e} is unbounded | Y0 = e) = 1
for all e ∈ {1, . . . , N}. If the chain is irreducible it is recurrent if and only if the previous property
holds for some e ∈ {1, . . . , N}, see [48, Theorem 3.4.1] Moreover, if (Yt)t≥0 is irreducible and
N <∞, then (Yt)t≥0 is recurrent, see [48, Theorem 1.5.6].
Theorem 8. Consider the DM (1, 1), i.e. I = (0,∞).
(i) Suppose that there is an e ∈ E such that for all n ∈ N there exists an hn,e ∈ H such that
for all x, y ∈ [ 1
n+1
, n] the inequality (6.2) holds, and∫ 1
0
z
σ2(z, e)
dz <∞.
Then, there exists no ELMM Q such that on (Ω,F ,F,Q) the process (ξt)t≥0 is an irre-
ducible recurrent continuous time Markov chain (for the filtration F) which is a Feller
process.
(ii) Suppose that there is an e ∈ E such that for all n ∈ N there exists an hn,e ∈ H such that
for all x, y ∈ [ 1
n+1
, n] the inequality (6.2) holds, and∫ ∞
1
z
σ2(z, e)
dz <∞.
Then, there exists no EMM Q such that on (Ω,F ,F,Q) the process (ξt)t≥0 is an irre-
ducible recurrent continuous time Markov chain (for the filtration F) which is a Feller
process.
Theorem 9. Consider the SEM (1, 1), i.e. I = R. Suppose there exists an e ∈ E such that for
all n ∈ N there exists an hn,e ∈ H such that for all x, y ∈ [−n, n] the inequality (6.2) holds, and∫ ∞
1
dz
σ2(z, e)
<∞.
Then, there exists no EMM Q such that on (Ω,F ,F,Q) the process (ξt)t≥0 is an irreducible
recurrent continuous time Markov chain (for the filtration F) which is a Feller process.
Finally, we illustrate how Theorem 5 could be applied in the present setting.
Proposition 6. Suppose that N <∞ and Q = (qij)i,j∈E . Let f = (f1, . . . , fN ) ∈ RN with fi > 0
for all i ∈ E and let A∗ and L∗ as in Theorem 5. Then, A∗ = A and L∗ = (q∗i,j)i,j∈E with
q
∗
ij ,
{
qij
fj
fi
, i 6= j,
−∑k 6=i qik fkfi , i = j.(6.4)
Proof: See [49, Proposition 5.1]. 
Remark 11. The assumption N <∞ in the previous proposition can be relaxed.
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7. Conditions for the Absence and Existence of Arbitrage
for Multidimensional Models
In this section we fix two Rd-valued FT -progressively measurable processes c = (ct)t∈[0,T ] and
(θt)t∈[0,T ] and Borel functions ζ, ζi : [0, T ]→ R+, i = 1, . . . ,m, such that P-a.s.∫ T
0
(
‖cs‖+ ‖θs‖2 + ζ(s) +
m∑
i=1
ζi(s)
)
ds <∞.
We define the local (FT ,P)-martingale (Zt)t∈[0,T ] as in (4.1) and we define the process (Bt)t∈[0,T ]
as in (4.2). Furthermore, we set
at , σtσ
∗
t , t ∈ [0, T ].
7.1. The multidimensional Diffusion-Type Model. We now turn to the multidimensional
DM (m,d). In particular, this means that I = Rdm.
Let (In)n∈N ⊂ Rdm be an increasing sequence of nonempty open sets such that
⋃
n∈N In = I
and redefine
τn , inf
(
t ∈ [0, T ] : St 6∈ In
)
.
Now, we collect several conditions:
Condition 10. The process (θt)t∈[0,T ] is a MPR, the sequence (τn)n∈N is a localizing sequence
for the local (FT ,P)-martingale (Zt)t∈[0,T ] and P-a.s.∫ t
0
(
bs + σsθs
)
ds =
∫ t
0
csds, t ∈ [0, T ].(7.1)
Remark 12. If Condition 10 holds, we have P-a.s.∫ t
0
c
i
sds = 0, t ∈ [0, T ], i = 1, . . . , m,
because (θt)t∈[0,T ] is a MPR.
For r > 0 and two continuous functions f, g : [r,∞)→ R with g > 0 we set
v(f, g, r)(x) ,
∫ x
r
exp
(
−
∫ y
r
2f(z)dz
)∫ y
r
2 exp
(∫ u
r
2f(z)dz
)
g(u)
dudy.(7.2)
Condition 11. In = {x ∈ Rdm : ‖x‖ < n} and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉 ≤ ζ(t)
(
1 + ‖St(ω)‖2
)
.
Condition 12. In = {x ∈ Rdm : 1n+1 < ‖x‖ < n} and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS ≤ ζ(t)‖St(ω)‖2,
‖ct(ω)‖ ≤ ζ(t)‖St(ω)‖.
Condition 13. For all i = 1, . . . ,m and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉 ≤ ζi(t)
(
1 + ‖St(ω)‖2
)
.
Condition 14. In = {x ∈ Rdm : ‖x‖ < n} and for all i = 1, . . . ,m and for (λ\ ⊗ P)-a.a. (t, ω) ∈
[0, T ]× Ω
‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉 ≤ ζi(t)
(
1 + ‖St(ω)‖2
)
.
Condition 15. In = {x ∈ Rdm : 1n+1 < ‖x‖ < n} and for all i = 1, . . . ,m and for (λ\ ⊗ P)-a.a.
(t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS ≤ ζi(t)‖St(ω)‖2,
‖ct(ω) + 1Sit(ω)at(ω)ei‖ ≤ ζi(t)‖St(ω)‖.
Condition 16. In = {x ∈ Rdm : ‖x‖ < n}. Moreover, there exists an r > 0 such that for (λ\⊗P)-
a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≤
√
2r
‖σt(ω)‖2HS + ‖ct(ω)‖ ≤ ζ(t).
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Moreover, there are continuous functions A : [r,∞) → (0,∞) and B : [r,∞) → R such that for
(λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2r
ζ(t)A
(‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉,
and
lim
tր∞
v
(
1
2
B,A, r
)
(t) =∞.
Condition 17. In = {x ∈ Rdm : 1n+1 < ‖x‖ < n}. Moreover, there exists an r > 0 and continuous
functions A1 : [r,∞)→ (0,∞),B1 : [r,∞)→ R, A2 : (0, r]→ (0,∞) and B2 : (0, r]→ R such that
A1(r) = A2(r) and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]×Ω: ‖St(ω)‖ ≥
√
2r
ζ(t)A1
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B1
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉,
for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≤
√
2r
ζ(t)A2
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B2
( ‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉,
and
lim
tր∞
v
(
1
2
B
1
, A
1
, r
)
(t) = lim
tց0
v
(
1
2
B
2
, A
2
, r
)
(t) =∞.
Condition 18. For i = 1, . . . ,m there exists an ri > 0 such that for (λ\ ⊗ P)-a.a. (t, ω) ∈
[0, T ]× Ω: ‖St(ω)‖ ≤
√
2ri
‖σt(ω)‖2HS + ‖ct(ω) + 1Sit(ω)at(ω)ei‖ ≤ ζi(t).
Moreover, there are continuous functions Ai : [ri,∞)→ (0,∞) and Bi : [ri,∞)→ R such that for
(λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2ri
ζi(t)Ai
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉Bi
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
and
lim
tր∞
v
(
1
2
Bi, Ai, ri
)
(t) =∞.
Condition 19. For i = 1, . . . ,m there exists an ri > 0 and continuous functions A
1
i : [ri,∞) →
(0,∞),B1i : [ri,∞) → R, A2i : (0, ri] → (0,∞) and B2i : (0, ri] → R and such that A1i (ri) = A2i (ri)
and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2ri
ζi(t)A
1
i
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B1i
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≤
√
2ri
ζi(t)A
2
i
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B2i
( ‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
and
lim
tր∞
v
(
1
2
B
1
i , A
1
i , ri
)
(t) = lim
tց0
v
(
1
2
B
2
i , A
2
i , ri
)
(t) =∞.
Condition 20. In = {x ∈ Rdm : ‖x‖ < n}. Moreover, for i = 1, . . . ,m there exists an ri > 0 such
that for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≤
√
2ri
trace at(ω) + ‖ct(ω) + 1Sit(ω)at(ω)ei‖ ≤ ζi(t).
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Moreover, there are continuous functions Ai : [ri,∞)→ (0,∞) and Bi : [ri,∞)→ R such that for
(λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2ri
ζi(t)Ai
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉Bi
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
and
lim
tր∞
v
(
1
2
Bi, Ai, ri
)
(t) =∞.
Condition 21. In = {x ∈ Rdm : 1n+1 < ‖x‖ < n}. Moreover, for i = 1, . . . ,m there exists an
ri > 0 and continuous functions A
1
i : [ri,∞)→ (0,∞), B1i : [ri,∞)→ R, A2i : (0, ri]→ (0,∞) and
B2i : (0, ri]→ R such that A1i (ri) = A2i (ri) and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]×Ω: ‖St(ω)‖ ≥
√
2ri
ζi(t)A
1
i
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B1i
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≤
√
2ri
ζi(t)A
2
i
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B2i
( ‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + 1Sit(ω)at(ω)ei〉,
and
lim
tր∞
v
(
1
2
B
1
i , A
1
i , ri
)
(t) = lim
tց0
v
(
1
2
B
2
i , A
2
i , ri
)
(t) =∞.
Condition 22. There exist continuous functions A : (0,∞) → (0,∞) and B : (0,∞) → R and
for all n ∈ N there exist an hn ∈ H and a κn ∈ K such that for all x, y ∈ [ 1n+1 , n]
|A 12 (x)− A 12 (y)| ≤ hn(|x− y|), |A(x)B(x)− A(y)B(y)| ≤ κn(|x− y|),(7.3)
and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
(‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS,
and
lim
tր∞
v
(
1
2
B,A, 1
)
(t) <∞.
Condition 23. There exist continuous functions A : (0,∞) → (0,∞) and B : (0,∞) → R and
for all n ∈ N there exist an hn ∈ H and a κn ∈ K such that (7.3) holds for all x, y ∈ [ 1n+1 , n], and
for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
(‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS,
and
lim
tց0
v
(
1
2
B,A, 1
)
(t) <∞.
Condition 24. There exist an i ∈ {1, . . . , d}, continuous functions A : (0,∞) → (0,∞) and
B : (0,∞) → R and for all n ∈ N there exist an hn ∈ H and a κn ∈ K such that (7.3) holds for
all x, y ∈ [ 1
n+1
, n], and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
( ‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), 1Sit(ω)at(ω)ei〉,
and
lim
tր∞
v
(
1
2
B,A, 1
)
(t) <∞.
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Condition 25. There exist an i ∈ {1, . . . , d}, continuous functions A : (0,∞) → (0,∞) and
B : (0,∞) → R and for all n ∈ N there exist an hn ∈ H and a κn ∈ K such that (7.3) holds for
all x, y ∈ [ 1
n+1
, n], and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
(‖St(ω)|2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), 1Sit(ω)at(ω)ei〉,
and
lim
tց0
v
(
1
2
B,A, 1
)
(t) <∞.
The main result of this section are the following three theorems.
Theorem 10. Suppose that Condition 10 and one of the Conditions 11, 12, 16 and 17 hold.
Then, the process (Zt)t∈[0,T ] is an (FT ,P)-martingale, the probability measure Q defined by the
Radon-Nikodym derivative (4.10) is an ELMM and (FT ,Q,B) ∈ I(c, σ, [0, T ]). Moreover, the
following hold:
(i) If one of the Conditions 13, 18 and 19 holds, then Q is an EMM.
(ii) If d = m and one of the Conditions 24 and 25 holds, then Q is no EMM.
(iii) If Condition 2 holds, then on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process
to the martingale problem (A,L, [0, T ]) and σ(Bt, t ∈ [0, T ]) and σ(ξt, t ∈ [0, T ]) are
Q-independent.
Theorem 11. If Condition 10 and one of the Conditions 14, 15, 20 and 21 holds, then the
process (Zt)t∈[0,T ] as given in Condition 10 is a SMD.
Theorem 12. Suppose that d = m.
(i) If one of the Conditions 22 and 23 holds, then there exists no ELMM.
(ii) If one of the Conditions 24 and 25 holds, then no SMD exists.
We will only present sketches of the proofs which can be found in Section 11.
7.2. The multidimensional Stochastic Exponential Model. We now turn to the multidi-
mensional SEM (m, d). In particular, this means that I = Rd. We redefine
τn , inf
(
t ∈ [0, T ] : ‖St‖ ≥ n
)
.
As in the previous section, we collect several conditions:
Condition 26. For (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉 ≤ ζ(t)
(
1 + ‖St(ω)‖2
)
.
Condition 27. For all i = 1, . . . ,m and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + at(ω)ei〉 ≤ ζi(t)
(
1 + ‖St(ω)‖2
)
.
Condition 28. There exists an r > 0 such that for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]×Ω: ‖St(ω)‖ ≤
√
2r
‖σt(ω)‖2HS + ‖ct(ω)‖ ≤ ζ(t).
Moreover, there are continuous functions A : [r,∞) → (0,∞) and B : [r,∞) → R such that for
(λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2r
ζ(t)A
(‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω)〉,
and
lim
tր∞
v
(
1
2
B,A, r
)
(t) =∞.
Condition 29. For i = 1, . . . ,m there exists an ri > 0 such that for (λ\ ⊗ P)-a.a. (t, ω) ∈
[0, T ]× Ω: ‖St(ω)‖ ≤
√
2ri
trace at(ω) + ‖ct(ω) + at(ω)ei‖ ≤ ζi(t).
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Moreover, there are continuous functions Ai : [ri,∞)→ (0,∞) and Bi : [ri,∞)→ R such that for
(λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω: ‖St(ω)‖ ≥
√
2ri
ζi(t)Ai
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉Bi
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ct(ω) + at(ω)ei〉,
and
lim
tր∞
v
(
1
2
Bi, Ai, ri
)
(t) =∞.
Condition 30. The initial value s0 is not the origin (i.e. ‖s0‖ 6= 0) and there exist continuous
functions A : (0,∞)→ (0,∞) and B : (0,∞)→ R and for all n ∈ N there exist an hn ∈ H and a
κn ∈ K such that (7.3) holds for all x, y ∈ [ 1n+1 , n] and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
(‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS,
and
lim
tր∞
v
(
1
2
B,A, 1
)
(t) <∞.
Condition 31. The initial value s0 is not the origin and there exist an i ∈ {1, . . . , d}, continuous
functions A : (0,∞) → (0,∞) and B : (0,∞) → R and for all n ∈ N there exist an hn ∈ H and
κn ∈ K such that (7.3) holds for all x, y ∈ [ 1n+1 , n] and for (λ\⊗P)-a.a. (t, ω) ∈ [0, T ]× Ω
A
( ‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), at(ω)ei〉,
and
lim
tր∞
v
(
1
2
B,A, 1
)
(t) <∞.
The main result of this section are the following three theorems.
Theorem 13. Suppose that Condition 10 and one of the Conditions 26 and 28 hold. Then,
the process (Zt)t∈[0,T ] is an (FT ,P)-martingale, the probability measure Q defined by the Radon-
Nikodym derivative (4.10) is an ELMM and (FT ,Q, B) ∈ I(c, σ, [0, T ]). Moreover, the following
hold:
(i) If one of the Conditions 27 and 29 holds, then Q is an EMM.
(ii) If d = m and Condition 31 holds, then Q is no EMM.
(iii) If Condition 2 holds, then on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process
to the martingale problem (A,L, [0, T ]) and σ(Bt, t ∈ [0, T ]) and σ(ξt, t ∈ [0, T ]) are
Q-independent.
Theorem 14. If Condition 10 and one of the Conditions 27 and 29 hold, then the process
(Zt)t∈[0,T ] is a SMD.
Theorem 15. Suppose that d = m.
(i) If Condition 30 holds, then there exists no ELMM.
(ii) If Condition 31 holds, then no SMD exists.
We will only present sketches of proofs which can be found in Section 11. Our conditions
extend those in [14] for a pure diffusion setting.1
8. Proofs for Section 4
The following section is divided into two parts. In the first part we prove Lyapunov-type
conditions and the second part we present the proofs of the results from Section 4. We use the
notation
at , σtσ
∗
t , t ∈ [0, T ].
Moreover, (ut)t∈[0,T ] denotes an R
d-valued process on (Ω,F).
1 [14, (3.16), (3.20)] contain a typo, namely ζ has to be set to one; also in the fourth line of [14, (A.16)] the
function ζ has to be one
22 D. CRIENS
8.1. Criteria for Explosion and Non-Explosion. For an open set G ⊆ I we denote by ∂IG
the boundary of G in I , i.e.
∂IG , clI(G)\G ⊆ I,
where clI(G) denotes the closure of G in I . Note that clI(G) = clRd(G) ∩ I . Let (In)n∈N ⊂ I be
an increasing sequence of nonempty open sets such that
⋃
n∈N In = I and ∂IIn 6= ∅.
Remark 13. For a set G ⊆ I the boundary ∂IG is empty if and only if G is clopen in I , i.e.
open and closed in I . Because I is a domain, the only clopen sets in I are I itself and the empty
set. Consequently, since In is nonempty, ∂IIn 6= ∅ if and only if In 6= I .
We redefine the random time τn to be
τn , inf
(
t ∈ [0, T ] : St 6∈ In
)
.
In this section we impose the following:
Standing Assumption 4. For all n ∈ N let (Fn,Qn, Bn) ∈ I(u, σ, [0, T ], τn) and in the case
d = 1 assume in addition that
σt(ω) 6= 0 for (λ\⊗Qn)-a.a. (t, ω) ∈ [0, T ]×Ω, n ∈ N.(8.1)
We fix a Borel function ζ : [0, T ]→ R+ such that∫ T
0
ζ(s)ds <∞.
8.1.1. A Lyapunov-type Criterion. In this section we give a Lyapunov-type condition for
lim sup
n→∞
Q
n(τn > T ) = 1,(8.2)
which is in the spirit of classical Lyapunov conditions for diffusions, see, e.g., [50]. Let us fix some
notation: For f ∈ C2(I) and s ∈ [0, T ] we set
Lf(s) , 〈∇f(Ss), us〉+ 12 trace
(∇2f(Ss)as).
When d = 1 and f ∈ C1(I) with absolutely continuous derivative, then there exists a λ\-null set
Nf ⊂ I such that f has a second derivative f ′′ on I\Nf , see [11, Section 6.3]. In this case we set
for all s ∈ [0, T ]
Lf(s) , f ′(Ss)us + 12f ′′(Ss)1I\Nf (Ss)as.
Theorem 16. Let V : I → (0,∞) be a function which is in C2(I) when d ≥ 2 or differentiable
with absolutely continuous derivative when d = 1. If d ≥ 2 assume that
LV (t)(ω) ≤ ζ(t)V (St(ω)) for (λ\⊗Qn)-a.a. (t, ω) ∈ [0, T ]×Ω, n ∈ N.(8.3)
If d = 1 assume that there exists a λ\-null set N ⊂ I such that
LV (t)(ω)1I\N(St(ω)) ≤ ζ(t)V (St(ω))1I\N(St(ω))
for (λ\⊗Qn)-a.a. (t, ω) ∈ [0, T ]× Ω, n ∈ N.(8.4)
Then, lim supn→∞ infx∈∂IIn V (x) =∞ implies that (8.2) holds.
Proof:We start with an observation for the case d = 1: If LS denotes the local time of (St∧τn)t∈[0,T ],
then Qn-a.s. ∫ T∧τn
0
1N(Ss)σ
2
sds = 2
∫ ∞
−∞
1N(x)L
S
T (x)dx = 0,
see [53, Corollary VI.1.6]. Recalling that (8.1) means that Qn-a.s. λ\({t ∈ [0, T ] : σt = 0}) = 0,
see Remark 4, we conclude that Qn-a.s λ\({t ∈ [0, T ∧ τn] : St ∈ N}) = 0. We will use this fact in
the following without further reference.
We set
U
n
t , exp
(
−
∫ t∧τn
0
ζ(s)ds
)
V (St∧τn), t ∈ [0, T ].
By Itoˆ’s formula (see [30, Theorem 2.54] for a local version) when d ≥ 2 or a generalized Itoˆ’s
formula (see [41, Problem 3.7.3]) when d = 1, we obtain that the process
U
n
t +
∫ t∧τn
0
exp
(
−
∫ s
0
ζ(z)dz
)(
ζ(s)V (Ss)−LV (s)
)
ds, t ∈ [0, T ],
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is a local (Fn,Qn)-martingale. We deduce from (8.3) or (8.4) and the fact that non-negative local
martingales are supermartingales, that Qn-a.s.
(Unt )t∈[0,T ] ≤ (Fn,Qn)-supermartingale starting at U0 = V (s0).
Let no ≥ 2 be such that s0 ∈ Ino−1. Note that for all n ≥ no we have Qn-a.s. on {τn ≤ T}
Sτn ∈ ∂IIn.
We conclude that for all n ≥ no
Q
n(τn ≤ T ) exp
(
−
∫ T
0
ζ(s)ds
)
inf
x∈∂IIn
V (x) ≤ EQn [Unτn1{τn≤T}]
≤ EQn [UnT ] ≤ V (s0).
If lim supn→∞ infx∈∂IIn V (x) =∞, there exists a sequence (nk)k∈N ⊂ N ∩ (no,∞) with nk →∞
as k →∞ such that infx∈∂IInk V (x) > 0 for all k ∈ N and
lim
k→∞
inf
x∈∂IInk
V (x) =∞.
We deduce from
0 ≤ Qnk (τnk ≤ T ) ≤ V (s0) exp
(∫ T
0
ζ(s)ds
) 1
infx∈∂IInk V (x)
that
lim
k→∞
Q
nk(τnk ≤ T ) = 0 ⇔ lim
k→∞
Q
nk(τnk > T ) = 1.
Thus, we conclude that
1 = lim
k→∞
Q
nk (τnk > T ) ≤ lim sup
n→∞
Q
n(τn > T ) ≤ 1,
which implies (8.2). The proof is complete. 
8.1.2. An Integral Test for d = 1. We assume that I = (l, r) for −∞ ≤ l < r ≤ +∞. Let
a, a : I → (0,∞) and u, u : I → R be Borel functions and set
N1 ,
{
(t, ω) ∈ [0, T ]× Ω: a(St(ω)) > at(ω)
}
,
N2 ,
{
(t, ω) ∈ [0, T ]× Ω: ζ(t)a(St(ω)) < at(ω)
}
,
N3 ,
{
(t, ω) ∈ [0, T ]× Ω: u(St(ω))at(ω) > ut(ω)
}
,
N4 ,
{
(t, ω) ∈ [0, T ]× Ω: u(St(ω))at(ω) < ut(ω)
}
.
Definition 10. (i) A pair (f, g) of Borel functions I → R is said to satisfy the Engelbert-
Schmidt conditions (ES), if
g > 0 and
1
g
+ |f | ∈ L1loc.
(ii) We say that (f, g) satisfy the Yamada-Watanabe-Engelbert-Schmidt conditions (YWES),
if (f, g) are continuous, satisfies the ES conditions and there exist sequences sequences
ln ց l, rn ր r, hn ∈ H and κn ∈ K such that l < ln+1 < ln < rn < rn+1 < r and for all
x, y ∈ [ln, rn]
|g 12 (x)− g 12 (y)| ≤ hn(|x− y|),
|g(x)f(x)− g(y)f(y)| ≤ κn(|x− y|).
For a pair (f, g) which satisfies the ES conditions, we can define
v(f, g, c)(x) ,
∫ x
c
exp
(
−
∫ y
c
2f(z)dz
)∫ y
c
2 exp
(∫ u
c
2f(z)dz
)
g(u)
dudy, x, c ∈ I.
The main result of this section is the following:
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Theorem 17. (i) Assume that (u, a) and (u, a) satisfy the ES conditions. Moreover, suppose
that there is a c ∈ I such that
lim
wրr
v (u, a, c) (w) = lim
wցl
v (u, a, c) (w) =∞.(8.5)
If (λ\ ⊗Qn)(N2 ∪N3 ∪N4) = 0 for all n ∈ N, then (8.2) holds with In = (ln, rn) for all
sequences ln ց l, rn ր r such that l < ln+1 < ln < rn < rn+1 < r.
(ii) Suppose that there is a c ∈ I such that (u, a) satisfy the YWES conditions and
lim
wրr
v (u, a, c) (w) <∞.
Suppose that Q is a probability measure, G = (Gt)t∈[0,T ] is a Q-complete right-continuous
filtration and (Bt)t∈[0,T ] is an (G,Q)-Brownian motion such that
(λ\⊗Q)(N1 ∪N3) = 0.
Then, (G,Q, B) 6∈ I(u, σ, [0, T ])
(iii) Suppose that there is a c ∈ I such that (u, a) satisfy the YWES conditions and
lim
wցl
v (u, a, c) (w) <∞.
Suppose that Q is a probability measure, G = (Gt)t∈[0,T ] is a Q-complete right-continuous
filtration and (Bt)t∈[0,T ] is an (G,Q)-Brownian motion such that
(λ\⊗Q)(N1 ∪N4) = 0.
Then, (G,Q, B) 6∈ I(u, σ, [0, T ]).
Proof: (i). We recall a well-known fact: There are differentiable functions U1 : [c, r)→ [1,∞) and
U2 : (l, c] → [1,∞) with absolutely continuous derivatives and a λ\-null set N ′ ⊂ I such that U1
is increasing, U2 is decreasing, U1(c) = U2(c) = 1, U
′
1(c) = U
′
2(c) = 0, for all x ∈ [c, r)\N ′ and for
all y ∈ (l, c]\N ′
a(x)
(
1
2
U
′′
1 (x) + uU
′
1(x)
)
= U1(x) and a(y)
(
1
2
U
′′
2 (y) + uU
′
2(y)
)
= U2(y),
1 + v(u, a, c) ≤ U1 and 1 + v(u, a, c) ≤ U2, see [41, Lemma 5.5.26]. We define
V ,
{
U1, on [c, r),
U2, on (l, c],
which is a differentiable function with absolutely continuous derivative. In particular, V ′ ≥ 0 on
[c, r), V ′ ≤ 0 on (l, c], 1
2
V ′′ + uV ′ ≥ 0 on (l, c]\N ′ and 1
2
V ′′ + uV ′ ≥ 0 on [c, r)\N ′. Furthermore,
lim
xրr
V (x) = lim
xցl
V (x) =∞,(8.6)
due to the assumption (8.5). Set N⋆ , N2 ∪N3 ∪N4. W.l.o.g. we assume that NV ⊆ N ′. For all
(t, ω) 6∈ N⋆ : St(ω) ∈ [c, r)\N ′
LV (t)(ω) = 1
2
at(ω)V
′′(St(ω)) + ut(ω)V
′(St(ω))
≤ at(ω)
(
1
2
V
′′(St(ω)) + u(St(ω))V
′(St(ω))
)
≤ ζ(t)a(St(ω))
(
1
2
V
′′(St(ω)) + u(St(ω))V
′(St(ω))
)
= ζ(t)V (St(ω)).
In the same manner we see that for all (t, ω) 6∈ N⋆ : St(ω) ∈ (l, c]\N ′
LV (t)(ω) ≤ ζ(t)V (St(ω)).
Consequently, because (λ\ ⊗ Qn)(N⋆) = 0, we conclude that (8.4) holds for N = N ′. For two
sequences ln ց l, rn ր r with l < ln+1 < ln < rn < rn+1 < r we set In , (ln, rn) and obtain that
lim sup
n→∞
inf
x∈∂IIn
V (x) = lim sup
n→∞
min
(
V (ln), V (rn)
)
=∞,
due to (8.6). Thus, the proof is finished due to Theorem 16.
(ii). We use a comparison and contradiction argument as in the proof of [14, Theorem 4.1].
For contradiction, assume that (G,Q, B) ∈ I(u, σ, [0, T ]). Because a is positive and continuous
and Q-a.s
λ\({t ∈ [0, T ] : a(St) > at}) = 0,
∫ T
0
asds <∞,
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the function
[0, T ] ∋ t 7→
∫ t
0
as
a(Ss)
ds
is Q-a.s. finite, continuous and strictly increasing, which implies that the same holds for the
function
φt , inf
(
s ∈ [0, T ] :
∫ s
0
ar
a(Sr)
dr ≥ t
)
, t ∈ [0, T ],
see [53, pp. 179 – 180]. Furthermore, we have Q-a.s. φt ≤ t for all t ∈ [0, T ]. For each t ∈ [0, T ] we
redefine φt to be zero on the Q-null sets where the previously mentioned properties fail. Because
G is Q-complete, this modification of (φt)t∈[0,T ] is an increasing and continuous sequence of finite
G-stopping times.
Next, we setGφ , (Gφt)t∈[0,T ]. The following lemma is a direct consequence of [53, Propositions
V.1.4, V.1.5].
Lemma 1. Suppose that (Ht)t∈[0,T ] is G-progressively measurable. Then, (Hφt)t∈[0,T ] is Gφ-
progressively measurable and Q-a.s.∫ t
0
Hφsds =
∫ φt
0
Hsas
a(Ss)
ds, t ∈ [0, T ],
provided the integrals are well-defined. Moreover, the process (Bφt)t∈[0,T ] is a continuous local
(Gφ,Q)-martingale with Q-a.s.
[Bφ, Bφ]
Q
t = φt, t ∈ [0, T ],
and if Q-a.s.
∫ T
0
H2sds <∞ then also Q-a.s.
∫ T
0
H2φsdφs <∞ and Q-a.s.∫ t
0
HφsdBφs =
∫ φt
0
HsdBs, t ∈ [0, T ].
Recalling that (λ\⊗Q)(N1 ∪N3) = 0 and using Lemma 1 for
Ht , 1{a(St)>at}∪{u(St)at>ut}, t ∈ [0, T ],
shows that Q-a.s.
λ\
({
t ∈ [0, T ] : a(Sφt) > aφt or u(Sφt)aφt > uφt
})
=
∫ φT
0
1{a(Ss)>as}∪{u(Ss)as>us}as
a(Ss)
ds = 0.
We will use this observation in the following without further reference.
Applying Lemma 1 with
Ht ,
a(St)
at
1{at>0}, t ∈ [0, T ],
yields that Q-a.s. ∫ t
0
a(Sφs)
aφs
ds = φt, t ∈ [0, T ],
which shows that Q-a.s.
dφt =
a(Sφt)
aφt
dt.(8.7)
We also deduce from Lemma 1 that Q-a.s. for all t ∈ [0, T ]
Sφt = Sφ0 +
∫ φt
0
usds+
∫ φt
0
σsdBs
= s0 +
∫ t
0
uφsa(Sφs)
aφs
ds+
∫ t
0
σφsdBφs
= s0 +
∫ t
0
uφsa(Sφs)
aφs
ds+
∫ t
0
a
1
2 (Sφs)dB
′
s,
where
B
′
t ,
∫ t
0
σφsdBφs
a
1
2 (Sφs)
, t ∈ [0, T ].
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Due to Lemma 1 and (8.7), we obtain that Q-a.s.∫ t
0
aφs
a(Sφs)
d[Bφ, Bφ]
Q
s =
∫ t
0
aφs
a(Sφs)
dφs =
∫ t
0
aφs
a(Sφs)
a(Sφs)
aφs
ds = t, t ∈ [0, T ].
Consequently, (B′t)t∈[0,T ] is a continuous local (Gφ,Q)-martingale with Q-a.s. [B
′, B′]Qt = t for
t ∈ [0, T ]. In other words, due to Le´vy’s characterization, (B′t)t∈[0,T ] is a (Gφ,Q)-Brownian
motion. We summarize that
dSφt = a(Sφt)
uφt
aφt
dt+ a
1
2 (Sφt)dB
′
t, Sφ0 = s0.
Using a standard extension of (Ω,F ,Gφ,Q) we can extend (B′t)t∈[0,T ] to a Brownian motion
(B′t)t≥0, see, e.g., the proof of [53, Theorem V.1.7].
We will use the following terminology: When we say that (Vt)t≥0 is a continuous [l, r]-valued
process we mean that all its paths are continuous in the [l, r]-topology and absorbed in {l, r}, i.e.
that Vt = Vτ(V ) for all t ≥ τ (V ) , inf(t ≥ 0: Vt 6∈ I).
Definition 11. Let µ : I → R and v : I → R be Borel functions. We say that an SDE
dVt = µ(Vt)dt+ v(Yt)dB
∗
t ,(8.8)
where (B∗t )t≥0 is a one dimensional Brownian motion, satisfies strong existence up to explosion,
if on any probability space (Ωo,Fo,Fo,Po) with Po-complete right-continuous filtration Fo =
(Fot )t≥0, which supports an (Fo,Po)-Brownian motion (B∗t )t≥0 and an I-valued Fo0 -measurable
random variable ψ, there exists a unique up to Po-indistinguishability Fo-adapted continuous
[l, r]-valued process (Vt)t≥0 such that Po-a.s.
Vt∧θn = ψ +
∫ t∧θn
0
µ(Vs)ds+
∫ t∧θn
0
v(Vs)dB
∗
s , t ≥ 0, n ∈ N,
where
θn , inf
(
t ≥ 0: Vt 6∈ (ln, rn)
)
for two sequences ln ց l, rn ր r such that l < ln+1 < ln < rn < rn+1 < r. It is implicit that the
integrals are well-defined, i.e. that Po-a.s.∫ t∧θn
0
(|µ(Vs)|+ |v(Vs)|2)ds <∞, t ≥ 0, n ∈ N.
The process (Vt)t≥0 is called the solution process to (8.8) with driver (B∗t )t≥0.
Due to [41, Theorem 5.5.15], the SDE
dVt = a(Vt)u(Vt)dt+ a
1
2 (Vt)dB
∗
t(8.9)
satisfies weak existence up to explosion in the sense of [41, Definition 5.5.20] and uniqueness in
law. Localizing [53, Proposition IX.3.2, Lemma IX.3.3] yields that the SDE also satisfies pathwise
uniqueness and mimicing the proof of the classical Yamada-Watanabe theorem (see [41, Corollary
5.3.23]) yields that the SDE satisfies strong existence up to explosion.
Consequently, there exists a solution process (Yt)t≥0 to (8.9) with driver (B′t)t≥0. The following
lemma is proven after the proof of Theorem 17 is complete.
Lemma 2. Q-a.s. Yt ≤ Sφt for all t ≤ T ∧ τ (Y ).
Because we assume
lim
wրr
v (u, a, c) (w) <∞
and the process (Yt)t≥0 is regular due to [45, Proposition 2.2], we deduce from [45, Proposition
2.12] and [4, Theorem 1.1] that (Yt)t∈[0,T ] reaches r with positive Q-probability. Consequently, due
to Lemma 2, the process (St)t∈[0,T ] reaches r with positive Q-probability. This is a contradiction.
(iii). For contradiction, assume that (G,Q, B) ∈ I(u, σ, [0, T ]). By the same arguments as in
part (ii), there exists a solution process (Yt)t≥0 to
dYt = a(Yt)u(Yt)dt+ a
1
2 (Yt)dB
′
t, Y0 = s0,
driven by (B′t)t≥0 such that Q-a.s. Sφt ≤ Yt for all t ≤ T ∧ τ (Y ). Because we assume
lim
wցl
v (u, a, c) (w) <∞,
NO ARBITRAGE IN CONTINUOUS FINANCIAL MARKETS 27
the process (Yt)t∈[0,T ] reaches l with positive Q-probability and again the pathwise ordering gives
a contradiction. 
Proof of Lemma 2: Recalling that (a, u) satisfy the YWES conditions, let ln ց l, rn ր r, hn ∈ H
and κn ∈ K such that l < ln+1 < ln < rn < rn+1 < r and for all x, y ∈ [ln, rn]
|a 12 (x)− a 12 (y)| ≤ hn(|x− y|), |a(x)u(x)− a(y)u(y)| ≤ κn(|x− y|).
We set
ρn , inf
(
t ∈ [0, T ] : Sφt 6∈ (ln, rn) or Yt 6∈ (ln, rn)
)
.
Note that for all t ∈ (0, T ] we have∫ t∧ρn
0
d[Y − Sφ, Y − Sφ]Qs
h2n(|Ys − Sφs |)
=
∫ t∧ρn
0
(
a
1
2 (Ys)− a 12 (Sφs)
)2
h2n(|Ys − Sφs |)
ds ≤
∫ t
0
ds = t.
Thus, [53, Lemma IX.3.3] implies that Q-a.s.
L
Y·∧ρn−Sφ·∧ρn
t (0) = 0, t ∈ [0, T ],
where LY·∧ρn−Sφ·∧ρn denotes the local time of (Yt∧ρn − Sφt∧ρn )t∈[0,T ]. We deduce from Tanaka’s
formula (see [53, Theorem VI.1.2]) that Q-a.s.(
Yt∧ρn − Sφt∧ρn
)+
=
∫ t∧ρn
0
1{Ys−Sφs>0}d
(
Ys − Sφs
)
, t ∈ [0, T ].
Taking Q-expectation, using the (Gφ,Q)-martingale property of the Brownian part of (Yt∧ρn −
Sφt∧ρn )t∈[0,T ] and Jensen’s inequality yields that for all t ∈ [0, T ]
E
Q
[
(Yt∧ρn − Sφt∧ρn )+
]
= EQ
[ ∫ t∧ρn
0
1{Ys−Sφs>0}
(
a(Ys)u(Ys)− a(Sφs)uφsaφs
)
ds
]
≤ EQ
[ ∫ t∧ρn
0
1{Ys−Sφs>0}
∣∣a(Ys)u(Ys)− a(Sφs)u(Sφs)∣∣ds]
≤ EQ
[ ∫ t∧ρn
0
1{Ys−Sφs>0}κn(|Ys − Sφs |)ds
]
≤
∫ t
0
E
Q
[
κn((Ys∧ρn − Sφs∧ρn )+)
]
ds
≤
∫ t
0
κn
(
E
Q
[
(Ys∧ρn − Sφs∧ρn )+
])
ds.
Finally, Bihari’s lemma (see [14, Lemma E.2]) yields that for all t ∈ [0, T ]
E
Q
[
(Yt∧ρn − Sφt∧ρn )+
]
= 0.
Consequently, due to Fatou’s lemma, we obtain that for all t ∈ [0, T ]
E
Q
[
(Yt∧τ(Y ) − Sφt∧τ(Y ))+
] ≤ lim inf
n→∞
E
Q
[
(Yt∧ρn − Sφt∧ρn )+
]
= 0.
Using the continuous paths of (Yt∧τ(Y ) − Sφt∧τ(Y ))t∈[0,T ], we conclude that Q-a.s. (Yt∧τ(Y ) −
Sφt∧τ(Y ))
+ = 0 for all t ∈ [0, T ]. This shows the claim. 
Remark 14. Suppose that the pair (f, g) satisfies the ES conditions, let c ∈ I and define
p(f, c)(x) ,
∫ x
c
exp
(
−
∫ y
c
2f(z)dz
)
dy.
Then, due to [41, Problem 5.5.27], we have the implications
lim
xրr
p(f, c)(x) =∞ =⇒ lim
xրr
v(f, g, c)(x) =∞,
lim
xցl
p(f, c)(x) = −∞ =⇒ lim
xցl
v(f, g, c)(x) =∞.
The l.h.s. is sometimes easier to verify than the r.h.s.
28 D. CRIENS
8.1.3. A first Integral Test for d ≥ 2. In this section, we give an integral test for I = Rdm or
I = Rd with In = {x ∈ I : ‖x‖ < n}. We fix a set N ∈ B([0, T ])⊗ F .
Condition 32. There exists an r > 0 such that for all (t, ω) 6∈ N : ‖St(ω)‖ ≤
√
2r
‖σt(ω)‖2HS + ‖ut(ω)‖ ≤ ζ(t).(8.10)
Moreover, there are continuous functions A : [r,∞)→ (0,∞) and B : [r,∞)→ R such that for all
(t, ω) 6∈ N : ‖St(ω)‖ ≥
√
2r
ζ(t)A
(‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉,
and
lim
tր∞
v
(
1
2
B,A, r
)
(t) =∞.
Condition 33. For all (t, ω) 6∈ N we have
‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉 ≤ ζ(t)
(
1 + ‖St(ω)‖2
)
.
Condition 34. The initial value s0 is not the origin and there exit two functions A : (0,∞) →
(0,∞) and B : (0,∞)→ R such that (A,B) satisfy the YWES conditions and for all (t, ω) 6∈ N
A
(‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉,
and
lim
tր∞
v
(
1
2
B,A, r
)
(t) <∞.
Theorem 18. (i) Suppose that one of the Conditions 32 and 33 holds and that (λ\⊗Qn)(N) =
0 for all n ∈ N. Then (8.2) holds.
(ii) Suppose that Condition 34 holds. If Q is a probability measure, G = (Gt)t∈[0,T ] is a Q-
complete right-continuous filtration and (Bt)t∈[0,T ] is an (G,Q)-Brownian motion such
that (λ\⊗Q)(N) = 0, then (G,Q, B) 6∈ I(u, σ, [0, T ]).
Proof: (i). Assume first that Condition 32 holds. There exists an increasing twice continuously
differentiable function φ : [r,∞)→ [1,∞) such that φ(r) = 1, φ′(r) = 0,
1
2
(
Aφ
′′ +ABφ′
)
= φ,(8.11)
and 1 + v( 1
2
B,A, r) ≤ φ, see [41, Lemma 5.5.26] or the proof of [60, Theorem 10.2.3]. Note that
(8.11) holds everywhere due to the continuity assumption on A and B. There exists a twice
continuously differentiable function V : Rd → [1,∞) such that
V (x) = φ
( ‖x‖2
2
)
for x ∈ {y ∈ I : ‖y‖ ≥ √2r}. For all (t, ω) 6∈ N : ‖St(ω)‖ >
√
2r we have
LV (t)(ω) = 1
2
〈at(ω)St(ω), St(ω)〉φ′′
( ‖St(ω)‖2
2
)
+ 1
2
(‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉)φ′( ‖St(ω)‖22 )
≤ 1
2
〈at(ω)St(ω), St(ω)〉
(
φ
′′( ‖St(ω)‖2
2
)
+B
( ‖St(ω)‖2
2
)
φ
′( ‖St(ω)‖2
2
))
≤ 1
2
ζ(t)A
(‖St(ω)‖2
2
)(
φ
′′( ‖St(ω)‖2
2
)
+B
( ‖St(ω)‖2
2
)
φ
′( ‖St(ω)‖2
2
))
= ζ(t)V (St(ω)),
where we used that φ′ ≥ 0 and φ′′ +Bφ′ ≥ 0. Due to the assumption (8.10), we find a constant
C ≥ 1 such that LV (t)(ω) ≤ Cζ(t) for all (t, ω) 6∈ N : ‖St(ω)‖ ≤
√
2r. Thus, LV (t)(ω) ≤
Cζ(t)V (St(ω)) for all (t, ω) 6∈ N . Note that (8.3) is implied by (λ\⊗Qn)(N) = 0. Using the trivial
inclusion cl
Rd(In) ⊆ {x ∈ Rd : ‖x‖ ≤ n}, we obtain that
∂IIn =
(
cl
Rd(In) ∩ I
)\In ⊆ {x ∈ I : ‖x‖ = n}.
Consequently, we obtain that
lim sup
n→∞
inf
x∈∂IIn
V (x) = lim sup
n→∞
φ
(
n2
2
) ≥ lim sup
n→∞
(
1 + v( 1
2
B,A, r)
)(
n2
2
)
=∞,
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by hypothesis. The claim follows from Theorem 16.
When Condition 33 holds, we set V (x) , 1 + ‖x‖2 and obtain that for all (t, ω) 6∈ N
LV (t)(ω) = ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉 ≤ ζ(t)V (St(ω)).
Thus, because
lim sup
n→∞
inf
x∈∂IIn
V (x) = lim sup
n→∞
(
1 + n2
)
=∞,
the assumptions from Theorem 16 are satisfied and the claim follows.
(ii). The proof is similar to the proof of Theorem 17 (ii), only that we compare ( 1
2
‖St‖2)t∈[0,T ]
to a [0,∞]-valued diffusion. We give some details: For contradiction, assume that (G,Q, B) ∈
I(u, σ, [0, T ]). Define p(x) , 1
2
‖x‖2. The function
t 7→
∫ t
0
〈asSs, Ss〉
A(p(Ss))
ds
is Q-a.s. finite, continuous and strictly increasing, which implies that the same holds for the
function
φt , inf
(
s ∈ [0, T ] :
∫ s
0
〈arSr, Sr〉
A(p(Sr))
dr ≥ t
)
, t ∈ [0, T ].
Furthermore, because by hypothesis Q-a.s. λ\({t ∈ [0, T ] : A(p(St)) > 〈atSt, St〉}) = 0, we have
Q-a.s. φt ≤ t for all t ∈ [0, T ]. Using similar arguments as in the proof of Theorem 17 (ii), we
obtain that
dp(Sφt) =
A(p(Sφt))
(〈Sφt , uφt〉+ 12‖σφt‖2HS)
〈aφtSφt , Sφt〉
dt+ A
1
2 (p(Sφt))dB
′
t, p(Sφ0) =
1
2
‖s0‖2,
where
B
′
t ,
∫ t
0
〈A− 12 (p(Sφs))Sφs , σφsdBφs〉, t ∈ [0, T ],
is a (Gφ,Q)-Brownian motion due to Le´vy’s characterization. Again as in the proof of Theorem
17 (ii) it follows that there exists solution process (Yt)t≥0 in the sense of Definition 11 with
I = (0,∞) to
dYt =
1
2
A(Yt)B(Yt)dt+ A
1
2 (Yt)dB
′
t, Y0 =
1
2
‖s0‖2,
driven by (B′t)t∈[0,T ] and Q-a.s. Yt ≤ p(Sφt) for all t ≤ T ∧ inf(s ∈ [0, T ] : Ys 6∈ (0,∞)). Because
we assume limtր∞ v
(
1
2
B,A, r
)
(t) < ∞, [45, Proposition 2.12] and [4, Theorem 1.1] yield that
(Yt)t∈[0,T ] reaches ∞ with positive Q-probability. Consequently, due to the pathwise ordering,
also the process (p(St))t∈[0,T ] reaches ∞ with positive Q-probability. This is a contradiction. 
8.1.4. A second Integral Test for d ≥ 2. In this section, we give an integral test for I = Rdm with
In = {x ∈ I : 1n+1 < ‖x‖ < n}. We take a set N ∈ B([0, T ])⊗ F .
Condition 35. There exists an r > 0 and continuous functionsA1 : [r,∞)→ (0,∞), B1 : [r,∞)→
R, A2 : (0, r]→ (0,∞) andB2 : (0, r]→ R such thatA1(r) = A2(r) and for all (t, ω) 6∈ N : ‖St(ω)‖ ≥√
2r
ζ(t)A1
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B1
( ‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉,
for all (t, ω) 6∈ N : ‖St(ω)‖ ≤
√
2r
ζ(t)A2
( ‖St(ω)‖2
2
) ≥ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B2
( ‖St(ω)‖2
2
) ≤ ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉,
and
lim
tր∞
v
(
1
2
B
1
, A
1
, r
)
(t) = lim
tց0
v
(
1
2
B
2
, A
2
, r
)
(t) =∞.
Condition 36. For all (t, ω) 6∈ N
‖σt(ω)‖2HS ≤ ζ(t)‖St(ω)‖2,
‖ut(ω)‖ ≤ ζ(t)‖St(ω)‖.
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Condition 37. The initial value s0 is not the origin and there exit two functions A : (0,∞) →
(0,∞) and B : (0,∞)→ R such that (A,B) satisfy the YWES conditions and for all (t, ω) 6∈ N
A
(‖St(ω)‖2
2
) ≤ 〈at(ω)St(ω), St(ω)〉,
〈at(ω)St(ω), St(ω)〉B
(‖St(ω)‖2
2
) ≥ ‖σt(ω)‖2HS + 2〈St(ω), ut(ω)〉,
and
lim
tց0
v
(
1
2
B,A, r
)
(t) <∞.
Theorem 19. (i) Suppose that one of the Conditions 35 and 36 holds and (λ\⊗Qn)(N) = 0
for all n ∈ N. Then (8.2) holds.
(ii) Suppose that Condition 37 holds. If Q is a probability measure, G = (Gt)t∈[0,T ] is a Q-
complete right-continuous filtration and (Bt)t∈[0,T ] is an (G,Q)-Brownian motion such
that (λ\⊗Q)(N) = 0, then (G,Q, B) 6∈ I(u, σ, [0, T ]).
Proof: (i). Suppose first that Condition 35 holds. There exists an increasing twice continuously
differentiable function φ1 : [r,∞) → [1,∞) and a decreasing twice continuously differentiable
function φ2 : (0, r]→ [1,∞) such that φ1(r) = φ2(r) = 1, φ′1(r) = φ′2(r) = 0,
1
2
(
A1φ
′′
1 + A1B1φ
′
1
)
= φ1,
1
2
(
A2φ
′′
2 + A2B2φ
′
2
)
= φ2,
and
1 + v( 1
2
B1, A1, r) ≤ φ1, 1 + v( 12B2, A2, r) ≤ φ2,
see [41, Lemma 5.5.26] or the proof of [60, Theorem 10.2.3]. Note that
φ
′′
1 (r) =
2φ1(r)− A1(r)B1(r)φ′1(r)
A1(r)
=
2
A1(r)
,
φ
′′
2 (r) =
2φ2(r)− A2(r)B2(r)φ′2(r)
A2(r)
=
2
A2(r)
.
Thus, because A1(r) = A2(r), we also have φ
′′
1 (r) = φ
′′
2 (r). We set for x ∈ I = Rdm
V (x) ,
{
φ1
( ‖x‖2
2
)
, if ‖x‖ ≥ √2r,
φ2
( ‖x‖2
2
)
, if ‖x‖ ≤ √2r.
We see that V is twice continuously differentiable and it follows as in the proof of Theorem 18
(i) that LV (t)(ω) ≤ ζ(t)V (St(ω)) for all (t, ω) 6∈ N . Because
∂IIn =
(
cl
Rd(In) ∩ I
)\In
⊆ ({x ∈ Rd : 1
n+1
≤ ‖x‖ ≤ n} ∩ I)\In
=
{
x ∈ I : ‖x‖ = 1
n+1
} ∪ {x ∈ I : ‖x‖ = n},
we obtain that for all n > max(
√
2r, 1√
2r
)
inf
x∈∂IIn
V (x) ≥ min (φ1(n22 ), φ2( 12(n+1)2 ))
≥ min (1 + v( 1
2
B1, A1, r)
(
n2
2
)
, 1 + v( 1
2
B2, A2, r)
(
1
2(n+1)2
))
.
We deduce from our hypothesis that
lim sup
n→∞
inf
x∈∂IIn
V (x) =∞.
Now, the claim follows from Theorem 16.
Next, we assume that Condition 36 holds and set V (x) , 1‖x‖2 + ‖x‖2. For all (t, ω) 6∈ N we
obtain that
LV (t)(ω) = 4〈at(ω)St(ω),St(ω)〉‖St(ω)‖6 −
(‖σt(ω)‖2HS+〈St(ω),ut(ω)〉)
‖St(ω)‖4 + ‖σt(ω)‖
2
HS + 2〈St(ω), ut(ω)〉
≤ 4γ(t)‖St(ω)‖2 +
2γ(t)
‖St(ω)‖2 + γ(t)‖St(ω)‖
2 + 2γ(t)‖St(ω)‖2
≤ 6ζ(t)V (St(ω)).
Now, because
lim sup
n→∞
inf
x∈∂IIn
V (x) ≥ lim sup
n→∞
n
2 =∞,
the claim follows from Theorem 16.
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(ii). The proof is similar to the one of Theorem 18 (ii). We sketch some details: For contradic-
tion, assume that (G,Q, B) ∈ I(u, σ, [0, T ]). Define p, (φt)t∈[0,T ] and (B′t)t∈[0,T ] as in the proof of
Theorem 18 (ii). It follows as in the proof of Theorem 17 (ii) that there exists a solution process
(Yt)t≥0 in the sense of Definition 11 with I = (0,∞) to
dYt =
1
2
A(Yt)B(Yt)dt+ A
1
2 (Yt)dB
′
t, Y0 =
1
2
‖s0‖2,
driven by (B′t)t∈[0,T ] and Q-a.s. Yt ≥ p(Sφt) for all t ≤ T ∧ inf(s ∈ [0, T ] : Ys 6∈ (0,∞)). Because
we assume limtց0 v
(
1
2
B,A, r
)
(t) < ∞, [45, Proposition 2.12] and [4, Theorem 1.1] yield that
(Yt)t∈[0,T ] reaches 0 with positive Q-probability. Consequently, due to the pathwise ordering, also
the process (p(St))t∈[0,T ] reaches 0 with positive Q-probability. This is a contradiction. 
8.2. Proof of Theorem 1. (i). Recall that (θt)t∈[0,T ] is a MPR, that the local (FT ,P)-martingale
(Zt)t∈[0,T ] is defined in (4.1) and that (Bt)t∈[0,T ] is defined in (4.2). The following lemma is proven
after the proof of Theorem 1 is complete.
Lemma 3. We have EP
[
ZT
]
= 1.
Because a non-negative local martingale is a non-negative supermartingale, which is a mar-
tingale if and only if it has constant expectation, Lemma 3 implies that the process (Zt)t∈[0,T ]
is an (FT ,P)-martingale. Thus, we can define a probability measure Q on (Ω,F) by the Radon-
Nikodym derivative
dQ
dP
, ZT .
Because ZT > 0, we have Q ∼ P. Note that P-a.s. for all t ∈ [0, T ]
[W,Z]Pt =
∫ t
0
Zsθsds.
Thus, Proposition 1 yields that (FT ,Q, B) ∈ I(b+ σθ, σ, [0, T ]). Due to the definition of a MPR
and the equivalence of P and Q, we have Q-a.s.∫ t
0
(
bs + σsθs
)
ds = 0, t ∈ [0, T ],
which implies that (FT ,Q, B) ∈ I(0, σ, [0, T ]). Consequently, Q is an ELMM.
The following lemma, which we prove after the proof of Theorem 1 is complete, implies the
remaining claims in (i).
Lemma 4. If Condition 2 holds, then on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is a solution process
to the martingale problem (A,L, [0, T ]) and the σ-fields σ(ξt, t ∈ [0, T ]) and σ(Bt, t ∈ [0, T ]) are
Q-independent.
(ii). Let Q be an ELMM. Then, due to Proposition 4, there exists an (FT ,Q)-Brownian motion
such that (FT ,Q, B) ∈ I(0, σ, [0, T ]). We apply Theorem 17 with ut , 0 for all t ∈ [0, T ] to obtain
a contradiction. Choose u(x) , 0 for all x ∈ (0,∞). Because Q ∼ P, Condition 4 implies that
σ
2
t (ω) ≥ a(St(ω)) for(λ\⊗Q)-a.a. (t, ω) ∈ [0, T ]× Ω,(8.12)
see Remark 4. Moreover, 0 = σ2t (ω)u(St(ω)) = ut(ω) for all (t, ω) ∈ [0, T ]× Ω. Fubini’s theorem
yields that
lim
xց0
v(0, a, 1)(x) =
∫ 1
0
∫ 1
y
2dudy
a(u)
=
∫ 1
0
∫ 1
0
1{y≤u}
2dydu
a(u)
=
∫ 1
0
2u
a(u)
du <∞,
(8.13)
by the hypothesis of the theorem. Thus, part (iii) of Theorem 17 yields that (FT ,Q, B) 6∈
I(0, σ, [0, T ]), which is a contradiction. We conclude that no ELMM exists. 
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Proof of Lemma 3: In view of Condition 1, for all n ∈ N we can define a probability measure Qn
by the Radon-Nikodym derivative
dQn
dP
, ZT∧τn .(8.14)
Because ZT∧τn > 0, we have Q
n ∼ P. Note that P-a.s. for all t ∈ [0, T ]
E
P
[
dQn
dP
∣∣Ft] = Zt∧τn .
We see that P-a.s. for all t ∈ [0, T ]
[W,Z·∧τn ]
P
t =
∫ t∧τn
0
Zsθsds.
Define
B
n
t , Wt −
∫ t∧τn
0
θsds, t ∈ [0, T ].(8.15)
We deduce from Proposition 1 that (FT ,Q
n, Bn) ∈ I(b + σθ, σ, [0, T ], τn). Because Qn ∼ P and
the fact that (θt)t∈[0,T ] is a MPR, we have Q
n-a.s.∫ t
0
(
bs + σsθs
)
ds = 0, t ∈ [0, T ],
which yields that (FT ,Q
n, Bn) ∈ I(0, σ, [0, T ], τn). Because P-a.s. τn ր ∞ as n → ∞, the
monotone convergence theorem and the optional stopping theorem yield that
E
P
[
ZT
]
= lim sup
n→∞
E
P
[
ZT1{τn>T}
]
= lim sup
n→∞
Q
n(τn > T ).
We now apply part (i) of Theorem 17 with ut , 0 for all t ∈ [0, T ] and u(x) , u(x) , 0 for all
x ∈ (0,∞). Because Qn ∼ P, Standing Assumption 2 and Condition 3 imply that
σ
2
t (ω) ≤ ζ(t)a(St(ω)) and σt(ω) 6= 0 for(λ\⊗Qn)-a.a. (t, ω) ∈ [0, T ]× Ω, n ∈ N.(8.16)
Moreover, we have 0 = σ2t (ω)u(St(ω)) = ut(ω) = σ
2
t (ω)u(St(ω)) for all (t, ω) ∈ [0, T ]× Ω. As in
(8.13), Fubini’s theorem yields that
lim
xց0
v(0, a, 1)(x) =
∫ 1
0
2u
a(u)
du =∞,(8.17)
where we use the hypothesis of theorem. Moreover, we have
p(a, 1)(x) =
∫ x
1
dy = x− 1ր∞ with xր∞.(8.18)
Thus, Remark 14 yields that limxր∞ v(0, a, 1)(x) =∞. We conclude that limn→∞Qn(τn > T ) =
1 and thus that EP[ZT ] = 1. The proof is complete. 
Proof of Lemma 4: Step 1. Let g ∈ A. We set
M
g
t , g(ξt)− g(ξ0)−
∫ t
0
Lg(ξ, s)ds, t ∈ [0, T ].(8.19)
Due to the definition of the martingale problem (A,L, [0, T ]), the process (Mgt )t∈[0,T ] is a local
(FT ,P)-martingale with localizing sequence (ρn(ξ))n∈N. Thus, the process ([Mg ,W ]Pt )t∈[0,T ] is
well-defined. Our first step is to show that P-a.s. [Mg ,W ]Pt = 0 for all t ∈ [0, T ]. We explain that
(WtM
g
t )t∈[0,T ] is a local P-martingale for the P-complete right-continuous version of the natural
filtration of (ξt)t∈[0,T ] and (Wt)t∈[0,T ]. Let 0 ≤ s < t ≤ T , G ∈ σ(Wr, r ∈ [0, s]) , Ws and
F ∈ σ(ξr, r ∈ [0, s]) , Es. Then, the P-independence assumption yields
E
P
[
WtM
g
t∧ρm(ξ)1G∩F
]
= EP
[
Wt1G
]
E
P
[
M
g
t∧ρm(ξ)1F
]
= EP
[
Ws1G
]
E
P
[
M
g
s∧ρm(ξ)1F
]
= EP
[
WsM
g
s∧ρm(ξ)1G∩F
]
.
By a monotone class argument, we have
E
P
[
WtM
g
t∧ρm(ξ)1B
]
= EP
[
WsM
g
s∧ρm(ξ)1B
]
NO ARBITRAGE IN CONTINUOUS FINANCIAL MARKETS 33
for all B ∈ Ws ∨ Es. Using the downwards theorem (see [54, Theorem II.51.1]), we see that
also for the P-complete right-continuous version GT , (Gt)t∈[0,T ] of (Wt ∨ Et)t∈[0,T ] the process
(WtM
g
t∧ρm(ξ))t∈[0,T ] is a P-martingale. Consequently, because ρm(ξ) ր ∞ as m → ∞, we con-
clude that (WtM
g
t )t∈[0,T ] is a local (GT ,P)-martingale. By the tower rule, also (Wt)t∈[0,T ] and
(Mgt )t∈[0,T ] are local (GT ,P)-martingales. Integration by parts implies that
[W,Mg]Pt =WtM
g
t −
∫ t
0
WsdM
g
s −
∫ t
0
M
g
s−dWs, t ∈ [0, T ],
where the stochastic integrals are defined as local (GT ,P)-martingales. Here, we use that [W,M
g]Pt
is a limit in P-probability, see [33, Theorem I.4.47] or [53, Fundamental Remark IV.1.19]. We de-
duce that the process ([W,Mg ]Pt )t∈[0,T ] is a continuous local (GT ,P)-martingale of finite variation
and [37, Proposition 15.2] implies that P-a.s. [W,Mg ]Pt = 0 for all t ∈ [0, T ].
Step 2. We show that on the filtered probability space (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ]
is a solution process for the martingale problem (A,L, [0, T ]). By Step 1 and Girsanov’s theorem
(see [33, Theorem III.3.11]), the process
M
g
t −
∫ t
0
d[Z,Mg ]Ps
Zs
=Mgt +
∫ t
0
θsd [W,M
g ]Ps = M
g
t , t ∈ [0, T ],
is a local (FT ,Q)-martingale. The equivalence Q ∼ P implies that Q((ξt∧T )t≥0 ∈ Σ) = Q(ξ0 =
e0) = 1 and the claim follows.
Step 3.We prove Q-independence borrowing an idea from [22, Theorem 4.10.1]. Suppose that
f ∈ C2c (R) with infx∈R f(x) > 0 and define
K
f
t , f(Bt) exp
(
− 1
2
∫ t
0
f ′′(Bs)
f(Bs)
ds
)
, t ∈ [0, T ].
By Itoˆ’s formula, we have
dK
f
t = exp
(
− 1
2
∫ t
0
f ′′(Bs)
f(Bs)
ds
)(
df(Bt)− 12f ′′(Bt)
)
dt
= exp
(
− 1
2
∫ t
0
f ′′(Bs)
f(Bs)
ds
)
f
′(Bt)dBt.
Here, the stochastic integrals are defined as local (FT ,Q)-martingales. Consequently, (K
f
t )t∈[0,T ]
is an (FT ,Q)-martingale, as it is a bounded local (FT ,Q)-martingale. In Step 1 we proved that
P-a.s. [W,Mg ]Pt = [B,M
g]Pt = 0 for all t ∈ [0, T ]. Because Q ∼ P, it follows from [33, Theorem
III.3.13] that Q-a.s. [B,Mg ]Qt = 0 for all t ∈ [0, T ]. Due to integration by parts, we obtain that
dK
f
t M
g
t = K
f
t dM
g
t +M
g
t−dK
f
t + d[K
f
,M
g]Qt
= Kft dM
g
t +M
g
t−dK
f
t ,
which implies that (Kft M
g
t∧ρm(ξ))t∈[0,T ] is an (FT ,Q)-martingale, as it is a bounded local (FT ,Q)-
martingale.
Let ζ be an arbitrary FT -stopping time bounded from above by T and set
Q
∗(G) ,
EQ
[
1GK
f
ζ
]
EQ
[
K
f
ζ
] , G ∈ F .
Using the (FT ,Q)-martingale property of (K
f
t M
g
t∧ρm(ξ))t∈[0,T ] and (K
f
t )t∈[0,T ] and the optional
stopping theorem, for all FT -stopping times ψ bounded from above by T we have
E
Q∗
[
M
g
ψ∧ρm(ξ)
]
=
EQ
[
M
g
ψ∧ρm(ξ)K
f
ζ
]
EQ
[
K
f
ζ
] = g(e0)f(0)
f(0)
= g(e0).
Consequently, by [53, Proposition II.1.4], (Mg
t∧ρm(ξ))t∈[0,T ] is an (FT ,Q
∗)-martingale and, be-
cause Q((ξt∧T )t≥0 ∈ Σ) = Q(ξ0 = e0) = 1, also Q∗((ξt∧T )t≥0 ∈ Σ) = Q∗(ξ0 = e0) = 1. In other
words, on (Ω,F ,FT ,Q∗) the process (ξt)t∈[0,T ] is a solution process for the martingale prob-
lem (A,L, [0, T ]). The assumption that the martingale problem (A,L, [0, T ]) satisfies uniqueness
implies that
Q
∗(Γ) = Q(Γ)(8.20)
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for all
Γ ,
{
ξt1 ∈ G1, . . . , ξtn ∈ Gn
}
,
where G1, . . . , Gn ∈ B(E) and 0 ≤ t1 < · · · < tn ≤ T . We fix Γ such that Q(Γ) > 0 and define
Q
⋆(F ) ,
EQ
[
1F1Γ
]
Q(Γ)
, F ∈ F .
Using the definition of Q∗, (8.20) and the fact that (Kft )t∈[0,T ] is an (FT ,Q)-martingale together
with the optional stopping theorem, we obtain
E
Q⋆
[
K
f
ζ
]
=
EQ
[
K
f
ζ 1Γ
]
Q(Γ)
=
Q∗(Γ)EQ
[
K
f
ζ
]
Q(Γ)
= EQ
[
M
f
ζ
]
= f(0).
Because ζ was arbitrary, we conclude, again from [53, Proposition II.1.4], that (Kft )t∈[0,T ] is an
(FT ,Q
⋆)-martingale. Furthermore, Q⋆(B0 = 0) = 1. Finally, it follows from [22, Proposition
4.3.3] that the Q⋆-law of (Bt)t∈[0,T ] is the Wiener measure. We conclude that
Q
⋆
(
Bs1 ∈ F1, . . . , Bsk ∈ Fk
)
= Q
(
Bs1 ∈ F1, . . . , Bsk ∈ Fk
)
,
for all F1, . . . , Fk ∈ B(R) and 0 ≤ s1 < · · · < sk ≤ T . By the definition of Q⋆, this means that
Q
(
Bs1 ∈ F1, . . . , Bsk ∈ Fk, ξt1 ∈ G1, . . . , ξtm ∈ Gm
)
= Q
(
Bs1 ∈ F1, . . . , Bsk ∈ Fk
)
Q
(
ξt1 ∈ G1, . . . , ξtm ∈ Gn
)
.
We conclude from [37, Lemma 2.6] that the σ-fields σ(ξt, t ∈ [0, T ]) and σ(Bt, t ∈ [0, T ]) are
Q-independent. 
8.3. Proof of Theorem 2. (i). Because (St)t∈[0,T ] is a non-negative local (FT ,Q)-martingale,
it suffices to show that
E
Q
[
ST
]
= s0.
We mimic the proof of Lemma 3. Note that Q-a.s. for all t ∈ [0, T ]
‖St∧τn‖ ≤ n+ ‖s0‖.(8.21)
Thus, (St∧τn)t∈[0,T ] is an (FT ,Q)-martingale. We define a probability measure Q
n on (Ω,F) by
the Radon-Nikodym derivative
dQn
dQ
,
ST∧τn
s0
.
Because ST∧τn > 0, we have Q
n ∼ Q. Denote
B
n
t , Bt −
∫ t∧τn
0
σsds, t ∈ [0, T ].(8.22)
Recalling that (FT ,Q, B) ∈ I(0, σ, [0, T ]), we obtain that Q-a.s. for all t ∈ [0, T ]
[B,S·∧τn ]
Q
t =
∫ t∧τn
0
σsds.
Proposition 1 implies that (FT ,Q
n, Bn) ∈ I(u, σ, [0, T ], τn), where ut , σ2tS−1t for t ∈ [0, T ]. We
apply the first part of Theorem 17. Set u(x) , u(x) , x−1 for x ∈ (0,∞). Because Qn ∼ Q ∼
P, Standing Assumption 2 and Condition 3 imply (8.16). Moreover, u(St(ω))σ
2
t (ω) = ut(ω) =
u(St(ω))σ
2
t (ω) for all (t, ω) ∈ [0, T ]× Ω. Note that
lim
xց0
p(u, a)(x) = −
∫ 1
0
exp
(
− 2
∫ y
1
dz
z
)
dy = −
∫ 1
0
dy
y2
= −∞.(8.23)
Remark 14 implies that limxց0 v(u, a, 1)(x) =∞. We also obtain that
lim
xր∞
v(u, a, 1)(x) =
∫ ∞
1
exp
(
− 2
∫ y
1
dz
z
)∫ y
1
2 exp
(
2
∫ u
1
dz
z
)
a(u)
dudy
=
∫ ∞
1
∫ ∞
1
1{u≤y}
y2
2u2
a(u)
dydu
=
∫ ∞
1
2u
a(u)
du =∞,
(8.24)
by hypothesis. We conclude from Theorem 17 that lim supn→∞Q
n(τn > T ) = 1. Thus, because
E
Q
[ST
s0
]
= lim sup
n→∞
Q
n(τn > T ) = 1,
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the proof is complete.
(ii). Because, due to Proposition 2, the existence of an EMM implies the existence of a SMD,
the claim follows immediately from part (ii) of Theorem 3. 
8.4. Proof of Theorem 3. (i). The definition of the MPR and integration by parts yields that
dZtSt = ZtdSt + StdZt + d[S, Z]
P
t
= ZtσtdWt + Ztbtdt+ ZtStθtdWt + Ztσtθtdt
= ZtSt
(
1
St
+ θs
)
dWt.
(8.25)
Consequently, the process (ZtSt)t∈[0,T ] is a strictly positive local (FT ,P)-martingale. Since (Zt∧τn)t∈[0,T ]
is an (FT ,P)-martingale, the set{
Zγ∧T∧τn : γ FT -stopping time
}
is uniformly P-integrable (see [33, Proposition I.1.47]). Because P-a.s.
‖Sγ∧T∧τn‖ ≤ n+ ‖s0‖
for all FT -stopping times γ, it follows from [37, Lemma 3.10] that also the set{
Zγ∧T∧τnSγ∧T∧τn : γ FT -stopping time
}
is uniformly P-integrable. This shows that (τn)n∈N is a localizing sequence for the local (FT ,P)-
martingale (ZtSt)t∈[0,T ]. For all n ∈ N we define a probability measure Qn on (Ω,F) by the
Radon-Nikodym derivative
dQn
dP
,
ZT∧τnST∧τn
s0
.
Because ZT∧τnST∧τn > 0, we have Q
n ∼ P. We set
B
n
t =Wt −
∫ t∧τn
0
(σs
Ss
+ σsθs
)
ds, t ∈ [0, T ],
and ut = σ
2
t S
−1
t for all t ∈ [0, T ]. Recalling (8.25), Proposition 1 yields that (FT ,Qn, Bn) ∈
I(u, σ, [0, T ], τn). Next, we apply part (i) of Theorem 17. Set u(x) , u(x) , x−1 for x ∈
(0,∞). Because Qn ∼ P, Standing Assumption 2 and Condition 3 imply (8.16). Furthermore,
σ2t (ω)u(St(ω)) = ut(ω) = σ
2
t (ω)u(St(ω)) for all (t, ω) ∈ [0, T ] × Ω. Due to (8.23), we have
limxց0 v(u, a, 1)(x) =∞. As in (8.24) we see that
lim
xր∞
v(u, a, 1)(x) =
∫ ∞
1
2u
a(u)
du =∞,
by hypothesis. Thus, Theorem 17 yields that lim supn→∞Q
n(τn > T ) = 1, which shows that
E
P
[ZTST
s0
]
= lim sup
n→∞
Q
n(τn > T ) = 1.
We conclude that (ZtSt)t∈[0,T ] is an (FT ,P)-martingale, i.e. (Zt)t∈[0,T ] is a SMD. The proof is
complete.
(ii). For contradiction, assume that a SMD exists. Due to Proposition 4 (ii) there exists a
probability measure Q ∼ P and an (FT ,Q)-Brownian motion (Bt)t∈[0,T ] such that (FT ,Q, B) ∈
I(u, σ, [0, T ]), where ut , σ2t S−1t for t ∈ [0, T ]. Next, we apply part (ii) of Theorem 17. Set u(x) ,
x−1 for x ∈ (0,∞). Because Q ∼ P, Condition 4 implies (8.12). Furthermore, σ2t (ω)u(St(ω)) =
ut(ω) for all (t, ω) ∈ [0, T ]× Ω. As in (8.24) we see that
lim
xր∞
v(u, a, 1)(x) =
∫ ∞
1
2u
a(u)
du <∞,
by hypothesis. Thus, Theorem 17 implies (FT ,Q, B) 6∈ I(v, σ, [0, T ]). This is a contradiction and
the proof is complete. 
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8.5. Proof of Theorem 4. To show that (Zt)t∈[0,T ] is an (F,P)-martingale we argue as in the
proof of Lemma 3. For n ∈ N define a probability measure Qn by the Radon-Nikodym derivative
dQn
dP
, ZT∧τn
and define (Bnt )t∈[0,T ] as in (8.15). Proposition 1 and the definition of the MPR yield that
(FT ,Q
n, Bn) ∈ I(0, σ, [0, T ], τn). We now apply Theorem 17 with ut , 0 for all t ∈ [0, T ].
Set u(x) , u(x) , 0 for all x ∈ R. Because Qn ∼ P, Standing Assumption 2 and Condition 3
imply (8.16). Moreover, 0 = σ2s(ω)u(Ss(ω)) = us(ω) = σ
2
s(ω)u(Ss(ω)). Note that
lim
xց−∞
p(a, 1)(x) = lim
xց−∞
∫ x
1
dy = lim
xց−∞
(
x− 1) = −∞.(8.26)
Thus, Remark 14 implis that limxց−∞ v(0, a, 1)(x) =∞. Similarly, (8.18) yields that limxր∞ v(0, a, 1)(x) =
∞. We deduce from Theorem 17 that lim supn→∞Qn(τn > T ) = 1, which implies E[ZT ] = 1.
We conclude that (Zt)t∈[0,T ] is an (FT ,P)-martingale. It follows word for word as in the proof of
Theorem 1 that Q is an ELMM and that (FT ,Q, B) ∈ I(0, σ, [0, T ]). We turn to the proofs of (i)
– (iii).
(i) Recalling (8.21), we can define a probability measure Pn by the Radon-Nikodym derivative
dPn
dQ
,
PT∧τn
p0
.
Note that
dPt = PtdSt = PtσtdBt.
Thus, we obtain that Q-a.s.
[B, P·∧τn ]
Q
t =
∫ t∧τn
0
Psσsds, t ∈ [0, T ].
Define
B
n
t , Bt −
∫ t∧τn
0
σsds, t ∈ [0, T ].
We conclude from Proposition 1 that (FT ,P
n, Bn) ∈ I(σ2, σ, [0, T ], τn). The equivalences Pn ∼
Q ∼ P, Standing Assumption 2 and Condition 3 imply that
σ
2
t (ω) ≤ ζ(t)a(St(ω)) and σt(ω) 6= 0 for(λ\⊗Pn)-a.a. (t, ω) ∈ [0, T ]×Ω, n ∈ N.
We apply Theorem 17 for ut , σ
2
t with t ∈ [0, T ]. Set u(x) , 0, u(x) , 1 for x ∈ R. We have
σ2t (ω)u(St(ω)) = 0 ≤ ut(ω) = σ2(ω)u(St(ω)) for all (t, ω) ∈ [0, T ]× Ω. Recalling (8.26), Remark
14 yields that limxց−∞ v(u, a, 0)(x) =∞. Moreover, we have
lim
xր∞
v(u, a, 0)(x) =
∫ ∞
0
∫ ∞
0
1{y≥u} exp
(− 2y)2 exp(2u)
a(u)
dudy
=
∫ ∞
0
∫ ∞
u
exp
(− 2y)dy 2 exp(2u)
a(u)
du
=
∫ ∞
0
du
a(u)
<∞,
(8.27)
by hypothesis. We conclude from Theorem 17 that lim supn→∞ P
n(τn > T ) = 1. Thus, because
E
Q
[PT
p0
]
= lim sup
n→∞
P
n(τn > T ) = 1,
the process (Pt)t∈[0,T ] is an (FT ,Q)-martingale, i.e. Q is an EMM.
(ii). For contradiction, assume that a SMD exists. Due to Proposition 4, there exists a prob-
ability measure Q⋆ ∼ P and an (FT ,Q⋆)-Brownian motion (B⋆t )t∈[0,T ] such that (FT ,Q⋆, B⋆) ∈
I(σ2, σ, [0, T ]). Next, we apply Theorem 17 with ut , σ2t for t ∈ [0, T ]. Set u(x) , 1 for x ∈ R.
Because Q⋆ ∼ P, Condition 6 implies
σ
2
t (ω) ≥ a(St(ω)) for(λ\⊗Q⋆)-a.a. (t, ω) ∈ [0, T ]× Ω.
Moreover, σ2t (ω)u(St(ω)) = ut(ω) for all (t, ω) ∈ [0, T ]× Ω. Recalling (8.27), we see that
lim
xր∞
v(u, a, 0)(x) =
∫ ∞
0
du
a(u)
<∞,
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by hypothesis. Thus, Theorem 17 yields that (FT ,Q
⋆, B⋆) 6∈ I(σ2, σ, [0, T ]). This is a contradiction
and we conclude that no SMD exists.
(iii). This follows word for word as in the proof of Lemma 4. 
9. Proofs for Section 5
9.1. Proof of Theorem 5. Note that (i) is true because ZT > 0. For g ∈ A∗ we set
M
g
t , g(ξt)− g(ξ0)−
∫ t
0
L
∗
g(ξ, s)ds, t ∈ [0, T ],
K
f
t , f(ξt)− f(ξ0)−
∫ t
0
Lf(ξ, s)ds, t ∈ [0, T ],
K
fg
t , f(ξt)g(ξt)− f(ξ0)g(ξ0)−
∫ t
0
L(fg)(ξ, s)ds, t ∈ [0, T ].
The processes (Kft )t∈[0,T ] and (K
fg
t )t∈[0,T ] are local (FT ,P)-martingales. We set
Vt ,
1
f(ξ0)
exp
(
−
∫ t
0
Lf(ξ, s)
f(ξs)
ds
)
, t ∈ [0, T ].
Integration by parts implies that
dZt = Vt
(
df(ξt)− f(ξt)L(ξ, t)
f(ξt)
dt
)
= VtdK
f
t .
Using again integration by parts and the identity L∗g = 1
f
(
L(fg)− gLf) yields
dZtM
g
t = Zt−dM
g
t +M
g
t−dZt + d[Z,M
g]Pt
= Vt
(
f(ξt−)dM
g
t +M
g
t−dK
f
t + d[f(ξ), g(ξ)]
P
t
)
= Vt
(
f(ξt−)dg(ξt)− f(ξt−)L∗g(ξ, t)dt+ g(ξt−)df(ξt)
− g(ξt−)Lf(ξ, t)dt−
(
g(ξ0) +
∫ t
0
L
∗
g(ξ, s)ds
)
dK
f
t + d[f(ξ), g(ξ)]
P
t
)
= Vt
(
d
(
(fg)(ξt)
)− L(fg)(ξ, t)dt− (g(ξ0) + ∫ t
0
L
∗
g(ξ, s)ds
)
dK
f
t
)
= Vt
(
dK
fg
t −
(
g(ξ0) +
∫ t
0
L
∗
g(ξ, s)ds
)
dK
f
t
)
.
We conclude that (ZtM
g
t )t≥0 is a local (FT ,P)-martingale and it follows from [33, Proposi-
tion III.3.8] that (Mgt )t∈[0,T ] is a local (FT ,Q)-martingale. The equivalence Q ∼ P yields that
Q((ξt∧T )t≥0 ∈ Σ) = Q(ξ0 = e0) = 1. We conclude that on (Ω,F ,FT ,Q) the process (ξt)t∈[0,T ] is
a solution process to the martingale problem (A∗, L∗, [0, T ]), i.e. (iv) holds.
Because σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) are assumed to be P-independent, it follows as
in the proof of Lemma 4 that P-a.s. [Z,W ]Pt = 0 for all t ∈ [0, T ]. Thus, Proposition 1 yields that
(ii) holds true, i.e. (FT ,Q,W ) ∈ I(b, σ, [0, T ]).
It remains to show (iii), i.e. that σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) are Q-independent. Take
0 ≤ s1 < · · · < sm ≤ T, 0 ≤ t1 < · · · < tn ≤ T ,(Gk)k≤m ⊂ B(E) and (Fk)k≤n ⊂ B(Rd) and set
Γ1 ,
{
ξs1 ∈ G1, . . . , ξsm ∈ Gm
}
,
Γ2 ,
{
Wt1 ∈ F1, . . . ,Wtn ∈ Fn
}
.
The P-independence of σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) and the uniqueness of the Wiener
measure yield that
Q(Γ1 ∩ Γ2) = EP
[
ZT1Γ1∩Γ2
]
= EP
[
ZT1Γ1
]
P(Γ2)
= Q(Γ1)Q(Γ2).
We conclude that σ(ξt, t ∈ [0, T ]) and σ(Wt, t ∈ [0, T ]) are Q-independent. This completes the
proof. 
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9.2. Proof of Proposition 5. Let (Xt)t≥0 be the coordinate process on D, i.e. Xt(ω) = ω(t)
for t ≥ 0, and denote
M
f
t ,
f(Xt)
f(e0)
exp
(
−
∫ t
0
Lf(X, s)
f(Xs)
ds
)
, t ∈ [0, T ].
Define by µ , P ◦ (ξt)−1t≥0 a probability measure on (D,D). We have to show that
E
µ
[
M
f
T
]
= 1.
It follows from [30, Lemma 2.9] that (Mft )t∈[0,T ] is a local (D, µ)-martingale with localizing
sequence (ρn)n∈N. For all n ∈ N, define a probability measure µn on (D,D) via the Radon-
Nikodym derivative
dµn
dµ
=MfT∧ρn .
The following lemma is proven after the proof of Proposition 5 is complete.
Lemma 5. Let µ∗ be the unique law of a solution process to the martingale problem (A∗, L∗,R+, e0).
For all n ∈ N we have
µn(ρn > T ) = µ
∗(ρn > T ).
Due to this lemma and the optional stopping theorem, we have
E
µ
[
M
f
T
]
= lim
n→∞
E
µ
[
M
f
ρn1{ρn>T}
]
= lim
n→∞
µ
∗(ρn > T ) = 1.
This completes the proof. 
Proof of Lemma 5: We adapt the proof of [33, Theorem III.2.40]. To simplify our notation, we
set T ∧ ρn , ρ. We denote by µe the unique law of a solution process to the martingale problem
(A∗, L∗,R+, e).
Step 1. We show that e 7→ µe(G) is Borel for all G ∈ D. Recall that we assume that A∗
contains a countable determining set A⋆. Now, we follow the strategy outlined in [60, Exercise
6.7.4]. Let Φ be the map which maps µe to its initial value e. This map is an injection. We show
that {µe, e ∈ E} is a Borel subset of the space of probability measures equipped with the topology
of convergence in distribution. In this case, Φ is Borel as a composition of the map µ 7→ µ ◦X−10 ,
which is continuous due to the continuity (w.r.t. the Skorokhod topology) of ω 7→ ω(0) and the
continuous mapping theorem, and the inverse of e 7→ δe, which is Borel due to Kuratovski’s
theorem (see [11, Proposition 8.3.5, Theorem 8.3.7]). Here δe denotes the Dirac measure on e.
In particular, the set {δe, e ∈ E} is Borel. Finally, this implies that Φ−1 is Borel again due to
Kuratovski’s theorem and our claim is proven. Note that a Do-adapted process is a D-martingale
if and only if it is a Do-martingale. The implication ⇒ follows from the downward theorem (see
[54, Theorem II.51.1]) and the implication ⇐ follows from the tower rule. Set
K
g
t , g(Xt)− g(X0)−
∫ t
0
Kg(Xs)ds, t ≥ 0.
Using the uniqueness hypothesis and the definition of a determining set, {µe, e ∈ E} consists of
all ν such that ν ◦X−10 ∈ {δe, e ∈ E}, ν(Σ) = 1 and
E
ν
[
(Kgt∧ρm −Kgs∧ρm)1G
]
= 0,
for all g ∈ A⋆, s < t,m ∈ N and G ∈ Dos . We can restrict ourselves to rational s < t because of
the right-continuity of Kg. Furthermore, Dos = σ(Xt, t ∈ Q+ ∩ [0, s]) is countable generated, i.e.
contains a countable determining class. Hence, it suffices to take countably many sets from Dos
into consideration. We conclude that {µe, e ∈ E} is Borel (see [1, Theorem 15.13]).
Step 2: Because µn ∼ µ, we have µn(Θ−1T Σ) = µn(X0 = e0) = 1. As in the proof of Theorem
5, we see that for all g ∈ A∗ the process (Kgt∧ρ)t≥0 is a (D, µn)-martingale.
Step 3. Recalling that ρ is bounded, we deduce from [33, Lemma III.2.44] that
Doρ ∨ θ−1ρ (D) = D.
Hence, we can associate to each G ∈ D a (not necessarily unique) G′ ∈ Doρ ⊗D such that
G =
{
ω ∈ D : (ω, θρ(ω)ω) ∈ G′
}
.
We define
ν(G) ,
∫
µn(dω)µω(ρ(ω))(dω
∗)1G′(ω, ω
∗).
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It follows from [33, Lemma III.2.47] that ν is a probability measure on (D,D), i.e. that ν is defined
unambiguously. For G ∈ Do0 we can choose G′ = G ×D. Consequently,
ν(X0 = e0) = µn(X0 = e0) = 1.
Because Σ is assumed to be T -good, there exists a set Σ∗ ∈ Doρ such that Θ−1T Σ ⊆ Σ∗ and
Σ′ = Σ∗ × Σ. Therefore, we have
ν(Σ) =
∫
µn(dω)µω(ρ(ω))(Σ)1Σ∗(ω) = µn(Σ
∗) ≥ µn(Θ−1T Σ) = 1.
Let ψ be a bounded Do-stopping time and fix m ∈ N. For ω, α ∈ D and t ≥ 0 we set
z(ω, α)(t) ,
{
ω(t), t < ρ(ω),
α(t− ρ(ω)), t ≥ ρ(ω),
and
V (ω, α) ,
{(
(ψ ∧ ρm) ∨ ρ− ρ
)
(z(ω,α)), α(0) = ω(ρ(ω)),
0, otherwise.
Due to [19, Theorem IV.103] the map V is Doρ ⊗ D-measurable such that V (ω, ·) is a (Dot )t≥0-
stopping time for all ω ∈ D. Furthermore, it is evident from the definition that
(ψ ∧ ρm)(ω) ∨ ρ(ω) = ρ(ω) + V (ω, θρ(ω)ω)
for ω ∈ D. For all ω, α ∈ D with α(0) = ω(ρ(ω)) we have ω(t) = z(ω,α)(t) for all t ≤ ρ(ω) and
Galmarino’s test (see [33, Lemma III.2.43 c)]) yields that for all G ∈ Doρ
ω ∈ G ⇔ z(ω,α) ∈ G.
Thus, we have for ω ∈ {ρ < ψ ∧ ρm} ∈ Doρ and α ∈ D starting at α(0) = ω(ρ(ω))
V (ω,α) = (ψ ∧ ρm)(z(ω,α))− ρ(ω) ≤ ρm(α).
Note further that for ω ∈ {ρ < ψ ∧ ρm}
K
g
V (ω,θρ(ω)ω)
(θρ(ω)ω) = K
g
(ψ∧ρm)(ω)−ρ(ω)(θρ(ω)ω)
= g(ω((ψ ∧ ρm)(ω)))− g(ω(ρ(ω)))−
∫ (ψ∧ρm)(ω)
ρ(ω)
Kg(ω(s))ds
= Kg(ψ∧ρm)(ω)(ω)−K
g
ρ(ω)(ω).
Because (Kgt∧ρ)t≥0 is a (D, µn)-martingale, we have
E
ν
[
K
g
ρ∧ψ∧ρm
]
= Eµn
[
K
g
ρ∧ψ∧ρm
]
= 0,
due to the optional stopping theorem. Therefore, we have
E
ν
[
K
g
ψ∧ρm
]
= Eν
[
K
g
ψ∧ρm −K
g
ρ∧ψ∧ρm
]
= Eν
[(
K
g
ψ∧ρm −K
g
ρ∧ψ∧ρm
)
1{ρ≥ψ∧ρm}
]
+Eν
[(
K
g
ψ∧ρm −K
g
ρ∧ψ∧ρm
)
1{ρ<ψ∧ρm}
]
= 0 +Eν
[(
K
g
ψ∧ρm −K
g
ρ
)
1{ρ<ψ∧ρm}
]
= Eν
[
K
g
V (·,θρ)(θρ)1{ρ<ψ∧ρm}
]
=
∫
µn(dω)E
µω(ρ(ω))
[
K
g
V (ω,·)∧ρm
]
1{ρ(ω)<(ψ∧ρm)(ω)} = 0,
again due to the optional stopping theorem (recall that V (ω, ·) is bounded and that (Kgt∧ρm)t≥0
is a (D, µe)-martingale for all e ∈ E). We conclude from [53, Proposition II.1.4] that (Kgt∧ρm)t≥0
is a (Do, ν)-martingale and hence that ν is the law of a solution process (the coordinate process
(Xt)t≥0) to the martingale problem (A∗, L∗,R+). Our uniqueness assumption implies that ν = µ∗.
Because also for G ∈ Doρ we can choose G′ = G×D, we obtain that
µ
∗(G) = ν(G) = µn(G).
Because ρn is aD
o-stopping time (see [22, Proposition 2.1.5]), we have {ρn > T} ∈ DoT∩Doρn = Doρ
and the claim follows. 
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10. Proofs for Section 6
The section is structured as follows: First, we prove existence and nonexistence results for
switching diffusions and a local uniqueness result. Second, we give the proofs for the results from
Section 6.
10.1. Existence and Nonexistence Criteria. Let I = (l, r) for −∞ ≤ l < r ≤ +∞ and
E = {1, . . . , N} for 1 ≤ N ≤ ∞. Moreover, let u : I × E → R and σ : I × E → R be Borel
functions. If e ∈ E is such that the pair (u(·, e), σ2(·, e)) satisfies the ES conditions, we set
vc(e, x) ,
∫ x
c
exp
(
−
∫ y
c
2u(z, e)
σ2(z, e)
dz
)∫ y
c
2 exp
(∫ r
c
2u(z,e)
σ2(z,e)
dz
)
σ2(r, e)
drdy, c, x ∈ I.
We denote by C(I) the space of all continuous functions R+ → I and by C(R) the space of all
continuous functions R+ → R. We equip C(I) and C(R) with the local uniform topology. Let
(ln)n∈N and (rn)n∈N be two sequences such that l < ln+1 < ln < rn < rn+1 < r and ln ց l and
rn ր r as n→∞. The main observation of this section is the following:
Theorem 20. (i) Suppose that for all e ∈ E the pair (u(·, e), σ2(·, e)) satisfies the ES condi-
tions and for all n ∈ N and e ∈ E there exists an hn,e ∈ H such that for all x, y ∈ [ln, rn]
|σ(e, x)− σ(e, y)| ≤ hn,e(|x− y|).
Moreover, suppose that
lim
xցl
vc(e, x) = lim
xրr
vc(e, x) =∞
for some (or, equivalently, all)2 c ∈ I and all e ∈ E. Then, on any filtered probability
space (Ωo,Fo,Fo = (Fot )t≥0,Po) satisfying the usual conditions of a Po-complete right-
continuous filtration Fo, which supports an (Fo,Po)-Brownian motion (Bt)t≥0, an E-
valued irreducible continuous time Markov chain (Mt)t≥0 (for the filtration Fo) and an
I-valued Fo0 -measurable random variable φ, there exists an Fo-adapted process (Yt)t≥0
with paths in C(I) such that Po-a.s.
Yt = φ+
∫ t
0
u(Ys,Ms)ds+
∫ t
0
σ(Ys,Ms)dBs, t ≥ 0,(10.1)
where it is implicit that the integrals are well-defined, i.e. Po-a.s.∫ t
0
(|u(Ys,Ms)|+ |σ(Ys,Ms)|2)ds <∞, t ≥ 0.
(ii) For all (ω, t) ∈ Ω× R+ we set
ut(ω) , u(St(ω), ξt(ω)), σt(ω) , σ(St(ω), ξt(ω)).
Suppose there exists a pair (c, e) ∈ I × E such that the pair (u(·, e), σ2(·, e)) satisfies the
ES conditions, for all n ∈ N there exists an hn ∈ H such that for all x, y ∈ [ln, rn]
|σ(e, x)− σ(e, y)| ≤ hn(|x− y|),
and
lim
xցl
vc(e, x) <∞ or lim
xրr
vc(e, x) <∞.
If P is a probability measure on (Ω,F), F is a P-complete right-continuous filtration and
(Wt)t≥0 is an (F,P)-Brownian motion such that on (Ω,F ,F,P) the process (ξt)t≥0 is
an irreducible recurrent continuous time Markov chain (for the filtration F) which is a
Feller process, then (F,P,W ) 6∈ I(u, σ,R+, T ).
Proof: (i). We define the jump times of (Mt)t≥0 inductively by
γ0 , inf(t ≥ 0: Mt 6=M0), γn , inf(t ≥ γn−1 : Mt 6=Mγn−1), n ∈ N.
Because (Mt)t≥0 is irreducible, we have Po-a.s. γn < ∞ (see [37, Theorem 10.19]) and Po-a.s.
γn − γn−1 > 0 for all n ∈ N.
2see [41, Problem 5.5.28]
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We follow the idea from the proof of [29, Theorem IV.9.1] and construct the process (Yt)t≥0
explicitly from solutions to the SDEs
dXt = u(Xt, e)dt+ σ(Xt, e)dB
′
t,(10.2)
where (B′t)t≥0 is a Brownian motion. For the construction we require a strong existence property,
which we explain first.
For a moment fix e ∈ E. Due to our assumptions on the coefficients u and σ, we deduce from
[41, Theorem 5.5.15] that for any deterministic initial value the SDE (10.2) has a weak solution
possibly up to explosion (see [41, Definition 5.5.20]). Because we assume that limxցl vc(e, x) =
limxրr vc(e, x) = ∞, Feller’s test for explosion (see [41, Theorem 5.5.29]) yields that for any
deterministic initial value the weak solution to (10.2) is non-explosive. Moreover, uniqueness in
law holds due to [41, Theorem 5.5.15]. Thus, due to [53, Proposition IX.3.2, Lemma IX.3.3], the
SDE (10.2) satisfies pathwise uniqueness for all deterministic initial values. For all e ∈ E we can
conclude from [37, Theorem 18.14] that there exists a Borel function F e : I ×C(R)→ C(I) such
that for any one dimensional Brownian motion B′ = (B′t)t≥0 and any I-valued random variable ψ
which is independent of σ(B′t, t ∈ R+) the process (Xt)t≥0 = (F e(ψ,B′)t)t≥0 is a solution process
to (10.2) with X0 = ψ, which is adapted to the completion of the natural filtration of (B
′
t)t≥0
and ψ, see [41, Definition 5.2.1].3
Let (Bt)t∈[0,T ] as in the hypothesis, set B
n
t , Bt+γn −Bγn and note that the process (Bnt )t≥0
is an (Fot+γn)t≥0-Brownian motion due to [53, Proposition V.1.5] and Le´vy’s characterization. In
particular, (Bnt )t≥0 is independent of the σ-field Foγn . By induction, define
Y
0
t ,
∑
e∈E
F
e(φ,B)t1{ξ0=e}, Y
n
t ,
∑
e∈E
F
e(Y n−1γn−γn−1 , B
n)t1{ξγn=e}, t ≥ 0, n ∈ N.
Now, set
Yt ,
∞∑
n=0
Y
n
t−γn1{γn≤t<γn+1}, t ≥ 0.
The process (Yt)t≥0 has Po-a.s. paths in C(I) and, as we explain next, it is also Fo-adapted. Define
Ht , Y
n
t−γn1{γn<t}. We claim that the process (Ht)t≥0 is F
o-progressively measurable. Because
t 7→ Y nt−γn1{γn<t} is left-continuous and s 7→ Y nt−s1{s<t} is right-continuous, an approximation
argument shows that is suffices to explain that (ht)t≥0 , (Y nt−ζ1{ζ<t})t≥0 is F
o-adapted for any
Fo-stopping time ζ which takes values in the countable set 2−mN for some m ∈ N and satisfies
ζ ≥ γn. Let G ∈ B(R) and set Nm,t , 2−mN ∩ [0, t). We have
{hmt ∈ G} =
( ⋃
k∈Nm,t
({hmt ∈ G} ∩ {ζ = k})) ∪ ({0 ∈ G} ∩ {ζ ≥ t}) ∈ Fot .
Here, we use that {Y nt−k ∈ G} ∈ Fot−k+γn ⊆ Fot−k+ζ and that Fot−k+ζ ∩ {ζ = k} ∈ Fot . Thus,
(Ht)t≥0 is Fo-progressively measurable and consequently (Yt)t≥0 is Fo-adapted. Because we con-
sider a Po-complete filtration, we can modify (Yt)t≥0 on a Po-null set such that all of its paths
are in C(I) while it remains Fo-adapted.
We note that
γn − γn−1 = inf
(
t ≥ 0: Mt+γn−1 6= Mγn−1
)
,
which is an (Fot+γn−1)t≥0-stopping time. Thus, we see that Y n−1γn−γn−1 is Foγn -measurable and there-
fore Po-independent of σ(Bnt , t ∈ R+). This yields that the process (Xn,et )t≥0 , (F e(Y n−1γn−γn−1 , Bn)t)t≥0
has the dynamics
dX
n,e
t = u(X
n,e
t , e)dt+ σ(X
n,e
t , e)dB
n
t , X
n,e
0 = Y
n−1
γn−γn−1 .
3The function F e is independent of the law of ψ and universally adapted (see [37, p. 346] for a definition).
This improvement of the classical Yamada-Watanabe result is due to [36].
42 D. CRIENS
Thus, due to classical rules for time-changed stochastic integrals (see, e.g., [53, Propositions V.1.4,
V.1.5]), Po-a.s. for t ∈ [γn, γn+1] on {ξγn = e} we have
Y
n
t−γn = F
e(Y n−1γn−γn−1 , B
n)t−γn
= Y n−1γn−γn−1 +
∫ t−γn
0
u(Xn,es , e)ds+
∫ t−γn
0
σ(Xn,es , e)dB
n
s
= Y n−1γn−γn−1 +
∫ t
γn
u(Y ns−γn , e)ds+
∫ t
γn
σ(Y ns−γn , e)dBs
= Y n−1γn−γn−1 +
∫ t
γn
u(Ys, e)ds+
∫ t
γn
σ(Ys, e)dBs
= Y n−1γn−γn−1 +
∫ t
γn
u(Ys,Ms)ds+
∫ t
γn
σ(Ys,Ms)dBs.
Iterating yields that Po-a.s. for t ∈ [γn, γn+1]
Y
n
t−γn = φ+
∫ t
0
u(Ys,Ms)ds+
∫ t
0
σ(Ys,Ms)dBs.
Therefore, the process (Yt)t≥0 satisfies the SDE
dYt = u(Yt,Mt)dt+ σ(Yt,Mt)dBt, S0 = φ.
The proof of (i) is complete.
(ii). For contradiction, assume (F,P,W ) ∈ I(b, σ,R+, T ) such that on (Ω,F ,F,P) the process
(ξt)t≥0 is an irreducible recurrent continuous time Markov chain (for the filtration F) which is a
Feller process. Let (c, e) ∈ I × E be such that limxցl vc(e, x) < ∞ or limxրr vc(e, x) < ∞. We
define
δ , inf
(
t ≥ 0: ξt = e
)
, ζ , inf
(
t ≥ δ : ξt 6= e
)
.
Because (ξt)t≥0 is recurrent, we have P-a.s. δ < ∞, see [48, Theorem 1.5.7]. It follows from the
strong Markov property of (ξt)t≥0 and [37, Lemma 10.18] that for all G ∈ B(R+)
P(ζ − δ ∈ G) =
∫
G
f(x)dx, f(x) , −qeeeqeex > 0,(10.3)
where qee is the e-th diagonal element of the Q-matrix corresponding to (ξt)t≥0, which is strictly
negative due to the assumption that (ξt)t≥0 is irreducible.
Recall that we use the following terminology: When we say that (Vt)t≥0 is a continuous [l, r]-
valued process we mean that all its paths are continuous in the [l, r]-topology and absorbed in
{l, r}, i.e. that Vt = Vτ(V ) for all t ≥ τ (V ) , inf(t ≥ 0: Vt 6∈ I).
The SDE (10.2) satisfies weak existence (up to explosion) and uniqueness in law due to [41,
Theorem 5.5.15]. Localizing [53, Proposition IX.3.2, Lemma IX.3.3] yields that the SDE also
satisfies pathwise uniqueness and mimicing the proof of the classical Yamada-Watanabe theorem
(see, e.g., [41, Corollary 5.3.23]) yields that the SDE satisfies strong existence up to explosion,
see Definition 11.
Consequently, there exists a continuous [l, r]-valued process (Yt)t≥0 with dynamics
dYt = u(Yt, e)dt+ σ(Yt, e)dW
δ
t , Y0 = Sδ∧T ,(10.4)
where W δt ,Wt+δ∧T −Wδ∧T is an (Ft+δ∧T )t≥0-Brownian motion. We prove the following lemma
after the proof of (ii) is complete.
Lemma 6. P-a.s. St+δ = Yt for all 0 ≤ t ≤ ζ − δ on {ζ ≤ T}.
Thus, because on {τ (Y ) <∞} we have Yτ(Y ) 6∈ I , the previous lemma implies that
P
(
τ (Y ) ≤ ζ − δ, ζ ≤ T ) = 0.(10.5)
The proof of the following lemma is given after the proof of (ii) is complete.
Lemma 7. Suppose that the SDE (8.8) satisfies strong existence up to explosion. Consider a
filtered probability space (Ωo,Fo,Fo = (Fot )t≥0,Po) satisfying the usual hypothesis, which supports
an (Fo,Po)-Brownian motion (B′t)t≥0 and an I-valued Fo0 -measurable random variable ψ. Take
an Fo-stopping time τ and let (Vt)t≥0 be the solution process to (8.8) with driver (B′t)t≥0 and
initial value ψ. Then, all Fo-adapted processes (Ut)t≥0 with paths in C(I) and dynamics
dUt = µ(Ut)1{t≤τ}dt+ v(Ut)1{t≤τ}dB
′
t, U0 = ψ,
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are Po-indistinguishable from (Vt∧τ)t≥0. It is implicit that the integrals are well-defined, i.e. that
Po-a.s. ∫ t∧τ
0
(|µ(Us)|+ |v(Us)|2)ds <∞, t ≥ 0.
We conclude from Lemma 7 and Galmarino’s test (see [33, Lemma III.2.43]) that for all n ∈ N
the SDE
dXt = u(Xt, e)1{t≤τn(X)}dt+ σ(Xt, e)1{t≤τn(X)}dB
′
t,(10.6)
satisfies weak existence and pathwise uniqueness in the usual sense, see [41, Definitions 5.3.1,
5.3.2]. Thus, due to [37, Theorem 18.14], there exists a Borel function Fn : R × C(R) → C(I)
such that whenever (Xt)t≥0 solves (10.6) with driver B = (B′t)t≥0 and (possibly stochastic) initial
value X0, then a.s. Xt = F
n(X0, B
′)t for all t ≥ 0. Lemma 7 and Galmarino’s test yield that
P-a.s.
τn(Y ) = τn(F
n(Sδ∧T ,W
δ)).(10.7)
The strong existence up to explosion of the SDE (10.2) also yields that for all ω ∈ Ω there exists
a continuous [l, r]-valued process (Y ωt )t≥0 with dynamics
dY
ω
t = u(Y
ω
t , e)dt+ σ(Y
ω
t , e)dW
δ
t , Y
ω
0 = Sδ(ω)∧T (ω).
Here, we stress that the initial value Sδ(ω)∧T (ω) is deterministic. Lemma 7 and Galmarino’s test
yield that P-a.s.
τn
(
Y
ω
)
= τn
(
F
n(Sδ(ω)∧T (ω),W
δ)
)
.(10.8)
We prove the following lemma after the proof of (ii) is complete.
Lemma 8. For all G ∈ B(R+) we have P-a.s.
P
(
ζ − δ ∈ G|Fδ∧T , σ(W δt , t ∈ R+)
)
= P
(
ζ − δ ∈ G),
i.e. P(ζ − δ ∈ dx) is a regular conditional distribution of the random variable ζ − δ given the
σ-field σ(Fδ∧T ,W δt , t ∈ R+).
Due to Lemma 8, [37, Theorem 5.4], (10.3), (10.5), (10.7) and (10.8), we obtain that
0 = lim
n→∞
P
(
τn(Y ) ≤ ζ − δ, ζ ≤ T
)
= lim
n→∞
P
(
τn(F
n(Sδ∧T ,W
δ)) ≤ ζ − δ, ζ − δ + δ ∧ T ≤ T )
= lim
n→∞
∫ T
0
P
(
τn(F
n(Sδ∧T ,W
δ)) ≤ s, s+ δ ∧ T ≤ T )f(s)ds
= lim
n→∞
∫ T
0
E
P
[
P
(
τn(F
n(Sδ∧T ,W
δ)) ≤ s|Fδ∧T
)
1{s+δ∧T≤T}
]
f(s)ds
= lim
n→∞
∫ T
0
∫
Ω
P
(
τn(F
n(Sδ(ω)∧T (ω),W
δ)) ≤ s)1{s+δ(ω)∧T≤T}P(dω)f(s)ds
= lim
n→∞
∫ T
0
∫
Ω
P
(
τn(Y
ω) ≤ s)1{s+δ(ω)∧T≤T}P(dω)f(s)ds
=
∫ T
0
∫
Ω
P(τ (Y ω) ≤ s)1{s+δ(ω)∧T≤T}P(dω)f(s)ds.
Due to Feller’s test for explosion (see [41, Theorem 5.5.29]), the process (Y ωt )t≥0 reaches l or r
in finite time with positive P-probability. In fact, due to [4, Theorem 1.1],4 it even reaches l or r
arbitrarily fast with positive P-probability, i.e. P(τ (Y ω) ≤ ǫ) > 0 for all ǫ > 0. Consequently, the
identity ∫ T
0
∫
Ω
P
(
τ (Y ω) ≤ s)1{s+δ(ω)∧T≤T}P(dω)f(s)ds = 0
implies that for λ\-a.a. s ∈ (0, T ) we have P(δ ≤ T − s) = 0. However, because the Markov chain
(ξt)t≥0 is assumed to be irreducible, we have P(ξt = e) > 0 for all t > 0. This is a contradiction
and the proof of (ii) is complete. 
4the process Y ω is regular due to [45, Proposition 2.2]
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Proof of Lemma 6: Define ι , ζ ∧ T − δ ∧ T . Note that for all t ≥ 0
{ι ≤ t} = {ζ ≤ t+ δ ∧ T} ∈ Ft+δ∧T ,
which shows that ι is an (Ft+δ∧T )t≥0-stopping time. Moreover, we have for all s, t ≥ 0
{s ∧ ι+ δ ∧ T ≤ t} = ({s+ δ ∧ T ≤ t} ∩
∈Fs+δ∧T︷ ︸︸ ︷
{s+ δ ∧ T ≤ ζ ∧ T} )
∪ ({ζ ∧ T ≤ t} ∩ {s+ δ ∧ T > ζ ∧ T}︸ ︷︷ ︸
∈Fζ∧T
) ∈ Ft.
Thus, the random time s ∧ ι+ δ ∧ T is an (Ft)t≥0-stopping time. We deduce from classical rules
for time-changed stochastic integrals that P-a.s. for all t ≥ 0
St∧ι+δ∧T = s0 +
∫ t∧ι+δ∧T
0
u(Ss, ξs)ds+
∫ t∧ι+δ∧T
0
σ(Ss, ξs)dWs
= Sδ∧T +
∫ t∧ι+δ∧T
δ∧T
u(Ss, e)ds+
∫ t∧ι+δ∧T
δ∧T
σ(Ss, e)dWs
= Sδ∧T +
∫ t
0
u(Ss∧ι+δ∧T , e)1{s≤ι}ds+
∫ t
0
σ(Ss∧ι+δ∧T , e)1{s≤ι}dW
δ
s .
We already noted that the SDE (10.2) satisfies strong existence up to explosion. Thus, Lemma 7
implies that P-a.s. St∧ι+δ∧T = Yt∧ι for all t ≥ 0. On {ζ ≤ T} ⊆ {δ ≤ T} we have ι = ζ − δ and
our claim follows. 
Proof of Lemma 7: Due to localizing, w.l.o.g. we can assume that τ is finite. By [53, Propo-
sition V.1.5] and Le´vy’s characterization, the process
B̂t , B
′
t+τ −B′τ , t ≥ 0,
is an (Fot+τ )t≥0-Brownian motion. Due to the strong existence hypothesis, there exists a solution
process (Ot)t≥0 to the SDE
dOt = µ(Ot)dt+ v(Ot)dB̂t, O0 = Uτ .
We set
Zt ,
{
Ut, t ≤ τ,
Ot−τ , t > τ.
The process (Zt)t≥0 has continuous paths and similar arguments as used in the proof of Theorem
20 (i) show that it is also Fo-adapted. Let
θ
Z
n , inf
(
t ≥ 0: Zt 6∈ (ln, rn)
)
.
Galmarino’s test yields that on {θZn ≤ τ}
θ
Z
n = θ
U
n , inf
(
t ≥ 0: Ut 6∈ (ln, rn)
)
.
Thus, Po-a.s. on {θZn ≤ τ} we have
Zt∧θZn = ψ +
∫ t∧θUn
0
µ(Us)ds+
∫ t∧θUn
0
v(Us)dBs
= ψ +
∫ t∧θZn
0
µ(Zs)ds+
∫ t∧θZn
0
v(Zs)dBs.
If τ < θZn , then τ < θ
U
n . Thus, P
o-a.s.
Zt∧θZn = ψ +
∫ t∧θZn
0
µ(Zs)ds+
∫ t∧θZn
0
v(Zs)dBs
follows easily on {τ < θZn } ∩ {t ≤ τ}. It remains to discuss what happens on the set {τ <
θZn } ∩ {τ < t}. Po-a.s. on {τ < θZn } we have
θ
Z
n = θ
O
n + τ,
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where θOn , inf(t ≥ 0: Ot 6∈ (ln, rn)). Moreover, note that
t ∧ (θOn + τ )− τ =
{
θOn , if θ
O
n + τ ≤ t,
t− τ, if t ≤ θOn + τ.
Thus, t∧(θOn +τ )−τ ≤ θOn . Classical rules for time-changed stochastic integrals yield that Po-a.s.
on {τ < θZn } ∩ {τ < t}
Zt∧θZn = O[t∧θZn−τ ]∧θOn
= Zτ +
∫ t∧θZn−τ
0
µ(Os)ds+
∫ t∧θZn−τ
0
v(Os)dB̂s
= Zτ +
∫ t∧θZn
τ
µ(Os−τ )ds+
∫ t∧θZn
τ
v(Os−τ )dB
′
s
= Zτ +
∫ t∧θZn
τ
µ(Zs)ds+
∫ t∧θZn
τ
v(Zs)dB
′
s
= ψ +
∫ t∧θZn
0
µ(Zs)ds+
∫ t∧θZn
0
v(Zs)dB
′
s.
We conclude that (Zt)t≥0 is a solution process of the SDE (8.8) with driver (B′t)t≥0 and initial
value ψ. By the strong existence hypothesis, we conclude that Po-a.s. Zt = Vt for all t ≥ 0. The
definition of (Zt)t≥0 implies the claim. 
Proof of Lemma 8: Denote the Wiener measure with initial value x ∈ R by Wx and by µk
the law of a Markov chain with the same Q-matrix as (ξt)t≥0 and initial value k ∈ E. Let C(R)
be the σ-field generated by the coordinate process on C(R). We deduce from [22, Proposition
4.1.5, Theorems 4.4.2, 4.4.6, 4.10.1] that the process (ξt,Wt)t≥0 is a strong Markov process in the
following sense: For all F ∈ D ⊗ C(R) and all P-a.s. finite F-stopping times θ we have P-a.s.
P
(
(ξt+θ,Wt+θ)t≥0 ∈ F |Fθ
)
=
(
µξθ ⊗WWθ
)
(F ).
Now, for all A ∈ D and F ∈ C(R) the strong Markov properties of (ξt)t≥0, (Wt)t≥0 and (ξt,Wt)t≥0
imply that P-a.s.
P
(
(ξt+δ∧T )t≥0 ∈ A, (Wt+δ∧T )t≥0 ∈ F |Fδ∧T
)
= µξδ∧T (A) WWδ∧T (F )
= P
(
(ξt+δ∧T )t≥0 ∈ A|Fδ∧T
)
P
(
(Wt+δ∧T )t≥0 ∈ F |Fδ∧T
)
.
This implies that σ(ζ−δ) and σ(W δt , t ∈ R+) are P-independent given Fδ∧T . Now, [37, Proposition
5.6] yields that P-a.s.
P(ζ − δ ∈ G|Fδ∧T , σ(W δt , t ∈ R+)) = P(ζ − δ ∈ G|Fδ∧T ).
By the strong Markov property of (ξt)t≥0, we have for F ∈ Fδ
P(ζ − δ ∈ G,F ) = EP[P(ζ − δ ∈ G|Fδ)1F ]
= µe(γ0 ∈ G)P(F )
= P(ζ − δ ∈ G)P(F ),
where γ0 is the first jump time of the coordinate process. We conclude the claim. 
10.2. Local Uniqueness. Denote by C(I) the σ-field on C(I) generated by the coordinate pro-
cess. Furthermore, denote by (Cot (I))t≥0 the natural filtration of the coordinate process on C(I).
We take a function
ρ : C(I)×D → [0,∞]
such that {ρ ≤ t} ∈ Cot (I)⊗Dot for all t ≥ 0. It is clear that ρ is C(I)⊗D-measurable. A function
like ρ is called an optional stopping time5. An example for an optional stopping time is γn as
defined in (6.1) with [0, T ] replaced by R+. Formally, we have the following:
Lemma 9. For all n ∈ N we have {γn ≤ t} ∈ Cot (I)⊗Dot for all t ≥ 0.
5we borrow this terminology from [59]; it goes back to Doob and Hunt;
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Proof: Note that
{γn ≤ t} =
({α ∈ C(I) : τn(α) ≤ t} ×D) ∪ (C(I)× {β ∈ D : ρn(β) ≤ t}).
The first set on the r.h.s. is in Cot (I) ⊗ Dot due to [53, Proposition I.4.5], and the second set on
the r.h.s. is in Cot (I)⊗Dot due to [22, Proposition 2.1.5]. 
Let u and σ be as in the previous section such that the conditions for Theorem 20 (i) hold.
Moreover, for i = 1, 2, let (Ωi,F i,Fi = (F it )t≥0,Pi) be a filtered probability space with Pi-
complete right-continuous filtration, which supports an (Fi,Pi)-Brownian motion (W it )t≥0, an
E-valued continuous time Markov chain (ξit)t≥0 (for the filtration F
i) which is a Feller process
with Q-matrix Q and ξi0 = e0, and an F
i-adapted process (Sit)t≥0 with paths in C(I) and dynamics
dS
i
t∧ρ(Si,ξi) = u(S
i
t , ξ
i
t)1{t≤ρ(Si,ξi)}dt+ σ(S
i
t, ξ
i
t)1{t≤ρ(Si,ξi)}dW
i
t , S
i
0 = s0.
It is implicit that the integrals are well-defined, i.e. Pi-a.s.∫ t
0
(∣∣u(Sis, ξis)∣∣+ ∣∣σ(Sis, ξis)∣∣2)ds <∞, t ≥ 0.
The main observation of this section is the following:
Theorem 21. P1 ◦ (S1t∧ρ(S1,ξ1), ξ1t )−1t≥0 = P2 ◦ (S2t∧ρ(S2,ξ2), ξ2t )−1t≥0.
Proof: We follow the classical Yamada-Watanabe idea as presented in [31]. Define
Ω∗ , C(I)× C(I)×D × C(R), F∗ , C(I)⊗ C(I)⊗D ⊗ C(R),
and for i = 1, 2
Y
i : Ω∗ → C(I), Y i(ω1, ω2, ω3, ω4) = ωi,
Z
1 : Ω∗ → D, Z1(ω1, ω2, ω3, ω4) = ω3,
Z
2 : Ω∗ → C(R), Z2(ω1, ω2, ω3, ω4) = ω4.
Denote the Wiener measure by W and denote the unique (see Example 2) law of (ξit)t≥0 by µ.
Due to Remark 6, we have
P
i ◦ (ξit,W it )−1t≥0 = µ⊗W.
When the space of continuous functions is equipped with the local uniform topology and when
the space of ca`dla`g functions is equipped with the Skorokhod topology both are Polish spaces.
Furthermore, the corresponding Borel σ-fields are the σ-fields generated by the coordinate process.
Thus, there exist regular conditional probabilities
Q
i : D × C(R)× C(I)→ [0, 1]
such that
P
i
(
(Sit)t≥0 ∈ dω1, (ξit)t≥0 ∈ dω2, (W i)t≥0 ∈ dω3
)
= Qi(ω2, ω3, dω1)µ(dω2)W(dω3).
We define a probability measure Q on (Ω∗,F∗) by
Q(dω1 × dω2 × dω3 × dω4) , Q1(ω3, ω4, dω1)Q2(ω3, ω4, dω2)µ(dω3)W(dω4).
With abuse of notation, denote the Q-completion of F∗ again by F∗ and denote by F∗t the
Q-completion of ⋂
s>t
(Cs(I)⊗ Cs(I)⊗Ds ⊗ Cs(R)) , t ≥ 0.
From now on we consider (Ω∗,F∗,F∗ = (F∗t )t≥0,Q) as underlying filtered probability space. In
view of [31, Propositions 4.6, 5.6], for all A ∈ Ct(I) the map ω 7→ Qi(ω,A) is measurable w.r.t. the
µ⊗W-completion of ⋂s>t (Dos⊗Cos(R)). In other words, [30, Hypothesis 10.43] is satisfied and we
deduce from [31, Lemmata 2.7, 2.9] and [30, Proposition 10.46] and Le´vy’s characterization that
(Z1t )t≥0 is a Markov chain (for the filtration F
∗) with Q-matrix Q, (Z2t )t≥0 is an (F
∗,Q)-Brownian
motion and
dY
i
t∧ρ(Y i,Z1) = u(Y
i
t , Z
1
t )1{t≤ρ(Y i,Z1)}dt+ σ(Y
i
t , Z
1
t )1{t≤ρ(Y i,Z1)}dZ
2
t , Y
i
0 = s0.
The proof of the following lemma is given after the proof of Theorem 21 is complete.
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Lemma 10. Q-a.s.
Y
1
t∧ρ(Y 1,Z1)∧ρ(Y 2,Z1) = Y
2
t∧ρ(Y 1,Z1)∧ρ(Y 2,Z1)
for all t ≥ 0.
Using Galmarino’s test, this implies thatQ-a.s. ρ(Y 1, Z1) = ρ(Y 2, Z1). Thus,Q-a.s. Y 1t∧ρ(Y 1,Z1) =
Y 2t∧ρ(Y 2,Z1) for all t ≥ 0 and the claim follows from the definition of Q. 
Proof of Lemma 10: Step 1: Due to localizing, we can w.l.o.g. assume that ρ(Y 1, Z1)∧ρ(Y 2, Z1)
is finite. Note the following fact: If (Zt)t≥0 is a Markov chain for the right-continuous filtration
G = (Gt)t≥0 and γ is a finite G-stopping time, then (Zt+γ)t≥0 is a Markov chain for a filtration
(Gt+γ)t≥0. This follows immediately from the strong Markov property (or see [53, Proposition
III.3.5]). Due to Theorem 5 (i), for i = 1, 2 there exists a process (Oit)t≥0 defined by
dO
i
t = u
(
O
i
t, Z
1
t+ρ(Y 1,Z1)∧ρ(Y 2,Z1)
)
dt+ σ
(
O
i
t, Z
1
t+ρ(Y 1,Z1)∧ρ(Y 2,Z1)
)
dW
ρ
t ,
where
W
ρ
t , Z
2
t+ρ(Y 1,Z1)∧ρ(Y 2,Z1) − Z2ρ(Y 1,Z1)∧ρ(Y 2,Z1), t ≥ 0,
with initial value Oi0 = Y
i
ρ(Y 1,Z1)∧ρ(Y 2,Z1). Now, set
X
i
t ,
{
Y it , t ≤ ρ(Y 1, Z1) ∧ ρ(Y 2, Z1),
Oit−ρ(Y 1,Z1)∧ρ(Y 2,Z1), t > ρ(Y
1, Z1) ∧ ρ(Y 2, Z1).
As in the proof of Lemma 7, we deduce from classical rules for time-changed stochastic integrals
that
dX
i
t = u(X
i
t , Z
1
t )dt+ σ(X
i
t , Z
1
t )dZ
2
t , X
i
0 = s0,(10.9)
i.e. that (X1t )t≥0 and (X
2
t )t≥0 are global solutions. Thus, it remains to show a version of pathwise
uniqueness for the global equation (10.9).
Step 2: We prove that Q-a.s. X1t = X
2
t for all t ≥ 0 by induction. Let (ζn)n∈N be the
F∗-stopping times
ζ1 , inf
(
t ≥ 0: Z1t 6= Z10
)
, ζn , inf
(
t ≥ ζn−1 : Z1t 6= Z1ζn−1
)
, n ≥ 2.
We stress that ζn ր∞ as n→∞. Q-a.s. on {t ≤ ζ1} we have
X
i
t = x+
∫ t
0
u(Xis, e0)ds+
∫ t
0
σ(Xis, e0)dZ
2
s , i = 1, 2.
Recalling that under the assumptions from Thereom 20 (i) the SDE (10.2) satisfies strong existence
(up to explosion), we deduce from Lemma 7 that Q-a.s. X1t = X
2
t for all t ≤ ζ1. Suppose that
n ∈ N is such that Q-a.s. X1t = X2t for all t ≤ ζn. Using classical rules for time-changed stochastic
integrals, we obtain that Q-a.s. on {t ≤ ζn+1 − ζn} ∩ {Z1ζn = k}
X
i
t+ζn = X
i
ζn +
∫ t+ζn
ζn
u(Xis, k)ds+
∫ t+ζn
ζn
σ(Xis, k)dZ
2
s
= Xiζn +
∫ t
0
u(Xis+ζn , k)ds+
∫ t
0
σ(Xis+ζn , k)dW
n
s
where
W
n
t , Z
2
t+ζn − Z2ζn , t ≥ 0.
We conclude again from Lemma 7 that Q-a.s. X1t+ζn = X
2
t+ζn for all t ≤ ζn+1− ζn. Consequently,
Q-a.s. X1t = X
2
t for all t ≤ ζn+1 and our claim follows. 
10.3. Proof of Theorems 6 and 7. The proofs are almost identical to those of the Theorems
1 – 4. The only difference is the strategy to prove Lemma 3. We explain the idea under the
assumptions of Theorem 6 (i). Recall that (θt)t∈[0,T ] is a MPR and that (Zt)t∈[0,T ] is given as in
(4.1). We set
B
n
t , Wt −
∫ t∧T∧γn
0
θsds, t ≥ 0, n ∈ N.
For all n ∈ N define a probability measure Qn via the Radon-Nikodym derivative
dQn
dP
, ZT∧γn .
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As in the proof of Lemma 3, Proposition 1 yields that (FT ,Q
n, Bn) ∈ I(0, σ,R+, T ∧ γn). More-
over, it follows from the argument explained in Remark 6 that the σ-fields σ(ξt, t ∈ R+) and
σ(Bnt , t ∈ R+) are Qn-independent and Girsanov’s theorem implies that on (Ω,F ,F,Qn) the
process (ξt)t≥0 is a Markov chain (for the filtration F) with Q-matrix Q which is a Feller process,
see Example 2. Due to Theorem 20, we deduce from the assumption of the theorem that on
(Ω,F ,F,P) there exists an F-adapted process (Yt)t≥0 with paths in C((0,∞)) and dynamics
dYt = σ(Yt, ξt)dWt, Y0 = s0.
It follows from Lemma 9 and Theorem 21 that
Q
n ◦ (St∧T∧γn(S,ξ), ξt)−1t≥0 = P ◦ (Yt∧T∧γn(Y,ξ), ξt)−1t≥0.
Because T ∧ γn(S, ξ) = T ∧ γn(S·∧T∧γn(S,ξ), ξ) due to Galmarino’s test, we have
Q
n(γn(S, ξ) > T ) = P(γn(Y, ξ) > T )→ 1 as n→∞.
Consequently, EP
[
ZT
]
= 1. We omit all remaining details of the proofs. 
10.4. Proofs of Theorems 8 and 9. If Q is an ELMM, it follows as in the proof of Proposition
4 that there exists an (F,Q)-Brownian motion such that (F,Q, B) ∈ I(0, σ,R+, T ). Thus, the
claim follows from Theorem 20 by contradiction. 
11. Proofs for Section 7
The proofs are very similar to the one dimensional setting. We sketch some arguments.
11.1. Proof of Theorem 10. We use the same strategy as in the proof of Theorem 1. In this case
Qn defined by the Radon-Nikodym derivative (8.14) satisfies (FT ,Q
n, Bn) ∈ I(c, σ, [0, T ], τn) and
Condition 11 corresponds to Condition 33, Condition 12 corresponds to Condition 36, Condition
16 corresponds to Condition 32 and Condition 17 corresponds to Condition 35. Thus, one of the
Theorems 18 and 19 implies that
lim sup
n→∞
Q
n(τn > T ) = 1,
which proves that (Zt)t∈[0,T ] is an (FT ,P)-martingale. We turn to the proofs of (i) – (iii).
(i).We have to show that for all i ∈ {1, . . . ,m} the process (Sit)t∈[0,T ] is an (F,Q)-martingale.
Fix i ∈ {1, . . . ,m} and define a probability measure Pn by the Radon-Nikodym derivative
dPn
dQ
,
SiT∧τn
si0
.
Because
dS
i
t = ctdt+
d∑
j=1
σ
ij
t dB
j
t ,
we have Q-a.s. for all k = 1, . . . , d
[Bk, Si]Qt =
d∑
j=1
∫ t
0
σ
ij
s d[B
k
, B
j ]Qs =
∫ t
0
σ
ik
s ds, t ∈ [0, T ].
For j = 1, . . . , d we set
W
n,j
t , B
j
t −
∫ t∧τn
0
σijs
Sis
ds, t ∈ [0, T ].
and
u
j
t , c
j
t +
d∑
k=1
σ
jk
t
σikt
Sit
= cjt +
(σtσ
∗
t )
ij
Sit
, t ∈ [0, T ].
Proposition 1 yields that (FT ,P
n,W n) ∈ I(u, σ, [0, T ], τn). For this case Condition 13 corre-
sponds to Condition 33, Condition ?? corresponds to Condition 36, Condition 18 corresponds to
Condition 32 and Condition 19 corresponds to Condition 35. Thus, one of the Theorems 18 and
19 implies that
lim sup
n→∞
P
n(τn > T ) = 1,
which proves that (Sit)t∈[0,T ] is an (FT ,Q)-martingale. Because the conditions are formulated for
all i = 1, . . . , m, we conclude that Q is an EMM.
(ii). This follows from Proposition 2 and Theorem 12 (ii).
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(iii). This follows word for word as in the proof of Lemma 4. 
11.2. Proof of Theorem 11. Fix i ∈ {1, . . . , m} and define a probability measure Qn by the
Radon-Nikodym derivative
dQn
dP
,
ZT∧τnS
i
T∧τn
si0
.
Note that
dZtS
i
t = ZtdS
i
t + S
i
tdZt + [Z, S
i]Pt
= Zt
(
c
i
tdt+
d∑
j=1
σ
ij
t dW
j
t +
d∑
j=1
S
i
tθ
j
tdW
j
t +
d∑
j=1
σ
ij
t θ
j
tdt
)
.
Therefore, we obtain that P-a.s. for all j = 1, . . . , d
[W j , ZSi]Pt =
∫ t
0
ZsS
i
s
(
σijs
Sis
+ θjs
)
ds, t ∈ [0, T ].
For j = 1, . . . , d we set
B
n,j
t , W
j
t −
∫ t∧τn
0
(
σijs
Sis
+ θjs
)
ds, t ∈ [0, T ],
and
u
j
t , c
j
t +
(σtσ
∗
t )
ij
Sit
, t ∈ [0, T ].
It follows from Proposition 1, Qn ∼ P and the definition of a MPR that (FT ,Qn, Bn) ∈
I(u, σ, [0, T ], τn). For this case Condition 14 corresponds to Condition 33, Condition 15 corre-
sponds to Condition 36, Condition 20 corresponds to Condition 32 and Condition 21 corresponds
to Condition 35. Now, one of the Theorems 18 and 19 implies that
lim sup
n→∞
Q
n(τn > T ) = 1,
which shows that (ZtS
i
t)t∈[0,T ] is an (FT ,P)-martingale. Because the conditions are formulated
for all i = 1, . . . ,m, we conclude that (Zt)t∈[0,T ] is an SMD. 
11.3. Proof of Theorem 12. (i). Suppose that an ELMM Q exists. Then, Proposition 4 implies
that there exists an (FT ,Q)-Brownian motion (Bt)t∈[0,T ] such that (FT ,Q, B) ∈ I(0, σ, [0, T ]). In
this case Condition 22 corresponds to Condition 34 and Condition 23 corresponds to Condition
37. Now, one of the Theorems 18 and 19 implies the contradiction (FT ,Q, B) 6∈ I(0, σ, [0, T ]) and
we conclude that no ELMM exists.
(ii). Let i ∈ {1, . . . , d} be as one of the Conditions 24 or 25. Suppose that a SMD (Zt)t∈[0,T ]
exists. Due to Proposition 4 there exists a probability measure Q⋆ ∼ P and an (FT ,Q⋆)-Brownian
motion (B⋆t )t∈[0,T ] such that (FT ,Q
⋆, B⋆) ∈ I(u, σ, [0, T ]), where
u
j
t ,
(σtσ
∗
t )
ij
Sit
, t ∈ [0, T ], j = 1, . . . , d.
In this case Condition 24 corresponds to Condition 34 and Condition 25 corresponds to Condition
37 and one of the Theorems 18 and 19 implies the contradiction (FT ,Q
⋆, B⋆) 6∈ I(u, σ, [0, T ]).
We conclude that no SMD exists. 
11.4. Proof of Theorem 13. We use the strategy from the proof of Theorem 1. In this case Qn
defined by the Radon-Nikodym derivative (8.14) satisfies (FT ,Q
n, Bn) ∈ I(c, σ, [0, T ], τn). We
note that for this case Condition 26 corresponds to Condition 33 and Condition 28 corresponds
to Condition 32. Thus, Theorem 18 implies that
lim sup
n→∞
Q
n(τn > T ) = 1,
which proves that (Zt)t∈[0,T ] is an (FT ,P)-martingale.
(i).We have to show that for all i ∈ {1, . . . ,m} the process (Sit)t∈[0,T ] is an (F,Q)-martingale.
Fix i ∈ {1, . . . ,m} and define a probability measure Pn by the Radon-Nikodym derivative
dPn
dQ
,
P iT∧τn
pi0
.
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Because
dP
i
t = P
i
t
(
ctdt+
d∑
j=1
σ
ij
t dB
j
t
)
,
we have Q-a.s.
[Bk, P i]Qt =
d∑
j=1
∫ t
0
P
i
sσ
ij
s d[B
k
, B
j ]Qs =
∫ t
0
P
i
sσ
ik
s ds, t ∈ [0, T ], k = 1, . . . , d.
For j = 1, . . . , d we set
B
n,j
t , B
j
t −
∫ t∧τn
0
σ
ij
s ds, t ∈ [0, T ].
and
u
j
t , c
j
t + (σtσ
∗
t )
ij
, t ∈ [0, T ].(11.1)
Proposition 1 yields that (FT ,P
n, Bn) ∈ I(u, σ, [0, T ], τn). Condition 27 corresponds to Condition
33 and Condition 29 corresponds to Condition 32. Thus, Theorem 18 implies that
lim sup
n→∞
P
n(τn > T ) = 1,
which proves that (P it )t∈[0,T ] is an (FT ,Q)-martingale. Because the conditions are formulated for
all i = 1, . . . , m, we conclude that Q is an EMM.
(ii). This follows from Proposition 2 and Theorem 12 (ii).
(iii). This follows word for word as in the proof of Lemma 4. 
11.5. Proof of Theorem 14. Fix i ∈ {1, . . . , m} and define a probability measure Qn by the
Radon-Nikodym derivative
dQn
dP
,
ZTP
i
T
pi0
.
Note that
dZtP
i
t = ZtP
i
t
(
c
i
tdt+
d∑
j=1
σ
ij
t dW
j
t +
d∑
j=1
θ
j
tdW
j
t +
d∑
j=1
σ
ij
t θ
j
tdt
)
.
Therefore, we obtain that P-a.s.
[W j , ZSi]Pt =
∫ t
0
ZsP
i
s
(
σ
ij
s + θ
j
s
)
ds, t ∈ [0, T ], j = 1, . . . , d.
For j = 1, . . . , d we set
B
n,j
t ,W
j
t −
∫ t∧τn
0
(
σ
ij
s + θ
j
s
)
ds, t ∈ [0, T ],
and (ujt)t∈[0,T ] as in (11.1). It follows from Proposition 1, Q
n ∼ P and the definition of a MPR
that (FT ,Q
n, Bn) ∈ I(u, σ, [0, T ], τn). For this case Condition ?? corresponds to Condition 33
and Condition ?? corresponds to Condition 32. Now, Theorem 18 implies that
lim sup
n→∞
Q
n(τn > T ) = 1,
which shows that (ZtP
i
t )t∈[0,T ] is an (FT ,P)-martingale. Because the conditions are formulated
for all i = 1, . . . ,m, we conclude that (Zt)t∈[0,T ] is an SMD. 
11.6. Proof of Theorem 15. (i). Suppose that an ELMM Q exists. Then, Proposition 4 implies
that there exists an (FT ,Q)-Brownian motion (Bt)t∈[0,T ] such that (FT ,Q, B) ∈ I(0, σ, [0, T ]). In
this case Condition 30 corresponds to Condition 34. Now, Theorem 18 implies the contradiction
(FT ,Q, B) 6∈ I(0, σ, [0, T ]) and we conclude that no ELMM exists.
(ii). Let i ∈ {1, . . . ,m} be as in Condition 31. Suppose that a SMD exists. Due to Proposition
4 there exists a probability measure Q⋆ ∼ P and an (FT ,Q⋆)-Brownian motion (B⋆t )t∈[0,T ] such
that (FT ,Q
⋆, B⋆) ∈ I(σσ∗, σ, [0, T ]). In this case Condition 31 corresponds to Condition 34 and
Theorem 18 implies the contradiction (FT ,Q
⋆, B⋆) 6∈ I(σσ∗, σ, [0, T ]). We conclude that no SMD
exists. 
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Appendix A. Proof of Proposition 1
All claims except of (F,Q, B) ∈ I(u + vβ, v, I, τ ) follow from Girsanov’s theorem for semi-
martingales given by [33, Theorem III.3.24]. In the following we prove that (F,Q, B) ∈ I(u +
vβ, v, I, τ ). The equivalence Q ∼ P implies that the filtration F is Q-complete. Because for all
t ∈ I
‖ut + vtβt‖ ≤ ‖ut‖+ ‖vt‖HS‖βt‖ ≤ ‖ut‖+ 12
(‖vt‖2HS + ‖βt‖2),
we deduce from P-a.s. ∫ t∧τ
0
(‖βs‖2 + ‖us‖+ ‖vs‖2HS)ds <∞, t ∈ I,
and the equivalence Q ∼ P that Q-a.s.∫ t∧τ
0
(‖us + vsβs‖+ ‖vs‖2HS)ds <∞, t ∈ I.
To keep the notation simple, we only consider the case d = 1. Note that P-a.s. for all t ∈ I∫ t∧τ
0
vsdWs −
∫ t∧τ
0
vsβsds =
∫ t∧τ
0
vsdWs −
∫ t∧τ
0
1
Zs−
vsd[W,Z]
P
t
=
∫ t∧τ
0
vsdWs −
∫ t∧τ
0
1
Zs−
d
[ ∫ ·
0
vsdWs, Z
]P
t
.
Here, the stochastic integrals are computed w.r.t. P. Now, Girsanov’s theorem as given by [33,
Theorem III.3.11] yields that the integral process∫ t∧τ
0
vsdWs −
∫ t∧τ
0
vsβsds, t ∈ I,
is a local (F,Q)-martingale. For any continuous local (F,Q)-martingale N = (Nt)t∈I we deduce
from [33, Proposition I.4.49, Theorem III.3.13] and [41, Proposition 3.2.14] that Q-a.s. for all t ∈ I[
N,
∫ ·∧τ
0
vsdWs −
∫ ·∧τ
0
vsβsds
]Q
t
=
∫ t∧τ
0
vsd[N,W ]
P
s =
∫ t∧τ
0
vsd[N,W ]
Q
s .
Consequently, we deduce from [41, Proposition 3.2.14] that Q-a.s.∫ t∧τ
0
vsdWs −
∫ t∧τ
0
vsβsds =
∫ t∧τ
0
vsdBs, t ∈ I.
Here, the stochastic integral on the l.h.s. is computed w.r.t. P, while the stochastic integral on
the r.h.s. is computed w.r.t. Q. We conclude that Q-a.s.
St∧τ = s0 +
∫ t∧τ
0
bsds+
∫ t∧τ
0
vsdWs
= s0 +
∫ t∧τ
0
(
bs + vsβs
)
ds+
∫ t∧τ
0
vsdBs, t ∈ I,
and (F,Q,B) ∈ I(u+ vβ, v, I, τ ) follows. 
Appendix B. Proof of Proposition 2
We deduce from [33, Proposition III.3.5] and the equivalence Q ∼ P that
P
(
inf
s∈[0,T ]
Zs > 0
)
= 1.
Set
ρn , inf
(
t ∈ [0, T ] : ‖St‖ ≥ n
)
, n ∈ N,
and note that Q-a.s.
‖P kt∧ρn‖ ≤ n+ ‖s0‖+ pk0en+‖s0‖, k = 1, . . . ,m.
Consequently, for all k = 1, . . . ,m the sequence (ρn)n∈N is a localizing sequence for the local
(FT ,Q)-martingale (P
k
t )t∈[0,T ]. Due to this observation, (i) and (ii) follow from [33, Proposition
III.3.8]. 
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Appendix C. Proof of Proposition 3
We restrict ourselves to the DM (d,m). The proof for the SEM (d,m) is similar, see [14,
Theorem 3.1] for a proof in a diffusion setting.
Assume that (θt)t∈[0,T ] is a MPR. Then, we can define a strictly positive local (FT ,P)-
martingale by
Zt , exp
(∫ t
0
〈θs, dWs〉 − 1
2
∫ t
0
‖θs‖2ds
)
.
Using integration by parts and the definition of a MPR yields that for i = 1, . . . ,m
d
(
ZtS
i
t
)
= Ztb
i
tdt+ Zt〈ei, σtdWt〉+ ZtSit〈θt, dWt〉+ Zt
(
σtθt
)i
dt
= Zt〈ei, σtdWt〉+ ZtSit〈θt, dWt〉.
This shows that (ZtS
i
t)t∈[0,T ] is a local (FT ,P)-martingale, i.e. that (Zt)t∈[0,T ] is a SLMD.
Suppose now that (Zt)t∈[0,T ] is a SLMD. Denote the stochastic logarithm by L(·). Due to
[33, Theorem III.4.11], there exists an FT -progressively measurable process (θt)t∈[0,T ] and a local
(FT ,P)-martingale (Nt)t∈[0,T ] such that P-a.s. for all t ∈ [0, T ] and i = 1, . . . , d it holds that∫ T
0
‖θs‖2ds <∞, [N,W i]t = 0 and
L(Z)
t
= Nt +
∫ t
0
〈θs, dWs〉.
Note that P-a.s.
L(Si)
t
=
∫ t
0
dSis
Sis
=
∫ t
0
bis
Sis
ds+
d∑
j=1
∫ t
0
σijs
Si
dW
j
s , t ∈ [0, T ].
Due to [33, Equation II.8.20], we obtain P-a.s. for all i = 1, . . . , d and t ∈ [0, T ]∫ t
0
S
i
sdL
(
ZS
i
)
s
=
∫ t
0
S
i
sdL
(
Z
)
s
+
∫ t
0
S
i
sdL
(
S
i
)
s
+
∫ t
0
S
i
sd
[L(Z),L(Si)]P
s
=
∫ t
0
S
i
sdL
(
Z
)
s
+
d∑
j=1
∫ t
0
σ
ij
s dW
j
s +
∫ t
0
(
b
i
s +
(
σsθs
)i)
ds.
Because for all i = 1, . . . ,m the processes (ZtS
i
t)t∈[0,T ] and (Zt)t∈[0,T ] are local (FT ,P)-martingales
and the stochastic logarithm of a local martingale is itself a local martingale, we conclude that
the processes ∫ t
0
(
b
i
s +
(
σsθs
)i)
ds, t ∈ [0, T ], i = 1, . . . ,m,
are continuous local (FT ,P)-martingales of finite variation. [37, Proposition 15.2] yields that
P-a.s. ∫ t
0
(
b
i
s +
(
σsθs
)i)
ds = 0, t ∈ [0, T ], i = 1, . . . ,m.
We conclude that (θt)t∈[0,T ] is a MPR. 
Appendix D. Proof of Proposition 4
(i). Due to Proposition 1 there exists an FT -progressively measurable process (βt)t∈[0,T ] such
that (FT ,Q, B) ∈ I(b+ σβ, σ, [0, T ]), where
Bt , Wt −
∫ t
0
βsds, t ∈ [0, T ].
Because (St)t∈[0,T ] is a local (FT ,Q)-martingale by the definition of an ELMM, the process∫ t
0
(
bs + σsβs
)
ds = St − s0 −
∫ t
0
σsdBs, t ∈ [0, T ],
is a continuous local (FT ,Q)-martingale of finite variation. We conclude from [37, Proposition
15.2] that Q-a.s. ∫ t
0
(
bs + σsβs
)
ds = 0, t ∈ [0, T ],
which shows that (FT ,Q, B) ∈ I(0, σ, [0, T ]).
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(ii) Denote the SMD by (Zt)t∈[0,T ]. Fix i ∈ {1, . . . , d} and define a probability measure Qi by
the Radon-Nikodym derivative
dQi
dP
,
ZTP
i
T
pi0
=
ZTS
i
T
si0
.
Because (Zt)t∈[0,T ] is a MPR, the Radon-Nikodym derivative is strictly positive, which implies
that Qi ∼ P. As shown in the proof of Proposition 3, there exists a MPR (θt)t∈[0,T ] and a local
(FT ,P)-martingale (Nt)t∈[0,T ] such that P-a.s. for all t ∈ [0, T ] and j = 1, . . . , d it holds that
[W j , N ]Pt = 0 and
L(Z)t =
∫ t
0
〈θs, dWs〉+Nt.
Using that (θt)t∈[0,T ] is a MPR and integration by parts yields that
dZtP
i
t = Zt−〈ei, σtdWt〉+ Zt−P it 〈θt, dWt〉+ Zt−P it dNt.
We compute that P-a.s.
[W j , ZP i]Pt =
∫ t
0
Zs−P
i
s
(
σijs
Sis
+ θjs
)
ds, t ∈ [0, T ], j = 1, . . . , d.
Set
B
i,j
, W
j
t −
∫ t
0
(
σijs
Sis
+ θjs
)
ds, j = 1, . . . , d.
We deduce from Proposition 1 that (FT ,Q
i, Bi) ∈ I(v, σ, [0, T ]), where
v
j
t , b
j
t +
d∑
k=1
σ
jk
t
(
σikt
Sit
+ θkt
)
= bjt +
(σtσ
∗
t )
ij
Sit
+ 〈ej , σtθt〉, t ∈ [0, T ], j = 1, . . . , d.
Because Qi ∼ P, the fact that (θt)t∈[0,T ] is a MPR yields that Qi-a.s.∫ t
0
v
j
sds =
∫ t
0
(σsσ
∗
s )
ij
Sis
ds, t ∈ [0, T ].
Thus, we have (FT ,Q
i, Bi) ∈ I(u, σ, [0, T ]), where (ut)t∈[0,T ] is as in the statement of the propo-
sition. The proof is complete.
(iii). This follows as part (ii), see [14, Lemma 4.1] for a proof in a diffusion setting. 
References
[1] Aliprantis, C. and Border, K. [2013], Infinite Dimensional Analysis: A Hitchhikers Guide,
Springer.
[2] Anderson, W. [2012], Continuous-Time Markov Chains: An Applications-Oriented Approach,
Springer New York.
[3] Bernard, C., Cui, Z. and McLeish, D. [2017], ‘On the martingale property in stochastic
volatility models based on time-homogeneous diffusions’, Mathematical Finance 27(1), 194–
223.
[4] Bruggeman, C. and Ruf, J. [2016], ‘A one-dimensional diffusion hits points fast’, Electronic
Communications in Probability 21, 7 pp.
[5] Carr, P., Fisher, T. and Ruf, J. [2014], ‘On the hedging of options on exploding exchange
rates’, Finance and Stochastics 18(1), 115–144.
[6] Cheridito, P., Filipovic, D. and Yor, M. [2005], ‘Equivalent and absolutely continuous mea-
sure changes for jump-diffusion processes’, The Annals of Applied Probability 15(3), 1713–
1732.
[7] Cherny, A. [2007], General arbitrage pricing model: I – probability approach, in C. Donati-
Martin, M. E´mery, A. Rouault and C. Stricker, eds, ‘Se´minaire de Probabilite´s XL’, Springer,
pp. 415–445.
[8] Cherny, A. and Urusov, M. [2004], ‘Separating times for measures on filtered spaces’, Theory
of Probability & Its Applications 48(2), 337–347.
[9] Cherny, A. and Urusov, M. [2006], On the absolute continuity and singularity of measures
on filtered spaces: Separating times, in ‘From Stochastic Calculus to Mathematical Finance:
The Shiryaev Festschrift’, Springer Berlin Heidelberg, pp. 125–168.
[10] Choulli, T. and Stricker, C. [1996], ‘Deux applications de la dcomposition de galtchouk-
kunita-watanabe’, Sminaire de probabilits de Strasbourg 30, 12–23.
54 D. CRIENS
[11] Cohn, D. [2013], Measure Theory, 2nd edn, Springer.
[12] Cox, A. and Hobson, D. [2005], ‘Local martingales, bubbles and option prices’, Finance and
Stochastics 9(4), 477–492.
[13] Cox, J. C. [1996], ‘The constant elasticity of variance option pricing model’, The Journal of
Portfolio Management 23(5), 15–17.
[14] Criens, D. [2018], ‘Deterministic criteria for the absence and existence of arbitrage in multi-
dimensional diffusion markets’, International Journal of Theoretical and Applied Finance
21(01), 1850002.
[15] Criens, D. and Glau, K. [2018], ‘Absolute continuity of semimartingales’, Electronic Journal
of Probability 23, 28 pp.
[16] Delbaen, F. and Schachermayer, W. [1994], ‘A general version of the fundamental theorem
of asset pricing’, Mathematische Annalen 300, 463–520.
[17] Delbaen, F. and Schachermayer, W. [1998], ‘The fundamental theorem of asset pricing for
unbounded stochastic processes’, Mathematische Annalen 312, 215–250.
[18] Delbaen, F. and Shirakawa, H. [2002], ‘No arbitrage condition for positive diffusion price
processes’, Asia-Pacific Financial Markets 9(3), 159–168.
[19] Dellacherie, C. and Meyer, P. [1978], Probabilities and Potential, North-Holland.
[20] Elliott, R., Chan, L. and Siu, T. [2005], ‘Option pricing and esscher transform under regime
switching’, Annals of Finance 1(4), 423–432.
[21] Elliott, R. J., Siu, T. K. and Chan, L. [2007], ‘Pricing volatility swaps under heston’s sto-
chastic volatility model with regime switching’, Applied Mathematical Finance 14(1), 41–62.
[22] Ethier, S. and Kurtz, T. [2005], Markov Processes: Characterization and Convergence, Wiley.
[23] Fernholz, D. and Karatzas, I. [2010], ‘On optimal arbitrage’, The Annals of Applied Proba-
bility 20(4), 1179–1204.
[24] Fernholz, E. [2002], Stochastic Portfolio Theory, Stochastic Modelling and Applied Proba-
bility, Springer New York.
[25] Fo¨llmer, H. [1972], ‘The exit measure of a supermartingale’, Zeitschrift fu¨r Wahrschein-
lichkeitstheorie und verwandte Gebiete 21(2), 154–166.
[26] Fontana, C. [2015], ‘Weak and strong no-arbitrage conditions for continuous financial mar-
kets’, International Journal of Theoretical and Applied Finance 18(01), 1550005.
[27] Fontana, C., Grbac, Z., Jeanblanc, M. and Li, Q. [2014], ‘Information, no-arbitrage and
completeness for asset price models with a change point’, Stochastic Processes and their
Applications 124(9), 3009 – 3030.
[28] Ikeda, N. and Watanabe, S. [1977], ‘A comparison theorem for solutions of stochastic differ-
ential equations and its applications’, Osaka Journal of Mathematics 14(3), 619–633.
[29] Ikeda, N. and Watanabe, S. [1989], Stochastic Differential Equations and Diffusion Processes,
Elsevier Science.
[30] Jacod, J. [1979], Calcul stochastique et proble`mes de martingales, Springer.
[31] Jacod, J. [1980], ‘Weak and strong solutions of stochastic differential equations’, Stochastics
3(1-4), 171–191.
[32] Jacod, J. and Me´min, J. [1976], ‘Caracte´ristiques locales et conditions de continuite´ absolue
pour les semi-martingales’, Zeitschrift fu¨r Wahrscheinlichkeitstheorie und Verwandte Gebiete
35(1), 1–37.
[33] Jacod, J. and Shiryaev, A. [2003], Limit Theorems for Stochastic Processes, 2nd edn,
Springer.
[34] Kabanov, Y., Liptser, R. and Shiryaev, A. [1978], ‘Absolute continuity and singu-
larity of locally absolutely continuous probability distributions. i’, Mat. Sb. (N.S.)
107(149)(3(11)), 631–680.
[35] Kabanov, Y., Liptser, R. and Shiryaev, A. [1979], ‘Absolute continuity and singularity of
locally absolutely continuous probability distributions. ii’, Mat. Sb. (N.S.) 108(150)(1), 32–
61.
[36] Kallenberg, O. [1996], ‘On the existence of universal functional solutions to classical SDE’s’,
The Annals of Probability 24(1), 196–205.
[37] Kallenberg, O. [1997], Foundations of Modern Probability, Springer.
[38] Kallsen, J. and Muhle-Karbe, J. [2010], ‘Exponentially affine martingales, affine measure
changes and exponential moments of affine processes’, Stochastic Processes and their Appli-
cations 120(2), 163 – 181.
NO ARBITRAGE IN CONTINUOUS FINANCIAL MARKETS 55
[39] Karatzas, I. and Fernholz, R. [2009], Stochastic portfolio theory: an overview, in ‘Handbook
of numerical analysis’, Vol. 15, Elsevier, pp. 89–167.
[40] Karatzas, I. and Kardaras, C. [2007], ‘The nume´raire portfolio in semimartingale financial
models’, Finance and Stochastics 11(4), 447–493.
[41] Karatzas, I. and Shreve, S. [1991], Brownian Motion and Stochastic Calculus, Springer.
[42] Kardaras, C., Kreher, D. and Nikeghbali, A. [2015], ‘Strict local martingales and bubbles’,
The Annals of Applied Probability 25(4), 1827–1867.
[43] Liggett, T. [2010], Continuous Time Markov Processes: An Introduction, Graduate studies
in mathematics, American Mathematical Society.
[44] Lyasoff, A. [2014], ‘The two fundamental theorems of asset pricing for a class of continuous-
time financial markets’, Mathematical Finance 24(3), 485–504.
[45] Mijatovic´, A. and Urusov, M. [2012a], ‘Convergence of integral functionals of one-dimensional
diffusions’, Electronic Communications in Probability 17, 13 pp.
[46] Mijatovic´, A. and Urusov, M. [2012b], ‘Deterministic criteria for the absence of arbitrage in
one-dimensional diffusion models’, Finance and Stochastics 16(2), 225–247.
[47] Nguyen, D. and Yin, G. [2016], ‘Modeling and analysis of switching diffusion systems: Past-
dependent switching with a countable state space’, SIAM Journal on Control and Optimiza-
tion 54(5), 2450–2477.
[48] Norris, J. R. [1997], Markov Chains, Cambridge University Press.
[49] Palmowski, Z. and Rolski, T. [2002], ‘A technique for exponential change of measure for
markov processes’, Bernoulli 8(6), 767–785.
[50] Pinsky, R. [1995], Positive Harmonic Functions and Diffusion, Cambridge University Press.
[51] Platen, E. and Heath, D. [2006], A Benchmark Approach to Quantitative Finance, Springer
Berlin Heidelberg.
[52] Reuter, G. and Riley, P. [1972], ‘The Feller property for Markov semigroups on a countable
state space’, Journal of the London Mathematical Society s2-5(2), 267–275.
[53] Revuz, D. and Yor, M. [1999], Continuous Martingales and Brownian Motion, Springer.
[54] Rogers, L. and Williams, D. [2000], Diffusions, Markov Processes, and Martingales: Volume
1, Foundations, Cambridge University Press.
[55] Ruf, J. [2013], ‘Hedging under arbitrage’, Mathematical Finance 23(2), 297–317.
[56] Ruf, J. [2015], ‘The martingale property in the context of stochastic differential equations’,
Electronic Communications in Probability 20.
[57] Ruf, J. and Runggaldier, W. [2014], A systematic approach to constructing market models
with arbitrage, in ‘Arbitrage, credit and informational risks’, World Scientific Publishing,
pp. 19–28.
[58] Shao, J. [2015], ‘Strong solutions and strong Feller properties for regime-switching diffusion
processes in an infinite state space’, SIAM Journal on Control and Optimization 53(4), 2462–
2479.
[59] Stroock, D. [2010], Probability Theory: An Analytic View, 2nd edn, Cambridge University
Press.
[60] Stroock, D. and Varadhan, S. [1979], Multidimensional Diffussion Processes, Springer.
[61] Takaoka, K. and Schweizer, M. [2014], ‘A note on the condition of no unbounded profit with
bounded risk’, Finance and Stochastics 18(2), 393–405.
[62] Yan, J.-A. [1998], ‘A new look at the fundamental theorem of asset pricing’, Journal of the
Korean Mathematical Society (33), 659–673.
D. Criens - Technical University of Munich, Department of Mathematics, Germany
E-mail address: david.criens@tum.de
