We show that a class of de Branges spaces, generated by means of generalized Fourier transforms associated with perturbed Bessel differential equations, has the properties of oversampling and aliasing.
Introduction and main results

A hint at de Branges spaces
An entire function E belongs to the Hermite-Biehler class if it has the property |E(z)| > |E(z)| for all z ∈ C + . Given such a function, let us define
, z = w,
, z = w.
(1)
The de Branges spaces generated by E is the linear set B(E) is a reproducing kernel Hilbert space whose reproducing kernel is precisely (1) [5, Thm. 20] . From now, on we will denote a de Branges space and its associated reproducing kernel as B and K B (z, w), respectively. In passing, we note that there are alternative ways of * julio.toloza@uns.edu.ar † alfredo.uribe.83@gmail.com defining a de Branges space [5, 23, 26] . Also, there are many Hermite-Biehler functions that generate a given de Branges space [ It is straightforward to verify that K B (z, w) ∈ ker(S * B − wI) for all w ∈ C. It follows that {K B (z, λ)} λ∈σ(S B,γ ) is an orthogonal basis. Hence, the sampling formula
holds true for all F ∈ B. The convergence of this series is in the norm, which in turn implies uniform convergence in compact subsets of C. The Parseval-Plancherel identity implies that any sequence {δ λ } λ∈σ(S B,γ ) obeying
yields an approximation to F by means of the formula (2) , when the samples {F (λ)} λ∈σ(S B,γ ) are replaced by {F (λ)+δ λ } λ∈σ(S B,γ ) . In other words, (2) is stable under weighted ℓ 2 -perturbations. There is a distinctive structural property of de Branges spaces related to the subject of this paper. For the class of spaces discussed here, this property can be stated as follows: Assume B 1 , B 2 and B 3 are de Branges spaces such that B 1 and B 2 are both isometrically contained in B 3 . Then either B 1 ⊂ B 2 or B 2 ⊂ B 1 . A more general form of this assertion is in the classical book by de Branges [5, Thm. 35 ].
Main results
The class of de Branges spaces considered in this work are defined by means of generalized Fourier transforms associated with perturbed Bessel differential equations. Namely,
where ξ(z, x) is the real entire solution (with respect to z) to the eigenvalue problem
subject to the boundary condition lim x→0+
when ν ∈ (0, 1). A Hermite-Biehler function that generates B s is
where ′ denotes derivative with respect to x. In this framework, our main results can be summarized as follows:
where ℓ ∞ (ν) and J ab (z, w) are defined by (35) and (42) respectively. Then, for every compact set K ⊂ C, there exists C(K) > 0 such that
Theorem (aliasing). Suppose the same hypotheses of the previous theorem, except that γ ∈ (0, π). For every F ∈ B b , define
Then, for each compact set K ⊂ C, there exists D(K) > 0 such that
It is known that B s = B ν,s setwise, where B ν,s is the de Branges space associated with q ≡ 0 (and the same value of ν), also under the hypothesis xq(x) ∈ L r (0, s) with r ∈ (2, ∞] [25, Thm. 4.2] . Since it is natural to consider sampling formulas as regular for the case q ≡ 0 and irregular otherwise, we may state that our theorems above provide estimates for oversampling and aliasing error on a (relatively restricted) set of irregular sampling formulas for regularized Hankel transform of functions with compact support in R + . The restriction r > 2 is a technical limitation due to the perturbation methods involved in both [25] and the present paper; we believe that the results exposed here should hold under the weaker assumption xq(x) ∈ L 1 (0, s).
A bit of history
The notions of oversampling and aliasing stem from the theory of Paley-Wiener spaces [22, 30] , that is, the spaces of Fourier transform of functions with given compact support centered at zero,
The linear set PW a , equipped with the norm F = φ , is a de Branges space generated by the Hermite-Biehler function E a (z) = exp(−iza). In this setting, the sampling formula (2) is known as the Whittaker-Shannon-Kotelnikov theorem, and takes the form
The function G a (z, w) is referred to as the sampling kernel, while the separation between sampling points π/a is known as the Nyquist rate. As shown in [22, Thm. 7.2.5] , every F ∈ PW a ⊂ PW b (a < b) admits the representation
with the modified sampling kernel
While the convergence of the sampling formula (3) is unaffected by ℓ 2 -perturbations of the samples F nπ a , the oversampling formula (4) is more stable in the sense that it converges under ℓ ∞ -perturbations of the samples. That is, if the sequence {δ n } n∈Z is bounded and one defines
then |F δ (z) − F (z)| is uniformly bounded in compact subsets of C and, moreover, uniformly bounded on the real line. In other words, a more stable sampling formula is obtained at the expense of collecting samples at a higher Nyquist rate. Aliasing, on the other hand, approximates a function F ∈ PW b \ PW a by another one formally constructed using the sampling formula (3), namely,
As shown in [22, Thm. 7.2.9], the series in (6) is indeed convergent and, moreover, | F (z)−F (z)| is uniformly bounded in compact subsets of C. Formula (6) yields in fact an approximation not only for functions in PW b \ PW a , but for the Fourier transform of elements in L 1 (R) ∩ L 2 (R). Generalizations of sampling formula (3) have been a subject of research for quite some time within the theory of reproducing kernel Hilbert spaces [6, 11, 13, 14] ; a classical result is the Kramer's sampling theorem. The particular case of reproducing kernel Hilbert spaces related to the Bessel-Hankel transform (q ≡ 0 in the context of this paper) has been studied by Higgins in [12] . Sampling theorems associated with Sturm-Liouville problems (hence somewhat related to the methods involved in this paper) have been discussed in [29, 31, 32] . See also [33] .
Analysis of error due to noisy samples and aliasing in Paley-Wiener spaces goes back at least to [21] . More recent literature on the subject is, for instance, [1-3, 7, 8, 13, 16, 28] . Oversampling in shift-invariant spaces is considered in [10] .
To the best of our knowledge, oversampling and aliasing on de Branges spaces besides the Paley-Wiener class have not been discussed until recently, where this subject has been touched upon for de Branges spaces associated with regular Schrödinger operators using perturbative methods [27] . In this paper we extend the results of [27] to the larger class of de Branges spaces characterized by [25, Thm. 4 .2] (see Theorem 2.7 below).
Organization of this paper
In Section 2 we summarize the necessary results concerning the perturbation theory on perturbed Bessel operators; the main source is (part of) the work by Kostenko, Sakhnovich and Teschl on a scalar singular Weyl-Titchmarsh theory [17, 18] . Section 3 is devoted to oversampling, while the results concerning aliasing are the subject of Section 4. Some necessary but tedious computations are presented in the Appendix.
de Branges spaces arising from Bessel operators
The unperturbed problem
Let us consider the differential expression
with s ∈ (0, ∞). It is well-known that τ ν is regular at x = s, whereas at x = 0 it is in the limit point case if ν ≥ 1 or in the limit circle case if ν ∈ [0, 1). The eigenvalue problem τ ν ϕ = zϕ (z ∈ C) has linearly independent solutions
where J ν and Y ν are the Bessel and Neumann functions; √ · denotes the main branch of the squared root. Both solutions are real entire functions with respect to z, with Wronskian
Moreover, ξ ν (z, ·) is square-integrable and satisfies the boundary condition
when ν ∈ [0, 1).
Remark 2.1.
In order to simplify the discussion, in what follows we shall assume ν > 0. This is because the case ν = 0 entails the occurrence of logarithmic expressions that would require a somewhat clumsier, separated analysis. In our opinion, this extra workload would not add anything substantial to our results.
As shown in [17, Lemmas A.1 and A.2]
,
Let H ν,s denote the closure of the minimal operator defined by τ ν , plus boundary condition (9) whenever ν ∈ [0, 1), on the interval (0, s]. This operator is regular, symmetric and has deficiency indices (1, 1). As a consequence, ξ ν (z, ·) ∈ ker(H * ν,s − zI) for all z ∈ C. Let H ν,s,γ denote the selfadjoint extension of H ν,s associated with the boundary condition ϕ(s) cos(γ) + ϕ ′ (s) sin(γ) = 0, γ ∈ [0, π). For γ = 0 (Dirichlet boundary condition at x = s), the spectrum of H ν,s,0 is given by the zeros {j ν,n } ∞ n=1 of J ν , namely,
For γ ∈ (0, π), the spectrum of σ(H ν,s,γ ) is given by the zeros of the real entire function
The lowest zero of this function, denoted λ γ ν,0 , has the same sign as ν + 1/2 + s cot γ. All the other zeros are positive, thus we can write
where {j γ ν,n } ∞ n=1 are the positive zeros of
One has the asymptotic formulas (cf. [17, Eqs. 2.11 and 2.12])
It is convenient to recall asymptotic expansion
where the error is uniform in sectors of the form
is a Hermite-Biehler function that generates B ν,s . Increasing values of the parameter ν makes H ν,s more singular; a precise meaning of this assertion can be found in [18] . This singular character is also reflected in the associated de Branges space, in the sense stated next. 
where N (ν) := min{n ∈ N : n > ν+1 2 }; no such a function exists within assoc k B s for any 0 ≤ k < N (ν).
Adding a perturbation
Given s ∈ (0, ∞), consider the differential expression
We assume that q ∈ L 1 loc (0, s) is a real-valued function such that q ∈ L 1 (0, s), where
As shown in [17, Thm. 2.4] , τ is regular at x = s whereas at x = 0 it is in the limit point case if ν ≥ 1 or in the limit circle case if ν ∈ [0, 1).
The expression (18), along with the boundary condition (9) when ν ∈ [0, 1), originates a closed, regular, symmetric operator whose deficiency indices are both equal to 1 [25, Sect. 4] . We denote this operator by H s (the symbol H ν,q,s would be more accurate but also clumsier).
The corresponding one-parameter family of selfadjoint extensions H s,γ (0 ≤ γ < π) is determined by the usual boundary condition at x = s,
plus the boundary condition (9) when ν ∈ [0, 1). The spectrum of H s,γ is purely discrete, of multiplicity one, with at most a finite number of negative eigenvalues [17, Thm. 2.4] .
We henceforth assume ν > 0 (see Remark 2.1). By [17, Lemma 2.2], the eigenvalue equation τ ϕ = zϕ (z ∈ C) admits a solution ξ(z, x), real entire with respect to z, with derivative ξ ′ (z, x) also real entire, that satisfy the estimates
and
for some constant C = C(ν, q, s), with ν, s ∈ (0, ∞), so the bounds above are uniform for x ∈ (0, s]. Note that (10) and (21) (respectively, (11) and (22)) imply
for all x ∈ (0, s]. 
as w → ∞, where p obeys 1/p + 1/r = 1.
Remark 2.4. The proof of [17, Lemma 2.2] leads to a more refined decomposition, namely,
for all z ∈ C and x ∈ (0, s], where
obeys
From (28) one immediately obtains the following estimate:
Then, there exists positive constants C and δ > 0 such that
for all t > 0.
From (21) and (22), it follows that ξ(z, x) also obeys boundary condition (9) whenever ν ∈ (0, 1). This in turn implies ξ(z, ·) ∈ ker(H * s − zI). Hence, in view of (20) , the spectrum of H s,γ is given by
In particular, if λ ∈ σ(H s,γ ), then ξ(λ, ·) is the corresponding eigenfunction (up to normalization). Arrange the elements of σ(H s,γ ) according to increasing values. Let us denote (and enumerate) them as follows,
if γ = 0 (the finitely many negative eigenvalues have imaginary values of t n ). According to [17, Thm. 2.5],
where
Assuming q ∈ L r (0, s) with r ∈ [1, ∞], it follows that
as n → ∞. Lemma 2.6. Suppose q ∈ L 1 (0, s). Then, there exist 0 < C < D < ∞ and n 0 ∈ N such that
for all n ≥ n 0 .
Proof. We have the obvious inequalities
In what follows we assume n so large that t 2 n is positive. Then, on one hand,
Combining (16), (30) and (31), one can see that
That is,
On the other hand, Lemma 2.3 implies
Finally, the assertion follows after combining (30), (32) and (33) .
Associated with the symmetric operator H s , one has the de Branges space
The corresponding reproducing kernel is 
Oversampling
As mentioned in the Introduction, a discussion of the oversampling property in de Branges spaces involves certain weighted ℓ p spaces. For the class of de Branges spaces treated in this paper, we need the following ones: Given 1 ≤ p ≤ ∞, define
where {λ n } is the (ordered) spectrum of H s,γ . Proof. Use Lemma 2.6.
For every ϕ ∈ L 2 (0, s), one clearly has
where the convergence takes place with respect to the L 2 -norm. Hence the sampling formula
holds true, where the convergence is with respect to the B s -norm, which in turn implies uniform convergence in compact subsets of C [24, Prop. 1]. Since
and taking into account Corollary 3.1, the sequence {F (λ n ) : λ n ∈ σ(S s,γ )} belongs to ℓ 2 (ν). Clearly, if one substitutes F (λ n ) by F (λ n ) + δ n with δ = {δ n } ∈ ℓ 2 (ν), then (37) produces an approximation F δ ∈ B s that satisfies
uniformly for z in any given compact subset K ⊂ C. Fix 0 < a < b < ∞. Any ϕ ∈ L 2 (0, a) can be regarded as an element of L 2 (0, b) since ϕ = ϕχ (0,a] + 0χ (a,b] , where χ E denotes the characteristic function of a set E. Define
In this way, ϕ = ϕR ab for all ϕ ∈ L 2 (0, a). Hence, using (36) with s = b,
where the series converges with respect to the norm of L 2 (0, b). Consider
Plugging (40) in the previous equation, we arrive at
which converges uniformly in compact subsets of C.
Note that J ab (·, w) ∈ B b for every w ∈ C, and J ab (w, z) = J ab (z, w). We will prove that the spaces B s satisfy the following condition:
(sc1) Given 0 < a < b and any selfadjoint extension S b,γ of S b , the series
converges uniformly in compact subsets of C.
Proof. Denote σ(H b,γ ) = {t 2 n }. In view of Lemma 2.6, it suffices to show that, given a compact subset K ⊂ C, there exist n 0 ∈ N, positive constant C = C (K, ν, q, γ, a, b) and δ > 0 such that
for all z ∈ K and n ≥ n 0 . For the purpose of this proof ·, · := ·, · L 2 (0,b) . Resorting to (25) , one can write
where we have abbreviated R := R ab and t := t n . An integration by parts (see A.1) reduces the first term in (43) to
Using (10), (23) , the fact that ξ(z, x) and ξ ′ (z, x) are entire with respect to z for every x ∈ (0, ∞), and noting that q ∈ L 1 (0, b) due to our hypotheses, one can see that (44) implies
for some C 1 = C 1 (K, ν, q, γ, a, b ) > 0. The second term in (43) is computed in A.3 (assuming q locally absolutely continuous), the result being
The estimates (23) and (27) imply
for some C 2 = C 2 (K, ν, q, s) > 0; this bound takes care of the first two terms in (45). Also,
where C 2 = C 2 (K, ν, q, b) > 0; here we have used (10) and (23), along with fact our hypothesis on q implies q ∈ L 1 (0, b) .
where the latter is due to (24) and (27) . Therefore, taking into account (30) , one has
for some C 2 = C 2 (K, ν, q, γ, a, b ) > 0. Finally, with the help of Lemma 2.5, the third term in (43) admits the bound
with C 3 = C 3 (K, ν, q, γ, b) > 0 and some δ > 0 (that depends on r > 2 from our hypothesis on q).
Then, for every compact set K ⊂ C, there exists C(K) = C(K, ν, q, γ, a, b) > 0 such that
Proof. It is a straightforward consequence of Proposition 3.2 combined with Corollary 3.1.
Remark 3.4.
A closer inspection to the estimates on (45) reveals that 
We expect F be an approximation to F obtained from samples that are more "sparse" than those required for the sampling formula (37). This vaguely worded claim can be made precise for the class of de Branges spaces under consideration. With this purpose in mind, we formulate a suitable sufficient condition for aliasing.
(sc2) Given 0 < a < b, there exists γ * ∈ [0, π) such that the series
converges absolutely and uniformly for (z,
The bulk of this section consists of showing that the de Branges spaces discussed in this work satisfy (sc2). We start by defining
Also,
From (7) and (8), one can verify that
There exist C > 0 and δ > 0 such that
Proof. Resorting to an argument like in the proof of [ 
The argument for r = ∞ is analogous hence omitted.
Proof. We show the statement assuming r ∈ (2, ∞); the proof for the remaining case is similar save for some minor differences. Choose any γ ∈ (0, π) and denote σ(H a,γ ) = {t 2 n } ∞ n=0 . Given a compact subset K ⊂ C, it suffices to show that, for some δ > 0,
, and n sufficiently large. By Lemma 2.6, there exists n 0 ∈ N such that K a (t 2 n , t 2 n ) ≥ Cn −2ν−1 for n ≥ n 0 ; we can assume n 0 so large that also t 2 n ∈ K for n ≥ n 0 . Furthermore, in view of (23) and (30) ,
for all n ≥ n 0 and x ∈ [0, b]. Therefore, it suffices to show that
for some δ > 0. Abbreviate ·, · := ·, · L 2 (0,a) . We have
From (54), ξ(z), ξ ν (t 2 n ) = ξ(z, a)ξ ν+1 (t 2 n , a)
Note that (30) and (31) imply
since γ = 0 and p ∈ (1, 2), where 1/r + 1/p = 1. This in turn implies
We now look at the second term in (49). As computed in A.2 (see (56)), ξ(z), ξ ν,1 (t 2 ) = ξ(z, a)Q 1 (t 2 , a)ξ ν+1 (t 2 , a) − 1 t 2 ξ(z, a)Q 2 (t 2 , a)θ ν+1 (t 2 , a) As a consequence of Lemma 4.1, |ξ(z, a)| Q 1 (t 2 , a)ξ ν+1 (t 2 , a) − t −2 Q 2 (t 2 , a)θ ν+1 (t 2 , a) ≤ C 2 t −ν− 3 2 − 1 p , z ∈ K, where 1/r + 1/p = 1. Also, (ν + 1 2 )a −1 ξ(z, a) − ξ ′ (z, a) ξ ν,1 (t 2 , a) ≤ C 2 t −ν− 1 2 , z ∈ K.
By the same argument that leads to (46) and (47), Therefore, for all z ∈ C and n ≥ n 0 , ξ(z), ξ ν,1 (t 2 n ) ≤ C 2 n −ν− 3 2 − 1 p for some C 2 = C 2 (ν, q, γ, K, a) > 0. Finally, the last term in (49) can be bounded as ξ(z), Ξ(t 2 n ) ≤ ξ(z) L 2 (0,a) Ξ(t 2 n ) L 2 (0,a) ≤ C 3 n −ν− 3 2 −δ , for some C 3 = C 3 (ν, q, γ, K, a) > 0 and all n ≥ n 0 . The proof is now complete.
The proof of the following assertion is nearly identical to the proof of Lemma 4.2 in [27] , hence omitted. K a (z, λ n ) K a (λ n , λ n ) F (λ n ).
Then,
where ψ ∈ L 2 (0, b) satisfies F (z) = ξ(z), ψ L 2 (0,b) . Remark 4.5. We clearly have
for all z ∈ K, where K is any compact subset of C and P ab denotes the orthogonal projector onto B a .
Therefore, adding (56) to (57), ξ(z), R ab ξ ν,1 (t 2 )
