Investigation of optical memory techniques Final report, 1 Jul. 1969 - 30 Jun. 1970 by Friesem, A. A.
General Disclaimer 
One or more of the Following Statements may affect this Document 
 
 This document has been reproduced from the best copy furnished by the 
organizational source. It is being released in the interest of making available as 
much information as possible. 
 
 This document may contain data, which exceeds the sheet parameters. It was 
furnished in this condition by the organizational source and is the best copy 
available. 
 
 This document may contain tone-on-tone or color graphs, charts and/or pictures, 
which have been reproduced in black and white. 
 
 This document is paginated as submitted by the original source. 
 
 Portions of this document are not fully legible due to the historical nature of some 
of the material. However, it is the best reproduction available from the original 
submission. 
 
 
 
 
 
 
 
Produced by the NASA Center for Aerospace Information (CASI) 
https://ntrs.nasa.gov/search.jsp?R=19710005661 2020-03-23T16:37:53+00:00Z
.e
0
Q
V-1
co
INVESTIGATION OF
OPTICAL MEMORY TECHNIQUES
FINAL REPORT
October 1970
Prepared under Contract No. NAS 12-2200 by
ELECTRO-OPTICS CENTER
RADIATION INCORPORATED
Ann Arbor, Michigan 48106
Distribution of this report is provided in the interest of information
exchange and should not be construed as endorsement by NASA of the
material presented. Responsib i lity for the contents resides with the
organization that prepared it.
N	
7
1/01,
17-9->O
%
 vti; 
^4 r-1k
r4O
Marshall Space Flight Center
A
NATIONAL AERONAUTICS AND SPACE ADMINISTV4TION
45 to
0
,0	(ACCESSION NUMBER)	 ^(^RU)
:E
a ^ 7
0 CPPE(PA GES)'
(NASA CR OR TMIX00RADNUMBER)	 (CATEGbRY)
4	 I
Marshall Space Flight Center
i
s
a
INVESTIGATION OF
OPTICAL MEMORY TECHNIQUES
FINAL REPORT
October 1974
Prepared under Contract No. NAS 12-2200 by
ELECTRO-OPTICS CENTER
RADIATION INCORPORATED
Ann Arbor, Michigan 48106
s
.rt
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
00
Ln
co
I 
TABLE OF CONTENTS
r
Section Page
FOREWORD xi
SUMMARY xii
INTRODUCTION 1-1
BASIC HOLOGRAPHIC TECHNIQUES 2-1
2. 1	 INTRODUCTION 2-1
2.2	 HOLOGRAPHIC STORAGE OF DIGITAL DATA 2-6
Z. 2. 1 Input Data Format 2-6
2. 2. 2 Fourier Transform Holograms 2-7
2. 2. 3
	 F;°esnel Holograms 2-18
2.2.4 Comments 2-25
2.3	 EXPERIMENTS WITH INCOHERENT ADDITIONS
OF SIGNALS 2-25 
2. 3. 1 Experimental Geometry 2-27
2. 3. 2 Experimental Procedure 2-29
2. 3. 3 Experimental Results 2-29
2.3.4 Discussion 2-35
2.4	 MULTIPLE SIGNAL STORAGE BY VARYING THE
WAVELENGTH OF THE RECORDING BEAMS 2-37
2. 4. 1 Experimental Procedure and Results 2-39
HOLOGRAPHIC STORAGE MATERIALS 3-1
3. 1	 INTRODUCTION 3-1.
3.2	 GENERAL DISCUSSION 3-2 
3. 2. 1 Exposure Sensitivity and Spectral Response 3-2
3. 2. Z
	
Diffraction Efficiency 3-4
3.2.3	 Resolution 3-8
i
J,
I
II
III
rTABLE OF CONTENTS (continued)
3. 2.4 Noise Characteristics
3. 2. 5 Angular Orientation and Wavelength
Discrimination
3.3	 EXPERIMENTAL INVESTIGATIONS OF
HOLOGRAPHIC RECORDING MATERIALS
3. 3. 1 Experimental Procedures
3. 3. 1. 1 Experimental Procedure for
Determining Exposure
Sensitivity
3. 3. 1. 2 Experimental Procedure for
Determining Diffraction
Efficiency
3. 3. 1. 3 Experimental Procedure for
Determining the Angular
Discrimination
3. 3. 2 Photographic Emulsions
3. 3. 2. 1	 Experimental Results
3. 3. 3 Thick Dichromated Gelatin
3. 3. 3. 1	 Experimental Results
3.3.4 Photochr-omic Materials
3. 3. 4. 1 Experimental Results
3. 3.5 Ferroelectric Materials
3. 3. 5. 1	 Experimental Results
3.3. 6 Manganese Bismuth Materials
3.3. 6. 1 Experimental Procedure
3. 3. 6. 2 Experimental Results
3. 3. 7 Photopolymer Materials
3. 3. 7. 1 Experimental Results
ii
a
Section Page
3-10
3-11
3-14
3-15
3-15
3-16
3-18
3-20
3-21
3-24
3-27
3-27
3-31
3-32
3-34
3-36
3-38
3-40
3-42
3-43
t
i
i
i
i
f
AL
t
f
^w.
r
i
TABLE OF CONTENTS (continued)
Section Page
3. 3. 8
	
Photo-Resist Materials 3-45
3.3.8. 1	 Experimental Results 3-45
3.3.9
	
Photoplastics 3-46
3.3.9. 1 Experiments 3-48
3.3. 10 Comment s 3-49 
3.4 NOISE CHARACTERISTICS OF HOLOGRAPHIC
RECORDING MATERIALS 3-50 
3. 4. i	 Introduction 3-50
3. 4. 2	 Signal and Noise in the Reconstructed
Image 3-51 
3. 4. 2. 1	 Intermodulation Noise 3-51
3.4.2.2 Film Grain Noise 3-54
3. 4. 2. 3	 Combined Ratio of Signal Intensity
to Average Noise Intensity 3-56
3.4.3	 Experimental Results 3-63 
3.4.4	 Discussion 3-70
3.5 ERROR RATES AND STORAGE CAPACITIES OF
HOLOGRAPHIC MEMORIES 3--',73
3. 5. 1	 Introduction 3-73 
3. 5.2	 Array of Point Sources 3-74 
3. 5. 3	 Array of Apertures 3-84
3. 5. 4	 Derivations of the Probabl ility Density
Functions of pl (1 2 ) and po (12) 3-88 
IV	 COMPUTER SIMULATION OF HOLOGRAPHIC MEMORY 4-1.
4.1 INTRODUCTION 4-1
4.2 COMPUTER SIMULATION OF HOLOGRAPHI(
RECORDING MEDIA 4-2
4.3 COMPUTER ANALYSIS OF HOLOGRAPHIC
IMAGING 4-13
iii
' t
TABLE OF CONTENTS (continued)
Section Page
V INVESTIGATION OF SYSTEMS CONCEPTS AND
MAJOR COMPONENTS 5-1
5. 1 INTRODUCTION 5-1
5.2 STORAGE MEDIUM 5-3
5.3 STORAGE AND RETRIEVAL FORMAT 5-5
5.4 INPUT BLOCK DATA COMPOSER 5-6 
5.5 LASER 5-10
5.6 BEAM DEFLECTORS 5-17
5. 7 BLOCK DATA READOUT DETECTORS 5-24
5.8 SYSTEM ELECTRONICS 5-31
VI SYSTEM DESIGN AND SYNTHESIS 6-1
6.1 GENERAL SYSTEM DESIGN RELATIONS 6-1
6. 1. 1	 Geometric Features 6-1
6. 1. 2 Optical Loss Parameters 6-5
6. 1. 3 Laser Power, Pulse Width and Pulse
Rate Factors 6-8
6. 1. 4 Important BDC Relations 6-10
6. 1. 5	 Important Beam Deflector Relations 6-11
6.2 SYNTHESIS OF A HOLOGRAPHIC MEMORY WITH
A THIN PLANAR. STORAGE MATERIAL AND A
FRESNEL GEOMETRY 6-13
6.3 SYNTHESIS OF A HOLOGRAPHIC. MEMORY WITH
A THICK PHASE STORAGE MATERIAL AND AN
IMAGING FOURIER TRANSFORM GEOMETRY 6-23
VII RECOMMENDATIONS 7-1
7. 1 INTRODUCTION 7-1
7.2 READ/ WRITE MEMORY 7-2 
7.3 SEMI-PERMANENT MEMORY 7 -3
1V
TABLE OF CONTENTS (continued)
Section
	
Page
7.4 BASIC REQUIREMENTS FOR THE HOLOGRAPHIC
MEMORY STORAGE MATERIAL
	 7-4
7.5 SYSTEM ANALYSIS AND RECORDING MATERIALS
SIMULA'T'ION WITH A COMPUTER
	
7-11
REFERENCES	 R-1
.dA&
,t
v
4
rLIST OF ILLUSTRATIONS
Figure Number Page
2-1 HOLOGRAPHIC MEMORY 2-3
2-2 READIN AND ]READOUT  A.RR ANGEMENTS
FOR FRESNEL HOLOGRAMS 2-5
2 -3 READIN AND READOUT ARRANGEMENTS
FOR FOURIER TRANSFORM HOLOGRAMS 2-5
2-4 INPUT DATA FORMATS 2-8
2-5 SPECTRUM OF INP'iJT SIGNALS 2-11
2-6 REGULAR ARRAY RECONSTRUCTED FROM
THREE REGIONS OF A FOURIER TRANSFORM
HOLOGRAM 2-12
2-7 JITTERED ARRAY RECONSTRUCTED FROM
THREE REGIONS OF A FOURIER TRANSFORM
HOLOGRAM 2-14
2-8 REGIONS OF THE I'OUR.IER TRANSFORM
HOLOGRAM USED FOR RECONSTRUCTION 2-15
2-9 EFFECTS OF HOLOGRAM APERTURES ON
IMAGE RESOLUTION FOR FOURIER TRANSFORM
HOLOGRAM 2-16
2-10 SIDEBAND RECONSTRUCTION OF A FOURIER
TRANSFORM HOLOGRAM 2-19
2-11 EFFECTS OF HOLOGRAM APERTURES ON
IMAGE RESOLUTION FOR FRESNEL HOLOGRAM 2-20
2-112 EFFECTS OF FILM NONLINEAI2ITIES FOR
THREE DIFFERENT DUTY CYCLES 2-22
2-13 EFFECTS OF FILM NjONLINEARITIES FOR
DIFFERENT ARRAYS 2-23
2-14 LIGHT DISTRIBUTION OF A DICHROMATED
GELATIN HOLOGRAM VERSUS EXPOSURE 2-24
2-15 SNR VERSUS EXPOSURE 2-24
2•-16 DIFFRACTION EFFICIENCY VERSUS
BEAM RATIO K 2.26
Sri.
^l
r
.LIST OF ILLUSTRATIONS (continued)
Figure Number Page
2-17 SNR VERSUS BEAM RATIO K 2-26
2-18 EXPERIMENTAL SETUP FOR INCOHERENT
ADDITION TECHNIQUES 2-28
2-19 SPATIAL FREQUENCY MULTIPLEXING
TECHNIQUE AND CORRESPONDING FREQUENCY
DOMAIN REPRESENTATION 2-30
2-20 aNR VERSUS NUMBER OF INCOHERENT
ADDITIONS: SPATIAL FREQUENCY
MULTIPLEXING 2-34
2-21 SNR VERSUS NUMBER OF INCOHERENT
ADDITIONS: WITHOUT SPATIAL MULTI-
PLEXING 2-38 
2-22 ORIGINAL INPUT SIGNALS 2-40
2-23 RECONSTRUCTED IMAGES FROM THICK
HOLOGRAMS 2-41 
2-24 RECONSTRUCTED IMAGES FROM THIN
.HOLOGRAMS 2-41
3-1 SETUP FOR DIFFRACTION EFFICIENCY
MEAS`fJREME TTS 3-17
3-2 SETUP FOR ANGULAR ORIENTATION
SENSITIVITY MEASUREMENTS 3-19
3-3 OPTICAL DENSITY VERSUS EXPOSURE FOR
PHOTOGRAPHIC: EMULSIONS 3-22
3-4 AMPLITUDE TRANSMITTANCE VERSUS
EXPOSURE FOR PHOTOGRAPHIC EMULSIONS 3-23
3-5 DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR PHOTOGRAPHIC EMULSIONS 3-25
3-E DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR 'SOFT" DICHROMATED GELATIN 3-28
3-7 DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR "MODERATELY HARD' DICHROMATED
GELATIN 3 -29 
vii
LIST OF ILLUSTRATIONS (continued) t
Figure Number Page
3-8 DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR "HARD" DICHROMATED GELATIN 3-30 
3-9 ANGULAR ORIENTATION SENSITIVITY
MEASUREMENTS FOR PHOTOCHROMICS 3-33
3-10 ANGULAR ORIENTATION SENSITIVITY
MEASUREMENTS FOR LITHIUM NIOBATE 3-35
3-11 EXPERIMENTAL SETUP FOR MnBi TESTS 3-39
3-12 DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR PHOTOPOLYMERS 3-44
3-13 DIFFRACTION EFFICIENCY VERSUS EXPOSURE
FOR PHOTORESISTS 3-47
3-14 AMPLITUDE TRANSMITTANCE VERSUS
EXPOSURE FOR 649F EMULSIONS 3-58
3-15 READ- i'N AND READ-OUT ARRANGEMENTS
FOR FRESNEL HOLOGRAMS 3-60
3-16 SIGNAL-TO-AVERAGE NOISE INTENSITY RATIO
VERSUS AMPLITUDE TRANSMITTANCE FOR
DIFFERENT BEAM RATIOS 3-60 
3-17 SIGNAL-TO-AVERAGE NOISE INTENSITY RATIO
VERSUS BEAM RATIO FOR DIFFERENT VALUES
OF RESOLUTION ELEMENTS 3 -62
3-18 SIGNAL-TO-AVERAGE NOISE INTENSITY RATIO
FOR A POINT SOURCE 3-64
3-19 INPUT SIGNALS USED FOR NOISE STUDIES 3-66
3-20 SIGNAL-TO-AVERAGE NOISE INTENSITY RATIO
VERSUS BEAM RATIO 3-67
3-21 SIGNAL- TO-AVERAGE NOISE INTENSITY RATIO
VERSUS AMPLITUDE TRANSMITTANCE 3 -67
3-22 SIGNAL-TO-AVERAGE NOISE INTENSITY RATIO
VERSUS HOLOGRAM APERTURE 3-69
3-23 NORMALIZED NOISE INTENSITY VERSUS
AMPLITUDE TRANSMITTANCE 3 -69
viii
fj
!^W
LIST OF ILLUSTRATIONS (continued)
Figure Number	 Page
i
3-24 DIFFRACTION EFFICIENCY VERSUS
AMPLITUDE TRANSMITTANCE
3-25 INPUT DATA FORMATS
3-26 PROBABILITY DENSITY FUNCTION FOR
DIFFERENT SNR
3-27 ERROR PROBABILITY VERSUS SNR
3-28 PROBABILITY DENSITY FUNCTION FOR
DIFFERENT SNR
3-29 ERROR PROBABILITY VERSUS SNR
4-1 COMPUTER SIMULATION OF FILM
NONLINEARITY
4-2 INPUT SIGNAL FOR SIMULATION
EXPERIMENTS
4-3(a) OUTPUT SIGNALS: RELATIVE DETECTOR
APERT URE = 1
4-3(b) OUTPUT SIGNALS: RELATIVE DETECTOR
APERTURE •=. 3
4-3(c) OUTPUT SIGNALS: RELATIVE DETECTOR
APERTURE = 5
4-4 OUTPUT SIGNALS: ORIGINAL INPUT
SIGNAL CONTAINS A CONSTANT BIAS
4-5 COMPUTER SIMULATION Ok FILM GRAIN
NOISE
4-6 OUTPUT SIGNALS: RELATIVE DETECTOR
APERTURE = 1
4-7 OUTPUT SIGNALS: RELATIVE DETECTOR
APERTURE = 3
4-8 OUTPUT SIGNALS: RELATIVE DETECTOR
APERTURE = 5
4 -9 COORDINATE SYSTEM FOR ANALYZING
HOLOGRAPHIC IMAGING
3-71
3-75
3-79
3-82
3-87
3-87
4-6
4-6
4-8
4-9
4-10
t
4-11
4-12
4-14
4-15
4-16
4-17
ix
t.
T
LIST OF ILLUSTRATIONS (continued)
Figure Number Page
5-1 BLOCK DIAGRAM FOR HOLOGRAPHIC
MEMORY SYSTEM 25-
5-2 PATH LENGTH DIFFERENCES BETWEEN
REFERENCE AND SIGNAL, BEAMS 5-13
5-3 OPTICAL COMPENSATION FOR WAVELENGTH
CHANGES IN ACOUSTIC BRAGG CELL 5-22 
5-4 BEAM DIRECTING WITH FIXED ARRAY OF
HOLOGRAMS 5-22 
6-1 GEOMETRY FOR ANALYZING CAPACITY 6-2
6-2 OPTICAL LOSS PARAMETERS 6-6
6-3 CONFIGURATION OF 10 9 BIT READ/ WRITE
HOLOGRAPHIC MEMORY 6-14
6-4 CONFIGURATION OF 10 10 BIT READ/ WRITE
HOLOGRAPHIC MEMORY 6-24
LIST OF TABLES
Table Number Page
2-1 KODAK HR EMULSION 2-31 
2-2 AGFA LIPPMANN EMULSION 2-32
2-3 DICHROMATED GELATIN 2-33
3-1 DIFFRACTION EFFICIENCY VS. WAVELENGTH 3-41
3-2 TRANSMITTANCE, REFLECTANCE, AND
ABSORP`I'ANCE VS. WAVELENGTH 3-41
3-3 ERROR RATLS VS. SIN RATIO 3-83
x
v
Ixi
i
C,I
4.>
FOREWORD
This report was prepared by the Electro-Optics Center of Radiation
Incorporated, under National Aeronautics and Space Administration
Contract NAS 12-2200, and covers the work performed between 1 July
1969 and 30 June 1970. The contract was monitored by G. A. Bailey, Jr.
of the NASA Marshall Space Flight Center, Huntsville, Alabama; in
the initial stages the contract was monitored by N. G. Patt of the NASA
Electronics Research Center, Cambridge, Massachusetts.
The principal investigator on this project was A. A. Friesem.
Other contributors were M. O. Greer, G. E. Hoffmann, A. Kozma,
W - H. Lee, E. N. Leith, H. N. Roberts, A. Vander Lugt, and R. G. Ze ch.
This report was prepared under the direction of A. Vander Lugt,
Research Manager.
The contractor's report number is EOC-$101--12-F.
iSUMMARY
The objective of this investigation is to study the feasibility of
using holographic techniques for a 10 10 to 1012 bit read /write optical
memory, having no moving parts. Although the main objective is to
evaluate various holographic techniques and to determine a suitable
storage material, other components of the system such as the block data
composer, the photodetector array, the deflection and scanning devices,
and the coherent light source are also investigated.
Technique-, for holographically recording and retrieving informa-
tion with adequate signal-to-noise ratio and error rates are investigated.
It is shown that 10 6 bits of information can be retrieved from each 1 mma
hologram with a 20 dB signal-to-noise ratio and a 10- 7 error rate. By
recording 20 holograms at each storage location in a 10 6 array, it is
possible to achieve a total capacity of 10 11
 bits. Each storage location
can be addressed with an acousto-optic deflector and each hologram can
be independently retrieved by using the properties of a thick recording
material and a multiwavelength laser. Following a general classification
of holograms and their properties, we discuss the noise characteristics,
the exposure sensitivities, the diffraction efficiencies, and the angular
orientation and the wavelength discrimination of different types of record-
ing materials. The results are used to develop a model of thin absorptive
recording matt erials used to simulate nonlinear and film-grain noise effects.
We use a computer to assist in analyzing the imaging properties of holograms.
Several approaches and designs for implementing the major elements
of the system are suggested. After selecting promising approaches, two
specific holographic memory designs of 109 and 1010 bits total capacities
and 108 bits /second data rates are described. The major differences be-
tween the two designs are that one uses a thin storage material such as
photoplastic or MnBi whereas the other uses a thick phase storage material
xii
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and a multiwavF:.ength laser. Both designs use input block data composers
and photodetector arrays containing 256 x 256 elements and acousto-optic
beam deflectors.
Finally, a list of requirements for a suitable storage material and
recommendations for future development of the holographic memory system
are given.
xiii
sSECTION I
INTRODUCTION
Some techniques for implementing medium to large scale bulk data
storage systems are highly developed (for example, discs, cores, etc. ) and
are in commercial use, while others (ferrites, integrated circuits, thin
films, etc. ) are under development and hold promise for future use in
applications where small, high-speed memories are necessary. However,
h	 if the storage requirement exceeds 10' bits, the limited storage density and
::.
	
	 the interconnection problem of these memories become limiting factors so
that memories using optical techniques then seem feasible.
Optical storage techniques using photosensitive materials can store
vast quantities of data. For example, it is conceivable that 10 8 bits of
information could be stored on a square centimeter of high-resolution film.
However, conventional optical techniques, at these storage densities,
require (among other things) great precision in the readout optics, a storage
material with virtually no surface defects, and great care in handling the
stored data since dust and scratches could easily obscure large portions
of the recorded data. Conventional optical storage techniques have therefore
found little use in practice.
Holographic storage techniques, on the other hand, can have the
high storage capabilities associated with conventional optical techniques
without the problems stated above. A brief review of the advantages of the
use of holography in optical memories is useful as a background for the
more detailed discussions given in the text. The advantages to be gained
from the use of holography are:
1. Each hologram if properly illuminated, projects a real image
which can be detected without the use of imaging optics; each
hologram stores both an array of data and the optical imaging
properties of a lens.
i" f
2. Several holograms can be stored so that the real image from
each hologram will appear in a fixed position; if each hologram
is read out separately, only one detector array is required and
the need for a mechanical transport of the stored data is eliminated.
3. Image resolution can be as good as the diffraction limit imposed
by the size of the hologram; aberrations, which occur with
imaging lenses, can be avoided in hologram imaging.
4. Since information stored in the hologram is not localized but can
be unfocused, diffused and distributed, the hologram record is
relatively insensitive to dust or scratches. Because a distribution
of the stored data implies redundancy, a greater tolerance in
registering the hologram with respect to the readout beam is
obtained.
5. The data can be stored at high density on the hologram while the
readout can have a relatively low density; this alleviates the
rea.din/readout registration problems.
6. The hologram may be formed on nonabsorbing materials (phase
materials); Schlieren imaging techniques are not needed to
reconstruct an image from the stored data.
7. Holograms may be superimposed unambiguously by forming
them in a thick medium, thus increasing the capacity of the
memory.
These are compelling reasons to study the use of holographic tech-
niques for an optical memory. However, to gain the full use of these advan-
tages requires careful system design, since various holographic parameters
must be carefully, controlled to realize optimum performance.
The purpose of this study is to investigate the feasibility of using
holographic techniques for a read/write optical memory, having no moving
parts, which is capable of storing 10 10 to 101 2 bits. The main objective is
1-2
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to evaluate various holographic techniques and co determine what storage
material is most suitable. Other components of the system such as the block
data composer, output detector array, beam deflection and scanning devices,
coherent light sources, etc. are also investigated.
In Section II we discuss some fundamental holographic techniques
and we summarize our investigations of using Fresnel and Fourier transform
holograms for recording digital arrays. We then discuss our experiments
on the incoherent y ddition of signals and our experimental results which
demonstrate the effectiveness of storing a multiplicity of images in a thick
material by means of wavelength variation.
1
	 In Section III we begin with a review of the fundamental properties
L' 3
of recording materials as they relate to holographic storage systems, and we
consider the problems of measuring and evaluating these properties for a
general class of recording materials. The characteristics of a representative
set of holographic recording materials are described along with the procedures
for testing these materials and our experimental results. We then discuss
the noise characteristics of recording materials and determine their effect
on the behavior of the holographic storage system. The analytical results
of the noise characteristics study are extended to show the effects of the signal-
to-noise ratio on the achievable error rates and on the capacity of a holographic
memory s ys teri.
In Section IV we describe the results of a computer assisted study
in which we simulate the response of recording materials to a given signal
and analyze the effects of the intermodulation noise and the grain noise of the
recording material on the reconstructed image of this signal. We also show
how the; computer can be used to analyze the imaging properties of holograms.
In Section V we consider each of the major components of the system
and suggest promising approaches for xm.plementing them in practice. In-
ciuded are considerations of the following elements: (1) a read/write storage
material, (2) the block data composer, (3) the laser, (4) the beam deflection
i	 1-3
sdevice, (5) the readout detector array, and (6) the associated drive,
synchronization and data conditioning electronics.
A set of general relations to guide the overall system design are
developed in Section VI; these relations are then used to synthesize two
holographic memories. For each memory we select a hologram format
and specific techniques for the major components; we then design the
memory and establish performance criteria for the storage material and
each major component.
Finally, in Section. V[I we give recommendations for further work
for the development of holographic mass memory systems. These re-
commendations are based partly on the results of our studies during the
past year and partly on ou4^ assessment of skate-of--the-art technology in
several key areas. We also include a list of requirements to aid in develop-
ing a suitable storage material for the final system.
gSECTION II
^-	 BASIC HOLOGRAPHIC TECHNIQUES
Z. 1 INTRODUCTION
In this section we discuss some fundamental holographic storage
techniques. Since the basic theory of holography is well known (Refs. 1 and
2), we will deal with the techniques that are pertinent to the design of a
holographic memory system.
ri
The use of holograms as high density information storage and re-
trieval devices is one of the more promising applications of holography.
A holographic storage and, retrieval system stores a large block of data
x	 in each hologram location. Since the access to each hologram is achieved
by deflecting a laser beam, the holographic system can achieve both a large
total capacity and fast access times.
Information is introduced into a holographic memory in an array
format; each element in the array corresponds to a binary unit of the input
data block. A light wave, modulated by such an array, interferes with a
coherent reference beam and the resulting pattern is recorded to form a
hologram which stores the block of data. This hologram, generally of
small physical dimensions, is part of a larger array of separate holograms
forming the memory; each hologram in the array stores a unique block of
data. The information is retrieved by addressing any particular hologram
with a light beam which is a replica of the reference beam used in the re-
cording. A reconstructed image is then projected onto a photodetector
array which, in turn, produces an. electrical output signal Thus, by
illuminating any one hologram storage location, we transfer a large block
of information from the storage location. to the readout matrix.
Both the recording and the readout of the information must be
accomplished so that there is little or no interaction between the recon-
structed images from any two holograms. This condition is satisfied if
2-1
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reach hologram in the array is recorded with sufficient separation so that
each can be independently addressed, or by using thick storage materials
so that each hologram can be independently addressed by angular or wave-
length variations in the readout beam.
Several holographic memory systems have been reported in recent
years (Ref. 3). The essential features of all holographic storage systems
can be described with the aid of Fig. 2-1. Figure 2-1(a) shows the record-
ing arrangement in which the reference beam, derived from a laser, passes
through an x-y deflector to address a specific hologram storage vocation.
Simultaneously, another beam, derived from the same laser passes through
a data composer which spatially modulates the beam in accordance with a
binary bit pattern derived from an electrical input signal. Since the data
composer receives the input in time sequence and since the block of data
must fill the array before the hologram is recorded, the data composer
must act as a buffer store as well as a spatial modulator. The modulated
signal beam produces a diffraction pattern at the storage location which
interferes with the reference beam; this interference pattern is recorded
to form a hologram. The remaining holograms in the array are formed in
the same fashion.
The readout arrangement is shown in Fig. 2 -1(b). Random access
to any hologram in the array is achieved by passing the readout beam through
a suitable x-y deflector. Each addressed hologram generates a light pattern,
which is the real image of the input data array at the readout plane where a
photodetector array is located. The photodetector array connects the light
pattern to an electrical signal. Since information about each bit in the input
array is spread over the entire area of the hologram, the sensitivity of the
system to dust particles and scratches is significantly reduced. Dust and
scratches will reduce the signal-to-noise ratio for each bit slightly but none
of the information will be completely destroyed. Furthermore, the exact
positioning and the uniform=ity of illumination of the hologram are not very
critical.
r
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Of the many types of holograms that can be used for storing and
retrieving information, the Fresnel and Fourier transform holograms
appear to be the most suitable for the holographic memory. The Fresnel
type of hologram is the most straightforward; an illustrative arrangement
for recording and retrieving information of Fresnel holograms is shown in
Fig. 2-2. In the recording step, the signal is usually diffusely illuminated
so that the information about each input bit is distributed over a large area
in the hologram plane. The reference beam is directed onto the hologram
plane at some angle relative to the signal beam. It is possible to form
holograms with a reference beam having an arbitrary wavefront; the only
requirement is that it be coherent with the signal beam. For the readout
step we use a reconstructing beam that is conjugate to the reference beam.
An undistorted aerial image of the input signal appears behind the hologram
as shown in Fig. 2-2. Although the Fresnel transform hologram is the
simplest type, it is wasteful of laser power because only a small fraction
of the total light at the hologram plane is used to form each hologram in
the array. For this reason the Fourier transform hologram (or near Fourier
transform hologram) approach is potentially very promising. Both the infor-
mation, packing density and the light intensity is highest in the Fourier trans -
form plane so that the space-bandwidth product of the recording medium can
be used most effir_iently and the laser power is conserved. An illustrative
arrangement for recording and retrieving information of Fourier transform
holograms is shown in Fig. 2-3. The input signal is placed in the front focal
plane of a lens so that each signal point produces a parallel beam of light
incident on a small region of the photographic plate. The reference beam is
a plane wave which impinges on the hologram piane at some angle relati.:ve to
the signal beam. If the hologram is located at the back focal plane of the lens,
it will record an exact Fourier transform hologram of the data. As we will
show in subsequent sections, it is sometimes advantageous to locate the
hologram at some plane which is displaced from the Fourier transform plane
of the lens. We refer to holograms formed with such an arrangement as near
2-4
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Fourier transform holograms.
In the remainder of this section we present our investigations on
recording holograms of digital arrays and discuss tite merits of Fresnel
and Fourier transform in more detail. We then discuss our experiments
of incoherent additions of signals and our experimental results which demon-
strate that thick storage materials can be used to independently retrieve only
one image from a composite hologram having a m.utiplicity of stored images.
2.2 HOLOGRAPHIC STORAGE OF DIGITAL DATA
We performed a series of experiments in which we holographically
recorded digital information from an N by N array. Both Fresnel holograms
and Fourier transform holograms were investigated; the recording materials
were convectional photographic emulsions and dichromated gelatin. The
emphasis in these experiments is on determining the best format for the
digital data and the effects of the nonlinearities of the recording medium on
the reconstructed image.
2. 2. 1 Input Data Format
The basic data mask is a. 100 x 100 element array in which the pres-
ence or absence of an element corresponds to a value of I or 0 at a given
position. The digital information contained in the data mask is generated by
a computer and plotted on a Calcomp plotter. The data mask is then photo-
graphically reduced to a 25 Fern x 25 mm transparency. The pattern of dots
can bc described by a function f (x, y):
f(x , y)	 a(n, m) b (x-nd-An . y-md- m) .x g(x, y)
n m
1 for I x s Ib; j y j s l b; b< d,
where g (x, y)
0 otherwise
(2-1)
1
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>.= denotes convolution, a (n, m) = 0 or 1, and 6(x, y) is a two-dimensional
Dirac delta function. The constant d is the basic period of the elements of
the array and b is a parameter that is related to the duty cycle of the dots.
a.: The constants A  and Am are shifti W:g parameters which move a dot from its
nominal position by a small amount. We used three types of data masks:
Type 1	 b= 2d;On=Am=0.
Type 	 b=3d;pn=pm=0
m	 Type 3	 b = 3 d; The values of 
n a
n d Am are chosen at random
from the set-7d, 0, +7d}.
The array in Type 3 is called a jittered array because each element in the
array is positioned randomly about its nominal position in the array. The
other two arrays are called regular arrays and have duty cycles of Z and
I 3 . Small sections of the three different types of data format are shown in
Fig. 2-4, where Fig. 2-4(a), 2-4(b), and 2-4(c) shows the 1/2 duty cycle,
the 1/3 duty cycle and the jittered array, respectively; Fig. 2-4(d) shows
the complete array of 10 4 points.
2. Z. 2 Fourier Transform Holograms
The major difficulty encountered in recording a Fourier transform
hologram is the large difference between the intensity of the signal at zero
spatial frequency and at higher spatial frequencies. This, together with the
finite dynamic range of the recording material, pr;-,vents a linear recording
of the Fourier transform hologram with high efficiency. In studying the
effects of film nonlinearities on Fourier ± ansform holograms, we find that
the image reconstructed from a "jittered array" is often better than the
regular array. We cannot detect any false images due to film nonlinearities
when we use a properly chosen small area of the hologram that is very close
to zero spatial frequency (d. c. ) of the Fourier transform.
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Usually the region in the Fourier transform close to the d. c.
produces the greatest film nonlinearity noise. The advantage of the jittered
array is that it has a more uniform spectrum than a regular array. We shall
briefly analyze the spectrum of a one-dimensional jittered array of f(x):
f(x) _ {	 a(n) 6(x-nd-An )	 ;;g(x),	 (2-2)
11
1 IxI s 3 d
where g(x)
0 otherwise
and^n = - 7 d, 0, or + 1 d. We can decompose the function f(x) into
three components:
f(x) = f  (x) + f2 (x) + f3 (x),
where
f1 (x) =	 al (n) 6(x-nd 7 d) 	 g(x)
n
fa (x) _ X a2, (n) 6(x-nd)	 g(x),	 (2-3)
n
f3 (x)	 a3(n) S (x-nd + 7 d)
	
g(x)
n
Because p is chosen at random from the set of three numbers,
n
the energy of each component is about 3 of the total energy of the function
f(x)_. The Fourier transform of f(x) is equal to
-ATT ' du	 +j 7du
F(u) = Fl. (u)e	 7	 + Fs (u) + F3 (u)e	 (2-4)
where F  (u) is the Fourier transform of fi (x). The linear phase factors
2-9
fassociated with F 1 (u) and F3
 (u) are generated by the shift parameters. In
a region close to zero spatial frequency the effect of the linear phase factor
is small. The Fourier spectrum of the jittered array in that region, there-
fore, is similar to that of a regular array. However, at higher spatial fre-
quencies the phase factor generated by the shifting of the dots will prevent
the Fourier transforms F.i (u) from adding coherently to form high intensity
in the spectrum. Because the shifting parameter is chosen to be 7 d, the
spectrum of the jittered array is a period function with period -j .  F'i.g. 2-5 (a)
and 2-5 (b) show scans of the spectrum of the regular array and the
jittered array. Note that, in the region enclosed by the circle, the spectrum
of the jittered array has a relatively smaller dynamic range.
We purposely recorded the Fourier transform holograms of the data
mask so that the zero spatial frequency and most of the low spatial frequen-
cies were recorded nonlinearly. Because the intensity of the spectrum
decreases at high spatial frequencies, some of the spectrum will be re-
corded linearly. The results of these experiments are shown in Figs. 2-6
and 2-7. The image shown in Fig. 2-6(a) is reconstructed from the Fourier
transform hologram of a regular array, using a 2 mm diameter reconstruction
beam. The main effect of the nonlinearity of the film is the suppression of
the low spatial frequency content of the image and the generation of spurious
images. As a result, we only observe the edges of the dots seen in the
original data mask. If we use a smaller beam (1 mm or 1 diameter), the
dots in the data mask cannot be reconstructed from a region near the optical
axis because the hologram is completely saturated in that region. However,
as we move the small beam away from zero spatial frequency, we start to
see both distorted and spurious images as shown in Fig. 2-6(b). If we move
the beam sufficiently far away from zero spatial frequency, the effect of film
nonlinearity disappears completely; the ratio of the reference beam to the
signal intensity becomes larger at higher spatial frequencies and the record-
ing is therefore linear. The reconstructed image shown in Fig. 2-6(c) is
obtained from a region of the hologram which is linearly recorded.
F
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(b)
FIGURE 2. 5. SPECTRUM OF INPUT SIGNALS
1
4(a)	 (a)
(c)
FIGURE 2-6 REGULAR ARRAY RECONSTRUCTED
FROM THREE REGIONS OF A FOURIER
TRANSFORM HOLOGRAM.
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To demonstrate the differences between the jittered array and the
regular array, we show in Fig. 2-7 the images reconstructed from a holo-
gram of the jittered array under the same conditions used to obtain the
images from the hologram of a regular array. Note that linear recording
in the Fourier transform of the jittered array near the zero spatial frequency
is more uniform than that of the regular array. Fig. 2-8 illustrates the
regions of the spectrum from which the images shown in Figs. 2-6 and 2-7 are
obtained.
Figure 2-9 shows the dependence of the reconstructed image on the
size of the hologram aperture. The images were obtained in a region of the
hologram sufficiently far from, the zero spatial frequency to avoid the film
nonlinearity effect. Note that the size of each dot increases as the aperture
of the hologram decreases. An aperture greater than or equal to 2X F/d
should fully resolve the dots, where F is the focal length of the lens, X is
the wavelength of light, and d is the distance between the adjacent dots in the
0data mask. We used He-Ne laser (X = 6328A), a 50 mm focal length lens, and
a value of d = 0. 25 mm to make the Fourier transform hologram. Therefore,
the theoretical minimum aperture of the hologram is about 0. 25 mm which is
in close agreement with the experimental results shown in Fig. 2-9.
When we used a 1 mm diameter reconstruction beam, displaced from
the optical axis, to illuminate the Fourier transform, we noted that the recon-
structed image is an array of smaller dots which contained the same digital
informatiorl as the original array. All elements in this array are shifted by
a distance equal to 2 d and this property, as explained below, is possessed
by both the regular array and the jittered array.
For a data mask of type 1, the Fourier transform of f(x, y) is equal
to
aa
F(u' v)	 F., (u - d' v d) G(u, v) '	 (2-5)
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(a)	 (b)
(c)
FIGURE 2-7 JITTER.ED ARRAY RECONSTRUCTED
FROM THREE REGIONS OF A FOURIER
TRANSFORM HOLOGRAM.
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FIGURE 2.8. REGIONS OF THE FOURIER TRANSFORM
HOLOGRAM USED FOR RECONSTRUCTIONS.
(a)	 (b)
(c)	 (c')
FIGURE 2-9 EFFECTS OF HOLOGRAM APERTURES ON
IMAGE RESOLUTION FOR FOURIER TRANS-
FORM HOLOGRAM (a) 1. 5 mm, (b) 1 mm,
(c) .5 mm, (d) .2 mm.
85671-6
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ywhere G(u, v) = sine (TTdu) sinc (Trdv)
_j d (nu + mv)	 1	 1and F(u,v) _	 a(n,m)e	 for I u I s	 s2d' I V I 	 2d
The function G(u, v) is an envelope function produced by the square
dots. For sidelobes sufficiently far from the main lobe the sidelobes of
G(u, v) vary almost sinusoidally. For simplicity we shall perform the
analysis in one-dimensional notation. The function F(u) can then be
approximated by
N2
F l (u) _	 (-1)n F(u- d) .	 ( 2-6)
n=N1
When we perform the inverse Fourier transform on F l (u), we obtain
N2	 j27n (x - 2)
f' (x) = f(x)	 e
	 (2-7)
n=N.,
Therefore,
I f' (x) I2 = I f(x) 1 20 (X),	 ( 2 -8)
where
	
sintrr (N.,- Na) (a -	 )k(x) -
	
(2-9)
si*1TT ( x	 1d - 2)
The function k(x) is a series of pulses separated `
 by a distance d. The width
of each pulse depends on (N2 - Nl ) and the center of the pulse is shifted by a
2-17
fdistance d from the origin. Depending upon which area of the hologram is
illuminated, the pulse is shifted to the right or left, up or down. Fig. 2-10
shows the images of the digital array obtained from two different regions in
the sidelobes. In Fig. 2-10(a), the reconstructing beam is shifted along the
x-axis while in Fig. 2-10(b) the beam is shifted along the y -axis. This same
property of the digital array can be observed when an off-axis aperture is
used at the Fourier transform plane in an ordinary coherent imaging system
so that it is not uniquely caused by the holographic process.
2.2. 3 Fresnel Holograms
We performed experiments to determine how the noise is related to
the number of active elements in the array, the duty cycle, and the degree of
nonlinearity. We give experimental results for Fresnel transform holograms
recorded on either absorptive or phase materials. The representative
absorptive material is high resolution 649F photographic emulsions, while
the representative phase material is dichromated gelatin.
The input signals were the diffusely illuminated data masks shown
in Fig. 2-4. The data mask was located a distance Z = 50 mm from the
hologram plate. We made a series of holograms for each signal with a
different reference-to-signal beam intensity ratio, and the holograms were
sufficiently large so that we could show the effect of variations in aperture
size on the signal-to-noise ratio of the reconstruction. The effect of the
aperture size on the signal-to-noise ratio for Fresnel holograms is shown
in Fig. 2-11. The minimum hologram aperture required to resolve the bits
is given by A = 2% Z v; for X = 632. 8 nm, Z = 50 mm, and v = 4 lines /mm,
the minimum aperture for a 104 bits array is 0. 25 mm. Note, however,
that an aperture of about twice the theoretical minimum is necessary to
reduce the variance of the signal to an acceptable level.
We performed experiments to determine the dependence of spurious
images (or noise) on the number of elements contained in the array and. the
I
{
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b)
FIGURE 2-10 SIDEBAND RECONSTRUCTION
OF A FOURIER TRANSFORM HOLOGRAM.
(a) Along x-axis, (b) Along y-axis.
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(a)	 (b)
(c)	 (d)
FIGURE 2-11 E 'r'ECTS OF HOLOGRAM APERTURE ON
IMAGE RESOLUTION FOR FRESNEL
HOLOGRAM. (a) 1. 5 mm, (b) 1 mm,	 85671_5
(c) . 5 mm, (d) . 2 mm.
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yduty cycle of the array. Some holograms were made from arrays having
r
a fixed duty cycle but different numbers of total elements. Others were
made from arrays where the duty cycle was varied while the number of
r	 ~
points remained constant. All holograms were purposely recorded non-
linearly so that the intermodulation terms should appear in the recon-
structed image. Fig. 2-12 shows reconstructed images of arrays having
duty cycles of 1/2, 1/3, and 1/4; the total number of elements in each
array, however, was the same. Note that the spurious images become
more distinct as the duty cycle becomes smaller. Fig. 2-13 shows re-
constructed images of arrays having different numbers of bits. The
i
spurious images are less distinct when there are more dots in the data
mask. These results are expected because, if the input array contains
enough resolvable points, the noise due to spurious images is generally
negligible in comparison to the film grain noise.
^r
We also recorded holograms on dichromated gelatin, varying
the exposure and the reference-to-signal beam intensity ratio. The bolo-
grams were sufficiently large so that we could show the effect of a varia-
tion in the aperture size of the holograms on the signal-to-noise ratio of
the reconstructed image. The holograms were recorded with 488 nm
light and an exposure of about 30 mJ/cma.
We -determined the relative signal-to-noise ratio as a function of
the hologram aperture and the signal-to-reference beam intensity ratio.
Fig. 2-14 shows the relative intensities of the diffracted, transmitted, and
reflected light of a dichromated gelatin hologram, measured for a 1 mm
diameter hologram; the intensity of the absorbed and scattered light is
`-	 about equal to the diffracted light. Fig. 2-15 shows the relative signal-to-
average noise intensity ratio I/I as a function of the exposure; this ratio
n
was measured by using a photo multiplier scanner. In comparing Fig. 2-14
with Fig. 2-15 we see that at high exposures, where the diffraction efficiency
is increasing, the signal-to-noise ratio is decreasing.
2-21
(a)	 (b)
(c)
FIGURE 2-12 EFFECTS OF FILM NONLINEARITY FOR
THREE DIFFERENT DUTY CYCLES
	 85671-1
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(a)	 (b)
(c)	 (d)
FIGURE 2-13 EFFECTS OF FILM NONLINEARITIES FOR DIFFERENT ARRAYS.
85671-2
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Fig. 2-16 shows the effect of the reference -to •-signal beam intensity
ratio on the diffraction efficiency. The diffraction efficiency of dichrorna.ted
gelatin does not decrease as rapidly with increasing reference-to-signal
xs: beam ratios as it does for 649F film. Fig. 2-17 shows the signal-to-average
noise intensity ratio as a function of reference-to-signal beam ratio; these
curves suggest that there may be a trade-off in exposure and reference-to-
signal beam to obtain the optimum performance of the dichromated gelatin
in terms of signal-to-noise ratio.
2.2.4 Comments
F
1
i
i
4YF
From the results of these experiments we determined that the
signal-to-average noise intensity ratio is maximized when the number of
bits per unit area on the hologram is selected to balance the effects of film
grain noise against the effects of the film nonlinearity noise. We also found
that, for a given hologram aperture, the quality of the image reconstructed
from a Fourier transform hologram is better than that from a Fresnel holo-
gram. Furthermore, we demonstrated that the quality of the Fourier trans-
form hologram can be improved if the input data mask is made of a jittered
array.
2. 3 EXPERIMENTS WITH INCOHERENT ADDITIONS OF SIGNALS
As part of our investigation of holographic techniques, we experi-
mentally investigated the degradation of signal-to-noise ratio (SNR) due to
the incoherent addition of holograms. The output SNR is a parameter of
major importance since it determines both the usable storage capacity and
error rate of an optical memory. The study of holographic data storage
technique using the incoherent addition of holograms is motivated by a desire
to achieve the highest packing densities possible for a given error rate. For
example, suppose a prescribed error rate permits some fraction of the
maximum storage capacity of a recording material to be used. Then, if the
optical system can achieve the maxiTMium available capacity, a single hologram
2-25
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recording suffices. However, if the optical system (or limitations on its
major components) limits the capacity to a value less than the maximum,J	 P	 P	 Y
q ,	 incoherent addition of holograms becomes an attractive technique for mak-
ing use of the available storage capacity. Bragg storage by either angular
or wavelength discrimination or both is an example of this technique.
Data storage techniques using incoherent addition are generally
considered inferior to coherent addition techniques. It is generally believed
that an incoherent addition technique causes the SNR per hologram to de-
crease inversely as the square of the number of signals incoherently added.
By way of comparison, the SNR for the coherent addition case falls off only
inversely as the number of signals added. This factor is significant even
when the number of signals becomes modestly large. For example, for ten
additions, the SNR for the incoherent addition case is already 10 dB less
than for the corresponding coherent addition case. In the remainder of this
section we present the experimental results showing that Bragg storage may
under certain conditions, improve the SNR of incoherently added signals.
u	
2. 3. 1 Experimental Geometry
Figure 2-18 shows the geometry used in our experimental work. An
argon laser operating in a single longitudinal and transverse mode at 488 nm
is used as a coherent light source. The output beam of the laser is split into
two parts, the signal and the reference beam. The signal beam is used to
s	
illuminate an input data mask which is a square piece of ground glass having
a small opaque square in the center, positioned parallel to the hologram
recording plane and at a distance of 100 mm. The clear area of the data
mask is 350 mma
 The reference beam is a plaiw wave and the average
offset angle between the reference and the reference and the input signal
beam is 40 The reference-to-signal beam intensity ratio K is maintained
at 10. A 1 cm diameter aperture, placed in the hologram recording plane,
shields stray light; this aperture also determines the area of the hologram.
2-2.7
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FIGURE 2-18. EXPERIMENTAL SETUP FOR INCOHERENT
ADDITION TECHNIQUES
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There are 10 7 resolution elements in the signal using this experimental
ar-angement.
r°
i
2.3. 2 Experimental Procedure
To determine the SNR for each hologram individually we spatial-
frequency multiplexed the holograms so that the reconstructed images are
spatially separated. We implemented the frequency multiplexing by rotating
the plateholder about an axis normal to the hologram plane; this is illustrated.
in Fig. 2-19, together with a spatial frequency domain representation of the
recorded information.
A series of holograms having 1, 2, 4, 8, 16 and 32 incoherent
additions was recorded on Kodak HR emulsions, Agfa Lippmann emulsions,
and on dichromated gelatin. After each exposure the recording material
was rotated. When the prescribed number of incoherent additions was
completed, the recording material was translated and the process repeated;
the total exposure was fixed. Hence, the exposure per hologram was the
total exposure divided by the number of incoherent additions.
After appropriate development, we illuminated each composite
hologram with a readout beam and s eparately measured the ai ,riplitude trans -
t
mittance T a, the diffraction efficiency 71, the signal-to-noise ratio SNR and
the standard deviation of the noise a N.. The experimental arrangement and..
procedure for measuring these parameters are described in Section 3.
2.3. 3. Experimental Results
The data obtained from our measurements is given in both tabular
and graphic form. In Tables 2-1, 2-2, and 2-3 we list the measured quantities
for each mate Gial and for each hologram. Figs. 2-20(a), 20(b), 20(c) are
plots of SNP nor the first hologram recorded in each sequence versus the
number of incoherent additions for each of the three recording materials
used. In the reconstruction, the hologram aperture was reduced so that
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6No. of
Incoherent
Additions
Hologram
No.
< ,T 	>
a Percent
SNR
(dB) QdB)N(
1 1 .242 .32 15. 5.
2 1 .247 .16 15.2 3.5
2 .075 13.4 3.2
4 1 .288 .011 14. 2. 8
2 .0425 10.4 2.8
3 .0355 9. 3.2
yr
.0210 6.2 3.2
8 1 .316 .045 10.8 3.3
5 .010 3.4 3.
8 .0150 6.5 3.2
"-` 16 1 .336 .020 5.9 3.1
9 .0155 4.3 3.2
16 .013 3.7 3.2
32 i .419 .015 3.	 1
..._	 -_.....3. z"..._
17 .0125 -- --
1
32 _.01 -- •-
'TABLE 2-1 H. ^ ,AK HR EMULSION
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No. of
Incoherent
Additions
Hologram
No. <T >a Percent
SNR
(dB) Q N(dB)
1 1 .335 .115 14.6 2.8
2 1 .335 .130 17.5 2.9
2 .038 13.8 2.7
4 1 .335 .065 15. 2.8
2 .045 14.7 2.9
3 .043 14.4 2.8
4 .043 14. 2.8
8 1 .338 .0230 12.8 2.8
5 .010 8.2 2.9
j 8 .010 9.5 2.9
16 1 .316 .0075 8.4 3.0
9 .005 6.5 2.9
i 16 .006 6.5 3.0
32 1 .264 .0036 3.7 2.8 
17-	 --- _	 _	 _. - -.'0030 3. 1 2. 8
32 .0026 2.2 L.7
TABLE 2 -2 AGFA LIPPMANN EMULSION
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sNo. of
Incoherent
Additions
Hologram
No. Percent
SNR
(dB) Q N (dB)
1 1 .05 9.0 3.2
2 1 .1 11.5 4.0
2 .15 13.6 4.5
4 1 .05 15.0 4.5
2 .046 9.5 4.2
3 .046 10.6 4.6
4 .045 8.8 4.9
8 1 .021 11.0 4.7
5 .008 8.4 4.8
8 .012 8.7 4.4
16 1 .012 11.6 4.6
9 .01 4.4 4.4
16 .013 8.1 4.5
32 1 .005 9.0 4.8
_	
-
- .1.7. : 004 . 2.2 4.2
2 .004 6.2 4.5
TABLE 2-3 DICHROMATED GELATIN
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the image contained 1. 6 x 10 6
 resolution elements.
t
t
The peak SNR for the recording materials used in this investigation
are 15 dB, 17. 5 dB, and 15 dB for the HR emulsion, the Lippmann emulsion,
and the dichromated gelatin, respectively. For more than about four in-
coherent additions, the SNR decreases at a rate somewhere between 10 dB
per decade and -20 dB per decade. In this region, the main source of noise
is the fine structure within the volume of the recording material. In the
case of photographic emulsions the noise is caused by the silver halide grains,
while for dichromated gelatin a probable source is precipitated gelatin re-
sulting from rapid dehydration by alcohol during processing. The SNR reaches
a maximum value at approximately four incoherent additions and then decreases
This behavior is due to the fact that two sources of noise are present: scattering
noise as discussed above and nonlinear noise. The nonlinear noise is associated
with the hologram recording process and arises because the response of the
recording medium is not strictly linear.
2.3.4 Discussion
The data presented in the preceeding section merits some discussion
because incoherent addition of holograms should cause the SNR per hologram
to decrease inversely as the square of the number of incoherent additions
(at -20 dB per decade). However, our results show that this functional
relationship is not always satisfied. This suggests that the Bragg effect in-
fluences the SNR when incoherent addition recording techniques are used.
An analysis of the situation reveals the following;
1. the total modulation of the hologram M T is
1
Q a
a
2 fK__ 	 s
MT (K+1) ,/rn—
	
1 + 2K <I >s
s
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2. the modulation per hologram, M E! is
1
2	 2
1Vi = 
2f^
	 1 + 
Crs 
_	 = 
MT
rn-H (K+I )n	 2K< I >2
s
I
where K = <R > is the reference to signal beam intensity ratio, n is the
s
number of incoherent additions, <I > is the average signal beam intensity,
and Q 2 is the variance of the signal beam intensity. We have assumed that
s
the reference beam intensities are constant and that the various signal beam
intensities are statistically independent random variables having equal means
and variances. Since the diffraction efficiency (and therefore the intensity)
of the reconstructed signal beams is a. function of the modulation, we expect
from theoretical considerations that the SNR per hologram will decrease as
1 /n2
 for thin holograms.
We have experimentally verified that for a thin hologram the signal 	 -^
intensity per hologram decreases as 1 /n 2 while the total signal intensity falls
as 1 /n. We did this by measuring the diffraction efficiency of two Fourier
transform holograms of a diffusely - illuminated transparency. The first
hologram was made with a single exposure. The second was recorded by 	 4^.
partitioning the transparency and then making 18 incoherent additions.
For thick holograms, the problem is somewhat more complicated.
To further investigate the anomalous results of our experiments we did the
following:
1. 'We reconstructed each hologram with a normally incident plane
wave, taking advantage of the symmetry of the frequency multiplexing format
used for the recording process. This permitted n images at a time to be
reconstructed. We measured diffrz^. ^tion efficiency as before and found that
the signal intensity still decreased at a rate less than 1 /n2 . Moreover, the
2--3^
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diffracted intensity in this mode of readout was of the same order of magni-
tude as that obtained for the original measurements.
i	 Z. Using the same experimental geometry as before we repeated
the initial experiment. However, this time, we did not rotate the plateholder,
but instead introduced a random phase to each input signal by translating a
piece of ground glass between exposures. We measured the intensity of
each output signal as before. The results of these measurements are shown
in Fig. 2-21. The 1 /n dependence for the total signal intensity is clearly
exhibited. This implies that each component hologram. contributes 1 /n 2 of
the diffracted intensity and taking them n at a time yields a net l /n dependence.
3. We repeated the original experiment using both spatial frequency
multiplexing and randomization of the input signal. The intensity of the
diffracted signal beams again decreased at a rate less than 1/n 2 .
In every experiment we have performed where the Bragg effect was
present and the incoherently superimposed holograms could be separated for
individual measurement, we have found that the SNR per hologram falls off
at a rate between 1 /n and 1 /n2 .
We do not fully understand yet the reason why the decrease should
not be exactly 1 /n2
 for incoherent additions of signals. It appears that the
Bragg effect plays an essential role. The situation is extremely complicated
since we must take into account the interactions between the reconstructing
light field and the various allowed Bragg diffraction modes associated with
each of the stored signals. Further analysis and experimentation are re-
quired before any conclusion can bru reached.
2.4 :MULTIPLE SIGNAL STORAGE BY VARYING THE WAVELENGTH
OF THE RECORDING BEAMS
One of the distinctive properties of holograms recorded in three-
dimensional media, when compared with conventional planar holograms, is
that their inherent high angular and wavelength sensitivities provide high
^a
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data storage capabilities. Both of these parameters can be effectively used
to construct holograms which store a multiplicity of images, each separately
stored uniformly throughout the recording medium. In the past we demon-
a	 strated (Ref. 5) the angular sensitivities of thick materials by holographically
recording and subsequently retrieving 100 separate images with little or no
interaction in between them. Here we report on recent experiments in which
we used the wavelength sensitivity property of thick materials to holographi-
cally record a multiplicity of signals.
2.4. 1 Experimental Procedure and Results
The experimental setup for recording and for readout of the holograms
is similar to that shown in Fig. 2-18. The illumination source was an argon
laser with a wavelength selector that gives a convenient adjustment for getting
five discrete wavelengths from the laser (%, = 457. 9 nm., X 2 = 476. 5 nm
as; = 488 nm, X4 = 496. 5 nm and X6 = 514. 5 nm). Five different 35 mm photo-
graphic transparencies served au the input signals, Each of the signals was
diffusely illuminated with a different wavelength and holographically recorded
in a silver-halide photochromic glass (1.6 mm thick). Figure 2-22 shows the
five input signals, with their corresponding recording wavelengths, used in
:making the holograms.
We made five superimposed recordings sequentially and arranged
them so that upon reconstruction, each image is formed in the same location.
After each recording the laser wavelength was changed and the corresponding
input signal was inserted into the signal path. We then illuminated the
composite hologram successively with five collinear reconstructing beams,
each of a different wavelength (as in recording). Two examples of the re-
constructed imagery are shown in Fig. 2-23. These images are of high
quality and, if the recording and readout arrangements are identical, each
l	 can be observed only when it is illuminated by the same wavelength that was
used in the recording. The ghost images and attendant detrimental effects,
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inormally associated with thin materials, are completely suppressed by the
effect of the thick recording medium. For comparison, .ve used the same
experimental setup to construct a similar composite hologram with relatively
thin photographs: p"fates (6 microns thick). As shown in the tv -) photographs
of Fig. 2-24, each reconstructed image contains four spurious images;
these images overlap the desired image, producing a relatively poor re-
construction.
These results show that thick emulsions are needed if this type of
data storage is to be useful.
ir
SECTION III
HOLOGRAPHIC STORAGE MATERIALS
3.1	 INTRODUCTION
In this section we 'review the fundamentalproperties of recording
materials as they relate to a holographic storage system and we consider
k	 the problems of measuring and evaluating these properties for a general
class of recording materials. These include both phase and absorptive
materials which can be either thin or thick. We discuss the differences
between the various types of materials and the merits of each one in an
r	effort to find the most suitable material for our application.
The characteristics of a, representative set of holographic recording
materials are described in paragraph 3.3; we also present the procedures
for testing these materials and our experimental results. Although we do
not expect to use any of these materials in the final system, some of them
have properties that make them useful as interim devices to check the other
components of the optical memory.
In paragraph 3.4 the noise characteristics and their effects on he be-
havior of the holographic storage system are discussed in greater detail.
In order to make the noise characteristics amenable to analysis, we ,develop
a model for analytically determining the signal-to-noise ratio (SNR) of the
recording mate rial By way of an; example we use thin photographic emul-
sions as the recording materials and support the analysis with extensive
experimental results.
	
'y
The analytical results of the noise characteristics of photographic
emulsions are then extended to show the effects of the SNR on the achiev-
able error rates and capacity in a holographic memory system. The theo-
retical development, which is presented in paragraph 3.4, assumes that the
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thologram produces additive noise which can be represented by a complex
Gaussian process with independent real and imaginary parts. The error
rates and storage capacity are calculated as functions of the SLUR and input
data formats.
3.2	 GENERAL DISCUSSION
We consider some: fundamental properties of recording materials as
they relate to holographic storage. These properties are (1) exposure
sensitivity and spectral response, '(2) diffraction efficiency, (3) resolution,
(4) noise characteristics, and (5) angular orientation and wavelength dis-
criminations. All of these must be measured and evaluated to determine
the suitability of any recording material for use in a holographic storage
system. In the following sections we describe the nature of these proper-
ties, their impact on the holographic 'process and methods for quantita-
tively measuring them; the results of the measurement programs are
reported in the following section.
3.2.1	 Expo sure Sensitivity and Spectral Response
A basic property of recording materials is that exposure to suitable
radiation produces a physical change. A photochromic crystal, for example,
which is normally transparent, darkens when exposed to ultraviolet light;
the darkening, or absorption, is a function of the exposure. Information is
stored holographically as a spatial variation of absorption in the volume of
the photochromic crystal. A more subtle change occ`-urs for a phase material
such as lithium niobate; in these materials exposure to light does not pr.
duce an effect that is visible by ordinary means. Changes in the index of
refraction occur instead of darkening so that the information stored bolo-
graphically is due to a spatial variation of refractive index in the volume of
the crystal. It is important, therefore, to be able to specify the behavior _.
of the recording material in terms of the resultant variation of either
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Aabsorption or index of refraction as a fiuzction of exposure.
The exposure sensitivity of the recording materials depends on factors
such as (1) the type of material, (2) the wavelength of the exposing light,
(3) the temperature, and (4) the intensity of the exposing light. The latter
factor is important because some recording materials exhibit reciprocity
failure. The exposure sensitivity of a recording material can be determined
by direct experimental measurements. For an absorption material, such
as a photochrom' -ic crystal, the procedure is (1) to expose the material with
laser light of constant intensity for uniformly increasing time intervals,
and (2) to measure the absorptance with low intensity laser light having the
same wavelength as that used for the exposure. The same procedure is
followed for different laser wavelengths to detes:nline the spectral response
of the material. These data, displayed graphically as absorptance versus
exposure with wavelength as aparameter, are sufficient to specify the expo-
sure sensitivity and spectral response of the recording_niaterial.
Reciprocity failure is investigated by exposing, the recording mater-
ials with laser light at various intensity levels; the exposure time is varied
so that the total exposure is constant. The variation of absorptance with
intensity provides the required data for specifying reciprocity failure effects.
For phase materials, an indirect approach is required. We follow
exactly the same procedures- as outlined for the absorption materials but
we use diffraction efficiency as the dependent variable instead of absorp-
tance. To do this, simple grating holograms made by recording the -inter-
ference pattern of two plane waves are recorded in the phase material
with fixed offset angles between the beams and a fixed reference-to-signal
beam ratio. Each hologram is recorded with a different exposure and the
corresponding diffraction efficiency is measured. With this modification
in procedure, exposure sensitivity, spectral response, and reciprocity
effects can be evaluated.
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For this holographic storage application, we require that the recording;
material be sensitive to light of a relatively large number of discrete
wavelengths. 	 It might seem desirable that the sensitivity of the recording
material should be the same for all wavelengths. 	 Under actual operating
conditions, however, it is preferable
	
to match the response of the record-
ing medium to the wavelengths and the intensity levels of available lasers
r
so that better balance can be achievE;d.
3.2.2	 Diffraction Efficiency
Diffraction efficiency is defined as the ratio of the reconstruction beam
<<	 power that is diffracted by the hologram to the effective incident beam power.
The effective beam power is obtained from the total incident beam power by
subtracting light losses caused by reflection, by absorption, or by other
f
factors extraneous to the essential nature of the hologram itself. 	 The
diffraction efficiency is a basic hol6gran-1 parameter which is particularly
important in the optical memory application, since it directly influences the ^r
power of the light source needed to obtain adequate output brightness.
To describe the diffraction process in thin recording materials we
first characterize these materials in terms of their complex amplitude
transmittance T
	 versus exposure E.	 For a thin hologram amplitude grat-a
ing the values of Taare limited to the range of 0 s T 	 s 1.	 A sinusoidal Brat-
a -
ing is defined by the transmittance function
T	 (x) = 1	 +m `cos	 21r	 X	 (3-1)a	 2	 2	 a-^	 l
where m represents the peak to peak change of amplitude transmittance and
a is the grating period.
If the grating represented by Eq. (1--1) is illuminated by a monochromatic
plane wave normal to the grating, it will diffract equally into two orders.
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iThe amplitude of each diffracted order is one fourth of the incident wave
times the modulation factor,. m. The corresponding efficiency is
Idiffracted	 m 12D. E. =
	 i	 = ( 4 iincident	 \	 /
Since the range of m is confined. to 0 s m s 1, the maximum :diffraction
efficiency for a sinusoidal amplitude grating is 1 /16 or 6. 25 percent.
A sinusoidal thin phase grating is mathematically described by the
transmittance function
T a W = exp^-j i (^0 ^j cos( 2a x 1 j	 (3-2)
i
I
where ^O represents the average phase delay through the grating and
represents -the amplitude of the fluctuating phase delay.
4	 if the grating represented by Eq. (3-2) is illuminated by a monochromatic
plane wave normal to the grating, it will diffract into many orders. How-
ever, only the wave diffracted into order one (or minus one) is of primary
--
	
	 interest in holography, since only this wave contributes to the reconstruc -
tion of the original wavefront.
The analysis can be simplified by use of the identity
2n
n_.	 o,2
jn
exp(A cos 
a,
L	
nx ^ = ^ j 'J (^) e	 (3-3)
n=-co
where J is the Bessel function of order n. From Eq. (3-3) we find that then
amplitude of either of the first diffracted orders is given by Jl { ). The
maximum. of Jl (41 } occurs at ^i = 1. 9 and is given by Jl (1. 9) _ . 582. The
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maximum diffraction efficiency of a thin sinusoidal phase grating is then
given by (. 582)P 	339 or 33. 9 percent.
The diffraction process of holograms recorded in thick media is more
complex than for conventional holograms recorded in thin media. Thick
holograms reconstruct with maximum efficiency only if the reconstructing
wave is incident from a. direction satisfying the Bragg condition which, for
fringes normal to the hologram surface, gives the required angle of inci-
dence 8 as
sin 8 = /2d
where X is the illumination wavelength and -d is the period of the fringe sur-
faces. For light incident at this angle, we can derive the diffraction
efficiency relations for both thick absorption and phase recording media.
For the case of simple grating holograms recorded as a fluctuation of
the absorption coefficient (such as thick photographic emulsions and photo-
chromic crystals) the diffraction efficiency can be given as (Ref. b
T1 exp (potp
 /cos8) sinhx (x l to /2 cos@)
	 (3-4)
where µo /2 is the average absorption, µl is the amplitude of the sinusoidal
absorption fluctuations, and to is the thickness of the recording medium.
The maximum diffraction efficiency is obtained when µo /2 = pl , i. e., when
the hologram is completely transparent at the absorption minima. Using
this condition in Eq. (3-4), we can show that the maximum theoretical dif-
fraction efficiency is 1/27 (3.7 percent). We have experimentally achieved
this maximum diffraction efficiency with thick photographic emulsions
	 -
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For the case of simple grating holograms recorded as fluctuations
of the index of refraction in phase materials such as dichromated gelatin
and lithium niobate crvstals, the diffraction efficiency is given as (Ref. 7)
t
= sine 6	 (3-5)^ cos 1
where n1 is the fluctuation of the index of refraction. Eq. (3-5) shows that
canhothick phase lograms 	 achieve a theoretical maximum diffractionp	 g
ficienc of 100 percenty	 p	 _ when %to = Z ^ cos@. We have achieved experi-e  
mentally measured efficiencies of-95 percent in holograms recorded in a
thick phase material such as dichromated gelatin.
Besides allowing high diffraction: efficiencies, the low absorption of
phase materials is advantageous because they can be illuminated non-
destructively with high intensity readout. beams. This is particularly
important in recording formats where each hologram is small and a high-
output intensity is required.' For example, an illumination energy of200
millijoules on a 1 mm hologram may destroy the information ifthe recording
media is highly absorptive.	 -
A The diffraction efficiencies discussed above are for. simple holograms
in which both the reference and signal beams are plane waves. The situa-
tion is more complicated when the signal is made up of many plane waves,
as would be the case for a coherently illuminated digital array. The situa
tion is even more complex when we incoherently record a number of such
signals in one hologram. The diffraction efficiency is reduced and the nigh
values noted earlier can no longer be achieved.
To experimentally evaluate the diffraction efficiency of the recording
media for this application we record simple interference gratings using
plane waves for both reference and signal beams, and vary the following
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recording parameters: (1) the illumination wavelength, (2) the ratio of
the reference beam intensity to object beam intensity, and (3) the exposure
levels. We then measure the diffraction efficiency as a function of these
r recording parameters. Using the results of these; preliminary experiments,
we can determine the diffraction efficiency, for different wavelengths, using
transparencies of digital arrays as the input objects while maintaining an
i
	 optimum ratio of reference beam to signal beam intensities and the best
exposure level.
I
3.2.3	 Resolution
Two aspects of -resolution merit discussion: recording material reso-
lution and holographic image resolution. We will discuss their meanings
separately.
The resolution of the recording material is a partial measure of the
ultimate storage capacity of the recording material. : In a phy sical sense,
it is a measure of the finest spatial variation of intensity to which the record-
ing material responds with an unambiguous change in either absorptance or
index of refraction. Finally, the resolution of a-recording material is
determined solely by the physical characteristics of the material, it is not
a function of external system configurations.
Recording material resolution is usually evaluated by imaging sine
wave gratings having different, spatial frequencies and contrast ratios! onto
the material.' This approach can be used for spatial frequencies up to about
1000 lines/mm to determine the modulation transfer function (MTF) of the
material. However, holography often roquires a recording material whose
frequency response extends to 3, 000 lines /mm or more. Obviously, the
usual methods for measuring the MTF are inadequate. Hence, we evaluate
the resolution of recording material by using plane wave gratings because
(1') the spatial frequency of the grating can be varied by changing the offset
3-F3
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angle between the beams or by changing the wavelength, (2) very high
spatial frequencies can be generated, and (3) the variations of the measured
diffraction efficiency with spatial frequency gives a direct measure of re-
solution. The relationship between the spatial frequency and the angle be-
tween the two beams is v = 2 sin(0 /2 )/X where V is the spatial frequency,
0 is the offset angle, and is the recording wavelength. If, for example,
0 is 60° and X is 500 nm, then v is 2, 000 lines /mm. The diffraction
efficiency depends on the effective modulation level which, in turn, depends
upon the resolution of the recording material; thus, diffraction efficiency
is a direct measure of the resolution of the material.
In the experimental procedure we (1) construct an experimental con-
figuration for producing two uniform plane waves, (2) record grating holo-
grams with increasing spatial frequencies by varying the offset angle
between the beams, and (3) measure the diffraction efficiency of each of
the holograms. Care is taken to provide a constant exposure for each
hologram and the input modulation level is held constant. A plot of d ff:!cac
tion efficiency as a function spatial frequency is generated to specify the
recording material resolution.
The resolution of the reconstructed image (as distinguished from
the resolution of the recording material) is a function of recording geometry
and the resolution and size (aperture)''-of the holographic recording material.
By image resolution we mean the finest detail which can be observed in a
projected holographic image: . Noise; generated by the recording and recon-
struction processes and by the recording 'material also affects image
resolution. We evaluate image resolution by holographically storing an
Air Force resolution target in the .recording materials. The real image
of the resolution target is projected onto a viewing screen. Image resolu-
tion is studied as a function of (1) type of material, (2) wavelength,  
(3) ambient light level, (4) image brightness level, (5) type of viewing; screen,
and (6) hologram recording geometry.
2.4
	 Noise Characteristics
The quality of the image reconstructed from a hologram is dependent
on the characteristics of the noise generated by the recording material.
Noise from two sources is commonly observed in the image.	 One type of
noise, which is random. in nature, is the scattered light caused by the re-
cording material.
	 For photographic emulsion, the scattering of light is
due to the granular structure of the silver halide particles in the emulsion
(Ref. 8).	 Similar scattering noise is produced by photochromic materials
as well as by dichromated gelatins and other phase materials.
	 The second
type of noise is produced by the nonlinearities of the recording materials
(Ref. 9); this noise depends on tl'_e exposure characteristics of the recording
material, the reference-to-signal beam ratio and the specific objects
recorded in the recording material.
	 These two types of noises are present
in all reconstructed images; however, their severity can usually be controlled
by an appropriate selection of the recording parameters.
A measure of the severity of the noise in the reconstructed image is
given by the signal-to-noise ratio, defined as the ratio of the average energy
of the image to the variance of the fluctuation of the noise processes. 	 In
using coherent optical systems, we find that abetter measure is given by
the ratio of the signal intensity to the <average noise intensity, because this
ratio can be conveniently measured experimentally.
To experimentally measure the signal F,	 noise intensity ratio,"
we holographically record a test signal which is located approximately
50 mm from the hologram.
	 A series of holograms is	 recorded at various
exposure levels, different reference-to- signal beam intensity ratios, and
different angles between the reference and signal beams.
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Two kinds of test signals are generally used in these , experiments. One
is a point object, obtained by focusing a collimated beam onto a pinhole.
In using this test signal, the only noise process affecting the reconstructed
image is the scattering of the light by the recording material. Thus, we
can determine the ratio of the signal intensity to the average intensity of
scattered noise. To study the combined effects of the two noise processes,
we use a diffusely illuminated aperture with an opaque area in the center as
the test signal. In the readout process, a scanner-photomtil,tipler assembly
is used to detect the real image of the test signal; the output from the photo-
multiplier is then recorded on a chart recorder. From these experimental
data we can obtain the signal-to-average noise intensity ratio as a functionI
of exposure, of reference-to-signal beam ratio, and of the angle subtended
by the reference and signal beams.
We have successfully used this procedure to measure the noise °
characteristics of photographic emulsions and dichromated gelatins. From
the experimental results we found that we could predict not only the severity
of the noise in the reconstructed image, but also the storage capacity of
the photographic emulsion due to the limitation of the noise.
3.2.5 Angular Orientation and Wavelength Discrimination
For holograms recorded in thin media, a change in the readout beam
wavelength or angle of incidence generally results in aberrations, distor-
tions, and a displacement of the reconstructed image. The intensity of the
diffracted image is relatively constant over a wide range of wavelengths
and angular orientations. Thus, when a multiplicity of images are holo
w -
	 graphically stored in one location, we cannot selectively readout one holo-
gram without interacting with the others. Such interaction causes degrada-
tion of the SNR of any one reconstructed image.
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For holograms recorded in thick media, however, a change in the
wavelength or the direction of the readout beam produces a change in the
diffraction intensity from a hologram. These parameters can therefore
be used to construct a hologram which stores a multiplicity of images,
each image stored uniformly throughout the recording medium.
The angular discrimination available from thick holograms imposes
a limitation on the number of holographically stored signals. A measure
of the angular orientation sensitivity is the angular width between the half
power points of the curve of diffracted intensity versus readout beam angle.
An expression for this angular width, derived by adapting existing X-ray
diffraction theory, is given by (Ref. 6)
	
t,nZ 2X	 {n2 - sins @r)i (na	sina @s)i2
Ae2	 to	 cos@ [sin@ (n2 - sins 8 )2 + sinA (n2 - sing @ )2] (3- )r	 s	 r	 r	 s
where n is the index of refraction, t o is the thickness, X is the wavelength
of the illumination, and the incidence angles of the reference and signal
beams relative to the hologram are denoted by 0 and @ , respectively.
r	 s
j	 This equation car; be used to calculate the angular orientation sensitivity as
a function of hologram thickness and as a function of reference beam and
signal beam orientations.
We have experimentally tested the angular discrimination of photo,
graphic emulsions, photochromics and ferroelectric, rnaterials,, and have
found that the results are in agreement with calculated values derived from
I	 Eq. (3-6). Photographic plates having an emulsion thickness of 154 require
an average change of orientation. of 100 between each successive image to`
	 N-
prevent significant interaction between images. The angular orientation
sensitivity is quite low for small offset angles but increases with larger
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offset angles. Since the available angular orientation for recording a
conventional hologram is 1800 , we cannot store more than 18 images with-
out interference.
The number of stored images can be increased by two or three orders
of magnitude with existing photochromic and ferroelectric materials
because of their greater thicknesses. We have demonstrated the feasibility
of this technique byholographically recording a multiplicity of diffusely
illuminated transparencies on a photochromic sample and reconstructing
them with essentially no interference. Typical results indicate that separate
images can be holographically recorded in a 4 mm thick crystal merely b
rotating the plate two minutes of arc between each recording.
A measure of wavelength discrimination is the wavelength bandwidth
between the half-power points on the curve of diffracted intensity versus
readout wavelength. An expression for this bandwidth was derived by
adapting existing X-ray diffraction theory and is given by (Ref. 6).
	
.fin	 1Xs (na	 sine g
	
IT
	 1	 s	 1	 (3- 7)2	 to[ na - (na - sins 8
s 
)2 (n4 - sine 6 r )^5- 	 s+ sin8 sin6 r
whe re the various parameters were defined earlier. - Eq. (3 - 7) can be used
to calculate the wavelength sensitivity as a function of hologram thickness
and as a function of reference beam and signal beam orientations.
The wavelength sensitivity of thick holograms was used successfully to
reconstruct multicolor signals with r o degrading_ ghost images. Although we
used only five primary wavelengths in the experimental demonstration, we
have calculated that independent images can be recorded by varying the
wavelength for each exposure by only a few angstroms. The development of
frequency-tunable lasers has progressed sufficiently so that the wavelength
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sensitive property of thick holograms is very attractive for dense bolo-
graphic storage.
A problem related to the angular and wavelength discrimination
properties is the shrinkage of the three-dimensional recording media.
Shrinkage generally causes a change in both the orientation and the spacing
of the fringe surfaces in the hologram so that either the orientation or the
wavelength of the reconstructing beam must be altered to maximize the
diffracted intensity. In both instances, the location of the reconstructed
image also changes. In photographic materials, shrinkage is caused by
chemical. processing. In photochromic crystals shrinkage occurs when
the read-in and read-out operations are performed at different temperatures.
In earlier investigations we found that the required reorientation is
not a function of crystal thickness; however, the thickness parameter does 	 I
pray an important role. When complex gratings containing many fringe
systems are recorded, the shrinkage effects vary the fringe :spacings so
that the Bragg relation cannot be simultaneously satisfied for all fringe
systems, resulting in a nonuniform image intensity. As the thickness of
the crystal is increased, this problem is more severe because the angular
orientation sensitivity increases.
3.3	 EXPERIMENTAL INVESTIGATIONS OF HOLOGRAPHIC
RECORDING MATERIALS
In this section we give'a summary of the propertiesof several holo
graphical materials which we have considered in the course of thi3 contract.
These materials include thick photographic emulsions, thick dichromated
gelatins, photochromics, fe rroele ctric crystals, manganese bismuth,
photopolymers, photoresist and photoplastics. Although none of these
materials possess the necessary characteristics to be useful in the final
system, most canbe used as interim devices or as aids in testing other
components of the system,
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1In the following paragraphs we list the advantages and current dis-
advantages of each of these materials, with particular emphasis on those
properties that have been discussed in paragraph 3. 2. Along with these
lists we also present the results of our experiments which were primarily
designed to test the exposure characteristics, diffraction efficiency and
angular discrimination of these materials.
We start by describing the general procedures of our experiments and
then separately discuss the merits and the experimental results for each
recording material. In general, the experiments were not exhaustive but
were designed to give accurate indications of the behavior of the materials
for holographic applications.
3.3.1	 Experimental Procedures
We have performed experiments to test the basic properties of some
recording materials such as the exposure characteristics, diffraction
efficiency and angular discrimination. The procedures for obtaining these
measurements are described in the following paragraphs.
3.3.1.1	 Experimental Procedure for Determining Exposure Sensitivity
To determine exposure characteristics of absorptive recording materials,
we heo;in by uniformly exposing the materials through a 1 cm diameter
aperture. A series of exposures, with different exposure levels or wave-
lengths or both was made for each material. After appropriate development,
each exposed area was again illuminated with a uniform beam and we
measured the incident beam Ii ,_ the transmitted beam It , and the extraneous
beam I
e The extraneous beam is reflected and absorbed light. We then
determined the optical density and the amplitude transmittance of the
materials by using the following relations
1
3--15	 I,
and It
Amplitude Transmittance TA = (- I - I )
i	 e
By plotting either of these parameters, as a function of exposure we
obtain a characterization of the exposure sensitivities.
3.3.1.2	 Experimental Procedure for Determining Diffraction Efficiency
To obtain the desired quantitative data, we recorded simple interference
gratings by using monochromatic plane waves for both the reference and
the signal beam. Depending on the recording material, we used the 363. 8 nm
and 488 nm lines of the argon laser of the 632. 8 nm line of the He-Ne laser
for both recording and readout.
The basic experimental setup is shown in Fig. 3-1	 Light from the
laser is divided by the beam splitter; one path is the reference beam having
intensity I
r and the other path is the signal beam having intensity I s . The	 j
pinhole assemblies and the collimating lenses are used to expand and 	 -
collimate the laser beam. The interference pattern of the plane waves is
recorded on the photographic plate. The normal of the plate bisects the
angle 6 between the two plane waves. The spatial frequency of the fringe-s,
determined by the angle A, is called the offset frequency of the recorded
grating. We controlled the ratio of reference-to-signal beam intensity by
inserting neutral density filters in either beam.
We also used this setup for measuring the relevant readout parameters,
except that only one beam was used in the reconstruction process. To per-
form the measurements, we first used a readout beam from the direction of
Ir and then used a beam from the direction I to check the measurements.s
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In most instances, the measured results agreed within 10 percent.
The diffraction efficiency was determined by using the following
relation
Id
Diffraction Efficiency = I. _ I
i	 e
We measured the diffraction efficiencies of different recording
materials as a function of exposure levels and reference beam to signal
beam intensity ratios. The results of these measurements will be described
separately for the different materials.
3.3.1.3
	
	 Experimental Procedure for Determining the
-
 Angular
Di s c rimination
The experimental set-up for recording and subsequently for measuring
the angular orientation sensitivity of simple holograms is shown in Fig. 3-2.
Light from the laser is split into two paths by the beam splitter, and diverted
	
by the mirrors to the recording material. The interference pattern is 	 I
recorded for various values of the angle 0 between the two beams and for
various angular orientations of the recording material with respect to the
light beams. The orientation is adjusted by means of a motor driven plat-
form, and the angle 0 is changed by relocating the optical components.
During readout only I
r 
is incident on the recording material. The out
put of a photomultiplier, used to measure the intensity of the diffracted
beam, is fed into a chart recorder through a logarithmic amplifier. By
rotating the hologram at a constant rate, we can plot the relative intensity
of the diffracted light as a function of the incidence angle of the readout
wave
r
We have experimentally listed the angular discrimination of,photochromic
and lithium niobate materials and the results are given paragraphs 3. 3.4 and 33. 5. --
	
3 - ,L	
..€
.ter
Laser
Pinhole
Assembly
^^^-- Collimating Lens
Rotatable
	
Beam	 Is	
Platform	 Chart
	SNlitter	 /l	 Recorder
B
I	 Hologram
r
	
1	 Collimating	 Log
	
Lens 
	 PMT
	
Amplifier
s	
Pinhole
Assembly
k
FIGURE 3-2, SETUP FOR ANGULAR ORIENTATION
..	 SENSITIVITY MEASUREMENTS
3-19
3.3.2	 Photographic Emulsions
II
	
	
Photographic emulsions are the most common recording materials used
in holography. In dense data storage applications only a small number of
the available emulsions are suitable. These are referred to as high resolu-
tion or Lippmann emulsions. These emulsions are characterized as having
high resolving power, extremely small grain size, and low exposure
sensitivity. A brief summary of the advantages and disadvantages of fine--
grain photographic emulsion is given in the following. The advantages are:
(1) very high resolution; many commercially available photographic
emulsions have a resolving power in excess of 3, 000 lines/mm.
The latest Lippmann emulsions have an extremely small grain
size and a resolving power which approaches that of photochromic
crystals.,
(2) relatively high speed; even very fine grain emulsions, 'considered
to be slow by ordinary standards, require exposures that are orders
of magnitude less than most of the other materials tested for use
in optical memories,
(3) a large dynamic range; ` it is not uncommon for high resolution
emulsions to have an 80 dB dynamic range, -
(4) broadband spectral sensitivity; rn"'iy high resolution photographic
emulsions are available with unifc;
	 spectral sensitivity extending
from 400 to 700 nm, and
(5) stability; these materials, are archival if kept under suitable
environmental conditions.
The disadvantages of photographic emulsions are: i
(1) low diffraction efficiency as with all absorption type materials
the maximum diffraction efficiency is only a few percent (chemical
bleaching processes exist which can increase the practical diffrac-
tion efficiency to about twenty percent),
3-20
0(2) chemical development most photographic emulsions require a
lengthy and sometimes complex developing process to make the
stored information permanent, and
(3) limited thickness the thickness is generally limited to 100 microns
because of the dimensional stability of photographic emulsions and
the difficulty associated with chemically developing through the
entire thickness of emulsions; this imposes a limitation on the
available storage capacity.
3.3.2.1	 Experimental Results
The main emphasis in our investigations is to determine whether photo-
graphic emulsions are suitable for holographic recording in the UV light.
The reason for using UV illumination is that the shorter wavelengths allow
higher packing densities. We measured the exposure sensitivities and
diffraction efficiencies for Kodak HR and 649 emulsions and Agfa Lippmann
emulsions.
The UV illumination is derived from an argon laser by using specially
coated reflecting mirrors and high plasma tube currents. Two spectral
lines are emitted simultaneously, 351. 1 rim: and 363.8 nm. These lines
were separated by means of an external CMG'' spectroscope prism. Because
the 363. 8 nm line has approximately three times more power than the
351. 1 nm lane we used it exclusively in c. 't44r experiments.
We used the experimental procedure described in Section 3. 3. 1. 1 to
measure the exposure characteristics of the photographic emulsions; the
results are shown in Figs. 3-3 and 3 -4. The curves shown in Fig.- 3-3 are
the optical density variations as a function of exposure, whereas the curves
in Fig. 3-4 are given as amplitude transmittance variations as a function
of exposure. The trend for the exposure characteristics curves is similar
to the conventional curves obtained with visible light. _ However, the
3-2i
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r4
exposure sensitivity has inci eased by a factor of five. We also note that
the exposure sensitivity of the Agfa Lippmann emulsions is lower than
that for the Kodak HR, an.d 649E emulsions; this is due to the smaller grain
size of the Agfa emulsions.
We also measured the diffraction efficiencies for the three emulsions
by using the experimental arrangement and procedure described in para-
graph 3.3. 1. 2. Fig. 3-5 shows the diffraction efficiencies as a function
of exposure. In all cases the diffraction efficiency is lower than the effi-
ciency of the same emulsions at visible light. This decrease in efficiency
is primarily due to increased scattering in the emulsions at the lower
wavelengths.
3. 3. 3	 Thick Dichromated Gelatin
Recent work has shown that high quality holograms can be -recorded in
hardened gelatin films sensitized_ with dichromate solutions. Since the
holograms are recorded as dielectric phase gratings, high diffraction
efficiencies can be attained. Furthermore, light scattering from such
materials is so low that relatively high signal-to-noise ratios can be achieved
in the reconstructed image. The preparations of such materials for holo-
graphic recording is fairly straightforward; all that is necessary is to treat
gelatin with a dichromate solution (either ar nonium dichromate or potassium
dichromate are suitable) for several minutes prior to exposure. The
development process is also relatively simpile. The advantages of
dichrornated gelatin are:,
(1) it is pure phase material; losses due to absorption and scattering
are typically only a few percent,
(2) high diffraction efficiency; hologram gratings have been recorded
with diffraction efficiencies exceeding 85 percent.
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4(3) very high resolution; the resolution of dichromated gelatin has
been experimentally shown to be in excess of 5, 000 lines/mm,
(4) ease of preparation and processing; for preparation, a gelatin
plate is soaked in a dilute solution of a dichromate salt and dried;
development requires only a tr( , atnZent with water and alcohol, and
(5) stability; the hologram recording is archival if the gelatin is kept
in a low humidity atmosphere.
The disadvantages of dichromated gelatin are:
(1 ) limited spectral response; although dichromated gelatin is not
sensitive to light whose wavelength is greater than about 520 rim,
it may be possible to use dye sensitizers to extend the sensitivity
to about 650 nm,
(2) short shelf life; after sensitization with the dichromate salt the
gelatin undergoes a dark reaction so that the exposure must be
made within one o r two days (cold storage, however, may increase
shelf life to many months),
(3) relatively poor exposure sensitivity; between two and three orders
of magnitude less sensitive than photographic emulsions (exposure 	 f
range is between 30 to 100 m;i /cm2 ); however, it appears possible
that with other development procedures the sensitivity can be
increased by a factor of ten,
(4) environment sensitivity; if holograms recorded in dichromated
gelatin materials are exposed to a high humidity atmosphere, a
significant reduction in diffraction efficiency results and the imagery
will suffer a loss of quality, and
(5) limited thickness; the thickness is generally limited to 100 microns
because of the dimensional stability of the gelatin, thus imposing
a limitation on the available storage capacity.
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3.3.3.1	 Experimental Results
We performed a series of experiments for investigating the merits of
different gelatins; three types of gelatins of differing "hardness" were
dichroniated and the diffracting capabilities of each type were determined.
Using the experimental arrangement and procedure described in paragraph
3.3. 1.2, we measured the diffraction efficiencies of these materials as a
function of exposure and reference-to-signal beam intensity ratios. The
results are shown in Figs. 3-6 through 3-8. The results for the "soft"
gelatin are shown in Fig. 3-6, the results for the "moderately hard" gelatin
are shown in Fig. 3-7 and the results for the "hard" gelatin are shown in
Fig. 3-8. Each -urve in the figures is for a different reference beam to
signal beam intensity ratio K; the offset angle is 30 degrees and the illumi-
nation wavelength is 488 nm. Note that the diffraction efficiencies are
relatively high and that, in some instances, they approach the theoretical
Ili-Tilt of 100 percent. Also note that we can achieve high diffraction efficiencies
with a K value of 7 %&` ere the nonlinearities are not as severe as with K
equal to 1; this yields high diffraction efficiencies with relatively higher S/N
ratios. The high efficiencies which can be achieved with dichromated gelatin
materials make them attractive for read-only holographic memories.
3. 3.4	 Photochromic Materials
Photochromic materials such as alkali halides glasses, potassium
bromide (KBr) and potassium chloride (KCL) crystals, strontium titanate
(SrTiO,, ) crystals doped with Fc • -Mo and Ni-Mo, calcium fluoride, and a
variety of photochromic plastics have been successfully used to record
holograms. These photochromics are absorptive materials that change
color when illuminated with light of a suitable wavelength; this color change
may be a permanent coloration (photocolor) cr a permanent discoloration
(photo-bleach), but in general the color changes are reversible either with
light or heat. The advantages of photoch romic s are:
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(1) high resolution; resolution greater than 3000 lines/mm have beert
achieved and, because, of its molecuiar structure, the attained
resolution can be much higher than with conventional filnis whose
silver grains are much greater than the size of photochromic
molecules,
(2) reve rtability; some photochromic s such as silver halide glasses
can be recycled indefinitely,
(3) seasonable stability; exposure to light causes degradation of the
recording but this is a relatively slow process at low ambient
temperatures,
(4) high angular and wavelength sensitivities; the great thickness,
e. g. , 1 mm or greater, results in high angular and wavelength
sensitivities on readout, thus allowing a large number of holo-
grams to be recorded in the same volume but read out selectively,
and
(5) no processing is required.
The disadvantages of photochromics arc:
(1) very slow sensitivity; most inorganic photochromic mate rIals are
several orders of magnitude less sensitive than conventional
photographic emulsions,
(2) low diffraction efficiency; generally less than one percent,
(3) poor thermal stability; the information is rapAly erased at temper-
atures ranging from 50 0 to 100" C, and
(4) poor spectral response; most photochromics are sensitive to only
one or two of the primary colors.
3. 3.4. 1	 Experimental Results
Our main motivation for investigating photochromic materials was to
verify our theoretical. angular discrimination predictions and determine
«hat diffraction efficiencies are possible.
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Using the experimental arrangement and procedure, described in
paragraph 3. 3. 1. 3, wo measured the an t,ula r orientation sensitivity of a
1.6 mm thick silver halide photochromic glass. The offset angle was 30
degrees with 0 = 0 , and the illumination wavelength was 488 rim. Fig. 3-9
r	 s
shows the relative diffracted intensity as a function of incidence an,-l(' of the
readout beam. The expected sine function behavior is clearly evident in this
experimental curve. The half power width of the angular orientation
sensitivity curves was determined from the experimental data and compared
with results calculated by using Eq. (3-0). In all cases good agreement
between calculated and experimental results was observed. For the example
of Fig. 3-9 the experimental half power width of the angular orientation
is 2. 9 minutes of arc whereas the calculated value i , 2. 91 minutes of arc.
We also measured the diffraction efficiency as a function of exposure
levels and offset angles. The diffraction efficiency was relatively lo\v and
uncle r no conditions did it exec ed 0. 3 pe rcent.
3. 4i	 Ferroelectric Materials
The ferroelectric materials, which include lithium niobate, barium
titanate , and strontium barium niobate, offer several  attractive features
as a holographic storage medium. The ferroelectric material undergoes a
change in refractive index upon exposure to relatively intense )fight and
behaves as a pure phase, volume holographic recording. No processing
is required and the recording can be thermally erased. High diffraction
efficiency can be obtained but the material is relatively insensitive. The
advantages of ferroclectric materials are:
0) high resolution; recordings of up to 4000 lines/mm have been made;
(2) reve rsability; heating the material to about 170 1 C causes the
recording to disappear and the material can be recycled (extensive
data on fatigue effects, if any, is not yet available),
3-32
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(3) e rasability; light can also be used for erasing selected volumes
in a crystal,
(4)	 reasonable stability; exposure to light causes a degradation of the
recording but this is a relatively slow process at moderate-to-low
light levels,
(5) high efficiency; since this is a phase recording material very high
efficiency of reconstruction can bc; obtained (up to 40 percent has
been reported with lithium niobate ),
(6) high angular sensitivity of read-out; the great thickness (e. g. , 1 cm)
results in very high angular sensitivity on read-out thus allowing
a large number of holograms to be recorded in the same volume
	 -	 -
but read out selectively, and
(7) no processing is required.
The disadvantages of ferroelectric materials are:
(1) very low sensitivity; exposures of 100 J/cro s are required to
record holograms in lithium nio>bate, and
(Z) although the ferroelectric materials appear to respond to all
wavelengths in the visible spectrum, their spectral sensitivit} , is
not uniform, requiring compensation of the intensity levels of the 	 P
various colors of the recording beams.
3.3.5. 1	 Experimental Results
We have tested two samples of lithium niobate crystals , with thicknesses
of Z mm and 5 mm, to determine their angular orientation sensitivity and
also their diffraction effic_iPnrios.
Using the experimental arrangement and procedure described in paragraph
3. 3. 1. 3,	 we measur;; the angular orientation sensitivity of the two samples
as a function of offset angle.
	 Fig. 3-10 shows two representativ•.: results
of the relative diffracted intensity as a function of incidence angle of the,
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r
relative diffracted intensity as a function of incidence angle of the readout
beam. The curve shown in Fig. 3-10(a) was for a hologram recorded in
the 2 mm thick sample, with an offset angle of 31. 5 degrees (0
r	 s
= 8 ) and
an illumination wavelength of 488 nni. The curve s:iown in Fig. 3--10(b)
was for a hologram recorded in the 5 mm thick sample, with an offset
angle of 40 degrees (e
r	 s
= 0 ) and an illumination wa-,-elerigth of 488 nm.
The half power width of the angular orientation sensitivity curves was deter-
mined from these experimental curves and the results were in good agree-
ment with the values calculated by using Eq. (3-6).
We also mE isured the diffraction efficiency for these materials as a
function of exposure levels and offset angles. As for photochromics the
maximum diffraction efficiency was less than 1 percent which is significantly
lower than the 40 percent efficiency reported in the literature (Ref. 10).
This discrepancy may be due to improper "poling" of the crystals.
3. 3. 6	 Manganese Bismuth Materials
Manganese bismuth (MnBi) is an erasable hologram recording material.
It is a ferromagnetic compound having a strong uniaxial magnetic anisotropy
v<• hich can be e
	 -vxially oriented normal to a thin film of the material.
Thin films of MnB. are typically coated on mica substrates to produce epit-
axial crystal grovrth. Formation of a MnBi film is accomplished by vacuum
deposition of separate layers cf manganese and bismuth followed by pro-
0
longed annealing. The MnBi films are typically from 500-1000 A thick and
have a polish -ci, metallic appearance similar to aluminum. A MnBi film
deteriorates in a few weeks time if left exposed to the atmosphere; a silicon
monoxide overcoating is sometimes applied to reduce this deterioration
to a nliniillum.
Hologram recording (and also bit or spot recording) on MnBi is
accomplished by means of Curie-point writing. MnBi has a saturation
3-36
.,
magnetization (M s ) of about 500 Gauss ant a saturation field of roughly
5, 000 Oersteds at room temperature for a typical coating thickness. If
completely magnetized MnBi is heated to 360 1 C (the Curie temperature)
the magnetization of the material goer to zero. If the temperature is
increased to about 450° C (the peritectic temperature) the compound decom-
poses into liquid bismuth and solid of -manganese. The useful magnetic
properties of MnBi are therefore lest at temperatures greater than or equal
to the peritectic temperature. 	 The useful writing temperature range of
MnBi therefore lies between 360' C and 450° C. MnBi coole=d from this range
regains its ferromagnetic properties slightly below the Curie temperature.
If cooler: in the presence of a strong magnetic field, the MnBi can be
magnetized to its original saturation level M .
s
MnBi has a number of advantages and disadvantages for data storage
applications. The advantages are:
(1) high resolution; the theoretical resolution limit is determined by
the size of the magnetic domains which is about 0. 5 micron for
MnBi; recording of gratings finer than 1000 t/mrn has been
demonstrated,
(2) reversability; the recording can be erased by temporarily impres-
sing a magnetic field on the film of 400 Oersteds; the material is
free of fatigue and can be recycled indefinitely,
(3) stability; the recording is stable if' the Curie point is not exceeded
or a magnetic field capable of erasure is not applied; readout is
nondestructive if the intensity of the read beam is not sufficient to
heat the film above the Curie point,
(4) readout can be made by reflection or transmission; the recon-
structed image can be formed by either reflected light ( the Kerr
effect) or transmitted light(Faraday effect),
3-37
4(5) fast response; exposure times as short as 1 nsec can be used, and
(6) no processing; once the film has been prepared by saturating
it magnetically no further processing is required and no chemical
reactions are involved.
The disadvantages are:
(I) low sensitivity; the energy density required for exposure is on the
order of 10 mJ/cm2 as compared to 0. 1 mJ/cm2 for 649F emulsion,
(2) sensitivity to thermal damage; the film will decompose if heated
beyond a certain point (4500 C), and
(3) low diffraction efficiency; the most serious drawback of MnBi
may be the low diffraction efficiency demonstrated to date;
efficiencies on the order of 0.01 percent and 0.001 percent have
been measured for Kerr and Faraday readout modes, respectively,
3. 3.6. 1	 Experimental Procedure
Because the experimental procedure and geometry used for our investi-
gation of MnBi diffe r f rom that pa rag raph 3. 3. 1. 2, we de s c ribe them
separately here. We performed ourexperimental work on MnBi films using
a pulsed ruby laser. The laser was operated in a single transverse mode
(TEMOO ) and a single longitudinal niode. Output of the laser is variable from
from 0-30 mJ at 694. 3 nm with a nominal pulse duration of 30 nsec. The
experimental geometry is shoxn in Fig.	 3-11. Due to the high peak powers
from the pulsed laser (on t:.e order of 1 niegawatt) special precautions were
used to avoid damage to the optical components. Some important features
of this system are the use of a prism for directing the beams, a coated
beamsplitte r to provide both the signal and reference beam, and an uncoated
lens to expand the laser beam. Prior to exposure, a CW He-Ne laser and
glass beamsplitter were used to align thy• pulsed laser and the hologram
recording system. The output of the pulsed laser was monitored with a
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photodetector and a storage-type oscilloscope to obtain data about pulse
bandwidth, number of pulses, and energy output during; each exposure.
An offset angle of 30 degrees and a reference-to-signal beam intensity
ratio of 2 was throughout the experiments.
The main ob ective of our experimental investigation of MnBi was to
determine basic recording parameters such as exposure sensitivity and
diffraction efficiency. A more extensive investigation was precluded by
the limited availability of MnBi films. Experimental data was obtained
mainly by recording plane wave gratings.
3. 3. 6. 2
	 Experimental Results
We tested a number of samples of MnBi materials which we obtained
from the Honeywell Company and the Jet Propulsion Laboratories (JPL).
A representative sample of our results with hologram gratings recorded
on one of the MnBi samples is shown in Table 3-1. In the table, X refers
to the readout wavelength while --1, Ala , n., , and X14 arc' the first, second,
third, and fourth order diffraction efficiencies, respectively. In Table
3-2, we list the transi-nittance (T X ), reflectance (RX ), and absorptance (A^ )
as a function of wavelength for this particular sample.
We also noticed that sometimes the intensity of the diffracted wavefront
from a hologram grating can be varied b} the application of an external
magnetic field. The reason for this is that when the MnBi is optically
damaged, a partially etche=d grating structure is formed. The external
nagnetic field effects only the undamaged MnBi and causes the effective
modulation of the grating structure to change. A hologram recorded in
this nianne r cannot be fully eras-d.
Our experience with a number of MnBi samples prompted the following
comments:
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(1 ) MnBi films require carefully controlled exposures to prevent
pe rmanent optical damage,
(2) erasable holograms can be recorded on MnBi with a maximum
diffraction efficiencies of at least 10-4 percent,
(3) it is possible to record holograms in a partially erasable mode
with diffraction efficiencies on the order of 3 x 10- 3
 percent; the
diffraction efficiency of a hologram recorded in this manner can
be varied by an external magnetic field, and thus has the properties
of a magneto-optical modulator,
(4) permanently damaged, nonerasable holograms can be recorded
with diffraction efficiencies on the order of 10- 1
 percent,
(5) the resolving power of MnBi is at least 800 lines/mm,
	 w
(6) the exposure range for erasable MnBi holograms is in the range
of 5-30 mJ/cm2 , and
(7)	 the properties  of MnBi vary significantly over the area of the
samples tested, probably due to nonuniform coating of the thin films.
3. 3. 7	 Photopolyrne r Mate rials
Photosensitive materials based on photo-induced polymerization have
been successfully used to record holograms.	 The major effect appears to
be a change in the index of refraction of the material; correspondingly
high diffraction efficiencies have been reported (up to 45 percent) for films
10 to 70" in thickness. The material is 'developed'' by brief exposure to
ultraviolet radiation; no chemical processing is required. F;xposures of
I to 30 mJ/cm2 are required and the resolution exceeds 1000 lines/mrn.
The components of the materials we used are quite stable separately, 	 -
but have a useful life of only a few hours when mixed to form a photosensitive
film. The optically processed hologram is quite stable.	 The presence of
light scattering polymer particles causes a significant amount of noise in
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the reconstruction. The materials cannot be re, ycled. The advantages
of photopolyme r materials arc:
(1) high resolution; over 1000 lines/mm,
(2) stability; recordings appear to last indefinitely and can be non-
destructively read out,
(3) rapid processing; limiter: by the rate of the photochemical reactions
to a few milliseconds (exact requirements are not known),
(4) low cost material; and
(5) High efficiency; since this is a phase material, high diff,•acting
efficiencies can be obtained (up to 45 percent efficiency under
suitable conditions have been reported).
The advantages of photopolyme r materials are:
(1) low sensitivity; 1 to 30 mJ/cma required fc r exposure,
(2) high noise level due to scattering particlF-s,
(3) lifetime; limited lifetime of prepared r.hotosensitive material,
(4) read-only; the materials tested cannot be recycled,
(5) nonlinearity; the linear range of the amplitude transmission versos
exposure curve is quite limited and linear amplitude recording would
be difficult; however, since the most important phenomena appears
to be a phase effect, this nonlinearity may not be of particular
impc rtance, and
(6) although the photopolyme.r material can be made as a thick
volume material, multiple hologram storage is complicated by
the surface effects and self-developing nature of the material.
3.3.7. 1	 Experimental Results
Using the experimental arrangement and procedure described in para-
graph 3.3. 1.2 we measured the diffraction efficiency of photopolyme r
samples as a function of exposure and reference-to- signal beam intensity
ratios. The results of these measurements are shown in Fig. 3-12.
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f)
Throughout the experiments the offset angle was held constant at 40 degrees
(8
r	 s
= 0 ) and the illumination wavelength was 488 nm; the recorded spatial
frequency was therefore 1400 line s /nim. We note, in all the experimental
curves, a peculiar "dipping" phenomena. That is, diffraction efficiencies
as a function of exposure monotonically increase to a maximum value, then
decrease, and then increase again to a saturation level. This phenomenon,
which is not clearly understood, is probably associated with the chemistry
of the materials. Although the -Liffraction efficiencies that were measured
are not high, they are adequate for the holographic storage application;
this, in conjunction with dry processing, make photopolymer materials
attractive for holographic memories.
3. 3. 8	 Photo-Resist Materials
Photo-resist materials such :.s Kodak ortho resist have been used to
record holograms. The index of ref raction of the resist changes upon
exposure and no processing is required to make this index change permanent.
The material is in,'lerently insensitive and cannot be recycled. The
advantages of photo-resists are:
(1) high resolution; the resolution of resists typically approach
1000 lines /mm, and
(2) no processing, at least for the phenomena described here.
The advantages of photo-resists are:
(1) they are very insensitive,
(2) unstable; read-out should cause degradation,
(3) cannot be recycled, and
ftm	
(41 they have poor signal-to-noise ratio.
WM	
3. 3.8. 1	 Experimental Results
Using the experimental arrangement and procedure described in
t,
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,)a rag raph 3. 3. 1.2 we measured the d ff•-ar''- E_•ff i , - ncy of several samples
of Kodak Orthoresist (KOR) and Kodak Metal Etch Resist (KMER). The
offset angle was 30 degrees and the illumination wavelength was 363. 8 nm.
The reference-to-signal beam intensity ratio K was unity in all the experi-
ments. Fig. 3-13(a) shows the diffraction efficiency as a function of
exposure for KOR materials. pica. 3-ls(b) shows the diffraction efficiency
as a function of exposure for KMER materials. The diffraction efficiency
of both KOR and KMER is relatively poor, and both have low exposure
sensitivity. Furthermore, although not evident from results shown in
Fig. 3-13, we noted that the scatter noise from these materials is relatively
high. We conclude that if the efficiencies and noise characteristics do
not improve, these materials are not suitable for dense holographic
storage applications.
3.3.9
	
Phocoplastics
Photoplastic recording materials consist of a conducting substrate
and layers of photoconductive and thermoplastic materials. A corona
discharge is used to place a c::arge on the thermoplastic materials, ai:d a
subsequent illumination with light causes the material to discharge locally.
Upon recharging and heating, the thermoplastic layer deforms as a function
of the distribution of the surface charge density. These surface deformations
are stable until reheating the thermo plastic erases the recorded image.
The advantages of photoplastics are:
(1) high resolution; resolution of over 1000 lines/mm is possible,
(2) reversibility; presently available materials have been successfully
recycled up to 10 times without significant deterioration,
(3) diffraction efficiency; should be relatively high since this is a
phase material,
(4) stability; the uncharged material is stable if not heated to
plastic.. j, and
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(5) sensitivity; some red sensitive photoplastic films have been used
to make recordings with exposures comparable to conventional
photographic emulsions.
The disadvantages of photoplastics are:
(1) complexity; equipment is required to provide a corona discharge
and heating,
(2) limited reusability; at present, there appears to be a limit to
the number of recycles possible, and
(3) limited bandwidth; these materials only respond to a band of
spatial frequencies which is centered at some fixed frequency.
3. 3. 9. 1
	
Expe riments
During the last part of the contract period we began to construct
photoplastic devices. The photoplastics are coated on a glass substrate
onto which a thin film of transparent conductor (generally tin oxide) has
been deposited. Although the photoplastic may be a mixture of photocon-
ductors and thermoplastics, we found that separate layers of a photocon-
ductive material and a thermoplastic i q more effective for holographic
recording. The photoconductor layer is coated onto the tin oxide and the
thermoplastic material is then coated onto the photoconductor layer. The
recording process requires that the photoplastics be corona charged;
after exposure to a light image, it is recharged so that the potential on the
surface is constant but the charge density, in the areas exposed to light,
becomes relatively high. When the therinoplastic is heated to its softening
point (typically 801 C) and then quickly cooled, surface deforniations are
produced which correspond to the light image. 'These deformations pro-
duce a phase hologram which is stable at roorn ternl.erature until erased by
applying a higher temperature. Erasur e usually cau:,es a complete
neutralization of the electrostatic charges, after 4vh;.-h the recording
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process can be repeated.
We began by electrolytically etching commerically available tin oxide:
coated glass to leave a number of isolated squares, and then fixing elec-
trodes along opposite edges of each square. A pulsed a-c voltage applied
between each set of electrodes generates resistive heating to heat the
thermoplastic during recording and erasure. Using dip coating techniques,
we coated layers (lµ to 3µ thick) of photoconductive and thermoplastic
materials on the glass substrates.
We tested some of these photoplastic devices to determine their
exposure sensitivities and diffracting capabilities using the experimental
arrangement and procedure described in paragraph 3.3. 1.2. The offset
angles were 30 and 40 degrees and the illumination, derived from a He-Ne
laser, was 632.8 rim. Preliminary results indicate that the exposure
sensitivities and diffraction efficiencies are comparable to Kodak high
resolut.on photographic emulsions.
3.3.10 Comments
The investigations of the materials described above were sufficient
to show that none of the tested materials possess all the characteristics
necessary for a read/write storage material that can be used in the final
system. A list of these desired characteristics will be given in Section
VII. Some of the tested materials could serve as interim devices for check-
ing the remaining components of the holographic memory and verifying
some of the concepts proposed in this study. In particular, either the thick
photographic emulsions or thick dichromated gelatin materials could be used
to test the angular and wavelength discrimination of read-only memories,
and the photoplastics could serve as interim thin read/write ,storage
materials.
I
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3.4	 NOISE CHARACTERISTICS OF HOLOGRAPHIC RECORDING
MATE RIALS
3.4.1	 Int roduction
In this part we characterize recording materials so that we can deter-
mine the effects of noise produced by the material in a holographic memory.
Th( methods used to determine the not s(- characteristics are general in
nature and can be applied to nay recording material. In this study, photo-
graphic emulsions are used for our analysis and experimental work by way
of an example. Besides being dependent on various recording parameters,
the quality of a reconstructed signal frcin a hologram is dependent on two
kinds of noise produced by the photographic emulsion. One source of noise
is the intermodulation noise which arises from the nonlinearity of the
characteristic curve of the recording material. For photographic emulsions,
this type of noise is determined by the shape of the T
a 
-E curve, the ratio
of the reference-to- signal beam intensity K, the bias transmittance t b , and
the nature of the signal itself. The second source of noise is random noise
causc(l by scatty •
 ring centers within the recording material. For photo-
L;1-,11)111C erllulsion, the noise arises from the granular structure of the emul-
sion. A measure of the degradations in the reconstruction caused by the
t« • o noise sources is given by th; rp ti-) of the signal intensity to the average
noise• intensity (I/I ) in ti^^ rep
	
tr acted image. This ratio can be obtained
n
t'xperimentally by using simple input objects such a;; a point source or a
diffusely illuminated transparent aperture.
Wf, use a model for the photographic emulsion to determine analytically
the I/I ratio in the reconstruction and compare experimental results with
I1
the theoretical results. An example is given :.o show how the experimental
results can br used for evaluating the performance of the recording material
in a holographic- memory.
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b2
 = A
	
; "a 2  (x, V)dx dy
tV
(310)
a 2
r
K 
= b2 (3- 11)
I
t
3. 4. 2	 Signal and Noise in the Reconstructed Image
To derive the I/I ratio in the reconsL,7ucted image, we assume
n
that the T a -E curve (about a bias exposure E o ) can he adequately repre-
sented by a second order polynomial. The amplitude transmittance of the
film, developed to a given bias exposure is then
T(E)- tb - s l PE + s2 LE",	 (3--8)
61
where t h is the transmittance due to E o , L^ E is the variation in the
exposure and s l and s 2 are coefficients determed from the T 
a 
-E: curve.
3. 4. 2. 1 Inter. modulation Noise
In recording a thin amplitude hologram, the intensity of the
light distribution at the hologram plane is
I(x, Y) - ,a (x, y) exp Cj  (x, y) j + a r exp (j 2TTOLx),"' 	(3-9)
The functions a(x, y) exp F j a(x, y)] and a r exp (jTT(xx) are the wavefronts
caused by the object and the reference soarce, respectively. If we define
and	 I = it 2 + b` = b 2 (K+ 1)	 a 2(K+ 1)/ K,	 (3-12)
o	 r	 r
the function I(x, y) may be written as
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I(x, y) = 1  + p I(x, y),
I^ 	 a`	 , Y) -,(x' y) __	 (x(K+ 1)	 - 1 +	 b2	 J
+ 2 K	 a(x, y) -i cos [Zrrax - u(x, y)] }
	
(3-13)
The constant At in Eq. (3- 10) is the area of the hologram, the constant b2
is t he average signal intensity at the hologram plane, and K is the ratio
of the reference--to-signal beam intensity. The amplitude transmittance
of t he developed hologram is
T a (x, y) - t b = s ltp I(x, y) + s 2 t2 p I° (x, y)
	 1	 (3-14)
where t is the time of exposure. If we substitute Eq. (3- 13) into Eq. (3- 14),
the amplitude transmittance becomes
T
a
(x, v) - t b
 = To (x, y) + T 1
 (x, y) + T 2
 (x, y),
where
-s1E
a	 o
s 2 E `	
a	 a
E	 2
^T (x, y) =-+	 2 +	 , -	 I	 sl +(K+ 1)	 (K+1)	 (K+1)	 b" J
(3- 15)
2(K- 1)E s2
o	 +
(K+1)
E s^
o	 i a` (x, y)	
I	 (3- 16)(K+1) L	 b`	 j 	 '
2E s
o a	 a^ ( x , Y)	 2	 KC^^s l I a(x, ) -_F, (x, y)
	
1 +	 a	 cos[2rrax-a(x, y) j(K+1)s I ^	 b	 1-)	 (K^1)	 L	 b
(3-17)
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1I
6
T2 
(xv y) 2KE 2^
	
aa'	 )	
cos 2' 2n ax - 0 (x, y)]
and
(3-18)
Eo = 10 t.
The degradation due to the film nonlinearity is given by the term
4E 2 s /K	 a(x, y)	 r a2 ( x , y)
	
_ 1
	 cos 2n x - 0 x, ( 3-19)  
Tn(h' y)	 (K+1 )2	 C	 b	 I{ i	 b?	 J	 r	 a	 ( Y)]J
Using a statistical approach, Goodman and Knight ( Ref. 10) have shown that,
if the signal is diffusely illuminated, the average intensity of the spurious
images in the reconstruction, due to the film nonlinearity, is proportional
to a triple convolution of the intensity of the signal. Similar results were
also obtained by Kozma, et.al . (Ref. 11).
Ln general it is difficult to define a unique I/I
n 
ratio for the into rmodu-
lation noise because of its object dependent characteristics. However, from
Eq. (3-19) we note that the intensity of the spurious images reconstructed
f rom T
n 
(x, y) depends on the coefficient 4E0 2 sa ,/K/(K+1 f as well as the
structure of the object. A ratio T-/-T
n 
for the interrnodulation noise can be
given by
12Eo s?	 -e
Y [ (K+1)s i I (3-20)
	
di
	 where the parameter v is the signal dependent factor. The ratio Sl is
proportional to the square of the ratio of the coefficient of the signal to the
I	 A
	 coefficient of the nonlinear degradation. For a given object, the parameter
v^
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I
•,
y can be determined from T (x, y) at any desired location in the recon-
n
structed image. From Eq. (3-20) we note that the I I ratio due
n
to film nonlinearity can be improved by using a larger reference-to-signal
beam intensity ratio K or by re- h ieing the bias exposure E0.
3.4.2.2	 Film Grain Noise
We shall now derive the I j ratio for the film grain noise. Suppose
n
that the signal recorded on the hologram consists of N point sources. The
wavefront of the signal at the hologram plane is
N
a(x, y) exp[ 3 0 (x, y)] _
	
	 aoexp 
C
-JO m
 - d ^(x-um )2
 + (Y - vm}
	
(3 - 21 )
m=1
and
N-1	 N
a^ (x, y) = Na 2 + 2a 2	 -	 cos © - 8	 + 2n I (x-u n ) 2 -
m=1 n=m+1	
(x-um^^ +0	 o	 L n	 m ^,d
( Y -vn )2 - (y-"m )2 1 1 	(3-22)
where a C 2 is the intensity of each of N equal point sources, d is the distance
bet\^.• een the hologram and the object planes, and u
m	 m
, v are the positions
of the point sources in the object plane. If each point source has a random
phase, the average of the second term in Eq. (3-22) is zero and we have Ciat
b2 = Nan a .	 (3-23)
Suppose that the hologram is linearly recorded. When the hologram is
illuminated by the original reference beam, the complex ampliturie of the
real iniage reconstructed from the hologram is
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1
I
t
^r
(E 0 si )h	 _
h(u, v) _	 +	 ^ C	 a(x, y) ex t jo(x, Y) - j 2n	 (x-u)2 +(y -V)2 1
^d(K 1)ao ,/N	 Xd. {	 ) 1dxdy,At
(3-24)
which is the Fresnel approximation to the Kirchhoff diffraction integral.
The constant h
P 
is the complex amplitude of the reconstruction beam and
d is the distance between the hologram and the real image of the signal.
Upon substituting Eq. (3-21) into h(u, v), we find that the complex ampli-
tude of any one of the point sources reconstructed is approximately equal to
1k- ( Eo sl )h
P FA h(um , v) 
_
m Xd(K+1) IN (3-25)
The parameter F is a spatial frequency dependent factor which is deter-
mined by the modulation transfer function (MTF) of the photographic emul-
sion (Ref. 8). Although the detailed effects of the modulation transfer
function upon the complex amplitude of the reconstructed image cannot be
predicted by our simple analysis, these details of the effects of MTF on
wavefront reconstruction can be found in a recent paper by Kozma and
Zelenka (Ref. 3). Using h(um m, v ), we find that the intensity of any one of
the point sources is equal to
F2 K(E0
 s  )2 A t2 1
_	 P	 ^
i s	 (K+1 )2 (X d)2 N	 ( 3 -26,
whe re
1p 
= 
I hp 12 .
Kozma (Ref. 8) showed that the average intensity produced by the film
grain noise is equal to
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6AJT,T,(p,,q,)l
lg
	
(X d)2 (3-27)
where 5 T IT ,(p o , qc ) is the Wiener spectrum of the film grain r:oise at a
suitably chosen spatial frequency within the bandwidth of interest. There-
fore, the ratio of the signal intensity to the average intensity due tc the
film grain noise i:: given by
Is	 F" KAt(si E  ),
S2 -
I g	 (K+1 )2 ^ T 
,T , (p, , qo ) N (3-28)
If the N point sources are replaced by a diffusely illuminated object,
the parameter N must be replaced by AO At /(Xd)2 , where A. is the area
occupied by the signal. L-i such a case, the parameter N represents the
total number of resolution elements in the signal.
	
3.4.2. 3
	 Combined Ratio of Signal Intensity to Ave rage Noise Intensity
Because the processes in the photographic emulsion that produce the
film grain noise and the interniodulation noise are nearly independent, the
total I/I ratio can be written as
n
1	 _	 1
	
I/In
	1 t 1 -	
2E o 
J2`	
+ (K+1)2	, ,( no , go ) N	 (3-29)
c	 S 2	 v	 T T
"7	
(K+1 )s l J	 FQ KA t (sl Eo
 )2
To illustrate the dependence of I/I
n 
on the recording parameters, we
now find the 1/I ratio for a specific example. We assume that the granular
n
structure in the photographic emulsion is represented by the checkerboard
model; the Wiener spectrum of this film grain is equal to (Ref. 13)
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^T 
, T , (p, q) = tb (1-tb ) G ( p , q),
whe re
G(p, q) = r2 sine (pr/Xd) sinc2 (qr/Xd).	 (3-20)
The parameter tb in Eq. (3-29) is the bias transniitta,ice of the film and
r' is the area of a film grain_. In this example we also assume that the
T a - E curve of the film is given by
T(E)_	 2 02 (3-31)E-	 S,
where S	 is a parameter used to fit T(E) to the experimentally derived
data. Fig. 3-14 shows the function T(E) as well as the T	 -E curve
a
measured experimentally for Kodak 649F film. It can be seen that T(E) is
in close agreement with the experimental T -E curve over the range shown.
a
Using the theoretical T -E curve, we find that the coeffecients sl and s2 are
a
given by
-2EC t adT
sl	
-	 dE _	 oa (3-32 )E 
0
an d
a
d' T	 tbS a	
-	 d EZ ;4t b -	 3)	 , (3-33)
Eo
where
s2t b
 = Ra + Eoa
w
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Fa At
R - G (po , qQ ) N ,l (3-35)
r
Substituting sl and s. into Eq. (3-28) we obtain
1I/In	 (4tb- 3) Y	 (Kf1)2 G(po , qo ) * N	 .
(K+1)R
	+	 Fg tb (1-tb ) KAt
(3-34)
T^
	 If we define
then I /I becomes
k	 n
R
n	 R (4t
Y b
(K+1)3	 + tb(1-tb)K
(3' -36)
o
If RY is very small, the ratio I/I will be dominated by S2 . In this case
n
the I/In
 ratio will be mostly due to film grain noise. In general R car.. be
made small by increasing the number of .resolution elements per unit area
of the hologram, as it is evident from Eq. (3-35). Therefore, we deduce
that the fundamental restriction on the performance of the photographic
emulsion in an optical memory is the film grain noise because we generally
want to store large amounts of data in a small area of the recording
material.
The geometry for recording and reconstruction holograms is ill;astrated
in Fig. 3 -15. The dependence of the ratio I
s n
/I on the reference-to-signal
beam ratio K and the bias transmittance tb is shown in Fig. 3 -16 and
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a
Fig. 3-17. In obtaining these curves, we assumed that the area of a typical
film grain is about 25 x 10 -8 mm2 which is the average size of a sivcr
halide particle in the Kodak high re volution photographic emulsion (Ref. 14).
The value of Y is chosen to be 0. 1 to fit the experimental data shown later.
F rom Eq. (3 - 3 6) we expe ct that f o r small value s of K both the g rain not s e
and the intermodulation will play a role in determining the ratio I/I in the
n
reconstructed image. But when there are fewer resolvable points per unit
area of the hologram, the intermodulation noise will predominate because
the factor R is increased by the reduction of the NIA  ratio. From Eq. (3-36)
we also observe that when the value of K increases, the recording will be-
come more nearly linear and the intermodulation noise will start to diminish.
With K=10 the hologram is almost linearly recorded. Therefore, the ratio
I/In plotted in Fig. 3-16 as a function of t  for K=10 displays the characteris-
tics of the ratio of signal intensity to the average noise intensity due to the
film grain noise alone. For K less than 10 the curves show a combination
of the intermodulation noise and the film grain noise.
In Fig. 3-16 the ratio I/I
n 
is plotted as a function of K for different
numbers of resolvable points in the signal. From our analysis we expect
that the film grain noise will dominate the noise process when K is large or	 r
when there is a large number of reslovable points recorded in the hologram.
For large _K, the ratio I/I is inversely proportional to K. However, for
n
large N the ratio I/I is proportional to K/(K+1)2 for all values of K. This
n
property of the ratio I/I n is illustrated in Fig. 3-17. The curves are nor-
malized so that the ratio is equal to 1 at K=1000. As can be seen, the curve
for N =4 x 107 closely approximates the curve of the function K/ (K+1) 1 , the
dominate source of noise is therefore due to film grains. However, as we
reduce the value of N, the shape of the curve starts to deviate from the curve
which shows predominantly grain noise since the nonlinearity effects are not
negligible. This phenomenon occurs only when K is less than 20, because for
3-61
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t1
k
greater values of K the recording is linear for all values of N. In the
following section we shall compare these results to experimental data.
F
I3.4.3	 Experimental Results
We performed a series of experiments, using the configuration shown
in Fig. 3-1.5, in which we determined the noise characteristics of the
holographic recording process. We recorded holograms on Kodak 649F
plates which were developed in D-19 for five minutes. The object of the
experiments is to (1) determine the best recording parameters for recording
digital data with the best signal-to-noise ratio and (2) compare the
experimental results with the theoretical results based on the above
4	 analysis.
We measured the ratio I/In as a function of reference-to-signal beam
ratio K, amplitude transmittance and aperture size to determine the
optimum operating parameters. The average scattered noise of a series
of holograms at different transmittances was compared to the scattered
light of a uniformly exposed plate.
The ratio I/I of the reconstruction from a hologram of a point object
n
was measured as a function of the reference-to- signal beam intensity
ratio K. A single point object was chosen so that the intermodulation noise
would not be present; the grain noise caused by the photographic emulsion
is therefore the only noise source, The point object was located 50 mm
from the hologram recording plane and a plane wave was used as a reference
beam. We made _a series of holograms for which K was varied over a 70 dB
4
range, the exposure being held fixed. Fig. 3-18 shows the signal-to- average
noise I/I as a function of K for T =0. 5. Note that, in the absence of inter-
n	 a
modulation noise, the logarithm of the ratio I/I is a linear function of the
n
logarithm of the reference-to- signal beam irradiance ratio. This curve
can also be used to estimate the ratio ITn for N points linearly recorded
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by changing the abscissa to read 10 log, o (NK),	 where N is the number of
-»- resolution elements in the object.	 We see that to achieve a I/I	 ratio of
r'
n.
10 for a given recording area, we can record 106 resolution elements with
K= 10, or we can record 107 resolution elements with K=1.
The above experiment was repeated using the two different objects
shown in Fig. 3 -19 a "dark square" object containing approximately
2 x 107 resolvable points and a digital array containing approximately
t 4 x 108 resolvable points in the reconstructed image. 	 The ratio I/I , as a
function of K, is shown in Fig. 3-20. 	 The experimental data clearly shows
that the ratio I/I	 is inversely proportional to K for large K and the form
n
of the data is independent of the number of resolvable points in the signal.
However, for small K, the form of the relationship is dependent on the
number of resolvable points as predicted by Eq. (3- 36).
We calculated these curves from the analysis by substituting the holo-
gram aperture size,, the number of points, the bias transmittance and other
pertinent data into Eq. (3-36), The experimental data and the calculated
curves are in close agreement. These curves suggest that small K values
should be used when a large number of data points are recorded coherently
to optimize the I/I ratio. However, as the number of points is reduced,
the value of K must be increased to obtain the maximum. I/I ratio.
n
	
`-	 The measured I/I
n 
ratio as a function of amplitude transmittance for
x the dark square object and the digital array is shown in Fig. 3-21. The
	
-	 reference-to-signal beam ratio K was 1 fo the dark square object and ?0
for the 10" array. Tree effect of linear and nonlinear recording on the ratio
r
I/I n can be seen here; at the lower K value the intermodulation noise causes
the peak of the I/I curve to occur at higher transmittances, whereas for
n	 _
linear recording the ratio I/I .reaches a maximum near a bias transmittance
n
	
ri	 of '0, 5. We see that the calculated curves are in agreement with the
S
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sexperimental values. These results suggest that, when recording non-
linearly, operating athigher amplitude transmittances will produce the
maximum I /I ratio.
n
The measured I/I
n 
ratio as a function of the hologram aperture size
is shown in Fig. 3-22. Both the dark square and the digital array objects
were used; the hologram parameters were T
a
 0. 5 and K=4. We found the
ratio I/I
n 
to be fairly independent of the hologram aperture (Ref. 8 and 12);
however, the variance of the noise becomes greater as the aperture size is
decreased. The standard deviation of I/I is shown for the case of the dark
n
square. There is marked improvement in the resolution of the image as the
aperture is increased, but little change in T/T ratio, until the aperture size
n
of the hologram is large enough to resolve the highest spatial frequency of
the ground glass diffuser used to back the object (Ref. 12). Beyond this
point, the number of resolvable points in the reconstruction will be indepen-
dent of the area of the hologram. Then the I/I
n 
ratio, which depends on the
ratio At /N, should increase as the area At
 increases further.
The average noise scattered from a uniformly exposed pla:tf, was com-
pared to that scattered  by a hologram for various amplitude transmittance
values. The normalized average noise intensity from holograms of the
dark square object is shown in Fig. 3-23 along with the average noise from
a uniformly exposed plate. Both the hologram and the uniformly exposed
plate were recorded on Kodak 649F emulsion and similarly processed.
Fig. 3--23  shows that the average noise intensity of a uniformly exposed
plate was considerably higher than the average noise from a `hologram,
each having an average amplitude transmittance of 0. 5. The differenc(- is
attributed to the fringe structure of the hologram; even though the average
amplitude transmittance is 0. 5 dark and bright fringes will have amplitude
transmittances that are less than and greater than 0.5. The film grain
noise of a uniformly exposed plate reaches a maximum at an amplitude
3-68
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transmittance of about 0.5 and falls off sharply for higher and lower values
of transmittance. Therefore, the frinr.,e structure of a hologram having
regions of less and greater transmittance than the measured average value
will scatter less light than a uniformly exposed plate of the same average
value. Also shown in Fig. 3-23 are the calculated curves report by Good-
man (Ref. 12), for the checkerboard model. We see from this and pre-
vious curves that the checkerboard model is a good approximation to the
film grain noise.
The diffraction efficiency of a recording material can be calculated
from Eq. (3-25) where
l s (a d ^	 K(EO sl y	 Fa
D. E. = l At
	(K+1) 	 N	 (3-37)P
for a linearly recorded hologram. We experimentally determined the
diffraction efficiency of a hologram made of a point object as a function of
the bias transmittance. We compared these data with a curve calculated
from Eq. (3-37) for a value of F2 =1. These results are shown in Fig. 3-24.
3.4.4	 Discussion
The signal-to-average-noise intensity ratio as a function of the various
recording parameters has been determined analytically and experimentally
in previous sections. Here we want to point out that this ratio can also be
used to estimate the recording capacity of the photographic film. From a
theoretical point of view the recording capacity of the photographic film in a
holographic memory should be determined by the signal-to-noise ratio in
the reconstruction of the hologram. The signal-to-noise ratio is gencrally
defined as the ratio ofthe average intensity of the signal to the variance of
the random fluctuation of the noise process. The nature of the intermodula
tion noise makes it difficult to find the variance of the fluctuation of the noise
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in a generalized reconstructed image. However, there are two approaches
for developing a criterion for determining the recording capacity of the
photographic emulsion. In the first approach, we assume that the hologram
is linearly recorded and that the noise caused by the granular structure in
the film is a Claussian random process so that the variance of the noise
is equal to one-half the average noise intensity. In this case a signal-to-
noise ratio can be obtained directly, and it is proportional to I/I
n 
ratio
discussed pxeviotsly. In the second approach we simply use the I/I
n 
ratio
as the criterion to determine the storage capacity of the photographic
emulsion. This criterion may be called the level of delectability since its
value is determined by the readout detectors. Once this value is shown,
we can use an experimental curve, similar to the one shown in Fig. 3-18,
to determine the maximum number of points that can be recorded and read
out correctly for linearly recorded information. This number will then
define the recording capacity of the recording material.
As an example of the recording capacity, suppose that the detecting
system will perform satisfactorily if the I11n ratio is 10 dB. From Fig. 3-18
the number of resolution elements that can be coherently recorded is given
by 10 log NK, where K is assumed to be large enough to provide a linear
recording. Let us assume that K`10; we therefore see that 10 6 resolution
elements can be recorded with a I/I ratio of 10 dB. Now suppose that 10
n
resolution elements constitute one bit of stored data, we see that the storage
capacity is approximately 105 bits if the hologram is made with the same
geometry as shown in Fig. 3-4. Therefore, 10 5 bits could be recorded on
a 4. 5 mm2 hologram with a I/I ratio, for each resolution element, of aboutn
10 dB. The storage capacity can be increased by having each bit contain
less than 10 resolution cells; however, the variance of the signal detected
by the photodetector will increase, placing an eventual limitation on. the
7
number of resolution cells per bit.
3-'
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3. 5	 ERROR RATES AND STORAGE CAPACITIES
OF HOLOGRAPHIC MEMORIES .
3.5.1	 Introduction
When retrieving information from a holographic memory, a beam of
coherent light illuminates the hologram so that a real image of the stored
information appears at the plane of a detector. 	 The information is con-
verted into electronic signals by using, for example, an array of photodiodes
or phototransistors.
	 Because the holograms may be recorded on photo-
graphic materials, the complex amplitude of the image at the plane of the
detector will contain additive noise which may be caused by combinations
of the film grain noise, the surface relief noise, or the nonlinear char-
acteristics of the photographic material. 	 In the present study we use a
model for the random noise to find the error probabilities and the storage
capacities of the holographic memory system.
	
In our. model for the random
noise we assume that the noise is primarily caused by the granular structure
of the photographic material.	 Noise caused by the surface relief and the non-
linearity of the photographic film is assumed to be suppressed sufficiently
by controlling the holographic- recording parameters (Ref 15).
	 In modeling
the behavior of the random noise in the reconstruction, we assume that the
spatial fluctuation of the complex amplitude of the noise is a stationary,
Gaussian random process.
	 Therefore, the joint probability density of the
real part and the imaginary part of the noise at a point in the reconstructed
image is given by
exp r -(nr + nia )/Z^	 -38)p`(n , ni )	 _	 ( 2^ a	 (3
r	 `	 a2
	L
where n	 and n. are the real and imaginary parts of the random noise.	 The
r	 t
constant a2	 is the variance of the noise.
Using this model for the random noise in the reconstruction, we can
find the error rate and the storage capacity for holographic memories which
t 3-73
Suses one of two different data formats for storing information on the holo-
grams. In one format the information is a sequence of binary digits
represented by an array of point sources. In the second data format the
binary digits are represented by an array of square apertures. Fig. 3-25
shows  examples of these data formats In this analysis we a s uume that
intensity of each element of the data format has one of two possible fixed
value s.
3.5.2	 Array of Point Sources`
We begin by assuming that the photodiode3 have infinitesimal areas.
The signal detected by a photodiode at the detector plane (the reconstruction
plane of the hologram) will be proportional to
I 1 = Is + n12 ,	 (3-39)
where s is the complex amplitude of a point source reconstructed from
the hologram and n is the complex amplitude of the random noise at the
position of the photodiode. Because the data is binary, the signal s is
eugal to either 1[r exp(j8) or 0, where E is the intensity of the point
source. The phase angle 0 of the signal is assumed to be unknown. We
want to determine, from the photodetecto;: output 11, whether a signal has
occurred; this problem is a hypothesis testing problem. In one hypothesis,
which we call H I. the parameter I l is given by
I `
	 1	 exp(j6) + n1 a 	 (3-40)	 `.i
i
In the second hypothesis, which we call HO , the parameter I, is simply
L1	 l nl	 (3-41)	 _.
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nWe can determine whether I 1 comes from hypothesis H i or hypothesis Ho
with minimum error by using the likelihood ratio.
L(I,) = P1(Il) /po(I1)	 (3-42)
The functions pl (I 1 ) and p jI,.) are the probability density functions of I1
under the two hypotheses. From the received value of I 1, we compute
the likelihood ratio L(I 1 ) and compare it to a predetermined threshold Y.
If L(I 1 ) exceeds the threshold, we say that I 1 comes from the hypothesis H1
and s =	 exp (j6); otherwise we assume that hypothesis H o is true and
s=0. The threshold is determined by the costs that we assign to the possible
outcomes of each test, but if we assign equal costs for making incorrect
decisions, the threshold is equal to 1. This problem as formulated is
similar to the problem of target detection by pulse radar studied by
Marcum (Ref. 16).
The probability density functions pl(I 1) and po (I 1 ) can be found
frorn the probability density of the noise as given in Eq. (3-3$). Moreover,
the probability density po(I 1) can be obtained as a special case of p,(I 1) by
setting E-6. If we let
4 b = ^/ E exp (j 0) + n	 (3-43)
and if we substitute Eq. (3-43) into Eq. (3-40), the parameter I 1 equals	 j
I b 1 2 . Because n is a Gaussian randorn variable, b is also a Gaussian
random variable and its probability density_ function is given by
p(b , b.) (exp	 , f E	 e)2 + (b.-V E sin 0)2	(3-44)r _i
	 2TTC21	 { 2Q2 [(b r	 cos_	 i	 ])
where b
r and b i, are the real and imaginary parts of b. We can express
the probability density function of b in terms of its amplitude I b and
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phase 0 by using a simple transformation; the probability density function
of b then becomes
lb I 12nQ2) exp- ZQ2 [ ` b 12 + E 2 Ib I,fE cos( -8)] for I  i 0;p(lb 0)=
	0 for ! b i < 0.	 (3-45)
f.,
	
	 Finally, we obtain the probability density function of b by integrating
over the variable 0.
i	
s
clb1 /v2) exp [-(^bi 2 ^' E) / ZQ2] Io { ^b^N^"/ )for Ib^ z0;
p(lb I)
G
0 for I b I <0,	 (3-46)
where the 1 0 (x) is a modified Bessel function. Because I 1 is equal to I  12
under hypothesis H 1, the probability density, function. p 3. 1) is
t	
1	 12Q2^ exp [-(I 1 + E)/2a' ]  Io (,^I 1 E/ Q2 ) for 1 1 a O;
p i (I 1)
0 for I 1 0.	 (3-47)	 y
and we note that the probability density function p 1(I1) does not depend
upon the phase angle g. If we set E=O in Eq. (3-47), we obtain
I-I
forI( 2 1 2 1exp ( 2 21	 1Z 0
	
Q J	 ` Q J
po (I i
Y^
r,..	
0 for I. < 0.
	
(3-48)
If we substitute Eq. (3-47) and Eq. (3-48) into Eq. (3-42), the likelihood
ratio becomes
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L 3. (y') = Y (3-50)
r
EL(I 1 ) - exp (ZQ ) 10 ( I^^ 	 (3-49)
The output from the photodiode is used to calculate the likelihood ratio
L(I 1 ) which is then compared with a threshold y. Because the likelihood
ratio is a monotonically increasing function of I 1, the detection can also
be performed using I 1 directly. The new detection threshold Y' is the
solution of the equation
In Fig. 3 - 26 we have plotted p 1 (I z) for three value s of E/ a 1 . As
we have indicated previously, the function p l(I 1 ) is equal to po(I 1) when
E/a2 = 0. Therefore, the curve corresponding to E/q2 0 in Fig. 3- 26
shows the functional forms of po (I,). The intersection of the curve pj(I1)
with the curve po (I 1 ) gives us the threshold Y'.
In using the likelihood ratio to determine the binary data stored
in the hologram, we may make two kinds of errors. One error is to decide
that the binary digit is l when, iii fact, its value is 0. The probability
of making such an error is
t	 4
PI (F) =
Co
 
f	 pl (I 1 ) dIl
Y`
Co I
20 exp	 2 a dI1
exp	 202	 (3_51)
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We also make an error if we decide that the binary digit is 0 when the
actual binary digit is 1. The probability of making this error is
1
P1 (M) = f po(i 1) dI i
0
Y`
- 2.2 exp ( - E/2a 2) J Io( I 1/E6 2 ) exp ( - I 1 /2Q 2 ) dI l (3-52)
0
I
If 2 1 is rt placed by y2, Eq. (3°-52) maybe written
Y'
2
P 1 (M) 2Q 2 e:Np (E/ 20 2) f yIo (y ,^/ Q2) exp [ Q dy
0
Y
E	 "^ a s	 E 1	 ( aexp
 - 
2 Q 2 % f	 y I° \ y c72 I e^ \ Z / dy
0
1- Q r Q
	 G^2 l
	 (3-53)
where Q(a, is defined as
CO
Q(a, )	 ` v exp (` y2 + a2 1 Io (a, v) dv	 (3-54)
y1	 \	 2	 J
Using the Gaussian model for the film grain noise, we can show
that the average noise intensity is equal to 2Q 2 . The signal-to-noise
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ratio E / 0 2 is, therefore, equal to one-half the ratio of the signal intensity
r
to the average film grain noise intensity. Given some needed error
probability for the holographic memory we can use Fig. 3-27 or Table 3-3
r;
	 to determine the E/Q2 ratio to achieve such performance. From the
dependence of E / Q2 ratio on the hologram parameters we can find the
Y
	
storage capacity of' the holographic memory. The dependence of the
signal-to-noise ratio on the hologram parameters has been found by
^y
	 Goodman 'Refs 12) and also by Kozma (Ref. 8). Using Eq. (3-46) from
Ref. 8, we find that the signal-to-noise ratio E/ ff a , in terms of the holo-
gram parameters, is giver_ by
:	 2F2 T1 a KA
1 t=	
2 =SNR	 E/	 (3-55)q 	
T ' T (po, qo)(K+1)2N ,
where F is a spatial frequency dependent factor, K is the reference-to-
signal beam ration, ^TiTr(po, qo) is the Wiener spectrum of the film grain.
noises N is the total number of point sources recorded on the hologram,
and it is the normalized slope of the T versus E curve.a
The storage capacity per unit area of the recording material can
be defined as
C 1 _ N/A
t
f
2F2 ^ 2
 K bit s/mm2	_(3-56)T , T
' 
(po, qo) (K+1) 2
 SNR 1
As an example, suppose that an error rate of 3 x 10 s is adequate for a
holographic memory. The corresponding SNRlis found from Table 3-3 to
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SNR p, (E) p2 (E)M = 10
10 0. 106 0.255
20 0.269 X 10-1 0.120
30 0.709 X 10-2 0.53 X 10-1
40 0.191 X 10 -2 0.224 X 10-2
50 0.522 X 10-3 0.913 X 10-2
60 0. 144 X 10-3 0.361 X 10-2
70 0.398- X 10 -4 0.139 X 10`2
80 0.111 X 10-4 0.525 X 10-3
90 0.308 X 10'6 0.195 X 10-3
100 0.862 X 10-6 0.711 X 10-4
110 0.242 X 10'6 0.256 X 10 -4
120 0.678 X 10-7 0.909 X 10-6
130 0.191 X 10-7 0.319 X 10`6
FABLE 3-3 ERROR RATES vs SIN RATIO
The parameters p,. ( ) and pa (E) are the min m- merror
probabilities for point source array and aperture array
respectively.
a
-	 1
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be 90. If the hologram parameters are chosen so that F = . 81, K = 4,
0. 55 and ^
T 
TI = 1. 38 x 10 9, the storage capacity, calculated using
Eq. (3-56), is equal to 3. 9 x 107 bit s /cm2 . The values of the hologram
parameters used in calculating the storage capacity are those typically
used for holographic recording on a Kodak 649F plate. This value of the
storage capacity is close to the value commonly predicted for photo-
graphic materials using less exact analyses.
3. 5. 3	 Array of Apertures"`
We shall now remove the restriction concerning the area of the
photodiodes. With this restriction removed, the output from the photodiode
unde r hypothe s e s H i i. s
M	 je
I2 = Z
	
-/I s exp m + n  12 ,
	
(3-57)
m=1
«here Is = E/Ad , M is the number of resolution elements within the light
sensitive area of the detector, and Ad is the area of both the detector and
the aperture. In Eq. (3-57) we have normalized the intensity of the light
within the aperture so that the total energy entering the detector is equal	 F
to E. Under hypothesis H o we have
IVI
L 2 = Z.;	 inm 12
	 (3-58)
M=1
Here we shall assume that the noise samples in Eqs. (3-57) and (3-58)
are statistically independent Gaussian random variables. Each term in
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i
r Eq. (3-57) will then have a probability density function similar to Eq. (3-47)
.= and each term in Eq. (3-59) will have a probability function similar to
Eq. (3-48).
	 The probability density functions pa (I.) are found in para-
_- graph 3. 5. 4 to be
a (1/202
	
exp [- (I 2 + MI ) / 2 Q 2]	
12	 M-1 I
	 (	 MI I 2/ d') for  I	 0,s	 MIJ	 M 2-1	 s
s
3 P1(I2)
s.
0,	 1 2 <0 .	 (3-59)
and
M-1
f
(1/2Q 2 )M	 12	 exp [_I /2Q 2] for I z 0 ,•(M-1) !	 Z	 2
po(I2)
k
E'
for I 2 <0	 (3-60)	 x
The likelihood ratio is, therefore,
PI (12
	
2	 MI
L 2(12) _
	 I	 =	 (M-1 ) ! (	
2 i
	
1 M- l exp - 2 a	 IM_ l (	 MISI 2/ Q2).Po(	 \	 I	 Q2)	 s	 2
(3-61)
Since the likelihood ratio L 2(I 2) is also a monotonically increasing function
of 1 2 , the photodetector output 12 can again be used for detection.
	 The
probability densities p 1 (L 2) are shown in Figure 3-28 for three different
ratios of MI f
	
and M = 10.s
The error probabilities obtainable are given by
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if
CO
P2(F) = r p o(I 2) d1 2 	 (3-62)
J	 -,
Y2 1
and
CO
P2 (M ) y 1 - f Pi(I2) dI 2 	(3-63)
Y2
where Y' is solution of the equation
2
L 2 (1 2 ) = 1	 (3-64)
In Section 3. 5. 5 we find that
-Y ,
_ 
M-1	 ^	 k
F	 _^2p 2f ) = exp L 2a2 i	 kl! C Q2 j	 (3- 65)  k=O
and
Ip2(M) =
	 / ,^,2s2(3-66)1 - QM
	 Q
where QM(a,	 is the generalization of the Q-function (Ref. 18). The error
probability p2(M) as a function of the signal-to-noise ratio MI
s 
/ Q2 and for
%-a rious values of p 2(F) is shown in Fig.- 3-29. The minimum error prob-
ability for this case is listed in the third column in Table 3,-3.
We can also find the storage capacity of this holographic memory.
Using again-Eq. (3-46) from Ref. 8, we find that the signal`-to-noise ratio
MI /Q 2 becomes	 --
s
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( 3 -67)
2F 2
 Kn 2A t
SNR 2
 = §TrTI(po qo)(K+1)2(N/M)
where N is the total number of resolution elements in the reconstructed
image and M is the number of resolution elements per bit.. The storage
capacity is then
_ 
\
C2 A
t
2F2712K	 bits/mm2.	 (3-68)
^ T , T ,(po,
 qo)(K+ l 2 SNR 2
On comparing the storage capacities C 1 and C21 we find that the
storage capacity of a recording material is dependent on the signal-to-
noise ratio SNR but independent of the data format. However, the error
probability is dependent both on the signal-to-noise ratio and the data
format. Following the numerical example given previously, we find that
for the same minimum error probability, the storage capacity of the
holographic memory using large detectors and apertures is 2. 7 x 10' bits/ cm,2.
The reduction in performance of the present system is mainly due to the
collection of more noise by the larger photodetectors.
i
3. 5. 4	 Derivations of the Probability Density Functions p l(I,) and p, (12 )
The probability density functions pl (12,;) and po(I2 ) of the variable I2
given in Eq. (3-58) and Eq. (3 -59) are equal to the Mth power of the
characteristic function, associated with pl(T1) and_po(I 1) with E being sub-
stituted by Ml
s
 . The characteristic function associated with pl (I 1 ) is
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f	 r
M, (w)
_
exp
	
(I, + 1 , )/2a	 Io(	 I,IS/a') exp
.1 \2Q2! [-jwI l dl 1 .	 ( 3 -69)
0
fi
When the series form of I o (
	 I l % / Q 2 ) is used in Eq. ( 3-69), we obtain
Ml (w)
I	 m
(-i, ) exp1 	 [ _ (I /ZQ 2)]	 1	 ss	 4Q4m!
0 I m
J	 m! e	 F-  ('w+	 1	 I	 dI2Q2) i^ 	 1m= 0_s 0
(3-70)
We can solve Eq. (3-70) by using the relationship (Ref. 19)
._ m
J m	 exp [-gx]dx = m+l (3-71)
0	 q
} We then find that
a
U Ml(w) =
_	 Go	 I	 mi
C2 
12	 Caw +	 a	 exp(-I / 2Q2)	 1 r \
	
s4	 CawQ	 2q	 J	 m •
	
4Q
-m
+	 122Q
m-0
k^. (3-72)
The summation in Eq. (3-72) is the series form of the exponential function
I
 .
exp Ow + 1/ s ae )4Q4	 Therefore,
I	 I
M, (w) = (1/2a 2 )(jw + 1 /2a') -1 exp C 2 S	 +	 s 1	 ] (3-73)4v 4(jw + 2v2 )
=, 3-89
rM
By letting I S = 0, we obtain the characteristic function of pO(I 1):
MO (W ) = (1/2o'2)(jw + 11202 ) 1	 (3-74)
The characteristic function of p 1(I 2 ), which is the Mth power of M 1 (vv) i s
1 M	 1 -M	 Ms 	MIV	
s
1(w)	 2Q2 ;^w + 2a 2 ]	 exp C 2Q 2 +	 1	 I	 (3 754Q 4 (jw + 2 2)
Q
Similarly, the characteristic function of po (I 2) is
Vo(w) = ( 1 12Q2)M (jW + 1 /2a2 ) -M
	
(3-76)
The probability density function pl(I 2) can be found from the inverse
Fourier transform of Vl(w)s
CO
P3 (1 2) = (1i2rr)	 V1 (w) exp (jwI 2) dust
_CO
(1/2Q2)M exp [-MIs /2(J2
Go	 MI	 dw(w+1/2, 2
	exp,	
s	
- + W1'	 (3-77)r
^	 ) s 	 C4Q4 (jw+1/2q2) J 2	 2 TT
Before carrying out the integration in Eq. (3- 77) we substitute the series
form of the exponential function into the integrand. The integral p1(I2)
can now be written as
3-90
s'
x	 OD	 1^ MI S m CO	 exp DWI 2	 dam►2)	 (pi(I2) _ ( 1 / ZQ 1 exp
	m ! 1404
	f 	 m+M 2 nm=0	 (,1 w+1/e
(3-78)
The integral in Eq. (3-78) can be found by using contour integration.
For I2 > 0
..	 OD	 m+M-1
(
[exp jw12
	
dw = I2	 exp (-I /2Q 2 ).	 (3-79)J	 2 m+M 2n	 (M+m-1)	 2
Substituting this result into Eq. (3- 78) we find that
MISI 2 2m+m-1
_I2 M-1^	 (	 2 2
"	 PI(I2) = ( 1/2Q ') exp L-(MI +I2)/2 1 l	 l	 \s	 2 \ MIs !
	
m ! (m+M-1) !M=O
x
-	 1
I2 \ M-1	 r-------
	
(I/ 2Q) exp [- (I a+MLS
 )/' 2 Q2]2 ,
	 IM - 1 (N MIS T2! 2 )
s-
The probability density po(I2 ) can be found similarly from
r
1	 C	 exp 1 J wI21
PO I 22 =	 dw
2TT (2d2) M j00 (jw+112(y2) M
Using the identity given in Eq. (3-79) once again, we find that
M. I 1(1/2x2)	 (2 
M-
 ! exp [- 12 /2Q2]for I2 a0;
Po(I2)
0 for I2 < 0.
3. 5. 5	 Derivations of Error Probabilitie s P2 (F) and Pa (M)
The error probability P2 (F) can be written as
Y'2
P2 (F )	 1 - j po (I2 ) dI2
0
2 
M Y2 12 M-1	 12
= -(1/2 Q )	 rexp
	 a d12
0
(3-81)
(3-82)
(3-83)
In Ref, 19, p• 317, we find the following identity:
u M-1	 CO	 k+M
J (M-1)	 exp [-x] dx = exp [-u] Z (k+M)
	
!	 (3-84)k= 0
0
Upon using this identity in Eck. (3-83) we obtain
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r4
l
1
F
Y" k-FM
OD 2 
a
	
Y2	 Q
	P2 (F) - 1 exp2 QZ 	(k-i-M)k=0
Y k
v, YI m-1 { 
_ exp
	 ZQ^ I ^'	 k !	 (3-85)
k=0
The error probability P2 (M) is given by
ODt	 P2 (M) = 1 -	 p 1 (I2 )dI2
Y12
IZ 
M_ 1
= 1 2Q2 	( MI )	 exp -(Is+MIs)/2CY
Y2
IM-1 ( MI sI 2/Q 2 ) dI2	 ( 3 -86)
Replacing 1 2/ Q 2 by y2 and MI  /G2  by a 2 , we obtain
	
^	 M-1_.	
l
P2 (M) 1	 y (a)	 ex (y2 + a2) / 2 IM-1 (a y ) ay
w
	
Q Z	
_^
^/ Cr 	2QM\ M s 	 Q2	 (3-87)
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where QM (a,) which is the generalization of the Q-function is defined by
M-1
QM(a, ) = 
	
y [Y ]
	
exp [- (y2 + aa )/2] IM_ 1 (ay) dy
M-1	 k
Q(a, S) + exp C-( a2 + p 2)/ 27 r	 (\ a 1  Ik(a^)k=1
(3-88)
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SECTION IV
' -	 COMPUTER SIMULATION OF HOLOGRAPHIC MEMORY
4.1 INTRODUCTION
The purpose of the computer simulation is to analyze the achievable
performance of a memory system based on presently available storage
materials, and to determine the needed performance of the recording
material when other system components have been specified. 	 The major
components in the holographic memory that we shall consider in the com-
puter simulation are	 (1) the laser,	 (2) the beam deflector, 	 (3) the block
data composer,	 (4) the recording material and (5) the detector array.
The operating parameters of each of the components interact so that the
selection of these parameters cannot be made individually. 	 For example,
if we know the diffraction efficiency of the recording material, the effi-
ciency of the beam deflector, and the spectral response of the output
detector, we can determine the power and wavelength requirements
.
 of the
laser.	 Similar, knowing the size of the detectors, their separation, and
the geometry of ti-.e system, we can determine the accuracy required of the
beam deflectors.	 These considerations, in turn, influence the require-
ments on the recording material. 	 The eomputer can be used for balancing
the requirements of the five major system components in terms of the
r^ 4	 t	 th	 4- 4 	f4qu ir emen s on V '- op i al d	 4-s	 esign i se
We have investigated a number of holographic materials and storage
z
'	 formats; these investigations have led to the formulation of a model which
fr	 adequately characterizes the behavior of thin absorptive materials. This
model has been used to determine the diffraction efficiency and the signal-
. '	 to-noise ratio (SNR) of holograms recorded on photographic emulsions. As
demonstrated in Paragraph 3. 4, the predicted values of these parameters
I
J =	
4r
5A	 r
Y
are in good agreement with experimental measurements. Using the same
model, we can also simulate the response of the material to any given
signal and analyze the individual effects of the intermodulation noise caused
by the nonlinearity and the grain noise of the recording material on the
reconstructed image from this signal. The procedure and results of such
simulation will be presented in Paragraph 4. 2.
We also used the computer to analyze the imaging properties of holo-
grams. Questions such as the tolerance on the repeatability of the beam
deflector, and bonds on the accuracies of components, such as input
block data composer, output detector array and laser wavelength, can be
answered by studying the holographic imaging properties. We wrote a
computer program in Fortran IV using the time sharing computer facility
in our laboratory. The details relating to the analysis carried out by the
computer program are presented in Paragraph 4. 3. A listing of the
computer program is given in Paragraph 4. 4.
a
4.2 COMPUTER SIMULATION OF HOLOGRAPHIC RECORDING MEDIA	 w1
During the past year we initiated a computer simulation program for
characterizing holographic storage materials. - In this section, we shall	 W
describe our preliminary investigations in simulating the holographic re-	 F
cording material and present some representative results. Although these
basic methods can be used to treat a broad class of recording materials, we
use photographic emulsions in this study by way of an example.	 °-
In this study we assumed that the amplitude transmittance versus
exposure characteristics of a thin absorptive recording medium can be
represented by
xOf
In earlier investigations we found that this function provided a good fit to
the experimental data obtained for Kodak 649F photographic emulsion. To
carry out the simulation of film nonlinearity, we first expand the amplitude
transmittance function T(E) in a Taylor series expansion about a bias
`	 exposure Eo;
M
T(E) tb	 sm(E -EO)m 91(4-2)
..	 m=1
where
I	 d 
sm M.
	
dE
Eo
In calculating the amplitude transmittance of the developed hologram, we-
use an exposing intensity}
r	 `I(x) _ I kej2nax + a(x)ejG(x) 2	 (4_3)
l
J
where the functions kej2nax and a(x)eI ^ (x) are the wavefronts coming
from the reference source and the object, respectively. For convenience,
a one-dimensional signal was used; this simplification should have little
bearing on the outcome of the simulation. We used a Fourier transform
hologram for simulation so that a(x)ei 6(X) is the Fourier transform of the
signal. Upon substituting Eq. (4-3) into Eq. (4-1), we can show that the
amplitude transmittance of the hologram is
2s E0 K a(x)
Ta(x) Po (x) + PI
	 (K+ 1) (+1)	 ( b } cos	 ^2nax - ®(x)
2	 (4-4)Ks2Eo	
a(X)
+P (x) (K+1)	 b	 cos ^2 (2 nax 8{x))	 +	 . .\	 ,
y
_	
4-3
where b2 = <a2 (x)> .
The functions Pm(x) are polynomials in ba(x) whose coefficients are
determined by the parameters (s m I of Eq. (4-2), the bias exposure E.
and the reference-to-signal beam ratio K. The function Po(x) is the 'Low
spatial frequency term recorded in the hologram, so that the light distri-
bution due to P O(x), in the reconstruction, is close to the optical axis. The
second term in Eq. (4-4) is associated with the reconstructed signal.
Because the carrier frequencies of the various terms in Eq. (4-4) are
different, there will be no interference among the signals reconstructed
from these terms._ Therefore, the only term which is important for our
simulation experiment is the second term of Eq. (4-4). We find P I(x) in
terms of the recording signal and recording parameters:
	
s3 3KEo	 s5	 1OK2Eo4
P1(x)=^C1+s
	 2 + s
	 4	 + ...^1 (K+1)	 1	 (K+1)
2a2 (x)	 s2	 2E 	 s3 3KE0+^ 2
	- 1l \ s	 K+1 + s	 2 (4-5)b 	 1	 1 (K+ 1)
fIn the simulation, Eq. (4-2) is approximated by a fifth order polynomial.
We also assume that P 1 (x) can be approximated by its first two terms.
With such an approximation the second term in Eq. (4-4) becomes
r,
2s lEO K	 a(x)
	
Ts(x) _	 (K+1)	 G1 'b I cos L 2 T ax - 8(x)
2s E1 o
	 G ,L a(x 12	+ 	 cos_ 1 	 a(x)	 x-(K+1)	 2 L\ b /	 C b	 { 2 na	 6(x)
(4-6)
where G1 and G2 are the first two coefficients of P 1 (x). The first term in
Eq. (4-6) contains the information of the original signal. The secondt
term, which we call a noise term, represents an additive degradation of
the signal in the reconstruction.
The procedure for simulating the film nonlinearity is schematically
illustrated in Fig. 4-1. Figure 4-2 shows the intensity distribution of the
test signal. Each pulse in this signal contained 44 resolution elements.
The complex amplitude of the test signal was first multiplied by a random
phase function generated by a random number generator in the computer.
The signal was then normalized so that its total energy is equal to unity.
The Fourier transform of the signal was computed using a fast-Fourier
transform program. A nonlinear operation was performed on the Fourier
transform of the signal to simulate the nonlinear noise characteristics of
the film. ` An inverse Fourier transform operation then transfers this noise
into the image plane. The noise was combined with the linearly recorded
signal. At point A we introduced into the computer the different system
parameters such as the reference-to—signal beam ratio K, the bias expos-
ure E , and the aperture size of the detector. For each set of system
o
parameters, the intensity of the simulated output signal was plotted on a
Calcomp plotter.
x 4-3_
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FIGURE 4-1. COMPUTER SIMULATION OF FILM NONLINEARITY
t
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FIGURE 4-2. INPUT SIGNAL FOR SIMULATION EXPERIMENTS
4-6
ra
i
Representative samples of the simulated results are given in Fig. 4-3
s	 where we show the intensity distribution of the output signal for various
reference-to-signal beam ratios anddetector apertures. The relative sizes
of the detector apertures were 1, 3 and 5, respectively; the beam ratio K
was 2, 4, 8, ' and 16. For each plot the intensity of the linear signal with-
out noise added was normalized to a fixed value. Note that the randomness
of the output signal can be reduced by using a, large detector aperture. We
also note that the film nonlinearities introduce large fluctuations into the
output signals. These fluctuations are reduced for larger beam ratios K.
The inter- modulation noise is generally dependent on the structure of the
signal. To investigate this aspect of the inter-modulation noise, we
carried out a simulation using the signal in Fig. 4-2, adding a constant
bias to the signal. The result of the simulation is shown in Fig. 4-4. No
significant differences can be noted in the random fluctuation in the detector
output because the constant bias does not significantly change the structure
of the signal.
We also simulated the effect of film grain noise on the reconstructed
image. The film grain noise in the output plane is assumed to be Gaussian
I
	
noise with independent real and imaginary parts. The simulated film grain
noise was generated by a subroutine and the procedure for obtaining the
detector output is schematically illustrated in Fig. 4-5. The signal, at the
plane of detector, is given simply by the sum of the original signal and the
simulated film grain noise. The SNR, -determined by the ratio of the
intensity of the signal to the variance of the noise, ranged from 5 to 30 in
the simulation experiment. Representative samples of the simulated
results are shown in Figs. 4-6 to 4-8. Figure 4-6 shows the intensity
distribution of the output signal as a function of the SNR for a detector
4-7
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FIGURE 4-4. OUTPUT SIGNALS: ORIGINAL INPUT
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4-11
ti
Ale
t
Lr:!
x'
	a ^^	 aperture of 1. The SNR in figs. 4-6(a) to 4-6(f) are 30, 25, 20, 15, 10
and 5, respectively. Figure 4-7 and 4-8 again show the intensity distribu-
tion of the output signal but the relative sizes of the apertT.Lp es were 3 and
5, respectively. Because the Gaussian noise can assume large values,
k.
occasional large fluctuations are observed in the detector output shown in
	
4	 Fig. 4-6; this fluctuation is greatly reduced when the SNR is 15 or larger.
The smoothing effect of the aperture can be observed in the simulated
results shown in Figs. 4-7 and 4-8.
4.3 COMPUTER ANALYSIS OF HOLOGRAPHIC IMAGING
The operating parameters of the major components of the holographic
memory are determined by the imaging properties of-the hologram. For
example, if the deflection of the readout beam does not accurately duplicate
the deflection of the reference beam, the reconstructed image will be dis-
placed and aberrated, and will be misaligned in relation to the photodetector
array. Similarly, a displacement of the input block data composer will
result in output misalignments. Theae geometrical errors increase the
detection errors in the readout process.
i
A number of investigations dealing with the properties of holog-raphic
imaging have been reported (Ref. 21-27); the analysis of Champagne is
most applicable to our situation. We have adapted his results and used a
high speed digital computer to establish tolerances on the stability of the
major components of the holographicmemory.
Figure 4- 9 shows the geometry used for the analysis of the imaging
properties of holograms. The hologram is po^O'itioned at the x-y plane and
the object point source O is located to. the left of the x-y plane. The dis-
tance from the point O to the center cuff the hclogx4am is R0. The projection
1
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of the line R  onto the y-z plane forms an angle P
O with respect to
the x-z plane; and likewise the projection of the line R^ forms an
angle 
a,0 with respect to the y-z plane. As can be seen, the location
of the point can be defined with respect to the hologram surface by the
parameters RG, a, O, and RG
. In terms of the recording and recon-
struction geometries, the reference, r econstruction, and image points
can be defined similarly. However the subscript O in the parameters
RO, CL o , and P O
 will be replaced by R, C, and I to denote reference,
reconstruction, and image points respectively; this notation is the same
as the notation used in Champagne's work. The Gaussian imaging
properties of the hologram are
1	 l	 µ	 1	 1
R 1	 R C	 m2 R  - RR	 (4-7
µ
sin 
a I sin a C f m (sin oL - sin
 (Y R)	 (4_8)
	
cos a, sin=cos 
a, sin	 f µI	 RI	 C	 a C m (cos p C sin ^G cos OL R
 sin R)
1-t.
iand m is the scaling factor of the hologram. The plus sign is used with
the virtual. image and the negative sign with the real image. Since the
object which represents the signal to be recorded in a holographic memory
is usually planar, we find that it is more convenient to express the location
of a point in Cartesian coordinates. From Eq. (4-7) to (4-9), we can
obtain the position of the image in terms of its x, y, z coordinates which
are given by
R
xI
 = R I(sin oC ± m sin cy R) ± m r RI 1 xO	 (4-11)GI
R
yI = RI(cos 
aC sin SC ± m cos aR sin S C ) t m ^RI / yG (4-12)O/
and
z  = (RI 2 - x  2 - yI 2)1	 (4-13)	
4
If RI2 is less than (x12 + y12 ), Eq. (4-13) implies that images cannot be
reconstructed with the conditionsprovided in the reconstruction geometry.
When the reconstruction duplicates the recording geometry, it is obvious
from previous equations that the following conditions must be satisfied:
xI x 
YI = YO	 (4-14)
zI - 
z0
,.	 Generally the parameters used in recording and reconstructing the holo-
gram cannot be exactly controlled. As a result, errors in the positioning
^.r
1 Fr
_	
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rof the image will inevitably occur. As an example, let us holographically
record two points located in the same plane, one at ( 0, 0, z0 ) and the other
at (xO , yO, z0). In reading out this hologram we shall use a reconstruc-
tion geometry which is s lightly different from the recording geometry and
determine the resulting shift and distortions of the images. Using Eqs.
(4-7) to (4-13), we can find that the position of the image of the point
located at (0, 0, z0) is given by
1	 1 +	 u	 1 - 1
	(4-15)R' Y RC m2 z 
	
RR
Ax l
 = R' I ( sin a,C :tm sin p,R)
(4 - 16)
2
^ Y1 R'^I (cos pr.0 sin 8 C ± -	 cos aR sin BR)
zl = R' 12
 6x12 oyl2	 (4-17)
The position of the image of the object point located at (x0.- YO ., z 0 ) can be
written as
µxI 
= m 
X + p xl + Ax2
	(4-18)
U
y  = m YO + Ay1 + 6Y2	 (4- 19)
zI - z  + Q z	 (4-20)
1
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iwhere
R - R
Ax2
 = t m ` 
I 
R 0 ) x0 + (RI - R' I) (sin a C ± m sin aR) (4-21)O
oy = ± u ( RI RO y +(R - R') cos a sin	 t u cos a sin 5
O2	 in \ R	 ) O	 I	 I	 C	 C m	 R	 R(4-22)
	
6 z = (RI2 - x12 - yI2 ) z - z 1	 (4-23)
In the equations above, the parameters /ax l and py 1 represents a uniform
shifting of all the image points lying on the same plane. The parameters
AX 2P 6_y 2 and Az, which are dependent on the position of the object,
represent the geometric distortion in the image.
Using Champagne's analytical results we can also calculate the maxi-
mum aberrations associated with any reconstruction geometry. The aber-
rations are given in terms of the wavefront deviations from a Gaussian
sphere. The respective phase errors due to spherical, comatic and astig-
matic aberrations are given as:
	
L, s = 8 X
	
2	 2 2
	
(x	 + Y) 5
C
Q C 
= 2X C1 - (x2 + y2 ) (xCx + yC )	 (4-24)^.^	 y
IE
A A = 
2 1 (x2A + y2  + xyAx
	
X 	 Y	 _Y
AW
I
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where x, y are the hologram coordinates and 5, CX, Cy, A	 andX, A. 
A	 are the aberration coefficients. she aberration coefficients are
xy
5= 1	 - 1 ± µ	 C 1
	
-	
1
R 3	 R 3 ari `R 3	 R, 3C	 I	 O	 R
	
C - sin a 	 - sin aI	
µ	
sin 
a0 ., 
sin o._
x R 2	 R 2	 m3 { R 2	 R L
	
C `	 IO	 R
C 
M cos 
aC sin SC - cos a, sin ^I +	 ( cos a0 sin 0 0	 a- cos R sin p  1
yR 2	 RZ	 m3 `	 R. 2	 R 2C	 Y	 O	 R
	
2	 2	 2	 2
A	
sin 
aC	 sin aL + µ	 sin a0,	 sin aR
-	 --	 (4-25}
x	 RC	 _RI - m2	 R0	 RR }
	
2	 2	 2
cos 
aC sin OC	 cos "I sin 2 0IAy	 R C	 RI
2	 2	 2	 2:t4	 cosf	
a0 sin pC	 cos "R. sin OR
m 2 `	 R O	 RR
sin a:^ cos a^. sin ^ C	 sin Q I cos aY sin. ^I
xy	
RC	 RI_
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sin ao cos 
ao 
sin 
PO
	 sin 
a R Cos a R sin PRt m
	 R	 -	 RO	 R
In discussing the maximum aberration of the hologram one additional
parameter of interest is the F# of the hologram which is defined as
F# _
	 (4 -26)
4, r
w'r-xere
1	 µ	 1	 1
f	 m2	 R0	 RR
and 
S 
is the radius of the hologram.
	
The parameter f is essentially
s
the hologram focal length.
	
The maximum phase errors due to the three
types of aberrations can be shown to be
4
(max) =	 1ps	 128X	 { F
f
#)	 S
G (max) =	 1	 _f	
a	
c a+ c}
	 4-2?c	 16a	 ^'r'#	 x	 y ,
	
( 7)C
.,
2	 (A	 - A ) s
^+..
	
+A2
pA(max)= t 81
	
F	 2^ x#)L y+A .
The sign in p A (max) depends on the sign of Ax+ A	 The = ' sign in
y
p A(max) will be used if the sign of A+ Ay is positive; otherwise the
+ sign in p A(max) will be used.
F
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A computer program including all the equations described above was
r
writte.^ in Fortran IV and is included in Paragraph 4. 4. In using the pro-
gram the user supplies the values of (xO,
 YON z0), (RR, a R, 0 R), (RC,
ElC,	 C),, XC, m, and F# to the computer. Upon receiving the data
the computer will use the various equations to calculate and subsegl:ently
print out the parameters of interest such as the image position, the uni- 	 r
form shifting in position of all image points, the geometric distortion, and
the maximum phase error of the three types of aberrations. In the follow-
F
ing two examples we will show how to use the c 6.- r . titer program to analyze
the defects in the image introduced by the major components. In the first 	 ^ , }
example, we assume that the beam deflector causes an error of 5 x 10 4	 r
degrees in the orientation of the reconstructed beam. This error in the
reconstruction beam angle is about- one percent of the deflection angle of
the laser beam. The other pertinent data needed in the calculation are
given below	 e
•
(xO, YO, z0) (10, 10, 100) mm, 	 1
RR=RC=^
f
C
10
n
r
6x1= 6.7x10 4
	 m
uniform shift
=j4l	 Ay1 = 6.7x10 mm
geometric	 Ax 2. =6.4x106mm
distortion
-6^Y2 = 6.7 x 10mm
p S (max) = 0
6 C (max) = 0
p A (max) = 0
The error in the beam deflector caused the image ai the detector plane
to move by a distance of 6. 7 x 10 mm. This shift in position is si.gnifi-
cantly smaller than the distance between adjacent photodetectors Further-
more, only a very small amount of geometric distortion appears in the
reconstructed image.
In the second example we consider the, case where the reconstruction
beam is not a collimating beam. This may he caused by a slight change in
fi the position of the collimating lens in the holographic memory. - To analyze
this situation we supply the computer with the following data:
r.	 (x0, YOP z0) (10, 10, 100) mm
R - mR^
RC = 10000 mm
4
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Az = .99 mm
1.
E
r
iill
Lateral magnification = .99
A S
	
74 x 10- 5 wavelength
0C =0
0. 041 wavelength
iy
A
The image plane was shifted by a distance of .99 mm, and there is a
slight demagnification of the image; for this application, however, the
amount of lateral magnification must be reduced to less than 0. 999. The
result provided by the computer also indicates that a slight amount of
aberration is present.
With such a computer program we can, in the future, find out the
tolerances of all the major components in the holographic memory.
4.4 COMPUTER PROGRAM FOR HOLOGRAPHIC IMAGE ANAJ4Y-SIS
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.x 00100 DIMENSION XO(3)PXR(3)sXC(3)PXI(3)'PA(3)PD(3)PS(3)PWC2)
00110 200 TYPE1
00120 1 FORMAT(IXP'SUPPLY THE PROPER DATA AFTER EACH ?; ANGLE IN DEGREE,'	
.a 00130 & DISTANCE IN MM')
00140 TYP E2
00150 2 FORMATCIXP 'XO,YOPZO OF OBJECT POINT?'P/)
00160 ACCEPTPXO
00170 TYP E3
00180 3 FORMAT(lXs'RCRADIUS),AR,BR OF REFERENCE;IF PLANE WAVE•SET R=0
00190& ?'P/)
00200 ACCEPTPXR
00210 TYPE4
y 00220 4 FORMATCIX,'RCRADIUS)PACPBC OF RECONST.;IF PLANE WAVEPSET R=O
00230& ?'P/)
00240 ACCEPTPXC
_ 00250 TYPES
00260 5 FORMAT( IXP'WRPRECORDING WAVELENGTH) WC,RECONST- WAVELENGTH=?'P/)
00270 ACCEPT, W
00280 TYPE6
00290 6 FORMAT (I X, 'TYPE 1	 IF IMAGE =VIRTUAL; TYPE — 1	 IF I' MAGEsREAL?'P / )
- 00300 ACCEPTa I	 -P
00310 TYPE?
00320 7 FORMAT ( 1 XP •HOLOGRAM MAGN I F I CATION=? 's / )
00330 ACCEPTsAM
00340 TYPES
00350 8 FORMAT(1 X;, 'F-NUMBER OF HOLOGRAM=? ', /)
w 00360 ACCEPT,F
00370 CALL HCOMP ( XO XR , XCsXIoil^PDsSPWsFPIs ,AMAGIPAMAG2PAM)
00380 TYPE9PX0
00390 '  TION OF OBJECT: 'P2XP 'X='iElO •3a' MM 'P2XP'Y='P9 FORMAT(11il	 ,	 OS
00400&E1D •3s ' MM'^.2X;'Z='sE10.3s' MM')
00410 IF(XRC1 ).E6.0) TYPEI0sXRC2S+XR(3)
00420 IF(XR(1 ).NEo0o) TYPEI IPXR
00430 10 FORMAT (l X, 'REFERENCE BEAN:: 	 AR= -'P E 10 .3 o '	 DEGREE'.
00440 & 6X, 'BR=', E10 -3 o '	 DEGREE'k. 00450&;
{ 00460 11 FORMAT(1X,'REFERENCE PINT:	 XR=' El0,•3P' NM',2XP'YR=',
00470&E10 -3P	 ' MM's gXs'ZR='PE10 •3,' MM')
00480 IF(XC(1 )•E0:0•) TYPE1'2jXC(2) XC0)
' 00490 12 FORMAT ( IX 'RECONST• BEAM2	 AC = ' * EII - 5, * DEGREE ' P 4XP 'BC='i
00500&E11 •5P' DEGREE')
00510 IF(XCC1)-NE-0 •) TYPE13PXC
00520 13 FORMAT (1 X 'RECONST - POINT: 	 XC='P`EI 0 --3.' MM' 2Xs'YC='P
00530&E;10 3,' MM'P2X, 'ZC	 'PEIO*3s' MM')
r^. 00540 °TYPE14W	 ..	 _s
' 00550 14 FORMAT (I X i, 'RECORDING WAVELENGTH = 'sE10 4P '' NIM's4X•
00560&'RECONST• WAVELENGTH=' E •10 4s' MM" _.
00570 1'YPEI5PAMpFsI
00580 15 FORMAT C 1 XP 'HOLOGRAM MAGNI FL' CAT I ON=' PEI 0 -:3 P /a I XP `F —NUMBER= 'a
-- 00590 & E 0.3, / s X, 'IMAGE=' s 13s4Xs 10140 =N0 IMAGE, • ;	 I =VIRTOAL;	 - i = MEAL `)
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00670 I F(I • E0.0) 60 TO 293
00610 TYPE16sXI
00620 16 FORMAT(1H1 s'PfOSITION OF IMAGES 's2Xs'X='.PEI0.3s
00630&' MM's2Xs'Y='iE10.3s' MM's2X,'Z='sE103' MM')
00640 TYPE1 71 sAMAGI sAMAG2
00650 171 FORMAT(1X,'LATERAL MAGNIF'ICATIEN='sEl1 •4s/ 1Xs
00'660&'LONGITUDINAL MAGNIFICATION ='sE11.4) -
00670 'TYPE17#S
00680 17 FORMAT(1Xs'UNIFORM SHIFT='s'X='EIO.3s MM r 'Y='sE10.3s	 t.'
00690&' MM ','Z='sE10.3,' MM ')
00700 TYPEI8;D"
00710 18 FORMAT(1Xr'GEOMETRIC DISTORTIfON!'s2Xs'X='sE10.3s' MM's2Xs
00720&'Y='sE10.3s' M-M's2Xs'Zs 'sE10.3s' MM')
00730 TYPE19sA
00740 19 FORMAT(1Xs'SPHERICAL AHERRATION•'sE10,-3s' WAVELENGTH'*/s1X
00750&*'COMA='sEI0.3.
	
WAVELENGTH 's/r1Xi 'AST IGMA;rISM='sEI093s"
00760&' WAVELENGTH')
00770 293 TYPE20
00760 20 FORMAT (1 H1 ,1 Xs ' TYPE 0 TO END PROGRAMS TYPE 1 TO CONT INUE', /)
00790 kCCEPTaNT
00800 IF(NT) 100x100,200
00810 100 STOP
00820 END
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00100 SUBROUTINE MCOMP (XOPXR,XCsXI4A,D,S,W,F , I,AMA GI*AMA62•AM)
r. 00110 DIMENSION XO(3),XR ( 3) oXC(3),XI(3)*A(3).D(3)*S(3),W(2)
00120 U=W(I)/W(2 )
00130 P I =3' • 1415926536/ 180 •
	
f
n 00140 IF ( XR(1-)•EQ • 0.)	 GO TO 20 l'
1^
00150 RQ=XR(1)
00160 z	 *	 *	 ;XR ( 1) R SIN (PI XR(2) )
00170 XR(2)=RQ*COS(PI*XR(2))*S•IN(PI*XR(3))
	 e
00180 XR(3)=SQRT(RQ**2-XR(1)**2—XR(2)**2)
w
00190 20	 IF(XC(1)*EQ•0•) 60 TO 21
	 L
00200 RQ1 =XC(1)`,
00-210 XC(1)=RQI *SIN(PI *XCt2))
00220 XC(2)=RQI*COS(PI *XC(2))*SIN (PI*XC(3))
" 00230 XC(3)=SQRT(RQ1**2-XC(1 )0*2-XC(2)**2)
00240 21 CONTINUE
+ 00250C
00260C
00270C COMPUTE R AND 1/R
002SOC
00290C
{ 00300 RO=SORT(XO(1)**2 +X0(2)**2+XO(3)**2)
r 00310 RR=SQRT (XR(1)**2 +XR(2)**2+XR(3)**2)
00320 RC=SQRT(XC(I)**2+XC(2)**2+XC(3)**2)
00330C
00340C
` 00350 ROI =I /RP
00360 RR1 =1 ./RR
00370 RC 1 =1 • /RC
00380 IF(XR(I )•EQ•0•) RR1=0•
00390 IF(XC ( l )*EQ•0 •) RC1=09
004000
004100
004200
.. 004300 MA N FG I ICATION
004400
004.50 AMAGI =AM/ (1 •+I * (AM*AM*RO*RC I /U —RO*RR'1 )
00460 AMAG2=I/U*AMAG1**2
004700
`
004800
00490E SET UP PARAMETERS TO FIND POSITION OF IYAGE
OO SOOC
005100
-: 0.0520 RI1 =RC1+I *(U/AM**2 )*(ROI-HR1
00530 RI=1./RIi
00 540 C
4
y
005500
00560 IF(XR ( 1) •EQ •O •) GP TO -1
00570 VR1=XR ( 1 ) *RRI
00560 VR2=XR ( 2) *RRI
00590 GO TO 2 t,
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r'';V600 I	 VRI=SIN(XRC2)*Pl)
N00610 VR2-=COS ( XR(2)*Pl)*SIN(XR(3)*Pl)
00620C
00630C
00640 2 YF(XC(I)*EQ*Oo) 60 TO 3
00650 VCI=XC(I) *RC I'
00660 VC2=XC(2)*RCI
00670 GO TO 4
00660 3 VCI=SINCXC(2)*Pl)
00690 VC2=COS ( XC(2)*Pl)*SIN(XC(3)*Pl)
007000
00iloc
00720C IMAGE POSITION
00730C
00740C all
00750 4 Xl(1) =Rl*(VCI+I *( U/AM)*(XO ( I)*RO1-VRI))
kk,	 00760 XI ( 2)=Rl*(VC2 + I*(U/AM )*( XO(2)*ROI-VR2))
00770 XQ=RI*02-Xl(1)**2-XI(2)**2
00780 IF(XG#LT#O) 60 TO 10
00790 XI ( 3)uS4FtT ( R]**g -Xl(1)**2 -XI(2)**2) gm00800 XI(3) =SIGN ( XI(3)*Rl)
006100
006200
00830C UNIFORM SHIFT IS DETERMINED BY A POINT X=0*Yg=O*Z(6 Its00640C
008500
00860 Rll = l:.'%RCI+I *( U/AM**2 )*( 19/XO(3)-RRI))
00870 S(l)=RII*CVCl - I*(U/AM)*VRl)
u00860 S ( 2) wRII *( VC2-I *( U/AM)*VRP)
00690 S ( 3^)=SQRT(RII**2-S(I)**2-5(2)*02)- XO(3)
00900 S(3:)=SIGN(S(3' 4'1*Rll)
009100
00920C
00930C
009400
GEOMETRIC DISTORTION
009500
00960 DO 5 J=1&3
00970 YM=AMAGI
00980 IF(J * EQ * 3) YM=SIGN ( I**Rl)
00990 D ( J)UXI(J) -YM*XO ( J)-S(J)
01000 T=D(J)/XI(J)
-01010 5 IF(T*LT * I*E-7) D(J)mO*
010200
01030C
01040C SPHERICAL ABERRATION
010500
010600
oloioc ZZ = FOCAL LENGTH OF HOLOGRAM
010800-
01090 ZZw(AM*AM/U)/(I */X0(3)-RRI)
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1i
011000
01 1 10 SS=RC1 **3+I*(U/AM**4)*(ROI **3-RR1 * +3)-RI1 **3
0.1120C
01130 A ( I)=(1-/(128 •*W(2)))*CZZ /F)**4*SS
01140C
01 1500
O1!60r	 SET UP PARAMETERS TO CALCULATE MAX• COMA AND ASTIGMATISM
01170C
01180C
01190 IF(XRC1 )•EQ*Oo) CO TO 6
01200 QR 1=XR ( 1) *RR 1 **3
01210 QR2=XR ( 2)*RRI**3
01220 GO TO 7
01230 6 QR1=0•
01240 QR2 d0 •
612500
012600
01270 7 IF(XC ( 1 )•EQ•O •) GO TO 8
01260 QC_1=XC(I )*RC1 **3
01290 QC2=XC(2)*RC1**3
01300 GO TO 9
01310	 6 QCI=O•
01320 QC2 =0 •
013300
013400
01350C	 COMA
= *	 ** _	 **01.3 60
	
9 E 1	 I	 UlAM	 3	 C X Y (1) /X Oi (I))	 (R I 1 /1:01)	 3
01370 E2= I*U/AM**3 - (XI(2)/XO(2))*(RI,I .-/:R01 )**3
.F
01380
	
I'F(EI •LE• 1 • E «- g ) E1=0 •
01390 IF(E2 -LE •
 i •E-8) E2=0 •
01400 CX=QC 1- I *U*QR 1 /AM**3+X0 (1) *RO1 **3 *E1
01410 CY=QC2-I*U*QR2/AM**3+XO(2)*ROI**3*E2
01420
	 IF(CX•LE• l of-8) CX=O o
01430	 IF(CY * L,E•1
 
•E-0) CY=O:
01440 A(2)=(19/169/W(2))*(ZZ/F)**3*SQRT(CX*CX+CY*CY)
_. 014500
01460G
F 01470C	 ASTIGMATISM
014600
01490C
01500 E3=I *U/AM* *2-CXIC1) /XO(I))*"2*(RI1/RO1)**3
01510 E4 = I*U/AM**2-(XI'(2)IXO(2)1**2*(RI1 /RO1 )**3
01520	 I F(E3•LE.1.E-8) E3=0•
01530 IF(E4.LE.1 .E-8) E4=0 •
01540 AX=QC1*XC(1)-I*U/AAl**2*QRI*XR(1) +XO(1)**2*ROI**3*E3
1 :; 01550 AY' (QC2*XC (2)--I*U/API*`*2*QR2*XR (2)+XO (2)**2*RO1 **3*E:4
..:
_ *	 ** _	 *	 *	 o	 *	 **01560	 E5- I	 U/AM	 2	 CXI ( 1) XL(2)) / 0:X001) Xf0(^..,))	 (RI1/Rf01)	 3
01570	 IFCE5 - LE * I-E -8) E5=0`9
01580 AXY=QC1 *XC(2)-I *U/ANr**2*QR1*XR(2)+XO C I)*Xg 2) *RO **3*ES
r 01590 I F(AX LE.1 • E-8) AX=O *
F
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Ila01600 IF(AY.LI'.1 •E-8) AY=O•
01610 IF(A vY•LE•l * E-6) AXYw0*
01620 I SN= CAX+AY)
 /AES (AX+AY )
01630C z
016400
01650 AZ= * 25* (AX-AY) **2+AXY**2
01660 A (3)=-ISN*(1•/S*/W (2))•(ZZ/F )**2*(•50 (AX+AY)+SGRT (AZ))
01670 GO TO 12
01680 10 TYRE11
01690 11 FORMATCI X ,.'IMAGE CAN NOT BE DECONSTRUCTED WITH CONDITIONS
01700& Gl VEIL )
01710 I.0
01720 12 RETURN
017:30 END
u^
ti
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SECTION V
INVESTIGATION OF SYSTEMS CONCEPTS
AND MAJOR COMPONENTS
5, 1 INTR,O,DUCTION
One of the objectives of this study is to investigate system concepts
and approaches useful for implementing a workable configuration of a
10 10 to 10 12 bit read/write memory. Although the main emphasis is to
study potential read/write materials and various holographic recording
techniques, these studies can be guided by an investigation of the overall
system requirements which affect available trade-off parameters. The
a
parameters associated with both the input and output interfaces of this
data storage and retrieval system are not yet completely defined. We can,
however, analyze some of the system comporients to see how they influence
the overall system design.
_
	
	 A block diagram of an optical memory system is shown in Fig. _5-1.
The major elements of the system are (1) a read/ ,write,_sto r.agia ;material,
(2) the block data composerwhich converts an input e,iectr^_cal signal town
optical signal, (3) the coherent light sources used for recording and retriev-
ing the optical signals, (4) the devices used to deflect the reference, signal
and readout beams, (5) the block data readout detectors whichconvert the
optical readout data to an output electrical signal, and (6)- the associated
electronic, synchronization, and data conditioning drives. In this section
we shall separately discuss the important considerations for each of these
system elements and suggest approaches for implementing them in the
+{	 memory system. The specific designs for including all the elements in an
overall system will be presented in Section VI.
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FIGURE 5 -1. BLOCK DIAGRAM FOR HOLOGRAPHIC
MEMORY SYSTEM
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5. 2 STORAGE MEDIUM
The most important constraint imposed by the overall system on the
storage material is the capacit y; requirement of 10 11 - 101 2 bits. The
maximum area in which this data can be stored will be constrained by
limitations on the lens system and beam deflector designs. The minimum
area will be determined mainly by the spatial resolution of the storage
material and the number of incoherent additions of multiple holograms at
each storage location in a thick hologram. Tradeoffs between 'the high
packing densities and the SNR in the reconstructed imagery must also be
examined for determining the minimum size of the storage material.
Error rates are strongly dependent on the SNR; see Paragraph 3, 5, Page 3-73,
for details of these relationships.
The prospect of exploiting the wavelength or angular selectivity of
a thick recording material for incoherent addition of many holograms at
each storage location must be considered; the spectral sensitivity of the
r, g°'	 g	 `
J
stora e mate ial will affect the extent ^o which wavelen th variations can
be employed in the design of a system. A tradeoff between the recording
sensitivity of the storage material and the laser power required for data
t
storage (at each wavelength) also exists.
The diffraction efficiency of the recorded holograms, partly determines
h the laser power levels required for adequately retrieving', the stored data.
If many holograms are incoherently added at each storage location, each
hologram must share the available diffraction efficiency and the laser
power required for readout is affected.
The changes in storage material parameters as a function of exposure
level and of reference to signal beam ratio can strongly affect theignal
to-noise ratio and therefore the readout error rates. Furthermore,
optimization of the SNR may be inconsistent with optimization of the
5-3
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diffraction efficiency; clearly the tradeoffs must be examined and compro-
mises reached consistent with overall system requirements.
HIENo erasable storage material is known to exist at this time with those
characteristics needed for the 10 10 - 10 1; bit rend/write holographic
memory.	 Some candidate materials and the more important problems H
associated with each are listed here:
fil"
(1)	 manganese bismuth (or other ferromagnetic materials): useful
only as thin films; very low diffraction efficiency; high exposure
levels required (Ref. 28)„
(2)	 lithium niobate (or other ferroelectric crystals):	 low diffraction
efficiency; very high exposure levels required,	 -
(3)	 photochromics: amplitude (rather than phase) variations are
recorded so that the diffraction efficiency is low;-high exposure
levels required, and
(4)	 photoplastics;
	 applicable only for thin (planar) holographic ° s
storage; spatial resolution is somewhat limited; acts as a e
bandpass spatial filter.
Based on various overalls
 ystem constraints, the following storageY	 g	 g
material cha-racteristics appear to be essential:
(1)	 phase (rather than amplitude) variations must occur as a
function of exposure for-a 200 nm range of visible wavelengths;
(2)
	 thicknesses ''up to 3 mm are needed for sufficient wavelength
selectivity;
-' (3)	 spatial frequency response must extend beyond 2000 lines'/mm;
and
	
..:
{4}	 complete erasure without loss of sensitivity or resolution is tj
needed :o provide a large number of cycles.
5 -4	 r
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Other storage material characteristics which are desirable but which
may be relaxed if the performance of other system components improves
include the following:
(1) energy density required to generate an optimum diffraction
efficiency of at least 50 percent, for a single hologram, should
be about 10 4 ergs /cm2,
(2) linear incoherent addition of at Least 20 holograms in one
location should be possible, and
(3) voise levels should be consistent with the required SNR for
a given error rate at the data packing density used.
C
Clearly other characteristics must bE; considered; these include the
stability of the ,material in the expected environment, the tolerance of the
memory readin and readout functions to dimensional variations, and the
techniques required for erasing the material. Although these environmental
characteristics are important for the final system, the oth -- characteristics
must be emphasized in the initial material development efforts. The system
can be modified to accommodate a broad range of environmental and other
peripheral requirements.
5.3 STORAGE AND RETRIEVAL FORMAT
The physical dimensions and the geometrical arrangement of the various -
system components will be determined by several factors. The dominant
factor is the overall memory capacity which is dependent on the number of
bits in each hologram and the number of hologra'`ms in each storage
k	 location. Other factors include the spatial resolution of the storage
material, the temporal and spatial coherence of the laser output, the
hologram format (Fresnel or Fourier transform), and the resolvable
angular increments of the beam deflectors. A displacement of the
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reconstructed image and image aberrations can be avoided only if the
readout beam duplicates the recording beam in both orientation and
wavelength. The problem of providing clearance along all possible
optical paths through the system must also be considered.
The basic functions of the storage format are (1) to direct a portion
of the laser output through the block data composer which modulates the
beam, (Z) to direct the modulated beam toward any one of the storage
Locations, and (3) to direct the reference beam toward the same storage
location. The system must function equally well for all storage locations,
for all laser wavelengths, and for all angular orientations of the reference
beams. The basic function of the retrieval format is to direct a readout
beam having a particular wavelength and angular orientation toward any
one storage location so that an aerial reconstructed image of a particular
hologram is projected onto an array of detectors.
The physical dimensions of the storage material will be established
by the required memory capacity, by the spatial resolution of the storage
material, and by the number of incoherent additions of holograms which
are permitted at each storage location. Examples showing how to deter-
mine stora a medium dimensions and how to select s ecific eometrryesg	 p	 g
will be described in Section VI.
5.4 INPUT BLOCK DATA COMPOSER
The block data compo ser (BDC) provides the holographic system with
a spatial array of successive blocks of data taken from the electronic	 y	 p  data..
p	 y	 ate an expanded laser beam so thatEach block of data musts atially mogul	 ^
its intensity variations represent the bit pattern displayed on the BDC. This 	 .
spatially modulated beam (the signal beam) is _directed to a particular
storage location where it interferes with the reference beam to forma
	 } F
hologram.
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Two general types of BDC's can be distinguished: those in which the
array of data is established in direct response to an electrical signal,
and those in which the array of data is established  by a scanned and
modulated light or electron beam. In either case, an optically detectable
change must result in response to the optical or electrical signal; and
this induced optical change must persist after the driving signal is removed.
The BDC material must be erasable and must be capable of being recycled
many times Since each time the 1 0 10 101 2 bit holographic memory is
filled, the BDC composer must recycle 10 6 to 10' times. The BDC
1
material should be reasonably sensithve so that practical electrical or
optical drive signal power level s can be used to generate each array of
data, and its light modulation efficiency should be maximized so than the
energy requirements on the laser can be minimized. The BDC material
must be uniformly effective in spatially modulating laser beams at all
wavelengths used. Since the data composed by the BDC has a relatively
low density, the resolution of the rriaterial need not be high, but the spatial
i.	 array of data on the BDC must have a direct correspondence with the array
a of light detectors used in the outpv1: plane. Since fabrication technology is
expected to limit the minimum spal^ cing between adjacent' photodetectors to
about 50 microns, the spacing bet-%^veen adjacent bits in the BDC will also
be in the 50 micron range. Magnification	 g fication between the input plane (the BDC:)
1	 and the output plane (the photodetector array) can be used if necessary, but
unity magnification appears to be a desirable design feature.'
The ratio of the energy transmitted at each bit location in the ON stage
(bit = 1) to that transmitted in the OFF state (bit = 0) is the contrast rati`
F	 for the BDC. The contrast ratio available from the BDC. affects the
exposure level and reference '- to-(signal bear- ratio, and it affects the,
threshold conditions established at the photodetectox array. The differencec	 '
between the average signal intensities for a ^^ 1" and "for a '!1 01, at-the photo-
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detector array during readout will be low for a poor contrast ratio so that
noise and random fluctuations in laser power are more significant.
The rate at which data can be composed in the BDC and the time
required to reset or erase the BDC must be compatible with input data
rates.	 If the permitted writing speeds are not sufficient, the incoming
data must be buffered, rescaled in tirze, and split into many channels,
which drive parallel inputs to the BDC.
	
The full BDC array could then
be activated at a rate which keeps pace with the incoming data.
	
The time xU",int
	 required for the reset or erasing operation can be obtained by
making the BDC data rate during composition faster than the incoming
data rate; the lull time between data blocks while fresh data is accumu-
lating in the buffer can then be used for erasure.
At least seven types of materials-hai , been considered for the BDC.
These materials are listed here with notations which describe the switching
techniques required, the type of optical change induced, the typical light
efficiencies expected, and the erasing techniques required:
(1)	 PLZT (or other ferroelectric ceramics): 	 switched with voltage
pulses through an electrode matrix; polarization rotation or ^t
scattering changes induced; up to 90 percent. light efficiency
4
with polarization rotation, up to 20 percent with scattering;
erased by applying a fixed voltage across all matrix inter-
sections (Refs. 29-33),
(2)	 Manganese bismuth (or other ferromagnetic materials):	 switched
with a modulated light beam; polarization rotation changes incuded;
up to 10 percent light efficiency; erased with=a pulsed magnetic
field (Ref. 28),
( 3)	 Photoplastics:	 switched with voltage pulses through an electrode
matrix (fixed illumination during; scanning required); phase
changes induced; light efficiencies undetermined but over 30 $.
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percent is theoretically possible; erased by heating.
(4)
	
Photochromics:
	
switched with a modulated light beam; amplitude
changes induced; up to 75 percent light efficiency; erased with
relatively strong illumination (different wavelength than that
used for writing),
(5)	 KD'*P (or other electro-optic crystals):
	
switched by a modulated
L -t
electron beam; polarization rotation changes induced; up to 10
percent light efficiency; erased by discharging the electron
tr
accumulating layer,g
(6)	 Lithium niobate (or other optically damageable crystals); ..,`
r
switched by a modulated light beam; phase changes induced;
light efficiencies undetermined but over 50 percent isn
theoretically possible; erased by heating, and
r (7)	 Nickel-iron (or other magneto-optic materials):	 switched withi
L current pulses through a conductor matrix; polarization rotation
changes induced; up to 10 percent efficiency; erased by driving
s
a fixed current through all pair:  of conductors in the matrix.
High sensitivities to the switching pulses are not as important for the
BDC as for the storage material since all the power available from the r^
switching mechanism can be sequentially applied to each position,
	
The
`- light efficiencies noted above are not diffraction efficiencies_ but the per-
centage of the incident light passed in the ON state. 	 The relative thicknesses
of the various materials are important only in optimizing light efficiency,
switching sensitivity, and contrast.
The physical dimensions of each element within the BDC: will be
determined by the zaature of the optical design. 	 No major difficulties are
expected in constructing a BDC of any reasonable size which may be
established by considering other system. constraints.
w
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The electronics for switching the a ,
 ray of positions will depend largely
on the switching mode required.
	
Switching with modulated light or electron
beams requires a high data-rate beam modulator driven by a signal L	
i
directly proportional to the data in the incoming data stream, along with
'Pit
synchronized beam scanning devices.
	 Switching with electrical signals ?
requires matrix accessing electronics which sequentially apply signals
corresponding to bit states in the incoming data stream to each matrixP	 g	 g
position.	 In both cases means to reset or erase the array in preparation
for new data must be 4ncl'uded.
j
tE
5.5	 LASER
In this section we examine the important properties of the laser needed
to read data into and out of the holographic memory.
	
Other lasers might
be required in the system (for example, to provide optical switching of
certain block data composer materials or to provide erasing illumination
for certain types of storage materials); these laser requirements are not
i
considered here.
The data readin and readout functions may require significantly
different laser output characteristics. It is presumed that any particular
hologram will be read in and read out with the same wavelength. The
readin and readout operations may require that the laser have different
power levels or different pulse widths or both. Such controls are relatively
simple to implement and are definitely more desirable than designing and
incorporating two lasers into the system.
To achieve a memory capacity in excess of 10 10 bits will probably	 aF
require the use of more than one wavelength; incoherent addition of more
than one hologram at each storage location is one important technique that
may require several wavelengths. In the following paragraphs several
operating constraints and requirements of the laser are discussed; these
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constraints and requirements apply for each wavelength.
The energy per pulse supplied for reading data into the holographic
memory will depend mainly on the efficiency of the block data composer,
the efficiency of the beam. deflectors, the losses through the passive
'a'optical components, and the sensitivity of the recording mater_ 1.	 The
energy per pulse required for reading data out of the memory will depend
mainly on the efficiency of the beam deflectors, the diffraction efficiency
of the holograms, the losses through the passive optical components, and
the sensitivity of the photodetectors.
Three operating conditions establish the primary constraints on the
laser pulse width for readin; the laser pulse width must be compatible
with all three, and the constraints must be compatible with each other.
The first constraint is the time interval between successive compositions
of data blocks; this time interval will depend directly on the input bit rate.
The second constraint is the rate at which energy must be supplied to the
storage material to achieve the required exposure level; this rate may be
established either by limitations on the peak power available or by the
. instantaneous powers levels permitted by the storage material.	 The third.
f
constraint is the requirement that the hologram interference fringes during
s
each recording interval be stable; if the pulse width is too long, the
temporal frequency difference between the signal and reference beams
(such as that caused by an uncompensated acousto-optic beam deflector)
would destroy the interference patterns.
Three	 the important	 theother conditions establish	 constraints on
' lases pulse width for readout; again, mutual compatibility is needed.	 The
first constraint is the time interval permitted for thee, photodetectors to
accumulate a sufficient number of photons; this time interval will depezid
directly on the	 bit	 the timeoutput	 rate, and on	 response and sensitivity
of thehotodetectors.
	 The second constraint is the rate at which enerP	 By
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can be supplied to each photodetector to accumulate the required number
of photons; this rate may be established either by limitations on the peak
power available or by the instantaneous power levels permitted by the
detectors. The third constraint is the time interval before access to the
next storage location to be read out must begin; this time interval will
eery likely be the least restrictive. IThe temporal coherence required of the laser illumination is deter-
	
V s
f
mined by the largest optical path length difference between the signal and
v ^
	 ^
reference beams. The average offset angle between the reference and
signal beams, the distance between the block data composer and the
hologram array, and the largest dimensions of the block data composer
and the hologram array affect this difference. In Fig. 5-2 the largest
dimensions of the block data composer and tt a holographic storage
medium are L and D, respectively; the average offset angle is ^o and the
separation between the block dta composer and the storage medium is
zo. The geometry can be arranged so that a zero path length difference jexists between the central ray in the signal beam and the central ray in	 ir the reference beam directed toward the center of the hologram array.	 {i
s
The largest path length difference between extreme rays in the signal and
reference beams is given ,  •.approximately by
A	 ^zo+ ( L+;-,. ^^ - z ° + D sinepo;
1	 assuming the maximum :reference beam deflection angle is less than about
15 degrees. For typical geometries, z° ft D, L 0. 3D, and ^O ft 45 degrees.
,.
	
	 With these numbers we get A f 0. 9D The largest hologram dimension is
not likely to be smaller than 110 mm for a 10 1 ° - 10 1 bits memory;
therefore; a ,xn, inimum laser coherence length of about (0. 9) (110) w 100 mm
is 'required. The spectral width -bX associated with a 'coherence length
k
is given approximately by
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where X. is the wavelength. Taking Xo = 0. 5 x 10-3 mm (green) and
A = 100 min, we get 6X = 0. 0025 mm. Such spectral widths are readily
obtainable with many presently available lasers. The smallest spectral
width reported to date for tunable liquid dye lasers is about 0. 05 nm
(Ref. 34); parametrically tuned gas lasers can have spectral widths
narrower than 0.0025 nm (Ref. 35). Spatial coherence requirements
can be readily met by operating the laser optical resonator in a TEMoo
mode.
Variations of the out ut ower or the out ut wavelen th of the laserp p	 F	 g
with time, temperature, or other environmental parameters can adversely
a-
affect overall system operation. Variations in power will affect exposure
levels during readin and threshold conditions in the photodetectors during
readout. Slight variations in wavelength between readin and readout beams
will introduce errors in the registration and the diffraction efficiency of 	 .
}	 the data projected from. the storage medium toward the photodetector	 p
array during readout; these errors will be quite sensitive to wavelength
variations if a large number of holograms are incoherently. added at each
storage location. Tolerances on these power and wavelength variations
are established by tie permitted variations in exposure during readir,
by the detection threshold conditions imposed by the photodetector array,
and by the thickness selected for the storage medium.
The overall electrical to optical_ energy conversion efficiency of the
k	 laser is expected to be rather low (probably less than 0. 5 percent.
Techniques for removing (and perhaps partially reclaiming) the excess
energy consumed by the laser will be an important overall system con-
sideration.
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Three approaches for im, dementing a feasible laser scheme can be
identified at present. 	 The most promising approach involves the use of
one or more tunable liquid dye lasers with electronic tuning devices. 	 The
entire visible spectrum and segments of the UV and IR can be covered
with various combinations of dyes and solvents; any single dye- solvent
combination can cover up to a 50 nm range.	 Output spectral widths
narrowed to 0. 05 nm have been obtained with a blazed reflection grating
replacing one of the optical resonator mirrors; tuning is accomplished #;
by rotating the blazed grating with as much as 70 percent of the original
Tower being retained (Ref. 34).
	 The energy available per pulse from
current lasers of this type are marginally acceptable; however, signifi-
cant improvements have been made in the past several months and
further improvements are expected.
_J Another possible scheme involves the use of one or more para-
metrically tunable lasers. 	 The nonlinear' interaction of coherent laser r
light (the pump wavelength) with certain crystals, maintained at a carefully
' controlled temperature, results in the generation of light at different
wavelengths (the pump and idler wavelengths) ; the new wavelengths are 
a function of the angle of arrival of the original light and of the tempera-
ture of the crystal.
	 Therefore, tuning	 beover a wavelength range can
accomplished by varying the relative orientation or temperature (or both)
the nonlinear	 Comrersi.on	 50	 have beenof	 crystal.	 efficiencies of	 percent
measured.
	 Spectral widths of the tuned output light are typically in'the
1 0. 001 to 0. 5 nm range. 	 Tuning throughout the visible range, and well l	 '!a
into the IR, ' can be accomplished by varying the temperature of a single ^..
nonlinear crystal (such as lithium niobate) from 150°C to about 5000C
(Ref. 35) .
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A third approach is to use one or more lasers,- each of which is
capable of operating at several discrete wavelengths. A combination
of an argon laser and a krypton laser would provide at least ten discrete
wavelengths in the visible range. Variations in power at each wavelength
would have to be accommodated by designing each laser to provide adequate
power at its weakest output waveength. The lasers could be designed to
operate in a pulse mode with provisions for electronically changing wave-
lengths between successive pulses. This approach could be implemented
with existing technology to meet the requirements of several possible
system configurations; the limitations on the total number of wavelengths
and on the distribution (spacing) of these wavelengths are major short-
comings of this approach.
Another approach for implementing this third scheme is to use a
Nd-YAG laser with intracavity frequency doubling, with the Nd-YA.G k
rod maintained at a temperature of abort - 40 0C.	 The cooling of'the laser
rod permits at least 13 discrete infrared wavelengths between 946 nm and
1358 nm to be generated (one at a time with intracavity tuning).
	 Intra-
cavity frequency doubling provides 13 discrete visible wavelengths between
473 nm and 679 nm.
	
A second benefit of cooling is to narrow the spectral
width 'of'each output wavelength to about. 0. 1 nm (at room temperature,
these widths are about 5 nm).	 The prospect of further spectral narrowing
with an intracavity etalon
	 exists; coherence lengths	 several hundredsalso	 of
of millimeters appe^)r to be feasible with this approach.	 In a randomly
laser	 to be	 of	 about 1000pulsed mode; such a	 appears	 capable	 providing
ergs per pulse at each output wavelength.
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- 5. 6	 BEAM DEFLECTORS
I
The function of a beam deflector is to direct the laser illumination to
{ each holographic memory storage location during both readin and readout.
The reference beams and the readout beams must either be identical or
y exact conjugates, depending on the hologram storage format selected.
The beam deflectors must operate equally well for all laser wavelengths
. orated toused in the system.	 If angle of arrival changes are incorp t	 	 	 p
- provide unambiguous separation. of incoherently added holograms, the
, beam deflectors must simultaneously provide access to and arrival anYP	 leg
changes at each storage location.
For flexible -application of the holographic memory, the beam
deflectors must operate in a random access mode.
	
Random reposition
times are dependent on input and output data rates, on the required holo-
gram "exposure time, and on the sensitivity and time response of the
t.
array of readout photodetectors. 	 For example, at a bit rate of 10" bits
second with 10 6
 bits/hologram, an interval of 10- 3 seconds is available
between storage operations_ for exposing the recording material, for
repositioning the laser beam, and for preparing a new array of data on
the BDC.	 Exposure times must be minimized to relieve the data buffer-
ing and time resealing which may be required by the BDC.
	
Suppose that
a 10- 6 second exposure time is permitted;_ the 0. 99 x 10- 3 seconds	 =`
remaining can be used to reposition the laser beam with the beam defleCL.ors.
Such an interval is more than 100 times longer than typical reposition
times for either acousto-o tic or ep	 lectro-optic devices. 	 In fact, some
mechanical devices can be operated in a random access mode- with such
reposition intervals.	 The access time requirement is, therefore, not a
major problem.
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^,	 IBeam deflector design complexity depends on the number of positions
to be accessed. For an acousto-optic device, factors such as material
dimensions, acoustic attenuation, and electrical drive bandwidths limit
the design as larger numbers of accessible positions are required. For
an electro - optic device, factors such as material dimensions, material
availability, and drive voltage levels limit the design.
Acousto-optic beam deflectors are promising candidates for use in
the holographic memory system; recent improvements in electro- acoustic
w	 transducer fabrication technology and the availability of relatively large
and high quality a.cousto-optic crystals are the major factors which
affect this judgment. Other important advantages of acousto-optic over
electro-optic beam deflectors include the more modest drive power and
voltages needed, the smaller quantities of high quality polished optical
crystals required, and the simpler techniques needed for accommodating
many laser wavelengths. Developments in electro-optic bearn deflection
techniques should be continuously monitored, however. New techniques
should be evaluated and compared to acousto-optic approaches, and up
dated 'ud menu should be made
r.
^ g
The deflection efficiency (ratio of the useful to the incident light
intensity) must be maximized to relax laser output power requirements_.
Repositioning errors resulting from slight changes in electrical drive
signals, in ambient temperature, or in other parameters must be held
within limits set by the storage and readout geometries. Image position
t shift errors of more than about 20 percent of a _bit dimension cannot be
tolerated. For thick holographic storage angular errors also reduce the
p	 Z	 y.out ut signal intensit  The amount of ele-ctrical and temperature
stabilization required for a specific set of beam deflector characteristics
and fora .apecific geometrical arrangement can be determined with
relative ea 0e,
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All acousto-optic and some electro-optic beam deflectors provide
a change in propagation direction (incremental angle changel to deflect
a laser beam from one position to another. The magnitude of this
Yincremental angle change is typically quite small (10_ 4 radians oil less)
and must be magnified to match practical holographic memory dimensions.
;. Also, the diameter of the deflected beam must match the dimensions of
each hologram in the array (i. e., the deflected beam must fully illuminate
zr	 any selected hologram but must not overlap onto adjacent holograms)
Standard optical beam- sbaping techniques can be'used to satisfy these
requirements, but the optical configuration must also be consistent with
the readin/readout geometry. Additional problems arise if the readout
operation calls for beam directions that are conjugate_ 	 to thos  used for
readin. A set of readout beams conjugate to a set of reference beams
can, in principle, be generated with a combination of passive and active
optical components (lenses, mirrors, electro-optic shutters, etc,) using
the same beam deflectors that were used for read_in. Otherwise, a second
combination of beam deflectors and passive optics could be incorporated to
provide the conjugate readout beams.
The electrical drive requirements for an acousto-optic beam deflector
(AOBD) will depend largely on the acousto-optic material used, the
efficiency of the electro- acoustic transducer, and the bandwidth and
center frequency selected. The material and the transducer efficiency
will determine thep owes level at which the AOBD must be driven over
the operating bandwidth to achieve the highest practical- light deflection
efficiency. For water or other liquids, center frequencies will be in the
L	 15 to 40 MHz range. For crystalline acousto-optic materials such as
lead molybdate (PbMoO,), the center frequencies may be as nigh as
500 MHz; more typically they will be between 50 and 200 MHz for single
crystal, transducers, such as lithium niobate (LiNb0 3 ). The bandwidths
s
fe
r	 .^
i
will typically be about 50 percent of the center frequency, although
fractional bandwidths as high as 67 percent can be used if necessary.
Bandwidth may be traded for optical efficiency if smaller bandwidths can
be tolerated. The practical number of accessible output positions is about
0. 5Td Aft d where pfd is the bandwidth and Td is the time required for an
acoustic beam to propagate across the AOBD. The lowest tolerable band-
width can be obtained with the longest Td's (longest AOBD' s), but acoustic
attenuation affects and limitations on acoustic material dimensions place
bounds on Td . More detailed design relations for a pair of orthogonally
oriented AOBD's are developed in the following paragraphs.
The acousto-optic approach for the beam deflecting function is more
amenable to compensation for laser wavelength changes than any con-
ceivable electro-optic approach. The reason for this can be seen from
the following brief discussion. Recall that the Bragg condition for an
AOBD operating in the Bragg mode is (Ref.
sin j0 B ^ B	 (5-1)
where 0 B is the full Bragg angle, X is the light wavelength, and A is
t
the acoustic wavelength. A finite acoustic aperture of width W generates
an acoustic energy pattern distributed angularly about the normal to the
electro- acoustic transducer face. The range of acoustic wave components,
with intensities within 4dB of the normally directed wave component, is
given by
60 _ n/1(5- 2)W
where n is the index of refraction of the 'acousto-optic material.
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(5-3)
where A = v/f was used; v is the acoustic propagation speed and f is the
electrical drive frequency. A change in 6 B resulting from a change in
f is given in a similar fa snion by
A 0 =	 Qf.	 (5-4)
Equation (5-3) indicates that the optimum (ox center) Bragg angle varies
n
directly with X; Eq. (5-4) indicates a similar variation of p6 B with X.
Furthermore, Eq. (5-3) indicates that the center Bragg angle condition
can be met for different X's by making a proportional change in 6 B or
in f.	 If a different center frequency is established for each X used, with
r°
a fixed 6 B	the electrical bandwidth of the electxo-acoustic transducer
b
must be correspondingly increased.	 However, if properly chosen wave-
length dispersive elements (such as prisms) are positioned just before and
after the AOBD, the Bragg angle 8 B can be caused to vary with 1 so that
t, k`
a fixed center frequency f can be used, as illustrated in Fig. 5-3 (Ref. 39).
r It must be emphasized, however, that the simple scheme shown in
iJ Fig. 5-3 can provide exact compensation only for the center drive frequency.
A:, indicated by Eq. (5-4), the incremental angle changes 	 a6$ correspond-
ing to incremental frequency changes
	 Qf will still be scaled by X. 	 It may
be possible to compensate over the full electrical, bandwidth with properly
chosen combinations of dispersive optich elements (lenses and prisms).
If such a technique can be implemented, the AOBD could be d'riven^ by a
highly stabilized set of drive frequencies given by f
	
f m(Af ) where
o	 0
m = I, 2, 3, ... and where fo is a fixed_ center frequency and 	 dfo is a
fixed frequency increment.
	
A relatively simple and easy to stabilize
frequency synthesizer could then be used instead of a continuously tunable
5-21
iF	 _
'F
W
A t and k2	X1 and X2
X2
sl
i/2 eSt
FIGURE 5-3. OPTICAL COMPENSATION FOR WAVELENGTH
CHANGES IN ACOUSTIC BRAGG CELL
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FIGURE 5-4 BEAM DIRECTING WITH FIXED
ARRAY OF HOLOGRAMS
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oscillator.	 Also, the logic required to select a specific drive frequency
would be greatly simplified since only M different frequencies would be
required instead of p M,
	
where M is the number of holograms per
z
dimension and p Z is the number of laser wavelengths used.
An important type of beam directing (not deflecting) may be required #t
i in system configurations where Fourier transf orm hol ograms are formed.
The function of this beam directing array is illustrated in Fig. 5-4. 	 The
1
beam directing device is a fixed array of holograms.
	
In this array there
is one hologram for each storage location and, therefore, one fixed
hologram for each beam deflector output position. 	 In Fig. 5-4 only the
signal beam path is indicated; the reference beams can be derived from
J the same deflected beams by using suitable optics.	 Along the signal path
deflected beam from the beam deflector illuminates a separate fixed
hologram in the beam directing array.
	
Each fixed hologram projects a
wavefront along the signal path which appears to emanate from a point <
source just behind the fixed hologram array in plane P 1 .
	
These spherical
wavefronts are collimated by L 3 and directed through the BDC in plane
^r.
P21 where the collimated beam is spatially modulated.
	
Note that the
central ray of this modulated beam propagates in a direction which i s
angularly displaced from the optical -axis of the signal' path; the amount
of angular displacement is directly proportional to the displacement from
the axis of the corresponding effective point source in plane P1
Lens L4 simultaneously images plane P1 into plane P3 and plane P2-
intolane P	 so that the light distribution in	 lane P3 i	 proportional toP	 4	 g	 P	 P	 P
the Fourier transform of the data in plane -P2 '(in the BDC) and an image of
the array of data in the BDC is formed at plane P 4 .	 The data is holo-
graphically recorded in plane P 3 ; each member of the stored array of
,g
holograms is therefore a'Fourier transform hologram of the corresponding
	
ri/
block of data from the BDC.
	
An image of each block of data can be
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projected onto plane P 4
 by illuminating each hologram with the readout
beam. Note that as each hologram in the memory is interrogated with
the proper, readout beam, each corresponding image is formed in the
same relative position in plane P 4 so that a fixed array, of readout
photodetectors can be located in plane P4-
The array of beam directing holograms (referred to in the literature
as an array of Fresnel lens segments or a "hololens" array) generates an
array of point sources in plane P 1 which has a one- to-one correspondence
to the array of Fourier transform holograms recorded in plane P 4 (Ref.
40). This fixed hologram array can be constructed as an array of thick
phase holograms with efficiencies approaching 100 percent. If multiple
wavelength incoherent hologram addition is used in the holographic
memory, multiple beam directing holograms can be formed but with
reduced efficiencies. A more detailed analysis of an optical system
similar to the one illustrated in Fig. 5-4 will be given in Section VI.
iE
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5.7 BLOCK DATA READOUT DETECTORS
The function of the readout detectors is to sense the binary data in the 	 h
two-dimensional images retrieved from the holographic memory and to
convert the two-dimensional spatial data into time varying electrical 	 U
signals. A photosensitive detector array (PDA) and circuitry for
electronically scanning and interrogating the PDA are the major com -
ponents of the block data readout device. The hologram array, addressed
by the deflected laser beam, produces a reconstructed image of the stoxed
a	 data pattern. The presence or absence of light dots is detected by the
PDA with one photodetecting element corresponding to each bit in the
digital data pattern.
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A one -to--one correspondence rust exist between the elements in the
BDC and the individual detecting elements in the PDA. Magnification
between the BDC and the PDA inay be necessary (or convenient); but it is
not likely that the absolute value of the magnification will exceed three.
Thus the PDA center spacings may be larger than the BDC center spac-
ings by a factor of three. The optical ar rang ex pat in Fig. 5 -4 illustrates
a unity magnification situation_. It can be seen that ragnification can be
achieved by adjusting the positions of the object and image planes (P2
and P4 ) relative to lens L 4 .
With present PDA technology, linzar arrays with several hundred
-,	 detectors on a line can be constructed with center spacings ranging from
.µ	 0. 05 n1m to 0. 5 mm. Two-dimensional arrays with up to 16 x 16 elements
«-ith center spacings ranging from 0. 2 to 0. 5 mm a-re presently available.
These dimensions are compatible with preliminary requirements for fullyP 
populated two-dimensional PDA's with 300 x 300 to 500 x 500 elements.
A fully populated	 Y ul  arra with 300 x 300 deter tors on 0. 2 mm centers
would have a total size of about 60 x 60 mm. I^
	
cu	 If the detecting elements of the PDA are operated in a charge storage 	
I
	r	
mode, the PDA can be illuminated for a brief interval (1 to 100µ sec) and
then electronically interrogated during a 100 to 1000p sec interval. This
	
'r	 mode of operation permitsthe beam deflectors to be repositioned during
the interrogation interval and minimizes the dead time between blocks of 	 j
	
1'	 data being read out. Sufficient laser energy must be supplied during the
illumination to provide a high probability of correct detection at all PDA
elements. Furthermore, the energized detectors (those receiving "ones")
must be capable of holding the accumulated charge for at least the full
interrogation interval and must be discharged (set to' ,, teroll ) ,y the
interrogating electronics (or a combination of electronics and special
illumination devices) to prepare the PDA for detecting the next block of data.
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nTradeoffs exist between SNR and variations in image intensity and in
detector responsitivity. If wide variations occur in either image intensity
(from image to image or from position, to position in one image) or detector
responsitivity, the threshold conditions must be broadened thereby con-
suming part of the available SNR. Some electronic compensation for such
effects might be obtained (e. g. , by individually biasing each detector in
the PDA), but such schemes would add to the complexity of the PDA drive
circuitry. The alternative is to provide a high SNR and good uniformity
of image intensities.
The absolute sensitivity and time response of the detectors in the
PDA will determine the readout laser power level and pulse duration.
Pulse durations in the 1 to 100µ sec range are feasible and laser power
levels for readout are not expected to exceed those needed for reading.
As noted above, the energy delivered per readout is established by the
SNR and the detector threshold conditions. If necessary, a feedback loop
can be established to provide continuous control of the laser intensity.
4
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Typical PDA' s use silicon photodetecting elements which have a
peak spectral response at about 900 nm. Typical relative responses at
r	
various visible wavelengths are 0.62 at 'M nm, 0.42 at 600 nm, 0. 32 at
_ {-,00 nm, and 0. 15 at 450nm. To compensate for the change in detector tj
responsitivity with wavelength, the available laser energy must be inversely
related to these relative spectral responses. Approximately three times
as much energy must be delivered to the PDA at 450 nm relative to that
a
at 600 nmi
A solid state PDA is most suitable as a. readout device because it
has those advantages attributed to integrated circuit devices; i. e. , reduced
we volume, and power consumption, plus greatly increased reliability
and environmental immunity. Solid state PDA 's perform the functions of
MR
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a pickup tube without the necessity for high voltages, magnetic fields,
i.
vacuum. envelopes, filament power, and protection against mechanical
shock.	 The addressing of indi-vidual portions of the photosensitive array
can be facilitated by random we sequential digital address of rows and
columns in the array.
The most attractive current approaches to solid state detection use
arrays of diodes, diode-diodes, diode - transistors or hybrid elements
.w
consisting of MOS devices and transistors 	 The advantages of the single
diode approach lie primarily in the ease of fabrication of diode arrays,
high packing densities and relatively good uniformity of response between
4 elements. ` Unfortunately, simple diode structures exhibit two problems.
First, unless all unaddressed rows and columns terminate in zero
r
impedence, there are multiple_ photoconductive crosstalk paths through
the various rows and columns which preclude use of diodes for multiple
spot imaging applications.
	 Secondly, a sequentially-read diode array
cannot be operated in the charge - storage, light- integration mode. 	 This
_ output signal level is therefore strictly a function of the light incident on
the element during the readout time at the instant of interrogation with a
resultant loss of overall light collection efficiency
The next simplest configuration is the diode-diode structure which
provides several advantages over !the simple diode array.	 If a back- biasged
photodiode is used as a light sensor, charge—storage ( light integration)
can be used.
	 Although the diode ,-diode structure has a light integration
'-' capability, the low output signal available from the diodes needed for
large area arrays makes direct readout of such a device difficult.
	 Con-	 r'
ceptually, the diode-diode structure offers the advantage that the commu-
tating diodes can be made using one material technology while the se'sing a,
diodes can be matched to the particular spectral response desired.
	 Recent
work using this approach (Ref. 41) consisted of using ^ ;pa 4,207 diodes as
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the light sensitive elements and hpa 1006 high conductance diodes as the 	 {
I
switching lements. The minimum detectable s ignal using these diodeslg	 g	 g	 ^
was found to be 0. 025 picojoules (pJ) This corresponds to a 0. 25u w
^f
signal (at 800 nm) of 100 nsec duration which procude s an error rate
of 10- 8
 at a signal-to-noise ratio 10:1.
A. phototransistor array is a form of the diode-diode configuration
in which the structure is fabricated to produce transistor action through
the two junctions. The structure is nearly identical to a diode-diode )
arrangement and the readout approach is similar.	 In general, the {
addressing rows of transistor elements have a common low impedance
collector strip and the emitters are connected in a column by a metal-
ized strip and attached to sense amplifier inputs. 	 With phototransistor
arrays, the variation in current gain of the devices produces the effect
of varying responsitivity between elements of the array; as noted
i
earlier, individual electrical biasing of each element might be required
'
to compensate for this effect.
	
The inherent current gain at the amplifying
^ x
junction of the transistor is expected to improve the 5NR at the output of
the array	 mother configuration for the phototransistor array consists
of fabricating a dual emitter device with the collectors of all transistors
attached to a common substrate.
	 One set of emitters is attached to the
rows for addressing the array while the other set of emitters is attached
to the columns for readout.
	 This approach minimizes the effects of
current gain variations and permits switching times in the = 0 to 100
I	 nanosecond range.
r:
Recent work with phototransistor area arrays (Ref. 42), operating
in the cha rge
 storage mode, indicates that detection of 0. 4 pJ light
pulses at 600 nm with 24 sec access time is possible. 	 The stored charge
could be held for at least 80p sec' in a 16 x 16 array.
	
The operation of
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the system ii slightly complicated by the fact that a three step word-line
interrogation sequence is required to operate in the charge storage mode.
Another array to be considered is the diode light sensor-FET isolation
element array. Two configurations for these devices are possible. The
diode may be connected in series with a voltage source and the gate of an
FET which serves as a high input impedence amplifier. In this case, the
diode operates as a steady state light sensor and the element is addressed
by biasing a particular row of interconnected sources and sampling the
various elements along the row. It is expected that the uniformity and
reproduceability of this light sensing element should be very good and
reasonable compatability exists between the various processes needed to
fabricate the structure. The other configuration consists of the diode or
transistor as a light sensor and its associated FET as a communicating
device (Ref. 43).	 In this case, the diode or transistor has one terminal
in common with the substrate -vvhich can be used as the output terminal.
In this rrLode of operation, the sampling elements can be operated in the
charge- storage, light-integration mode.
	
Using transistor-FET meichani
zation, one source of interraction can be reduced (namely, emitter bus
cross-talk); however, parasitic coupling of the switch impulses into the
output circuit through the interconnecting bus to substrate capacitances,
_
and variations in the sampling switch characteristics are new sources of
interaction.	 Also, increased fabrication complexity is experience in the
transistor-FET array.
In addition to the approaches suggested above
	 which depend on the. .usePP	 g 
	 ^	 	 _ P
of a p-n semiconductor function as the sensing device in an 'array, anew
semiconductor device concept has been developed (Refs. 44 and 45) which
shows promise as an optical detector and could be fabricated as an area
array.	 The device operates by storing charge in potential wells created
f
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at the surface of a semiconductor, and moving the charge over the surface
by moving the potential well. The production and motion of charge is
accomplished by forming an array of conductor-insulator- semiconductor
capacitors which are used to transfer charge by the application of appro-
priate voltages to the conductors. An important feature of this device
concept is that it does not require the fabrication of p-n junctions thereby
offering significant advantages for obtaining high manufacturing yields.
An optical detecting device may be made by imaging light onto the sub-
strate, thereby creating electron-hole pairs which diffuse to the conducting
electrode and are stored in potential wells created by the electrodes.
After an integration period, the signal is read out by shift register action.
The design of the circuitry for electronically scanning and interro-
gatingthe PDA will depend largely on the memory organization (word
lengths' and on the desired output bit rates.
	 It is expected that 10 to 20
x
bit words will be read out at 5 to 10 million words per second so that a k
1011) to 10 12
 bit memory could be completely accessed in 102 to 104
seconds.	 Sense amplifiers, NAND gate word transfer elements, buffer
registers, timing clocks, and associated AND and OR logic gates are
presently capable of operating at a 10 7 bit per second rate.
	
For example,
a 256 x 256 element PDA could be connected to 256 row enabling switches
and 256 column level sensing amplifiers. 	 The 256 level sensing amplifiers
could be arranged. as sixteen 16-bit words driving 16 NAND gates. 	 The-"
outputs of the 16 NAND gates feed a 16-bit buffer register,  connected to
gates,	 y16 AND	 c 	 s nchronized to read pulses from a timing clock.
	
With
such an arrangement, 16-bit' words could be read out at 6-x 106 words
per second for a 96 x 106 bit per second readout rate.
	 Electronics to =
perform these operations axe not far from present state-of-the-art. 	 The
major problems to be addressed in implementing such circuitry include
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impedance matching of the PDA elements to the enabling switches and
to the sense amplifiers, minimizing switching transient cross-coupling
effects, minimizing effects of any RFI or other electrical interference,
and maximizing the reliability of the large number of integrated circuit
elements. The problems associated with implementing the PDA itself
are expected to be more serious and to require more engineering
	
x	 development than the interrogating circuitry.
5. 8
 SYSTEM ELECTRONICS
The system electronics will include a prime power source, the
specialized drive circuitry for each system component and a special
purpose central processor which controls and synchronizes the overall
system operation. We cannot, at this time, be specific about these
electronic assemblies, but some general comments can be made.
It appears that the laser will consume the bulk of the energy
available to the system. The capacity of the prime power source will,
therefore, be strongly affected by laser output power requirements and
by the overall laser efficiency. The operating power levels expected for
the BDC, the beam deflectors, the PDA, and a central processing unit
will probably be in the 10 to 100 watt range; the laser may require
a several hundred watts.
Each system comp onent will require specialized drive circuitry,, FoxY	 P	 q	 P	 Y^
example,, acousto-optic beam deflectors will require two electronically,
tunable oscillators and two broadband power amplifiers, eachwith inter-
face logic for control inputs from the central processor. In contrast, the
PDA will require word oriented digital logic circuitry with electronic
line scanning; techniques for time scaling and data multiplexing might
also be required. From a systems viewpoint, it is essential that all of
these specialized drive circuits be compatible with control commands
tA,
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issued by a central processing unit.	 Therefore, in all cases circuitry
interfacing with the central processor must be provided.
The central processing unit includes a special purpose computer
and associated software and system interface equipment.	 The specific
order, speed, and complexity of control commands issued from this y-.
unit to the several system components will depend on the system configur-
ation, on the input/output data rates, and on the number of possible,
commands each component must receive. ;I
Awl
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SECTION VI
SYSTEM DESIGN AND SYNTHESIS
Several important relations among the parameters of a holographic
ynemory system can be developed without faxing the exact geometries or
techniques. A set of general relations is developed in this section;
these relations can be considered a first edition of an overall set of
systems design equations. This development is followed by the appli-
cation of these design equations in synthesizing two system; in each
system a hologram format is selected, along with specific techniques
for the major system components, and performance criteria are
established for the storage material and for the system components.
6. 1 GENERAL SYSTEM DESIGN RELATIONS
Many factors must be considered in relating the quantities which
affect the system design. The fact that these quantities are interrelated
prevents them from being neatly categorized. The definitions of these
quantities and the derivation of the design equations is begun by consider-
ing a general geometry. As other system features are examined, these
initially defined quantities will reappear.
6. 1. l Geometric Features
	
Y
The following quacititie.s are defined with reference to Fig. 6-1.
For the block data composer we have:
L	 side dimension of the BDC;
t,. = side dimension of a bit in the BDC;
N = number of bits per dimension in the BDC and in the PDA
kl = BDC center spacing parameter; so that
6-1
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For the hologram array we have:
4i
D = side dimension of holographic memory; µ
d = side dimension of each hologram storage location;
M = number of storage locations per dimension;
k2 = holographic memory center spacing parameters; so that
M = D (6_t)
ka 
d
v' Further, we have:
z = separation between the holographic memory and the BDC;
if a lens is used between the BDC and the memory, z. can
be replaced by the separation between the lens and the
memory (typically, z -* f where f is the focal length of the
t
U lens)
6 = Rayleigh resolution limit for the hologram aperture d at the BDC;
y	 : X = wavelength of laser illumination; so that
6 = Xz (6-3)d
° If k3 is the resolution redundancy parameter for each storage location,
we have
k3 71
-k36 -
z 	
'd (6-4)
i and
-
k4 = D (6-5)
We also make the following definitions:
6-3
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Co = memory bit capacity with one hologram per storage location;
C = total memory bit capacity;
p z = number of incoherently added holograms per storage location;
p
xy 
= maximum useful bit pacing density in bits per unit area so
that the following relationships hold
C WM2_	
2ka	 L 1
-	 (k, k2k3	 X /
a
f
3
is
t	 t	 1
i. art
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1,s
(6-6)
C= C O P z,	 (6- 7) 	
9
2D p
Co s M2d2p ^	 (6-8)
xy k2 ;e
and
D z k2 (-	 (6-9)
Px	 aY
Theuantit
	
is p roportional to the thickness b of the storage	 Ellq	 Y pz p P	 o	 g
material. With either wavelength or reference beam angle discrimination
between incoherently added holograms, p
z 
will be given by
p	 I' b	 (6- i Q)z	  o.
where rz	 dis a measure of the number of equally space wavelength or
angle resolvable elements in the wavelength or angle band available. For
example, with wavelength discrimination and an average angle between
signal and reference beams of 30 degrees, r
z 
is given approximately by
(Ref: 6)
r 	 5a' (6-11)
0	
1
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where a 2 and Al are the longest and shortest wavelengths in the available
band, respectively XQ is a wavelength near the center of the band.
6. 1. 2 Optical Loss Parameters
The laser output in any system will be divided between the signal
and reference paths during read-in with some fraction of the energy directed
initially along each path being received at the storage material. All of the
available laser energy can, in principle, be directed along the read-out path;
however, many practical configurations will not permit this. The more
important optical transmissivity factors are defined and related as follows
(refer to Fig. 6-2):
T	 =
s 	 fraction of the laser energy initially directed along the signal
beam path which reaches any one storage location during
read- in;
Tw	 same for reference beam path;
T
r	
same for read-out beam path;
t s	 transmissivity of passive optical components in the signal
path (excluding a diffuser, if one is ' sed)
t
w	
= same for reference path;
t
r	
= same for read-out path;
td	 fraction of the energy from a signal path diffuser directed
j	 toward any one storage location;
r d	 optical efficiency of the beam deflector;
"
'TI b 	 optical efficiency of the block data composer;
T;	 = transmissivity of the passive optical components 'Preceding the
beamsplitter, including the effects of beamsplitter losses.
r =	 With these definitions we can obtain the following relations:
j
6^5
^.
n
^.
Y
^
_
4r
'I
t stdTIb
	Fresnel geometry
Ts = (6-12)
t s 71 TI	 Fourier transform geometry
T 	 = tW71d (6 _ 13)
` and
T	 t 71 d ' (6 - 14)r	 r
Consider a read-in situation having a reference - to -signal beam
4 -^ intensity ratio at the storage location of K; the total energy reaching the
storage location Ut is given by
._ J. .r.
Ut = Us r U
W 
= (1+K) Us (6-15)
where U
	 and U
	 are the amounts of signal and reference beam energy
s	 w
reaching the storage location, respectively (see Fig. 6-2).
	 We may also
write that
C
-
Ut _ T U + TwUW	 _ (6-16)
f s	 s
where U and U
	 are the amounts of energy initially directed along Oes	 W
{ signal and reference paths, respectively.
	 Also,
' T 	 =U +U (6-17)'
where U. is the total available laser output energy per pulse.
	 These v,. 1
relations lead to
1 + KT / T	
.^.
U.	
s	
w	 U.,.l ( 6- 18)i	 (1+K) T.T	 t1	 s
a
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We can define, the energy per unit area required to optimally expose the
storage material by S
r
. Then for a hologram area d  we get
1 + KT IT
S W 2
U	 di r U+K) Ti
 Ts 	
S	 (6-19)r.
Given a material sensitivity, a hologram size, and the system losses, the
required laser energy per read-in pulse can be determined from Eq. (6-19).
The optical losses for read-out must include the effects of the
hologram diffraction efficiency, defined as fi h. If each detector in the
PDA must receive an amount of energy ud to achieve a given SNR and
error rate, the laser must supply an output energy Uo for read--out
given by
N2ud
11 h r
6 1. 3 Laser Power, Pulse Width and "Pulse Rate Factors
The laser is assumed to operate in a pulsed mode for, both read-in
and read-out. The peak and average laser power and the pulse width and
pulse spacing might be different for the read-in and read-out operations.
ia
t
P,I, i = total prime power supplied to laser during read-in;
q	 P=To total prime power supplied to laser during read- out,,
}
Tpi	 = laser pulse width, during read-in; ,G
v	 =laseri pulse rate during read-in;q
T=yf laser pulse width during read-out;po
vqo = laser pulse rate during read-out;
yi
V . input bit rate;
i
^er V	 - output bit rate;o
T	 =t overall electrical to optical laser power conversion
efficiency.
These quantities can be related to each other and to other system
=quantities as follows:
U
•ppi =
T1
(6- 21)
pi
and
U.
-al i qi
In Eq. ( 6-22) the quantity in parentheses represents the amount of laser
1
energy which must be supplied per input bit.- We also have that
T
s
P	 v.
s PT =	 N	 1 +K T.T	 d Sr ,f^1	 ^1	 )
-s
U
o
P (6-24)
o	 TP	 po
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In Eq. (6-25) the quantity in parentheses represents the amount of laser
energy which must be supplied per output bit. Finally,
P - Pao
	 u d V0
	 6- 26))
To	 71t	 71-01h 
T 
r
(6-25)
6. 1. 4	 Important BDC Relations
The effect of the BDC on the overall system was partially described
in Eq.	 (6-25), which includes the effect of the BDC optical efficiency 11b"
Another important BDC parameter is the contract, ratio 
fib'# defined as the
ratio of the light intensity transmitted by ON positions to that transmitted
by OFF positions.	 If we define the signal to noise ratio which the storage
material will provide for a given optical arrangement to be (SNR)then
0s
the effective overall si 'gna l to -noise (SNR)T is given by
QTR} sorb
(SNR)	 (6-27)
T'	 (f + * 
b
^^
where f is the ratio of the area occupied by the OFF signals to that by
the ON signals.
The prime power requirement.,s -of the BDC will be determined
mainly by the requirements of the logical drive circuitry and by the input
bit rate.
	 The magnitude of the power required by the BDC is not expected
to be a significant factor in the overall systery-A,- design.
MR
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6. 1. 5 Important Beam Deflector Relations
- The beam deflectors must provide access to each of the M a hologram
storage locations for each wavelength used or for each reference beam
angle used. Present indications are that acousto-optic beam deflectors
(AOBD's) will be used in the holographic memory system. An electro-
optic deflector (split-angle type) might be used on combination with a
primary pair of AOBD I s if reference beam angle changes at each storage
location are required, but the more important system design conditions
will involve the AOBD's. The following quantities and relations are
important for the design of an AOBD;
T d 	time required for an acoustic wave to propagate across the
useful aperture of the AOBD;
L 	 = useful length (aperture) of an AOBD;
v 
	 = acoustic propagation speed in the AOBD material;
8 B _ acoustic Bragg angle;
pfd
 = electrical bandwidth over which the AOBD can be operated;
Elk fcd	 center frequency;
k 	 = number of Rayleigh resolution elements assigned to each
AOBD accessible position;
kx	 parameter accounting for increased AOBD performance
r
i'
r
L",
I-
V-1-
and
Td Ofd
kdk X
L Td 
= v 
(6-28)
(6-29)
J
The acoustic Bragg angle condition and incremental angular change are
Xf
cd0	 =	 (6-30)B	 vd
and i d
80 B =	 6fd	 (6-31)
t
d
In Eq. (6-31), 60 B is an incremental AOBD output angle change resulting
from an incremental -frequency change 6fd.
The parameter k X may be unity if some optical scheme is used to
compensate for the required changes in 0 B for changes in X at a fixed'
center frequency fed , as described by Eq. (6-30).	 If no optical compen- I-A
sation is provided and if the AOBD' s must operate at all wavelengths
between a l and X2 ( X 2 > X1), then the center frequency fca is broadened
to a band Afgiven by
6-32)Qfcd	 Xa	 X1	 f	 (
Xo	 cdo
where X0 is the median wavelength and f	 is the center frequency at
b cdo
Xo.	 The factor k 	 is given, by
4 -
6 -1Z
•
l
a:
L
C
1
-	 k^cd
l Ad
For this case, that portion pfd , of the full bandwidth afd available for
accessing the M output positions per dimension is given by
(6 331
(6-34)
Afd _
d	 k f	
Qf _d	
cd
It is apparent from Eqs. (6-32) (6-34) that compensation for X changes
with changes in fcd can place rather strong requirements on the bandwidth
of the AOBD 1
 s. For example, with X2 - kl 200 nrri at Xo - 500 nm, -a
100 percent overall fractional bandwidth (Afd/fcdo) is necessary to achieve
a 60 percent fractional bandwidth (dfd /fcdo) at each wavelength in the
band.
6. 2 SYNTHESIS OF A HOLOGRAPHIC MEMORY WITH A THIN PLANAR
STORAGE MATERIAL AND A FRESNEL GEOMETRY
A simplified layout of a holographic memory using a thin planar
storage material and a Fresnel hologram geometry is shown in Fig. 6-3.
This holographic memory approach should not be considered optimum; it
is chosen to illustrate important system tradeoffs.
	 As the synthesis
develops, we shall see that the power requirements for the Fresnel
geometry are much to high; in a subsequent synthesis, we shall show how
the power requirements can be reduced to more reasonable levels.
	
-1 Angular conjugate reference and readout beams art used in this system, ,
as indicated.
	
This selection is permitted only for truly thin storage
materials; the maximum thickness must be less than about one holographic
fringe spacing (typically less than 0. 5 microns) . 	 With this readout scheme
no lenses are required between the BDC (or the PDA) and the storage
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medium.	 A real image of the input data (the BDC) is generated behind
f the storage material in a plane which is conjugate to the input plane; the
PDA is located in this output plane.
The reference and readout beam paths are created from a common
beam by the polarizing beamspiitter, PBS.
	
The polarization switch PS
in this path can be electronically activated to rotate the plane of polari-
zation of the incident beam by 90 degrees so that the PBS will either'
f
totally transmit or totally reflect this beam (with slight losses). 	 For
readin the PS does not alter the incident beam and the PBS totally trans-
o
mits.	 For readout the PS rotates the beam 90 degrees and the PBS
totally reflects.	 The AOBD's in this path can be made polarization
insensitive with either a liquid media or an acousto - optic crystal such
as lead molybdate (PbMo04).
r^
if
Lens L5 is positioned one focal length from the AOBD
I
 s and provides
reference beams that are parallel in direction but converging to spatially 	 e
-^ separated points.	 Lenses Ls and L 7 in the readouts path invert the beam
positions to provide the required reference/ readout beam tracking; these
lenses simultaneously provide an image of the PBS reflection plane at
the conjugate plane between L 7 and the storage medium HM.	 This latter
feature matches the sizes and wavefront curvatures of the reference and
readout reams at the storage material to minimize aberrations in the
reconstructed bit patterns.
r> , The electro-optic switch (EOS) in the signal beam path is activated
-	 to extinguish the signal beam during readout.
	 Lenses L3 and L4 expand-
and collimate the signal beam. 	 The diffuser plate (DP) is chosen to pro-
vide reasonably uniform contributions from each point in the BDC at each
	
1point in the holographic memory HM.
	 Since the diffuser efficiency td
^W decreases with increasing illumination uniformity the need for a compro-
mise is indicated.
	 In the remainder of this synthesis we shall often. refer
6-1:5
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to and use the definitions and relations provided earlier in this section.
The diameter of lens L 4 must be at least .4- L; the diameters of
lenses Ls Ls and L 7 must be at least V2- D. The width and height of
the PBS must be at least DxD for the arrangement shown in Fig. 6-3.
The dimensions of the PBS can be reduced by separ.,,,ting the reference/
readout beam on a smaller scale, followed by an optical expansion to
the required dimensions of the memory. In either case lenses with
apertures of at least A/2- D are required in each path.
q,: al
^` I
Vie first quantitative constraint can be set by maximizing the
apertures of the reference/ readout path lenses. Although the maximum
practical aperture is subject to question, we will assume a 12-inch
(300 mm) upper limit for this example so that D s 212 mm; we choose
D = 210 mm. We further assume that k 2 = 1. 3 is a practical choice;
the specifications for the storage material will be established., as this
synthesis develops, to be consi_stant with this choice. Using these
selections and Eq. (6-8), we get
C -C52.61x10 4 p 1,
o	 xy
To achieve a capacity of C = 10 0 bits the storage material must support
a cholographic bit packing density of 
-P = 3. 84 x 10 4 bits/mm's . This
XY
packing density can be obtained with the best available high resolution
films at signal-to-noise ratios of the order of 300 or 25 dB. - No thin
erasable material is known to have such a packing density, but 1VinBi
and photoplastics are prospects. In this system the center spacing of
the detecting elements in the PDA and of the bit -positions in the BDC
will be identical; therefore k l = k2 1. 3. The smallest practical PDA
center spacing is expected to be abotit, kl t = 0. 05mm so that t 0. 0385
mm. We set k4 'so that z D = 210 mm and the resolution redundancy
6-16
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factor is set at k3 _ 3.	 At this point we assume  that a pulsed ruby
laser with	 X = 694 .3 nm will be a suitable laser. 	 With these numbers
we get, from Eq. ( 6- 4), that d = 11. 35 mm.	 From Eq. (6- 2) we have
that M = 14 which leads to N = 2255.
	
The prospect of constructing z BDC
or a PDA with N 2 = 5 x 10" elements is very poor, mainly because of the
complexity of the logic circuitry which would be required.
	
We must seek
other criteria for choosing d,
	 t, M, and N.
y
A	 for	 be	 256practical choice	 N appears to	 N =	 lines.	 An N x N
matrix could be arranged with sixteen 16 -bit words per line on 256 lines.
Eq.From	 (6-6) we than have that M = 124; Eq. (6-2) gives d = 1. 3 mm
for the hologram size.	 By substituting these values in Eq. (6.-4) we get
336= 0.	 mm.	 The BDC side dimension is obtained from Eq., (6 - 1) to
be L = 112 mm.	 These results appear reasonable. A pair of AOBD I s
providing access to 124 x 124 positions with a beam size of d = 1. 3 mm
area can be fabricated with PLZT ferroelectric ceramics if present
development trends are indicative of the capabilities of these ceramics.
Center spacings of 0. 44 mm ran be achieved with several classes of
PDA's; array sizes of 256 x 256 are expected to be achievable within
three years, at the latest.
The laser power requirements for readin and readout can he estimated
by assuming some-reasonable optical loss and efficiency parameters.
With reference to Fig. 6- 3 and to the earlier definitions, we make the
following transm.issivity and efficiency parameter estimations:
..	
^'
w	 =alb	 ^(0. 8 )	 0.4	 (BDC efficiency)
The factor
	 accounts for only about
	 of the bits in ,a block being "ones.
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(AOBD efficiency)t1d = 0. 5
10
t = t - t = 0.3s w r
td = 10-s
The diffused light reaching any one hologram in this system is less than
(k 2 M)	 = 6. 5 x 10 4 because of area ratios. With these choices we get, 	 Fr
from Eqs. (6- 12) - (6-14), that T s	 1.2 x 10 6 , Tw = 0. 15, Tr 0. 15,
T. -  0 9 (as sumed) . With a beam ratio K = 4, we can now get from Eq.
J.( 6 -18) that, Ut 	 5.4 x 10 -6 . An achievable ar,ount of energy per
pulse, from a ruby laser pulsed at kilohertz rates, is U. 6. 2.5 x 10- :1ijoules /pulse. TLrerefore, the energy received at the storage material
per hologram per pulse must be U 
	
3, 38 x 10 - '3 joules. Since the
hologram area is d 2 = 1. 69 mna 2 , the energy density requirement of the
storage material for optimum exposure is Sr !Elt ' /d 2 = 20 ergs/cm2.;
This energy density is about the same as the requirements for recording
on some high resolution photographic emulsions. It is about 50 times
lower than the requirements of Kodak 649-F high resolution film
For readout each detector in the PDA must receive can energy of
ua = 3 x 10 -12 joules. If we assume tha the hologram diifraction
efficiency is T^h 0. 01, Ed. (6 - 20) yields U0 = 0. 15 x 10 3 joules
which is about 0. 025U i.. However, the energy initially directed along
the reference/ readout path by the beamsplitter BS will be only 4 x 10 bU.i
because of the relatively large signal path losses. An optical scheme
which directs a higher fraction of U,i along the reference/readout path
dr.ing readout must be added to the system.. One possible scheme is to
insert a second polarizing beam splitter PBS., and solarizing switch PS2
between L 2 agld BS in Fig. 6-3. A. third polarizing beamsplitter PBS 3 is
inserted between BS and M 2 in the reference/readout path. Additional
6-18
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mirrors could direct the energy reflected by PBS 2 into PBS3	with the
polarization adjusted so that this energy is reflected toward M 2 along
the reference/ readout path.
The laser pulse width, along with U., will determine the peak
laser output power.	 For example, if a pulse width of T	 = 10 - 111	 -.seconds
pi
is used for the readin operation, then Eq. (6-21) shows that P 	 = 62. 5 x
pi
10 3 watts.	 A more important quantity is the average laser output power,
P. 	 P	 The energy required per bit from the laser during readi.1al
	
ao'
is	 Ui /N 2 = 9. 5 x 10 -8 joule/bit,	 and Eq. (6-2-; Shows that	 P = 9. 5 xal10-13
 v..	 For	 v. = 10 8 bits/second,	 P	 = 9. 5 watts.	 If the overall
1	 1	 ai
laser efficiency is	 T1	 _ 10 -3 , then the prime power required for the
laser at
	 v.	 10 8 bits/second is P	 = 9500 watts.	 Lower peak and
t i Ti
average powers can be tolerated during readout if a large fraction of
the laser output can be directed along the readout path.
r
In assuming; that the storage -material could support a bit density
P	 = 3. 84 x 10 4 bits/mm2, we noted that existing nonerasable materials
xy
can operate at this storage density with (SNR)
s 
^ 300, or 25 dB. 	 In
selecting PLZT as the material for the BDC we have a potential contrast
ratio
	
T	 = 1000, or 30 dB.	 A more realistic estimate of the achievable
contrast is believed to be	 T	 = 100, or 20 dB.	 With these estimates we
get from Eq. (6-27) that
	 (SNR) T, X 300, or 25 dB with f, the ratioof the
`
areas of the ON and OFF signals, being 1;1.
The two orthogonal AOBD's must each access M = 124 positions at
-^- only one wavelength (k^ = 1).	 We take kd = 2 as a reasonable spot
resolvability factor so that Eq.. (6- 28) yields	 T Afa = 248.	 if we select
water as the acousto-optic medium, we must hold the maximu—if, fregiiency
fcd + 2 Of	 below about 30 MHz to prevent excessive acoustic atteyivation.
Assuming that the bandwidth is Afa = 0. 5f ca, we have fc d 4 24 MHz,
6-19
0'
Lfd = 12 MHz, and Td = 27 µ sec. Since v 	 1. 5 mm /p sec for water,
the total length L  of each AOBD is, from. Eq. (6-29}, l, d = 1.8 mm. The
acoustic attenuation A for water can be. expressed by	 s^
A of 2 L 	 (6-35)
where A is is dB when a is in dB/Hz 2 -mm, f is in Hz, and La is in mm.
For water at rO oC, a = 7. 3 x 10- 17dB/Hz 2 -mm so that for f = 30 MHz
and L  = 18 mrn we get A 1. 2 dB which is an acceptable attenuation.
Alternatively, if we select PbMo04 as the acousto-optic medium,
we can operate at fcd 100 MHz with pfd = 0. 5f
cd = 50 MHz which
gives Td = 5 p sec. Since v  = 3. 75 mm./4 sec in PbMo04 , L  = 18.8
mm. Attenuation effects or,. PbMo0 4 are negligible at these frequencies
and lengths.
The AOBD length L  can be under 20 rnm for either choice. The
AOBD thickness along the optical axis in PbMo04 can be about one-third
of what it must be in water (because of the differences in fcd and v d ) to
operate in the Bragg deflection mode. The electro-acoustic coupling in
PhMo04 is theoretically higher than for water, but the design and fabri-
cation of transducers for water is expected to be simpler. It is not clear
which AOBD technique should be chosen. Either approach may be
successful; more detailed tradeoffs would have to be examined before
making the final selection.
The design parameters for the system of Fig. 6-3 are summarized
here with comments inse rted for clarification:	 -
1. Thin storage material (< 0. 5 microns thick), 	 N
Z. Diffuse image Fresnel hologram arrangement,
3. Angular conjugate readout beams,
4. Maximum lens apertures of 300 mm,
6-20
4r._
i
5.	 Storage material parameters:
S	 s 20 ergs cm 2 (optimum exposure)
r
pxy z 3.84 x 10 4
 bits /mm2
= 0. 01 (diffraction efficiency) .
' 6-	 Holographic memory dimensions:
C = 10 9 bits (total capacity)
M = 124 holograms/dimension
D = 210 mm-
d = 1. 3 mm
r k2= 1.3
k3
 = 3
t.	 BDC and PDA parameters:
N = 256 Plements/dimension
L = 112 mm
t = 0. 336 mm
k 1 =
 1. 3
BDC:
	
PDA:
TI= 0.4	 ud = 3 x 10 -1a joules/detector
T 	 = 100 or 20 dB	 (SNR)T	 300 or 25 dB
8.	 Optical Transmissivities:
T s = 1. 2 x 1p_ s ; td	10--5 (diffuser)
T	 = 0.15
w
T	 = 0. 15
r
T.	 = 0.9
6-21 °
r9.	 Pulsed ruby laser parameters: -
i
694. 3 nm
U.	 6. 25 x 10 -3 joules/pulse
i
Pai = 9. 5 watts at vi = 108bits/second
PTi= 9500 watts at vi = 108bits/second 
10-3
r.	 10.	 AOBD parameters:_
Td Afd = 248
d = k	 2
k^ = 1
Water:	 PbMO04
vd = 1. 5mm /p sec	 vd = 3. 75mm /p sec
fcd - 24 MHz	 fcd = 100 MHz
Af d	 1.2 MHz	 Afd = 50 MHz
Td = 27 µ sec	 Td = 5 p sec
La= 18 mm	 L 	 18.8 mm
4
A = 1. 2 dB (max)	 A = negligible
The important results of this synthesis are the specifications for the
storage material, the identification ofthe effects of the low optical
efficiency (diffuse illumination) can the laser power and the storage
material sensitivity, and the indication of the direct proportionality of the
required average laser output power to the bit rates. 	 The performance
specifications for the BDC, the AOBD, and PDA appear to be reasonable
for a system which might be scheduled f--)r a breadboard phase in at most
two or three years.
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The storage material must also have a special property not yet
mentioned. During each read-in operation, signal beam energy will reach
all storage locations. Some threshold or control mechanisms must exist.
which prevents the M2 -I unwanted signal contributions at each location
during the M2 read-in operations from adding to the total exposure.
Otherwise, these contributions will partially expose the storage material.
Both MnBi and photoplastics have such a mechanism. MnBi has a Curie
temperature threshold which will permit a change only when signal plus
reference beam energy is present. Photoplastics can be arranged such
that a light signal affects the optical properties of the material only when
a particular sequence of charges and voltages are applied.
We have seen Viat the major disadvantage of the Fresnel geometry
is the low utilization of light, leading to excessively high prime power
requirements. We shall now consider a system which is considerably
u	 more efficient in light useage, leading to reduced laser powers and reduced
demands on the sensitivity of the storage material, even though the capacity
:	 of the system will be increased by an order of magnitude.
.	 6. 3 SYNTHESIS OF A HOLOGRAPHIC MEMORY WITH A THICK PHASE
STORAGE MATERIAL AND AN IMAGING FOURIER TRANSFORM
GEOMETRY
A simplified optical layout of a holographic memory which incorporates
a thick phase storage material and an imaging Fourier transform geometry
is shown in Fig. 6-4. The reference and read-out beams for this geometry
are identical; an image of the data in plane P 2 (the BDC) is projected onto
Plane,, (the PDA) when a beam identical in all respects to the reference
	 Tr
beam is directed at the corresponding hologram inplane P3 (the holo-
graphic memory HM).
r
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In the system shown in Fig. 6-4, the A.OBD's precede the reference;`
signal beamsplitter; ',:)oth the signal and reference/readout beams are
deflected.	 In the signal path a hologram beam forming array (HBFA)
intercepts the deflected and collimated beams from the AOBD's. 	 Each
element in the HBFA corresponds to an AOBD output position and there-
fore to a hologram storage location in tkie HM. 	 Each element of the
HBFA array has the property that the output beam appears to come from
a unique point in plane P 1 .	 Therefore, the HBFA converts the angularly
" deflected beams into a set of point sources in plane P 1 , one point source
per AOBD output angle and storage location.	 Plane P1 is one focal
" Length from lens L ,3 so that each apparent point source in plane P 1 generates
a collimated beam to the right of L 3 .	 Each collimated beam from L3
propagates through the BDC and toward lens L 4 with a unique angle
relative to the optical axis.	 The BDC in plane. P 2 is two focal lengths
from L4 .	 In plane P 31 one focal length behind L4 , a light distribution
proportional to the Fourier transform of the data in the BDC is formed.
The position of this light distribution is laterally displaced from the
optical axis by an anount-proporra.onal to the angular deflection from the
axis of the collimated beam from L 3 .	 Appropriate choices of angular
deflections will provide separation of each signal beam at the memory.
The properties of lens L 4 are very important since it both transforms
and images the data for each of the M2 input images.
The -reference/readout path is fairly simple.
	 Lenses Ls and LE
Jimage plane Ps into plane P G .	 The deflected beams pivot about the inter
section point of the reference/ readout axis with plane I's.
i
The full aperture h4 of lens L4 can be related to other system
parameters for the configuration in Fig. 6-4 b
hg; ^!: 2D + L + 24
	
(6-36)
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rwhere f4 is the focal length of lens L 4 . We can define the aperture ratio
R4 of lens L 4 by
R4
 4
4	 (6-37)4
and get that
D 5 	 R )^ ) h4 - L 	 (6-38)4
Typically, R4 z 0. 3 and X/t s 0. 01; therefore,
D e ^ (h4 - L)	 (6-39)
The hologram aperture d must resolve t in P 4 . Thus, we get
d k3 6 k3 Xf4 .
	 (6 - 40)
Using Eqs. ( 6 -1) and (6-2), we get
LD = k,k 2k3 NMf4
 X	 (6 - 41)
which can be rewritten as
LD kl k 2k'3 C O 64 X	 (6- 42)
Using Eq. ( 6 - 37), the equality of Eq. (6-39), and Eq. (6- 42), we get that
D2 - JR4f4D + Ikj k 2k3 C O V4 0	 i6-'43)
Solutions to Eq. (6-48) are that
R f 2D = a R4f4 f	 4 4 lti k 2k3 C o Xf4	 (b- 44)L lb
The term in brackets will be imaginary unless
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R4 
f 4	
Jkjk2k3COi 
x f
	
16	 s (6-45)
.0
i
or
'	 (6-46^C O ^ s ^k k k4 Xi a. 3
We now choose kl = k2 = 1. 3, k3 2, X = max = 700 nm, and C O = 109w
bits and get, with the equality of Eq. (6-46), that
.^ R4 2f4 = 600 mm	 (6-47)
-or
h4 = 00 mm	 (6-48)
4
The largest lens aperture considered feasible is 24 inches (600 rrim) . Thus,
r
^y to achieve Co = N 2M2 = 10 9 bits with the arrangement in Fig. (6-4) and the
parameters so far selected, we must choose
h4 600 mm
R4 l
f4 = h ., = 600 mm
D = 4 R 4 f4 = 150 mm, from Eq. (6-44)
-,	 L = h4 2D 300 mm, from Eq (6-39) with the equality.
We can now choose N, and M; the choices N 256 and M = 124 appear
reasonable. The number of incoherent additions p  ;a as yet unspecified
we choose p
z 
= 10 to get C, = -C O pz 10 1 ° bits . We can now get that d
`
D k 2 M = 0. 93_mzn and t. = L/k1 N = 0. 90 mm. The - dimension is rather
large; an imaging system with demagnification might have to be inserted
after plane P4 to reduce the size of the output image to make it compatible
with more practical PDA dimensions.
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rFrom Eq. (6-8) we cannot get p
xy 
= 7.5 x 10 4 bits/mm s , which is
about twice the storage density of the first system. At this density, tive
can still expect to achieve (SNR)
s 
= 100, or 20 dB.
Since we have assumed p
z
 10, a laser which can provide ten discrete
wavelengths with electronic wavelength selection means is required. A
Nd-YAG laser, which can be operated in an intracavity frequency doubled
mode to provide 13 discrete visible laser wavelength, is now commercially
available. The distinguishing features of this laser were discussed in
paragraph 5.4 We shall proceed with this synthesis assuming that such
a laser could be designed with electronic wavelength selection, with
sufficient coherence, and with sufficient peak and average power outputs.
The performance required by the system will be compared to presently
achievable performance levels.
From the 13 available discrete wavelengths between 473 nrn and
679 nm, 10 can be selected so that the closest spacing between adjacent
wavelengths is 3 nm. From Eqs . (6-10) and ( 6 -11) we find that by setting
Xs -%I 3 nm, X0 500 nm, and p = 1 (adjacent wavelengths), the
z
storage material thickness must be at least bo = 0. 42 mm. This result
is compatible with the hologram dimension d = 0. 93 mm.
The optical transmissivities and efficiencies will be r>imilar to those
in the first synthesis with one major exception: a diffuser is not used and
a much larger fraction of the signal beam energy reaches the HM during
each rea.din. We assume, therefore, that
rlb	 0.4
lid = V. 5
	
--1 I
t- t = t = 0 3s w r
^. _ r n t r... a e rr.. a .. _. ^
rWith these values we get, from Eqs, (6.-12) - (6-14), that
T = 0. 06
s
T = T = 0. 15NV	 r
1
Tj^ 
m 
= 0. 9 (as -mined)
J.
Using a beam ratio K = 4, we find from Eq. (6-18) that U tr  /Ul = 0. 104.
If da 0. 865 mm2 , we obtain from Eq. (6 - 19) that
S	 0. 12U.	 (6-49)
-r	 1
where S r will be in joules/rnm 2 if U.1. is in joules. The multiple visible
wavelength Nd- YA.G laser appears to be capable of supplying U. = r x 10-5i
joules 700 ergs per pulse at a 4 KHz pulse rate. Therefore we can
tolerate a film exposure energy density requirement of S r = 8400 ergs/cm2.
Kodak 649-F high resolution films requires only 1000 ergs/cm2.
For readout each detector in the PDA must receive about u  = 3 x 10-""-
joules. The amount of energy directed along the reference/ readout path
for K=4, T s =0.06, and T t =0. 15 is
T.
U r =	 Z,	 U.= 0.346 u. .	 (6-50)
1+KZ; s
r
Thus the effective laser output energy Uo = U r = 0.346 U and from. Eq.i
(6-20) we get
nhU.
1
 = 3.8 x 10-6 joules. 	 (6-51)
,
4
For U i	 x 10 -5 joules, the hologram diffraction efficiency per hologram
must be
	
0. 054. This efficiency level is practical with p z = 10
holograms per storage locations.
g,
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The peak laser power for T= 10 -1 seconds is P = 100 watts.`
pi	 pi
The average laser power Pai is more important; the energy per bit
supplied for readin. is U. /N2 = 1. 06 x 10 ^ s joule/ bit. From Eq. (6- 22)i
we find that P
ai 
= 1. 06 x 10 -9v 
i
.. For v 
i
. = 10 8 bits/second, P 
ai 
= 0. 106
watts. The presently available Nd- YAG laser can operate at this average
output power level in a repetitively pulsed mode at each of the 13 visible
s
wavelengths. If the overall laser efficiency is T1 = 10 -3 , the prime
power requirement at vi = 10 8 bits/second is PTi = 106 watts. We note
that the power ~requirements for the Fourier transform approach are.r
nearly two orders os magnitude less than those for the Fresnel approach
discussed in the previous system and that the system capacity has been
increased by a factor of ten.
In assuming the storage material could support a bit density of
p
xy = 7. 5 x 10 4 bits/ mm 2 , we noted that (SNR) s = 100, or 20 dB, appears -s=
feasible. With PLZT as the BDC material we again can expect °Y b 100,
or 20 dB. Thus, with Eq. ( 6 -27) we can estimate that the PDA will observe
(SNR) T Se 100 or 20 dB.
The two orthogonal AOBD's must each access M = 124 positions for
p
z 10 wavelengths in the band from X1 473 nm to X2 = 679 nm. If	 F
we assume that anoptical Bragg angle compensation scheme such as the
simple one illustrated in Fig. 5-3 is used, the center drive frequence
fcd will be approximately the same for each wavelength so that very
little extra drive bandwidth will be required. However, the specific
drive frequency which directs the beam to any specific storage location
	 °-
wll be different for each wavelength (except at the zero incremental
deflection position where f = ,fca) . Therefore, the drive electronics must 	 ^-
be capable of providing about p M 1240 stable output frequencies within
z
the bandwidth M  instead of M = 124, as in the first system. Otherwise,
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the AOBD's for this system can be identical to those characterized in the
first system syrithesis.
The design parameters synthesized for the system of Fig. 6-4 are
summarized here with comments inserted for clarification.
1. Thick phase storage material.
2. Imaging Fourier transform hologram arrangement.
3. Identical reference and readout beams.
4. Fourier transforming lens parameters:
h4
 _ 600 mm
R4 = 1
f4
 = 600 mm
;^. Storage aterial parameters:
b o z 0 42 mm (,^ a
min = 3 nm)
p_ = 10 incoherent additions
z
S sr 8400 ergs /cm2
P
xy Z 7.5 x 10 4 bits /mm
T^h z 0. 054 (diffraction efficiency)
6. Holographic memory parameters:
C = 10 10 bits (total capacity)
M 124 storage locations /dimensions; p7 10
d =0 93 mm
k2 = 1.3
k:3=
h	 .r. BDC and PDA parameters:
N 256 elements /dimension
L=300 mm
-L = 0.9 mm
6- 3I
fk l = 1.3
BDC:	 PDA:
^b = 0.4	 U  = 3 x 10 -12 joules/detector
T  = 100 or 20 dB	 (SNR)T 100 or 20 dB
8. Optical transmissivities:
T	 0 06
T - T = 0. 15.
W r
T. = 0. 9
9. Nd- YAG laser parameters:
pz = 10 wavelengths from 473 nm to 679 nm
U, 7 x 10 -5 joules per pulse
P
ai 
0. 106 watts at v. = 10 8 bits/second	 r
i
PT i = 106 watts at vi = 10 8 bits/second
Ti lt = 10- 3 	¢ ,
Electronic wavelength selection means required.
10. AOBD parameters:
Optical compensation for the required Bragg angle changes
with laser wavelength (fixed center drive frequency)
T  Qfa = 248
k2
k 	 1 (because of optical compensation)
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water:
vd
 = 1. 5mm/µsec
fcd = 24 MHz
pfd 12 MHz
T  = 27 µsec
L  18 mm
A = 1. 2 dB (max)
PbMo04
vd = 3. 75mm/µsec
fcd = 100 MHz
dfd 50 MHz
Td = 5 µsec
L  = 18. 8 mm
A negligible
The important results of this synthesis are the specifications for the
storage material, the specifications for the Fourier transforming lens,
and the specifications for the multiple wavelength laser. The perform-
ance specifications for the BDC, the AOBD's, and the PDA appear to be
reasonable for a system which might be scheduled for a breadboard phase
in at most two to three years. The added feature of operation over a
wide range of visible wavelengths will affect the design and operating
complexity, but these are not expected to introduce insurmountable
constraints.
The signal beam energy is highly localized during each readin in the
;v	 Fourier transform geometry. The storage material will not require a
threshold or control mechanism for desensitizing the M2-1 other storage
positions when one is being exposed if the slight amount of stray light
in the vicinity of each readin signal can be tolerated.
The major implementation problems for this sytem would be
obtaining a satisfactory read/write storage material, and a high quality
lens with a unity relative aperture and a 600 mm focal length or its
equivalent. The 2. 4 meter space required between the input plane- (the
BDC) and the output plane (the PDA) might also present a problem
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although the optics can be folded to preserve space. Furthermore, a
proper optical design can reduce the total length of the system.
The two systems synthesized here should not be considered
optimum. They were selected to illustrate in detail the flavor of the
systems design tradeoffs and constraints Further design efforts are
needed to optimize the overall system performance. Nevertheless, it
is clear from these two examples that a thick recording material is
needed to achieve large storage capacities and that the Fourier trans -
form geometry places a much lower requirement 6n the prime laser
power.
t
T
r
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SECTION VII
RECOMMENDATIONS
7. 1 INTRODUCTION
In this section we give recommendations for continued efforts to
develop amass holographic memory system. These recommendations
are based, in part, on -the results of our exploratory studies during the
past year and, in part, on our assessment of state-of-the-art technology
in several key areas. A modifiable feasibility optical test bed should
be designed and fabricated that is capable of using existing devices (such
f	 as acousto-optic beam deflectors, lasers, photodetector arrays, etc.
as well as improved version, of these devices as they become available.
The recommended program could be accomplished within one year; the
i`	 performance figures are consistent with this time scale. The ultimate
p	 10erformance needed of the various components to achieve a 10 -- 1 12.0 bit
read/write memory are also noted where appropriate.
We recommend that the test bed system be designed to operate in
either of two modes. In the first mode, an interim read/write storage
material (such as a photoplastic material) should be used so that the
total memory system can be operated and tested under conditions similar
to the intended application, but at a reduced total capacity. In the second
mode, a thick semi-permanent recording material should be used so that
incoherent addition can be demonstrated and tested; the total capacity in
this ` second mode will be, therefore, higher than in the first mode.
We recommend that an extensive program be started to develop
suitable recording materials for this application. A list of the require-
ments for this material is given in paragraph 7. 4. We also recommend
" -	 that a computer simulation program be started to assist in the optical
i1
design; since the operating parameters of the major system components
interact, it is difficult to optimize an optical design with so many free
parameters. The characteristics of the storage material also strongly
influence the system design. A part of the computer simulation should
be to model the behavior of the photographic film so that the performance
of the total memory system can be predicted. The recommendations
are given in paragraph 7. 5.
7. 2 READ/ PYRITE MEMORY
The recommended performance figures for the major system
F
components for the next phase are listed here with the ultimate perfor-
mance figure needed to achieve a 10 10 10 12 bit memory. The capacity
of this recommended system is rather modest (2. 5 x 10 5 bits) but it is
within state-of-the-art technology.
Laser - Commercially available lasers capable of providing 0. 1 watt
at each of at least two wavelengths will be adequate for both the read/write
memory and the semi-permanent memory. For the final system an
electronically tunable laser operable at 15 or more wavelengths in a
200 nm visible range will be needed. Final specifications for such a
laser with power and pulse duration requirements compatible with updated
system requirements remain to be determined.
Beam Deflectors - Beam deflectors capable of accessing any position
in at least an 80 x 80 position format with a random access time of 30 to
60 microseconds are currently available. For the final system it is
likely that a 300 x 300 position, 15 wavelength deflector will be needed to
meet the system requirements. Final specifications for a 300 x 300
position deflector are to be determined.
Block Data Composer - As indicated in Section V, we believe that
it is possible to fabricate a BDC, from PLZT or a similar material,
}
_7_2
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R having 100 x 100 switchable elements in the near future. 	 A 256 x 256
element BDC appears to be adequate for the final system based on our
L	 ^,
preliminary calculations.
Storage Material - Although we do not expect that photoplastics will
be used as the storage material in the ultimate system, these materials
appear to be the only reasonable sensitive erasable optical staxage media
which are presently available. 	 It is reasonable to expect that a 5 x 5
array of holograms can be recorded on this material; this figure,
+. combined with BDC capability of 100 x 100 = 104 bits/hologram, leads
to a total storage capacity of 2. 5 x 10 5 bits.	 The requirements on the
storage material for use in the final system are probably more remote
from state - of-the-art technology than any other component in the holo-
graphic memory.	 For this reason, we list the ultimate requirements
for this material in paragraph 7. 4.
Photodetector Array - Although it would be preferable to use a
photodetector array having the same number of elements as the BDC, we
relieve it to be more feasible to beg in with a partially populated array.
I
Such an array would provide all the necessary functions for testing and
exercising the memory.	 Ultimately the PDA must have the same number
t
of elements as the BDC (256 x 256 elements).
	 Fabrication techniques
must be advanced and performan ce specifications established in this area.
7.3 SEMI- PER11rEANENT MEMORY
The major difference between the semi-permanent memory and the
read/write memory is that the former will use more than one wavelength
and a non-erasable thin storage material. 	 Since the storage material
for the semi -permanent memory may be photographic films or dichromated
gelatins having a Low noise figure, more holograms can be stored in a
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memory system having fixed constructional parameters. If a 20 x 20 	 -.
array of holograms and two wavelengths are used, the storage capacity
of the semi-permanent memory will be 8 x 10 6 bits.
All of the requirements on the components of the read/write memory
listed in paragraph 7. 2 are the same, except that the beam deflector
design is somewhat complicated by the need to operate at two wavelengths.
7.4 BASIC REQUIREMENTS FOR THE HOLOGRAPHIC MEMORY
STORAGE MATERIAL
	
^f
The basic requirements for any recording medium for this memory
application is that it (1) has fast and localized read-write-erase capabilities,
(2) is panchromatic over a suitable spectral range, (3) is capable of
resolving over 2000 lines/mm, (4) has reasonable diffreaction efficiency,
(5) has good noise characteristics, (6) can be nondestructively read out,
(7) offers high density storage capabilities, and (8) be dimensionally stable 	 w^
for different environmental conditions. In the following we set forth our
preliminary recommended specifications for the holographic storage
materials and, where appropriate, we include a more detailed discussion
of the requirements.
Phase Material - The recording media should be a material whose
index of refraction changes as a function of an impinging spatially -modu-
lated laser light intensity. The peak (or maximum) index of refraction
change, An, should be at least 0. 001 at any wavelength in a 200 mm range.
Furthermore, the material: should not have absorption losses in excess of
5 percent of the incident illumination power at any incident angles The
choice of phase rather than absorptive material is advantageous because
of its higher diffracting capabilities and relatively higher signal-to-noise
ratio when a multiplicity of signals areincoherently superimposed in the
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recording material. For the ease of simple grating holograms recorded as
fluctuations of the index of refraction in phase materials, the diffraction
efficiency T1 is given as
s n Ante
=sin X cos 0
where An is the fluctuations of the index of refraction, t o is the thickness
of the hologram, X is the wavelength of the incident illumination, and 0 is
the Bragg angle. This equation shows that thick phase holograms can
achieve a theoretical maximum diffraction efficiency of 100 percent when
A nto = 2 X cos	 Using nominal values of = 0. 5 micron, t o = 1 mm,
and 0 = 30% we find that An = 0. 2165 x 10 -3 .- Allowing for incoherent
superposition of signals and variations in both wavelength anti Bragg angle,
we expect that this value should be at least An = 0. 001.
Linearity -- The fluctuations of index of refraction of the material
should be linearly related to the fluctuations of the incident light intensities
over a range of An = 0. 001. This requirement is designed to eliminate
recording nonlinearities which tend to degrade the signal-to -noise ratio of
the reconstructed imagery.
Thickness - The nominal thickness of the material over which the
fluctuations in refractive index occur sh -1:d be at least 1 mm. The
dominant factor which dictates the desir-, "Zickness is the requirement
for high angular orientation and wavelen,., ti discrimination. By using the
wavelength discrimination property of thick holograms we could super-
impose 20 signals, over a spectral range of 200 mm, by mearly separating
the recording wavelength for each component hologram by 10 nm. For
such a wavelength separation we can determine the thickness required to
eliminate crosstalk between the component holograms by using the relation
r
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recording material. For the case of simple grating holograms recorded as
fluctuations of the index of refraction in phase materials, the diffraction
efficiency r, is given as
Tr Lnto
rl	 sin	 X cos 0
where Ln is the fluctuations of the index of refraction, t o is the thickness
of the hologram, k is the %avelength of the incident illumination, and 0 is
the Bragg angle. This equation shows that thick phase holograms can
achieve a theoretical maximum diffraction efficiency of 100 percent when
L nt o - Z a cos	 Using nominal values of	 0. 5 micron, to = 1 mm,
and 0 = 30 % we find that Ln = 0. 2165 x 10" 3. Allowing for incoherent
superposition of signals anci variations in both wavelength and Bragg angle,
we expect that this value should be at least Ln = 0. 001.
Linearity - The fluctuations of index of refraction of the material
should he linearly related to the fluctuations of the incident light intensities
over a range of Ln - 0. 001. This requirement is designed to eliminate
recording nonlinearities which tend to degrade the signal-to-noise ratio of
the reconstructed imagery.
Thickness - The nominal thickness of the material over which the
fluctuations in refractive index occur st, -Id be at least 1 mm. The
dominant factor which dictates the desi;	 .• sickness is the requirement
for high angular orientation and wave'er_ ai discrimination. By using the
wavelength discrimination property of tt:ick holograms we could super-
impose 20 signals, over a spectra, range of 200 mm, by mearly separating
the recording wavelength for each component hologram by 10 rim. For
such a wavelength separation we can determine the thickness required to
eliminate crosstalk between the component holograms by using the relation
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1.
0	 t
r
.47 X2 (n2 - sin 20s)
t [n 2 - (n2 sin20 ) (n2 - sin 2 0 r ) + sin 0 s sin 0 r ]
o	 s
where n and to are the average index of refraction and thickness, respec-
tively, of the recording medium, k is the wavelength of illumination, and
the incidence angles of the reference and signal beams relative to the
hologram are denoted by O r and 0 s , respectively. We find that for offset
angles ( Or + 0.) exceeding 40 and nominal wavelength of 0. 5 microns, a
thickness of 1 mm is sufficient to avoid significant crosstalk between the
component holograms.
Resolution - The material should respond uniformly to spatial
variation of intensity over the range of 100 to 2200 lines jmrn. Deviation
from this response (i, e. , index of refraction fluctuations) should not
exceed :k 10 percent. The resolution of the recording material, which
ultimately limits the storage capacity, can be related to the angle between
the reference and signal beams, by the grating equation
0 +0
d sin r 2 s =	 ,
where d is the distance between the recorded fringe surface, 0 r and 0 s
are the angles of the reference a. tO signal beam relative to the hologram,
and X is the wavelength of illumination. For this application we expect
the illumination wavelength to v,^ , ry from 400 mm to 750 mm, and the
offset angle ( @r f e s ) to vary from 5' to 90'. Using combinations of
extreme values, we calculated that dmin = 10 microns and dmax • 45
microns, ` This leads to a, spatial frequency range of 100 lines/mm to
2200 lines/mm.
Exposure and Erasure Sensitivity - On exposure to laser illumination
of 100 milliwatts /mm2 for a 0. 1 millisecond duration, the material
-
6should change its index of refraction by An 0. 001. We anticipate that
multiwavelength lasers having output powers of 20 mJ/cm2 will become
available. Allowing for 50 percent efficiency for page composer, and
10 percent efficiency for deflection devices and optical components, the
energy density impinging on the storage material is reduced to
10 µ J/mm2. If 105 bits of information can be recorded on each hologram
in the array and if we assume that the desired data rate is 10 8 bits/spec,
the maximum duration for exposing each hologram is 0. 1 millisecond
which leaves 0. 9 milliseconds to compose the next block of data. Thus,
the available intensity is 100 milliwatts/mm2.
Spectral Response - The spectral, response of the material should
be uniform to within +10 percent over a range of 200 nm. The center of
this range could be at any wavelength within the band of 500 nm to
650 nm. The required spectral sensitivity of the material is established
by the available laser sources and the. spectral response of other compon-
ents of the system. The response of the input block data composer,
output photo-detector array, and optical components operate best at
wavelengths greater than 450 nm. Since it is inconvenient to work with
wavelengths greater than 750 nm, we limited the center of the tunable
wavelength range to values between 500 nm and 650 nm.
i
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Noise Characteristics - For a uniformly exposed recording resulting
in a refractive index change ranging from 0 to 0. 001, the ratio of scatter
intensity over incident intensity should not exceed 10 - 8.
 For an incident
beam, impinging normally on the*. recording material and illuminating
area of 1 cm` the scattered intensity measured at a distance of 100 mm
from the recording material at an angle of 40 ° relative to the normal
	 k
should not exceed 10- 8 of the intensity measured along the normal at the
same distance.
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rThe quality of the image reconstructed from a hologram is dependent
on the characteristics of the noise generated by the recording material.
This noise, which is random in nature, is the scattered light caused by
thr granular structure of the recording materials. A measure of the
severity of the noise in the reconstructed image is given by the signal-to-
noise ratio, defined as the ratio of the average energy of the image to the
variance of the fluctuation of the noise processes. For coherent optical
systems, we find that a better measure is given by the ratio of the signal
intensity to the average noise intensity. Because this ratio can be
conveniently measured experimentally, it is the average noise intensity
which we define in the specification above. Bused on our earlier analysis
and experimental results, we chose the value 10 -8 for the ratio of scatter
to incident intensity. This value is based on the need for a signal-to-noise
ratio of 100 to get suitable error rates for a hologram with an area equal
to 1 mm2 , a nominal diffraction efficiency of 50 percent, and 20 incoherent
recordings.
Reversibility - The material should operate through repeated record-
erase cycles, with no significant degradation between recordings, for a
period of several years. The number of record-erase cycles is dependent
on the exact function of the optical memory and whether the storage
material can be periodically replaced.
Nondestructive Readout - The material should be capable of non-
destructive readout of the recorded information with any wavelength in
the wavelength range 4000A to 7500A. Degradation of the recorded
fluctuations of the refractive index should not exceed 10 percent. We
expect that these requirements could be satisfied with some means of
external control, say the application of an electric or magnetic field.
f}
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	 Multiple Recordings Superposition of twenty independent recordings
should be possible. Later recordings in a sequence shall not adversely
affect earlier recordings. This requirement is designed to assume that
the material can support a multiplicity of superimposed recordings.
Localized Recording and Erasing - The material should have the
capabilities for effectively partitioning it into independent cubes having
h
1 mm sides. Readin and erasure of the recorded information in each of
these component cubes should not affect the recordings in adjacent cubes.
' 	 The spacing between the centers of these cubes should not exceed 2 rum.
Environmental Effects - Limited environmental Changes of temperature
and humidity should have negligible effect on the dimensional stability of
the material. Specifically, the termal coefficient of linear expansion
should not exceed 1 x 10 -6 cm/cm/ °C, and the humidity coefficient of
linear expansion should not exceed 10 -6 cm/cm/1 percent change in
relative humidity. Changes in temperature and humidity result in either
shrinkage or expansion of the recording material. These in turn generally
cause a change in both orientation and spacing of the fringe surfaces in
r -
t
holograms recorded in three dimensional media. As a consequence of this
change, either the orientation or the wavelength of the reconstructing beam
must be altered to maximize the diffracted intensity. In both instances,
the location of the reconstructed image will also change resulting n poor
k`	 registration with the output hhotodetector array.
In the following example we illustrate how to establish the required
_	 value for the termal coefficient of linear expansion (TCE). For simplicity
we consider only simple grating holograms in which the fringe surfaces
are perpendicular to the surface of the recording medium. The spacing d
of the recorded fringes obeys the Bragg relation
7-
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2 sin 0
where X is the illumination wavelength, and 0 is half the angle subtended
	
v
between the reference and signal beams. If we allow for expansion or
contraction due to a temperature difference (AT) between readin and readout,
we find that the fringe spacing becomes
d' _ d + Ad = [1 + (TCE) AT I X
2 sin 0
where Ad = f (TCE) ATd, causing an angular change A0 for satisfying the
Bragg relation for the changed condition, where
0 0= as
	
A d 	^_v
a0
- (TCE) AT tan 0
and
TCE _ ( AO 	 0
AT
In an earlier paragraph we noted that in order to achieve proper
wavelength discrimination we must resort to hologram thicknesses
exceeding 1 mm. For this thickness the angular orientation discrimination
is smaller than 3 minutes of arc. Consequently if we allow deviations of
y
±10 percent, AO cannot exceed f0. 3 minutes of arc or approximately
f10 -4 rad. Using this value for A0 and 0 = 45 ° and AT 50 °C, we find
that
TCE 1 x 10- 6
 cm/cm/ °C.
This requirement can obviously be relaxed if some temperature'
control schemes are used. Similar procedures can be used to find the
humidity coefficient of Linear expansion."
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7. 5 SYSTEM ANALYSIS AND RECORDING MATERIALS SIMULATION
WITH A COMPUTER
As a part of the computerized system studies a computer program
to simulate the response of some idealized recording materials should
be written.	 The purpose of this simulation study is to indicate what
characteristics the recording material must have for a 10 10 - 10 12
 bits
holographic memory system.	 The idealized material is characterized
by its
^a	 (1) thickness
(2) refractive index
(3) absorption coefficient
(4) modulation transfer function (MTF)
v-	 (5) exposure sensitivity
(6) wavelength sensitivity
(7) temperature and humidity dependence
(8) dynamic range
(9) noise characteristics
The response of the recording material should be investigated for
various recording parameters such as
(1) types of holograms (Fresnel type, Fourier transform type, etc.
(2) the incidence angles of the reference beam and signal beam
	 y
(3) angle of the readout beam
(4) recording and readout wavelengths
(5) reference-to-signal beam intensity ratio
(6) input data format, size and contrast
3
The parameters of interest in the response are
(1) diffraction efficiency
(2) aberrations
7-11
i(3) signal-to-not-se ratio
(4) angular orientation and wavelength discrimination
These parameters of the recording material will then be used in the overall	 --
system study.	 In the recording material simulation, the computer
programs should have provisions to generate graphically the response of
a specific signal recorded on the idealized material.
Equally important is the relationships among the operating parameters
of the other major system components.	 Among these parameters are the
following:
(1)	 the beam deflectors:
(a) efficiency (electrical and optical)
(b) random access time
(c) number of randomly accessible positions per dimension
and coupling between dimensions
(d) repeatability
(e) effects of temperature and wavelength variations
(f) effects of drive power and frequency variations
(2)	 the block data composer:
(a) efficiency
(b) speed
(c) contrast ratio
(d) electrical drive requirements	 j
(e) effects of temperature and wavelength variations
(3)	 the laser:
(a ) efficiency
(b) effect of output power fluctuations
(c) coherence requirements
r
T
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(3)	 (d)	 output power requirements
F
(e)	 number of wavelengths and tuning rates required
(f)	 effects of temperature on performance
(g)	 pulse rates and widths needed
(4)	 the output detector array:
(a) number of elements needed
(b)	 dimensions
x
(c)	 sensitivity versus wavelength
(d)	 response time to light and to electronic interrogation
signals (output data rate)
(e)	 effects of temperature changes
(f)	 registration tolerances imposed on the output data
(5)	 the input/output interfaces:
(a)	 data rates to be accommodated
(b)	 signal levels
(c)	 buffer requirements
	
t
Other system requirements may be added to this list.
	
The need for
a computerized system analysis approach is clearly indicated by the
°--' number of system elements which interact.	 The choice of computer
inputs and outputs will be determined mainly by examining those para-
meters which are amenable to change (outputs) and those which are not
(inputs).
1
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