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Abstract-This work deals with point-to-point control of nonlinear systems. That is, given two 
VeCtOrS Xi E W, i = 1,2, ‘and a number tf > 0. The point-to-point control problem is to find a 
control function v(t) E !P, t E [0, tf], n 2 m, acting as an input to a nonlinear system such that 
the system’s state x(t) E P, t E [0, tr], will satisfy the condition: if x(0) = xl, then x(tf) = XZ. 
The existence of such a control function depends on some measure of controllability of the system. 
@ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
This work deals with the point-to-point control problem of nonlinear systems. Consider the 
nonlinear system given by 
dxi (t) - = fi(x(t),v(~)), dt t > 0, 
i=l,...,n, 40) = x0, 
where x(t) E !JF, v(t) E !P, t 2 0, n > m, and fi(x,v), i = 1,. . . ,n are smooth functions 
on %” x F. Given a vector xg E !I?“, xg # x0, and a time tf, 0 < tf < co. The point-to- 
point control problem is to find a control function v(.), whenever it exists, such that when v(.) 
is acting as an input to the system given above the condition x(tf) = xg will be satisfied. 
Such a problem is dealt with extensively for linear systems where the notion of controllability is 
introduced there. See, for example [l]. In th is work, it is shown, by using optimal control, and 
by solving numerically an optimization problem, that the point-to-point control problem has a 
solution for two controllable nonlinear systems. However, the numerical study indicates, that for 
each two states x0 and xD there exists only a range of terminal times tf for which the problem 
can be solved. This is consistent with the definition of controllability given in Section 3. 
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2. THE OPTIMAL CONTROL PROBLEM 
Consider a system described by the following set of nonlinear differential equations: 
dxi (t) 
- = fdx(t),v(t)), dt t > 0, i = 1,. . . ,n, x(0) =x0, (1) 
where x(t) E !I?‘, v(t) E !lP, t > 0, n 2 m, and fi(x, v), i = 1, . . . , n are smooth functions 
on X2” x !Rm. Given a vector xg E 8?n, xD # x0 and the performance index 
J=; I tf vT(t)v(t) dt, 0 (2) 
where tf > 0 and y > 0 are given. The optimal control problem, considered here, is: find a 
control function v(s) that minimizes J subject to the final time constraint 
x(tf) = XD. 
Following [2], we redefine J to be: 
J = &xi&) - x&) + ; itf vT(t)v(t)dt, 
i=l 
where x = (xi,..., x,)~ for all x E W-and {pi} are constant Lagrange multipliers. The 
finding of {pi}, b ecomes an additional part of the optimal control problem. By introducing the 
Hamiltonian H 
H=$ ~v,2+~xifi(x,v), (4 
2=1 i=l 
where Xi, i = 1,. . . , n, are equivalent to Lagrange multipliers, v = (~1, . . . , ZI,)~, and following [2] 
dXi dH --- 
dt - axi’ 
i=l,...,n, t E [Ovt.f), Ai = pi, i = 1,. . . ,?z, (5) 
dxi 
--& = fiW7 v(t)), t E (0, tf], i = 1,. . . ,n, x(0) = x0, (6) 
dH 
-=o 
avi 9 
i=l,...,m, t E [OJf), (7) 
xi(tf) - XDi = 0, i=l,...,?z. (8) 
Equations (5)-( 8) constitute necessary conditions for the optimal control problem considered 
here. Note that equation (6) is equivalent to 
dxi i5’H 
dt=G’ 
i=l,...,m, t E [O&f). (9) 
It follows from equation (7), that vi = vi(x, A), i = 1,. . . , m. Thus, inserting v(x, A) into 
H, (4), and using equations (5) and (9) it can be shown that z = 0 on [O,tf]. That is, H is 
constant on this time interval. 
3. THE CONTROLLABILITY PROBLEM 
Controllability of nonlinear systems has been dealt with extensively in the last 20 years. See, 
for example [3,4] and the references cited there. In these works, most of the discussion is confined 
to systems of the form 
p = f(x) + &j(X)Uj, (10) 
j=l 
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where x,f(x),gj(x) E W, j = 1,. . . , m, and ui, j = 1,. . . , m, are scalar functions, which act as 
the control functions. The functions, f, gj, j = 1, . . . , m, are assumed to be smooth functions on a 
smooth manifold M in !R2”. For such systems, the definition of controllability, is, roughly speaking, 
as follows. The nonlinear system given by (10) is called controllable on a smooth manifold M, if 
for any two points x1, x2 in M there exists a finite time tf and an admissible control function u, 
(u = (IQ,.. .) u,)~) such that the state x(t), t > 0, of (lo), satisfies: if x(0) = xi, then u 
steers x(t) to x(tf) = x2. For more details see Chapter 3 of [3]. 
In the sequel, we will deal with two examples that are described by 
where gj, uj, j = i,. . . , m, are as described above, and wj, j = 1, . . . , m, are the (scalar) control 
functions. It is shown in [5], that if the system given by (lo), where f = 0, is controllable on the 
state space manifold M, then the system given by (11) is controllable on the state space M x !JP. 
The solution of equations (5)-(8) constitute a two-point boundary-value problem. To avoid 
solving this problem, an alternative approach is proposed here. Using the notation Xi(O) = ci, 
i=l ..) n, the following optimization problem is posed: find numbers cl, . . . , c, such that the 
soluti?on to equations (12)-(14) below 
2 = fi(X,V), t E (o,tf], i = 1,. , . ,n, x(0) = x0, 
dXi dH --- 
-&- - axe,, 
i=l,...,n, tE(O,tf], xi(o)=&, i=l,..., 7l, (13) 
i = 1,. . . , m, t E [o,tf) (14) 
will satisfy the final time constraint 
x(tf) = xg. 
This problem is called here the point-to-point control problem, (PPCP). Assume there is a solu- 
tion (x(t), X(t), PO) to equations (5)-(8) f or which x(t/) = xD and Ai = &, i = 1,. . . ,n. 
Hence, each trajectory A,(t) of th e solution (x(t),X(t),pO) satisfies Xj(tp) = #, X,(O) = oj, 
j = l,..., n, for some real numbers {cri}. Thus, after solving equations (5)-(8) the num- 
bers {&, oi} are known. However, the solution to (5)-(8), whenever it exists, is not unique, 
from which it follows that &, . . . , & are not unique. In conclusion, a solution to the PPCP 
optimization problem posed above, whenever it exists, will satisfy x(tf) = xD, but will not 
necessarily be a solution to the optimal control problem given by equations (5)-(8). 
4. EXAMPLE 1: THE MOTION OF A CART 
This section deals with the motion of a system which is composed of two identical wheels 
and an axle that passes through the centers of these wheels. This system is called here a cart. 
The motion of each of the wheels is driven and controlled separately. In addition, both wheels 
are rolling without slipping. Denote by (2,~) the center of the axle, by a the radius of each of 
the wheels, by L the length of the axle, and by $$ the angular velocity of wheel i, i = 1,2, 
respectively. Thus, the equations of motion of the kinematics of the cart are given by 
dx 
- = soul cos 8, 
dt 
dy = soul sine, 
dt 
g = aiuz 
dt ’ 
dul duz 
x =v1, dt =v2, 
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where 
dljtl d+2 
u1=dt+z, 
&h dti2 
u2=--&-yjp a* = a 2’ 
a1 = a 
L’ (17) 
8 = 4 - 7r/2, and 4 is the angle between the axle and the x-axis. It can be shown, by using 
Proposition 3.15 of [3], that the system given by equations (15) is controllable on %a. Hence, it 
follows from [5], that the system given by (15),(16) is controllable on X5. 
The control of the motion of the cart is discussed in [6], where the problem of path controllability 
of a cart is dealt with. 
Denote x = (x, y, 8, ui, u2) T. Now, the Hamiltonian H, (4), is given here by 
H = $ (wf + ~2) + Xlaoul c0s e + X2aou1 sin 0 + Xsuius + X4w1 + X5W2. 
Thus, by using equations (13) and (18) we obtain 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
dX1 dH dX2 dH -=-- & ax =‘, x=-K=O, 
from which it follows that xi(t) = Xi(O) = ci, t > 0, i = I, 2. Also, 
dh 
- = -g = uOul(X1 sin8 - X2c0s8), 
dt X3(0) = c3, 
dX4 c~H -=--= 
dt au1 
-aO(X1 cos e + X2 sine), X4(0) = c4, 
dX5 dH -=--= 
dt 6%~~ +1X3, 
In addition, equations (14) and (18) yield 
Wl = -y-94, 212 = --y-95. 
X5(0) = c5. 
Given X(0) = (X(o),y(o), e(0),U1(O),u2(O))T and XD = (Xg, YD, eD,u1D,U2D)T. The PPCP 
problem here is: find (cl,c2,cs, c4,cg) such that the solution (x(t),X(t)) to equations (15),(16), 
(20)-(23) will satisfy x(tf) = XD. This is an optimization problem with a cost function 
F(cl, c2, c3,c4, c5) = (x(tf) - XD)T(X(tf) - XD). 
REMARK. Consider the following problem. Given x(0) = (x(O), y(O), e(O), ui(O),~~(0))~ and 
XD = (Xg , yo, cl, &I, <s)T, where <r, &, and <a are unspecified numbers. Then, one can still 
solve the following problem: find (ci,cz,cs,c4,cg) such that the solution (x(t), X(t)) to equa- 
tions (15),(16), (20)-(23) will satisfy x(tf) = xD and y(tf) = yD. 
This problem is called here the reduced point-to-point control problem. Again, this is also an 
optimization problem but where the cost function is given by 
F(cl, c2, c3, C4, c5) = (x(tf) - xDj2 + (y(tf) - YD)2. 
Note that the numbers t, i = 1,2,3, do not appear in equations (15),(16), (20)-(23). 
5. EXAMPLE 2: THE MOTION OF A TROLLEY 
The modelling and control of the motion of the trolley is discussed in [7], where the path 
controllability of its motion is dealt with. Roughly speaking, the trolley is composed of two rear 
wheels, each of them controlled separately, a front castor wheel, and some connecting frames. 
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See [7] for more details. Thus, the equations of motion of the kinematics of the trolley are given 
bY 
dx dy dtJ - =ao(ulcose-azz~2sine), Z =ao(ulsine+azu2cos8), z =oiuz, 
dt (24 
dul dt =v1, duz --& =Q, 
where 0, ui, and uz are defined as in the last section and oi > 0, i = 0, 1,2 are given numbers. 
It can be shown, by using Proposition 3.15 of [3], that the system given by equations (24) is 
controllable on !R3. Hence, it follows from [5], that the system given by (24) ,(25) is controllable 
on X5. 
Denote x = (x, y, 8, ‘1~1, us) T. Now, the Hamiltonian H, (4), is given here by 
H = ; (wf + v2”) + x 1~~(~1 cos e - a2u2 sine) 
+ho(u1 sine + a2u2 cos e) + hlu2 + x4vl + &V2. 
Thus, by using equations (13) and (26) we obtain 
dX1 i?H = O dXz dH = O --- 
z- ax ’ dt- ay 7 
(26) 
(27) 
from which it follows that A,(t) = Xi(O) = ci, t 2 0, i = 1,2. Also, 
dh 
--~=ao[Xl(~lsine+~2~2cose)-X2(~lcose-a2~2sine)], dt- de 
with X3(0) = cs, 
(28) 
dX4 dH -- = 
dt = au1 -ao(X1 COST + X2sine), X4(0) = c4, (29) 
dX5 dH --- 
dt - au2 = ~~~~(Xlsine-X~~0~e) -X3al, X5(0) = c5. (30) 
In addition, equations (14) and (26) yield 
Wl = --y-1x4, v2 = y-95. 
Given x(0) = (x(0),y(O),0(O),u1(O),u2(O))T and xg = (xD,yD,eD,uiD,u2D)T. The PTPC 
problem here is: find (cl, cz, cs, ~4, cg) such that the solution (x(t), X(t)) to equations (24),(25), 
(28)-(31) will satisfy x(tf) = xg. Again, as in Example 1, this is an optimization problem with 
a cost function 
F(cl,c2,C3,C4,C5) = (x(tf) -xD)T(X(tf) -xD)* 
In addition, in the same manner as in Example 1, one can formulate here the reduced point-to- 
point control problem. Again, this is also an optimization problem but where the cost function 
is given by 
F(cl, c2, c3, c4, c5) = (x(tf) - xD)2 + (?/(tf) - YD)2. 
6. NUMERICAL STUDY 
6.1. Example 1: The Cart 
In this example, the following set of parameters has been used: a = 0.4m, L = l.m, y = 2., 
and tf = 4.5 s. Four cases have been solved here, namely 
(1) XD = (wj~m)T~ 
(2) XD = (-6,5,0,0,0)T, 
(3) XD = (20, -20,0,0, O)T, 
(4) XD = (-20,-20,0,0,0)T, 
where XD = (xD>YD,@D,ulD,uZD) T. For all four cases, the following initial condition: x(0) = 
(O,O, O,O, O)T has been used. 
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Figure 1. y as function of I for the motion of the cart. 
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Figure 2. 0 as function oft for the motion of the cart. 
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Figure 4. 2~2 as function of t for the motion of the cart. 
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Figure 5. ~1 as function of t for the motion of the cart. 
Figure 6. ‘~2 as function of t for the motion of the cart. 
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Figure 7. y as function of I for the motion of the trolley. 
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Figure 8. 0 as function of t for the motion of the trolley. 
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Figure 11. ~1 as function of t for the motion of the trolley, 
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Figure 12. ~2 as function of t for the motion of the trolley. 
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Figure 14. X3 as function of t for the motion of the trolley. 
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6.2. Example 2: The Trolley 
In this example, the following set of parameters has been used: a0 = 0.2m, al = 0.4, a2 = l., 
y = 2., and tf = 5.~. One case has been solved here, namely xD = (20, -20,0,0,0)T, where xg 
is defined as above and the following initial condition x(0) = (0, 0, 0, 0, O)T has been used. 
6.3. Solution of the PPCP Problem 
The optimization process, which is the core of the solution to the PTPC problem, was carried 
out by using the Nelder-Mead search algorithm, see [8]. At each stage of the optimization process, 
equations (15),(16), and (20)-(23) for the motion of the cart, or equations (24),(25), and (28)-(31) 
for the motion of the trolley, have been solved on [O,tf] by using a fourth-order Runge-Kutta 
method with a time step A = tf/1800. In the optimization process, the specified maximum 
absolute error in final condition where: (l.Oe - 6,l.Oe - 6,l.Oe - 5,l.Oe - 6,l.Oe - 6). 
In order to save space only the results for Case (3) of the motion of the cart are shown here, that 
is, Figures l-6 and 13, and the results obtained for the motion of the trolley, that is, Figures 7-12 
and 14. For Case (3) of the cart it was found that 
x(O) = (-126.393711,145.791235,193.974514, -81.532448,28.050158)T, 
whereas for the trolley, it was found that 
X(O) = (-92.141015,106.281634,88.266334, -66.041237, 22.720591)T. 
In addition, the value of the Hamiltonian H, which is an invariant of the motion, was found here 
to be: H = -1858.588 for all t E [0, tf], for Case (3) of the motion of the cart, and H = -1219.418 
for all t E [0, tf], for the motion of the trolley. 
6.4. Remark 
A numerical study conducted on the mathematical models of the cart and the trolley, for the 
solution of the reduced point-to-point control problem, showed that this formulation of “partial 
controllability” is applicable and is an efficient tool for the design of open-loop trajectories. 
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