During welding, work-pieces are melted to form a weld pool and are joined upon solidification. The quality of the welded product is largely determined by the solidified microstructure and solute distribution. In recent years phasefield (PF) models have been developed to simulate solidification structure evolution and microsegregation. However many input data for the PF simulations are difficult to measure, including at the nanoscale the solid-liquid interfacial energy and its anisotropy, and at the macroscale the solidification conditions. In this study, an integrated scheme is proposed to resolve the above challenges by linking nanoscale molecular dynamics modelling (MD) and mesoscale front tracking (FT) modelling to the PF modelling. The approach is demonstrated in a case study in which the solidified structures and solute distributions are simulated in the weld pool for Fe-0.3wt. %C steel.
INTRODUCTION
Conventional fusion welding is the most economical and effective means in industry to join metal alloys with high melting-points, Fe-based alloys for example. During welding, work pieces near the heat source are melted to form a *Corresponding author: h.dong@le.ac.uk (H.B. Dong) weld pool, and become joined upon solidification. The physical phenomena occurring in the weld pool are complex and lead to the spatial variations in compositions and temperature gradients [1] [2] [3] [4] [5] . Thus, the solidified microstructure, characterized by arrays of columnar cells/dendrites where microsegregation occurs, vary spatially in a range of length scales [2] . The microstructure and microsegregation have a significant impact on the mechanical properties of the welded products and subsequent heat treatment processes [6] [7] [8] . For instance, as observed in the dendritic array by Dong et al. [9] [10] [11] , the solute is richer in the liquid between the neighbouring primary arms and thus the undesirable columnar to equiaxed transition is more likely to happen in these places. To improve the properties of the welded products, it is important to understand the development of microstructure and microsegregation in the weld pool during solidification.
Due to the complex evolution of the solid/liquid (S/L) interface morphology during solid growth, accurate tracking of the S/L interface during solidification is difficult. However, the phase-field (PF) method finesses this problem by introducing a continuous variable φ to distinguish different fields [12] ; φ = + 1 in solid, φ = -1 in liquid, and intermediate values correspond to the S/L interface. Therefore, the S/L interface is treated as a diffuse field with a non-zero width (w), thus circumventing the difficulties associated with the direct tracking of the interface. As a result, the PF method has the capability to obtain the morphology at the micrometre scale with higher resolution compared to other modelling methods, such as the front tracking method [13] [14] [15] . In our team, we have developed a validated three-dimensional PF code [16] [17] [18] based on the thininterface PF models proposed by Karma et al. [19, 20] . Furthermore, this code has been extended to include the solid diffusivity for Fe-based alloys according to the scheme of Ohno and Matsuura [21] [22] .
Although PF modelling has been used successfully to simulate columnar dendritic growth in directional solidification, most studies are interested in the comparison between the analytical models, the experimental results and the PF modelling results [16, [23] [24] under laboratory experimental conditions. On the other hand, studies that focus on the modelling of industrial applications are much rarer, especially for welding. In order to achieve this type of modelling, two important issues are: (i) the material properties of the investigated alloy system must be accurate, and (ii) the modelling conditions need to reflect the real industrial conditions as closely as possible. Among the material properties required, the S/L interfacial energy and its anisotropy are extremely important in determining the solidified structures with regard to both the morphology and the length scale, such as primary and secondary dendrite arm spacing [25] [26] [27] . However, S/L interfacial energy and its anisotropy, associated with the
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A Multi-Scale Approach to Simulate Solidification Structure Evolution and Solute Segregation in a Weld Pool interaction of the atoms near the S/L interface in the nanoscale [28] , are difficult to measure experimentally. Regarding the second issue, the solidification conditions largely vary in the macroscale weld pool [1, [3] [4] [5] , which means the measurement of the solidification condition is impractical. Thus, the application of the PF modelling to simulate the solidified structures and microsegregation in the weld pool are actually multi-scale challenges.
In this paper, we describe a multi-scale approach to solve the challenges mentioned above by linking different models spanning several scales. As an illustration of this approach, we present simulation results of the solidified structures and solute distribution in a weld pool for Fe-0.3wt. %C steel.
MULTI-SCALE CHALLENGES USING PHASE-FIELD (PF) MODELLING 2.1. Thin-interface PF Solidification Model
The thin-interface PF model for binary directional solidification originally proposed by Karma [19] and Echebarria et al. [20] is used in the simulations. A dimensionless variable u is introduced to represent the concentration C, measuring the deviation of the concentration C from its equilibrium value at temperature T 0 l . The equilibrium solute concentrations in the solid (C 0 s ) and the liquid (C l 0 ) at T 0 l are related by C s 0 = k e C l 0 , with the equilibrium partition coefficient k e assumed to be constant. The expression for u is (1) where h(φ) is the interpolation function and is defined as h(φ) = φ where φ is the phase field variable with the evolution equation shown below.
Phase-field variable φ is introduced in the phase-field method to distinguish different fields; φ = + 1 in solid, φ = -1 in liquid, and intermediate values correspond to the S/L interface. The evolution equation of φ for directional solidification is (2) where t is time. In equation (2), τ is the characteristic kinetic time constant and λ is a dimensionless parameter, both of which will be further defined. (x-x 0 -V p t) (1-k e )/l T couples the phase field to the temperature field in the directional solidification assuming the sample is pulled through the temperature
In this expression, x is the coordinate and x 0 is the position at time t = 0 where the temperature is T 0 l , and l T = |m e |(1-k e )C l 0 /G with m e the liquidus slope.
In equation (2), the first two terms (w 2 ∇ 2 φ + (φ -φ 3 )) in the right hand side are related to the interfacial energy. The third term indicates the driving force of the phase transformation from the liquid phase to solid phase, expressed by the Gibbs-Thomson relation in the sharp-interface method [11] . To correctly describe the S/L interfacial energy and the Gibbs-Thomson equation at the S/L interface, the following relations are required (3) where β is the kinetic attachment coefficient, α 1 = 0.8839 and α 2 = 0.6267 [19, 20] .
The evolution equation of concentration C based on the Fick's diffusion equation is (4) where q(φ)D l is the solute diffusivity for the entire solidification domain
Due to the thin interface width in PF simulation, there exists artificial solute trapping leading to inaccurate simulation results. To overcome it, an antitrapping current j at is introduced and the solute diffusion equation becomes
  
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where j at is expressed as (6) As can be seen in equation (6), the anti-trapping current is proportional to the interface width w, the growth velocity V n = ∂φ/∂t, and is related to the equilibrium partition coefficient k e . To include the solid diffusivity in the model, the expressions of q ∼ (φ) a(φ) proposed by Ohno and Matsuura [21] are adopted, i.e.
The S/L interfacial energy γ sl and its anisotropy (i.e. its dependence on the interface normal n → ) can be expressed, for a crystal with cubic symmetry, in terms of cubic harmonics [29] (8)
where n → is the crystalline direction in the reference frame, γ 0 sl is the orientationaveraged interfacial energy, a 1 and a 2 are the first two anisotropy coefficients, and the harmonics Q and S are defined in terms of the Cartesian components of n → as (9) The anisotropy is incorporated into the PF model by defining w = w 0 a n and τ = τ 0 a n 2 [24] . Note that the anisotropy expression equation (8) admits several preferred dendrite growth orientations, including <100>, <110> and <111>. This is in contrast to the more commonly used expression 
for which only <100> or <111> dendrites can appear. It has been shown that the expression equation (8) is more likely to reproduce the complex morphology observed in experiments, for example, in Al-Zn alloys [26] .
Multi-scale Challenges for Modelling Welding Solidification
According to the PF model described above, the input parameters involve several scales, including
Nanoscale to microscale: the interface width w, which depends on the liquid length scale (D l /V p ); (3) Macroscale: equilibrium coefficient k e , liquidus slope m e , thermal gradient G, pulling/growth velocity V p . Among these input parameters, the solute diffusivities of carbon element are available in literature [30] or in the database of the commercial software DICTRA [31] . The equilibrium coefficient k e and liquidus slope m e can be obtained by thermodynamics calculation using commercial software such as Thermo-Calc [31] . By contrast, it is not easy to obtain the S/L interfacial energy γ 0 sl and the anisotropy coefficients. There are several published papers addressing the experimental measurement of the anisotropy coefficient [32] [33] [34] . For the most part, the results are based on the anisotropy expression given in equation (10) .
In addition, it is difficult to obtain the thermal gradient and the growth velocities in the weld pool. As explained in Section 1, this is due to complex convection in the weld pool, which leads to large temperature variations throughout. This has been demonstrated by numerous authors via CFD simulations of the temperature variation with time [3] [4] [5] . Consequently, the challenge faced by PF modelling of solid growth under industrial welding conditions lies in the difficulties associated with obtaining the necessary input parameters spanning several length scales.
A MULTI-SCALE APPROACH 3.1. Obtaining Materials Property Data Using Molecular Dynamic (MD) Modelling
Molecular Dynamic (MD) modelling can determine the S/L interfacial free energy and its anisotropy using the capillary fluctuation method (CFM). In the CFM, the S/L interfacial free energy is obtained via analysis of the equilibrium interface-height fluctuations in the system where the liquid and the solid coexist. It is based on the relationship between the equilibrium capillary fluctuation spectrum of a molecularly rough interface and its stiffness, expressed as [35] 494 A Multi-Scale Approach to Simulate Solidification Structure Evolution and Solute Segregation in a Weld Pool (11) where h q is the Fourier amplitude of the interface height fluctuation h(y) with wave number q, A is the area of the flat interface, k B is Boltzmann's constant, and T m is the equilibrium melting temperature. γ~s l = γ sl + γ ′′ sl denotes the interface stiffness where γ ′′ sl is the second derivative of S/L interfacial free energy γ sl with respect to the orientation of the interface normal n → .
In application of CFM, a system containing a solid and a liquid phase separated by two planar S/L interfaces (taking into account periodic boundary conditions) is equilibrated at the melting temperature. By tracking the fluctuations of the interfaces h(y), the interface stiffness for different orientations can be calculated using equation (11), and then the interfacial free energy and its anisotropy can be determined based on equation (8).
Predicting Process Parameters Using Front Tracking (FT) Modelling
Front tracking modelling simulates solid growth at a lower resolution compared to that of PF modelling but has the advantage of simulating the temperature distribution and the growth velocities at the macroscale with much lower calculation speeds. During FT modelling the solidification front is defined at a mesoscopic level (mm-cm), encompassing the growing dendrite tips. As such the interface does not define the boundary between solid and liquid exactly but instead the interface between the bulk liquid and the mushy zone as shown in Figure 1 .
The front is explicitly tracked by a Lagrangian grid composed of computational markers during the solidification. Laser welding is simulated by representing the heat input as a Gaussian distribution. The Burden-Hunt model [36] is used to define the dendrite tip growth velocities based on the local level of undercooling. In order to accurately model the heat transfer and the release of latent heat of fusion, two source terms are included in the enthalpy equation (12) where ρ is the density, C p is the specific heat, ∆x and ∆y are the grid spacing in 2D, t is time, T is temperature, ∆α is the area the flux q is acting upon (i.e. ∆x or ∆y in the 2D case). E t is the source term associated with the thickening of the mushy region behind the columnar front and E a is the source term associated with the advancement of the interface front. The superscript n + 1, refers to the next time step.
The occurrence of simultaneous melting and solidification throughout the weld pool is incorporated into the model via the appropriate consideration of the source terms. For further details, see [15] .
Linking MD and FT Modelling to PF Modelling
To resolve the challenges in simulating the solid growth during solidification in weld pool using the PF modelling, we propose a multi-scale approach in which we link the nanoscale MD modelling and the macroscale FT modelling to the PF modelling. Data are exchanged during the linking, with the MD modelling providing the interfacial energy and its anisotropy, while the FT modelling provides the thermal gradient and the growth velocity to the PF modelling. The linking scheme between these three models of different scales is illustrated in Figure 2 . We point out that this linking scheme can be extended by linking other models to this scheme. For example, the ab-initio modelling can be linked to the MD modelling to provide atomic potentials, benefitting the MD modelling to render more accurate calculation results, which has been addressed by our project partners [37] . It can be noted that the data exchange is a one-way flow in this scheme rather than the bidirectional coupled. For example, PF modelling does not provide data such as the compositional variation during solid growth to the MD modelling. The bidirectional coupling is not realised in this scheme is partly attributed to the effect of the variation in composition on the interfacial energy and the anisotropy is not reported in the literature, and thus it is difficult to design a criterion on when the PF modelling needs to feed the data to the MD modelling. Furthermore, another reason lies in the high calculation cost of the bidirectional coupling. It costs more than one week for the MD modelling to obtain the interfacial energy, and thus even the first mentioned challenge could be solved the high cost of the bidirectional coupling is an obstacle.
SIMULATING SOLIDIFICATION IN THE WELD POOL USING THE MULTI-SCALE APPROACH 4.1. Materials Data Obtained from MD Modelling
The MD simulation work is based on the embedded atomic method (EAM) potential model developed by Ackland et al. [38] , which was found to predict the most accurate thermodynamic data for the solidification of BCC Fe [39] . The calculated results are summarized in Table 1 and are compared to the published results [28] using other potential models. It should be pointed out that these values were derived from 3 different orientation, i.e., (100) [010] , (110) [001], and (111) [-110 ]. More accurate data can be obtained from 4 or more different orientations and the details will be published elsewhere. It should be noted that the value of a 2 is very close to zero, and indeed the various potentials also differ as to the sign of a 2 , which is very important for dendrite pattern selection.
Process Data from FT Modelling
Three regions of interest were identified within the solidifying weld pool as shown in Figure 3a . Front tracking markers located at the edge, base and at 45 degrees, trace out the three lines shown in Figure 3 (a) as solidification proceeds and the weld pool shrinks. For each marker the thermal gradient and marker velocity (based on local level of undercooling) were recorded as shown in Figure 3 (b) and Figure 3 (c). As is apparent in Figure 3 (b) the thermal gradient is greater towards the base of the weld pool. This results in low levels of undercooling ahead of the columnar front and thus the markers move slowly in this region, as is apparent in Figure 3(c) . Conversely the drop off in thermal gradient apparent at Line 1 results in a higher level of undercooling and subsequently faster moving markers in this region.
Structures and Microsegregations in the Weld Pool from PF Modelling
Numerical implementation and simulation parameters
In this part, we will present the solidified structures and the solute microsegregation in the weld pool by linking the MD and FT modelling to the PF modelling. A developed code for three-dimensional (3D) PF simulations was used in this study, in which finite element method was used to solve the 498 A Multi-Scale Approach to Simulate Solidification Structure Evolution and Solute Segregation in a Weld Pool (10) 221 (14) 175 ( . This developed code has been validated in the previous published papers [17, 18] ; the tip radius and tip velocity of free-growth dendrites predicted using the code agree well with the experimental data and the predications of the analytical models. Because the variables, φ and C, changed rapidly only in a narrow region around the interface, the field equations were solved on an adaptive grid to improve the calculation efficiency. The refinement criterion in the simulations is based on a local error estimator that is sensitive to variations in the gradients of both field variables. A detailed description of the adaptive meshing technique and the validation of the error estimator can be found in Refs. [17, 18] . To be convergent, the minimum grid spacing in the simulations is (∆ x) min = 0.75 w and the maximum is (∆ x) min = 48 w.
The nominal composition of the model alloy is Fe-0.3 wt. % C, and the material properties for the necessary PF model inputs are shown in Table 2 . Note that the input S/L interfacial energy and its anisotropy were obtained from the MD modelling. Practical thermal gradients and the growth velocities at different locations in the weld pool were input into the PF modelling as the solidification conditions. These were obtained from the FT modelling shown as Figure 3 . Here, we choose four solidification conditions for simulation after the onset of the solidification process in the weld pool. The descriptions of the four points and the conditions are listed in Table 3 . The solidification conditions of the four points span the range of conditions, whether in thermal gradients or in the growth velocity within the weld pool. One dendrite/cell growth was simulated in a rectilinear frame, in which the thermal gradient and the constant pulling velocity were imposed along the x-axis. Because of the cubic symmetry, only 1/8 sphere seed of radius 2.5-5 w was placed at the origin and directionally grew along the x-axis, as shown in Figure 4 . The
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A Multi-Scale Approach to Simulate Solidification Structure Evolution and Solute Segregation in a Weld Pool Table 3 . Data fed into PF modelling -Solidification conditions. The solidification conditions of Line 1 and Line 3, indicated as Figure 3(a) , at the times close to the starting and ending of solidification in weld pool.
Solidification conditions
Solidification time (s) Line 1 Line 3 calculation domain in the y-z plane was set as L y = L z = 1/2λ 1 where λ 1 was the primary spacing of the dendrite/cell array under the simulated directional solidification condition. Symmetry boundary conditions were imposed on the yx and z-x faces, and x-axis was aligned with the pulling direction. As commonly recognised [40] , λ 1 is not a fixed value under certain solidification conditions, but varies in the range (λ lower , λ upper ). Here, we set λ 1 = 2λ lower , where λ lower is based on the Han & Hunt's expression [40] .
To save calculation time, the solidified part at the bottom was pulled out of the calculation domain by setting a frame velocity V F = V P . In directional solidification, the tip velocity V tip is equal to V p at steady state and thus the simulation domain follows the dendrite tip. To have enough solid in the calculation domain, we define a supersaturation Ω at the position x 0 . Note that Ω and x 0 only adjust the fraction of the solid in the calculation domain when steady state arrives and have no effect on the morphology. Furthermore, the V F = V p condition was added after the simulation was run in a fixed reference frame for an initial period with V F = 0 to allow the seed to develop. Figure 5 shows the evolution of the tip velocity with the calculation domain in x direction for the case G = 120 K/mm and V p = 12 mm/s. Due to the initial condition, the tip velocity (V tip ) is at first much larger than V p , then gradually decreases toward V p as growth proceeds. We consider the structures at later times, when V p is close to V p . It can be seen that the structure is affected by the initial condition until the solidification time is about t = 1050τ. When t = 1050τ, the structure obtained is controlled by the solidification condition and is a typical dendrite with the primary trunk and the secondary arms growing at some distance from the dendrite tip. In such a structure, the spacings between the secondary arms are almost the same and this structure, controlled solely by the solidification, is of the main interest here. We did not include noise in the simulations, and we did not extend the calculations very far from the dendrite tips, so we cannot comment about interactions of secondary dendrite arms further down in the mushy zone.
Structures and microsegregations in the weld pool
The microsegregation in the calculation domain for this case is shown Figure 6 for t = 2100τ, i.e. in the region where the dendrite structure is controlled by the solidification condition. As there is structural symmetry in the x-y plane, the solute distribution in x-y plane is examined. It can be seen that the solute is rich in the liquid between the secondary arms where the concentration (0.45 wt.%) is much higher than the alloy composition (0.3 wt. %) because of the microsegregation. Figure 7 shows the variation of the solidified structures and solute segregations with location in the weld pool. The solidification conditions used are listed in Table 3 which are obtained from the FT modelling. In the middle of the weld pool (line 3), when the solidification starts, the thermal gradient is as high as 700 K/mm which increased the difficulty of setting proper parameters for the PF calculation. The higher thermal gradient means lower undercooling at the same distance from x 0 and lower tip velocity, meaning that the solid part is more likely to be pulled out when V F is added. Thus, we only present the results of three different solidification conditions (or three locations) here.
The same scale is used for all three cases shown in Figure 7 . The difference in the structures is clearly seen if we observe the size of the primary trunk and the secondary arms, and the secondary arm spacing. As for the solute microsegregation, the solute is rich between the secondary arms which makes sense that the solute rejected due to the growth of the secondary arms accumulate at the roots between the secondary arms. As can be seen, the concentration does not vary much with the conditions. It is in the range of 0.45-0.48 wt. %, which is lower than the peritectic point with 0.53 wt. %.
CONCLUSION
A multi-scale approach is proposed to simulate the solidified structures and solute segregations in the weld pool. In this multi-scale approach, we link the nanometre MD modelling and the mesoscale FT modelling to the PF modelling. We illustrate the approach in a case study for Fe-0.3wt. %C steel in which the variation of the solidified structures and solute segregations with location in the weld pool is simulated and observed. 
