Abstract. This paper is devoted to understand groups definable in Presburger arithmetic. We prove the following theorems: Theorem 1. Every group definable in a model of Presburger arithmetic is abelian-by-finite. Theorem 2 Every bounded abelian group definable in a model (Z, +, <) of Presburger arithmetic is definably isomorphic to (Z, +)
Introduction
This paper is devoted to understanding groups definable in Presburger arithmetic. It is in the same spirit as [7] where analogous studies were made for the theory of (Q, +, <).
In [8] the proof of what was known as "Pillay's Conjecture" was finalized. This conjecture stated that given any definably compact group G definable in an ominimal expansion of a real closed field, one can find a Lie group G L as the quotient of G by its largest type definable subgroup of bounded index G 00 . Moreover, not only does G L have the same dimension (as a Lie group) as the o-minimal dimension of G, but the pure group theory of G L and G are the same, meaning that phenomena such as abelianity, definable solubility, etc. of G are already captured by G L . This result was then proved in [7] for groups definable in (Q, +, <).
One would like to extend these results (understanding definable groups in terms of more standard geometric objects) to groups definable in other geometric contexts such as the theory of the p-adics T h(Q p , +, ⋅), or Presburger artihmetic (that is, the theory T h(Z, +, <)). Notice that Presburger arithmetic is a reduct of T h(Q p , +, ⋅) (it is the value group) so understanding groups definable in Presburger would be a first step in the understanding of groups definable in p-adically closed fields. In this paper we find analogous results to those proved in [7] for Presburger arithmetic.
We will prove the following theorems, which are Theorems 3.9 and 5.9.
Theorem 1.1. Every infinite group definable in a model of Presburger arithmetic is abelian-by-finite.

Theorem 1.2. Every infinite and bounded group G definable in a model (Z, +, <) of Presburger arithmetic of dimension n is definably isomorphic to (Z, +)
n Λ where Λ is a local lattice of (Z, +)
n . More precisely, there is an n-dimensional box B ∈ Z and a local B-lattice Λ (see Definition 5.7) such that G is isomorphic to the (∧-definable) subgroup of Z n generated by B modulo Λ. 1 We will always work in Presburger arithmetic, and set T = T h(Z, +, <, −, ≡ n , 0, 1) so that we have quantifier elimination. This paper combines results from an unpublished preprint by the first author and from the second author's Master's thesis at Universidad de los Andes.
Preliminaries
We are interested in understanding the definable groups in Presburger arithmethic. For this we are going to use some facts that are already known for this particular theory, such as quantifier elimination and the Cell Decomposition Theorem. For sake of completeness we present all the statements that we are going to use throughout this paper, and their respective references.
We will always use M to indicate a saturated model of Presburger arithmetic, and M 0 will be a small elementary submodel of M. Also, (G, ⋅, e) denotes a definable group over M 0 and usually B denotes a small set of parameters from M. Unless otherwise specified, given a definable set X ⊆ M n and an element x ∈ X we denote by x i the i-th coordinate of x so that x = (x 1 , . . . , x n ).
Quantifier Elimination and Cell Decomposition.
We begin with some facts about Presburger arithmetic. The following is Corollary 3.1.21 in [10] .
Fact 2.1. Let L P res = {+, −, <, {≡ n } n∈N , 0, 1}, where Presburger arithmetic has quantifier elimination in L P res . An explicit axiomatization can be found in [10] . 
Proof. It follows by induction of the length of τ (x, a).
The following is a definition, which corresponds to "linear and B-definable" in [3] . Proof. It is left as an exercise to the reader.
We will now state the Cell Decomposition Theorem due to R. Cluckers (see [3] ).
Definition 2.2 (B-definable cells). Let B a set of parameters. We will define B-definable cells inductively as follows:
(1) A B-definable 0-cell is a point p ∈ dcl(B). A B-definable 1-cell is an infinite set of the form {α ◻ 1 x ◻ 2 β x ≡ N c}, where α, β ∈ dcl(B), 0 ≤ c < N are positive integers and ◻ j stands for either ≤ or no condition. (2) Assume that we have defined an (i 1 , . . . , i n ) B-definable cell C, where i j ∈ {0, 1} for all j ≤ n. Then • A B-definable (i 1 , . . . , i n , 0)-cell D is a set of the form
where α is an B-definable linear function. In this case we denote D as a graph Γ(C, α(x, b)) of the function α over the domain C.
where α, β are B-definable linear functions defined on C, 0 ≤ k < N are integers, the symbol ◻ i represents either ≤ or no condition for i = 1, 2 and the size of the fibers F x = {t ∈ M (x, t) ∈ D} cannot be uniformly bounded over C, meaning that there is no N ∈ N such that for all x ∈ C,
Definition 2.4 (Piecewise B-linear function). Let X be a definable set and f ∶ X → M a definable function. We say that f is a piecewise B-linear function, if there is a partition P of X into B-definable cells such that for each
The following theorem is the Cell Decomposition Theorem for Presburger arithmetic, Theorem 1 in [3] .
Fact 2.4. (Cell Decomposition Theorem).
(1) Let X be an B-definable set. Then there is a partition P of X in B-definable cells. The following follows immediately from the above fact and the definition of piecewise B-linear. 
i j , and by cell decomposition we can extend this notion of dimension to any definable set as dim cell (X) = max{dim cell (C) C is a cell and C ⊆ X}.
Belegradek, Peterzil and Wagner proved that Presburger arithmetic has the Exchange property (see [1] ), so the dimension of a definable set X is well defined. We introduce the exact definition.
Definition 2.5.
(1) Let a = (a 1 , . . . , a n ) ∈ M n and B a set of parameters. The dimension of a over B is the size of a maximal independent subset of {a 1 , . . . , a n } with respect to definable closure. Namely, dim(a) = k if there are a i1 , . . . , a i k ∈ {a 1 , . . . , a n } such that:
• a i1 ∈ dcl(B), and a ij+1 ∈ dcl(a i1 , . . . , a ij , B) for j = 1, 2, . . . , k.
• a j ∈ dcl(a i1 , . . . , a i k , B) for all j = 1, . . . , n.
(2) Let X ⊆ M n be a B-definable set. We define the dimension of X by:
Moreover, we say that a ∈ X is a dim-generic point if dim(a B) = dim(X). (3) Given two points a, b ∈ M n we say that a is independent from b over A if dim(a Ab) = dim(a A). In general, if X ⊆ M n is a definable, given two points a, b ∈ X we say that they are independent if they are independent over the parameters defining X.
The following is Corollary 1 in [3] . Fact 2.7. Let X be any definable set in Presburger arithmetic. Then dim cell (X) = dim def (X). Thus, we will indicate the dimension of X as dim(X).
In [3] R. Cluckers proved that Presburger has elimination of imaginaries, so that by (for example) Theorem 4.12 in [6] we have that Presburger is rosy with U þ -rank equal to the dimension defined above. In particular we have the following properties.
• For any two definable sets
We have the following. Given a definable set X, we will say that a tuple a ∈ C is dim-generic if dim(a) = dim(C). Two tuples a and b are independent if dim(ab) = dim(a) + dim(b). 
A matrix representation of g is A ∈ Q k×m a tuple c ∈ Z mk and a vector γ ∈ dcl(B) k , where:
and γ is a vector γ = [γ 1 , γ 2 , . . . , γ k ] T and we define c = (c We will abuse notation and use A c (x) + γ to refer to g(x).
Definable groups in Presburger arithmetic are abelian-by-finite
We will now prove that every definable group in Presburger arithmetic is abelianby-finite. We begin with some notation.
3.1. Open cells and boxes.
Definition 3.2 (Box around a point a). Let a = (a 1 , . . . , a n ) be a point in M n , we define a box B around a as a product of n 1-cells
Without loss of generality, we may assume that α and β are not constant functions and neither ±∞. Then we have the following cases:
(1) β and α are both increasing, (2) β is increasing and α is decreasing, (3) β is decreasing and α is increasing, (4) β and α are both decreasing.
We will only show how to solve the first case, because the others follow in a similar way. So assume that β and α are both increasing. We consider the following types.
By compactness both Σ 1 (x) and Σ 2 (x) are consistent so by saturation of M there are elements p, q such that M ⊧ Σ 1 (p) and M ⊧ Σ 2 (q). Define the following 1-cells:
So (a, b) ∈ I 1 ×I 2 , and by construction I 1 ×I 2 is a box around (a, b). Since I 1 ⊆ D, and for every element Proof. We proceed by induction on n. Let C = {α ◻ 1 x ◻ 2 β x ≡ N c}, where α, β ∈ M 0 . Since a is dim-generic, [α, a] and [a, β] are both infinite, so C is already a box around a.
Let C be an open (n + 1)-cell, say of the form
where D is an n-open cell and α and β are linear functions. Let (a 1 , . . . , a n+1 ) be a dim-generic point of C. By induction there is a box S around (a 1 , . . . , a n ) such that S ⊆ D. Assume that S = I 1 × ⋅ ⋅ ⋅ × I n , and that for each i ≤ n,
Observe that a i ∈ L i for every i ≤ n, and the restriction of α(x) and β(x) to L i are lines. Let α i and β i be the restrictions of α(x) and β(x) to L i . In order to simplify the notation, we will assume that all of α i and β i are increasing (the general result will follow similarly).
Since dim(a n+1 M 0 , a 1 , . . . , a n ) = 1, following the argument of Lemma 3.1 for each L i and α i (x) and β i (x), we can find δ Ifī be a sequence of 0's and 1's, let C be anī-cell and let πī be the projection of C into the coordinates whereī has 1's. By definition ofī-cell, π is a bijection of C into πī(C) and πī(C) is an open cell. Definition 3.3. let C be anī-cell, and let n be the dimension of the image of πī (the number of ones inī). We define C-boxes to be the preimages under πī ↾ C of n-boxes in Z n contained in πī(C).
Notice that B c is a C-box if and only if B c = π
The following hold either from the definition, or from the previous results using the fact that the restriction of πī to C is a bijection into an open n-cell.
Corollary 3.4. Let C be aī-cell definable over M 0 and let a be a dim-generic element of C. Then the following hold:
• There is a C-box B such that B ⊆ C and B is a box around a.
•
3.2.
Every group operation is locally linear. Throughout this subsection, we will fix a definable group G and a cell decomposition of G. Unless otherwise specified, all cells we refer to will be cells in this cell decomposition. Assume that G ⊂ Z n and that it has dimension d.
The main purpose of this subsection is to show that for every definable group (G, ⋅, e) there is a dim-generic cell C in the cell decomposition of G and a C-box B a ⊆ G, such that for every x, y ∈ B a , we have that:
For notation purposes, we will write xy instead of x⋅y whenever x and y are elements in G.
Our proof is based on the work of Eleftheriou and Starchenko in [7] , where they prove the same result for definable groups in vector spaces over division rings. We adapt many of their methods to the context of Presburger arithmetic.
For the rest of the paper we will introduce notation for "addition centered in a" and "multiplication centered in a". So let x ⊗ a y ∶= xa −1 y and x ⊕ a y ∶= x − a + y. 
Moreover, there are matrices
Proof. The multiplication in G is a definable function, so for every i ≤ n the projection π i ○ ⋅ on the i-th coordinate is M 0 -definable.
By cell decomposition, we can find a partition P of cells of G × G such that for every i ≤ n and D
Let D ∈ P be the cell containing (a, b) (so by definition it must be a (ī 1̂ī2 )-cell) and by dim-genericity of (a, b) there is some (ī 1̂ī2 )-cell D 0 contained in both C 1 × C 2 and in D, and containing (a, b). By Corollary 3.4, there is a D 0 -box B around the point (a, b) completely contained in D 0 . Let k 1 and k 2 be the number of 1's inī 1 andī 2 respectively. Assume that
. These are C 1 and C 2 -boxes around a and b respectively, and they satisfy the desired condition.
The "moreover" part follows by taking the matrix representation of g = (f 1 , . . . , f n ) (taking for M and c the part of the function involving x, and for N and d the part involving y). 
Proof. Since a and b are independent and dim-generics of G, then a and a −1 b are independent and dim-generics of G as well. Therefore, if a −1 b lives in aī 3 -cell C 3 , by Lemma 3.5 there are C 1 and C 3 -boxes B 
This implies that for any element
These boxes satisfy the first condition of the lemma. Likewise we can obtain C 1 and C 2 -boxes B 
for all x, y ∈ B a .
Proof. Let a be a dim-generic element of G and take a 1 a dim-generic element of G independent of a. Consider a 2 = aa −1 1 , which is also dim-generic and independent of a. Assume that a 1 lives in aī 1 -cell C 1 (in the cell decomposition of G) and that a 2 lives in aī 2 -cell C 2 .
Applying Lemma 3.6 to a and a 1 we obtain C and C 1 -boxes B ′ a and B ′ a1 , a matrix M ∈ Q n×n , a tuple c ∈ Z n 2 and a vector γ 1 ∈ M n such that for all x ∈ B ′ a we have
. Similarly, since a and a 2 are also independent and dim-generics, there are C and
a2 . Additionally, applying Lemma 3.5 to a 1 and a 2 , which are also independent and dim-generics, there are C 1 and C 2 -boxes B ′′′ a1 and B ′′′ a2 , matrices P, Q ∈ Q n×n , tuples e, f ∈ Z we have that xy = P e x + Q f y + β. Now we can consider the (C, C 1 and
and
. Without loss of generality, we may assume that xa −1 a 1 ∈ B a1 and a −1 a 2 x ∈ B a2 for any element x ∈ B a (we can always find a smaller box around a that satisfies these conditions following the same argument of the last part of Lemma 3.6).
Thus, for any
as required.
Lemma 3.8. Let a be a dim-generic element of G and C a cell containing it, as in the previous lemma. Then there is a C-box B a around a, such that for every x, y ∈ B a , xa
Proof. By Lemma 3.7 there is a C-box B a around a, matrices M, N, P, Q ∈ Q n×n , tuples c, d, e, f ∈ Z n 2 and γ 1 , γ 2 , β ∈ M n such that for every x, y ∈ B a ,
In particular a ∈ B a , so we have
Similarly,
Since a = aa −1 a, we have x+y = xa −1 y+a, so we can conclude x−a+y = xa −1 y. Proof. By Lemma 3.8 we have neighborhood of the identity such that ⊗ a commutes between any two elements of the neighborhood. The proof will follow the standard trick of using a double centralizer.
Let (G, ⋅, e G ) be a definable group and take a dim-generic element a ∈ G in a cell C. By Lemma 3.8 there is C-box B a such that for every x, y ∈ B a , xa −1 y = x − a + y. Given x, y ∈ G, define x ⊕ a y = xa −1 y, notice that ⊕ a is a group operation whose identity is a, and (G, ⋅, e) is definably isomorphic to (G, ⊕ a , a), via the function f (x) = xa. It is therefore enough to show that (G, ⊕ a , a) is abelian-by-finite.
Recall that the centralizer C(X) of a set X is {y ∈ G ∀(x ∈ X), y ⊕ a x = x⊕ a y}. Because ⊗ a is commutative in B a , we know that H = C(C(B a )) contains B a and is therefore a commutative subgroup of G. Hence H has the same dimension as (G, ⊕ a , a) so it has finite index by the properties of dimension.
Every abelian-by-finite group is amenable, meaning it admits a finitely additive probability measure on sets which is invariant under left multiplication. By Theorem 3.9 any group G definable in Presburger arithmetic admits such a measure µ G on the algebra of subsets of G, so in particular it is a finitely additive probability measure on definable sets. So we get the following.
Corollary 3.10. Every group G definable in Presburger arithmetic is amenable. In particular, also definably amenable.
Given any group (G, ⋅, e) definable in Presburger arithmetic, we will denote by µ G the invariant measure given by the previous corollary.
Generic definable subsets of bounded groups
As mentioned in the introduction, we want to show that any bounded definable group (see Definition 4.1) is a definable quotient of M n by a lattice. In order to prove this result we will use results in [9] and [2] to characterize definable generic subsets of bounded groups. In this section we prove that if G is a definable bounded group in Presburger, then a definable subset is generic if and only if it has positive measure with respect to µ G .
We define a bounded set X(a) = φ(M, a) as follows, Definition 4.1 (Bounded set). Let X(a) = φ(M, a) ⊆ M n be a definable set, we say that X(a) is bounded if there is some element 0 < α ∈ M such that for any element x ∈ X(a), we have that for all i ≤ k, −α < x i < α, where x i indicates the i-th coordinate of x.
The characterization of generic sets is inspired by methods found in [11] and [5] , which contain similar results for o-minimal theories. In particular, we will begin by proving an analog of Theorem 2.1 in [11] (see Theorem 4.5).
4.1. Definable functions between two non-algebraic types. In the following statements p(x 1 , . . . , x n ) is a complete n-type over M 0 of dimension n. Let q(y) denote a complete non-algebraic 1-type over M 0 , and let P, Q be their sets of realizations in M n and M respectively. By quantifier elimination, q(y) is determined by an M 0 -cut and by a set of formulas of the form x ≡ n c with 0 ≤ c < n. We will indicate as Q ′ the set of points that satisfy the same M 0 -cut implied by the type q(y), i.e., the realizations of the type q(y) ∈ S 1 (M 0 ) restricted to the language L ′ = {<}.
Lemma 4.1. Let P and Q be as above. Let a ∈ P, and α ∶ P → M a relatively M 0 -definable function, such that α(a) ∈ Q. Then α is surjective onto Q.
Lemma 4.2. Let P be the set of realizations of a type p(x) ∈ S n (M 0 ) of dimension n and let α ∶ P → M be a relatively M 0 -definable function. Take a ∈ P arbitrary, and suppose that q(y) = tp(α(a) M 0 ) is a non-algebraic 1-type. Let Q ′ be as described at the begining of this subsection. Then there are elements a 1 , a
Proof. Consider the partial type given by Σ(y) = q(y) ∪ {β(a) < y β is a M 0 -definable function and β(a) ∈ Q ′ }.
By quantifier elimination, q(y) is completely determined by its atomic formulas over M 0 , and those formulas determine a linear system of congruences together with formulas of the form b < x < b ′ where b, b ′ ∈ M 0 . Let Σ 0 (y) be a finite subset of Σ(y). We may assume that Σ 0 (y) is a conjunction of the form On the other hand, the interval (β(a), d ′ ) must be infinite. Assume by contradiction that it is finite, so there is k ∈ N such that β(a) + k = d ′ , but this contradicts p(x) ∈ S n (M 0 ) has dimension n (since β is a linear function, we can choose r ≤ n the maximum index such that the coefficient in β of a r is non-zero, isolating a r we can conclude that a r ∈ dcl(a 1 . .
Thus, by compactness and saturation there is an element α 2 ⊧ Σ(y). In particular, we have α 2 ⊧ q(y) so by Lemma 4.1 there is a 2 ∈ P such that α(a 2 ) = α 2 . By construction of the type Σ(y), we have that dcl(aM 0 ) ∩ Q ′ < α(a 2 ). We can show similarly that there is an a 1 ∈ P such that α(a 1 ) realizes the partial type
from which we will obtain α 1 (a) < dcl(aM 0 ) ∩ Q ′ .
4.2.
Forking and generic formulas in Presburger arithmetic. We will need the following definitions.
Definition 4.2. Let X be a definable subset of G. X is said to be left generic if 
We will be mainly interested in I G (M) which we will denote as I G .
In [11] Pillay and Peterzil presented a characterization of the definable generic subsets of an abelian and definably compact group in o-minimal theories, using the fact that for definably compact o-minimal groups, non forking is essentially equivalent to finite satisfiability over a small model (cf. Theorem 2.1 in [11] ). With this idea in mind, we attempt to find conditions on the definable groups in Presburger similar to "definable compactness" that allow us to recover analogues to results of [11] in Presburger arithmetic. One such condition might be that the group is bounded.
The main result of this subsection, Theorem 4.5, will be proved by an induction on dimension. The following is the base case. 
Proof. Without loss of generality, we may assume that a is a tuple of independent elements over M 0 . If φ(x, a) defines a single point p ∉ M 0 , then the statement is clear. Suppose now that φ(x, a) is a bounded 1-cell, that is, φ(x, a) is equivalent to a set defined by a formula of the form (α(a) < x < β(a)) ∧ x ≡ N c) where α and β are definable functions and 0 ≤ c < N are integers. Note that α(a) and β(a) are in the same M 0 -cut. Assume by contradiction that there is
, but this contradicts our hypothesis. Let Q ′ be the set of points of M that are in the same M 0 -cut as α(a). By Lemma
4.2, there is an element a
For the next result we will need the following, which is proved in [4] but we use the statement given in Fact 1.1 in [12] . As usual, b-forking is then defined as implying a disjunction of formulas which b-divide.
The following are equivalent:
is consistent where m is greater than the alternation number of φ(x, y; z).
We can now prove the analogue of Theorem 2.1 in [11] .
Theorem 4.5. Let X(a) ∶= φ(M, a) ⊆ M n be a definable bounded set. The following statements are equivalent:
(1) φ(x, a) does not fork over M 0 .
(2) {φ(M, y) y ⊧ tp(a M 0 )} has the finite intersection property.
Proof. The direction (1) ⇒ (2) follows by the fact that in an NIP theory any formula φ(x, a) which does not fork over a small model M 0 is contained in a global M 0 -invariant type. The implication (3) ⇒ (1) is clear.
The proof of (2) ⇒ (3) is completely analogous to that of Lemma 2.2 in [12] , but we include it for completeness.
Let φ(x, a) a definable set. We will prove by induction on n that if φ(x, a) does not divide (or fork) over M 0 then it has a point in M 0 .
The case n = 1 is given by Lemma 4.3, assume that the theorem holds for n = k and assume that φ(x, a) ⊂ M k+1 . So let x = (x 1 , x 2 ) where x 1 is a 1-tuple, x 2 is a k-tuple, and φ(x, a) = φ(x 1 , x 2 , a). Let ⟨a i ⟩ i∈ω be a strict Morley sequence of a over M 0 . Let m be the alternating number of φ(x 1 , x 2 ; y), let
and let θ(x 1 , a) ∶= ∃x 2 χ(x 1 , x 2 , a).
Let p(x) be a global M 0 -invariant type extending φ(x, a). All φ(x, a i ) must be in p(x) (by M 0 -invariance) so φ(x 1 , x 2 ; a) is in p(x), and by construction so is θ (x 1 , a) . Proof. Let G be a definable bounded group, by Theorem 3.9 there is an abelian definable subgroup H of finite index. Following the proof presented in Section 3 of [11] , replacing definably compact by bounded, we conclude that I H is an ideal. Since H has finite index on G, I G must be also an ideal in the algebra Def (G).
Hence, if a finite union of sets is generic, then at least one of them will be generic. We will use this repeatedly.
The following corollary was already observed in [9] (in the discussion after Problem 5.5 in [9] ). The following will be very useful for us.
Corollary 4.8. Let G be a bounded group definable in Presburger arithmetic, and let X be a definable subset of G. Then X is generic if and only if
Proof. If a set is generic, then by invariance and additivity it must have positive measure. For the converse, by Theorem 1.2 in [2] we know that a set X ∶= φ(M, a) has positive measure if and only if φ(g −1 x, a) does not fork for all g ∈ G. By Corollary 4.7 this implies that X is generic, as required.
Characterizing bounded definable groups in Presburger
Let G be any bounded definable group of dimension n. Since it is bounded, we may assume that G ⊆ M n , which we will do throughout this section. We will need to define generalized parallelograms. By f (x) < γ we will understand cf (x) < kγ where c is the minimum common multiple of {n i } i≤k ∪ {m}, so that
which is a formula in Presburger arithmetic.
Given any such function f and any two elements γ 1 and γ 2 such that γ 2 − γ 1 is infinite, we define the k-strip S k (γ 1 , γ 2 ) to be the set
Notice that requiring γ 2 − γ 1 to be infinite is equivalent to having equivalently,
Definition 5.2. We will say that a point a lies in the center of a K-strip S k (γ 1 , γ 2 ) if the distance between 2f (a) and γ 1 + γ 2 is finite.
Remark 5.1. Notice that by linearity of the function f defining the strip, and because we require that γ 2 − γ 1 to be infinite, around any point a in the center of the strip we can find an infinite box around a contained in the strip.
Definition 5.3. An open full l-parallelogram is an intersection of l linear strips.
Specifically,
where γ An open l-parallelogram is a set X such that
where P is an open full l-parallelogram, 0 ≤ c i < n i are natural numbers and x i is the i-th coordinate of x.
The definition allows for degenerate cases: it may be that two open strips
However, all of the open full l-parallelograms we will work with will be bounded, which will imply that none of this "degenerate" cases arise. We will not need to use any of this, which is the reason we do not make the definition more strict.
Definition 5.4. A full l-parallelogram in M n is defined to be the image of an open full l-parallelogram under linear functions, that is, a set of the form
where f i (a) is a linear function from M k for each i < n and P is an open full k-parallelogram.
n is a set X such that
where P is an open full k-parallelogram, 0 ≤ c i < n i are natural numbers and x i is the i-th coordinate of x.
The definition of full parallelograms is equivalent to the definition of parallelograms (Definition 3.5) in [7] , where the theory is developed in the context of T h(Q, +, <). We will not use their definition, but we will need some of their more technical results. We will therefore include their definition and how to "translate" between both definitions in Appendix A.
In particular, modulo the translation explained in Appendix A, we can repeat the proof of Lemma 3.6 in [7] , adding the congruences where needed, and get the following:
n be a definable bounded set in Presburger arithmetic. Then W is a finite union of parallelograms.
We will later want to combine Fact 5.2 with Lemma 3.8, and for this we will need to have a parallelogram with a dim-generic center. We will want to work with parallelograms with specific centers. A parallelogram P a will always be a parallelogram with center a. Given such a parallelogram P a we will need to use "octants". Definition 5.6. Let P a be an open l-parallelogram centered at a point a which will be fixed for this definition. Suppose that P a is defined by l equations f
Let η ∈ {−1, 1}. Then the η-octant of P a is the set defined by equations
The following holds.
Lemma 5.4. Let P a be an open l-parallelogram centered at a, and let P 1 a be an octant of P a defined by η. Then:
Here we are using the coordinate addition in Z l .
Proof. The first item follows by our assumption that linear strips are infinite and definition of center. For the second one, assume that x 1 + x 2 + x 3 − a − a ∈ P 1 a , so that for some i one of the equations in the definition of 5.6 does not hold. Assume that η(i) = 1 so that
does not hold.
Since
If W is an A-definable bounded set, then the parallelograms that result in Fact 5.2 will also be A-definable. However, we can find a parallelogram with dim-generic center as follows. Proof. Let P be a bounded full A-definable parallelogram and let n be its dimension, so that P is defined by n (non redundant) linear strips, all definable over A. Now, we can cut P with n hyperplanes each a parallel to the hyperplanes defining each of the linear strips (these are bounded by A-definable parallel hyperplanes), and we can take each of these hyperplanes to be a dim-generic translate of those defining the linear strips. We end up with 2 n parallelograms, each with dim-generic center, as required.
Characterizing bounded groups definable in Presburger arithmetic.
By cell decomposition, we can decompose G × G in cells such that the group multiplication and inversion are linear functions in each of the cells. Because the non-generic sets from an ideal (Corollary 4.6) we know that at least one of these cells, say W , is generic in G × G.
Lemma 5.6. Let G be a bounded group definable in Presburger arithmetic, and let
Proof. It is well known (see for example [13] ) that if G is an amenable group, then so is G × G equipped with the following product measure µ G×G :
For any W ∈ G define
By Corollary 4.8 we know that W is generic if and only if µ G×G (W ) is positive, and by definition of the product measure the result follows immediately.
Recall that x ⊗ a y ∶= xa −1 y and x ⊕ a y ∶= x − a + y. We will also use the maximum norm. So for x = (x 1 , . . . , x n ) ∈ M n we define x ∶= max{ x i i ≤ n} where x i is the usual absolute value. This is clearly definable in Presburger arithmetic.
Theorem 5.7. Let G ⊆ M n be a bounded abelian group definable in a model M of Presburger arithmetic of dimension n. Then there is a generic parallelogram P a ⊆ G centered in a ∈ G such that G-addition centered in a coincides with the usual M n -addition centered in a.
Proof. Let a ∶= (a i ).
By cell decomposition and Lemma 5.6 there are generic cells U, V ∈ G such that G-addition in U × V is given by linear functions. By Fact 5.2 we may find a generic parallelogram P ⊆ U . By Lemma 5.5 P is a finite union of parallelograms with dimgeneric center, so at least one of these, say P a , is also generic. In a similar way, we can find b ∈ V and a generic parallelogram Q b ⊆ V such that b is a {a}-dim-generic center of Q b . There is a box B a centered around a such that the following hold: • B a ⊆ U .
Claim 1.
• B a ⊆ aV b −1 .
• For any x, y ∈ B a , we have that xa
Proof. Let f be the linear function on P a given by f (x) = xb and g be the linear function on Q b where g(y) = ay. The image of parallelograms under linear functions is a parallelogram, so both f (P a ) and g(Q b ) are generic parallelograms centered in ab. By definition of center, there is a box B ab centered in ab contained in both f (P a ) and g(Q b ), so that in particular
a be a box around a given by Lemma 3.8, so that for all x, y ∈ B 9. For notation purposes we will assume that c, d and β are all tuples of 0's. The general case is exactly analogous but the notation gets significantly messier. So we will assume that in U × V we have xy = Ax + Cy where A and C are matrices in GL n (Q).
Claim 2. Let y ∈ U be such that yb ∈ aV then
Proof. Assume that yb ∈ aV . Then a −1 yb ∈ V . Since the group operation over U × V is linear, we have yb = Ay + Cb and a(a
Proof. Since B a ⊆ U ∩ aV b −1 we can apply the previous claim, so that for all x in U we have that
It follows that if x − a + y is in U we have (x − a + y)b = Ax + Ay − Aa + Cb = xa −1 yb so x − a + y = xa −1 y, as required.
We will now fix an octant P 1 a of P a defined by η
By lemma 5.8, X a contains B a ∩ P 1 a , and so it is a subset of P 1 a of dimension n. We will show that it is closed under ⊕ a .
To prove this, let y 1 , y 2 ∈ X a and let x be an element in P 1 a such that x ⊕ a (y 1 ⊗ a y 2 ) ∈ P 1 a . We know that y 1 ⊗ a y 2 = y 1 ⊕ a y 2 by definition of X a so that x ⊕ a (y 1 ⊕ a y 2 ) ∈ P 1 a . By Lemma 5.4 this implies that x ⊕ a y 1 ∈ P 1 a , and since y 1 ∈ X a we have x ⊗ a y 1 = x ⊕ a y 1 . We can apply the definition of X a with y = y 2 and x ⊕ a y 1 instead of x and we get
It follows that y 1 ⊕ a y 2 ∈ X a . So X a is a subset of the octant P and closed under ⊕ a -vector addition as long as we stay inside the octant P
is as small as possible. Because B a ∩ P a ∈ X a we know that y k − a k is infinite for some k. Let e k be the vector with 0 in all its coordinates for i ≠ k and e k = η(k). Because P 1 a is defined by η, we have that
By minimality, y − e k ∈ X a . But a + e k ∈ B a ∩ P a ⊂ X a and y = (y − e k ) ⊕ a a + e k ), so so y ∈ X a , a contradiction. This implies that P a = X a , and the claim follows.
We will now restrict ourselves to P a 2 ∶= {x x ⊕ a x ⊕ a v x ∈ P a } for some v x ∈ B a . Claim 4. Given any x ∈ P a 2 and any z ∈ P a , if x ⊕ z ∈ P a we have x ⊗ a z = x ⊕ a z.
Proof. Let
It is enough to show that P a 2 ⊆ X.
Suppose that P a 2 ⊆ X, and let x ∈ P a 2 and z ∈ P a with z i − a i < x i − a i , x ⊕ a z ∈ P a and x ⊗ a z ≠ x ⊕ a z. We may take such x such that x − a is the smallest possible.
Note that since we have an infinite cube inside B a such cube must be a subset of X by Lemma 5.8 x − a is therefore infinite. Now, let z
We can choose the above (adding elements in B a to v x and v z if needed) so that
By definition of P a we know that because x ⊕ z ∈ P a then x ′ ⊕ a z ′ ∈ P a : If f is Q-linear, v − a is finite, and γ − f (a) infinite, then
By minimality of x we have x
Finally, combining this with the last statement of Lemma 5.8 we have
Using the above (and abelianity of ⊕ a and ⊗ a ) we have:
It follows both that x⊕ a y = x⊗ a y for all elements in P a 2 and that P a 2 is generic in G (we can get finitely close to any point of P a with finitely many ⊕ a -translates of P a 2 by elements of P a 2). So the Theorem 5.7 follows.
By Theorem 3.9 any group (G, ⋅, e) definable in Presburger arithmetic is abelianby-finite. We will conclude this paper by characterizing all bounded abelian groups (G, ⊕, e) definable in Presburger arithmetic. We define a local B-lattice Λ over B to be a subgroup Λ such that ∀λ ∈ Λ we have (λ + B) ∩ Λ = {λ}. Proof. By definition, any cell is definably isomorphic to an n-dimensional cell C in M n . So we may assume that G ⊆ M k with k = dim(G), because G is a bounded group.
By Theorem 3.9 there is a definable abelian subgroup G ab of G of finite index. We may of course assume that G = G ab so we will assume G is abelian. Because of this and to clarify the notation in the rest of the proof, we will switch to additive notation and have (G, ⋅, e) = (G, ⊕, e).
By Theorem 5.7 we can find a definable parallelogram P a ⊆ G centered in a which is generic in G and such that xa −1 y = x − a + y for all x, y ∈ P a . We may of course definably shift the operations and assume that a is both the identity in G and the origin in M k . Furthermore, any parallelogram centered in the origin of dimension k is definably isomorphic to a k-box in M k centered in the origin via a linear function, and such an isomorphism will preserve addition.
So we have a definable local isomorphism f from a box B ⊆ M k centered in the origin into a generic subset of G, with the following properties:
• For any n ∈ N and x 1 , . . . , x n ∈ B, if x 1 + ⋅ ⋅ ⋅ + x n ∈ B then
In particular, for any x ∈ B and z ∈ Z
Claim 5. Each function f n is well defined.
Proof. Fix a natural number n ∈ N. Assume that B = I 1 × ⋅ ⋅ ⋅ × I k , where each
We will need to work with the coordinates of the elements in Z k . For this claim we will use v(i) to denote the i'th coordinate of v for any v ∈ Z k . Take an element v ∈ B, for each i ≤ k we can find w(i), z(i) ∈ I i such that v(i) = w(i) + z(i), z(i) ∈ Z and w(i) ≡ Ri 0. Thus, we can find vectors w ∈ nB, z ∈ Z k ⊆ B such that v = w + z and each coordinate w(i) ≡ Ri 0. Assume now that x 1 + ⋅ ⋅ ⋅ + x n = y 1 + ⋅ ⋅ ⋅ + y n , where x i , y i ∈ B for each i ≤ n. Decomposing vectors x i = w i + z i and
Replacing, we get
Subclaim:
Proof. By genericity, G = ⋃ g∈X g ⊕ f (B) for a finite set X. This of course can only work if their definition of parallelogram has a direct translation to the context of Presburger, which coincides with Definitions 5.4 and 5.3, or at the very least that these definitions include the analogues of parallelograms defined in [7] .
We will now describe the definition of parallelograms from [7] , how we can apply this definition to Presburger arithmetic, and why these analogues are lparallelograms. In this appendix, we will use letters a, b to denote tuples, c, d for elements in the ground model of T h(Q, +, <), and greek letters for constants in Q. ⟨β i1 t i , β i2 t i , . . . , β in t i ⟩ for some t 1 , . . . , t n in M with t i < d i .
The following is Lemma 3.6 in [7] . Cells in Presburger have a very similar definition as cells in T h(Q, <, +), except for the congruences. But congruences can be dealt with at any stage (they are the difference between l-parallelograms and full l-parallelograms). We will therefore show what the analogue of Definition A.1 would be when not taking congruences into account, and we will prove we get full parallelograms. We will now show that the sets P a (b 1 , . . . , b l ) as defined above are full l-parallelograms as in Definition 5.3 and 5.4. We will start with the open case. Proof. Fix any j ≤ n. Working within Q, let P be the subspace of Q n generated by the n − 1-vectors ⟨β i1 , β i2 , . . . , β in ⟩ with i ≠ j, and assume such a subspace is defined by the equation H j (x) = 0. This is an equation with coefficients in Q, and it follows that any point in Z n of the form will satisfy H j (x) = H j (a + b j ). Assuming that H j (a) < H j (a + b j ) (otherwise we reverse the order), we have that the set {x ∈ Z n H j (a) ≤ H j (x) ≤ H j (a + b j )} is precisely the set a + i ⟨β i1 t i , β i2 t i , . . . , β in t i ⟩ where t 1 , . . . , t n vary in Z for i < j and 0 ≤ t j ≤ d j . So
as required. Proof. In this case, let H(x) = 0 be the l-dimensional subspace of Q n generated by the Q-vectors {⟨β i1 , β i2 , . . . , β in ⟩} 1≤i≤l .
By linear algebra, there are l free coordinates and n−l dependent ones in H(x) = 0. Without loss of generality, we will assume that the independent ones are the first l, so that {x ∈ Q H (x) = 0} = (x 1 , . . . , x j , f j+1 (x 1 , . . . x j ) , f j+2 (x 1 , . . . x j ) , . . . , f n (x 1 , . . . x j ) with x 1 , . . . , x j ∈ Q j where f j+1 (x 1 , . . . x j ) , f j+2 (x 1 , . . . x j ) , . . . , f n (x 1 , . . . x j ) are Q-linear functions. Let f (x 1 , . . . , x n ) ∶= (x 1 , . . . , x j , f j+1 (x 1 , . . . x j ) , f j+2 (x 1 , . . . x j ) , . . . , f n (x 1 , . . . x j )) . Now, the projections b By Theorem A.2 and the definition of l-parallelograms in Z n , the theorem follows.
