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GENERATING FUNCTIONS OF RANDOM WALKS ON GRAPHS
VADIM KOSTRYKIN AND ROBERT SCHRADER
Dedicated to Ludwig Faddeev on the occasion of his 70th birthday
and to Philippe Blanchard and Konrad Osterwalder on the occasion of their 60th birthday
ABSTRACT. The article provides an explicit algebraic expression for the generating
function of walks on graphs. Its proof is based on the scattering theory for the differential
Laplace operator on non-compact graphs.
1. INTRODUCTION
The concept of a generating function is known to be a very important tool in com-
binatorics, probability, and number theory. Associated methods reduce the solution of
combinatorial or probabilistic problems to the study of particular properties of the gener-
ating function which can be performed by methods of function theory and analysis. For
an introduction to this method the reader may consult the books [6], [8], [32]. A number
of solved and still unsolved combinatorial problems, where the generating function plays
a central role can be found in the article [25]. In the probabilistic context we mention the
solution of the problem whether a simple random walk on Zd is recurrent or transitive
by an analysis of the generating function (see, e.g., [9]). Some further examples will be
discussed below in Sections 2 and 7.
The present work is devoted to the determination of the generating function for walks
on graphs (both in combinatorial and probabilistic contexts). Walks on graphs are con-
sidered, in particular, in [2], [5], [18], [26, Section 4.7], [33]. In a custom setting random
walks on graphs are defined as Markov chains on the vertices of the graph. The transi-
tion probability from one vertex to another is assumed to be non-zero if and only if these
vertices are adjacent. For a survey of the theory of random walks on graphs, see [17].
We consider a slightly different but closely related model of random walks on graphs,
where the states are chosen to be the edges of the graph. Transitions between different
states are determined by stochastic (that is, Markov) matrices M(v) prescribed at every
vertex of the graph. The graphs are assumed to be non-compact, that is, besides a finite
number of edges (or “internal lines” i ∈ I) to have a non-empty set E of “external lines”
which serve as entries or exits for random walks. More precisely the model will be
described in the following section. A relation between this model of random walks and
random walks on vertices is explained in the Appendix below.
Consider an arbitrary positive weight on the graph (that is, a map assigning to any
edge i of the graph a positive number ai). We will call a = {ai}i∈I ∈ (R+)|I| a penalty
vector. With β being a complex parameter we define a generating function Te,e′(β) of
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walks from an external line e′ ∈ E to an external line e ∈ E as
Te,e′(β) =
∑
[M(vN )]e,iN e
−βaiN [M(vN−1)]iN ,iN−1 . . .
. . . [M(v1)]i2,i1e
−βai1 [M(v0)]i1,e′ ,
where the sum is taken over all walks {e′, i1, i2, . . . , iN−1, iN , e} from e′ to e, the set
v0, v1, . . . vN is the ordered list of vertices (with possible repetitions) visited by the walk,
ik are the corresponding internal lines traversed during the walk (again with possible
repetitions). In the context of the generating functions the weight exp{−βai} can be
viewed as a penalty factor for traversing the edge i during a walk.
More generally, one can also consider penalty vectors depending on the direction in
which a given edge is traversed by the walk. The corresponding generating function will
be discussed in Section 6 below (see Theorem 6.7).
The main result of the present work (see Theorem 6.2 below) provides an explicit
algebraic expression for the generating function of walks on graphs. Its proof is based
on the scattering theory for the differential Laplace operator on non-compact graphs and
the corresponding methods developed by the authors in [12], [13], [14], [15], [16]. In the
context of differential operators the weights ai will be interpreted as the metric lengths of
the edges i.
The generating function is determined by analytic continuation of the scattering matrix
to complex values of the spectral parameter. This result is very reminiscent of a similar
result in relativistic quantum field theory in the context of vacuum expectations of prod-
ucts of quantum fields. The analytic continuation of the Wightman distributions [31] to
the Euclidean points (the so called Wick rotation [30]) results in the Schwinger functions
[24]. Conversely, by a result [20], [21] of K. Osterwalder and one of the authors (R. S.) the
Schwinger functions give rise to Wightman distributions. In the bosonic case Symanzik
and Nelson have shown that the Schwinger functions describe a stochastic theory (see
[7], [19], [28], and references quoted there).
We expect that the model of walks on graphs considered in the present article may be of
interest in the context of optimization of traffic flows and in telecommunication networks,
where the transition matrices M(v) determine a proportion of the traffic or signals to be
transmitted in a given direction.
The article is organized as follows. In Section 2 we will give definitions of walks on
graphs and of associated generating functions. Also we present several examples relat-
ing the generating function to combinatorics. In Section 3 we will revisit the scattering
theory of differential Laplace operators on graphs. Section 4 is devoted to the proof of
the combinatorial Fourier expansion formula (4.18). Theorem 4.2 proves the absolute
convergence of the Fourier series and Theorem 4.10 expresses the Fourier coefficients as
sums over the walks on the graph. In Section 5 we will consider the analytic continuation
of the scattering matrix with respect to the square root of the energy (that is, the spectral
parameter). In Section 6 the generating function will be expressed in terms of the scatter-
ing matrix for a Laplace operator with boundary conditions determined by the transition
matrices M(v). In Section 7 we will turn to random walks on graphs. By means of the
generating function we will calculate several mean values associated to this probabilistic
set-up.
There are several further models which can also be treated by the methods of the
present work. In particular, choosing the matrices M(v) as independent random vari-
ables one obtains a model of random walks in random environment. Further, the graph
itself can be chosen to be random (see, e.g., [4]). We note that random graphs have been
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used to model the spread of epidemics like AIDS, see, e.g., the article [3] and further
references quoted there.
2. WALKS ON GRAPHS
We consider a finite, connected and non-compact graph G = (V,I, E , ∂), where V =
V (G) is a finite set of vertices, I is a finite set of internal lines, E is a finite set of external
lines. The elements of the set I ∪ E are called edges. The boundary operator ∂ assigns to
each internal line i ∈ I an ordered pair (v1, v2) of vertices (possibly equal) and to each
external line e ∈ E a single vertex v. The vertices v1 := ∂−(i) and v2 := ∂+(i) are called
the initial and terminal vertex of the internal line i, respectively. This obviously induces
an orientation on each of the internal lines and this will become relevant below.
The vertex v = ∂(e) is the initial vertex of the external line e. If ∂(i) = (v, v), then
i is called a tadpole. To simplify the discussion, in what follows we will assume that the
graph G contains no tadpoles.
Two vertices v and v′ are called adjacent if there is an internal line i ∈ I such that
either (v, v′) = ∂(i) or (v′, v) = ∂(i). A vertex v and the (internal or external) line
j ∈ I ∪ E are incident if v ∈ ∂(j). The degree deg(v) equals the number of (internal or
external) lines incident with the vertex v.
We do not require the map ∂ : I → V × V, E → V to be one-to-one. In particular,
any two vertices are allowed to be adjacent to more than one internal line and two different
external lines may be incident with the same vertex.
Given an arbitrary vector a = {ai}i∈I ∈ R|I| with strictly positive components, we
will endow the graph with the following metric structure. Any internal line i ∈ I will be
associated with an interval [0, ai] with ai > 0 such that the initial vertex of i corresponds
to x = 0 and the terminal one - to x = ai. Any external line e ∈ E will be associated
with a half-line [0,+∞). The number ai can be viewed as the length of the internal line
i.
A nontrivial walk w on the graph G from e′ ∈ E to e ∈ E is a sequence
{e′, i1, . . . , iN , e}
of edges such that
(i) v0 := ∂(e′) ∈ ∂(i1), vN := ∂(e) ∈ ∂(iN ), and for any k ∈ {1, . . . , N − 1} there
is a vertex vk ∈ V such that vk ∈ ∂(ik) and vk ∈ ∂(ik+1);
(ii) vk 6= vk+1 for all k ∈ {0, . . . , N − 1}.
The number N is the combinatorial length |w|comb ∈ N and the number
|w| =
N∑
k=1
aik > 0
is the metric length of the walk w.
Example 2.1. Let G = (V,I, E , ∂) with V = {v0, v1}, I = {i}, E = {e}, ∂(e) = v0,
and ∂(i) = (v0, v1). Then the sequence {e,i,e} is not a walk, whereas {e,i,i,e} is a walk
from e to e.
Proposition 2.2. Given an arbitrary nontrivial walk w = {e′, i1, . . . , iN , e} there is a
unique sequence {vk}Nk=0 of vertices such that v0 = ∂(e′) ∈ ∂(i1), vN = ∂(e) ∈ ∂(iN ),
vk ∈ ∂(ik), and vk ∈ ∂(ik+1).
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Proof. Assume on the contrary that there are two different sequences {vk}Nk=0 and {v′k}Nk=0
satisfying the assumption of the proposition. This implies that there is a number K ∈
{0, . . . , N − 2} such that vk = v′k for all k ∈ {0, . . . ,K} but vK+1 6= v′K+1. Obvi-
ously, the vertices vK , vK+1, and v′K+1 are incident with the same edge. Thus, either
vK = vK+1 or vK = v
′
K+1, which is a contradiction. 
We emphasize, that at any vertex of the sequence {vk}Nk=0 associated with a nontrivial
walk w, the walk is either “reflected” or “transmitted”.
A trivial walk w on the graph G from e′ ∈ E to e ∈ E is the tuple {e′, e} with
∂(e) = ∂(e′). Both the combinatorial and the metric length of a trivial walk are zero.
A walk w = {e′, i1, . . . , iN , e} traverses an internal line i ∈ I if ik = i for some
1 ≤ k ≤ N . It visits the vertex v if either v = ∂(e′) or v = ∂(e) or v is incident with at
least one internal line traversed by the walk w.
The score n(w) of a walk w is the set {ni(w)}i∈I with ni(w) ≥ 0 being the number
of times the walk w traverses the internal line i ∈ I . Any trivial walk has the score
n = 0 := {0, . . . , 0}.
Let We,e′ = We,e′(G), e, e′ ∈ E be the set of all walks w on G from e′ to e. In
particular, the set We,e′ is infinite for all e, e′ ∈ E if I 6= ∅ and the graph G is connected.
By reversing a walk w from e′ to e into a walk wrev from e to e′ we obtain a natural one-
to-one correspondence between We,e′ and We′,e. Obviously, |w| = |wrev| and n(w) =
n(wrev).
Let S(v) ⊆ E ∪ I denote the star graph of the vertex v ∈ V , i.e., the set of the edges
adjacent to v. Also, by S−(v) (respectively S+(v)) we denote the set of the edges for
which v is the initial vertex (respectively terminal vertex). Obviously, S+(v)∩S−(v) = ∅
since G does not contain tadpoles by assumption.
To every v ∈ V we associate an arbitrary deg(v) × deg(v) matrix M(v) with com-
plex entries [M(v)]j1,j2 , where j1, j2 ∈ S(v) are edges incident with the vertex v. The
collection of such matrices for all v ∈ V will be denoted by M = {M(v)}v∈V (G).
Now to each non-trivial walk w = {e′, i1, . . . , iN , e} from e′ ∈ E to e ∈ E on the
graph G we associate a weight W (w) by
(2.1) W (w) = [M(v|wcomb|)]e,i|w|comb ·
|w|comb−1∏
k=1
[M(vk)]ik+1,ik · [M(v0)]i1,e′ ,
where v0 = ∂(e′), v|w|comb = ∂(e), vk with k ∈ {1, . . . , |w|comb − 1} is the vertex
incident with the internal line ik as well as the internal line ik+1. To a trivial walk w =
{e′, e} we associate the weight
(2.2) W (w) = [M(∂(e))]e,e′ .
Definition 2.3. The generating function of walks from e′ ∈ E to e ∈ E on the graph G
associated with the collection M = {M(v)}v∈V is defined as
(2.3) Te,e′(β) =
∑
w∈We,e′
W (w)e−β|w| =
∑
w∈We,e′
W (w)e−β〈n(w),a〉,
where
|w| = 〈n(w), a〉 :=
∑
i∈I
ni(w)ai.
For given M a walk w is called relevant if W (w) 6= 0. The set of relevant walks from
e′ to e is denoted by We,e′(M).
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Proposition 2.4. There is β0 > 0 such that the series (2.3) converges for any e, e′ ∈ E
and all β ∈ C with Reβ > β0. Moreover,
(2.4) lim
Reβ↑∞
Te,e′(β) =
{
[M(∂(e))]e,e′ if ∂(e) = ∂(e′),
0 otherwise.
Definition 2.3 suggests that we write We,e′ as an infinite union of disjoint, non-empty
sets by grouping together all walks w with the same score n(w),
We,e′(n) =
{
w ∈ We,e′ |n(w) = n
}
such that
(2.5) We,e′ =
⋃
n
We,e′(n).
Note that these sets depend only on topology of the graph G and are independent of its
metric properties. Also if w ∈ We,e′(n) then wrev ∈ We′,e(n). We,e′(0) = ∅ if and
only if ∂(e) 6= ∂(e′).
For the proof of Proposition 2.4 we need the following rather obvious fact:
Lemma 2.5. The sets We,e′(n) are finite. Let
|n| =
∑
i∈I
ni
be the total number of internal lines traversed by any walk w ∈ We,e′(n). The number
of different walks in We,e′(n) satisfies the bound
(2.6) |We,e′(n)| ≤ |n|!∏
i∈I
ni!
.
Set
(2.7) Te,e′(n) =
∑
w∈We,e′ (n)
W (w)
ifWe,e′(n) is nonempty and Te,e′(n) = 0 wheneverWe,e′(n) = ∅. Observe that Te,e′(n)
does not depend on the metric properties of the graph, i.e., is independent of the lengths
of internal lines a.
For given e, e′ ∈ E consider the set of scores of all walks from e′ to e,
(2.8) Ne,e′ =
{
n | there is a walkw ∈ We,e′(n)
}
.
Since n(w) = n(wrev), we have Ne,e′ = Ne′,e.
With this notation we have the following equivalent representation of (2.3):
(2.9) Te,e′(β) =
∑
n∈Ne,e′
Te,e′(n) e
−β〈n,a〉.
Obviously, the series in (2.3) converges absolutely if and only if the series in (2.3) does.
Proof of Proposition 2.4. Observe that∣∣∣ ∑
w∈We,e′ (n)
W (w)e−β〈n,a〉
∣∣∣ ≤ ∑
w∈We,e′ (n)
(
max
v∈V
‖M(v)‖
)|n|+1
e−|n|Reβ amin ,
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where
(2.10) 0 < amin := min
i∈I
ai.
From Lemma 2.5 and using the identity
(2.11)
∑
n∈N
|I|
0
|n|=N
|n|!∏
i∈I
ni!
= |I|N , N ∈ N
we, therefore, obtain∣∣∣∣∣∣
∑
n∈Ne,e′
( ∑
w∈We,e′ (n)
W (w)e−β〈n,a〉
)∣∣∣∣∣∣ ≤
∞∑
N=0
(
max
v∈V
‖M(v)‖
)N+1
e−NRe β amin |I|N .
This series converges for all β ∈ C with Re β > β0, where
(2.12) β0 > 1
amin
(
max
v∈V
log ‖M(v)‖ + log |I|
)
.

We mention also the following simple result:
Lemma 2.6 (Time Reversal Invariance). If all matrices M(v) are symmetric then so is
the matrix T (β) with matrix elements Te,e′(β) for all large Re β > 0. If all M(v) are
self-adjoint, then so is T (β) for all large β > 0.
Definition 2.7. The family of matrices M is called combinatorial if every matrix entry of
every matrix M(v) equals either zero or one.
If M is combinatorial, the weight W (w) of an arbitrary walk w is either zero or one
and we have the following simple result.
Lemma 2.8. If M is combinatorial and We,e′(M) finite then
Te,e′(0) = |We,e′(M)|,
i.e., the number of relevant walks from e′ ∈ E to e ∈ E .
We now provide some examples, which relate our formulation to well known com-
binatorial contexts. Viewing Z2 as a subset of R2, for an arbitrary n ∈ N consider the
set
Vn =
{
(x1, x2) ∈ Z2
∣∣ 0 ≤ x2 ≤ x1 ≤ n} .
We consider the non-compact graph Gn = (Vn,I, E , ∂), where E = {e, e′}, ∂(e′) =
(0, 0) and ∂(e) = (n, n), and the vertices v1 ∈ Vn and v2 ∈ Vn are adjacent if and only
if the Euclidean distance between these vertices is not larger than
√
2, |v1 − v2| ≤
√
2.
Therefore, the set of internal lines I consists of of all intervals joining the points of Vn and
having Euclidean distance not greater than
√
2 (see Fig. 1). The metric distance between
two adjacent vertices will be assumed to be equal 1, that is, ai = 1 for all i ∈ I .
Example 2.9 (The Catalan numbers). The number
Cn−1 =
1
n+ 1
(
2n
n
)
, n ∈ N
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· · ·
· · ·
(0, 0)
(n, n)
e′
e
FIG. 1. The graph Gn for n = 4. The metric lengths of all internal lines
are assumed to be equal 1. The external lines are e and e′.
is called the (n − 1)-th Catalan number (see, e.g., [29] and pp. 219 – 229 in [27]). Set
KCatalan = {(1, 0), (0, 1)}. For an arbitrary vertex v ∈ Vn of the graph Gn and arbitrary
j ∈ E ∩ I adjacent to the vertex v we set
χv(j) =

v′ − v ∈ Z2 if j ∈ I and is adjacent to the vertex v′,
(1, 0) ∈ Z2 if j = e,
(−1, 0) ∈ Z2 if j = e′.
Let KCatalan = {(1, 0), (0, 1)} ⊂ Z2 and
[
MCatalan(v)
]
j1,j2
=
{
1 if χv(j1) ∈ KCatalan and − χv(j2) ∈ KCatalan ,
0 otherwise.
The setWe,e′(MCatalan) is, obviously, finite. Therefore, the generating function Te,e′(β)
is entire. For given n ∈ N the number Te,e′(0) is the (n − 1)-th Catalan number. The
three other matrix elements Te,e(β), Te′,e(β), and Te′,e′(β) vanish identically.
In the next example we continue with the same notation.
Example 2.10 (The Schro¨der numbers). The Schro¨der numbers (see, e.g., [29] and p. 178
in [27]) can be defined by the recurrence relation
Sn = Sn−1 +
n−1∑
k=0
SkSn−k−1 with S0 = 1.
Let KSchro¨der = {(1, 0), (0, 1), (1, 1)} ⊃ KCatalan and
[
MSchro¨der(v)
]
j1,j2
=
{
1 if χv(j1) ∈ KSchro¨der and − χv(j2) ∈ KSchro¨der,
0 otherwise.
Obviously, We,e′(MCatalan) ⊆ We,e′(MSchro¨der) is again a finite set. For given n ∈ N
the number Te,e′(0) is now the n-th Schro¨der number. The three other matrix elements
Te,e(β), Te′,e(β), and Te′,e′(β) vanish identically.
8 V. KOSTRYKIN AND R. SCHRADER
(0, 0) (n, 0)
· · · · · ·
e′ e
FIG. 2. The graph G+n for n = 4. The metric lengths of all internal lines
are assumed to be equal 1. There are again two external lines e and e′.
For the next two examples consider the sets
V +n =
{
(x1, x2) ∈ Z2
∣∣ 0 ≤ x1 ≤ n, 0 ≤ x2 ≤ n} , n ∈ N.
Let G+n = (V +n ,I, E , ∂) be the non-compact graph with E = {e, e′}, ∂(e′) = (0, 0)
and ∂(e) = (n, 0), and the vertices v1 ∈ V and v2 ∈ V are adjacent if and only if
the Euclidean distance between these vertices is not larger than
√
2, |v1 − v2| ≤
√
2.
Therefore, the set of internal lines I consists of of all intervals joining the points of V +n
and having Euclidean length not greater than
√
2 (see Fig. 2).
Example 2.11 (Dyck paths). Let KDyck = {(1, 1), (1,−1)} and[
MDyck(v)
]
j1,j2
=
{
1 if χv(j1) ∈ KDyck and − χv(j2) ∈ KDyck,
0 otherwise
if neither j1 nor j2 are external lines. We set[
MDyck(v)
]
j1,e′
=
{
1 if χv(j1) ∈ KDyck,
0 otherwise
if j2 = e′ and [
MDyck(v)
]
e,j2
=
{
1 if − χv(j2) ∈ KDyck,
0 otherwise
if j1 = e.
Obviously, We,e′(MDyck) is a finite set. Therefore, Te,e′(β) is entire, Te,e′(0) is the
number of Dyck paths on the graph G+n . A discussion of Dyck paths can be found in [11].
Example 2.12 (Motzkin numbers). The non-compact graphs G+n are the same as for Dyck
paths in Example 2.11. The Motzkin numbers (see, e.g., [1] and Problem 6.37 in [27])
can be defined by the recurrence relation
Mn = Mn−1 +
n−2∑
k=0
MkMn−k−2 with M0 = M1 = 1.
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Set KMotzkin = {(1, 1), (1,−1), (1, 0)} ⊃ KDyck and[
MMotzkin(v)
]
j1,j2
=
{
1 if χv(j1) ∈ KMotzkin and − χv(j2) ∈ KMotzkin,
0 otherwise.
Again the set We,e′(MMotzkin) is finite and, therefore, Te,e′(β) is entire. For given
n ∈ N the number Te,e′(0) is the n-th Motzkin number.
3. LAPLACE OPERATORS ON GRAPHS
In this section we will recall the theory of Laplace operators on a metric graph G and
the resulting scattering theory (see [12], [13], [14], [15], [16] for further details).
Given a finite non-compact graph G = (V,I, E , ∂) with a metric structure a = {ai}i∈I
consider the Hilbert space
(3.1) H ≡ H(E ,I, a) = HE ⊕HI , HE =
⊕
e∈E
He, HI =
⊕
i∈I
Hi,
where He = L2([0,∞)) for all e ∈ E and Hi = L2([0, ai]) for all i ∈ I . By Dj with
j ∈ E ∪ I denote the set of all ψj ∈ Hj such that ψj(x) and its derivative ψ′j(x) are
absolutely continuous and ψ′′j (x) is square integrable. Let D0j denote the set of those
elements ψj of Dj which satisfy
ψj(0) = ψj(aj) = ψ
′
j(0) = ψ
′
j(aj) = 0 for j ∈ I
and
ψj(0) = ψ
′
j(0) = 0 for j ∈ E .
Let ∆0 be the differential operator
(3.2) (∆0ψ)
j
(x) =
d2
dx2
ψj(x), j ∈ I ∪ E
with ψ = {ψj}j∈I∪E in the domain
D0 =
⊕
j∈E∪I
D0j ⊂ H.
It is straightforward to verify that ∆0 is a closed symmetric operator with deficiency
indices equal to |E|+ 2|I|.
We introduce an auxiliary finite-dimensional Hilbert space
(3.3) K ≡ K(E ,I) = KE ⊕K(−)I ⊕K(+)I
with KE ∼= C|E| and K(±)I ∼= C|I|. The subspaces K(−)I we associate with initial vertices
of the internal lines i ∈ I , the subspaces K(+)I with the terminal vertices. Let dK denote
the “double” of K, that is, dK = K⊕K.
For any ψ ∈ D :=
⊕
j∈E∪I
Dj we set
(3.4) [ψ] := ψ ⊕ ψ′ ∈ dK,
with
(3.5) ψ =
{ψe(0)}e∈E{ψi(0)}i∈I
{ψi(ai)}i∈I
 ∈ K, ψ′ =
 {ψ′e(0)}e∈E{ψ′i(0)}i∈I
{−ψ′i(ai)}i∈I
 ∈ K.
Here the vector notation is used with respect to the orthogonal decomposition (3.3).
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To define the Laplace operator on the graph G consider the family ψ = {ψj}j∈E∪I of
complex valued functions defined on [0,∞) if j ∈ E and on [0, ai] if j ∈ I . Formally the
(self-adjoint) Laplace operator is defined as
(3.6) (∆(A,B, a)ψ)j (x) =
d2
dx2
ψj(x), j ∈ I ∪ E
with the boundary conditions
(3.7) Aψ +Bψ′ = 0.
By definition A and B are any complex (|E|+ 2|I|)× (|E|+ 2|I|) matrices such that
(i) the matrix (A,B) has maximal rank,
(ii) the matrix AB† is self-adjoint.(3.8)
Here and in what follows (A,B) will denote the (|E| + 2|I|) × 2(|E| + 2|I|) matrix,
where A and B are put next to each other.
The scattering matrix S(k) = S(k;A,B, a) associated to ∆(A,B, a) has the follow-
ing interpretation in terms of the solutions to the Schro¨dinger equation (see [12] and
[15]). Consider the solutions ψk(k) (k ∈ E) of the stationary Schro¨dinger equation for
−∆(A,B, a) at energy k2 > 0,
−∆(A,B, a)ψk(k) = k2ψk(k)
of the form
(3.9) ψkj (x; k) =

S(k)jke
ıkx for j ∈ E , j 6= k
e−ıkx + S(k)kke
ıkx for j ∈ E , j = k
α(k)jke
ıkx + β(k)jke
−ıkx for j ∈ I.
Thus, the number S(k)jk for j 6= k is the transmission amplitude from channel k ∈ E to
channel j ∈ E and S(k)kk is the reflection amplitude in channel k ∈ E . Their absolute
squares may be interpreted as transmission and reflection probabilities, respectively. The
“interior” amplitudes
α(k)jk = α(k;A,B, a)jk, β(k)jk = β(k;A,B, a)jk
are also of interest, since they describe how an incoming wave moves through a graph
before it is scattered into an outgoing channel.
The condition for the ψk(E) (k ∈ E) to satisfy the boundary conditions (3.7) imme-
diately leads to the following solution for the scattering matrix S(k) : KE → KE and
the operators α(k) and β(k) acting from KE toKI . Indeed, by combining these operators
into a map KE to K = KE ⊕K(−)I ⊕K(+)I we obtain the linear equation
(3.10) Z(k;A,B, a)
S(k)α(k)
β(k)
 = −(A− ıkB)
I0
0

with
(3.11) Z(k;A,B, a) = AX(k; a) + ıkBY (k; a),
where
(3.12) X(k; a) =
I 0 00 I I
0 eıka e−ıka
 , Y (k; a) =
I 0 00 I −I
0 −eıka e−ıka
 .
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The diagonal |I| × |I| matrices e±ıka are given by
(3.13) e±ıkajk = δjke±ıkaj for j, k ∈ I.
Theorem 3.1 (= Theorem 3.2 in [12]). For any k ∈ R
Ran (A− ıkB)
I0
0
 ⊂ RanZ(k;A,B, a).
Thus, equation (3.10) has a solution even if detZ(k;A,B, a) = 0 for some k ∈ R. This
solution defines the scattering matrix uniquely. Moreover,
(3.14) S(k) = − (I 0 0)Z(k;A,B, a)−1P⊥KerZ(k;A,B,a)(A− ıkB)
I0
0

is unitary for all k ∈ R \ {0}.
In the case with no internal lines (I = ∅) the relation (3.14) for the scattering matrix
simplifies to
(3.15) S(k;A,B) = − (A+ ıkB)−1 (A− ıkB) .
Proposition 3.2. If det(A+ ıkB) = 0 for some k ∈ C, then k = ıκ with κ ∈ R. For any
sufficiently large ρ > 0 there is a constant Cρ > 0 such that
(3.16) ‖(A+ ıkB)−1‖ ≤ Cρ(1 + |k|)−1
for all k ∈ C with |k| > ρ.
Proof. Assume that det(A+ ıkB) = 0 for some k ∈ C with Re k 6= 0. Then also
det(A† − ıkB†) = det(A+ ıkB) = 0.
Therefore, there is a χ 6= 0 such that
(3.17) (A† − ıkB†)χ = 0.
In particular, we have (BA† − ıkBB†)χ = 0. Therefore, since BA† is self-adjoint, we
get
〈χ,BA†χ〉 = 〈χ,BB†χ〉 Im k,
〈χ,BB†χ〉Re k = 0.
The second equality implies that χ ∈ KerB†. Then, by (3.17), χ ∈ KerA†. Since the
matrix (A,B) is of maximal rank, we have KerA† ∩KerB† = {0}. Thus, χ = 0 which
contradicts the assumption and, hence, Re k = 0.
Since det(A + ıkB) is a polynomial in k, it has a finite number of zeroes. Take an
arbitrary ρ > 0 such that all its zeroes lie in the disk |k| < ρ. Using the matrix inverse
formula we represent any element of (A + ıkB)−1 as a quotient of two polynomials of
degrees |E| + 2|I| − 1 and |E| + 2|I|, respectively. In turn, this implies the estimate
(3.16). 
Theorem 3.3. The scattering matrix S(k) = S(k;A,B, a) is a meromorphic function in
the complex k-plane. In upper half-plane Im k > 0 it has at most a finite number of poles
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which are located on the imaginary semiaxis Re k = 0. Outside these poles the scattering
matrix is holomorphic for all Im k > 0 and determined by the relation
(3.18) S(k) = − (I 0 0)Z(k;A,B, a)−1(A− ıkB)
I0
0
 .
Proof. Assume that detZ(k;A,B, a) = 0 for some k ∈ C with Im k > 0 and Re k 6= 0.
This implies that the homogeneous equation
Z(k;A,B, a)
sα
β
 = 0
has a nontrivial solution with s ∈ KE and α, β ∈ C|I|. Consider the function ψ(x) =
{ψj(x)}j∈I∪E defined by
ψj(x) =
{
sje
ıkx for j ∈ E ,
αje
ıkx + βje
−ıkx for j ∈ I.
Obviously, ψ(x) satisfies the boundary conditions (3.7). Moreover, ψ ∈ L2(G) since
Im k > 0. Hence, k2 ∈ C with Im k2 6= 0 is an eigenvalue of the operator ∆(A,B, a)
which contradicts the self-adjointness of ∆(A,B, a).
Since detZ(k;A,B, a) is an entire function in k which does not vanish identically,
from (3.10) it follows that the scattering matrix S(k) is a meromorphic function in the
complex k-plane. To prove that the scattering matrix S(k) has at most a finite number
of poles on the imaginary semiaxis {k ∈ C| Re k = 0, Im k > 0} it suffices to show
that the determinant detZ(k;A,B, a) does not vanish for all sufficiently large Im k > 0.
To see this we set k = ıκ with κ > 0 and assume there is an unbounded non-decreasing
sequence {κk}k∈N such that
detZ(ıκk;A,B, a) = 0 for all k ∈ N.
Therefore, there is a sequence {χk}k∈N of normalized elements χk ∈ K such that
X(ıκk; a)
†A†χk = κkY (ıκk; a)
†B†χk.
It is straightforward to verify that X(ıκk; a) is invertible and
Rk :=
(
X(ıκk; a)
†
)−1
Y (ıκk; a)
† =
I 0 00 coth(κa) −[sinh(κa)]−1
0 −[sinh(κa)]−1 coth(κa)

with a notation analogous to (3.13). Thus,
(3.19) (A† − κkB†)χk = κk(Rk − I)B†χk
for all k ∈ N. Observe that ‖Rk − I‖ = O(e−cκk) for some c > 0 as k → ∞. By
Proposition 3.2 the operator A† − κB† is invertible for all sufficiently large κ. Moreover,
‖(A† − κB†)−1‖ ≤ C with C > 0 for all sufficiently large κ. Thus, equation (3.19)
implies that χk → 0 which contradicts the assumption ‖χk‖ = 1. 
In the lower half-plane Im k < 0 the scattering matrix may have poles with Re k 6= 0
(see, e.g., Example 3.2 in [12]). These poles correspond to resonances.
The notion of local boundary conditions has been introduced in our article [12] and
is discussed in more details in [15] and [16]. Local boundary conditions couple only
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those boundary values of ψ and of its derivative ψ′ which belong to the same vertex. The
precise definition is as follows.
With respect to the orthogonal decomposition K = KE ⊕ K(−)I ⊕K(+)I any element z
of K can be represented as a vector
(3.20) z =
 {ze}e∈E{z(−)i }i∈I
{z(+)i }i∈I
 .
Consider the orthogonal decomposition
K =
⊕
v∈V
Lv
with Lv being the linear subspace of dimension deg(v) spanned by those elements (3.20)
of K which satisfy
ze = 0 if e ∈ E is not incident with the vertex v,
z
(−)
i = 0 if v is not an initial vertex of i ∈ I,
z
(+)
i = 0 if v is not a terminal vertex of i ∈ I.
(3.21)
Set dLv := Lv ⊕ Lv ∼= C2 deg(v). By the First Theorem of Graph Theory we have∑
v∈V (G)
deg(v) = |E|+ 2|I|
such that ⊕
v∈V (G)
dLv = dK.
Definition 3.4. Given the graph G = G(V,I, E , ∂), the boundary conditions (A,B)
satisfying (3.8) are called local on G if and only if there is an invertible map C : K → K
and linear transformations A(v) and B(v) in Lv such that the direct sum decompositions
(3.22) CA =
⊕
v∈V
A(v) and CB =
⊕
v∈V
B(v)
hold simultaneously. Otherwise the boundary conditions are called non-local.
For instance, for a single-vertex graph any boundary conditions are local. The bound-
ary conditions considered in Example 3.4 of [16] are non-local.
4. COMBINATORIAL FOURIER EXPANSION OF THE SCATTERING MATRIX
In this section we will perform a harmonic analysis of the scattering matrix with re-
spect to the lengths a = {ai}i∈I ∈ (R+)|I| of the internal lines of the graph G. The
main results of this section are presented in Theorems 4.2 and 4.10. In Theorem 4.2 the
absolute convergence of the Fourier series for the scattering matrix is proved. Theorem
4.10 expresses its Fourier coefficients as sums over the walks on the graph. Combining
these two results proves the combinatorial Fourier expansion formula (4.18).
Throughout the whole section we will assume that the (topological) graph G as well as
the boundary conditions (A,B) are fixed. To carry out the analysis we will now treat a
as a parameter which may belong to R|I| or even C|I|.
We start with the following simple but important observation.
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Lemma 4.1. For arbitrary k > 0 the scattering matrix S(k;A,B, a) is uniquely defined
as a solution of (3.10) for all a ∈ R|I|. Moreover, the scattering matrix is periodic with
respect to a,
S
(
k;A,B, a +
2π
k
ℓ
)
= S(k;A,B, a)
for arbitrary ℓ ∈ Z|I|.
Proof. It suffices to consider those a ∈ R|I| for which detZ(k;A,B, a) = 0, since the
claim is obvious when the determinant is non-vanishing. For a ∈ (R+)|I| the fact that
S(k;A,B, a) is uniquely defined as a solution of (3.10) is guaranteed by Theorem 3.1.
The case of arbitrary a ∈ R|I| can be treated exactly in the same way (see the proof of
Theorem 3.2 in [12]).
The periodicity follows immediately from (3.10) and the fact that the matrices X(k; a)
and Y (k; a) in (3.12) are 2pi
k
Z
|I|
-periodic. 
Lemma 4.1 suggests to consider a Fourier expansion of the scattering matrix. The
following theorem ensures the absolute convergence of the corresponding Fourier series.
Theorem 4.2. Let k > 0 be arbitrary. For all a ∈ R|I| the Fourier expansion of the
scattering matrix
(4.1) S(k;A,B, a) =
∑
n∈Z|I|
Ŝn(k;A,B) e
ık〈n,a〉
with
(4.2) Ŝn(k;A,B) =
(
k
2π
)|I| ∫
[0,2pi/k]|I|
da S(k;A,B, a) e−ık〈n,a〉
converges absolutely and uniformly on compact subsets of R|I|. The Fourier coefficients
(4.2) vanish for all n = {ni}i∈I ∈ Z|I| with ni < 0 for at least one i ∈ I .
For the proof we need a couple of auxiliary results. Set
A = {a = {ai}i∈I ∣∣Re ai ∈ R, Im ai > 0} ⊂ C|I|.
Lemma 4.3. For any k > 0 the determinant detZ(k;A,B, a) has no zeroes for all
a ∈ A.
Proof. Assume there is a ∈ A such that detZ(k;A,B, a) = 0. Then there are s ∈ C|E|
and α, β ∈ C|I| such that
Z(k;A,B, a)
sα
β
 = 0.
Equivalently this gives
(A+ ıkB)
 sα
e−ıkaβ
+ (A− ıkB)
 0β
eıkaα
 = 0.
The operator (A+ıkB)−1(A− ıkB) is unitary for all k > 0 (see the proof of Theorem 2.1
in [12] ). Since unitary transformations preserve the canonical Hilbert norm on C|E|+2|I|,
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we have
‖s‖2 +
∑
i∈I
|αi|2(1− e−2kIm ai) +
∑
i∈I
|βi|2(e2kIm ai − 1) = 0,
which implies s = 0 and α = β = 0. 
Proposition 4.4. Let k > 0 be arbitrary. For all
a ∈ clos(A) := {a = {ai}i∈I ∣∣ Re ai ∈ R, Im ai ≥ 0}
the scattering matrix S(k;A,B, a) is uniquely defined as a solution of (3.10) and satisfies
the bound
(4.3) ‖S(k;A,B, a)‖ ≤ 1.
Moreover, it is a rational function of t = {ti}i∈I with ti := eıkai , i.e. a quotient of B(KE)-
valued polynomials in the variables ti. Thus, for all a ∈ clos(A) the scattering matrix is
2pi
k
Z
|I|
-periodic,
S
(
k;A,B, a +
2π
k
ℓ
)
= S(k, A,B, a), ℓ ∈ Z|I|.
Proof. By Lemma 4.3 equation (3.10) has a unique solution for all a ∈ A. Equations
(3.11) and (3.12) imply that Z(k;A,B, a) is a polynomial function of the components
of t. Obviously, Z(k;A,B, a)−1 is also a rational function of t. Thus, by (3.10) the
scattering matrix S(k;A,B, a) is a rational function of t. Thus, it is 2pi
k
Z
|I|
-periodic.
Using (3.10) it is easy to check that this solution satisfies the relation S(k;A,B, a)α(k;A,B, a)
e−ıkaβ(k;A,B, a)
 = −(A+ ıkB)−1(A− ıkB)
 Iβ(k;A,B, a)
eıkaα(k;A,B, a)
 .
Since (A+ ıkB)−1(A− ıkB) is unitary we obtain
S(k;A,B, a)†S(k;A,B, a) + α(k;A,B, a)†(I− e−2kIm a)α(k;A,B, a)
+ β(k;A,B, a)†(e2kIm a − I)β(k;A,B, a) = I,(4.4)
where Ima = {Im ai}i∈I . From (4.4) it follows immediately that
0 ≤ S(k;A,B, a)†S(k;A,B, a) ≤ I
in the operator sense. This proves the bound (4.3) for all a ∈ A. Recalling Lemma 4.1
completes the proof. 
A priori it is not clear whether the boundary values of the scattering matrix S(k;A,B, a)
with a ∈ A coincide with those given by equation (3.14) for all a ∈ R|I|. The following
lemma shows the “non-tangential continuity” of the scattering matrix S(k;A,B, a) with
respect to a ∈ clos(A).
Lemma 4.5. Let a ∈ R|I| and k > 0 be arbitrary. For any sequence {aj}j∈N, aj ∈ A
converging to a ∈ R|I| the relation
(4.5) lim
j→∞
S(k;A,B, aj) = S(k;A,B, a)
holds.
For the proof we need the following elementary result.
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Lemma 4.6. Let Tn be a sequence of invertible operators on the finite-dimensional
Hilbert space H converging to the operator T . Then
lim
n→∞
P⊥Ker TT
−1
n P
⊥
Ker T † = P
⊥
Ker TT
−1P⊥Ker T †,
where P⊥
L
denotes the orthogonal projection onto orthogonal complement in H of the
subspace L ⊂ H.
Proof. Consider the operators Tn and T as maps from (KerT )⊥ to (KerT †)⊥. Since
these maps are invertible, the claim follows from the obvious relation
T−1n = T
−1
[
I + T−1(Tn − T )
]−1
.

Proof of Lemma 4.5. Introduce the shorthand notation
Z(a) ≡ Z(k;A,B, a) and S(a) ≡ S(k;A,B, a).
From Theorem 3.1 and Lemma 4.3 it follows that
S(a) = − (I 0 0)Z(a)−1P⊥KerZ(a)†(A− ıkB)
I0
0

and
S(aj) = −
(
I 0 0
)
Z(aj)
−1(A− ıkB)
I0
0

= − (I 0 0)Z(aj)−1P⊥KerZ(a)†(A− ıkB)
I0
0
 .
Thus, to prove the claim it suffices to show that
(4.6) lim
j→∞
(
I 0 0
)
Z(aj)
−1P⊥KerZ(a)† =
(
I 0 0
)
Z(a)−1P⊥KerZ(a)† .
From Theorem 3.1 in [12] it follows that all elements z of KerZ(a) satisfy PEz = 0,
where PE is the orthogonal projection in K onto KE . Thus,
(4.7) (I 0 0)Z(aj)−1P⊥KerZ(a)† = (I 0 0)P⊥KerZ(a)Z(aj)−1P⊥KerZ(a)†
for any j ∈ N and
(4.8) (I 0 0)Z(a)−1P⊥KerZ(a)† = (I 0 0)P⊥KerZ(a)Z(a)−1P⊥KerZ(a)† .
By Lemma 4.6 we have
lim
j→∞
P⊥KerZ(a)Z(aj)
−1P⊥KerZ(a)† = P
⊥
KerZ(a)Z(a)
−1P⊥KerZ(a)† .
Combining this with (4.7) and (4.8) we obtain (4.6). 
For fixed k > 0, consider
(4.9) F (t) := S(k;A,B, a) with t = eıak.
Recall that by (3.10) – (3.12) the scattering matrix S(k;A,B, a) depends on a only
through t = eıak. The map a 7→ eıak maps the set{
a ∈ C|I|∣∣ a = {ai}i∈I with 0 < Re ai ≤ 2π/k and Imai > 0 for all i ∈ I} .
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bijectively onto the polydisc D|I| = {ζ ∈ C||ζ| < 1}|I|. The interval (0, 2π/k] is mapped
onto the torus T|I| = {ζ ∈ C| |ζ| = 1}|I|.
Lemma 4.7. The function F belongs to the Hardy class Hp(T|I|) for all p ∈ (0,∞] and
is inner.
Remark 4.8. We recall that an operator-valued function on a polydisc Dd is said to be
inner if it is holomorphic in Dd and takes unitary values for almost all points of Td ⊂
∂(Dd) (the so called distinguished boundary of Dd [10]). For d = 1 matrix-valued inner
functions are studied, e.g., in [22]. In particular, an analog of the canonical factorization
theorem for matrix-valued inner functions has been proven there.
Proof. From Proposition 4.4 it follows that F is holomorphic in the punctured open poly-
disc D|I| \ {0}. By (4.3) we have ‖F (t)‖ ≤ 1 for all t ∈ D|I| \ {0}. Therefore, the
Laurent expansion of F contains no terms with negative powers. Thus, F is holomorphic
in D|I|.
The bound (4.3) also implies that
sup
r∈[0,1)
∫
T|I|
‖F (rt)‖pdµ(t) ≤ µ(T|I|)
for any p ∈ (0,∞), where µ stands for the Haar measure on the torus T|I| and
sup
r∈[0,1)
sup
t∈T|I|
‖F (rt)‖ ≤ 1.
For every t ∈ T|I| the operator F (t) is unitary, which means that F is an inner function.

Proof of Theorem 4.2. Since by Proposition 4.4 F (t) is a rational B(KE )-valued function,
it can be analytically continued as a meromorphic function on all of t ∈ C|I|. Moreover,
it is holomorphic in the polydisc D|I|1+ε = {ζ ∈ C| |ζ| < 1 + ε} for some ε > 0. To show
this, by Hartogs’ theorem it suffices to consider the analytic continuation with respect to
a single variable ti ∈ C keeping all other variables fixed. By the bound (4.3) all possible
poles of this continuation lie outside a disc {ti ∈ C| |ti| < r} with r > 1.
In turn, this implies (see, e.g., Theorem 2.4.5 in [10]) that the Taylor series of the
function F (t) converges absolutely and uniformly for all t ∈ T|I|. Combining this with
Lemma 4.5 proves the absolute and uniform convergence of the Fourier expansion (4.1).
By Lemma 4.7 the Fourier coefficients (4.2) satisfy Ŝn(k;A,B) = 0 for any n ∈ Z|I|
with ni < 0 for at least one i ∈ I . 
Definition 4.9. Given a non-compact graph G = (V,I, E , ∂) to any vertex v ∈ V =
V (G) we associate the single-vertex graph Gv = ({v},Iv , Ev, ∂v) with the following
properties
(i) Iv = ∅,
(ii) ∂v(e) = v for all e ∈ Ev,
(iii) |Ev| = degG(v), the degree of the vertex v in the graph G,
(iv) there is an injective map Ψv : Ev → E∪I such that v ∈ ∂ ◦Ψv(e) for all e ∈ Ev.
Since the boundary conditions are assumed to be local (see Definition 3.4), we can con-
sider the Laplace operator ∆(Av, Bv) on L2(Gv) associated with the boundary conditions
(Av, Bv) induced by (A,B), see (3.22). By (3.15) the scattering matrix for ∆(Av , Bv) is
given by
Sv(k) = −(Av + ıkBv)−1(Av − ıkBv).
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Now to each walk w = {e′, i1, . . . , iN , e} from e′ ∈ E to e ∈ E on the graph G similar
to (2.1) we associate a weight W (w; k) by
(4.10) W (w; k) = eık〈n(w),a〉 W˜ (w; k)
with
(4.11) W˜ (w; k) =
|w|comb∏
k=0
Svk(k)e(+)
k
e
(−)
k
.
Here e(±)k ∈ Evk are defined as
e
(−)
k =
{
Ψ−1vk (ik), if 1 ≤ k ≤ |w|comb,
Ψ−1vk (e), if k = 0,
and
e
(+)
k =
{
Ψ−1vk (ik+1), if 0 ≤ k ≤ |w|comb − 1,
Ψ−1vk (e
′), if k = |w|comb + 1,
where the map Ψv is defined by Definition 4.9. Note that W˜ (w; k) is independent of
the metric properties of the graph. Obviously, for a trivial walk w = {e′, e} we have
W˜ (w; k) = Sv(k)Ψ−1v (e),Ψ−1v (e′), where v = ∂(e) = ∂(e
′).
Theorem 4.10. The matrix elements of the n-th Fourier coefficients (4.2) are given by the
sum over the walks with score n,
(4.12) [Ŝn(k;A,B)]e,e′ =
∑
w∈We,e′ (n)
W˜ (w; k)
if We,e′(n) is nonempty and [Ŝn(k;A,B)]e,e′ = 0 whenever We,e′(n) = ∅.
Proof. Obviously, it suffices to show that the n-th coefficient of the multi-dimensional
Taylor expansion of the scattering matrix S(k;A,B, a) with respect to t = {ti}i∈I ∈ D|I|
with ti := eıkai coincides with the r.h.s. of (4.12). Recall that by Theorem 3.1 and Lemma
4.3 for all a ∈ A the scattering matrix is given by
(4.13) S(k;A,B, a) = − (I 0 0) (AX(k; a) + ıkBY (k; a))−1 (A− ıkB)
I0
0
 ,
where X(k; a) and Y (k; a) were defined in (3.12). Obviously,
AX(k; a) + ıkBY (k; a) = (A+ ıkB)U(k; a) + (A− ıkB)R(k; a)
= (A+ ıkB)
[
I+ (A+ ıkB)−1(A− ıkB)R(k; a)U(k; a)−1]U(k; a),
(4.14)
where
(4.15) U(k; a) :=
I 0 00 I 0
0 0 e−ıka

and
R(k; a) := X(k; a)− U(k; a) =
0 0 00 0 I
0 eıka 0

RANDOM WALKS ON GRAPHS 19
with respect to the orthogonal decomposition (3.3). Equation (4.14) implies that
(AX(k; a) + ıkBY (k; a))−1
= U(k; a)−1
∞∑
n=0
[−(A+ ıkB)−1(A− ıkB)GH(k; a)]n (A+ ıkB)−1
with
(4.16) G =
0 0 00 0 I
0 I 0
 and H(k; a) =
I 0 00 eıka 0
0 0 eıka

such that R(k; a)U(k; a)−1 = GH(k; a). Combining this representation with (4.13) we
obtain
S(k;A,B, a) =
=
∞∑
n=0
(
I 0 0
)
[S(k;A,B)GH(k; a)]n S(k;A,B)
I0
0
 ,(4.17)
where S(k;A,B) is defined by (3.15). By the unitarity of S(k;A,B), the series converges
absolutely for all a ∈ A.
Recall that
S(k;A,B) = S(k;CA,CB)
for every invertible C . It follows directly from Definition 3.4 that
S(k;A,B) =
⊕
v∈V (G)
S(k;A(v), B(v)).
Plugging this equality in (4.17) proves the claim. 
Remark 4.11. Theorem 4.10 implies that the scattering matrix of the graph G is deter-
mined by the scattering matrices associated with all its single vertex subgraphs. This
result can also be obtained by applying the factorization formula [14].
Combining Theorems 4.2 and 4.10 we immediately obtain
Corollary 4.12. Let a ∈ (R+)|I| be arbitrary. For all k > 0 the scattering matrix
S(k;A,B, a) associated with the Laplacian ∆(A,B, a) on the graph G has an absolutely
convergent expansion in the form
(4.18) S(k;A,B, a)e,e′ =
∑
w∈We,e′
W (w; k) ≡
∑
w∈We,e′
W˜ (w; k)eık|w|.
Since W˜ (w; k) is independent of the metric properties of the graph, it is natural to
view (4.18) as a combinatorial Fourier expansion of the scattering matrix S(k;A,B, a).
We will show that (4.18) actually coincides with the Fourier expansion (4.1) in Theorem
4.2.
5. ANALYTIC CONTINUATION OF THE SCATTERING MATRIX
Recall that the scattering matrix S(k;A,B, a) is analytic in k for all Re k > 0 and
Im k > 0. In this section we will show that representation (4.18) for the scattering matrix
can be extended to the complex plane.
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Lemma 5.1. There is β0 > 0 such that the series
(5.1)
∑
n∈Ne,e′
[Ŝn(k;A,B)]e,e′e
ık〈n,a〉
converges absolutely for all k ∈ C with Re k > 0 and Im k ≥ β0. Therefore,
S˜(k;A,B, a)e,e′ =
∑
n∈Ne,e′
[Ŝn(k;A,B)]e,e′e
ık〈n,a〉
is a holomorphic function for all such k ∈ C.
Proof. From Proposition 3.2 it follows that for all sufficiently large β > 0 there is a
constant Cβ > 0 such that the estimate
|Sv(k)e1,e2 | ≤ Cβ
holds for all k ∈ C with Im k > β, any v ∈ V , and any e1, e2 ∈ Ev (see Definition 4.9).
Therefore, for an arbitrary walk w ∈ We,e′(n) we obtain
|W˜ (w; k)| ≤ C |n|+1β .
Thus, from (4.12) it follows that
|[Ŝn(k;A,B)]e,e′ | ≤ C |n|+1β |We,e′(n)|.
Therefore, from Lemma 2.5 using the identity (2.11) we obtain the estimate
(5.2)
∑
n∈Ne,e′
|n|=N
|[Ŝn(k;A,B)]e,e′ | ≤ CN+1β |I|N .
Recalling the definition (2.10) for amin estimate (5.2) implies that the series∑
n∈Ne,e′
|[Ŝn(k;A,B)]e,e′eık〈n,a〉| ≤
∑
n∈Ne,e′
|[Ŝn(k;A,B)]e,e′ | e−|n| Im k amin
≤
∞∑
N=0
e−N Im k amin
∑
n∈Ne,e′
|n|=N
|S(k;n)e,e′ |
converges for all k ∈ C with
Im k > β1 :=
1
amin
log {Cβ|I|} .
This proves the claim with β0 = max{β, β1}. 
The following statement is the main result of this section.
Theorem 5.2. There is β0 > 0 such that
(5.3) S(k;A,B, a)e,e′ =
∑
n∈Ne,e′
[Ŝn(k;A,B)]e,e′e
ık〈n,a〉
holds for all k ∈ C with Re k > 0 and Im k > β0.
The intuitive idea behind the proof of Theorem 5.2 is the observation that the series
(4.18) and (5.1) agree. However, Theorem 4.12 and Lemma 5.1 establish convergence of
these series in two disjoint sets of the complex plane. Therefore, to prove that both series
define the same analytic function we perform a two-step analytic continuation invoking
an auxiliary analytic function of two complex variables.
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Proof. Consider the |E| × |E| matrix-valued function F (k1, k2) with matrix elements
F (k1, k2)e,e′ :=
∑
n∈Ne,e′
[Ŝn(k1;A,B)]e,e′e
ık2〈n,a〉.
By Theorem 4.12
F (k, k)e,e′ = S(k;A,B, a)e,e′
for all k = Re k > 0 and by Lemma 5.1
(5.4) F (k, k)e,e′ = S˜(k;A,B, a)e,e′
for all k ∈ C with Re k > 0 and Im k > β0, where β0 is defined in Lemma 5.1. Observe
that for any k1 > 0 the function F (k1, k2) is holomorphic in k2 ∈ {k ∈ C| Re k >
0, Im k > 0}. Assume that Im k2 > β0 with β0 defined as in Lemma 5.1. Inspecting the
estimates used in the proof of Lemma 5.1 we obtain that∑
n∈Ne,e′
[Ŝn(k1;A,B)]e,e′e
ık2〈n,a〉
converges absolutely for all k1 ∈ C with Re k1 > 0 and 0 ≤ Im k1 < Im k2 + ε, where
ε > 0 is sufficiently small. Recalling (5.4) completes the proof. 
Remark 5.3. Assume that the series∑
n∈Ne,e′
[Ŝn(k;A,B)]e,e′e
ık〈n,a〉
absolutely converges in a ball Br(k0) centered at k0 ∈ C with Re k = 0 and Im k > 0.
Then arguments used in the proof of Theorem 5.2 show that
S(k;A,B, a)e,e′ =
∑
n∈Ne,e′
[Ŝn(k;A,B)]e,e′e
ık〈n,a〉
for all k ∈ Br(k0).
6. THE GENERATING FUNCTION
In this section we prove an explicit algebraic representation for the matrix-valued gen-
erating function T (β) defined in equation (2.3). This result is formulated below as Theo-
rem 6.2.
Let B be the canonical orthonormal basis in C|E|+2|I| ∼= K = KE ⊕K(−)I ⊕K(+)I such
that any element h ∈ B is uniquely associated with some edge j(h) ∈ I ∪ E . Moreover,
j(h) ∈ E if h ∈ KE and j(h) ∈ I if h ∈ K(−)I or h ∈ K(+)I . Set
v(h) =

∂(j(h)) if h ∈ KE ,
∂−(j(h)) if h ∈ K−I ,
∂+(j(h)) if h ∈ K+I .
Given a collection of matrices M = {M(v)}v∈V we define the linear transformation
M on the finite-dimensional Hilbert space K via its sesquilinear form
(6.1) 〈h1,Mh2〉K =
{
[M(v(h))]j(h1),j(h2) if v(h1) = v(h2),
0, otherwise.
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For an arbitrary β > 0 and every v ∈ V (G) we set
(6.2) Av(β) := 1
2
(I−M(v)), Bv(β) := − 1
2β
(I+M(v)).
Define
(6.3) A(β) :=
⊕
v∈V
Av(β), B(β) :=
⊕
v∈V
Bv(β).
Finally, we set
D(β) = Z(ıβ;A(β), B(β), a)
=
1
2
(X(ıβ; a) + Y (ıβ; a))− 1
2
M (X(ıβ; a)− Y (ıβ; a))
= [I+MGH(ıβ; a)]U(ıβ, a).
(6.4)
Here the matrix Z(k;A,B, a) is defined in (3.11), the matrices X(k; a) and Y (k; a) are
defined in (3.12), U(k; a), G, and H(k; a) - in (4.15) and (4.16). Writing the matrix M
with respect to the orthogonal decomposition (3.3) as a 3× 3 block-matrix
M =
M11 M12 M13M21 M22 M23
M31 M32 M33
 ,
we obtain
I+MGH(ıβ; a) =
I M13e−βa M12e−βa0 I+M23e−βa M22e−βa
0 M33e
−βa
I+M32e
−βa
 .
Obviously, I+MGH(ıβ; a) is an entire matrix valued function in the complex variable
β. Moreover,
lim
Reβ→+∞
det(I+MGH(ıβ; a)) = 1.
Thus, detD(β) is not identically vanishing and this in turn gives
Lemma 6.1. The matrix valued function D(β) is entire in β ∈ C and its determinant
vanishes on a discrete set D ⊂ C depending on a ∈ R|I| and the set of matrices M =
{M(v)}v∈V . The setD has no accumulation points in C. In particular, the matrix inverse
D(β)−1 is a meromorphic function in β ∈ C with poles in D.
Now we turn to the main result of this article:
Theorem 6.2. For a given non-compact graph G = (V,I, E , ∂) with lengths a of the
internal lines and a collection of matrices M = {M(v)}v∈V at the vertices of the graph
the generating function T (β) defined by (2.3) has an analytic extension to C \D and can
be expressed in terms of the matrix D(β)−1M as follows
(6.5) T (β) = (I 0 0)D(β)−1M
I0
0
 .
We turn to the proof of this theorem. First we assume that all matrices M(v) are self-
adjoint. Let Av(β) and Bv(β) be defined by (6.2). ThenAv(β)Bv(β)† is self-adjoint,
since M(v) is. Observe that
dimKer (Av(β), Bv(β)) = deg(v)− dim(Ker Av(β) ∩Ker Bv(β)).
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From (6.2) it follows that Ker Av(β) ∩ Ker Bv(β) = {0}. Therefore, the 2 deg(v) ×
deg(v) matrix (Av(β), Bv(β)) has maximal rank. Thus, the operator ∆(Av(β), Bv(β))
for the single-vertex graph Gv (see Definition 4.9) is self-adjoint. The associated scatter-
ing matrix given by (3.15) obviously satisfies the relation
(6.6) S(ıβ;Av(β), Bv(β)) = M(v).
Set Br(β) = {k ∈ C| |k− ıβ| < r}.
Lemma 6.3. The scattering matrix S(k;Av(β), Bv(β)) is holomorphic for all
k ∈ (C+ \ [0, ı∞)) ∪Br(β)
with
r =
β
‖M(v)‖ .
Proof. Recalling Proposition 3.2 observe that S(k;Av(β), Bv(β)) has a pole at k = ıκ,
κ ∈ R+ if and only if there is a χ ∈ Lv such that(
1
2
− κ
2β
)
M(v)χ =
(
1
2
+
κ
2β
)
χ,
that is, (β + κ)(β − κ)−1 is an eigenvalue of M(v). Therefore,
β + κ
|β − κ| ≤ ‖M(v)‖,
which implies that the distance from the point ıβ to the closest pole of the scattering
matrix S(k;Av(β), Bv(β)) is at least β‖M(v)‖−1. 
Via equations (3.6) and (3.7) the matrices A(β), B(β) being defined by (6.3) define
the self-adjoint Laplace operator ∆(A(β), B(β), a) with local boundary conditions (in
the sense of Definition 3.4).
Now we choose β so large that the series (2.3) converges. Then, by (6.6), the generat-
ing function Te,e′(β) can represented in the form
Te,e′(β) =
∑
n∈Ne,e′
Ŝn(ıβ;A(β), B(β))e,e′e
−β〈n,a〉,
where the coefficients Ŝn(ıβ;A(β), B(β)) are defined by (4.11) and (4.12) with the
boundary conditions (6.3).
Lemma 6.4. Assume that β > β0 with β0 satisfying (2.12). Then there is ρ > 0 such that
the series ∑
n∈Ne,e′
[Ŝn(k;A(β), B(β))]e,e′e
ık〈n,a〉
converges absolutely for all k ∈ Bρ(β).
Proof. For an arbitrary ε > 0 choose ρ > 0 so small that
|Sv(k)e1,e2 | ≤ ‖M(v)‖(1 + ε)
for all k ∈ Bρ(β), all e1, e2 ∈ Ev, and all v ∈ V . As in the proof of Lemma 5.1 for an
arbitrary walk w ∈ We,e′(n) we obtain the estimate
|W˜ (w; k)| ≤ m|n|+1(1 + ε)|n|+1,
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where
m := max
v∈V
‖M(v)‖.
In turn, this implies the bound∑
n∈Ne,e′
|n|=N
|[Ŝn(k;A(β), B(β))]e,e′ | ≤ mN+1(1 + ε)N+1|I|N .
Therefore, ∑
n∈Ne,e′
|[Ŝn(k;A(β), B(β))]e,e′eık〈n,a〉|
≤
∞∑
N=0
e−N Im k amin
∑
n∈Ne,e′
|n|=N
|[Ŝn(k;A(β), B(β))]e,e′ |
≤
∞∑
N=0
e−N Im k aminmN+1(1 + ε)N+1|I|N .
This series converges if
(6.7) Im k > 1
amin
log {m(1 + ε)|I|} .
We claim that inequality (6.7) holds for all k ∈ Bρ(β) if ε is chosen to be so small that
(1 + ε)eβ0−β < 1,
and ρ > 0 satisfies the inequality
ρ < (β − β0)− 1
amin
log(1 + ε)
Indeed, under these assumptions for any k ∈ Bρ(β) we have
Im k > β − ρ > β0 + 1
amin
log(1 + ε) >
1
amin
log {m(1 + ε)|I|} .

Proof of Theorem 6.2. Assume the matrices M(v) to be self-adjoint. Lemma 6.4 and
Remark 5.3 imply that there is ρ > 0 such that∑
n∈Ne,e′
[Ŝn(k;A(β), B(β))]e,e′e
ık〈n,a〉 = S(k;A(β), B(β); a)
holds for all k ∈ Bρ(β). Thus, the generating function T (β) can be expressed in terms of
the scattering matrix,
(6.8) T (β) = S(ıβ;A(β), B(β); a).
In turn, the scattering matrix can be calculated by means of Theorem 3.1. Obviously,
Z(ıβ;A(β), B(β); a) = D(β)
and
A(β) + βB(β) = −M.
Thus, (6.5) follows from (3.14).
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Now we relax the assumption on the self-adjointness of the matrices M(v). Obviously,
the r.h.s. of (6.5) is a rational function with respect to the entries of the matrix M. Since
detD(β) does not vanish identically, we obtain the claim. 
Remark 6.5. Relation (6.8) combined with the factorization formula for the scattering
matrix on the graph [14] allows to determine the generating function T (β) of walks on
the graph G in terms of the the generating functions associated with subgraphs of G.
Remark 6.6. There is a direct way to establish (6.5). Indeed, observe that by (6.4) one
has
(6.9) (I 0 0)D(β)−1M
I0
0
 = (I 0 0) [I+MGH(ıβ; a)]−1M
I0
0
 .
The matrix G performs the “jump” from one boundary vertex of an internal line to the
other. A simple calculation shows that if Re β > 0, then
‖GH(ıβ; a)‖ = e−Reβ amin , where amin = min
i∈I
ai.
Therefore, the series expansion of [I+MGH(ıβ; a)]−1 converges absolutely for all β ∈
C with sufficiently large Reβ > 0. The expression (6.9) coincides with the series (2.3).
This observation gives rise to the following generalization, where the penalty vector
depends on the direction in which a given edge is traversed by a walk. Let a = {ai}ı∈I
and b = {bi}ı∈I be two arbitrary penalty vectors. Set
Ĥ(k; a, b) =
I 0 00 eıka 0
0 0 eıkb

such that Ĥ(k; a, a) = H(k; a). Define now
(6.10) T̂ (β) = (I 0 0) [I+MGĤ(ıβ; a, b)]−1M
I0
0
 .
For any nontrivial walk w = {e′, i1, . . . , iN , e} we set
cik =

aik if the walk traverses the edge ik ∈ I in the direction
from the terminal to the initial vertex,
bik if the walk traverses the edge ik ∈ I in the direction
from the initial to the terminal vertex,
where k ∈ {1, . . . , |w|comb}.
Using the arguments presented above one can easily prove the following statement.
Theorem 6.7. For all β ∈ C with Reβ being sufficiently large the function T̂ (β) equals
the generating function defined by the series (2.3) with aik being replaced by cik .
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7. RANDOM WALKS ON GRAPHS
In this section we define random walks on a non-compact graph G endowed with the
metric structure given by a penalty vector a. Assume that the matrices M(v) are stochas-
tic, that is, all their entries are nonnegative and satisfy∑
k1
[M(v)]k1,k2 = 1 for any edge k2 ∈ I ∪ E incident with the vertex v,
where the sum is taken over all edges k1 ∈ I ∪ E incident with the vertex v. The external
lines of the graph will be interpreted as initial or final states of the walk, the internal lines
as intermediate states.
Take an arbitrary external line e ∈ E and consider a sequence {X}Nn=0 of random
variables with values in the set I ∪ E determined by the following rule. Set X0 = e.
Let v0 = ∂(e). Choose randomly an element j1 of S(v0) with probability M(v0)j1,e.
Set X1 = j1. If j1 ∈ E , then N = 2 and the sequence is completed. If j1 ∈ I , then
take v1 ∈ ∂(j1), v1 6= v0. Choose randomly an element j2 of S(v1) with probability
M(v1)j2,j1 and set X2 = j2. If j2 ∈ E , then N = 3 and the sequence is completed.
Otherwise proceed inductively. Finally, we obtain finite of infinite sequence of random
variables. If N < ∞, then {X}Nn=0 is a walk in the sense of Section 2. We call this
sequence a random walk on the graph G from e ∈ E to e′ = XN ∈ E .
The generating function of random walks from e ∈ E to e′ ∈ E is defined by equation
(2.3). Obviously, it is monotone with respect to β,
Te,e′(β) ≤ Te,e′(β′)
for β ≥ β′. If We,e′ contains at least one nontrivial walk, then Te,e′(β) is strictly mono-
tone with respect to β,
Te,e′(β) < Te,e′(β
′)
for β > β′.
Recall that the stochastic matrix M(v) is said to be regular if it is ergodic, i.e., if there
is a natural number k such that the k-th power M(v)k of the matrix M(v) has strictly
positive matrix entries.
Lemma 7.1. Let G be a non-compact connected graph. Assume that each M(v) is a
regular stochastic matrix. If in addition all diagonal elements of each M(v) are strictly
positive, then all matrix elements of T (β) are strictly positive for all sufficiently large
β > 0.
Proof. Connectedness of G implies that all We,e′ are non-empty. Given e and e′ for
Te,e′(β) > 0 to hold it is necessary and sufficient that there is at least one walk w ∈ We,e′
with W (w) > 0. For the last condition to hold it is in turn sufficient that all matrices
M(v) are ergodic and their diagonal elements are strictly positive. 
In the remainder of this section we will discuss several examples and introduce some
mean values associated with random walks on the graph G. These mean values are related
to the generating function and its derivative evaluated at β = 0. However, for β > 0 the
generating function Te,e′(β) can be interpreted as a partition function (see, e.g., [23]) with
β being the inverse temperature. The role of the statistical ensemble is played here by the
set We,e′(M) of all relevant walks from e′ to e.
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1. We leave it to the reader to verify that the mean length of a random walk from e′ ∈ E
to e ∈ E is given by
(7.1) 〈|w|〉 = − d
dβ
log Te,e′(β)
∣∣∣∣
β=0
= − Te,e′(β)−1 d
dβ
Te,e′(β)
∣∣∣∣
β=0
.
The r.h.s. of (7.1) can be calculated by means of Theorem 6.2. In the thermodynamic
setting (i.e., for β > 0) the quantity
− d
dβ
log Te,e′(β) = −Te,e′(β)−1 d
dβ
Te,e′(β)
corresponds to the “mean length” at the temperature β−1. In the following examples we
will consider probabilistic (β = 0) and thermodynamic (β > 0) means on equal ground.
2. As another example we consider the following situation. We say that a walker entering
a vertex v from the edge k and leaving through the edge j experiences a transition from
k to j at v. Now fix a vertex v0 ∈ V and edges j0, k0 ∈ Gv0 satisfying the inequality
M(v0)j0,k0 > 0. We set
(7.2) M(v0;λ)jk =
{
e−λM(v0)jk if j = j0, k = k0
M(v0)jk otherwise
with an arbitrary λ > 0. Note that M(v0;λ) is ergodic if M(v0) is, but of course not
stochastic. Now replacing M(v0) by M(v0;λ) while leaving all other M(v) in the col-
lection {M(v)}v∈V unchanged, consider the matrix M(λ) defined by (6.1). Obviously,
M(0) = M. Further, similar to (6.4), we introduce the matrix D(β;λ)
D(β;λ) =
1
2
(X(ıβ; a) + Y (ıβ; a))− 1
2
M(λ) (X(ıβ; a)− Y (ıβ; a)) ,
and define the generating function T (β;λ) in analogy with (2.3) by
Te,e′(β;λ) =
∑
w∈We,e′
W (w;λ)e−β|w|
with
W (w;λ) =
|w|comb∏
k=0
[M(vk;λ)]e(+)
k
e
(−)
k
.
Obviously, Theorem 6.2 remains valid for T (β;λ) such that
(7.3) T (β;λ) = (I 0 0)D(β;λ)−1M(λ)
I0
0
 .
Observe that if D(β) is invertible for a given β then D(β;λ) is also invertible for the
same β and all sufficiently small λ > 0. We, obviously, have
− d
dλ
W (w;λ)
∣∣∣
λ=0
= nv0,j0,k0(w)W (w; 0) = nv0,j0,k0(w)W (w),
where nv0,j0,k0(w) ≥ 0 is the number of times a walker experiences a transition from k0
to j0 at the vertex v0 along a given walk w ∈ We,e′(M).
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Consider the quantity
(7.4)
〈ne,e′v0,j0,k0〉(β) =−
d
dλ
log Te,e′(β;λ)
∣∣∣
λ=0
=− Te,e′(β)−1 d
dλ
Te,e′(β;λ)
∣∣∣
λ=0
.
It is easy to verify that 〈ne,e′v0,j0,k0〉(β) is the mean number of times a random walk from
e′ ∈ E to e ∈ E experiences a transition from k0 to j0 at the vertex v0.
Using Theorem 6.2 the derivative in (7.4) can be calculated in a rather simple way:
d
dλ
T (β;λ)
∣∣∣
λ=0
=− (I 0 0) d
dλ
(
D(β;λ)−1M(λ)
)∣∣∣
λ=0
I0
0

=
(
I 0 0
) (
D(β)−1
d
dλ
D(β;λ)
∣∣∣
λ=0
D(β)−1M
)I0
0

− (I 0 0)D(β)−1 d
dλ
M(λ)
∣∣∣
λ=0
I0
0
 .
Now set
− d
dλ
M(λ)
∣∣∣
λ=0
= M(v0, j0, k0)
such that
d
dλ
D(β;λ)
∣∣∣
λ=0
=
1
2
M(v0, j0, k0)
(
X(ıβ; a)− Y (ıβ; a)
)
,
where the matrices X and Y are defined in (3.12). Therefore,
d
dλ
T (β;λ)
∣∣∣
λ=0
=
1
2
(
I 0 0
) (
D(β)−1
(
X(ıβ; a)− Y (ıβ; a))
·M(v0, j0, k0)D(β)−1M
)I0
0

+
(
I 0 0
)
D(β)−1M(v0, j0, k0)
I0
0
 .
Thus, only the knowledge of the inverse D(β)−1 is necessary to determine ddλT (β;λ)
∣∣∣
λ=0
.
Note that only one matrix element of M(v0, j0, k0) is non-vanishing.
The quantities
〈ne,e′v0,j0,•〉(β) =
∑
k0
〈ne,e′v0,j0,k0〉(β)
〈nv0,•,k0〉(β) =
∑
j0
〈nv0,j0,k0〉(β)
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are related to the mean values for the probability that the vertex v0 is entered – during a
walk from e′ to e – via j0 ∈ S(v0) or left via k0 ∈ S(v0), respectively. Therefore,
〈ne,e′v0 〉(β) =
∑
j0,k0∈S(v0)
〈ne,e′v0,j0,k0〉(β)
=
∑
j0∈S(v0)
〈ne,e′v0,j0,•〉(β)
=
∑
k0∈S(v0)
〈ne,e′v0,•,k0〉(β)
is the mean number of times the vertex v0 is visited during random walks from e′ to e.
Similarly,
(7.5) 〈n¯e,e′v0 〉(β) =
∑
j0∈S(v0)
〈ne,e′v0,j0,j0〉(β)
is the mean number of times the vertex v0 is entered and left through the same edge during
a walk from e′ to e.
Assume now that for given e′ ∈ E we have Te,e′(β) > 0 for all e ∈ E . Set
T•e′(β) =
∑
e∈E
Te,e′(β).
Then, the value of the quantity
(7.6) 〈n•e′v0 〉(β) =
∑
e∈E
〈nee′v0 〉(β)
Te,e′(β)
T•e′(β)
gives the mean number of visits at the vertex v0 for random walks starting at e′ ∈ E .
Similarly, if for given e ∈ E we have Te,e′(β) > 0 for all e′ ∈ E we set
Te•(β) =
∑
e′∈E
Te,e′(β).
The quantity
(7.7) 〈ne•v0〉(β) =
∑
e′∈E
〈nee′v0 〉(β)
Te,e′(β)
Te•(β)
is the mean number of visits of the vertex v0 for walks ending at e ∈ E . With
T••(β) =
∑
e,e′∈E
Te,e′(β) =
∑
e′∈E
T•e′(β) =
∑
e∈E
Te•(β)
consider the quantity
〈n••v0〉(β) =
∑
e∈E
〈ne•v0〉(β)
Te•(β)
T••(β)
=
∑
e′∈E
〈n•e′v0 〉(β)
T•e′(β)
T••(β)
=
∑
e,e′∈E
〈nee′v0 〉(β)
Te,e′(β)
T••(β)
.
Obviously, 〈n••v0〉(β) is the mean number a random walk in W(G) = ∪e,e′We,e′∈E(G)
visits the vertex v0. Therefore, ∑
v0∈V
〈n••v0〉(β) ≥ 1
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is the mean number of vertices visited during a random walk.
3. As a final example we consider the mean number 〈nee′i0 〉(β) any internal line i0 ∈ I
is traversed (in either direction) by a random walk from e′ to e. For this replace ai0 by
ai0e
µ while keeping all other ai fixed and set
a(i0, µ) = {ai(i0, µ)}i∈I with ai(i0, µ) =
{
ai, if i 6= i0,
ai0e
µ, if i = i0.
Denote by T (β;µ) the resulting generating function. Then
〈ni0〉ee′(β) =−
1
β
d
dµ
log Te,e′(β;µ)
∣∣∣
µ=0
=− Te,e′(β)−1 d
dµ
Te,e′(β;µ)
∣∣∣
µ=0
.
The derivative of the generating function with respect to µ can be calculated by means of
Theorem 6.2, thus yielding,
d
dµ
T (β;µ)
∣∣∣
µ=0
=
1
2
(
I 0 0
) (
D(β)−1
(
(I−M) d
dµ
X(ıβ; a(i0, µ))
∣∣∣
µ=0
+ (I+M)
d
dµ
Y (ıβ; a(i0, µ))
∣∣∣
µ=0
)
D(β)−1M
)I0
0
 .
Similar to the discussion of the mean number of vertices visited during a random walk
we introduce the quantities
〈n•e′i0 〉(β) =
∑
e∈E
〈nee′i0 〉(β)
Te,e′(β)
T•e′(β)
,
〈ne•i0 〉(β) =
∑
e′∈E
〈nee′i0 〉(β)
Te,e′(β)
Te•(β)
,
〈n••i0 〉(β) =
∑
e,e′∈E
〈nee′i0 〉(β)
Te,e′(β)
T••(β)
.
Thus, 〈n•e′i0 〉(β) is the mean number of times the internal line i0 ∈ I is traversed by a
random walk starting at e′ ∈ E , 〈ne•i0 〉(β) the mean number the internal line i0 ∈ I is
traversed by a random walk ending at e ∈ E . The quantity 〈n••i0 〉(β) is the mean number
of times the internal line i0 ∈ I is traversed by any random walk.
APPENDIX. RANDOM WALKS ON VERTICES
Here we will relate the customary notion of random walks on graphs (see, e.g., [2] or
[33]) to random walks considered in the present work. Recall that the customary notion of
random walks on graphs is given by a Markov chain with vertices as states. The transition
matrix P indexed by the vertices has a non-vanishing entry only if the corresponding
vertices are adjacent.
Consider a graph G′ = G′(V ′,I ′,∅, ∂′) with no external lines. Let P : V ′ × V ′ −→
R+ ∪ {0} be a nearest neighbor transition matrix, i.e.,
(A.1)
∑
v′∈V ′
P (v′, v) = 1 for any v ∈ V
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(we read from right to left) and P (v′, v) > 0 occurs only if v and v′ are adjacent.
Pick an arbitrary vertex in G′ which we denote by v∞. Let Vv∞ ⊂ V ′ be the set of all
vertices adjacent to v∞, Iv∞ the set of the internal lines i ∈ I incident with v∞. For any
i ∈ Iv∞ let vi ∈ Vv∞ be the vertex adjacent to v∞ by i ∈ I , that is,
either ∂′(i) = (v∞, vi) or ∂′(i) = (vi, v∞)
Now replace every edge i ∈ Iv∞ by the external line e incident with the vertex vi. Denote
the set of all external lines by E and define the boundary operator
∂(j) =
{
∂′(j), if j ∈ I ′,
v, if j ∈ E .
Thus, we have constructed a non-compact graph G(V,I, E , ∂) with V = V ′ \ v∞ and
I = I ′ \ Iv∞ . Obviously, the degree of any vertex v ∈ V being calculated for the graphs
G′ and G is equal.
Let S(v) be the star graph of the vertex v ∈ V , that is, the set of all edges j ∈
I ∪ E which are incident with the vertex v. Given a matrix P and v ∈ V we define the
deg(v)× deg(v) matrix M(v) with entries M(v)ij , i, j ∈ S(v) as follows:
0 ≤M(v)ij =
{
P (v′, v) with v′ ∈ ∂(i), v′ 6= v, for i ∈ S(v) \ E ,
P (v∞, ∂(e)) for i = e ∈ S(v) ∩ E .
In particular, the matrix element M(v)ij is independent of j and by (A.1)
(A.2)
∑
i∈L(v)
M(v)ij = 1 for all j ∈ L(v).
A converse construction is also possible. Assume that a non-compact graph G has
E 6= ∅ and any two vertices of the graph are adjacent by no more than one internal line.
Further, assume that all matrix entries 0 ≤ M(v)ij are independent of j, that is, in each
matrix M(v) all columns are equal, and the equality (A.2) holds. Consider the graph G′
without external lines obtained from G by replacing each external line e by an internal
incident with an additional vertex v∞ such that its vertex set V ′ = V ∪ {v∞}. Now for
any v′, v ∈ V ′ we set
(A.3) P (v′, v) =

M(v)ij for i ∈ I : v′, v ∈ ∂(i),
M(v)ij for i ∈ E , v′ = v∞, v = ∂(e),
|E|−1 for v = v∞, v′ ∈ Vv∞ ,
0 otherwise.
Then P is a nearest neighbor transfer matrix.
REFERENCES
[1] M. Aigner, Motzkin numbers, Europ. J. Comb. 19 (1998), 663 – 675.
[2] D. Aldous and J. A. Fill, Reversible Markov Chains and Random Walks on Graphs, monograph in
preparation, http://www.stat.berkeley.edu/˜aldous/RWG/book.html.
[3] Ph. Blanchard, Ch.-H. Chang, and T. Kru¨ger, Epidemic thresholds on scale-free graphs: The interplay
between exponent and preferential choice, preprint arXiv:cond-mat/0207319.
[4] B. Bolloba´s, Random Graphs, 2nd ed., Cambridge Studies in Advanced Mathematics, Vol. 73. Cam-
bridge University Press, Cambridge, 1991.
[5] P. G. Doyle and J. L. Snell, Random Walks and Electric Networks, The Carus Mathematical Mono-
graphs, Vol. 21, The Mathematical Association of America, 1984.
32 V. KOSTRYKIN AND R. SCHRADER
[6] G. P. Egorychev, Integral Representation and the Computation of Combinatorial Sums, Translations of
Mathematical Monographs, Vol. 59. Amer. Math. Soc., Providence, R.I., 1984.
[7] J. Glimm and A. Jaffe, Quantum Physics, A Functional Integral Point of View, 2nd. ed., Springer,
Berlin, 1981.
[8] R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete Mathematics: A Foundation for Computer
Science, 2nd ed., Addison-Wesley, Amsterdam, 1994.
[9] C. M. Grinstead and J. L. Snell, Introduction to Probability, 2nd ed. Amer. Math. Soc., Providence, RI,
1997.
[10] L. Ho¨rmander, An Introduction to Complex Analysis in Several Variables, North-Holland, Amsterdam,
1973.
[11] C. Krattenthaler, Permutations with restricted patterns and Dyck paths, Adv. Appl. Math. 27 (2001),
510 – 530.
[12] V. Kostrykin and R. Schrader, Kirchhoff’s rule for quantum wires, J. Phys. A: Math. Gen. 32 (1999),
595 – 630.
[13] V. Kostrykin and R. Schrader, Kirchhoff’s rule for quantum wires II: The inverse problem with possible
applications to quantum computers, Fortschr. Phys. 48 (2000), 703 – 716.
[14] V. Kostrykin and R. Schrader, The generalized star product and the factorization of scattering matrices
on graphs, J. Math. Phys. 42 (2001), 1563 – 1598.
[15] V. Kostrykin and R. Schrader, Quantum wires with magnetic fluxes, Comm. Math. Phys. 237 (2003),
161 – 179.
[16] V. Kostrykin and R. Schrader, The inverse scattering problem on graphs and a solution of the Traveling
Salesman Problem, in preparation.
[17] L. Lova´sz, Random walks on graphs: A survey, in D. Miklo´s, V. T. So´s, T. Szo¨nyi (eds.) Combinatorics,
Paul Erdo¨s is Eighty, Vol. 2. Ja´nos Bolyai Mathematical Society, Budapest, 1996, pp. 353 – 398.
[18] M. Kotani, T. Shirai, and T. Sunada, Asymptotic behavior of the transition probability of a random walk
on an infinite graph, J. Funct. Anal. 159 (1998), 664 – 689.
[19] E. Nelson, Quantum fields and Markov fields, in G. Velo and A. Wightman (Eds.), Constructive Quan-
tum Field Theory, Springer, New York, 1973.
[20] K. Osterwalder and R. Schrader, Axioms for Euclidean Green’s functions. I, Comm. Math. Phys. 31
(1973), 83 – 112.
[21] K. Osterwalder and R. Schrader, Axioms for Euclidean Green’s functions. II, Comm. Math. Phys. 42
(1975), 281 – 305.
[22] V. P. Potapov, The multiplicative structure of J-contractive matrix functions, Amer. Math. Soc. Transl.,
Ser. 2, 15 (1960), 131 – 243.
[23] D. Ruelle, Statistical Mechanics, Benjamin, New York, 1969.
[24] J. Schwinger, Euclidean quantum electrodynamics, Phys. Rev. 115 (1959), 721 – 731.
[25] L. Shapiro, Some open questions about random walks, involutions, limiting distributions, and generat-
ing functions, Adv. Appl. Math. 27 (2001), 585 – 596.
[26] R. P. Stanley, Enumerative Combinatorics, Vol. 1, Cambridge Studies in Advanced Mathematics,
Vol. 49, Cambridge University Press, Cambridge, 1997.
[27] R. P. Stanley, Enumerative Combinatorics, Vol. 2, Cambridge Studies in Advanced Mathematics,
Vol. 62, Cambridge University Press, Cambridge, 1999.
[28] K. Symanzik, Euclidean quantum field theory, in R. Jost (Ed.), Local Quantum Theory, Academic
Press, New York, 1969.
[29] J. West, Generating trees and the Catalan and Schro¨der numbers, Discrete Math. 146 (1995), 247 –
262.
[30] G. C. Wick, Properties of Bethe-Salpeter wave functions, Phys. Rev. 96 (1954), 1124 – 1134.
[31] A. Wightman, Quantum field theory in terms of vacuum expectation values, Phys. Rev. 101 (1956), 860
– 866.
[32] H. S. Wilf, Generatingfunctionology, Academic Press, Boston, 1999.
[33] W. Woess, Random Walks on Infinite Graphs and Groups, Cambridge Tracts in Mathematics, Vol. 138,
Cambridge University Press, Cambridge, 2000.
RANDOM WALKS ON GRAPHS 33
VADIM KOSTRYKIN, FRAUNHOFER-INSTITUT FU¨R LASERTECHNIK, STEINBACHSTRASSE 15, D-
52074, AACHEN, GERMANY
E-mail address: kostrykin@ilt.fraunhofer.de, kostrykin@t-online.de
ROBERT SCHRADER, INSTITUT FU¨R THEORETISCHE PHYSIK, FREIE UNIVERSITA¨T BERLIN, ARNI-
MALLEE 14, D-14195 BERLIN, GERMANY
E-mail address: schrader@physik.fu-berlin.de
