Abstract
Introduction
The goal of compressing a signal is to minimize the storage or medium capacity needed to hold or to convey the information contained in the signal. The main approaches towards data compression are removing redundancy, thresholding and coding the remaining signal efficiently. Removing redundancy means removing away the correlated data from the original signal and it can be done through a transforms. The thresholding is to set small data to zero when their absolute values are lower than threshold. The coding methods are to code the data with special strategies which are mainly for reducing the transferring volume of data through a communication link.
Speech synthesizing systems generally carry out synthesis via time frequency representations such as Short Time Fourier Transforms (STFT) or Linear Predictive Coding (LPC) techniques. The FT assumes that signals are stationary within a given time frame and may therefore lack the ability to analyze localized events accurately. The main disadvantage of a Fourier expansion however, is that it has only frequency resolution and no time resolution. So, on looking at the signal we cannot say when a particular event occurs. That means in frequency domain we lost the time information.
Speech coding is a vital area of research because of its economical importance. Various algorithms are already applied in different levels of speech coding. If compression is applied on speech data more users can be accommodated at the same time because less bandwidth is required. So it cuts down the cost of communication. Speech compression plays an important role in teleconferencing, wireless communication, and audio for videophones or video teleconferencing systems. Other applications include the storage of speech synthesis and play back, or for the transmission of voice at a later time applications. Wavelet is a new tool for analyzing and compressing non stationary signals like speech and audio. Wavelet is a small wave with limited duration and that has an average value of zero. More over wavelets have a beginning and an end. In this paper we are evaluating the performance of two subclasses of discrete wavelet such as orthogonal and bi-orthogonal wavelets in speech coding. Haar, Daubechies, Symlets, Coiflets and Discrete Meyer wavelets are the examples of orthogonal wavelets and Bior is an example of the second category. These are the two classes of wavelet which are commonly used for 1-D and 2-D signal analysis and compression.
Much of the later work in speech compression was motivated by military research s digital communications for secure military radios, where very low data rates were required to allow effective operation in a hostile radio environment. At the same time, far more processing power was available, in the form of VLSI integrated circuits, than was available for earlier compression techniques. As a result, modern speech compression algorithms could use far more complex techniques than were available in the 1960s to achieve far higher compression ratios.
These techniques were available through the open research literature to be used for civilian applications, allowing the creation of digital mobile phone networks with substantially higher channel capacities than the analog systems that preceded them.Speech encoding is an important category of audio data compression. The perceptual models used to estimate what a human ear can hear are generally somewhat different from those used for music. The range of frequencies needed to convey the sounds of a human voice are normally far narrower than that needed for music, and the sound is normally less complex. As a result, speech can be encoded at high quality using a relatively low bit rate.
If the data to be compressed is analog (such as a voltage that varies with time), quantization is employed to digitize it into numbers (normally integers). This is referred to as analog-todigital (A/D) conversion. If the integers generated by quantization are 8 bits each, then the entire range of the analog signal is divided into 256 intervals and all the signal values within an interval are quantized to the same number. If 16-bit integers are generated, then the range of the analog signal is divided into 65,536 intervals.
Wavelet provides an alternative approach to traditional signal processing techniques such as Fourier analysis for breaking a signal in to its constituent parts. In wavelet transform the basic functions are compact in time. This feature allows the wavelet transform to obtain time information about a signal in addition to frequency information. In DWT the original signal is successively decomposed in to low frequency and high frequency components. The high frequency components are not analysed any further. The approximation signal is subsequently divided into new approximation and detailed signals. The process of down sampling by 2 is that of keeping every second sample of x[n] and removing them in between samples thus generating an output sequence d 2 [n] .The successive high pass and low pass filtering of the signal can be depicted by the following equations:
A wavelet is a wave-like oscillationwith an amplitude that begins at zero, increases, and then decreases back to zero.
There are two types of discrete wavelets (a) Orthogonal wavelets (b) Bi-Orthogonal wavelets
Orthogonal Wavelets
An orthogonal wavelet is a wavelet whose associated wavelet transform is orthogonal. That is, the inverse wavelet transform is the adjoint of the wavelet transform. If this condition is weakened you may end up with bi-orthogonal wavelets.
The A necessary condition for the orthogonality of the wavelets is that the scaling sequence is orthogonal to any shifts of it by an even number of coefficients:
In this case there is the same number M=N of coefficients in the scaling as in the wavelet sequence, the wavelet sequence can be determined as .
Properties of Orthogonal Wavelets

Vanishing moments
A wavelet has m vanishing moments if and only if its scaling function can generate polynomials of degree smaller than or equal to m. While this property is used to describe the approximating power of scaling functions, in the wavelet case it has a "dual" usage, e.g., the possibility to characterize the order of isolated singularities.The number of vanishing moments is entirely determined by the coefficients h[n] of the filter h which is featured in the scaling equation.
If the Fourier transform of the wavelet is p continuously differentiable, then the three following conditions are equivalent:
 The wavelet y has p vanishing moments  The scaling function j can generate polynomials of degree smaller than or equal to p  The transfer function of the filter h and its p-1 first derivatives vanish at w=p.
Compact Support
Compactly Daubechies has proved that, to generate an orthogonal wavelet with p vanishing moment, a filter h with minimum length 2p had to be used. Daubechies filters, which generate Daubechies wavelets, have a length of 2p. The Daubechies filter coefficients are available as ASCII text files which can be used in a spreadsheet, for instance.
Regularity
Wavelet regularity is much less important than their vanishing moments. Il is studied in a theorem by TchamitchianThe following two properties are important:
 There is no compactly supported orthogonal wavelet which indefinitely differentiable  For Daubechies wavelets with a large p, the scaling function and wavelet are lLipschitz, where l is of the order of 0.2 p. For large classes of orthogonal wavelets, more regularity implies more vanishing moments. Meyer wavelets are indefinitely differentiable orthogonal wavelets, with an infinite support. They are generally implemented in the Fourier domain.
Symmetry
Symmetric scaling functions and wavelets are important because they are used to build bases of regular wavelets over an interval, rather than the real axis. Daubechies has proved that, for a wavelet to be symmetric or anti-symmetric, its filter must have a linear complex phase, and the only symmetric compactly supported conjugate mirror filter is the Haar filter, which corresponds to a discontinuous wavelet with one vanishing moment. Besides the Haar wavelet, there is no symmetric compactly supported orthogonal wavelet.
Bi-Orthogonal Wavelets
A bi-orthogonal wavelet is a wavelet where the associated wavelet transform is invertible but not necessarily orthogonal. Designing bi-orthogonal wavelets allows more degrees of freedom than orthogonal wavelets. One additional degree of freedom is the possibility to construct symmetric wavelet functions.
Scaling Equation
As in the orthogonal case, y(t) and j(t/2) are related by a scaling equation which is a consequence of the inclusions of the resolution spaces from coarse to fine: Similar equations exist for the dual functions which determine the filters h 2 and g 2 .
Properties of Bi-Orthogonal Wavelets
Vanishing Moments
A bi-orthogonal wavelet has m vanishing moments if and only if its dual scaling function generates polynomials up to degree m. This can be verified by looking at the bi-orthogonal decomposition formulas. Hence there is an equivalence theorem between vanishing moments and the number of zeroes of the filter's transfer, provided that duality has to be taken into account. Thus the following three properties are equivalent:
 The wavelet y has p vanishing moments  The dual scaling function j 2 generates polynomials up to degree p  The transfer function of the dual filter h 2 and it p-1 first derivatives vanish at w=p and the dual result is also valid. Duality appears naturally, because the filters determine the degree of the polynomials which can be generated by the scaling function, and this degree is equal to the number of vanishing moments of the dual wavelet.
Compact Support
If the filters h et h 2 
Regularity
Tchamitchian's theorem provides again a sufficient regularity condition. Remember that this condition bears on the filter h which determines the scaling equation. Hence the regularity of the primal atoms are related to the primal filters.
Wavelet Balancing
Consider the following decomposition of f:
The number of vanishing moments of a wavelet is determined by its dual filter. It corresponds to the approximating power of the dual multiresolution sequence. This is why it is preferred to synthesize a decomposition filter h with many vanishing moments, and possibly with a small support.
On the other hand, this same filter h determines the regularity of j, and hence of y. This regularity increases with the number of vanishing moments, that is, with the number of zeroes of h.
Symmetry
Unlike the orthogonal case, it is possible to synthesize bi-orthogonal wavelets and scaling functions which are symmetric or antisymmetric and compactly supported. This makes it possible to use the folding technique to build wavelets on an interval.
If the filters h and h 2 have and odd length and are symmetric with respect to 0, then the scaling functions have an even length and are symmetric, and the wavelets are also symmetric. If the filters have an even length and are symmetric with respect to n=1/2, then the scaling functions are symmetric with respect to n=1/2, while the wavelets are anti-symmetric. This paper discusses the merit of orthogonal and bi-orthogonal wavelet based speech encoding and decoding. We also evaluate the performance in terms of qualitative and quantitative parameters. The difference between the original and the reconstructed speech signal is insignificant. This proves that wavelet is a good tool for speech coding. It may be observed from out study that there is no significant difference between orthogonal and biorthogonal wavelets.
Our future work will be to encode continuous speech signal with frames. We shall also examine the performance of different wavelets in speech synthesis and also try to improve the compression ratio by removing silence and noises from the speech signal.
