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The Securities and Exchange Commission (SEC) mandates stock-listed companies in the U. S.
to file regulated disclosures that should allow investors to make an informed decision before
exercising ownership in stock. We thus hypothesize that investors do not rely solely upon the
essential facts but are also impaired by unconscious and idiosyncratic characteristics in their
perception. In fact, such affective processing is suggested by behavioral finance and information
processing theory, while empirical evidence in large-scale settings remains rare. As a remedy, this
paper statistically locates decisive words in financial news that reflect the complete bandwidth of
drivers behind investment decisions. According to our results, the decision-making of investors is
significantly influenced by emotionally-charged content and non-informative wording.
Keywords: Information processing, decision analytics, behavioral finance, spike and slab
regression, text mining, financial news.
1 Introduction
Various studies in the field of Information Systems have shown that humans do not rely solely upon essential
facts when processing given information (Browne and Parsons, 2012). Instead, they can fall victim to affective
characteristics in their perception and thus make them vulnerable to information that appeals to superficial
emotions or cognition, but which lacks a deeper meaning (Tversky and Kahneman, 1974). Possible effects are
of particular interest when studying the information processing in financial markets (Thaler, 2005).
In financial markets, news serves as an important source of information for investors before exercising owner-
ship in stock (Gidófalvi and Elkan, 2001). These compulsory publications must meet specific requirements
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regarding the content but are not regulated in terms of actual word choice (Carter and Soo, 1999). As a
consequence, investors can be distracted by emotionally-charged content and non-informative wording.
In order to better understand human information processing of financial news, one has to study the interplay
between individual textual drivers on a word-by-word level (Pröllochs et al., 2015). For this purpose, we
utilize Bayesian variable selection to statistically locate driving words in corporate disclosures that impact the
behavior of investors when making investment decisions on the stock market. Specifically, we draw inferences
from SEC-regulated 8-K filings in relationship to stock market returns by measuring the impact of each word
on the perception of investors. We then group the extracted words into several semantic categories and
separate words that feature an explicit, fact-based statement from words that can be attributed to emotional
orientations.
We are able to contribute to the existing research in two respects: first, we utilize an intriguing approach
that allows us to study the processing of textual information on a word-by-word level. Instead of replicating
human information processing based on predefined word lists, this creates the opportunity to encompass
the complete bandwidth of investor perception. To the best of our knowledge, this is the first study that
utilizes Bayesian variable selection to explicate the effects of emotionally-charged content on the information
processing of financial news. Second, we contribute to Information Systems theory by providing evidence
that, in addition to information in the form of essential facts, non-informative wording has a significant effect
on human information processing of financial news. This is interesting, since regulated corporate disclosures
are intended to serve as a highly objective source of information for investors (Carter and Soo, 1999).
The remainder of this paper is structured as follows. Section 2 introduces related works that also study the
information processing of financial news. Following this, Section 3 presents our research methodology, which
uses Bayesian variable selection to statistically select stock-market-relevant words. In Section 4, we group the
extracted words into predefined semantic categories and assess their individual impact on the stock market.
Finally, Section 5 lays out our main findings and provides managerial implications.
2 Literature Review
In this section, we further discuss the role of financial news as a primary source of information for investors.
Based on studies from the related literature, we also detail the role of cognitive biases and show how investors
can be distracted by emotionally-charged content and non-informative wording.
2.1 Human Information Processing of Financial News
The availability of information forms the basis for all human behavior and decision-making (Vodanovich et al.,
2010). This is particularly true in financial markets, where investors continuously seek out new information
before making decisions on the stock market (Wilson, 1999). Thus, regulators have made various provisions
to ensure that all market participants have access to relevant corporate information. As such, stock-listed
firms are obliged to file regulatory disclosures that apply to multiple aspects of business operations. In the
U. S., companies are required to file 8-K reports with the Securities and Exchange Commission (SEC) to
notify investors of any material events. This covers various circumstances, such as management changes,
the departure of directors, bankruptcy and other unspecified events deemed important. All reports are
quality-checked by the SEC to ensure that the information meets the requirements (Lee and Lee, 2013). As
a result, regulated corporate disclosures serve as a primary source for investors when choosing whether to
exercise stock ownership (e. g. Carter and Soo, 1999).
Advances in the field of information retrieval enable researchers in the Information Systems and finance
disciplines to analyze how investors perceive this textual information (Nassirtoussi et al., 2014). While
different approaches have been proposed (Antweiler and Frank, 2004; Li et al., 2010; Schumaker and Chen,
Thirty Seventh International Conference on Information Systems, Dublin 2016 2
Human Information Processing of Financial News
2009), the tone of financial news is typically measured in prior research using positive and negative word lists.
These predefined dictionaries contain opinion words that are typically associated with a distinctly positive
or negative fact-based interpretation independent of the corresponding context (Stone, 2002). A frequently
utilized method is to measure the tone by calculating the ratio of positive and negative words as normalized
by the total number of words in a document (Tetlock et al., 2008). Various studies have shown that the
linguistic content of a document is useful in explaining stock market returns. In this context, dictionary-based
methods are used to explain stock returns, stock volatility, and firm earnings with regard to the tone of
newspapers (e. g. Tetlock, 2007), company press releases (Demers and Vega, 2010; Engelberg, 2008; Henry,
2008), 10-K reports (Feldman et al., 2008; Hanley and Hoberg, 2008; Li, 2008), and social media (Xu and
Zhang, 2013). Thus, in our later analysis, we expect words that express a clearly fact-based statement to
significantly impact the stock market behavior of investors.
2.2 The Role of Cognitive Biases in Financial News
Information processing theory as a model for human thinking and learning builds on the conjecture that
humans process any given information, instead of solely responding to external stimuli (Atkinson and Shiffrin,
1968). However, information processing theory also suggests that humans continuously categorize and
filter the given information (Schneider and Shiffrin, 1977). This intermediate step becomes particularly
relevant when considering the fact that human information behavior is also affected by individual insufficiency
regarding information processing skills and skewed by multiple influences that can have cognitive or affective
causes (Browne and Parsons, 2012).
Previous research has identified several patterns whereby human decision-making does not conform to pure,
rational behavior (Tversky and Kahneman, 1974). Overall, this is justified by the observation that humans
can be susceptible to cognitive biases such as overconfidence, overreaction, and other human errors in
reasoning and information processing (Friesen and Weller, 2006). As such, a cognitive bias is an anomaly
in the perception of every aspect of the environment surrounding the individual (Tversky and Kahneman,
1974). This can be based on a misinterpretation of presented information, fallible memory, or other influences
that alter cognitive processes (Phillips et al., 2014). This is particularly relevant for information in the form
of financial news, where the nature of language provides arbitrary opportunities to alter the presentation
of information (Henry, 2008). This is even reinforced by the fact that financial news must meet specific
requirements regarding the content, such as high readability, but is not bound in terms of the actual word
choice (Loughran and McDonald, 2014). For instance, Kahneman and Miller (1986) show that different
formulations, without distorting or suppressing information, produce opposite responses among subjects.
Similarly, the negativity bias (Kanouse, 1984) describes a phenomenon whereby humans put a greater
emphasis on negative than positive information. In the context of prospect theory, related works also suggest
an asymmetric influence of the tone in news disclosures (Alfano et al., 2015; Hong et al., 2000). Accordingly,
DeLong et al. (1990) state that the reaction of investors to semantic content is not necessarily justified by
fundamentals, but can be driven by pseudo-signals that some investors believe convey information about
future returns.
While individual characteristics of such anomalies can be studied, for instance, in laboratory experiments,
human text processing of financial news in non-artificial setups is still a largely unresolved research area (e. g.
Thaler, 2005). To overcome this research gap, this study directly locates the information drivers in financial
news at the word level. For this purpose, we measure the perception of investors using the real stock market
returns of companies. In contrast to experimental studies that typically focus on small observation sets in
isolated environments, this allows us to study the effect of wording under non-artificial conditions. As a
result, this intriguing approach could give rise to a better understanding of how investors are distracted by
emotionally-charged content and non-informative wording. In the next sections, we present our methodology
for studying the information processing of financial news on a word-by-word level.
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3 Methodology and Data Sources
This section introduces our research method of studying the human information processing of financial news
on a word-by-word level. First, we present the required preprocessing steps and the utilized data sources.
Second, we introduce spike and slab regression as a method to extract words that are relevant for investors.
3.1 Data Sources
Our dataset consists of Form 8-K filings from the U. S. that inform investors about important corporate events,
such as management changes, the departure of directors, bankruptcy, layoffs, and other unspecified events
deemed important. This type of documents is a frequent choice in the related literature when it comes to
studying information processing of financial news (e. g. Carter and Soo, 1999; Lee and Lee, 2013). For the
8-K filings corpus, we have downloaded all 8-Ks, including amended documents, from the EDGAR website1 of
the years 2004–2013. The complete sample consists of 901,133 filings, which then undergo several filtering
steps. First, we select only filings from firms that are listed on the NYSE. Second, in order to gain information
about the stock market reaction of investors, we remove filings for which we are not able to match the
SEC CIK numbers to Thomson Reuters Datastream. Third, we exclude filings that contain fewer than 200
words (Loughran and McDonald, 2011). These filtering steps result in a final corpus of 76,717 filings.
We measure the impact of the individual documents on stock market returns using an event study method-
ology (MacKinlay, 1997; Konchitchki and O’Leary, 2011). This is a common way to study the effects of
certain events on stock or commodity prices by measuring the impact of a given event without confounding
influences. When using such methods, we first have to predict a normal return in the absence of such an event.
For this purpose, we estimate the normal return according to the so-called market model, which assumes
a stable linear relation (MacKinlay, 1997) between the market return and the normal return. The market
return is modeled using the NYSE Composite Index, along with an event window of 10 trading days prior to
the event.2 Concordant with the related literature, we then calculate the abnormal return as the difference
between the actual and the normal return on the day of publication (MacKinlay, 1997). The resulting mean
change in abnormal returns for all 8-K filings in our sample is 0.7849 %. The abnormal stock market returns
are approximately normally distributed with a standard deviation of 4.0969 and median close to zero.
3.2 Preprocessing
Before performing the actual spike and slab regression, several operations are involved in a preprocessing
phase that transforms the running text into a structured format to allow for further calculations. This
includes a myriad of standard routines from the domain of Natural Language Processing. For instance, we
use a list of cut-off patterns to extract only the textual components from the documents. We also remove
stop words without a deeper meaning and truncate inflected words to their stem (Manning and Schütze,
1999). We then obtain frequencies ft,d of how often term t occurs in the document d. Subsequently, we
transform the frequencies ft,d using a common weighting scheme from information retrieval, namely, the term
frequency-inverse document frequency or tf-idf for short (Salton et al., 1983). The tf-idf weighting scheme
determines the relative frequency of words in a specific document compared to the inverse proportion of that
word over the entire document corpus. For this purpose, the raw frequency ft,d is weighted by the ratio of the
total number N of documents divided by the number nt of documents that contain the term t. This approach
is the most common practice in related research, since it allows one to focus on the characteristic terms with a
high relevance for a particular document (Aizawa, 2003). For example, words that occur in a smaller share of
1 www.sec.gov.
2 All financial market data covers stocks from the NYSE and is gathered from Thomson Reuters Datastream.
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documents are assigned to higher tf-idf values than high-frequency contextual stop words, such as the word
“stock”. Ultimately, the above preprocessing steps result in a so-called document-term matrix that serves as the
final dataset from which we extract driving words using spike and slab regression.3
3.3 Extraction of Relevant Words Using Spike and Slab Regression
This paper treats every word from our news corpus as a potential regressor in order to statistically extract
informative text features from financial news. Therefore, we introduce a linear model which links the
occurrences of words to stock market returns and thus can infer a coefficient for each term describing its
ex ante effect. This is different from the existing research, which typically relies on manually-selected word
lists to examine the information processing of investors. In contrast to Jegadeesh and Wu (2013), we do
not estimate the linear model using least squares because of multicollinearity issues that are common to this
method . Instead, we utilize a Bayesian variable selection method in the form of spike and slab regression,
which exhibits several advantages (Varian, 2014). First, this approach overcomes the problem of ex ante
selected words, which could potentially lead to the erroneous exclusion of relevant regressors. Second, the
regularization property of this method reduces the multicollinearity problem of the classical ordinary least
squares technique (Hastie et al., 2009). Third, its variable selection property filters out non-informative noise
variables and, therefore, shows how to statistically select words that are relevant to investors.
The spike and slab regression extends a standard linear regression model by performing Bayesian-based
variable selection (Varian, 2014). Let δ ∈ {0, 1}P denote which predictors 1, . . . , P to include in the model.
Then, the regression is given by
y = µ+Xδβδ + ε,  ∼ N (0,σ2I), (1)
where Xδ and βδ contain only the non-zero elements of β given by δj = 1. Introducing the indicator
variable δj into the standard linear regression model results in a prior in the form of a mixture of two
distributions for each regression coefficient, so-called spike and slab priors (Malsiner-Walli and Wagner, 2011).
The spike component is a distribution with its mass concentrated around zero and the slab component is a
flat distribution spread over the parameter space. Consequently, variable selection relies on the posterior
probability of assigning the corresponding regression effect to the slab component and the selection is thus
given by the posterior inclusion probability p(δj = 1 | y).
We implement a spike and slab regression for relevant term selection as follows: we treat each 8-K filing of the
document-term matrix as an observation, while we use each column, i. e. each word, as an explanatory vari-
ables to explain abnormal stock market returns for each filing. We run a Markov-Chain Monte Carlo (MCMC)
scheme for M = 1000 iterations after a burn-in of 500 draws. Thereafter, we calculate the posterior inclusion
probabilities p(δj = 1) and the regression coefficients βj for each draw. As a result, the magnitude of the
posterior inclusion probability p(δj = 1) for each regressor βj serves as a measure of variable importance.
4 Preliminary Results
This section introduces our preliminary results. First, we select statistically relevant words in financial news
and organize the individual words into exogenously-given semantic categories. Then, we test our hypotheses
and provide evidence that investors are distracted by emotionally-charged content.
3 We also tested the raw term frequencies as part of a robustness check. These result into a slightly inferior goodness-of-fit.
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4.1 Extraction of Relevant Words From Financial News
We use the spike and slab regression method as described in the previous section to extract the statistically
relevant terms from the 8-K filings corpus. Accordingly, the output is given by a weighted word list that
contains words with positive and negative coefficients. However, ostensibly positive or negative words are not
necessarily positive or negative words from a reasonable, fact-based perspective. In order to separate words
that convey an explicitly positive or negative statement from words whose interpretation can be attributed to
emotional orientation, we proceed by grouping the extracted words according to the semantic categories of
the Harvard IV Psychological Dictionary4.
We model the fact-based category by classifying the statistically relevant words according to the positive
and negative word lists from the Harvard IV Psychological Dictionary (e. g. Tetlock et al., 2008; Xu and
Zhang, 2013). The words in this category express a clearly positive or negative self-contained sentiment
such as “improve” or “decline.” Although these fact-based words are particularly popular in the related
literature for measuring the impact of written texts on stock market behavior (Feldman et al., 2008; Hanley
and Hoberg, 2008; Li, 2008), they do not account for the full breadth of potential emotional or cognitive
orientations in a document. Thus, we additionally group words that express an emotional orientation, such as
“fascinate” or “mood,” into a semantic emotional category. It is worth noting that the dictionary entries in the
Harvard IV Psychological Dictionary can be assigned to multiple categories. Thus, we categorize words that
are included in both the fact-based category and the emotional category as belonging to the emotional facts
category. Examples include words such as “focus” or “apparent.”
Our results show that the perception of investors depends on many terms that do not feature an explicitly
positive or negative sentiment according to the Harvard IV Psychological Dictionary. In fact, only a total of 39
out of 114 selected words (34.21%) from the 8-K filings corpus are also included in the fact-based category.
This includes 18 words that coincide with a positive stock market response and 21 words that coincide with a
negative stock market response. Among these, 69.23 % of the coefficients feature the same polarity as in the
Harvard IV Psychological Dictionary (i. e. are included in the positive word list, if the estimated coefficient
is positive, or are included in the negative word list, if the estimated coefficient is negative). This provides
evidence that words from the fact-based category are not sufficient to encompass the whole bandwidth of
textual drivers in financial news. In fact, as reflected in the emotional and emotional facts categories, 36.84 %
of the extracted words from the 8-K filings (16 positive words and 26 negative words) can be attributed to a
domain that typically does not contribute to the informative content from a fact-based perspective.
4.2 Hypothesis Tests
Next, we control for external effects and assess the individual significance of the semantic word groups on the
stock market behavior of investors. For this purpose, we perform an ordinary least squares (OLS) regression
using the abnormal log-returns as the dependent variable, while we use an independent variable for each
semantic category based on facts F , emotions E, and emotional facts EF . These variables originate from
weighting the number of occurrences of each word in a publication according to the estimated coefficients
from the spike and slab regression method. In order to control for potential dependencies between the
semantic categories, we also include interaction terms for each possible combination between F , E, and EF .
In addition, we include a set of control variables to control for external effects. First, we account for the overall
development of the stock market by using the returns of the NYSE Composite Index. Moreover, we take into
consideration insider trading and the effects of information leaking before the corporate disclosure. For this
purpose, we include the cumulative abnormal returns CAR of the 15 trading days before publication (Jeng
et al., 2003). To account for the fact that small firms can react to news disclosures in different ways from
4 Available from http://www.wjh.harvard.edu/~inquirer/homecat.htm.
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larger firms, we measure the company size by the market value MV of the company. We also include the
market-to-book value MTBV of a given firm to control for both life cycle effects and the future prospects of
the company (Fama and French, 1993). Ultimately, we use the market model Alpha to account for the usual
over- or under-performance of a stock (Jeng et al., 2003). In addition, we integrate dummy variables for
months Dmon, as well as company sectors Dsec. Thus, our regression design is given by
ARlog = β0 + β1 F + β2E + β3 EF + β4 F × E + β5 F × EF + β6E × EF
+ β7 CAR + β8MV + β9NYSE + β10Alpha + β11MTBV
+ β12,monDmon + β13,secDsec + ε, (2)
with coefficients βi and Gaussian error ε. As a final step, we remove observations for which we are not able to
determine the mentioned control variables from the Thomson Reuters Datastream. This filtering leads to a
final sample consisting of 43,437 observations. The regression results are provided in Table 1.
Table 1. OLS Regression Linking Word Categories and Abnormal Returns
(a) (b) (c) (d) (e) (f)
F 1.396∗∗∗ 1.418∗∗∗ 1.419∗∗∗ 1.417∗∗∗ 1.428∗∗∗ 1.427∗∗∗
(10.116) (10.366) (10.374) (10.364) (10.624) (10.609)
E 2.122∗∗∗ 2.219∗∗∗ 2.210∗∗∗ 2.210∗∗∗ 2.247∗∗∗ 2.245∗∗∗
(5.131) (5.415) (5.392) (5.391) (5.575) (5.569)
EF 6.933∗∗∗ 6.774∗∗∗ 6.777∗∗∗ 6.776∗∗∗ 7.249∗∗∗ 7.256∗∗∗
(4.565) (4.501) (4.503) (4.502) (4.898) (4.903)
F × E −1.336 −1.523 −1.497 −1.480 −1.132 −1.124
(−1.020) (−1.173) (−1.153) (−1.141) (−0.887) (−0.881)
F × EF −5.585 −4.726 −4.730 −4.734 −7.042 −7.057
(−1.064) (−0.909) (−0.910) (−0.910) (−1.377) (−1.380)
E × EF 31.316 24.457 25.285 25.182 26.374 26.337
(1.440) (1.135) (1.173) (1.168) (1.244) (1.242)
CAR −0.077∗∗∗ −0.077∗∗∗ −0.077∗∗∗ −0.004 −0.004
(−28.161) (−28.166) (−28.177) (−1.316) (−1.315)
MV 0.000 0.000 0.000 0.000
(1.346) (1.354) (1.164) (1.163)






Intercept −0.242 −0.303 −0.306 −0.308 −0.175 −0.174
(−0.891) (−1.122) (−1.133) (−1.143) (−0.662) (−0.656)
AIC 254,359 253,572 253,573 253,574 252,107 252,108
BIC 255,566 254,788 254,799 254,806 253,348 253,358
Adjusted R2 0.006 0.024 0.024 0.024 0.056 0.056
Stated: coef. and t-stat. in parenthesis Dummies: month, sector Obs.: 43,437 Signif.: *** 0.001, ** 0.01, * 0.05
As a first finding, we observe that the words from the fact-based category have a significant effect on abnormal
log-returns. In fact, the coefficient for the fact-based category reveals a t-value of 10.609, which is statistically
significant at the 0.1 % level. Thus, we confirm our initial expectation that fact-based information significantly
impacts the information processing of investors in the stock market. Next, we also note that the t-values for the
emotional category (5.569) and emotional facts category (4.903) are both statistically significant at the 0.1 %
level. In order to validate the robustness of this finding, we use a partial F -test to test the null hypothesis that
emotional and emotional fact words jointly have no impact on abnormal log-returns, i. e. H0 : β2 = β3 = 0.
We are able to strongly reject H0 with an F -value of 25.959, which is statistically significant at the 0.1 %
level. Thus, we conclude that words from the emotional and emotional facts categories contribute decisive
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information in the explanation of the abnormal log-returns. We also note that none of the interaction terms
is statistically significant at any common level. Overall, our results disprove the notion that investors rely
solely on fact-based information, providing instead strong evidence that investors are significantly impacted
by emotionally-charged content and non-informative wording.
5 Discussion and Managerial Implications
This study contributes to and has implications for the following areas: first, it allows for a deeper understanding
of human information processing of financial news. Concordant with information processing (Friesen and
Weller, 2006) and Behavioral Finance theories (Jercic and Astor, 2012), we find that the information
processing of investors is based not only on a fact-based component but also on an emotional component.
Moreover, our results show that emotionally-charged content in financial news significantly affects the
decision-making of investors in the stock market. Interestingly, this finding can also be interpreted in terms of
the so-called noise trader theory (DeLong et al., 1990). According to this theory, a relevant share of investors
can be characterized as being uniformed traders that tend to make investment decisions without the benefit
of fundamental data. This type of investor typically overreacts to good and bad news and is vulnerable to
noisy signals, such as wording that appeals to superficial emotions or cognition, but which lacks a deeper
meaning (Alfano et al., 2015).
Second, this study also has implications for practitioners who are obligated to publish regulated corporate
disclosures. Since noise signals in corporate disclosures can have significant effects on investors, companies
benefit from a highly self-reflective writing process that gives weight to the affective characteristics of human
information processing. Accordingly, those from investor relations departments should consider that, in
addition to information in the form of essential facts, the stock market decisions of investors are significantly
influenced by news phrasing and word choice. This also supports the experimental study hypothesis of Bosman
et al. (2014), which states that manipulating the tone of news without distorting its content influences the
stock market reaction of investors. Moreover, the results of this study also reveal that the positive and negative
word lists from the Harvard IV Psychological Dictionary do not encompass the complete bandwidth of the
information processing of investors. Thus, phrasing corporate disclosures on the basis of these fact-based
dictionaries can be misleading in a financial context.
Overall, the results of this study can help both individuals and organizations to automatically detect and
respond to critical market developments, to put in place effective warning mechanisms and to develop decision
support systems. Moreover, understanding how humans perceive information in the form of written text is
not only relevant for the domain of financial markets but for any company that is subject to market dynamics.
Since many sources of information (e. g. product reviews, recommendations, forum entries, etc.) consist of a
mixture between fact-based information and content that appeals to underlying emotion and subconscious
cognition, this Information Systems study also provides ample scope for further research in various domains.
6 Conclusion and Further Research
Stock-listed companies are required to publish relevant corporate information that has the potential to
influence their valuation. Although subject to various regulations, these publications are not regulated in
terms of word choice. However, the phrasing of news can influence the perception of investors in the stock
market. In fact, investors do not rely solely on essential facts when processing the provided information, but
can fall victim to affective characteristics in their perception that make them vulnerable to information that
appeals to superficial emotions or cognition. Thus, this paper sheds light on the information processing of
investors by extracting qualitative verbal information from financial news.
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As its main contribution, this paper utilizes spike and slab regression to study human information processing
on a word-by-word level. In contrast to related studies, which typically rely on predefined word lists, our
approach allows us to encompass the complete bandwidth of information drivers. By grouping the stock-
market-relevant words into semantic categories, we explicate the effects of emotionally-charged content on
the behavior of investors. In this context, 36.84 % of the information-driving words from 8-K filings can
be assigned to the emotional domain. From our results, we conclude that these words significantly impact
the perception of investors in the stock market. Thus, this paper provides evidence that the information
processing of investors is based not only on a fact-based component but also on an emotional component.
Overall, this study allows for a deeper understanding of the roles of facts and emotions in the human
information processing of financial news. On the road to completing this research in progress, we will expand
the study in four directions. First, we will include additional news sources from other financial domains
to test the robustness of our findings. Second, we will study the role of emotional content across different
news topics. In this regard, one might suspect that investors tend to weight emotional content more heavily
for some topics than for others. Third, we will utilize word combinations, i. e. n-grams, to identify groups
of emotionally-charged words that frequently occur together. Fourth, it is an intriguing notion to integrate
the utilized variable selection method with negation scope detection (Pröllochs et al., 2016) to reduce the
possibility of misclassification due to inverted meanings.
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