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ABSTRACT
We analyse the clustering of the Sloan Digital Sky Survey IV extended Baryon Oscilla-
tion Spectroscopic Survey Data Release 14 quasar sample (DR14Q). We measure the red-
shift space distortions using the power spectrum monopole, quadrupole and hexadecapole
inferred from 148,659 quasars between redshifts 0.8 and 2.2 covering a total sky footprint
of 2112.9 deg2. We constrain the logarithmic growth of structure times the amplitude of
dark matter density fluctuations, fσ8, and the Alcock-Paczynski dilation scales which al-
low constraints to be placed on the angular diameter distance DA(z) and the Hubble H(z)
parameter. At the effective redshift of zeff = 1.52, fσ8(zeff) = 0.420 ± 0.076, H(zeff) =
? hector.gilmarin@lpnhe.in2p3.fr
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[162±12] (rfids /rs) km s−1Mpc−1, andDA(zeff) = [1.85±0.11]×103 (rs/rfids ) Mpc, where
rs is the comoving sound horizon at the baryon drag epoch and the superscript ‘fid’ stands
for its fiducial value. The errors take into account the full error budget, including systematics
and statistical contributions. These results are in full agreement with the current Λ-Cold Dark
Matter (ΛCDM) cosmological model inferred from Planck measurements.
Finally, we compare our measurements with other eBOSS companion papers and find ex-
cellent agreement, demonstrating the consistency and complementarity of the different meth-
ods used for analysing the data.
Key words: cosmology: cosmological parameters – cosmology: large-scale structure of the
Universe
1 INTRODUCTION
The large-scale structure of the Universe encodes a significant
amount of information on how the late-time Universe has evolved
since the accelerated expansion became the dominant component
of the cosmos at z . 2. One way to access this information is
through spectroscopic observations of dark matter tracers, such as
galaxies, quasars or inter-galactic gas. Measuring the correlation
function of these tracers allows to infer the distribution of dark
matter on the Universe and to constrain cosmological parameters
such as the matter density of the Universe, namely Ωm, how grav-
ity behaves at large scales, or to put constraints in the total neutrino
masses and its effective number of species.
Two complementary approaches to extract such information
are the Baryon Acoustic Oscillations (BAOs) and Redshift Space
Distortions (RSDs). The BAO technique measures the BAO peak
position of the observed tracer to infer the evolution of the Uni-
verse since the epoch of recombination, when the BAO peak was
imprinted in the matter distribution. The BAO signal was detected
on the galaxy distribution for the first time in the Sloan Digital
Sky Survey (SDSS) (Eisenstein et al. 2005) and in the 2-degree
Field Galaxy Redshift Survey (2dFGRS) (Cole et al. 2005). The
RSD technique (Kaiser 1987) examines the information of the ra-
dial component of the peculiar velocity field and the corresponding
distortion in the position of tracers in redshift-space. Such distor-
tions contain information about how gravity behaves at inter-cluster
scales (& 10 Mpc) as well as the total matter content of the Uni-
verse. Since the distortions caused by the peculiar velocity field
are coherent with the growth of structure, the RSD technique is
sensitive to the matter content and to the model of gravity of the
Universe.
The extended-Baryon Oscillation Spectroscopic Survey
(eBOSS) (Dawson et al. 2016), part of the SDSS-IV experiment
(Blanton et al. 2017) has been constructed, in part, to measure red-
shifts for approximately 500, 000 quasars at 0.8 < z < 2.2 (Myers
et al. 2015, including spectroscopically confirmed quasars previ-
ously observed in the SDSS-I/II/III). Compared to previous SDSS
large-scale projects, the eBOSS quasar sample presents relatively
low number density of objects, which for the current data release
14 (DR14, Abolfathi et al. 2017), oscillates typically between 1×
and 2×10−5 [Mpc/h]3. However, eBOSS will compensate for this
drawback by covering a large volume of the Universe in a redshift-
range which has been barely unexplored to date by any spectro-
scopic survey.
The selection of quasars in eBOSS uses two different tech-
niques: i) a ‘CORE’ sample uses a Bayesian technique called XDQ-
SOz (Bovy et al. 2012) which selects from the SDSS optical ugriz
imaging combined with mid-IR imaging from the WISE satellite;
ii) a selection based on variability in the multi-epoch imaging from
the Palomar Transient Factory (e.g. Palanque-Delabrouille et al.
2016). A full description of these selection techniques is presented
in Myers et al. (2015), alongside the characterisation of the final
quasar sample, as determined by the early data. These early data
were observed as a part of SEQUELS (Sloan Extended QUasars,
ELG and LRG survey), part of SDSS-III and -IV, which acted as a
pilot survey for eBOSS (Dawson et al. 2013; Ross et al. 2012a).
Recently, Ata et al. (2017) measured the isotropic BAO scale
using the same DR14 quasar sample (DR14Q). In the present pa-
per we describe a complementary analysis based on RSD which
extends the anisotropic signal to the previous BAO analysis. In
particular, we measure the power spectrum monopole, quadrupole,
and hexadecapole from the DR14Q sample in the redshift range
0.8 < z < 2.2. We perform the following complementary analy-
ses: i) we examine the whole redshift bin and perform the measure-
ment of parameters of cosmological interest at the effective red-
shift, zeff = 1.52; ii) we explore the cosmological constraints by
setting the ratio of parameters α‖/α⊥ to be 1 (see Eqs. 16 and
17 for definitions) or to leave them as free parameters; iii) we use
three different redshift estimates, based on different features of the
quasar spectra; iv) we separate the full redshift range in three over-
lapping redshifts bins, lowz between 0.8 6 z 6 1.5; mid-z between
1.2 6 z 6 1.8 and high-z between 1.5 6 z 6 2.2, and measure
cosmological parameters in each of these three redshift bins, where
the correlation among the parameters at different redshift bins is
also computed. In all cases, we focus on measuring the logarithmic
growth of structure times the amplitude of dark matter density fluc-
tuations, fσ8(z). For those analyses where α‖ and α⊥ are treated
as free independent parameters, we also measure the angular diam-
eter distance, DA(z) and Hubble parameter, H(z).
This paper is structured as follows. In § 2 we describe the
dataset used in the paper, including how the actual quasars have
been targeted, their redshifts estimated, and also the techniques to
produce the quasar mocks used in this paper. In § 3 we present the
methodology of our analysis, how the power spectrum multipoles
have been measured, and the theoretical model used for measuring
the cosmological parameters. In § 4 we present the power spectrum
multipoles measurements and how they compare to the mocks and
to the best-fitting models. In § 5 we perform systematic and ro-
bustness tests, using mocks and N-body simulations, in order to
evaluate the systematic error budget. § 6 displays the final results in
terms of cosmological parameters measured from the quasar sam-
ple using the analyses described above, and § 7 displays the cosmo-
logical implications of our findings. This paper is presented along-
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side several companion papers which perform complementary and
supporting analyses on the same DR14Q sample. Hou et al. (2018)
and Zarrouk et al. (2018) perform a reciprocal RSD analysis to the
one presented in this paper, but in configuration space instead of
Fourier space. Zhao et al. (2018) and Ruggeri et al. (2018) perform
RSD analyses using a redshift weighting technique, which accounts
for a redshift evolution of the cosmological parameters across the
considered redshift bin. A more detailed description of these works,
along with a comparison on the predicted cosmological parameters,
is presented in § 8. Finally in § 9 we present the conclusions of this
paper.
2 DATASET
We start by describing the DR14Q dataset features in detail, along
with the mock catalogues used in this work.
2.1 SDSS IV DR14 quasar sample
We review the imaging data that have been used to define the ob-
served quasar sample, which is later selected for spectroscopic ob-
servation, how the spectroscopy for each quasar target is obtained,
and how the quasars redshifts are measured.
All the eBOSS quasar targets selected for the DR14Q cata-
logue (Paˆris et al. 2018) are based on the imaging from SDSS-
I/II/III and theWide Field Infrared Survey Explorer (WISE, Wright
et al. 2010). We briefly describe these datasets below. SDSS-I/II
catalogues (York et al. 2000) imaged a 7606 deg2 northern and
600 deg2 southern parts of the sky in the ugriz photometric pass
bands (Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010), and
were released as part of the SDSS DR7 (Abazajian et al. 2009).
The SDSS-III catalogues (Eisenstein et al. 2011) observed addi-
tional photometry in the SGC area, increasing the contiguous foot-
print up to 3172 deg2, and were released as part of DR8 (Aihara
et al. 2011). Further astrometry improvement of these data was pre-
sented in DR9 (Ahn et al. 2012). All the photometric data were col-
lected on the 2.5-meter Sloan Telescope (Gunn et al. 2006), located
at the Apache Point Observatory in New Mexico in the USA, us-
ing a drift-scanning mosaic CCD camera (Gunn et al. 1998). The
eBOSS project does not add any extra imaging area to that released
in DR8, although it takes advantages of upgraded photometric cal-
ibrations of these data, so-called “uber-calibration” (Padmanabhan
et al. 2008; Schlafly et al. 2012), released under the name of SDSS
DR13 (Albareti et al. 2017). In addition, the WISE satellite (Wright
et al. 2010) observed the full sky using four infrared channels cen-
tred at 3.4µm (W1), 4.6µm (W2), 12µm (W3) and 22µm (W4),
and the eBOSS quasar sample makes use of W1 and W2 band for
its targeting.
The quasar target selection criteria for eBOSS is presented
in Myers et al. (2015). Objects that fulfill this criteria and with-
out any previously known and secure redshift measurements are
flagged as “QSO EBOSS CORE”, selected for spectroscopic obser-
vation and assigned an optical fibre. The spectroscopic observation
are performed using the BOSS double-armed spectrographs (Smee
et al. 2013), which cover the wavelength range 3, 600 6 λ[A˚] 6
10, 000, with R = 1500 up to 2600. The description on how the
pipelines process the data from a CCD-level to a 1D spectrum level,
and eventually to the measurement of the redshift are described in
Albareti et al. (2017) and Bolton et al. (2012). The sources of red-
shifts are divided into three classes: i) Legacy, where the quasar
redshifts are obtained by SDSS I/II/III via non-eBOSS related pro-
grams, ii) SEQUELS, where the redshifts are obtained from the
Sloan Extended QUasar, ELG and LRG program (SEQUELS, Paˆris
et al. 2017), iii) eBOSS, for those previously unknown quasar red-
shifts obtained by the eBOSS project. The eBOSS quasar redshifts,
represent more than 75% of the redshifts in the current DR14Q
catalogue. For further details on the imaging data, target selection
criteria and the final construction of the DR14Q catalogues we refer
the reader to Paˆris et al. 2018.
2.1.1 Redshift measurements
One of the main challenges of using quasars as dark matter trac-
ers is the reliability of their spectral classification and consequently
their redshift estimation. Although the typical quasar spectrum has
wide and prominent emission lines, the existence of quasars out-
flows may produce systematic shifts in the location of the broad
emission lines, which may lead to uncorrected errors in the mea-
surements of their redshifts (Shen et al. 2016). Therefore, having
an accurate measurement of quasar redshift is key for achieving
the scientific goals of SDSS-IV/eBOSS. For the present DR14Q
catalogue we use a number of different redshift estimates to test the
impact of these potential systematics in the final scientific outcome.
The large number of quasar targets in the current DR14Q cat-
alogue makes the systematic visually inspection procedure (used in
the previous SDSSIII/BOSS Lyα analyses) unfeasible. However,
the observations taken on the sub-program SEQUELS were all vi-
sual inspected, which tested the performance of the automated clas-
sification used in the whole DR14Q. The automated pipeline was
able to securely classify 91% of the quasar spectra targeted for clus-
tering studies; less than 0.5% of these classifications were found to
be false when visually examined (Dawson et al. 2016). Among the
remaining 9% of objects, which the automated pipeline failed to
report a secure classification, approximately half were identified as
quasars when they were visually inspected. As described in Paˆris
et al. 2018, the DR14Q combines automated pipeline together with
visual inspections results, providing a variety of value-added in-
formation, containing three automated redshift estimates that we
consider in this paper, zPL, zPCA and zMgII.
• The zPL automated classification uses a Principle Compo-
nent Analysis (PCA) decomposition of galaxy and quasar templates
(Bolton et al. 2012), alongside a library of stellar templates, to fit
a linear combination of four eigenspectra to each observed spec-
trum. The reference sample for these redshift estimates are visually
inspected quasars from SEQUELS.
• The zPCA automated classification uses a PCA decomposition
of a sample of quasars with redshifts measurements at the location
of the maximum of the MgII emission line, fitting a linear combi-
nation of four eigenvectors to each spectrum. In addition, this clas-
sification accounts for the potential presence of absorption lines,
including broad ones, and it is trained to ignore them.
• The zMgII automated classification uses the maximum of the
MgII emission line at 2799A˚. This broad emission line is in princi-
ple less susceptible to the systematic shifts produced by astrophys-
ical phenomena; when a robust measurement of this line is present,
it offers a minimally-biased estimate of the systemic redshift of
the quasar. Consequently, this method produces an extremely low
number of redshift failures (less than 0.5%). On the other hand, this
method is more susceptible to variations in the signal-to-noise ra-
tio. When this emission line is not detected in the spectrum of the
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quasar, the zMgII automated classification uses the zPL prescrip-
tion.
A comparison of the performance of these redshift estimates is pre-
sented in table 4 of Paˆris et al. 2018 along with visually inspected
redshifts. For the DR14Q we adopt as a standard redshift estimate
zfid, which consist of any of the three options described above de-
pending on the particular object (see Paˆris et al. 2018 for further
details), which provides the lowest rate of catastrophic failures. In
order to test the robustness of the different redshift estimates, we
run at the same time our science pipeline code on the DR14Q using
zfid, zPCA and zMgII, as we did for the BAO analysis in Ata et al.
(2017).
2.1.2 DR14Q catalogue details
The DR14Q catalogue used in this paper (Paˆris et al. 2018) com-
prises 158,757 objects between 0.8 6 z 6 2.2 that the automatic
pipeline has classified as quasars. 20,641 of these objects were also
visually inspected and confirmed to be quasars and their redshifts
were also determined. 148,659 of these quasars have a secure spec-
troscopic redshift determination and are the objects used in this pa-
per. The remaining objects 10,098, either did not received a spec-
troscopic fibre or the redshift could not be determined accurately,
as we describe below in more detail.
5,188 objects were photometrically identified as potential
quasars, but did not receive a spectroscopic observation. The fi-
bre allocation is designed to that maximise the number of fibres
placed on targets considering the constraints of the physical size of
the fibres, which correspond to an angle in the focal plane of 62′′,
which at z = 1.5 corresponds to 0.54 Mpc. The fibre-assignment
algorithm is therefore sensitive to the target density of the sky, so
highly populated regions tend to be covered by several tiles. This
overlap of tiles locally resolves some collision (1015 quasars red-
shifts are identified at less then 62′′angular separation, 677 in the
northern Galactic hemisphere and 338 in the southern). In section
2.2 we describe how the unobserved quasar due to fibre collisions
are treated.
4,910 objects were securely classified by the automated
pipeline as quasars, but their redshifts could not be securely de-
termined and did not receive a visual inspection. The distribution
of these objects is not uniform across the plate position. We refer
to these objects as “redshift failure quasars”. In section 2.2 we de-
scribe how we treat these objects in our analysis. Fig. 1 displays the
success rate of securely measuring the redshift of a quasar (num-
ber of successfully identified redshifts over total number of objects)
as a function of the fibre location in the plate. For each tile in the
survey, the vertical axis is aligned to lines of constant declination.
The top panels show the success rate produced by the automated
pipeline (without any visual inspection), whereas the bottom pan-
els display the success rate after a fraction of the objects were visu-
ally inspected. The non-uniform distribution of failure rates across
the plate is produced by the non-uniform efficiency of the detectors
which record the spectra. The fibres positioned on holes on the left
and right edges of the plate are most frequently fibres on the edges
of the fibre slit in the spectrographs, corresponding to edges of the
spectrograph camera focal plane for which the optical aberrations
are larger. The variation of the sensitivity of the spectrograph across
its position can reach 5% (Laurent et al. 2017).
The observed objects are distributed along an angular foot-
print (see Fig. 3) with an effective area of 2112.9 deg2, with three
disconnected regions: 1 in the Northern Galactic Cap (NGC) whose
Success rate before visual inspections
NGC SGC
Success rate after visual inspections
NGC SGC
Figure 1. Redshift success rate as a function of plate position for the
DR14Q catalogue after and before visual inspections, top and bottom pan-
els, respectively. The higher failure rate (lower success rate) in the edges of
the plate across the x-axis is caused by the less sensitive areas of the de-
tector associated to those plate regions. The higher failure rate in the SGC
plates is associated to a poorer photometrie conditions in the SGC compared
to those in the NGC. For each tile of the survey, the x-axis of the plate is
aligned along the iso-declination lines, and the y-axis along the iso-right
ascension lines, in such a way that the top areas of the plate in the figure
correspond to objects with higher declination than the lower areas of the
plate.
effective area is 1214.6 deg2, and two in the Southern Galactic Cap
(SGC), with a total area of 898.3 deg2. The sub-region of the SGC
with declinations< 10 deg has an area of 412.2 deg2, and the other
one has a area of 486.1 deg2.
In total, the DR14Q sample contains an effective volume1 of
0.246 Gpc3 which corresponds to an associated comoving volume
of ∼ 32 Gpc3. The large difference between these two volumes
is caused by the factor {P0n¯(r)/[1 + P0n¯(r)]}2 in the effective
volume definition. In the case we had a high density number of ob-
jects, P0n¯  1, both effective and comoving volume would be
similar, as {P0n¯(r)/[1 + P0n¯(r)]}2 → 1. On the other hand,
for the DR14Q sample we have P0 ∼ 6 × 103 [h−1Mpc]3 and
n¯ ∼ 10−5 [hMpc−1]3, and therefore, P0n¯  1, indicating that
we are in a shot noise dominated regime and the two definitions
are substantially different. The effective volume should be inter-
preted as the fraction of the associated comoving volume utilised
for measuring the power at the wave number whose P (k) is P0.
Therefore in terms of Fisher information, the covariance matrices
scale according the effective volume.
1 We follow the effective volume definition by eq. 5 of Tegmark 1997.
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Figure 2. Mean density of 148,659 quasars in the DR14Q catalogue as a
function of redshift, for the NGC and SGC regions in blue and yellow lines,
respectively. The slight difference between the two regions is caused by
differences in the target efficiency.
All quoted distances in this work correspond to comoving and
all quoted volumes are effective volumes according to Tegmark
(1997) unless mentioned otherwise.
2.2 Weights
The observed density of quasars varies across the analysed red-
shift range (see. Fig. 2). In order to compensate for the different
signal-to-noise ratio produced by these variations we weight each
observed quasar according to the measured mean density of quasars
at that redshift, n¯(z). We refer to this weight as FKP-weight,wFKP,
and it is defined as (Feldman et al. 1994),
wFKP(z) ≡ 1
1 + n¯(z)P0
, (1)
where P0 = 6, 000 [h−1Mpc]3 is the amplitude of the power spec-
trum at k = 0.14hMpc−1, which is the typical scale at which the
BAO signature in the DR14Q has the highest signal. Ultimately, the
statistical gain brought by the FKP-weight is small thanks to the
relatively small variation of the mean density across the observed
redshift range.
2.2.1 Spectroscopic weights
The spectroscopic completeness is mainly affected by two effects,
the fibre collisions and redshift failures. We have briefly described
these processes above.
The physical size of the optical fibres prevents the observation
of two quasars at an angular scale lower than 62′′angular separation
using a single tile. This effect is partially mitigated by overlapping
tiles in those regions of the sky where the concentration of targets is
high. However, we still miss a small fraction of quasars due to this
effect. We account for this effect by up-weighting the lost target to
the nearest neighbour with a valid redshift and spectroscopic clas-
sification (always within 62′′unless it has been flagged as a redshift
failure). This weight is denote as wcp, which is 1 by default for all
those quasars that have not been up-weighted, and an integer > 1
for the cases of fibre collisions. In total, 4% and 3% of the eBOSS
quasar targets are flagged as fibre close pairs in the NGC and SGC,
respectively. A fraction of these up-weighted quasars are true com-
panions of the lost target in physical distance. In these cases the
up-weight is physically motivated: we displace the lost target by
a small cosmological distance (few Mpc) along the line-of-sight
(LOS), which barely distorts the clustering signal. However, for the
cases where two targets are not true companions, and the LOS pro-
jected distance is large (hundreds of Mpc), moving targets along the
LOS does produce a spurious clustering signal along the LOS with
respect to the clustering across the LOS. More complex prescrip-
tions based on the probability distribution of the close-pairs along
the LOS have been recently presented in the literature (Hahn et al.
2017). In this work we do not implement these techniques, which
may have a subdominant contribution with respect to the statistical
errors, and leave their implementation for future data releases.
We have shown above that the efficiency in which the red-
shift of a quasar is inferred depends on its position in the plate. In
previous data releases of the BOSS survey, the fraction of objects
that were classified as redshift failures was less than 1%. For the
DR14Q the percentage of failures has increased up to 3.4% and
3.6% in the NGC and SGC, respectively, due to the more chal-
lenging task of measuring the redshift of a quasar at z ' 1.5,
compared to, e.g., a LRG at z ' 0.5. In the recent BAO analysis
of the DR14Q data (Ata et al. 2017) we opted to correct the red-
shift failures with a similar procedure as the one used to correct for
fibre collisions: up-weighting the lost target to the nearest neigh-
bour with a valid redshift and spectroscopic classification, what we
designate wnoz. However, later we will show that this prescription
produces a spurious signal in the LOS dependent quantities, such
as the quadrupole and hexadecapole, which are later transmitted to
systematic shifts on the fσ8 value.
In order to avoid this kind of signal contamination we opt for
a more complex prescription to deal with the redshift failures. We
measure the probability of obtaining a redshift failure classifica-
tion as a function of the plate position by stacking all the measured
quasars with good redshift classification divided by the total num-
ber of observed quasars. The resulting pattern of success rate is
shown in the bottom panels of Fig. 1 for the NGC and SGC plates,
as indicated. We then assign the following weight to all the targets
with a valid redshift and spectroscopic classification based on their
position on the focal plate, (xfoc, yfoc),
wfoc ≡ 1
Psuccess(xfoc, yfoc)
. (2)
Those quasars that are placed in regions where Psuccess < 1 are
up-weighted to take into account that, on average, there are quasars
at those specific regions of the plate that are classified as redshift
failures. Later in § 5 we will compare how these two prescriptions
for correcting the redshift weights perform on a controlled sample,
using mock quasars.
The total spectroscopic weight that we apply to the DR14Q
catalogues is,
wspec =
wcp
Psuccess(xfoc, yfoc)
. (3)
2.2.2 Imaging weights
We make use of the imaging weights defined in Laurent et al.
(2017) and applied to the DR14Q catalogues in Ata et al. (2017).
These weights are required in order to remove the spurious depen-
dency on the 5σ depth magnitude, known as ‘depth’, and Galactic
MNRAS 000, 1–35 (2016)
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Figure 3. Angular footprint of the DR14Q sample for the NGC (top panels) and SGC (bottom panels), where the colour mapping indicates the completeness,
CeBOSS (see Eq. 6), and the imaging weight, wsys, (see Eq. 4), in the left and right panels, respectively.
extinction. Laurent et al. (2017) found that quasars are more se-
curely identified where the value of the depth larger, and Galac-
tic extinction is the variable that most affects differences in depth
among the SDSS imaging bands, as they were almost simulta-
neously observed. The most important observational systematics
identified in Laurent et al. (2017) were those related to the depth in
the g-band magnitude and Galactic extinction, which used the map
determined by Schlegel et al. (1998).
The weights used in this paper are the same as those described
in section 3.4 of Ata et al. (2017). Unlike the weights presented in
Laurent et al. (2017), the weights used here are derived from the
full DR14 set and the weights are separately defined for the NGC
and SGC. As in previous works (Ross et al. 2012b, 2017; Lau-
rent et al. 2017), these weights are derived based on linear fits: first
the dependency with the depth and then with Galactic extinction.
The total imaging weight is the product of the depth and extinction
weights,
wsys =
1
(Ad + dBd)(Ae + eBe)
, (4)
where d is the g-band depth and e the Galactic extinction. The
best-fitting coefficients, Ai and Bi, are the same as those quoted
in section 3.4 of Ata et al. (2017), and are different for NGC and
SGC. The right panels of Fig. 3 represent the value of wsys asso-
ciated to each quasar for the NGC and SGC patches. The wsys is
related to the observational quality of each imaging observation,
and therefore varies during the observation season. Those areas of
the sky observed along the same nights may have similar observa-
tional conditions, and the strips in the wsys map are related to the
sky scanning followed by the imaging telescope (see Gunn et al.
1998).
Along with the FKP and spectroscopic weights, we weight
each object in the DR14Q catalogue with,
wtot = wFKPwsyswspec. (5)
2.2.3 Targeting completeness and veto mask
We define the target completeness of the eBOSS quasar survey by
computing the ratio among the objects that have passed the target
selection algorithm, Nobs, over the total number of targets per sec-
tor2, Ntot. The difference among these two quantities is therefore
the number of unobserved targets, Nmis, which accounts both for
those quasars that have not yet been observed and those that will
remain unobserved by SDSS-IV because of a fibre collision with
another target class (the fibre collision among quasar targets are al-
ready accounted by the wspec weight). A summary of the different
types of targeted objects contained inNobs is described in table 1 of
Ata et al. (2017). Thus, we define a quasar targeting completeness
per sector as,
CeBOSS =
Nobs
Nobs +Nmis
. (6)
The quantity CeBOSS does not take into account the targets missed
by either fibre collisions or redshift failures, as they are already cor-
rected by up-weighting prescriptions, as described above in § 2.2.1.
The CeBOSS quantity is colour mapped along with the survey an-
gular footprint in the left panels of Fig. 3. The edges of the survey
generally contain low values of CeBOSS, as those objects are as-
signed to tiles-to-be observed by eBOSS in the forthcoming data
releases. The target completeness of Legacy targets is always 1,
as this sample is 100% complete and has already been observed.
We sub-sample the Legacy targets in order to match the CeBOSS
value in each sector, following the same procedure used in BOSS
(Reid et al. 2016), where 861 and 348 Legacy targets are removed
in sectors CeBOSS > 0.5, in the NGC and SGC, respectively. On
the other hand, SEQUELS observations are similar to eBOSS ones,
2 Sector is defined as the union of spherical polygons defined by a unique
intersection of spectroscopic tiles. See table 1 of Reid et al. 2016 for further
details and definitions.
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and therefore we treat them in the same way, without any distinc-
tion in the DR14Q catalogue. Only sectors with CeBOSS > 0.5 are
included in the final DR14Q catalogue, which discards < 300 and
< 100 objects in the NGC and SGC footprint, respectively. We also
exclude sectors for which the fraction of quasars with secure red-
shift (redshift completeness sector) is below 0.5, which only repre-
sent 20 objects over the two Galactic hemispheres.
We apply a veto mask to the DR14Q catalogue in order to ex-
clude sectors in potentially problematic regions. For the DR14Q
catalogues we veto areas under the same conditions than those in
BOSS DR12 (Reid et al. 2016). These veto conditions include bad
photometric fields, cuts on seeing and on Galactic extinction. Fur-
ther details on the veto mask areas are described in section of 3.2
of Ata et al. (2017), we do not repeat them here.
2.3 DR14Q synthetic catalogues
In this paper we employ three types of synthetic catalogues, con-
structed to reproduce the observed DR14 quasar sample. We gener-
ically refer to them as ‘mocks’, although they are generated with
different techniques and are thus characterised by distinct proper-
ties. The first two types of mock catalogues are indicated as the
‘Extended Zel’dovich mocks’ (or ’EZ mocks‘; Chuang et al. 2015)
and the ‘Quick Particle Mesh’ mocks (or ‘QPM mocks’; White et al.
2014). They both consist of hundreds of realisations and are con-
structed with approximate methods to avoid performing computa-
tionally expensive N-body simulations. We use these mocks to esti-
mate the covariance matrix of measured quantities from actual data
catalogues, to test our pipeline codes that extract cosmological pa-
rameters from the data, and to compute the correlation among pa-
rameters inferred at different redshift bins. Tests on our pipeline
codes are further refined by a third set of high-fidelity mocks,
constructed instead from a high-resolution N-body simulation (the
OUTERRIM simulation, Habib et al. 2016) . In what follows, we
provide a brief description of the main features of all of these mock
catalogues.
2.3.1 QPM mocks
The QPM mocks follow the procedure described in White et al.
(2014). Briefly, a low-resolution particle mesh gravity solver is
used to evolve a density field in time, partially capturing the non-
linear evolution of the field, but with insufficient spatial resolution
to resolve virialised dark matter haloes. Particles are sampled from
the field to approximate the distribution of the small scale densi-
ties of haloes, mimicking the one-point and two-point distribution
of haloes and their mass and bias functions. We have adjusted the
parameters of White et al. (2014) that map the local density into
the halo mass in order to account for the actual redshift range of
the catalogue, also extending this mapping to lower mass haloes,
required by the halo occupation distribution (HOD) of quasars.
We parametrise the HOD of quasars through the 5-parameter
HOD presented in Tinker et al. (2012), which divides objects into
central and satellite quasars. The HOD parameters are determined
by matching i) the peak of the n(z) curve observed (see Fig. 2) and
ii) the measured large scale quasar bias, bQ = 2.45 in Laurent et al.
(2017). This approach also allows the estimation of the fraction of
haloes with a quasar object in their centres, usually named the duty
cycle. The best-fitting parameters suggest that the satellite fraction
is around 0.15 (see Fig. 9 of Ata et al. 2017), although there is
some expected degeneracy between the satellite fraction and the
duty cycle, which remains unknown.
We simulated 100 cubic boxes of side Lb = 5120h−1Mpc,
which we remapped to fit the volume of the full-planned survey
using the code MAKE SURVEY (Carlson & White 2010 and White
et al. 2014). Since the DR14Q catalogues correspond to a smaller
volume than the mocks, we can use different parts of the QPM cu-
bic box to produce different realisations. We identify four config-
urations with less than 1.5% overlap, which allow us to generate
400 QPM realisations per Galactic cap. Since the same 100 cubic
boxes are used for the NGC and SGC we need to combine them by
shifting the indices of the four realisations produced out of each cu-
bic box. After this action, the overlap among NGC and SGC could
be as high as 10%, although we identified pairs of configurations
where the overlap is less than 2%. The veto mask and the survey ge-
ometry of both Galactic caps are applied also using the code MAKE
SURVEY, which down-samples the redshift distributions to match
the observed one (Fig. 2). Finally, we apply a Gaussian smearing
which accounts for the spectroscopic redshift errors (Dawson et al.
2016), whose Gaussian width is, σz = 300 km s−1 for z < 1.5
and σz = [400 × (z − 1.5) + 300] km s−1 for z > 1.5. Compar-
isons among QPM mocks and DR14Q measurements are displayed
later in the bottom panel of Fig. 6.
The underlying cosmological model in which the density field
has been generated and evolved follows a flat ΛCDM with the
following parameters,∆QPM = {Ωm,Ωbh2, h,
∑
mν , σ8, ns} =
{0.31, 0.022, 0.676, 0, 0.8, 0.97}, where the subscripts m, b and
ν stand for the matter, baryon and neutrino, respectively, h is the
standard dimensionless Hubble parameter, σ8 is the amplitude of
dark matter perturbations, and ns is the spectral index. Addition-
ally, other derived parameters, such as the Hubble parameter, the
angular and isotropic-BAO diameter distances, and the sound hori-
zon at drag redshift, are displayed in Table 2.
2.3.2 EZ mocks
Following the methodology described by Chuang et al. (2015), we
generated 1000 EZ mock realisations for each Galactic cap, match-
ing the DR14Q footprint and redshift evolution. These mocks are
produced via the Zel’dovich approximation of the density field,
which is able to account for non-linear effects and also halo bias.
In particular, non-linearities and halo bias are modelled through
effective free parameters directly calibrated from DR14Q measure-
ments, independently treating the NGC and SGC regions. Using
this technique we are able to rapidly generate catalogues which re-
produce the 2- and 3-point correlation functions of the desired sam-
ple. Each light-cone mock is constructed from seven redshift shells
generated from EZ mock cubic volumes of Lb = 5000h−1Mpc at
different epochs using MAKE SURVEY. Each of these cubic boxes
is computed using different internal parameters, but they share the
same initial Gaussian density field, making the background den-
sity field continuous. More details on the generation of the EZ
mocks can be found in section 5.1 of Ata et al. (2017). Compar-
isons among EZ-mocks and DR14Q measurements are displayed
later in the top panel of Fig. 6.
The underlying cosmological model of the EZ
mocks follows a flat ΛCDM with the following pa-
rameters, ∆EZ = {Ωm,Ωbh2, h,
∑
mν , σ8, ns} =
{0.307115, 0.02214, 0.6777, 0, 0.8288, 0.96}. Other derived
parameters, such as the Hubble parameter, the angular and
isotropic-BAO diameter distances, and the sound horizon at drag
redshift, are displayed in Table 2.
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Table 1. Expected values of cosmological parameters for the QPM and EZ-mocks at different redshift ranges, when analysed using the fiducial cosmology
model.
type z-range zeff αiso α‖ α⊥ f(z)σ8(z)
EZ 0.8− 1.5 1.19 1.00072 1.00179 1.00018 0.41582
EZ 1.2− 1.8 1.50 1.00100 1.00213 1.00043 0.38050
EZ 1.5− 2.2 1.83 1.00122 1.00237 1.00064 0.34642
EZ 0.8− 2.2 1.52 1.00101 1.00215 1.00045 0.37836
QPM 0.8− 2.2 1.52 1.00108 1.00108 1.00108 0.36432
2.3.3 OUTERRIM N-body mock
We perform an accurate systematic test of our pipeline code using a
small set of high-fidelity mocks, constructed from a high-resolution
N-body simulation. Unlike EZ and QPM mocks, synthetic cata-
logues directly constructed from N-body simulations fully capture
the non-linear signal of the clustering at all scales of interest, and
are thus more reliable to assess the validity of our pipeline. Clearly,
N-body simulations are expensive to run, but they do contain the
correct non-linear dark matter evolution field, and they may be able
to resolve dark matter haloes with sufficiently small mass to host
quasars, depending on their actual resolution power. In this work,
we use the OUTERRIM N-body simulation (OR, Habib et al. 2016),
a cubic box of size Lb = 3000h−1Mpc with 102403 dark matter
particles with a force resolution of 6h−1kp, implying a mass reso-
lution per particlempart = 1.82×109 h−1M; hence, dark matter
haloes with sufficient mass to host quasars (i.e., M = 1012.5M)
are well-resolved.
We construct the OR-skycut from a single snapshot at z =
1.433, applying the same HOD parametrisation used in the QPM
mocks (Rodrı´guez-Torres et al. 2017), except for the fraction of
satellite quasars, which we fix at distinct values to test its effect.
The concentration of each halo is determined from its mass using
the Ludlow et al. (2014) prescription. The positions and velocities
of the satellites are drawn from a NFW profile (Navarro et al. 1996).
Finally, the fraction of satellites is chosen to be 0% (fno−sat), 13%
(fstd) and 22% (fhigh) and the fraction used on the QPM mocks
HOD is 15%. Finally, sky geometry cuts are applied so that the
final OR-skycut derived from the OR cubic box covers an angular
area of 1888 deg2, and the downsampling of objects is performed
to match the redshift distribution of the data. Taking advantage that
the DR14Q measurements are shot noise dominated due to the low
density of objects, and that the duty cycle for quasars is low, we
draw 20 realisations out of the same single parent box, which we
consider to be independent. Additionally, to each configuration we
do and do not apply a Gaussian smearing in order to mimic the ef-
fect of spectroscopic redshift errors, in the same manner done for
the QPM mocks. Using this procedure, we generate 20 independent
realisations for 3 × 2 cases, although the realisations are not inde-
pendent across the different HOD or smearing parameters. Fig. 4
displays the mean of the 20 measurements of the monopole and
quadrupole signal of the OR-skycut, for the different satellite frac-
tions, and for the smeared for the fstd case.
The underlying cosmological model of the OR sim-
ulations follows a flat ΛCDM with the following pa-
rameters, ∆OR = {Ωm,Ωbh2, h,
∑
mν , σ8, ns} =
{0.26479, 0.02258, 0.71, 0, 0.8, 0.963}, which is consistent
with the WMAP7 cosmology (Komatsu et al. 2011).
Bear in mind that the OR-skycuts are derived from a single
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Figure 4. OUTERRIM N-body simulation power spectrum monopole (solid
lines) and quadrupole (dashed) lines, computed as the mean of 20 realisa-
tions. The colours represent different satellite fractions used, no-sat with
f = 0 (orange lines), std with f = 0.13 (dark-blue lines), and high with
f = 0.22 (red lines), with no smearing. The light blue lines correspond
to the smearing case for the fstd satellite fraction. At large scales increas-
ing the satellite fraction increases the amplitude of the monopole, consis-
tent with an enhancement of the linear bias parameter. At small scales the
satellites induce a non-linear damping term consistent with the expected by
a intra-halo velocity dispersion. This effect is saturated when the redshift
smearing effect is included, making it difficult to distinguish among the
cases with different fractions at small scales (not plotted for clarity).
snapshot at z = 1.433, which does not match the effective red-
shift derived from the DR14Q range (0.8 6 z 6 2.2). Since here
we are interested in using the OR just to perform systematic tests
on the model, it is not really important that DR14Q and OR match
perfectly the redshift range. Because of this freedom, we reduce
the redshift range of the OR-skycut to be 0.8 < z < 2.0, which
has an effective redshift of zeff = 1.43, matching the cubic snap-
shot epoch. With these parameters, the expected value for fσ8 is
0.38216, and the expected values for the αs are 1, as we analyse
the OR-skycut using the simulated cosmology as fiducial cosmol-
ogy.
2.3.4 Synthetic observational features
We include the fibre collision and redshift failures in the EZ and
QPM mocks in order to i) have a more realistic covariance matrices
which match the actual number of observed targets, ii) quantify the
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systematic shifts (if any) that the weights described in the §2.2.1
produce in the cosmological parameters of interest.
We start by imprinting the same tile distribution of the data in
the mocks. In practice, the tile distribution of the data is applied in
order to minimise the number of untargeted objects by overlapping
the tiles in the densest regions of the survey, which makes the tiling
process cluster-dependent. We do not follow the same procedure
on the mocks, which would require us to run the same algorithm
for every mock, producing a different tiling pattern each time. For
simplicity we apply the DR14Q tiling distribution.
We start by assigning each mock particle to a specific plate.
In the case the mock particle falls in an overlap region, it is ran-
domly assigned to an overlapping plate, but with higher probability
of falling to the plates whose centre is closer. The collision pair ef-
fect is applied to those particles within 62′′and which both fall into
non-overlapping regions (and to those particles that have not been
already removed by the close pair selection algorithm). One particle
is removed and the other is assigned a +1 wcp weight. The redshift
failure effect is applied following the pattern of bottom panels of
Fig. 1. We assign the plate coordinates (xfoc, yfoc) to each mock
particles and from those a probability of failing (1−Psuccess). The
particles tagged as failure are removed from the catalogue. At the
end of these two processes, the remaining particles are assigned
a wfoc weight according to the same pattern, as it is done for the
DR14Q catalogue.
These two processes do not change the effective number of
particles (Neff =
∑
i wcpwfoc), although they remove actual par-
ticles from the mocks. Since the covariance matrix of the DR14Q
sample is dominated by shot noise, by producing the mocks with
the same number of particles that the DR14Q catalogue, the covari-
ances derived from the mocks contain the same level of shot noise.
3 METHODOLOGY
3.1 Fiducial Cosmology
We analyse all the EZ, QPM mocks and data in a flat, ΛCDM cos-
mological model with ∆fid = {Ωm,Ωbh2, h,
∑
mν , σ8, ns} =
{0.31, 0.022, 0.676, 0.06eV, 0.8, 0.97}, which matches the fidu-
cial cosmology used for the BOSS DR12 analysis (Alam et al.
2017) and for the eBOSS DR14Q BAO analysis (Ata et al. 2017).
The cosmology of the mocks is similar to the chosen fiducial cos-
mology and, as a consequence, the expected shift in the dilation
scale factors parameter is 6 1% .
Table 1 displays the expected values for the dilation scale fac-
tors and fσ8, for QPM mocks and EZ mocks when analysed under
the fiducial cosmology model. Since the EZ mocks light-cone is
produced using snapshots at different epochs, we display the ex-
pected parameters at the different redshift ranges that are later used
in the analysis of the data.
3.2 Power Spectrum estimator
We start by defining the function (Feldman et al. 1994),
F (r) = wtot[nqso(ri)− αrannran(ri)]/I1/22 , (7)
wherewtot is the total weight applied to the quasar sample (see Eq.
5), nqso and nran are the number density of quasars and random ob-
jects, respectively, at position ri, and αran is the ratio between the
weighted number of quasars and randoms. In this work we use 40
times density catalogue for the random catalogue applied to the ac-
tual dataset (αran = 0.025) and 100 times for the randoms applied
to the mocks (αran = 0.01). The higher number of random objects
in the mock catalogues ensures that the derived-covariance matrix
is not dominated by the shot noise of the random catalogue. For EZ
and QPM mocks, the wtot contains no imaging weight (wsys = 1 in
Eq. 5). The normalisation factor, I1/22 , normalises the amplitude of
the observed power spectrum in accordance with its definition in a
distribution of objects with no survey selection,
I2 ≡
∫
S
dΩ
∫
dr 〈wsyswspecnqso〉2(r)w2FKP(r), (8)
where
∫
S dΩ is the angular integration over all the survey surface
of the sky, and results being the effective area of the survey in stera-
dians, and 〈wsyswspecnqso〉 is the mean number density of quasars.
This integration is performed by sampling the mean number density
of quasars in radial shells, where we used redshifts bins equivalent
to 6.5h−1Mpc in the numerical integration over redshift
In order to measure the power spectrum multipoles of the
quasar distribution we begin by assigning the objects of the data
and random catalogues to a regular Cartesian grid. This approach
allows the use of Fourier Transform (FT) based algorithms. In or-
der to avoid spurious effects of the Cartesian grid we developed a
convenient interpolation scheme to convert particle position in grid
over-density field.
We embed the full survey volume into a cubic box of side
Lb = 7200h
−1Mpc, and subdivide it into N3g = 10243 cu-
bic cells, whose resolution and Nyqvist frequency are 7h−1Mpc
and kNy = 0.447hMpc−1, respectively. We assign the particles
to the cubic grid cells using a 5th-order B-spline mass interpola-
tion scheme, where each data/random particle is distributed among
63 surrounding grid-cells. Additionally, we interlace two identical
grid-cells schemes displaced by 1/2 of the size of the grid-cell; this
allow us to reduce the aliasing effect below 0.1% at scales below
the Nyqvist frequency (Hockney & Eastwood 1981, Sefusatti et al.
2016).
We follow the Yamamoto estimator (Yamamoto et al. 2006),
and in particular the implementation presented by Bianchi et al.
(2015) and Scoccimarro (2015), to measure the power spectrum
multipoles accounting for the effect of the varying LOS. We pro-
ceed by defining the following functions,
An(k) =
∫
dr (kˆ · rˆ)nF (r)eik·r. (9)
Measuring the monopole, quadrupole, and hexadecapole requires
one to consider those cases with n = 0, 2. The case n = 0 can
be trivially computed using FT based algorithms, such as FFTW3.
The n = 2 case can also be decomposed into 6 FTs by expanding
the scalar product between k and r and extractin the k-components
outside the integral, as it is shown in eq. 10 of Bianchi et al. (2015).
From the An functions the power spectrum monopole, quadrupole,
and hexadecapole read,
P (0)(k) =
1
I2
∫
dΩk
4pi
|A0(k)|2 − Pnoise, (10)
P (2)(k) =
5
2I2
∫
dΩk
4pi
A0(k) [3A
∗
2(k)−A∗0(k)] , (11)
P (4)(k) =
9
8I2
∫
dΩk
4pi
{35A2[A∗2 − 2A∗0] + 3|A0|2}.(12)
Unless stated otherwise, we perform the measurement of the power
3 Fastest Fourier Transform in the West: http://fftw.org
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spectrum binning k linearly in bins of ∆k = 0.01hMpc−1 up to
kmax = 0.30hMpc
−1. The resulting power spectrum multipoles
for the DR14Q sample are displayed in red and blue symbols in
Fig. 5.
3.3 Modelling
The theoretical model used in this paper to describe the power spec-
trum multipoles is identical to the one used in previous analyses of
the BOSS survey for the redshift range 0.15 < z < 0.70 (Gil-
Marı´n et al. 2015 and Gil-Marı´n et al. 2016), so we briefly present
the model without details to avoid repetition. We refer the reader to
the references of this section for a further description.
3.3.1 Bias Model
We assume the Eulerian non-linear bias model presented by Mc-
Donald & Roy (2009). The model has four bias parameters: the
linear bias b1, the non-linear bias b2, and two non-local bias pa-
rameters, bs2 and b3nl. As in previous works, we assume b1 and
b2 to be free parameters of the model. The remaining two non-
local bias parameters can be constrained by assuming that the bias
model is local in Lagrangian space, which sets bs2 and b3nl as a
function of b1: bs2 = −4/7 (b1 − 1) (Baldauf et al. 2012) and
b3nl = 32/315 (b1 − 1) (Saito et al. 2014).
3.3.2 Redshift Space Distortions
We model the redshift space distortions in the power spectrum mul-
tipoles following the approach presented by Taruya et al. (2010)
(TNS model). We assume that there is no velocity bias between
the galaxy field and the underling dark matter field, at least on
the scale of interest for this paper. The TNS model provides a pre-
scription for the redshift space power spectrum in terms of the real
space quantities: the matter-matter, velocity-velocity and the cross
matter-velocity non-linear power spectra. These non-linear quanti-
ties are computed using the resumed perturbation theory at 2-loop
order as described in Gil-Marı´n et al. (2012). All these non-linear
power spectrum quantities are fuelled with the linear matter power
spectrum computed using CAMB (Lewis et al. 2000). The power
spectrum multipoles encode the coherent velocity field through the
redshift space displacement and the logarithmic growth of struc-
ture parameter, f ≡ d logD(z)
d log a(z)
. The effect of this parameter is to
increase the clustering along the LOS with respect to the transverse
direction, boosting the amplitude of the isotropic power spectrum
and generating an anisotropic component.
We include a Lorentzian damping factor term of the form,
D(k, µ;σP ) = (1 + [kµσP ]
2/2)−2, (13)
which multiplies the theoretical LOS-dependent power spectrum,
P (k, µ). Here, µ is the cosine of the angle between the galaxy-pair
direction and the LOS, and σP is a free parameter, which may de-
pend on redshift. The physical motivation for this damping factor
is to include the effect of Finger-of-God (FoG, Jackson 1972): the
velocity dispersion of the satellite quasar inside the host dark mat-
ter haloes, which damps the power spectrum at small scales. How-
ever, other observational features are also included in this param-
eter, such the spectroscopic redshift errors, whose effect is to pro-
duce a broadening of the observed redshift distribution and which
has been previously discussed in § 2.3.1 in the context of the QPM
mocks. We remind that, the approach described by the equation
above is phenomenological, and that other choices for the damping
term factor (such as a Gaussian term) are also possible. We choose
the Lorentzian damping factor over the Gaussian, as in previous
works (Gil-Marı´n et al. 2015, 2016) has demonstrated to better re-
produce the mock and actual data signal.
We also consider that the shot noise contribution in the power
spectrum monopole may differ from the Poisson sampling predic-
tion. We parametrise this potential deviation through a free param-
eter, Anoise, which modifies the amplitude of shot noise, but does
not introduce any scale dependence,
Pnoise = (1− 10−3Anoise)PPoisson, (14)
where PPoisson is the Poisson prediction,
PPoisson = I
−1
2
∫
dr 〈nqsowsyswspec〉(wsyswspec +αran), (15)
and the 10−3 factor has been conveniently included to make the
best-fitting value of Anoise close to unity. Anoise = 0 would
be consistent with the pure Poisson case, Anoise > 0 with a
sub-Poissonian case, typically attributed to halo exclusion (Mo
& White 1996 and Casas-Miranda et al. 2002), and Anoise <
0 to a super-Poissonian case. For the DR14Q dataset we find
PPoisson = 70390.2 [h
−1Mpc]3. In this paper we consider that
the non-Poissonian shot noise only affects the power spectrum
monopole, having no effect on the higher order multipoles. We
have checked that including the term [AnoisePPoisson] in the galaxy
power spectrum modelling, Pg(k, µ), through an additive term on
Pδδ
4, and therefore having an impact on all the multipoles, does
not change the cosmological parameters, although it produces some
changes on the best-fitting bias parameters, Anoise and σP .
3.3.3 The Alcock-Paczynski effect
The Alcock-Paczynski effect (AP effect, Alcock & Paczynski
1979) is produced when converting the observed redshift of galax-
ies into comoving distance using a different cosmological model
than the actual one. As a consequence, an anisotropic signal com-
ponent in the power spectrum is induced, as the distortion is differ-
ent in the radial direction with respect to the transverse direction:
along the LOS the observed signal is proportional to the inverse of
Hubble parameter,H; across the LOS the distortion is proportional
to the angular diameter distance, DA. When a fiducial model is as-
sumed to convert redshifts into comoving distances, the AP effect
can be described through the parallel and perpendicular dilation
scales,
α‖ ≡ H
fid(z)rfids (zd)
H(z)rs(zd)
, (16)
α⊥ ≡ DA(z)r
fid
s (zd)
DfidA (z)rs(zd)
, (17)
where, rs(zd) is the sound horizon at the baryon-drag epoch and
the ‘fid’ index stands for the fiducial cosmology (the one assumed
to convert redshifts into distances).
The dilation scale factors, α‖ and α⊥ describe how the true
frequencies k′ have been distorted into the observed ones k, (k‖ =
α‖k
′
‖ and k⊥ = α⊥k
′
⊥), by the effect of assuming an incorrect
cosmological model.
4 This is the approach followed in Beutler et al. 2014 (see eq. 40).
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Table 2. Values of the BAO isotropic distance, DV , the angular diameter
distance DA, the Hubble parameter H and the sound horizon at drag red-
shift, rs(zd) for the fiducial, EZ- and QPM-mock true cosmology at their
effective redshifts, zeff = 1.52 for fiducial and EZ mocks, and zeff = 1.51
for QPM mocks. Units of DV , DA and rs are in Mpc, whereas H is in
km s−1Mpc−1
DV (zeff) H(zeff) DA(zeff) rs
fiducial 3871.0 160.70 1794.7 147.78
QPM-mocks 3858.5 159.85 1794.4 147.62
EZ-mocks 3871.8 160.48 1794.1 147.66
Alternatively to α‖ and α⊥, we can work with the following
combination of variables,
α ≡ α1/3‖ α2/3⊥ , (18)
 ≡ (α‖/α⊥)1/3 − 1. (19)
Ross et al. (2015) demonstrated that α is the optimal variable to be
constrained when the information of the monopole is considered
alone in the absence of redshift space distortions. This is the situa-
tion when the BAO peak position is fitted from monopole without
RSD: under these conditions we formally refer to this variable as
α ≡ αiso. This is the reason why αiso is usually called the isotropic
shift, and it is equivalent to the observed BAO shift in the isotropic
power spectrum and correlation function (eq. 12 of Ata et al. 2017).
The parameter  corresponds to the anisotropic shift due to the AP
dilation scales, and most of its signal arises from the power spec-
trum quadrupole. In the appendix A we show that even when the
monopole and quadrupole are both taken into account, the com-
bination α1/3‖ α
2/3
⊥ is sufficiently close to the optimal direction in
the α‖ − α⊥ plane (given the statistical errors), and that therefore,
αiso|=0 ' α1/3‖ α2/3⊥ is a valid approximation.
The measurement on αiso sets constraints on a particular com-
bination of the Hubble parameter and the angular diameter dis-
tance, DV , which we usually refer as the spherically average BAO
distance,
DV (z) = [cz(1 + z)
2H−1(z)D2A(z)]
1/3. (20)
and
αiso =
DV (z)r
fid
s (zd)
DfidV (z)rs(zd)
. (21)
Since in this paper we always use (at least) the power spectrum
monopole and quadrupole, the measurement of αiso under the
prior condition  = 0 provides constraints on fσ8 and DV mea-
surements which are not independent from Planck (Planck Col-
laboration et al. 2016). Indeed, the  = 0 condition implies
H(z)DA(z) = H(z)
fidDA(z)
fid, where the fiducial values are
very close to the Planck cosmology. We will return to this point
when presenting the results, making clear the prior information of
each cosmological derived quantity.
Table 2 displays the fiducial values forDA,H andDV for the
different cosmologies used in this paper at their effective redshifts.
3.3.4 Survey Geometry
The last step to be included in the model is the effect of the win-
dow function produced by the non-uniform distribution of quasars,
both angularly and radially. We account this effect by following
the procedure described by Wilson et al. (2017). In practise the
window has two main effects, i) to reduce the observed power at
large scales, being more sever as one increases the value of the
`-multipole is, ii) to increase the covariance among adjacent k-
modes, specially at large scales. We follow the same formalism
used by Beutler et al. (2017), which is fully described in Ap-
pendix B.
3.3.5 Free parameters of the model
In addition to the free parameters of the model described above, we
also marginalise over the amplitude of the linear power spectrum
through the amplitude of the dark matter fluctuations filtered with a
top-hat filter of 8 Mpc, σ8(z). This parameter is highly degenerate
with other parameters such as the bias parameters and the logarith-
mic growth of structure. Thus, we set σ8 to the fiducial value of
our cosmology in the non-linear terms of the model, and constrain
the combination of σ8 times the bias parameters or the logarithmic
growth of structure from the large scale modes.
To summarise, the full power spectrum model described in
the sections above has seven free parameters: two bias parameters,
b1σ8 and b2σ8; two nuisance parameters, Anoise and σP ; and three
cosmological parameters, fσ8, α‖ and α⊥. For those cases where
 is set to 0, α⊥ = α‖ ≡ αiso, and the number of free parameters
is reduced by one.
3.4 Parameter Estimation
We start by defining the likelihood distribution, L, of the vector of
parameters of interest, p, as a multi-variate Gaussian distribution,
L ∝ e−χ2(p)/2, (22)
where χ2(p) is defined as,
χ2(p) ≡ DpC−1DpT , (23)
where Dp is the difference between the data and the model when
the p-parameters are used, and C represents the covariance matrix
of the data vector, which we approximate to be independent of the
p-set of parameters.
The covariance matrix is computed using a large number of
mock quasar samples described in §2.3. For our fiducial results we
use the 1000 realisations of the EZ mocks, unless otherwise noted.
Due to the finite number of mock realisations when estimating the
covariance, we expect a noise term to be present which requires a
correction to the final χ2 values. We apply the corrections described
in Hartlap et al. (2007). Such corrections represent a ∼ 15% factor
in the χ2 values; we use 1000 mock realisations to estimate the
full covariance of 84 k-bins, including monopole quadrupole and
hexadecapole. We do not apply any extra corrections, such the ones
described in Percival et al. (2014), which have a minor contribution
to the final errors.
Using a SIMPLEX minimisation algorithm (Nelder & Mead
1965, Press et al. 2002), we explore the surface of the likelihood
function to find the best-fitting value for each of the p-parameters
and its 1σ marginalised error. We ensure that the minima found are
global and not local by running the algorithm multiple times with
different starting points and different variation ranges.
As mentioned above, the value of σ8 is set constant to its fidu-
cial value in the non-linear terms of the model, so the parameter
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Table 3. Flat priors ranges on the parameters of the model. The priors onα‖
and α⊥ are modified when the three redshift bins are analysed as described
in Table 10. Since σ8 is fixed to its fiducial value during the fit (see text)
the priors are effectively applied to the parameters f , b1 and b2. In order to
obtain the priors on fσ8, b1σ8 and b2σ8 the priors need to be re-scaled by
the fiducial value of σ8, 0.397.
Parameter flat-prior range
αiso [0, 2]
α‖ [0, 2]
α⊥ [0, 2]
f [0, 5]
b1 [0, 5]
b2 [−10, 10]
σP [0, 30]
10−3Anoise [−1, 1]
fσ8 is effectively fitted. We have checked that due to the high de-
gree of degeneracy between f and σ8, the impact of following this
procedure does not change our results for physical values of σ8.
In order to compute the full likelihood surface of a set of pa-
rameters, we also run Markov-chains (MCMC-chains). We use a
simple Metropolis-Hasting algorithm with a proposal covariance
and ensure its convergence performing the Gelman-Rubin conver-
gence test, R − 1 < 10−3, on each parameter. We apply the flat
priors listed in Table 3 otherwise stated.
4 MEASUREMENTS
In this section we present the measurement of the power spectrum
multipoles of the DR14 quasar sample, as well as the performance
of the model and the mocks. We start by discussing the measure-
ments in the whole redshift bin, 0.8 6 z 6 2.2; and we later divide
the full redshift range into three overlapping redshift bins: lowz,
0.8 6 z 6 1.5; midz, 1.2 6 z 6 1.8; highz, 1.5 6 z 6 2.2.
Following this second approach we are in principle sensitive to
redshift-evolution quantities, such as b1(z)σ8(z) and f(z)σ8(z).
In § 7 we will explore how the two different approaches, the single
and multiple redshift bins, performed when constraining cosmolog-
ical parameters.
4.1 Single redshift bin
The top panel of Fig. 5 displays the DR14Q measured power spec-
trum monopole (green circles), quadrupole (orange squares) and
hexadecapole (purple triangles) in the redshift range of 0.8 6 z 6
2.2. The error-bars correspond to the diagonal elements of the co-
variance matrix estimated from the rms of the 1000 realisations
of the EZ mocks. The black dashed lines represent the best-fitting
theoretical model. Although the power spectrum has been mea-
sured in the range 0 < k [hMpc−1] < 0.40, only those k-bins
in the range 0.02 < k [hMpc−1] < 0.30 have been used to fit
the theoretical model, therefore the black dashed lines only cover
this specific range. The lower sub-panels display the difference be-
tween the measured power spectrum and the best-fitting theoreti-
cal model divided by the 1σ error. The associated χ2 with this fit
is 84.0/(84 − 7). The contribution from the monopole-only data
points is χ2
P (0)
= 20.1/(28 − 7), from the quadrupole χ2
P (2)
=
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Figure 5. Top panel: The DR14 quasar power spectrum monopole (green),
quadrupole (orange) and hexadecapole (purple) in the redshift range 0.8 6
z 6 2.2, including both NGC and SGC sky patches. The displayed
error-bars are the rms of 1000 realisations of the EZ-mocks. The dashed
black lines represent the best-fitting model for the k-range 0.02 6
k [hMpc−1] 6 0.30. The bottom sub-panel show the differences between
the model and data, divided by the diagonal errors, using the same colour
scheme. The 2 and 3σ confidence levels are marked with dashed and dotted
black lines, respectively. Bottom panel: Monopole and quadrupole measure-
ment of the data for the different redshift estimates described in § 2.1.1: zfid
in black symbols, zMgII in red symbols, and zPCA in blue symbols. The
bottom sub-panels display the difference with respect to the fiducial redshift
estimate relative to the statistical errors for the monopole and quadrupole.
For clarity we do not display the results for the hexadecapole, where the
degree of agreement is similar to the other two multipoles.
30.2/(28−6), and from the hexadecapoleχ2
P (4)
= 34.6/(28−4)5.
Ignoring the covariance between the multipoles would reduce the
χ2 by just 0.9, suggesting that the three power spectrum multipoles
are barely correlated (see Fig. D1 in Appendix D for a further de-
scription of the correlation among k-bins).
The bottom panel of Fig. 5 displays the impact of changing the
redshift estimate of the DR14Q sample from its fiducial method-
5 The degrees of freedom are just 28-6 and 28-4, respectively, because
Anoise does not contribute to the shape of the quadrupole or hexadecapole,
nor do the bias parameters (b1, b2) contribute to the shape of the hexade-
capole.
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ology, zfid to the one based on the maximum of the MgII line,
zMgII (red symbols) and to the one based on the PCA decomposi-
tion technique which also uses the position of the MgII line, zPCA
(blue symbols). The three redshift estimates display a consistent be-
haviour for both the monopole and quadrupole, not revealing any
specific systematic trend, and the differences on specific k-modes
are always below 2σ. We must bear in mind that these measure-
ments must be correlated up to some extent, and therefore we can-
not quantify in terms of χ2 the agreement among them, nor their
correlation, as we lack different redshift estimates for the mocks.
Producing mocks which capture such behaviour would require a
simulation of realistic quasar spectra at a given redshift for each
particle in the mocks, which is beyond the scope of this paper. For
simplicity we do not show the hexadecapole measurements, as the
degree of agreement is similar to the one found in the monopole
and quadrupole. In § 6 we will present the cosmological derived
parameters based on these three redshift estimates.
The top panel of Fig. 6 shows the power spectrum monopole
and quadrupole measured on the NGC and SGC separately. Since
the two samples are well disconnected they can be considered fully
independent. The different colours and symbols distinguish be-
tween the NGC and SGC region and the power spectrum multi-
pole, as indicated. The best-fitting theoretical model is indicated
by a solid black line for NGC, and a dashed black line for SGC.
The middle and lower sub-panels display the difference between
the model and the data divided by the corresponding 1σ error. For
clarity we do not indluce the results on the hexadecapole.
We observe that the data from the SGC presents a slightly
higher amplitude than in the NGC, especially for k &
0.15hMpc−1 and in the quadrupole. This effect translates into
a best-fitting theoretical model with higher bias in the SGC
quadrupole. In § 6 we will quantify this discrepancy and conclude
that these differences are not statistically significant. As for the
combined NGC+SGC sample, there is no k-bin which deviates
more than 3σ with respect to the prediction of the model, and just
three points at more than 2σ. The χ2 values for NGC and SGC are
64.5/(84 − 7) and 76.6/(84 − 7), respectively. For the NGC, the
separate contribution for the monopole, quadrupole, and hexade-
capole are, χ2
P (0)
= 19.8/(28 − 7), χ2
P (2)
= 22.0/(28 − 6) and
χ2
P (4)
= 25.0/(28− 4); and for the SGC χ2
P (0)
= 25.6/(28− 7),
χ2
P (2)
= 24.0/(28− 6) and χ2
P (4)
= 27.6/(28− 6).
The bottom panel of Fig. 6 displays the performance of the
mean of the 1000 realisations of the EZ mocks (dashed lines) and
the mean of the 400 realisations of the QPM mocks (solid lines)
along with the DR14Q measurements. For the monopole the EZ
and QPM underestimate and overestimate, respectively, the mea-
surement from the data. This behaviour was also reported the
fig. 6 of Ata et al. (2017). When a constant value is added to
the mocks, the agreement improves significantly. We also observe
differences in the behaviour of the quadrupole at small scales,
k > 0.20hMpc−1, where the EZ mocks tend to over-estimate the
DR14Q measurements. The hexadecapole measurements are simi-
lar for both EZ and QPM mocks, and consistent along with the data.
In section in § 5.3, we quantify the impact of these two covariance
matrices in the cosmological parameters of interest.
4.2 Multiple redshift bins
In the previous section we have presented the measured power
spectrum multipoles for the entire redshift bin, 0.8 6 z 6 2.2,
with an effective redshift of zeff = 1.52. However, the size of this
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Figure 6. Top panel: DR14 quasar sample measurement for the power spec-
trum monopole (circle symbols) and quadrupole (square symbols), for the
NGC region (filled symbols) and SGC region (empty symbols) using the
full redshift range, 0.8 6 z 6 2.2. The solid and dashed lines indicate
the best-fitting model for the NGC and SGC, respectively. The error-bars
display the rms from the EZ mocks. The middle and bottom sub-panels
display the difference between the model and the measurement divided by
the errors, for the quadrupole and monopole, respectively. The horizontal
dashed and dotted lines represent the 2 and 3σ confidence levels. Bottom
panel: The measured DR14Q data power spectrum monopole, quadrupole
and hexadecapole are shown for the NGC+SGC region in green, orange
and purple, respectively. The solid and dotted curves are the measured mul-
tipoles from the mean of the QPM (400 realisations) and EZ mocks (1000
realisations), respectively, using the same colour notation. Since the error-
bar for the mean of the mocks is small it is not plotted. At large scales both
mocks and data show a good agreement, but at small scales both QPM and
EZ mocks fail to accurately reproduce the data. However, this behaviour can
be partially fixed in the monopole by modifying the shot noise value of the
mocks, as it demonstrated in fig. 6 of Ata et al. (2017).
redshift bin is large, which covers a wide range of epochs. During
these epochs we expect that the cosmological parameters, such as
fσ8 and b1σ8, will significantly evolve with redshift. Constrain-
ing the evolution of these parameters with redshift, will better con-
strain potential departures from the standard cosmological model
than just the average measurements of the whole redshift bin.
Following this approach, we divide the DR14Q NGC+SGC
sample in three overlapping redshift bins with similar effective vol-
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Figure 7. Power Spectrum monopole (left panel), quadrupole (middle panel), and hexadecapole (right panel), for different z-bins: lowz 0.8 6 z 6 1.5 (green),
midz 1.2 6 z 6 1.8 (purple), highz 1.5 6 z 6 2.2 (orange). The coloured symbols display the measurements from the NGC+SGC DR14Q sample, whereas
the dashed lines indicate the best-fitting model. The lower sub-panels show the differences between the model and the data in terms of 1σ confidence levels.
umes: lowz, which covers 0.8 6 z 6 1.5 and whose effective vol-
ume is V lowzeff = 0.126 Gpc
3; midz, which covers 1.2 6 z 6 1.8
and whose effective volume is V midzeff = 0.131 Gpc
3; and highz,
which covers 1.5 6 z 6 2.2 and whose effective volume is
V highzeff = 0.119 Gpc
3. Since the midz range overlaps with both
lowz and highz, we expect a significant correlation among these
measurements, and their derived cosmological parameters. Using
the EZ-mocks, which contain an intrinsic evolution of the bias and
cosmological parameters with redshift, we can compute the cross
correlation coefficients among the parameters of the different red-
shift bins.
The three panels of Fig. 7 display the power spectrum
monopole (left panel), quadrupole (middle panel), and hexade-
capole (right panel) for the DR14Q, for the different redshift bins,
as indicated, in the coloured symbols. The coloured dashed lines
indicate the best-fitting model, with the same colour notation.
For the power spectrum monopole, at large scales the ampli-
tude of the power spectrum increases with redshift. The Kaiser
boost factor for the monopole is, ([b1σ8]2 + 2/3[fσ8][b1σ8] +
1/5[fσ8]
2). The quantity b1σ8(z) is a slightly increasing func-
tion with redshift in 0.8 6 z 6 2.2 (b1 increases with z and
σ8 decreases), whereas, fσ8(z) is a decreasing function with red-
shift. However, the bias has a dominant effect over the logarithmic
growth factor, and the overall effect is an increase of the amplitude,
as observed on the data. At small scales we observe the opposite
effect: the highz redshift bin presents a more important damping
factor than the lowz bin. This behaviour is also expected, as the pa-
rameter σP in our model accounts for not only the damping caused
by the intra-halo velocity dispersion of the satellite quasars, but also
for the effect of spectroscopic redshift errors. It is expected that
these errors will increase with redshift, as the more distant objects
tend to have lower signal-to-noise ratio spectra, which can lead to
signfificantl errors in the measurement of their radial distance (see
the Gaussian smearing redshift error model at the end of § 2.3.1).
For the power spectrum quadrupole, we observe the opposite
behaviour at large scales. In this case, the Kaiser boost factor be-
comes, (4/3[b1σ8][fσ8] + 4/7[fσ8]2), where the dominant com-
ponent is fσ8(z), which drives the whole factor to decrease with
redshift, as seen in the data and best-fitting model. Indeed, the im-
portance of the bias parameters decreases for high order multipoles,
which causes the Kaiser boost factor to be dominated by the z-
evolution of the fσ8(z) parameter. At small scales we observe the
same behaviour in the monopole. The redshift failure effects that
produce that the damping factor strongly increase with redshift.
Finally, in the hexadecapole the Kaiser boost factor is ∝
[fσ8]
2, with no bias contribution at large scales. Because of the
large statistical errors we do not observe any particular trend of the
hexadecapole as a function of the redshift bin. In addition, in the
midz redshift bin, the hexadecapole at k ∼ 0.11hMpc−1 is a 4σ
outlier with respect to the expected model. This tension is reduced
to the 3σ discrepancy when the full redshift range is considered,
as shown in the top panel of Fig. 5. In §6.3, we will discuss the
impact of this frequency in the total χ2 and in the cosmological
parameters.
5 SYSTEMATIC TESTS
We aim to identify potential systematic errors of our model, as well
as potential systematics on the data, and quantify their effect on the
measurements of cosmological interest. We start by using the EZ
and QPM mocks to recover the expected cosmological parameters.
Although these mocks are not a proper N-body simulation, they
can provide a first approximation on the performance of how the
model works at these redshifts, and, more importantly, can test the
effect of the potential systematics introduced by the spectroscopic
weights. We will later use the OUTERRIM N-body simulations to
test the performance of the model using different prescriptions for
the fraction of satellite quasars.
5.1 Isotropic fits on mocks
Table 4 displays the shifts between the measured αiso and fσ8 pa-
rameters, and the expected value from the known cosmology of the
mocks and OR-skycut, when  is fixed to 0. The expected values for
both QPM and EZ mocks can be found in Table 1. For OR, the ex-
pected αiso is 1 as explained in § 2.3.3. The 〈x〉i rows contain those
quantities obtained by fitting the mean of all available realisations.
In this case the errors represent the errors of the mean, where all
the elements of the covariance matrix have been re-scaled by the
inverse of the total number of realisations, 1000, 400, and 20 for
the EZ-, QPM-mocks, and OR-skycut, respectively. The 〈xi〉 rows
are the average of the best-fitting parameters individually on each
realisation. In this case the errors represent the average of the er-
rors of each individual fit. Additionally, the S columns display the
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rms among best-fitting values of αiso and fσ8 of each realisation.
TheNdet column is the number of mocks whose best-fitting values
for αiso lie between 0.8 and 1.2. We consider those realisations as
mocks with detection of αiso (this is the same definition in table 4
of Ata et al. 2017). The average quantities 〈fσ8i〉 and 〈αisoi〉 (as
well as the respective Si) are computed only using these ‘detec-
tion’ realisations, and discarding the rest. The ∆αiso, ∆fσ8, and
S values are expressed in terms of 10−2 units. Thus, ∆x = 1 cor-
responds, for instance, to a shift of 0.01 with respect to the true
expected value.
For the EZ and QPM mocks cases, the rows labeled with “raw”
correspond to those results obtained when no spectroscopic effects,
such redshift failures and fibre collision, are added (and therefore
there is no need for these corrections). The rows labeled with zf
correspond to those mocks with the redshift failure effect applied
and corrected using the wfoc weight (according to Eq. 2). Those
rows labeled as wfocwcp refer to mocks where both fibre collisions
and redshift failures are applied and corrected following the pre-
scription described in § 2.2.1. The rows labeled as wnozwcp also
contain both fibre collisions and redshift failures, but in this case the
redshift failures have been corrected using the near-neighbour tech-
nique. Those rows noted as +P (4) represent the analysis including
the hexadecapole signal. The EZ and QPM mocks are analysed us-
ing their own covariance. However, the EZ mocks also include the
case where the QPM-derived covariance is used in order to test its
impact.
In general there is a concordance between the shifts observed
for the 〈xi〉 and 〈x〉i variables. The αiso variable is robust under the
different analysis methods, and we observe a consistent 1% − 2%
shift for the EZ mocks to systematically lower values than expected,
and < 1% shift for the QPM mocks. The systematic 1%− 2% shift
observed on the EZ mocks (and not observed in the QPM) may be
due to either some systematic of the model or an intrinsic system-
atic of the mocks.
The fσ8 variable is more sensitive to the spectroscopic
weights, in particular to the redshift failures when they are cor-
rected through the wnoz prescription. In this case the systematic
shifts on fσ8 can reach ∼ 6%, whereas the correction through
wfoc does not produce any measurable systematic shift. Moreover,
the impact of fibre collisions through the wcp weight correction is
< 2%. Adding the hexadecapole does not produce any significant
change on the fits. This is because we are performing fits with 
set to 0, whereas the main extra information of the hexadecapole
comes for breaking the degeneracy among α‖ and α⊥. By adding
the spectroscopic weights, the errors and the rms values increase
because of the increase of the shot noise component in the covari-
ance matrix, which is the dominant term. Finally, the fits on the EZ
mocks with either the EZ-derived covariance matrix or the QPM-
derived covariance matrix do not produce any significant shift.
The OR-skycut mock results are also displayed in the lower
columns of Table 4 for three different satellite fraction, fno−sat =
0, fstd = 0.13 and fhigh = 0.22, and with and without a redshift
smearing effect, which would mimic the expected uncertainty in
the model determination. The QPM mocks, which are also based
on a HOD technique, have a satellite fraction similar to fstd. For
the OR-skycut mocks analyses no fibre collision or redshift failure
effect has been included. The OR-skycut mock results show that
neither the satellite fraction nor the redshift error smearing has an
important impact on fσ8; the systematic shifts are below ∼ 4%
(shift of 6 0.02). Similarly, the value of the αiso parameter does
not produce shifts higher than 2%, although the systematic shift
increases as the satellite fraction increases.
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Figure 8. Top panel: Best-fitting solution for the 1000 realisations of the EZ
mocks (in blue circles) and DR14Q dataset: orange cross for zfid, red for
zMgII, and black for zPCA, under the constraint  = 0 for the parameters
b1σ8, fσ8, αiso when the power spectrum monopole and quadrupole are
used. The histograms show the distribution of parameters, as well as the χ2
values. The panels display the correlation among parameters. Bottom panel:
Distribution of the 1σ errors of the fσ8 and αiso parameters, for the EZ
mocks in blue circles, and DR14Q data using the same colour notation. The
uncertainty of fσ8 and αiso parameters have a positive correlation. In both
panels, the results from the DR14Q data, when the zfid and zPCA estimates
are used, are a typical individual case of the mocks. The errors obtained
from the zMgII redshift estimates are∼ 2σ larger than those expected from
the mocks.
The upper panel of Fig. 8 displays the distribution of the best-
fitting solution corresponding to the 1000 realisations of the EZ
mocks with the wfocwcp weights applied (blue circles) and DR14Q
data (for the same weighting scheme) for the different redshift esti-
mates: zfid (orange cross), zMgII (red cross) and zPCA (black cross)
for the parameters, αiso, fσ8 and b1σ8; as well as the correspond-
ing histograms including the χ2 distribution. The figure shows the
degeneracies among parameters, in particular the strong correlation
between αiso and b1σ8, as both parameters are sensitive to the am-
plitude of the power spectrum at all scales. Given these results, the
data accordingly fit into a typical realisation of the mocks, and all
the redshift estimates provide similar results on the studied param-
eters. The bottom panel of Fig. 8 displays the distribution of the
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Table 4. Shifts on the cosmological parameters, x, with respect to their expected value, xexp, ∆x ≡ x − xexp; for x = αiso and x = fσ8 on EZ , QPM
mocks, in the redshift range 0.8 6 z 6 2.2 and on the OR-skycut mock in 0.8 6 z 6 2.0. 〈xi〉 quantities are the average of the best-fitting values measured in
individual realisations, whereas 〈x〉i are the quantities obtained by fitting the average of all the realisations. The errors correspond to the average value of the
errors of individual fits and the error of the mean, in each case. For the 〈xi〉 rows, the average is only performed among those realisations whose best-fitting
value for αiso are between 0.8 and 1.2, for the αiso and fσ8 columns. We call such fits a detection. The number of detection realisations is presented by
the column Ndet. The Si columns display the rms of αiso and fσ8, as indicated by the sub-index i. The units of ∆x and Sx are 10−2, such that ∆x = 1
corresponds to a shift of 0.01. All results use the 0.02 6 k [hMpc−1] 6 0.30 range for the fits. For both QPM and EZ-mocks, the covariance elements have
been computed using their own covariance, unless the contrary is explicitly stated. For the OR-skycut mocks the NGC EZ covariance is used and is re-scaled to
match the rms of the diagonal elements of the 20 OR-skymocks realisations. Additionally, we also present the effect of correcting the spectroscopic effects of
fibre collision and redshift failures on the EZ and QPM mocks (see text for full description and notation), where the rows labeled “raw” are those corresponding
to the mocks with no observational effects applied. For the OR-skycut mocks no observational effects, other than a selection function, is applied.
∆αiso Sα ∆fσ8 Sfσ8 Ndet
EZ mocks
〈x〉i raw −1.64± 0.13 − −1.14± 0.16 − −
〈x〉i wnozwcp −1.90± 0.13 − 2.53± 0.17 − −
〈x〉i zf −1.73± 0.13 − −1.30± 0.16 − −
〈x〉i wfocwcp −1.80± 0.13 − −0.19± 0.16 − −
〈x〉i wfocwcp QPM-Cov −1.90± 0.12 − −0.06± 0.16 − −
〈x〉i wfocwcp + P (4) −1.64± 0.13 − −0.10± 0.17 − −
〈xi〉 raw −1.65± 3.91 4.41 −1.09± 4.89 4.91 979
〈xi〉 wfocwcp −1.63± 4.16 4.47 −0.03± 5.24 5.12 973
〈xi〉 wfocwcp QPM-Cov −1.69± 3.94 4.83 +0.12± 5.12 5.69 945
〈xi〉 wfocwcp + P (4) −1.49± 4.16 4.43 −0.03± 5.30 5.10 970
QPM mocks
〈x〉i raw 0.28± 0.22 − 0.51± 0.21 − −
〈x〉i wfocwcp 0.15± 0.21 − 1.05± 0.24 − −
〈xi〉 raw 0.37± 4.1 4.48 0.84± 4.4 4.21 397
〈xi〉 wfocwcp −0.28± 4.4 4.84 1.57± 5.0 4.80 396
OR-skymock w/o smearing
no-sat 〈x〉i 0.46± 0.79 − −1.25± 0.95 − −
std 〈x〉i −1.80± 0.75 − −1.77± 0.86 − −
high 〈x〉i −2.33± 0.64 − −1.02± 0.80 − −
OR-skymock w/ smearing
no-sat 〈x〉i 0.82± 0.84 − −0.63± 1.02 − −
std 〈x〉i −0.86± 0.75 − −0.60± 0.94 − −
high 〈x〉i −2.05± 0.66 − 0.37± 0.88 − −
1σ error for αiso in the x-axis and fσ8 in the y-axis. The mocks
show a positive correlation between the error of fσ8 and αiso, as
expected, since αiso and fσ8 are correlated as well, i.e., αiso is
well determined in a particular realisation, the probability that fσ8
is well determined in that particular realisation is high. The errors
measured from the data when zfid and zPCA are used are consistent
with the mocks. The measured errors on the data with redshift esti-
mate zMgII are∼ 2σ larger than the distribution of the mocks. This
behaviour may be caused by the broadening on spectroscopic red-
shift errors when estimating the redshifts using the MgII line with
respect to the other two methodologies.
5.2 Anisotropic fits on mocks
In this section we extend the above tests by relaxing the  = 0
prior. We refer to the fit under these conditions as ‘full-AP” fit. The
results are shown in Table 5 for the EZ mocks, QPM mocks, and OR-
skycut mocks, similarly as it was presented in the previous section.
We start by describing the results on the EZ and QPM mocks.
When the power spectrum monopole and quadrupole are used, the
results on the “raw” mocks present less than 2 − 3% systematic
shifts, similar to what was observed in the isotropic case. By in-
cluding the hexadecapole on the EZ mocks there is a slight increase
on the systematics of the α‖ parameter, which reaches a 2.5% shift,
but it does not have any effect on the rest of parameters or on
the QPM mocks, other than reducing the statistical uncertainty by
∼ 20%.
We compare the observed shifts on the “raw” mocks with the
rest of the mocks using different weigh-correction prescriptions. In
the zf case, the wfoc weight perfectly accounts for the redshift fail-
ure effects (see also in Appendix C the effect on the signal from the
power spectrum multipoles), even when the hexadecapole signal is
considered. For the wfocwcp case, when only the power spectrum
monopole and quadrupole are considered the inferred cosmological
parameters shift slighly more than 1%, both for EZ and QPM mocks.
When the hexadecapole is added we observe a systematic 2% for
EZ mocks and for QPM mocks toward lower values of α‖; . 1%
shift on α⊥ towards higher values; and ∼ 0.02 shift toward higher
values of fσ8, which represent a ∼ 5% shift. We interpret these
changes as uncorrected systematics caused by the LOS distortion
by the nearest-neighbour correction for the fibre collisions.
Similarly to Fig. 8 for the isotropic case, Fig. 9 displays the
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Figure 9. Same format as in Fig. 8, but for the full-AP fits, for the power
spectrum monopole, quadrupole, and hexadecapole. Unlike for the  = 0
case of Fig. 8, for the full-AP case with the monopole, quadrupole, and hex-
adecapole are considered. The main values drawn from the different redshift
estimates of the DR14Q dataset (top panels) agree very well among them-
selves and represent a typical single example from the mocks. On the error
panels (bottom panels), the datasets corresponding to the three redshift es-
timates present a typical behaviour with respect to the mocks.
scatter of the EZ mocks with respect to the DR14Q for the three
different redshift estimates studied in this paper. As for the isotropic
case, the main values drawn from these three redshifts are similar
and are consistent with typical realisation of the mocks. Similarly,
the errors associated to the DR14Q for zMgII and zPCA estimates
are larger than those corresponding to zfid for α‖, but in any case
within the expected range from the mocks.
As a summary, the observed shifts due to redshift failures are
totally negligible both for the cases P (0) +P (2) and P (0) +P (2) +
P (4) . The systematic shifts produced by fibre collisions on the
P (0) + P (2) case are . 0.01 for α‖, α⊥ and fσ8. Finally, the sys-
tematic shifts produced by fibre collisions when the hexadecapole
is added are ∼ 0.02 for α‖ toward lower values, ∼ 0.01 for α⊥
towards higher values; and 0.027 on fσ8 towards higher values.
These systematic shifts are below the statistical budget we expect
from the data, given in the errors of the 〈xi〉 rows. However, we will
add in quadrature these errors in §6 and 7 when the covariances and
cosmological results are presented.
We are also interested in testing the potential systematics of
the theoretical modelling using full N -body mocks. We employ
the same OR-skymocks used in the section above, but now we per-
form a full-AP analysis on all three sets of mocks including the
hexadecapole signal. The results are presented in Table 5, for the
different satellite fractions, with and without the redshift smear-
ing effect. When the fraction of satellite quasars is kept to 0, the
fno−sat case, the systematic shifts observed for all the parameters
are . 0.01, for both with and without redshift smearing, and the
model is able reproduce the expected signal. Introducing a satellite
fraction produces some systematic shifts in some parameters. When
the satellite fraction is kept to a value close to that used on the QPM
mocks, fstd = 0.13, we observe shifts above 0.01 on all the pa-
rameters, which reaches deviations between 0.02 and 0.03 for all
variables. When the fraction of satellites is high and no smearing
is applied, the shifts on α‖ are ∼ 0.03, whereas on the rest of the
cases are . 0.02. We believe that these shifts are entirely due to a
limitation of the theoretical model used to describe the clustering of
quasars, either by the adopted bias model, or by the redshift space
distortions. In this work we do not investigate further the origin of
these discrepancies, which in all cases are . 1/3 of the expected
statistical errors.
The top panel of Fig. 10 summarises the systematic shifts of
Table 5 along with the expected statistical errors (horizontal dashed
lines) computed from the average errors of the 〈x〉i wcpwfoc row of
EZ mocks. For all the cases the shifts are computed using the 〈xi〉
rows. The shifts obtained with the EZ (dark blue) and QPM (light
blue) mocks are driven by our treatment of observational ineffi-
ciencies with respect to their corresponding measured raw value.
Therefore, these shifts display only the effects of fibre collisions
and redshift failures on the measurements (any other systematic
cancels). The effects are consistent among EZ and QPM mocks, as
expected, since they contain the same spectroscopic systematic ef-
fects. Examining the highest deviation either on EZ or QPM mocks
reveals that, i) fσ8 the observational weights tend to produce a
systematic shift towards higher values of 0.027; ii) for α‖ these
weights tend to reduce the measured quantity by 0.018; iii) for
α⊥ the observational systematics tend to increase the measured
quantity by 0.013. These values are summarised in Table 6 in the
systematic observational budget column, σobs. The shifts obtained
with the OR-skycuts mocks and various satellite fractions, how-
ever, indicate modelling errors. We adopt as a systematic error the
largest shift obtained with among the different satellite fractions
and smearing effects, with respect to the true underlaying value.
Orange-circle, red-square and green-triangle symbols represent the
results for fno−sat, fstd and fhigh, respectively. The information in
Fig.10 does not display a clear correlation between the modelling
systematic shift and the satellite fraction value. Although the true
satellite fraction of the data is unknown, we expect the upper limit
to be less than fhigh, so we adopt the highest deviation among the
six possible combinations as the modelling systematic contribution.
These shifts are summarised in Table 6 under the modelling sys-
tematic column, σmod. As σobs and σmod are different sources of
uncertainties, we add them in quadrature to our uncertainty budget
σ2systot ≡ σ2obs + σ2mod. As both shifts tend to be of opposite signs
and its origin is uncertain, we do not apply any shift to the best-fit
values of the measured quantities.
In addition, the bottom panel of Fig. 10 display the same quan-
tities of the top panel as a function of the maximum wave-number
used for the fit, kmax. For simplicity we only show the results for
the EZ mocks and the OR-skycut mocks with smearing. The sys-
tematic shifts reported in the top panel and Table 6 do not present
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Figure 10. Top panel: Systematic error shifts for fσ8, α‖, and α⊥ com-
puted from the results presented in Table 5. The observational systemat-
ics represent the residual effects of the fibre collision + redshift failures.
These shifts are computed as, [∆x]obs ≡ 〈xi〉wcpwfoc − 〈xi〉 raw on
both the EZ and QPM mocks, as indicated; both sets have consistent sys-
tematic offsets. The modelling systematic results are computed only from
the OR-skycut mocks and they represent the uncertainties when recover-
ing the true cosmological parameters due only to modelling limitations,
[∆x]mod ≡ 〈xi〉 − xtrue. The different colours and symbols represent
the satellite fractions, fno−sat, fstd, and fhigh for orange-circles, red-
triangles, and green-squares, respectively. The dashed black horizontal lines
represent the expected statistical error for the data, computed as the aver-
age errors over the EZ mocks. Bottom panel: The quantities of the top panel
plotted as a function of the maximum k-wave number chosen to perform the
fit. For simplicity we only show the OR-skycut mocks with smearing and we
do not display the QPM mocks results. The same colour code displayed in
the top panel is used. Note that for the OR-skycut mocks we display the de-
viation with respect to their expected value whereas for the EZ mocks the
deviation is plotted with respect to the ‘raw’ case.
any significant dependence with kmax, except for the extreme case
of kmax = 0.37hMpc−1, which is outside the range of validity of
the theoretical modelling at this redshift.
5.3 Isotropic fits on data
As an additional sanity check on our analysis procedure we per-
form a set of fits on the actual DR14Q dataset changing different
specifications in order to examine how strong the results are with
respect to the data parametrisation. For simplicity we only per-
form these fits fixing  to 0. We call the “standard” (std) choice
of specifications: i) zfid as redshift estimates, ii) the power spec-
trum monopole and quadrupole as observables, iii) of both NGC
and SGC regions, iv) sampled with a linear binning of ∆k = 0.01
with k-centres at ki = (i+ 0.5)∆k, v) scale range considered be-
tween 0.02 6 k [hMpc−1] 6 0.30, vi) where the fibre collisions
and redshift failures are corrected through wcpwfoc, and vii) where
the covariance matrix of the power spectrum multipoles is inferred
from 1000 EZ-mocks.
Table 7 and Fig. 11 display the measured fσ8, αiso and b1σ8
measurements when some of these seven conditions are relaxed or
modified. The +1/4, +2/4, and +3/4 rows correspond to the ef-
fect of shifting the centres of the k-bins by the respective fraction
(with respect to the standard k-bin centre positions), and the ‘comb’
rows to the result of combining these four results into a single mea-
surement6. Hereafter, we will refer to the ‘standard’ specification
with the 4 k-bin centres combined as ‘comb’ or ‘combined’. Like-
wise, we refer to zMgII-comb and zPCA-comb as the ‘combined’
specification with the redshift estimate changed from the fiducial
case to the zMgII and zPCA cases, respectively. The horizontal
dashed lines in Fig. 11 correspond to the±1σ errors of the “comb”
case. Along with the fiducial combined case we present the com-
bined measurements for the two other redshift estimates, zMgII and
zPCA. The NGC and SGC rows correspond to the measurements
when only one Galactic Cap is used. Those rows labeled with log k
correspond to changing the linear binning to logarithmic binning in
the same k-range and with similar number of k-bins. Consequently,
the log k cases have more k-measurements at large scales (low k
values) with respect the linear binning (and the covariance accounts
for an extra statistical correlation because of this effect). The QPM
row displays the result when the covariance matrix is changed by
that inferred by the 400 realisations of the QPM mocks. For com-
parison, the results inferred from only 400 realisations of the EZ
mocks is also displayed. Finally, the effect of changing or turning
off the imaging and spectroscopic weights is also presented. Bear
in mind that all the results are highly correlated as they are based
on an identical dataset, with the exception of those NGC and SGC
cases, which can be considered as totally uncorrelated.
We observe a ∼ 1σ deviation between NGC and SGC on the
αiso and b1σ8 (both parameters are strongly correlated as is shown
in Fig. 8), but since these two regions are statistically independent a
1σ shift is expected. The higher value of b1σ8 in the SGC is related
to the observed excess of power in the power spectrum monopole
that is visible on top panel of Fig. 6. As stated previously, we con-
clude that this shift is not statistically significant.
For the rest of parameters studied, none have a strong effect
on the cosmological parameters, with the exception of the redshift
estimates (which we have already commented above) and the QPM
covariance matrix, which produce a ∼ 1σ shift on b1σ8 and αiso,
but no significant effect on fσ8. However, this 1σ shift appears
only when we compare the ‘comb’ results with the QPM-cov re-
sults, which is drawn from the same k-bin centre condition as in
‘std’ case. Therefore, a fair comparison between ‘std’ and QPM-cov
case, yields only a 0.67σ offset. Further investigation on the po-
tential impact of the choice of the covariance matrix suggests that
this 0.67σ shift is not caused by the limited amount of realisations
6 We combine the results of the four different k-bin centres by averaging
their normalised likelihood for each individual parameter.
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Table 5. Shifts of α‖, α⊥ and fσ8 with respect to the fiducial values when the full-AP test is performed. The notation is the same that the one used in Table 4,
with the difference that the definition of detection has been relaxed to be 0.7 < α < 1.3. Fig. 10 summarises the systematics shifts observed in this table.
∆α‖ Sα ∆α⊥ Sα ∆fσ8 Sfσ8 Ndet
EZ mocks
〈x〉i raw −1.58± 0.30 − −1.71± 0.20 − −1.29± 0.25 − −
〈x〉i zf −1.67± 0.31 − −1.75± 0.21 − −1.40± 0.26 − −
〈x〉i wfocwcp −2.02± 0.31 − −1.69± 0.22 − −0.13± 0.27 − −
〈x〉i raw + P (4) −2.24± 0.23 − −1.33± 0.17 − −0.82± 0.21 − −
〈x〉i wfocwcp + P (4) −4.36± 0.24 − 0.03± 0.19 − 1.92± 0.23 − −
〈x〉i zf +P (4) −2.28± 0.24 − −1.38± 0.18 − −0.94± 0.22 − −
〈xi〉 raw −1.61± 9.64 8.11 −1.69± 6.13 6.80 −1.18± 8.06 8.20 809
〈xi〉 raw + P (4) −2.50± 7.72 7.53 −1.44± 5.38 6.34 −0.56± 6.76 7.18 951
〈xi〉 wfocwcp + P (4) −4.36± 8.32 7.70 0.10± 5.85 6.26 2.31± 7.44 7.39 902
QPM mocks
〈x〉i raw 1.12± 0.47 − 0.25± 0.35 − 0.19± 0.41 − −
〈x〉i wfocwcp 0.22± 0.53 − 0.13± 0.36 − 0.87± 0.43 − −
〈x〉i raw + P (4) 1.18± 0.39 − 0.39± 0.30 − −0.14± 0.33 − −
〈x〉i wfocwcp + P (4) −1.34± 0.44 − 1.61± 0.33 − 1.88± 0.37 − −
〈xi〉 raw 0.94± 11.03 8.03 0.70± 6.27 7.24 1.26± 8.03 7.64 307
〈xi〉 raw + P (4) 0.63± 8.87 8.09 0.27± 4.92 7.37 0.93± 6.48 7.57 345
〈xi〉 wfocwcp + P (4) −2.43± 8.15 8.77 0.63± 4.89 8.43 2.61± 6.53 9.46 326
OR-skycut w/o smearing
〈x〉i no-sat +P (4) −0.07± 1.28 − 0.83± 1.04 − −0.89± 1.38 − −
〈x〉i std +P (4) −1.12± 1.27 − −2.23± 0.94 − −2.69± 1.30 − −
〈x〉i high +P (4) −3.09± 1.08 − −2.11± 0.84 − −0.39± 1.20 − −
OR-skycut w/ smearing
〈x〉i no-sat +P (4) 0.28± 1.56 − 1.03± 1.13 − −0.45± 1.48 − −
〈x〉i std +P (4) 1.50± 1.63 − −1.82± 0.99 − −2.91± 1.41 − −
〈x〉i high +P (4) −2.13± 1.28 − −2.35± 0.86 − 0.09± 1.24 − −
Table 6. Total systematic error budget associated to the cosmological pa-
rameters, fσ8, α‖, and α⊥ computed from the results of Table 5 and
Fig. 10. The sign and magnitude represent the over- or under-estimated
shift of the highest observed case, EZ and QPM mocks for the observa-
tional systematics, and satellite fraction with and without smearing for
the modelling systematics. Both contributions are added in quadrature,
σ2systot ≡ σ2obs + σ2mod, in order to produce a total systematic contri-
bution which is added to the diagonal component of the covariance matrix
of the data.
σobs × 102 σmod × 102 σ2systot × 103
fσ8 +2.74 −2.91 1.598
α‖ −2.12 −3.09 1.404
α⊥ +1.36 −2.35 0.737
(400 on QPM vs. 1000 on the EZ mocks), nor by the differences in
their off-diagonal elements which are sub-dominant in the total χ2
contribution. Therefore, the origin of this shift is located in the di-
agonal elements of the covariance, which present variations from 5
to 10%.
Fig. D2 shows the ratio between the diagonal errors of EZ and
QPM mocks. In general QPM-derived errors are 5% larger than EZ-
derived errors, but for the monopole at large scales this tendency
is inverted. Examining at the shifts on the EZ mocks results pre-
sented in Table 4 when the EZ- and QPM-derived covariances were
applied, we find that 134/9627 of the mocks have shifts > 0.67σ
on αiso when the covariance matrix is changed, 75 towards lower
values and 59 towards higher values, and consequently the average
mean value of the inferred αiso is not significantly affected by the
choice of the covariance (see Table 4). We conclude that the ob-
served behaviour on the data is consistent with the behaviour of the
mocks (occurs 14% of times on the mocks), and that the origin of
this effect are the 5 to 10% differences in the diagonal terms of the
two covariances, which in combination with the intrinsic statistical
noise of the data can produce the observed ∼ 0.67σ fluctuation. In
any case, we believe that the EZ-mocks are a better representation
of the actual DR14Q dataset, as they have been produced using dif-
ferent epoch snapshots, whereas the QPM is generated from a sin-
gle one. Therefore we assign a higher level of likelihood to those
results derived from the EZ-mocks covariance, over those from the
QPM.
We conclude that none of the studied specifications produce
major systematic shifts in the studied parameters, and we consider
that our results are robust under the change of the specifications
presented in this section.
7 We account for those realisations with double detection of αiso for both
EZ- and QPM-derived covariances, in total 962 out of 1000 mocks.
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Table 7. Impact of different parameters (see text for definitions) on the values of the DR14Q dataset measurements: b1σ8, fσ8 and αiso, where the fits have
been performed keeping  = 0. The parameter which has the largest impact is the choice of covariance. The QPM covariance matrix shifts by 0.67σ the values
of b1σ8 and αiso with respect to the “std” case. However, further studies demonstrate that ∼ 14% of the mocks present such behaviour when the covariance
matrix is changed from QPM- to EZ-derived one. The SGC row also contains a 1σ shift, but in this case the information content is significantly independent,
as the std case contains more area than SGC, and therefore such ∼ 1σ shift is expected. For all cases the mean value between the ±1σ edges is reported. The
reported errors only represent the statistical error budget. Fig. 11 displays the values of this table.
case b1σ8 fσ8 αiso χ2/d.o.f
std 0.928± 0.037 0.411± 0.047 1.017± 0.039 49/(56− 6)
std +1/4 0.907± 0.034 0.411± 0.046 1.000± 0.035 51/(56− 6)
std +2/4 0.908± 0.034 0.390± 0.045 0.994± 0.034 43/(56− 6)
std +3/4 0.934± 0.035 0.392± 0.045 1.023± 0.035 47/(56− 6)
std comb. 0.918± 0.035 0.401± 0.046 1.006± 0.036 47/(56− 6)
zMgII comb. 0.908± 0.045 0.404± 0.052 1.009± 0.050 48/(56− 6)
zPCA comb. 0.896± 0.037 0.390± 0.045 0.989± 0.038 45/(56− 6)
NGC 0.913± 0.044 0.408± 0.062 1.005± 0.046 41/(56− 6)
SGC 0.966± 0.055 0.421± 0.076 1.051± 0.056 42/(56− 6)
logk 0.918± 0.033 0.403± 0.044 1.002± 0.033 49/(54− 6)
logk NGC 0.915± 0.041 0.395± 0.060 1.002± 0.041 37/(54− 6)
logk SGC 0.948± 0.054 0.402± 0.073 1.026± 0.053 53/(54− 6)
αiso = 1 0.914± 0.018 0.402± 0.041 1 49/(56− 5)
kmax = 0.20hMpc−1 0.931± 0.045 0.387± 0.049 1.011± 0.040 34/(36− 6)
QPM cov 0.951± 0.037 0.413± 0.047 1.043± 0.039 46/(54− 6)
EZ cov 400 real. 0.921± 0.039 0.385± 0.045 1.005± 0.040 43/(54− 6)
no wsys 0.936± 0.039 0.401± 0.047 1.017± 0.041 46/(56− 6)
no wfoc 0.929± 0.037 0.411± 0.047 1.017± 0.039 49/(56− 6)
no wcp 0.928± 0.036 0.401± 0.046 1.012± 0.037 48/(56− 6)
wnoz 0.924± 0.038 0.400± 0.046 1.013± 0.039 43/(56− 6)
fid + P (4) 0.926± 0.038 0.399± 0.045 1.011± 0.039 84/(84− 6)
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Figure 11. Impact of different parameters (see text for definitions) on the
measured b1σ8, fσ8 and αiso quantities, corresponding to those results
presented in Fig. 7. For reference, the horizontal dashed lines correspond
to the fiducial choice of parameters when the different redshift bin centres
results have been combined (comb option), and the horizontal dotted lines
to the 1σ deviation for the same case.
6 RESULTS
In this section we describe the results on the DR14Q data sample.
We present the results for both isotropic fits (keeping  = 0) and
full-AP fits. Additionally, we perform two parallel analyses, i) we
consider the full 0.8 6 z 6 2.2 redshift range as a single redshift
bin, ii) we divide this redshift range into three overlapping redshift
bins, as described above in §4.2.
6.1 Isotropic fits
We start by performing an isotropic fit to the power spectrum
monopole and quadrupole of the DR14Q dataset, keeping  = 0.
Here we do not consider to use the hexadecapole because, as
demonstrated in § 5.1, it does not add any extra information when
 is set to a constant value. Table 8 displays the mean value be-
tween the 1σ errors, xmean ≡ [(xbf + σ+) + (xbf − σ−)]/28
for the free parameters of the model. The different columns display
the results using the fiducial redshift estimate, zfid, applied to the
individual NGC and SGC, along with the combination of both. In
addition, the results for the two extra redshift estimates, zMgII and
zPCA are presented. For all the cases, the rest of the specifications
correspond to the ‘standard’ case defined in § 5.3, unless otherwise
stated. Fig. 8 has previously shown the results on the three red-
shift estimates corresponding to the entire NGC+SGC sample for
the parameters b1σ8, fσ8 and αiso, along with the EZ mocks. As
described in §5.3, the results of the NGC and SGC are consistent
within 1σ for all the parameters. The results on the different red-
shift estimates are also consistent and there is no observed evident
tension in any of the parameters. The errors associated to the pa-
rameters inferred from the zMgII redshifts are in general higher, as
already discussed in § 5.1.
We opt to present the cosmological parameters derived from
Table 8 in a form of covariance matrix. We define the data-vector
8 σ+ and σ− are defined in such a way that xbf ± σ± corresponds to
χ2min + 1.
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Table 8. Inferred parameters of the model for the isotropic fit ( = 0) when the power spectrum monopole and quadrupole are used. We report the results for
the DR14Q dataset for a fiducial redshift estimate, zfid, along with two additional redshift estimates, zMgII and zPCA. For the zfid case we present the results
of fitting the NGC and SGC independently. For all cases the EZ-derived covariance is used. The rest of specifications are fixed to the ‘standard’ choice (see
definition in §5.3). The units of σP are [h−1Mpc]. The errors shown only represent the statistical error budget. For all parameters, we report the mean value
between the 1σ errors, xmean ≡ [(xbf + σ+) + (xbf − σ−)]/2.
zfid zfid (NGC) zfid (SGC) zMgII zPCA
b1σ8 0.928± 0.037 0.913± 0.044 0.966± 0.055 0.933± 0.049 0.909± 0.039
fσ8 0.411± 0.047 0.408± 0.062 0.421± 0.076 0.414± 0.055 0.393± 0.046
αiso 1.017± 0.039 1.005± 0.046 1.051± 0.056 1.034± 0.055 1.003± 0.041
b2σ8 0.60± 0.57 0.75± 0.63 −0.24± 1.13 0.20± 0.72 0.58± 0.53
σP 5.20± 0.42 5.54± 0.58 4.75± 0.77 5.30± 0.52 4.98± 0.42
Anoise 7.2± 2.3 6.0± 3.3 8.1± 7.3 5.4± 3.8 4.6± 2.6
χ2/d.o.f 49/(56− 6) 41/(56− 6) 42/(56− 6) 48/(56− 6) 43/(56− 6)
containing the cosmology parameters of interest f(z)σ8(z) and
DV (z)/rs(zd) as,
Ddata(z) =
(
fσ8(z)
DV (z)/rs(zd)
)
. (24)
We fill in the data-vector from the rms of the MCMC-chain steps
within 3σ confident levels around the minimum, which for the two-
parameter vector corresponds to those steps with χ2 < χ2min + 12.
For the redshift estimate zfid,
Ddata(zeff) =
(
0.426878
27.041179
)
. (25)
We compute the corresponding covariance matrix of this data-
vector from 20 MCMC chains, with half a million steps in each chain
using a convergenceR−1 factor. 10−3 and retaining those steps
within the 3σ confident level. In addition, we add a contribution
on the diagonal elements corresponding to the modelling system-
atics derived from the OR-skymocks and previously described in
§ 5.1. Recall that for the isotropic case these systematic shifts are of
. 0.02 for fσ8 and αiso. We do not consider any additional source
of systematic error because, as presented in Table 4, the potential
observational systematics caused by fibre collisions are below 0.01.
With all these contributions the covariance matrix is,
C = 10−3
(
2.188 + 0.4 22.93
− 993.0 + 274.5
)
, (26)
where the sums in the diagonal elements correspond to the sys-
tematics. The marginalised errors for the cosmological parameters
which contain the full error budget are fσ8(1.52) = 0.427±0.051
and DV (1.52)/rs(zd) = 27.0± 1.1, with a correlation coefficient
of ρ[fσ8−DV /rs] = 0.49.
These results are affected by the prior condition of  = 0:
These results imply that H(z)DA(z) is equal to Hfid(z)DfidA (z),
which is similar to the best-fitting Planck cosmology. Therefore, the
isotropic derived results are not independent from Planck results,
and thus, Planck-CMB data should not be added to these results as
an extra uncorrelated dataset.
6.2 Anisotropic fits
We consider the power spectrum monopole, quadrupole, and hex-
adecapole, and perform a full-AP fit, relaxing the  = 0 condition
of the previous section. Thus, α‖ and α⊥ can freely vary, which
enable constraints to be placed on H(z)rs(zd) and DA(z)/rs(zd)
independent of the CMB data9. Table 9 displays these results us-
ing the same notation as in Table 8. The first three columns show
the results for the different redshift estimates when only the power
spectrum monopole and quadrupole have been fitted. The following
three columns present the results when the power spectrum hexade-
capole is added to the analysis. For all the cases we fix the rest of
specifications to ‘combined’, as they are described in § 5.3, which
consist on the ‘standard’ specifications combining the four shifts
on the k-bin centres.
The performance of the model corresponding to column zfid +
P (4) was previously displayed in the top panel of Fig. 5 for the full
NGC+SGC dataset along with the DR14Q measurements. Like-
wise, Fig. 9 presents the results from the different +P (4) columns
along with the results from the EZ mocks for the parameters of cos-
mological interest, fσ8, α‖, and α⊥.
When the power spectrum hexadecapole is added to the anal-
ysis some parameters shift their value at the 1σ level. When adding
the hexadecapole signal we are introducing 28 new data-points (to
the 56 already from monopole and quadrupole), which are highly
independent, as indicated by the off-diagonal terms of the covari-
ance matrices in Fig. D1. We investigate the significance of those
shifts using the EZ-mocks. The top panel of Fig. 12 displays the
quantity ∆x ≡ xMQ−xMQH, where xMQ is the variable estimated
from the monopole and quadrupole measurement, and xMQH is the
value when the hexadecapole is added. The bottom panel shows the
same information but for the errors of the x-corresponding quantity.
From the top panel, the shifts presented by the results for the zfid
redshift estimate (orange symbols) are typical with respect to the
observed shifts of the mocks, for the three variables of interest. For
the zMgII and zPCA cases, however, the shifts on α‖ deviate by 2σ
from the expected behaviour of the mocks, although they are along
the degeneracy region among the studied parameters. Certainly, the
discrepancy among the different redshift estimates is larger when
only the monopole and quadrupole are considered, as the values
of α‖ estimated from zMgII and zPCA are about 1σ from the value
obtained with zfid. Adding the hexadecapole produces more consis-
tent results among the three redshift estimators, as shown in Fig. 9.
9 BAO or RSD analyses are not able to measure DA(z) or H(z) inde-
pendently from the sound horizon scale at the baryon drag epoch, rs(zd),
which is usually taken from CMB measurements. However, this scale can
be computed from models of Big Bang Nucleosynthesis, and therefore one
can consider RSD and BAO derived quantities independent from the CMB
data
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Table 9. Parameters of the model for the full AP-fit. We report the results for the DR14Q dataset for a fiducial redshift estimate, zfid, along with two extra
redshift estimates, zMgII and zPCA. The first three columns correspond to the results when the power spectrum monopole and quadrupole are used; the three
following columns are produced when the power spectrum hexadecapole is added to the analysis. For all cases the EZ-derived covariance is used, and the rest
of specifications correspond to ‘comb’ as described in §5.3. The units of σP are [Mpch−1]. The errors shown only represent the statistical error budget.
zfid zMgII zPCA zfid + P
(4) zMgII + P
(4) zPCA + P
(4)
b1σ8 0.930± 0.041 0.965± 0.059 0.941± 0.059 0.908± 0.038 0.859± 0.049 0.871± 0.046
fσ8 0.366± 0.072 0.329± 0.083 0.314± 0.079 0.412± 0.064 0.427± 0.065 0.404± 0.066
α‖ 1.040± 0.089 1.17± 0.12 1.13± 0.11 0.976± 0.062 0.919± 0.076 0.937± 0.076
α⊥ 0.977± 0.056 0.953± 0.063 0.941± 0.054 1.015± 0.052 1.011± 0.055 0.994± 0.050
b2σ8 0.49± 0.58 −0.21± 0.65 0.33± 0.55 0.56± 0.55 0.51± 0.65 0.61± 0.52
σP 5.18± 0.49 5.73± 0.95 5.22± 0.65 4.98± 0.41 5.05± 0.46 4.75± 0.40
Anoise 6.8± 3.5 2.2± 4.5 3.8± 3.2 6.5± 2.7 4.2± 2.9 3.7± 2.5
χ2/d.o.f 47/(56− 7) 47/(56− 7) 43/(56− 7) 81/(84− 7) 80/(84− 7) 81/(84− 7)
The bottom panel of Fig. 12 reveals that the reduction on the errors
obtained by adding the hexadecapole are typical with respect to the
behaviour observed by the mocks.
Fig. 13 presents a further comparison among the different
cases presented in Table 9 via 2D contour plots of the cosmolog-
ical parameters of interest. All the measurements are made using
20 MCMC chains with half a million of steps each. For the case
of monopole and quadrupole, a flat prior between 0.5 and 1.5 on
α‖ and α⊥ is set to speed the convergence. Outside these ranges a
∼ x2 function is added to the χ2, where x is the difference between
the studied parameter (in this case α‖ and α⊥) and the limit of the
prior (in this case 0.5 and 1.5). This condition correspond to flat
priors within the range 15.83 6 H(z)rs(zd)[103 km s−1] 6 47.5
and 6.07 6 DA(z)/rs(zd) 6 18.22. For H(z)rs(zd) < 15.83 ×
103 km s−1, the prior is the responsible of the abrupt change in the
shape of the likelihood function.
The left panel shows the comparison among DA(z)/rs(zd),
H(z)rs(zd) and fσ8 for the redshift estimate, zfid when the power
spectrum monopole and quadrupole is used (green contours), and
when the hexadecapole is added (orange contours). The infor-
mation contained by the hexadecapole improves the constraint
on H(z)rs(zd) and consequently breaks the degeneracy between
H(z)rs(zd) and the other two parameters. The right panel we show
the constraints on the same variables for the case where the three
multipoles are used, but now under different redshift estimates: zfid
as before in orange contours, zMgII in green and zPCA in purple
contours. In summary, we obtain a good agreement among the dif-
ferent redshift estimates when the three power spectrum multipoles
are used, which strongly supports the idea that the results are not
significantly affected by the choice of the automated redshift clas-
sification. However, we believe that zfid is the best procedure of
obtaining the redshifts and we adopt those as the main results of
this paper.
We present the results of the full-AP fits in a form of a
vector and its covariance when the power spectrum monopole,
quadrupole, and hexadecapole, and when the zfid is being used as
redshift estimate. The rest of the specifications are set to “comb”,
as described in § 5.3. We define the data vector as,
Ddata =
 f(zeff)σ8(zlow)H(zeff)rs(zd)103 [km s−1]
DA(zeff)/rs(zd)
 , (27)
whose values are given by the mean of the chains steps,
Ddata =
 0.42047824.009353
12.486616
 . (28)
Using the MCMC chains described above we compute the covari-
ance matrix. Adding the systematic budget described before in Ta-
ble 6 the final covariance reads,
C = 10−3
4.137 + 1.598 39.19 29.96− 2314 + 791.8 152.5
− − 397.7 + 108.7
 ,
(29)
where the sums in the diagonal elements correspond to the sys-
tematic contribution. As previously described in §6.1, in order to
compute the data-vector and the covariance we take only those
chain-steps within 3σ confidence regions around the best-fit, which
for three parameters correspond to those steps whose χ2 is .
χ2min + 14.16. This choice allows a Gaussian-approximated co-
variance which is closer to the actual full contours (see Appendix E
for the performance of this approximation).
The marginalised errors for the cosmological parameters
which contain the full error budget are, fσ8(1.52) = 0.420±0.076
and DA(1.52)/rs(zd) = 12.48 ± 0.71 and H(1.52)rs(zd) =
[24.0 ± 1.8] × 103 km s−1 with a correlation coefficient of
ρ[fσ8−DA/rs] = 0.74, ρ[fσ8−Hrs] = 0.40 and ρ[DA/rs−Hrs] =
0.16
In § 7 we will explore the cosmological constraints drawn
from these results.
6.3 Multiple Redshift Bins
We perform a parallel analysis to that presented in the above § 6.2,
re-doing the full-AP fits in three overlapping redshift bins. We re-
fer to them as lowz: 0.8 6 z 6 1.5 with effective redshift of
zlowz = 1.19; midz 1.2 6 z 6 1.8 with effective redshift of
zmidz = 1.50; and highz 1.5 6 z 6 2.2 with effective red-
shift zhighz = 1.83. Table 12 displays the best-fitting results for
these three redshift bins. The measurements and best-fitting mod-
els were also gvien in Fig. 7 and briefly discussed in § 4.2. The
approach of dividing the full redshift range into overlapping red-
shift bins is complementary to the single broad redshift bin analy-
sis presented above. Although some large-scale signal is lost when
dividing the sample, the three redshift bin analysis has the advan-
tage of capturing the redshift evolution of parameters, such as the
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Figure 12. Top panel: Difference between the best-fitting value of the
mocks (blue symbols) and the DR14Q data (different colour symbols for
the different redshift estimates) when only the monopole and quadrupole
are used, xMQ, and when the hexadecapole is added, xMQH, for the dif-
ferent cosmological parameters: ∆x ≡ xMQ−xMQH. Bottom panel: The
same format as the top panel but for the error associated to the each param-
eter, σx, ∆σx ≡ σxMQ − σxMQH . On average the expected shift on ∆x
should be 0 if no extra systematic is added by the hexadecapole. However,
from Table 5, we know that adding the hexadecapole produces a systematic
shift of−0.02 on α‖ and +0.01 on α⊥, which slightly shifts the centre of
the measurements from the black dashed lines. We expect the hexadecapole
to reduce the errors on the measured quantities (on average) and therefore
σMQHx < σ
MQ
x , which shifts the centre of the ∆σx distribution towards
the positive quadrant for all the variables.
structure growth factor or the galaxy bias. In the following section
we will compare the multipole z-bin approach with the single z-
bin, showing the different power when constraining cosmological
parameters. An alternative approach for analysing redshift depen-
dent quantities without sub-dividing the full redshift range was pro-
posed by Zhu et al. (2015) and developed specifically for redshift
space distortions in Ruggeri et al. (2017b). Also in Ruggeri et al.
(2017a) this technique was tested on the DR14Q EZ mocks and it
is presented for the same DR14Q dataset in the companion papers,
Ruggeri et al. (2018); Zhao et al. (2018).
The first fit to the midz redshift bin produced a high value of
χ2, 122/(84 − 7), which is a more than 3σ fluctuation, and none
of the studied mocks have such high χ2min (the highest value for the
best-fitting χ2 from the mocks on the midz redshift bin is 107) when
they are analysed in the same manner as the DR14Q dataset. Exam-
ining Fig. 7 (purple symbols for midz redshift bin), reveals that the
origin of this high χ2 is two > 3σ outliers, one in the quadrupole
(3.2σ offset), the second one in the hexadecapole (4σ offset) at
k ' 0.11hMpc−1. Although one outlier at∼ 3σ is expected given
the number of degrees of freedom (84 − 7), two > 3σ offsets are
very unlikely (< 0.1%). We believe that such deviations are caused
by an uncorrected observational systematic of unknown origin. We
have checked the shape of the hexadecapole for the two extra red-
shift estimates, and both present these two features at similar signif-
icance, 3.2σ and 3.6σ for the zMgII and zPCA redshifts estimates,
respectively. Therefore, using a different redshift estimate does not
modify the high χ2 issue (χ2PCA = 107 and χ
2
MgII = 103). We
also have investigated these two features in the NGC and SGC
patches separately. For example, the feature in the hexadecapole is
equally present in the NGC and SGC patches, with measurements
of P (4)NGC(k = 0.115hMpc
−1) = −3444± 1608 [h−1Mpc]3 and
P
(4)
SGC(k = 0.115hMpc
−1) = −5355 ± 2005 [h−1Mpc]3(and
P
(4)
N+S(k = 0.115hMpc
−1) = −5161 ± 1246[h−1Mpc]3 in
the combined NGC+SGC sample), whereas the prediction from
the mean of the 1000 realisations of the EZ mocks is −116 ±
40 [h−1Mpc]3. This result translates into a 2σ deviation for the
NGC, and a 2.6σ deviation for the SGC, which are not particu-
larly high if they are analysed individually. However, when both
patches are combined, the fluctuation rises up to the reported 4σ.
In the full redshift range, 0.8 6 z 6 2.2, such a systematic is
probably diluted among the other two redshift bins, which reduces
the tension between the model and the measurement, providing a
consistent χ2min = 81 as reported in Table 9. In order to test the
impact of these systematics in the parameters of the model, we
remove these two frequencies in the corresponding multipole and
redo the fitting process. After vetoing just these two > 3σ outliers
the χ2 is reduced to 91, confirming, that the origin of the high χ2
is produced by these frequencies at k ' 0.11hMpc−1. We check
that the mean values of the model are not affected by more than
0.33σ statistical shifts, where fσ8 is the most affected parameter.
We leave for a future work the study and characterisation of this
systematic effect. From this point we proceed our analysis using
the vetoed midz sample.
Table 12 displays the measurements of the cosmological pa-
rameters of interest for the different redshift bins. Some of these
parameters indicate a redshift evolution across the three redshift
bins. Of particular interest is σP , whose magnitude increases with
redshift by 3σ. The σP parameter partially captures the uncertainty
on the redshift estimation, as described before at the end of §2.3.1.
Certainly, since the redshift error increases with redshift, σP neces-
sarily has to increase as well. The other parameters have a negligi-
ble dependence with redshift, such as fσ8 and b1σ8. Although f(z)
and b1(z) may have a strong increasing dependence with redshift,
σ8(z) decreases with redshift, which counterbalances their effect.
The quantities α‖ and α⊥ represent deviations with respect to a
fiducial model that do change with redshift. Therefore, although we
do not detect an explicit redshift dependence on these parameters,
the fiducial model does change with redshift, and the cosmological
information we obtained by having three measurements of DA/rs
and Hrs instead of a single one is more interesting.
Since the midz redshift bin fully overlaps with lowz and highz,
a large correlation among the different parameters is expected.
Fig. 14 displays the correlation among the cosmological param-
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Figure 13. Posterior likelihood contours from the DR14Q data in the redshift range 0.8 6 z 6 2.2 for the fσ8, DA/rs, and Hrs cosmological parameters
derived from the MCMC chains. The left panels display the results when the power spectrum monopole and quadrupole are used (green contours), and when the
hexadecapole signal is added (orange contours). The right panel shows the comparison for different redshift estimates, zfid (in orange), zMgII (in green) and
zPCA (in violet contours), for the power spectrum monopole, quadrupole and hexadecapole. When the power spectrum monopole and quadrupole are used
alone (green contours on the left panel), we use a flat prior between 0.5 and 1.5 on the scale dilation factors, α‖ and α⊥, in order to improve the convergence
of the chains. The units of H(z)rs(zd) are 103 km s−1.
Table 10. Flat priors ranges set on the three redshift-bin samples on the AP
dilation scales. The priors on the other parameters are the same than those
described in Table 3.
sample α‖-flat prior α⊥-flat prior
0.8 < z < 2.2 [0.00, 2.00] [0.00, 2.00]
lowz [0.50, 1.50] [0.50, 1.50]
midz [0.65, 1.50] [0.50, 1.50]
highz [0.70, 1.70] [0.80, 1.20]
eters, fσ8(z), DA(z)/rs(zd) and H(z)rs(zd) computed from
the EZ mocks. We use these correlation factors to compute the
off-diagonal coefficient terms across z-bins of the 9 × 9 covari-
ance matrix of the data for the cosmological parameters, fσ8(z),
DA(z)/rs(zd) and H(z)rs(zd) at zlowz = 1.19, zmidz = 1.50
and zhighz = 1.83. For the off-diagonal coefficients terms belong-
ing to the same z-bins we keep the cross-correlation value obtained
by the Gaussian approximation to the data, which is consistent with
the one obtained with the mocks.
As before, we present the results of this section in form of a
data vector along with its covariance matrix. We run MCMC-chains
to the individual overlapping redshift bins, as was done in the pre-
vious sections. In this case, we set up different priors to avoid sec-
ondary minima at α‖ and α⊥ outside 0.8 6 α‖,⊥ 6 1.2. These
secondary minima arises as a consequence of having subsamples
with smaller volumes compared to the single bin case. For e.g., we
have identified a second minima in the highz sample, whose χ2 is
∼ χ2min + 2, and which is located at fσ8 ' 0.8 and α⊥ ' 1.4 (see
Appendix E for further details). Table 10 summarises the different
priors set on the different samples.
The resulting data vector taking the MCMC steps whose χ2 6
χ2min + 14.16 along with the corresponding 9 × 9 covariance ma-
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Figure 14. Cross-covariance for the lowz, midz and highz redshifts bins
for the fσ8, Hrs and DA/rs parameters derived from the mocks. The
midz redshift bin fully overlaps with lowz and highz and therefore some
correlation of parameters is expected. The typical cross correlation factors
are 0.3 − 0.4, in line with the fraction of overlapped volume. The lowz
and highz datasets, however, are non-overlapping and therefore have small
correlation ( 0.1) among their parameters.
trix is presented in Table 11. The covariance is constructed using
the diagonal terms, as well as the off-diagonal terms belonging to
same redshift bin, extracted from the MCMC chains computed at
the three redshift bins using the same criteria described for the data-
vector, combined with the cross correlation coefficients from differ-
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Figure 15. Posterior likelihood contours from the DR14Q data correspond-
ing to the different redshift bins: lowz zeff = 1.19 (green contours); midz
zeff = 1.50 (purple contours); zeff = 1.83 (orange contours); for fσ8,
DA/rs and Hrs derived from the MCMC chains. In all cases the power
spectrum monopole, quadrupole, and hexadecapole have been used. In the
case of the midz two k-wave numbers have been vetoed as described in
the main text. The priors set on the different parameters are displayed in
Table 10. The units of H(z)rs(zd) are 103 km s−1.
ent redshift-bins derived from the mocks and presented in Fig. 14.
The systematic error contribution is already included in the values
of Table 6.
Fig. 15 displays the full non-Gaussian posterior correspond-
ing to the different redshift bins on the cosmological parameters
of interest. The contours have been produced using the full set of
MCMC-chains and not the Gaussian approximation provided by Ta-
ble 15 (see Appendix E for the differences between the actual like-
lihood posterior shape and its corresponding Gaussian approxima-
tion). In Eq. 17 we display these measurements as a function of
redshift along with other probes.
6.4 Bias evolution
In this section we aim to compare the results on the measured lin-
ear bias of the quasars with previous measurements. Laurent et al.
(2017) measured the quasar correlation function monopole on the
redshift range 0.9 6 z 6 2.2 for the eBOSS DR13 quasar sample
(Albareti et al. 2017) and obtained b1(z = 1.55) = 2.45 ± 0.05
when the full redshift range was considered as a single bin, and
when the sample was divided in several redshift bins (see black
symbols and lines of Fig. 16). In this paper we have measured
b1σ8(z) in a similar redshift range using the DR14 which con-
tains ∼ 80, 000 more quasars and approximately twice the DR13
effective volume. Simply taking the ratio of our b1σ8 measure-
ment and the Planck cosmology prediction for σ8, σPlanck8 pro-
duces b1σ8(z)/σPlanck8 (z) ≡ b1(z). When the isotropic fit is per-
formed (i.e., setting  = 0) using the power spectrum monopole
and quadrupole measurements, b1(z = 1.52) = 2.30 ± 0.11,
whereas the full-AP analysis using the three power spectrum mul-
tipoles yields b1(z = 1.52) = 2.32 ± 0.10. Both results are con-
sistent, demonstrating that the bias measurements and errors do
not depend on the type of fit used, or whether the hexadecapole
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Figure 16. Coloured symbols display the measured linear bias parameter
for the DR14Q sample, as a function of redshift when the function σ8(z)
from Planck cosmology is assumed, b1(z) ≡ [b1σ8(z)]/σ8(z)Planck,
where b1σ8(z) is the actual parameter measured in this paper. Orange sym-
bols display the results when the DR14Q sample is divided in three over-
lapping redshift bins, lowz, midz, and highz. Purple symbols display the
results when the full redshift range (0.8 6 z 6 2.2) is considered as a
single bin. Circles display the results when b1σ8(z) is computed assuming
 = 0 (isotropic fit) and triangle symbols when this condition is relaxed
(full-AP fit). Black empty symbols display the results found by Laurent
et al. 2017 on the DR13Q sample using four different non-overlapping red-
shift bins, along with its best-fit (solid black lines and dashed black lines
for 1σ uncertainties). For the three overlapping redshift bins, the correlation
parameters are: i) for the isotropic case, ρlow−mid = 0.42, ρlow−high =
0.04, ρmid−high = 0.42; ii) for the full-AP case, ρlow−mid = 0.30,
ρlow−high = −0.02, ρmid−high = 0.32.
is added. Also, our results are in good agreement with those pre-
sented in Laurent et al. (2017). We believe that the reason our er-
rors are larger than those from Laurent et al. (2017) is because we
marginalise over a larger set of nuisance parameters, such as b2
and σP . Fig. 16 displays the measurements by Laurent et al. (2017)
when they subdivide the full redshift range in four non-overlapping
redshift bins (black symbols) along with the best-fitting model as
a function of redshift (solid black lines for the best-fitting model
and dashed lines for 1σ confidence level). The coloured symbols
display the measurements we report in this paper: purple symbols
when the full redshift range is considered as a single bin and orange
symbols when the redshift range is divided in the three previously
mentioned redshift bins. The triangle-symbols represent the mea-
surements when the full-AP fits are performed, whereas the circle-
symbols indicate the isotropic fit. In all the cases there is an ex-
cellent agreement among the two analyses, demonstrating the con-
sistency among the DR13Q and DR14Q and the two bias models
used.
7 COSMOLOGICAL IMPLICATIONS
In this section we compare and combine our cosmological results
with other probes such as, the BOSS DR12 results (Alam et al.
2017; du Mas des Bourboux et al. 2017; Bautista et al. 2017b) and
CMB constraints from Planck Collaboration et al. (2016).
The panels of Fig. 17 display the DR14Q measurement of
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Table 11. Data vector and covariance matrix elements, for the results derived from the three overlapping redshift bins, lowz (L super-index), midz (M super-
index) and highz (H super-index). The first row displays the data vector measurements, xi in the same units used on the data-vector of Eq. 27. The second
row displays the diagonal errors (with their systematic contribution), σi, of the covariance matrix corresponding to the data-elements above. Below, the
cross-correlation among the data-vector elements are presented.
[fσ8]L [fσ8]M [fσ8]H [Hrs]L [Hrs]M [Hrs]H [DA/rs]
L [DA/rs]
M [DA/rs]
H
xi 0.4736 0.3436 0.4998 19.6782 19.8637 26.7928 12.6621 12.4349 13.1305
σi 0.0992 0.1104 0.1111 1.5866 2.7187 3.5632 0.9876 1.0429 1.0465
[fσ8]L 1.0000 0.3563 0.0917 0.3156 0.1103 0.0081 0.7192 0.2882 0.0425
[fσ8]M − 1.0000 0.4244 0.0820 0.5231 0.1388 0.2280 0.7446 0.3089
[fσ8]H − − 1.0000 −0.0239 0.1083 0.2490 0.0323 0.2795 0.7954
[Hrs]L − − − 1.0000 0.2836 −0.0005 0.1024 0.0385 −0.0304
[Hrs]M − − − − 1.0000 0.3144 0.0462 0.3462 0.0904
[Hrs]H − − − − − 1.0000 −0.0399 0.0819 0.0637
[DA/rs]
L − − − − − − 1.0000 0.3490 −0.0065
[DA/rs]
M − − − − − − − 1.0000 0.3890
[DA/rs]
H − − − − − − − − 1.0000
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Figure 17. The three panels show the redshift dependence of fσ8, H and DA inferred from a number of SDSS galaxy and quasar surveys. The black dashed
lines along with the green bands display the predictions assuming a flat-ΛCDM Planck cosmology (Planck Collaboration et al. 2016). The blue triangle
represents the RSD analysis of the SDSS-II MGS DR7 at zeff = 0.15 (Howlett et al. 2015); the orange squares display the BAO and RSD analyses from
SDSS-III BOSS DR12 LRGs (Alam et al. 2017) in the range 0.15 6 z 6 0.75; the magenta symbol represent the SDSS-III Ly-α measurement at zeff = 2.4
from the auto- and cross-correlation analyses (du Mas des Bourboux et al. 2017; Bautista et al. 2017b). The results derived from DR14Q SDSS-IV (this work)
are represented by the purple symbols, where the filled symbols indicate the measurements from a single redshift bin analysis at zeff = 1.52, and the empty
symbols from the three overlapping redshift bins at zeff = 1.19, zeff = 1.50 and zeff = 1.83. For clarity, the DA and H quantities have been normalised to
the fiducial prediction by the ΛCDM Planck cosmology.
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Table 12. Parameters of the model for the full AP-fit when the DR14Q
0.8 6 z 6 2.2 sample is divided in three overlapping redshift bins. We
report the results for a fiducial redshift estimate, zfid for the NGC+SGC
sample. The results of the midz sample correspond to the vetoed sample
(see text). For all cases we used the EZ-derived covariance and the ‘stan-
dard’ specifications corresponding to the definition in §5.3. The correlation
among the different parameters are presented in Fig. 14. The units of σP
are [Mpch−1]. The errors shown only represent the statistical error budget
N+S (zfid) 0.8 6 z 6 1.5 1.2 6 z 6 1.8 1.5 6 z 6 2.2
b1σ8 0.900± 0.056 0.945± 0.059 0.947± 0.077
fσ8 0.440± 0.087 0.364± 0.093 0.468± 0.091
α‖ 0.994± 0.075 1.05± 0.12 0.98± 0.13
α⊥ 1.027± 0.075 1.014± 0.069 1.039± 0.067
b2σ8 0.66± 0.85 0.71± 0.60 0.87± 0.55
σP 4.11± 0.58 5.25± 0.68 6.38± 0.77
Anoise 9.7± 5.6 7.8± 4.0 4.4± 3.3
χ2/d.o.f 71/(84− 7) 91/(82− 7) 99/(84− 7)
fσ8, DA and H in purple circles, where the empty symbols repre-
sent the three overlapping redshift bin measurements of § 6.3, and
the filled symbols the measurement considering the full range as a
single redshift bin as described in § 6.2. Along with these measure-
ments, we display the RSD results from the Main Galaxy Sample
(MGS) DR7 SDSS-II (Howlett et al. 2015), the BOSS LRGs DR12
SDSS-III consensus results derived from RSD and BAO analyses
(Ata et al. 2017); and the measurement from the BOSS Lyman-
α DR12 SDSS-III auto- and cross-correlation result derived from
BAO-only analyses (du Mas des Bourboux et al. 2017; Bautista
et al. 2017b). The black dashed line along with the green bands ar-
eas represent the ΛCDM-Planck prediction when a flat Universe is
assumed (Planck Collaboration et al. 2016). The DR14Q measure-
ments cover the, currently, unexplored region (in terms of fσ8, H
and DA measurements) between redshifts 1 and 2, and are in fairly
good agreement with the predictions from Planck.
The methodology used to derive the cosmological parame-
ters of this paper (as well as those of BOSS DR12) assumes Gen-
eral Relativity (GR) as the theory of gravity. In a ΛCDM scenario
we relate the parameter for the growth of structure, f , with the
matter density of the Universe, Ωm, through the parametrisation,
f(z) = Ωm(z)
γ (Kaiser 1987; Linder 2005), where γ is the growth
index; for GR γ = 0.55. Therefore, determining Ωm and f through
different physical processes allow us to perform a consistency test
on the γ parameter, which could potentially show departures from
the GR prediction. We infer f through the distortions of the pe-
culiar velocities of the galaxies; and the value of Ωm through the
anisotropy generated by the AP effect and the Cosmic Microwave
Background (CMB) data. In the top panel of Fig. 18 we perform
a null-test of GR studying the dependencies between Ωm and γ,
where the contours display different combinations among eBOSS
DR14Q, BOSS LRGs DR12 and Planck10, assuming a flat Uni-
verse model, ΩΛ +Ωm = 1. For each dataset a Gaussian likelihood
has been assumed, and the total likelihood has been constructed as
the product of the individual likelihoods, as the different datasets
are uncorrelated. For simplicity we do not exploit the Integrated
10 In this paper we always use Planck cosmology to refer to those results
on H0, Ωm and σ8 derived from the TT+TE+EE+lowP, fifth column from
table 3 of Planck Collaboration et al. 2016.
-2
-1
 0
 1
 2
 0.2  0.25  0.3  0.35  0.4  0.45
GRGR
flat ΛCDM assumed
γ
Ωm
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons.
eBOSS DR14Q 1z-bin + BOSS LRGs DR12 Cons.
eBOSS DR14Q 3z-bin + Planck
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons. + Planck
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
flat ΛCDM
GR assumed
Ω
Λ
Ωm
BOSS LRGs DR12 Cons.
eBOSS DR14Q 1z-bin + BOSS LRGs DR12 Cons.
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons.
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons. + Planck
eBOSS DR14Q 3z-bin + BOSS LRGs-Lya DR12 Cons. + Planck
Figure 18. Top panel: Constraints on the gravity model through the depen-
dence between Ωm and the γ index, when a flat ΛCDM model is assumed.
The black horizontal dashed line displays the prediction for GR. All re-
sults are consistent with ΛCDM-Planck cosmology + GR. Bottom panel:
Constraints on the flatness of the Universe and through the relation be-
tween Ωm and ΩΛ when GR is assumed as the theory of gravity. The black
dashed line indicates the prediction for a flat Universe, Ωm+ΩΛ = 1. The
colour contours display different probe combination among eBOSS DR14Q
(this work), the BOSS DR12 LRGs (Alam et al. 2017), BOSS DR12 Ly-α
(du Mas des Bourboux et al. 2017; Bautista et al. 2017b), and CMB data
from Planck Collaboration et al. 2016. All results are consistent with a flat-
ΛCDM Universe.
Sachs-Wolfe effect (ISW) to place constraints on γ using CMB
measurements.
The constraints derived by combining LRG BOSS results with
DR14Q provide a measurement of γ with 60% precision and Ωm
with ∼ 10%. These constraints become slightly better when we
consider the DR14Q in three redshift bins (dark-blue contours),
than in a single redshift bin (orange contours). The two top rows
of Table 13 display the results for these two cases. Combining the
DR14Q results with Planck measurements (magenta contours) does
not provide a competitive constraint on γ due to the large errors of
the fσ8 measurements. Certainly, γ regulates the amplitude of the
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Table 13. Measurements on Ωm and γ produced by combining various datasets, when a flat-ΛCDM Universe has been assumed. These measurements are
indicated by the corresponding colour contours of Fig. 18. Using the eBOSS DR14Q at a single or at three overlapping redshift bins does not significantly
affect the results, although the three redshift bin measurements have a slight larger constraining power on γ if Planck results are not used. In all the cases the
agreement of the measured cosmological parameters is in excelleng agreement with GR predictions.
Dataset / Model Ωm γ
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons. + flat ΛCDM 0.313+0.040−0.043 0.41± 0.28
eBOSS DR14Q 1z-bin + BOSS LRGs DR12 Cons. + flat ΛCDM 0.332+0.041−0.045 0.34± 0.31
eBOSS DR14Q 3z-bin + BOSS LRGs DR12 Cons. + Planck + flat ΛCDM 0.3123+0.0072−0.0074 0.55± 0.19
eBOSS DR14Q 1z-bin + BOSS LRGs DR12 Cons. + Planck + flat ΛCDM 0.3127+0.0075−0.0071 0.54± 0.19
fσ8 parameter as a function of redshift, and it is particularly sen-
sitive to γ at low redshifts (see e.g. fig 12 from Gil-Marı´n et al.
2016), where the BOSS LRG DR12 measurements dominate. Fi-
nally, we add all these three probes (grey contours) to obtain a 35%
measurement on γ, as shown in the two bottom rows of Table 13,
γ = 0.55±0.19. All the studied probe combinations are consistent
with GR predictions.
In the bottom panel of Fig. 18 we relax the flatness condi-
tion and fix γ to be the predicted value by GR. We show the con-
straints on Ωm and ΩΛ when only the BOSS LRGs DR12 results
are used (magenta contours). In this case, ΩΛ and Ωm present a
large degeneracy which extends towards higher values of the Ω.
Adding eBOSS DR14Q data, in orange contours when only a sin-
gle redshift bin is used, and in blue contours when the three red-
shift bins are considered, considerably breaks this degeneracy. The
resulting constraints are {Ωm, ΩΛ} = {0.322+0.095−0.101, 0.64+0.15−0.14 }
for BOSS LRGs DR12 + eBOSS DR14Q using a single redshift
bin, and {Ωm, ΩΛ} = {0.239+0.091−0.098, 0.57+0.15−0.14 } when three red-
shift bins are used. Both results are similar and are in good agree-
ment with a flat-ΛCDM Universe with Planck best-fitting param-
eters. In both cases a Universe without Dark Energy (ΩΛ = 0) is
disfavoured by 4σ when only the BOSS LRGs DR12 and eBOSS
DR14Q datasets are included. Adding the Planck and BOSS DR12
Ly-α results to these two datasets, provides tighter constraints on
the density of matter, Ωm = 0.3094+0.0076−0.0080 (2.5% precision), and
on the density of Dark Energy ΩΛ = 0.697+0.035−0.032 (0.5% preci-
sion), again in full agreement with a Universe with no curvature,
Ωk = −0.007± 0.030.
8 CONSENSUS RESULTS
The RSD analysis in this paper is based on the eBOSS DR14 quasar
sample in the redshift range 0.8 6 z 6 2.2, using the power
spectrum monopole, quadrupole and hexadecapole measurements
on the k-range, 0.02 6 k [hMpc−1] 6 0.30, shifting the centres
of k-bins by fractions of 1/4 of the bin size and averaging the four
derived likelihoods. Applying the TNS model along with the 2-loop
resumed perturbation theory, we are able to effectively constrain the
cosmological parameters fσ8(z), H(z)rs(zd) and DA(z)/rs(zd)
at the effective redshift zeff = 1.52, along with the remaining ‘nui-
sance’ parameters, b1σ8(z), b2σ8(z), Anoise(z) and σP (z), in all
cases with wide flat priors.
This work is released along with four other complementary
RSD analyses based on the exact same sample, including identical
weighting schemes (described in § 2.2), but using slightly different
techniques and observables. The fiducial cosmology in which the
sample has been analysed is also the same across papers. We briefly
describe the other DR14Q works below.
• Hou et al. (2018) perform a RSD analysis using Legendre
polynomial with order ` = 0, 2, 4 and clustering wedges. They use
”gRPT” to model the non-linear matter clustering. For the RSD,
they use a streaming model extended to one-loop contribution de-
veloped by Scoccimarro (2004) and Taruya et al. (2010) and a non-
linear corrected FoG term. Finally, the bias modelling adopted is
the one described in Chan & Scoccimarro (2012), which includes
both local and non-local contribution. A modelling for spectro-
scopic redshift error is also included.
• Ruggeri et al. (2018) present a RSD analysis using an opti-
mised redshift-dependent weighting scheme presented in Ruggeri
et al. (2017b,a). A Fourier space analysis is then applied, using
evolving power spectrum multipoles to measure cosmological pa-
rameters alongside with its evolution across the redshift bin.
• Zarrouk et al. (2018) describe a RSD analysis using Legen-
dre multipoles with ` = 0, 2, 4 and three wedges of the correlation
function on the s-range from 16 h−1Mpc to 138 h−1Mpc. They
use the Convolution Lagrangian Perturbation Theory with a Gaus-
sian Streaming model and demonstrate its applicability for dark
matter halos of masses of the order of 1012.5M hosting eBOSS
quasar tracers at mean redshift z ' 1.5 using the OR simulation.
• The combined BAO and RSD analysis presented in Zhao et al.
(2018) takes only into account the power spectrum monopole and
the quadrupole, in the k-range of 0.02 6 k [hMpc−1] 6 0.30.
The power spectrum template utilised is based on the regularised
perturbation theory up to second order. With the optimal redshift
weights, they constrain DA, H and fσ8 at four effective redshifts,
0.98, 1.23, 1.53 and 1.94.
All these papers provide constraints on the same cosmological
parameters, fσ8(zeff)DA(z)/rd,H(z)rd (at least) at the effective
redshift zeff = 1.52, and therefore their constrain can be easily
compared.
Fig. 19 displays the constraints represented as contours for
those companion paper RSD analyses described above, which
do not apply any redshift weighting scheme: Hou et al. (2018),
Zarrouk et al. (2018) (both using the three configuration space
multipoles analyses) along with this work. We focus on the vari-
ables with higher interest, fσ8, DA/rs and Hrs along with the
linear bias, b1σ8, all evaluated at zeff = 1.52. The different anal-
yses yield consistent results for the different measurements for the
cosmological parameters using the methodologies described above.
The obtained precision (which does not include the systematic error
budget) is also comparable among the methods, with no significant
difference among configuration space, and Fourier space method-
ologies.
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Figure 19. Parameter contours for b1σ8(zeff), fσ8(zeff),
DA(zeff)/rs(zd), and H(zeff)rs(zd) for the predictions by the
companion papers using the same DR14Q dataset. Purple contours rep-
resent the prediction by Zarrouk et al. 2018 analysis and green contours
the predictions by Hou et al. 2018; both analyses use the configuration
space multipoles (see text for details). Orange contours display the results
presented in this work (using a single redshift bin). All the three analyses
produce consistent values of cosmological parameters, fσ8, DA/rs, and
Hrs, both in the actual measurement as well as in the size and shape of
the confidence level contours. The ∼ 1σ difference on b1σ8 is caused by
different prior conditions on the bias parameters and by the different bias
models used (see text for a further description).
The b1σ8 panels show a ∼ 1σ discrepancy between the
Fourier space- and configuration space-based analyses. Further in-
vestigation has demonstrated that this behaviour is related to the
different bias model assumptions used for the different papers. The
configuration space model, as the one used by Zarrouk et al. (2018),
depends on two bias parameters, F ′ and F ′′, which are eventu-
ally related to b1 and b2. However, the 2-point correlation func-
tion displays a limited sensitivity on F ′′ so that this parameter is
poorly constrained when fitting either Legendre multipoles with or-
der ` = 0, 2, 4 or three wedges. Zarrouk et al. (2018) used mocks
and N-body simulations to show that fixing the F ′′ parameter to
the peak-background split prediction improves the convergence of
the fits without significantly shifting the cosmological parameters,
DA, H and fσ8. This prior on F ′′ does, however, have an effect
on F ′, and therefore on the derived b1σ8. Tests on the OR mocks
revealed a reduction on b1σ8 best-fitting value by a factor 0.037
when the described prior on F ′′ is applied. Therefore, we conclude
that the discrepancy among models in terms of b1σ8, at least for the
configuration space model used by Zarrouk et al. (2018), can be un-
derstood by difference in bias prescriptions and does not affect the
cosmological parameters studied in this set of papers.
For complementary comparisons among the wedges approach,
as well as the comparison among weighting versus non-weighting
schemes, we refer the reader to Zarrouk et al. (2018).
Two BAO additional analyses on the same DR14Q sample are
released along with this paper: Wang et al. (2018) and Zhu et al.
(2018), which are complementary to the isotropic analysis recently
presented by Ata et al. (2017). These two analyses utilise the red-
shift weights proposed in Zhu et al. (2015) to compress the BAO
information in the redshift direction onto a set of weighted corre-
lation functions. These estimators provide optimised angular diam-
eter distance and Hubble parameter measurements at all redshifts
within the range of the quasar sample. Thus, this approach comple-
ments the traditional BAO analysis presented in Ata et al. (2017) by
providing a first BAO measurement of the Hubble parameter from
this sample.
8.1 Consensus between RSD and isotropic BAO
We compare the αiso values derived from the BAO analysis on
the power spectrum monopole with those derived from the RSD
full-AP analysis on the power spectrum monopole, quadrupole, and
hexadecapole.
Combining the values of α‖ and α⊥ from the RSD analy-
sis presented in Table 9, according to Eq. 18 produces, αRSDiso =
1.003 ± 0.035, which corresponds to, DRSDV (1.52)/rs(zd) =
26.27± 0.93.
Similarly to the analysis in Ata et al. (2017), we perform a
BAO analysis on the power spectrum monopole. Unlike the ap-
proach of Ata et al. (2017), we apply the weighting scheme de-
scribed in § 2.2. The sole difference with the previous BAO anal-
ysis is our use of focal plane weights instead of the nearest neigh-
bour weights used in Ata et al. (2017). However, neither of these
weighting schemes has demonstrated any dependency on αiso (see
Table 4), and therefore both approaches are expected to provide un-
biased measurements. Performing the BAO fit in the range of scales
0.02 6 k [hMpc−1] 6 0.30, yields αBAOiso = 1.003 ± 0.04311,
which corresponds to DBAOV (1.52)/rs(zd) = 26.27 ± 1.11. We
do not provide more details on the BAO fit on this paper, as the
results are similar to those presented in Ata et al. 2017.
Both results are in excellent agreement, although, given the
identical dataset we expect a high correlation between them. The
left panel of Fig. 20 displays the inferred αiso parameter: from a
BAO analysis using P (0) in the x-axis; from the RSD analysis us-
ing the three described power spectrum multipoles in the y-axis.
The symbols display the results for the 1000 EZ mocks realizations
and the data using the different redshift estimates, represented by
the coloured symbols following the same colour-notation than in
Fig. 8. The right panel displays the comparison between the 1σ
error using the same plot-notation. As expected, the correlation be-
tween the two techniques is visibly large, and there is a correla-
tion between the inferred errors in the right panel. The results from
the mocks show that the RSD analyses using the mentioned three
power spectrum multipoles tend to present a smaller error on αiso
with respect to the BAO analysis on the monopole. For both cases,
the quantities computed from the data are in good agreement with
those observed from the mocks.
We compute the correlation coefficient between αBAOiso and
αRSDiso . To be conservative, we only use those mocks with a clear
11 This measurement slightly differs from the value found in Ata et al.
2017 when the power spectrum alone was used in the scale range 0.02 6
k [hMpc−1] 6 0.23, αiso = 0.992 ± 0.040 (see ‘P (k) (combined)’ in
table 5 of the quoted paper). However, this small difference on αiso is not
significant given the slight differences in terms of the analysis described in
the main text.
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Figure 20. Comparison between the isotropic BAO scale parameter, αiso (left panel) and its error, σαiso (right panel), inferred from a BAO fit on the power
spectrum monopole, and from a RSD analysis using the power spectrum monopole, quadrupole, and hexadecapole. In the first case, αiso is inferred from the
BAO peak position in the monopole, whereas in the former case αiso is inferred from α‖ and α⊥ through Eq. 18. The blue dots represent the measurement for
the 1000 EZ mocks, whereas the coloured crosses represent the data when zfid (orange cross), zMgII (red cross), and zPCA (black cross), are used as redshift
estimates. The observed correlation between these mocks with 0.9 6 αiso 6 1.1 in both RSD and BAO measurements is ρ = 0.66. The results obtained
from the three datasets represent a typical realisation with respect to the mocks.
detection of the peak, between 0.9 6 αiso 6 1.1 in both BAO and
RSD (812 out of 1000 mocks fulfil these conditions) and find a cor-
relation coefficient of ρ = 0.66. We combine this coefficient with
the measurement of DV from these two techniques. The consen-
sus DV is defined as the weighted mean between BAO and RSD
results,
DconsV = D
RSD
V wRSD +D
BAO
V wBAO, (30)(
σconsDV
)2
= w2RSD
(
σRSDDV
)2
+ w2BAO
(
σBAODV
)2
+ (31)
+ 2ρwRSDσ
RSD
DV wBAOσ
BAO
DV , (32)
where the weights are normalised to be, wRSD + wBAO = 1. Ap-
plying the condition which minimises the variance ofDconsV , σ
cons
DV
,
wRSD ≡ (σ
BAO
DV
)2 − ρσBAODV σRSDDV
(σRSDDV )
2 + (σBAODV )
2 − 2ρσBAODV σRSDDV
(33)
which is the usual inverse weighting scheme for correlated mea-
surements. For the values of correlation and variance given
above, wRSD = 0.76 and wBAO = 0.24. With these weights,
the resulting consensus value for the isotropic BAO distance is
DV (1.52)/rs(zd) = 26.27 ± 0.90, which shows a marginal im-
provement over the RSD result that dominates the consensus.
9 CONCLUSIONS
In this paper we perform a RSD analysis on the two-year data
of SDSS-IV eBOSS quasar sample (DR14), which consists of
148, 659 quasars at 0.8 6 z 6 2.2, and measure the cosmological
parameters: the logarithmic growth of structure times the amplitude
of the dark matter fluctuations, fσ8, the angular diameter distance
of the sound horizon scale at drag redshift, DA/rs, and the Hub-
ble parameter times the sound horizon scale at drag redshift, Hrs,
all at the effective redshift of zeff = 1.52. We combine the mea-
surements on the power spectrum monopole, quadrupole, and hex-
adecapole on the scale range 0.02 6 k [hMpc−1] 6 0.30, with a
theoretical model based on 2-loop resumed perturbation theory and
TNS model for redshift space distortions and measure fσ8(zeff) =
0.420± 0.076, H(zeff) = [162± 12] (rfids /rs)kms−1Mpc−1 and
DA(zeff) = [1.85 ± 0.11] × 103 (rs/rfids )Mpc. These results in-
clude a systematic error budget which contains contributions from
both observational and modelling systematics, extracted from re-
alistic N -body mocks. Additionally, we perform a large number
of systematic tests, and demonstrate that the cosmological results
are robust and unbiased by the choice of parametrisation, e.g., the
k-sampling of the data, the covariance matrix model, the redshift
estimate used in the data, or the range of scales used in the fit.
Additionally, we divide the full redshift range into three over-
lapping redshift ranges, 0.8 6 z 6 1.5, 1.2 6 z 6 1.8,
1.5 6 z 6 2.2, and measure the same quantities in each indi-
vidual bin. Since the redshift bins overlap we also compute the
covariance among the different parameters at different bins using
a set of 1000 mocks. These results are presented along with their
covariance matrix in Table 11. We have found that for the interme-
diate redshift bin the best-fitting χ2 value is higher than any result
found in the mocks. After removing the frequency k ' 0.11hMpc
on the monopole and quadrupole the χ2 value is reduced to typical
values. We have checked that this does not have a significant impact
on the derived cosmological parameters. We leave for a future work
the study and characterisation of this systematic effect. Finally, we
combine the derived cosmological parameters with other comple-
mentary datasets, such as the cosmological measurements from the
SDSS-III DR12 LRG BOSS sample and CMB measurements from
Planck. When we perform a null-test of gravity, γ = 0.54±0.19 for
a flat-ΛCDM Universe, which is fully consistent with the GR pre-
dictions. Using the same datasets we relax the ‘flatness’ condition
and measure ΩΛ = 0.697+0.035−0.032 and Ωm = 0.3094
+0.0076
−0.0080 assum-
ing GR as the theory of gravity. Both measured Ω values are fully
consistent with a flat-ΛCDM Universe, Ωk = −0.007± 0.030.
We have performed a comparison with the companion papers
(Hou et al. 2018 and Zarrouk et al. 2018) which offers comple-
mentary analysis on the same data sample and find an excellent
MNRAS 000, 1–35 (2016)
Structure growth rate measurement from the DR14 quasar power spectrum 31
Table 14. Comparison between the statistical-only errors obtained in this
paper, labeled as ‘This work’, and those forecasted at the beginning of the
survey (see table 4 of Zhao et al. 2016), labeled as ‘Forecast’. The column
‘Re-scaled Forecast’ represents the ‘Forecast’ column scaled by the square-
root of the ratio of volumes between the one assumed by Zhao et al. 2016
at the end of the eBOSS survey, and one corresponding to this survey. The
scaling factor corresponds to 2.07 (see main text). The agreement found
is very high in the AP-scale parameters, DA, H and DV . On the other
hand, the fσ8 and b1σ8 error forecast were performed without marginal-
ising with respect DA and H , and consequently, their errors are smaller.
When this marginalisation is taken into account we find σfσ8/fσ8 = 0.14
and σb1σ8/b1σ8 = 0.032, which are in agreement with the findings of this
work.
Forecast Re-scaled Forecast This work
σDA/DA 0.025 0.052 0.051
σH/H 0.033 0.069 0.063
σDV /DV 0.016 0.033 0.035
σfσ8/fσ8 0.028 0.058 0.16
σb1σ8/b1σ8 0.006 0.012 0.042
agreement, both in the parameters measured as well on the errors
and correlation among cosmological parameters.
We now compare our results with those forecasted at the be-
ginning of the survey in Zhao et al. (2016). Table 14 displays, in the
first column, the forecasted errors for a final area of 7500 deg2 in
the redshift range 0.6 6 z 6 2.2 for the cosmological parameters
of interest. The second column lists the scaling of those constraints
to the volume of the current DR14Q sample. The scaling factor is
2.07, computed as the square-root of the ratio of volumes assuming
a constant density of quasars across the redshift range. The third
column presents the errors in this work for the zfid redshift esti-
mate when the power spectrum monopole, quadrupole, and hex-
adecapole are used. There is an excellent agreement between the
errors of the scaled forecasted AP-parameters, DA, H , and DV ,
and those obtained in this work. The scaled forecasted errors for
fσ8 and b1σ8, however, present a 3.5 factor of disagreement with
those measured. The reason for this is that the forecasts on fσ8
and b1σ8 presented by Zhao et al. (2016) are performed without
marginalising over DA or H . When this marginalisation is taken
into account, we obtain re-scaled errors for fσ8 and b1σ8 of 0.140
and 0.032, respectively. These results are just ∼ 20% larger than
those we report in this paper. Such small differences could origi-
nate from the idealised theoretical model used in the Fisher forecast
or by large statistical fluctuations on the uncertainties (as found in
the mocks). We conclude that the current analysis on the first two
years of data from eBOSS quasar sample is in full agreement with
the initial forecasts, and, consequently, the forecasted precision by
the end of survey will be likely achieved in the final data release of
quasars in 2019-2020.
This work, alongside the above quoted companion papers, for
the first time measures the cosmological parameters, fσ8, DA, and
H using the full-shape analysis of power spectrum multipoles of
eBOSS DR14 quasars as dark matter tracers, demonstrating the
feasibility of this new dark matter tracer, not only for Lyman-α-
based analyses, but also in terms of galaxy-clustering to infer cos-
mological parameters. Previous works have begun to explore the
> 0.8 redshift range using Emission Line Galaxies (ELGs) (Fast-
Sound12, Okumura et al. 2016) and from a multisample of galaxies
(VIPERS13, Mohammad et al. 2017), and performed fσ8 measure-
ments using the full shape of the monopole and quadrupole. This
paper, along with the companion papers, improve in terms of pre-
cision, but also extends the inferred cosmological parameters from
a single fσ8 measurement without marginalisation to a multipole
{fσ8, DA/rs, Hrs} set of marginalised parameters. For instance,
Okumura et al. (2016) and Mohammad et al. (2017) measure fσ8
with ∼ 25% precision at a fixed DA and H , whereas in this paper
we find fσ8 with 18% precision, fully marginalising over DA and
H , and∼ 10% when settingH×DA to a fiducial value. We expect
these errors to be reduced by a factor of ∼ 2 by the completion of
the eBOSS survey. The quasars sample as dark matter tracer rep-
resents only one aspect of the eBOSS program. Separate RSD and
BAO analyses of the eBOSS LRGs and ELGs samples will fill in
the z ∼ 0.8 region with more cosmological measurements in the
next year (see Bautista et al. 2017a for the first BAO measurement
using the DR14 LRG sample), helping to complete the cosmolog-
ical distance ladder measurements from z ∼ 0 to z ∼ 3 presented
in Fig. 17.
Future galaxy spectroscopic surveys such as the ground-based
Dark Energy Spectroscopic Instrument (DESI14, DESI Collabo-
ration et al. 2016a,b) and the space missions such as EUCLID15
(Amendola et al. 2013), will after the year 2020 extensively probe
the intermediate redshift range 1 6 z 6 2, providing cosmological
measurements with unprecedented precision. The eBOSS-related
papers represent the first step in obtaining measurements at this
previously unexplored region.
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APPENDIX A: ISOTROPIC-α APPROXIMATION
In this appendix we examine the assumption of αiso = α
1/3
‖ α
2/3
⊥
used in some sections of the paper. Ross et al. (2015) derive the
analytic formulae for the parameter combination among α‖ and
α⊥ inferred from the different power spectrum and correlation
function µ-moments given by Legendre polynomials, showing ex-
plicitly what is being measured by each. Briefly, when the vari-
able αm+nF = α
m
‖ α
n
⊥ is defined, the m and n values which
provide the degenere directions of these parameters given the
observed multipole at linear order are reported. For the power
spectrum monopole, m = 1/A
(
1/3 + 2β/5 + β2/7
)
and n =
1/A
(
2/3 + 4/15β + 2/35β2
)
, where β ≡ b1/f and A ≡ 1 +
2/3β + 1/5β2. For the b1 and f values obtained from the mean of
the EZ mocks, b1 = 2.25 and f = 0.924, β = 0.4107. Thus, the
measurement of the power spectrum monopole in redshift space
provides a degenerate direction corresponding to αF = αm‖ α
n
⊥
with m = 0.399 and n = 0.601, which differs slightly from the
expected values when the redshift space distortions are removed
(in the reconstruction process for example), m = 0.333 and n =
0.667. The measurement of the µ2-moment of the power spectrum
(in some sense equivalent to the quadrupole) provides m = 0.336
and n = 0.1856. The top panel of Fig. A1 shows the degener-
ate direction for these two cases described above, 1 = αm‖ α
n
⊥,
along with the α‖ and α⊥ measurement from the individual EZ
mocks. Visually, the µ-square moment case is disfavoured with re-
spect to the monopole cases (with or without RSD), suggesting that
when both monopole and quadrupole are added, the total signal
remains dominated by the monopole, as the signal-to-noise ratio
is higher. The lower panel presents the histogram of the quantity
αm‖ α
n
⊥ − α|=0m+n computed from the same mocks, where we
denote α|=0 as the value of α computed when α‖ and α⊥ are set
to the same value. The histogram displays the degree of distortion
compared to the isotropic case (both α being equal) with the full-
AP test. Again, the case for m = 0.399 and n = 0.601 (P (0)
no-RSD) presents a distribution with lower dispersion than the one
by m = 0.336 and n = 0.1856 (P (2) RSD) . We conclude that the
quantity DV is well constrained when α‖ = α⊥.
APPENDIX B: SURVEY GEOMETRY
We write the masked power spectrum multipoles as a Hankel Trans-
form (HT) of the masked `-multipole of the correlation function,
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Figure A1. Top panel: EZ mock measurements for α‖ and α⊥ for the full-
AP test (blue symbols) along with the degeneracy directions predicted by
Ross et al. 2015 when only the monopole is used after (black solid line)
and before (green dashed line) the RSD are removed, and when the µ2-
moment is used (red dotted line). The mocks display a degenrate direction
on α = αm‖ α
n
⊥ which is close to the one predicted by monopole with
RSD removal, which corresponds to αiso. Bottom panel: Histogram of the
quantity αm‖ α
n
⊥ − α|=0m+n computed from the mocks above, where
α|=0 is the α parameter obtained when we set α‖ to be equal to α⊥. The
black bands display the results for m and n when m = 1/3 and n = 2/3,
corresponding to the black solid line in the top panel figure, and the red
bands for m = 0.336 and n = 0.1856, corresponding to the red dotted
line in the top panel.
ξˆ(`),
Pˆ (`)(k) = 4pi(−i)`
∫
dr r2ξˆ(`)(r)j`(kr), (B1)
where j` is the spherical Bessel function of order `. ξˆ(`)(r) can
then be written in terms of the correlation function `-multipoles,
corresponding to the inverse HT of the un-masked power spectrum
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theoretical model,
ξˆ(0) = ξ(0)W 20 +
1
5
ξ(2)W 22 +
1
9
ξ(4)W 24 (B2)
ξˆ(2) = ξ(0)W 22 + ξ
(2)
[
W 20 +
2
7
W 22 +
2
7
W 24
]
+ ξ(4)
[
2
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W 22 +
100
693
W 24 +
25
143
W 26
]
(B3)
ξˆ(4) = ξ(0)W 24 + ξ
(2)
[
18
35
W 22 +
20
77
W 24 +
45
143
W 26
]
+ ξ(4)
[
W 20 +
20
77
W 22
162
1001
W 24 +
20
143
W 26 +
+
490
2431
W 28
]
(B4)
We neglect the contribution of higher-than-hexadecapole terms into
the monopole and quadrupole signal, as they are known to be neg-
ligible. The Wi functions contain all the information on the radial
and angular distribution selection functions and can be computed
through a pair count of the random catalogue,
W 2` (r) ∝
∑
ij
RR(r)
r2
L`(µr), (B5)
where the normalisation factor is the same for all W` and is chosen
such W 20 → 1 in the limit r → 0.
APPENDIX C: EFFECT OF SPECTROSCOPIC WEIGHTS
IN THE POWER SPECTRUM MULTIPOLES
Table 4 lists the results of our test of the impact of the weights
wfoc andwcp on the cosmological parameters of interest. In this ap-
pendix we describe the effect of such weights in the clustering am-
plitude and shape of the power spectrum monopole, quadrupole and
hexadecapole. In order to measure the potential deviations caused
by the spectroscopic weights, we compute the power spectrum mul-
tipoles on the EZ mocks before such effects are applied (‘raw’ mea-
surements of Table 4) and take the mean value over the 1000 re-
alisations. We adopt this measurement as a clustering reference.
We apply the different weighting schemes on individual mocks and
compare their mean with the reference mean. The results are shown
in Fig. C1, where the reference measurement is presented as dashed
black lines in the top sub-panels. zf represents the correction of
the redshift failures through the wfoc weights according to Eq. 2.
wfocwcp corresponds to the case where both fibre collisions and
redshift failures are applied following the prescription described in
§ 2.2.1. Finally, wnozwcp corresponds to the case where both fi-
bre collisions and redshift failures are included, but in this case the
redshift failures have been corrected using the near-neighbour tech-
nique. The top sub-panels present the actual power spectrum multi-
pole measurement, kP (`), and the bottom sub-panels the difference
with respect to the reference case, k∆P (`) ≡ kP (`)i − kP (`)raw. In
the top sub-panels the error-bar is not indicated as it would to small
to be distinguished from the actual lines. In the bottom sub-panels,
the black dotted lines represent the expected 1σ statistical error for
the data DR14Q sample, and has been computed as the rms of the
1000 realisations of the mocks (those with the wfocwcp weighting
scheme).
zf tests the isolated effect of the focal plane weights (with-
out the fibre collisions) through wfoc. Both Table 4 and Fig. C1
demonstrate that wfoc perfectly accounts for the redshift failures,
being able to recover the original power spectrum signal for the
three studied multipoles. Conversely, when the nearest neighbour
technique is applied (both for correcting the fibre collision and the
redshift failures), a spurious anisotropic signal is introduced in such
a way that the monopole and hexadecapole are under-estimated,
whereas the quadrupole is over-estimated. This anisotropic signal
contaminates and biases the measurement of fσ8, as discussed in
§ 5.2. In this case, we observe that the spurious signal is higher
when the nearest neighbour technique is applied to correct the red-
shift failure weights. The systematics associated with the inaccu-
racy when correcting the fibre collision effect through the nearest
neighbour technique are discussed in § 5.2.
APPENDIX D: FULL COVARIANCE MATRICES
In this section we compare the covariance matrices for the power
spectrum multipoles, ` = 0, 2, 4 when they are estimated from
400 realisations of the QPM mocks and the 1000 realisations of
the EZ mocks. Fig. D1 displays the off-diagonal elements (cross-
correlation coefficients) of the covariance, when the k-binning is
linear between 0.01hMpc−1 up to 0.40hMpc−1. The left(right)
panel displays the terms computed from the QPM(EZ) mocks. The
scale for the correlation coefficients has been defined in the range
0 to 0.16 in order to stress the off-diagonal signal. The diagonal
elements are by definition 1 and lie out of the scale. In general,
both matrices are dominated by their diagonal component, as the
off-diagonal cross-correlation terms are typically small,< 0.1. The
different degree of noise from the QPM- and EZ-derived covariances
is caused by the different number of realisations from which the two
covariances are computed.
Fig. D2 displays the ratio of the diagonal elements of the two
covariances for the three studied power spectrum multipoles in dif-
ferent colours. Both covariances are in agreement, although the
QPM-derived elements tend to be ∼ 5% larger than those of the
EZ-derived covariance for the monopole and quadrupole. However,
this trend is not maintained on the hexadecapole, neither for the
monopole at small k. The impact of the covariance choice in the
parameter estimation of the data is discussed in § 5.3.
APPENDIX E: GAUSSIAN APPROXIMATION OF THE
LIKELIHOOD
In this Appendix we compare the full MCMC contours resulting
from the actual dataset with those resulting from the Gaussian ap-
proximation used in §6.1, 6.2 and 6.3 to compute the reported data-
vectors and covariance matrices. For all the cases the data vector is
taken as the mean of the considered MCMC steps. Fig. E1 display
the posterior-likelihood for the anisotropic fit when the full red-
shift range, 0.8 6 z 6 2.2 is considered (corresponding to §6.2).
The contours drawn from the MCMC-full chain are represented in
purple. On the other hand, the green and orange contours corre-
spond to the Gaussian approximation when: i) all the MCMC step
chains are used to compute the Gaussian covariance and central
data vectors (orange contours); ii) only those steps contained within
χ2 6 χ2min + 14.16 are used to compute the Gaussian covariance
(green contours). The former case is the one used to compute the
data-vector and covariance presented in Eq. 28 and 29 (without the
diagonal systematic contribution). In this sense, Fig. E1 demon-
strate the excellent agreement between the actual MCMC posterior
likelihood surface and the reported Gaussian approximation. In this
case, full MCMC distribution do not present strong non-Gaussian
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Figure C1. Effect of the different spectroscopic weights in the power spectrum monopole (left panel), quadrupole (middle panel) and hexadecapole (right
panel) on the mean of 1000 realisations of the EZ mocks. The top sub-panels display the quantity kP (`) for the different weighting schemes (see text and
Table 4 for reference) in different cases. The bottom sub-panels display the difference with respect to the ‘raw’ case, where no observational effect has been
applied. The black dotted lines correspond to the expected 1σ statistical error corresponding to the DR14Q sample and computed from the rms of the 1000
realisations.
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Figure D1. Cross-correlation terms, rij ≡ σij/
√
σ2iiσ
2
jj , corresponding to the covariance matrices inferred from 400 realisations of QPM mocks and 1000
realisations of EZ mocks in the left and right panels, respectively. For each panel, from the left to the right, the monopole, quadrupole, and hexadecapole
k-bins terms are represented and separated by the dashed black lines. For each of the multipoles, the covariance elements correspond to a linear k-binning
between 0.01 6 k [hMpc−1 6 0.40. The colour scale has been adjusted to highlight the off-diagonal terms. The terms in the diagonal have by definition a
cross-correlation term of 1 and lie out of the scale. The QPM-derived covariance present higher values of the off-diagonal terms, specially on the monopole,
whereas the EZ-derived covariance is more diagonal, but this effect is minor compared to the differences observed in the diagonal terms, as displayed by
Fig. D2.
tails, and consequently, the Gaussian predictions from i) and ii) are
very similar.
On the other hand, Fig. E2 display the posterior likelihood
corresponding to §6.3, when the DR14Q dataset is divided into
three overlaping redshift bins: highz (right panel), midz (middle
panel) and lowz (left panel). Green contours display the full MCMC
steps when a very broad and flat prior is applied on α‖ and α⊥.
We refer to this prior: 0 6 α⊥, ‖ 6 2 as ’soft prior’. On the
other hand the purple contours result from applying the prior dis-
played by Table 10 and we refer them as ‘hard prior’. These pri-
ors are defined to cutoff the secondary minima outside the range
0.8 6 α‖,⊥ 6 2.2. The ‘hard prior’ contours for the three red-
shift bins are over-plotted in Fig. 15. Finally, the orange contours
display the Gaussian approximation applying the ii) approach de-
scribed above on the MCMC steps with the ‘hard prior’ condition.
These represent the covariance matrix given by Table 11. Unlike
the single bin case presented in Fig. E1, the Gaussian approxima-
tion on the three overlapping redshift bins does not result in an
excellent agreement. The reason is that when cutting off the dataset
in three chunks, the errors increases and non-Gaussian tails and
secondary minima appear as a result of shifting the BAO features
into the noisy spectrum of the data. We envision that by the end of
eBOSS, the data collected by the survey will be sufficiently large
that these secondary minima will disappear without the necessity
of applying these hard prior conditions.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure D2. Ratio of the square root of the diagonal terms of the covariance
matrices, σii, inferred from 400 realisations of QPM mocks and 1000 real-
isations of EQ mocks, σqpmii /σ
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ii , for the monopole (in blue), quadrupole
(in green), and hexadecapole (in red). As a general trend for the monopole
and quadrupole, the QPM-derived errors tend to be five times larger than in
the EZ-derived errors.
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Figure E1. Posterior likelihood for the cosmological parameters of interest
corresponding the DR14Q dataset when the full redshift range, 0.8 6 z 6
2.2 is considered as a single redshift bin. The contours drawn from the full
MCMC steps are represented in purple. In addition a Gaussian approxima-
tion to the full MCMC steps is also plotted when: i) all the MCMC step chains
are used to compute the Gaussian covariance and central data vectors val-
ues; ii) only those steps within χ2 6 χ2min + 14.16 are used to compute
the Gaussian covariance parameters and data-vector values. The agreement
between all three cases demonstrate the high degree of Gaussianity of the
original sample drawn from the full MCMC steps.
MNRAS 000, 1–35 (2016)
Structure growth rate measurement from the DR14 quasar power spectrum 37
10.0 12.5 15.0 17.5
DA(z)/rs(zd)
12
16
20
24
H
(z
)r
s
(z
d
)
0.00 0.25 0.50 0.75
fσ8(z)
10.0
12.5
15.0
17.5
D
A
(z
)/
r s
(z
d
)
12 16 20 24
H(z)rs(zd)
Full MCMC lowz (soft prior)
Full MCMC lowz (hard prior)
Gaussian Approximation
10.0 12.5 15.0 17.5
DA(z)/rs(zd)
12
18
24
30
H
(z
)r
s
(z
d
)
0.00 0.25 0.50 0.75
fσ8(z)
10.0
12.5
15.0
17.5
D
A
(z
)/
r s
(z
d
)
12 18 24 30
H(z)rs(zd)
Full MCMC midz (soft prior)
Full MCMC midz (hard prior)
Gaussian Approximation
12 16 20 24
DA(z)/rs(zd)
18
24
30
36
H
(z
)r
s
(z
d
)
0.4 0.8 1.2 1.6
fσ8(z)
12
16
20
24
D
A
(z
)/
r s
(z
d
)
18 24 30 36
H(z)rs(zd)
Full MCMC highz (soft prior)
Full MCMC highz (hard prior)
Gaussian Approximation
Figure E2. Posterior likelihood for the cosmological parameters of interest corresponding the DR14Q dataset for the lowz, midz and highz redshift bins in the
left, middle and right panels, respectively. Green contours display the results when a ‘soft’ flat prior is applied on the dilation scale factors: 0 6 α⊥, ‖ 6 2.
In this case, secondary minima appear for some parameters, being the full distribution highly non-Gaussian. Purple contours display the results when a more
restrictive ‘hard’ flat prior (given by Table 10) is applied. In this case the secondary minima are cutoff and the MCMC steps describe a single-peaked distribution.
Finally the orange contour display the Gaussian approximation following the approach described by ii) (see text) applied to the MCMC steps with the ‘hard’
prior.
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