Geometric structure and properties of linear time invariant multivariable systems in the controller canonical form by Kazantzidou, Christina & Ntogramatzidis, Lorenzo
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Kazantzidou, Christina & Ntogramatzidis, Lorenzo
(2017)
Geometric structure and properties of linear time invariant multivariable
systems in the controller canonical form.
IET Control Theory & Applications, 11(1), pp. 25-37.
This file was downloaded from: https://eprints.qut.edu.au/104729/
c© 2017 IEEE
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
https://doi.org/10.1049/iet-cta.2016.0443
Geometric structure and properties of linear time invariant
multivariable systems in the controller canonical form∗
Christina Kazantzidou† and Lorenzo Ntogramatzidis ‡
Abstract
In this paper, we analyse some fundamental structural properties of linear time-invariant multi-
variable systems in the controller canonical form and present a direct method for the computation
of bases and associated friends for output-nulling, input-containing and reachability subspaces in
terms of the parameters of the system and the invariant zero structure, both in the nondefective
and in the defective case. Using this analysis, it is possible to express the solvability conditions of
important control and estimation problems in terms of easily checkable conditions on the system
matrices.
1 Introduction
Geometric control is a classical tool for the analysis of structural properties of linear and nonlinear
systems, and in the solution of fundamental control and estimation problems, such as disturbance
decoupling, fault detection, tracking control, unknown-input observation and model matching. For
surveys of the extensive literature in this area, we direct the interested reader to the comprehensive
monographs [1], [25], [17], [2], see also the recent textbook [8].
The most significant and useful subspaces of the classic geometric theory for linear time-invariant
(LTI) systems are the so-called controlled invariant and conditioned invariant subspaces. The most
important types of controlled invariant subspaces are the so-called output-nulling, reachability ,and sta-
bilisability subspaces. Conditioned invariant subspaces are the dual of controlled invariant subspaces.
Similarly, input-containing, unobservability and detectability subspaces are the dual of output-nulling,
reachability and stabilisability subspaces, respectively. In this paper, for the sake of conciseness, these
subspaces will be referred to as the fundamental subspaces. Controlled invariant, output-nulling,
reachability and stabilisability subspaces are used in the solution of control/rejection problems (dis-
turbance decoupling, noninteracting control, and so forth), see e.g. [3]-[5], whereas conditioned in-
variant, input-containing, unobservability and detectability subspaces are employed in the solution of
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observation/estimation problems (unknown-input observation, fault detection, etc), see e.g. [26]-[29].
Typically, the solvability to these problems is expressed in terms of a condition involving some of
these subspaces; this condition (or set of conditions) is constructive, in the sense that the matrices of
the controller/filter are usually obtained by computing a so-called friend of the subspace used in the
solvability condition, which is a matrix that renders that subspace (being it controlled or conditioned
invariant) invariant with respect to the closed loop. Therefore, a fundamental problem in geometric
control theory is the computation of a friend that enables all the free eigenvalues of the closed-loop
to be assigned.
The traditional algorithms for the computation of the largest output-nulling, reachability, input-
containing and unobservability subspaces are based on monotonic sequences of subspaces which con-
verge to the desired subspace in a finite number of steps. In the pioneering paper [10], under some
unnecessary assumptions, an algorithm was proposed that employs the Rosenbrock system matrix
pencil for the calculation of a spanning set of the supremal reachability subspace of a system. A
framework for the computation of basis matrices for the aforementioned subspaces of an LTI system
was established in [13], which avoided the restrictive assumptions of [10]. In particular, it was shown
in [13] that computational methods based on the Rosenbrock system matrix pencil can be used under
the same general conditions of the subspace recursion methods in [1] and the special coordinate basis
methods in [2]. This procedure was extended in [11] for the case of repeated eigenvalue and invariant
zero structure.
In [9], the framework of [10]-[13] was employed for the computation of basis matrices of the
fundamental subspaces for single-input single-output (SISO) LTI systems in the controller canonical
form and particularly elegant and insightful expressions were obtained in an explicit way. In the SISO
case, the supremal output-nulling reachability subspace is the origin, so that the basis matrix for the
output-nulling subspace of systems in the controller canonical form depends only on the invariant zero
structure. In the same paper, this approach was used to show that it is possible to derive necessary
and sufficient conditions for the solvability of the global monotonic tracking control [14] with state
feedback in terms of the non-zero entries of the output matrix C.
For multiple-input multiple-output (MIMO) systems [15], [22] in the controller canonical form, the
computation of the fundamental subspaces is much more articulated and rich. In [19]-[21], important
preliminary results were given in the calculation of output-nulling and reachability subspaces for
MIMO LTI systems in the controller canonical form. Of particular importance is the approach taken
in [6] for the determination of bases for the supremal output-nulling and reachability subspaces of
strictly proper multivariable systems in the controller canonical form. This approach hinges on the
Smith canonical form of polynomial matrices and addresses also the defective case. One limitation of
[6] is the fact that only the case of double multiplicity of the invariant factors in the Smith canonical
form was taken into account. Another major limitation of [6] was the lack of a procedure for the
computation of the feedback friends that render the supremal output-nulling and reachability subspace
invariant for the closed-loop.
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This paper generalises the results of [9], investigating several aspects related to the computation
of basis matrices for output-nulling and input-containing subspaces of MIMO LTI systems in the
controller canonical form, without the assumption that the system is strictly proper. The second
main objective of this paper is to extend the result in [6] to the case of a defective invariant zero
structure with arbitrary multiplicities, by exploiting the approach developed in [10]-[13]. The Smith
canonical form is used, but two different cases are considered, depending on whether the polynomial
matrix containing the invariant factors is zero for an invariant zero or not. If that matrix is zero for
an invariant zero, we show that the computation of a basis matrix for output-nulling subspaces can
be considerably simplified. The method proposed here allows to derive the explicit structure of the
output-nulling or input-containing subspaces at hand, which is very useful in expressing the solvabil-
ity conditions of a number of control/estimation problems in terms of, for example, the number of
minimum-phase invariant zeros of the system, or even more explicitly in terms of the non-zero ele-
ments of a matrix of the system, see e.g. [9] for the problem of monotonic tracking. We also show how
to compute the associated friends of output-nulling and reachability subspaces; this aspect is crucial,
because, as mentioned above, in virtually all control and estimation problems for which a geometric
solvability solution is available, the computation of the decoupling filter involves the friends of the
output-nulling or input-containing subspaces. Differently from the classical methods for the com-
putation of friends of controlled invariant and output-nulling subspaces, which hinge on state/input
decompositions of the system (see e.g. [1, Chapter 4], [17, Theorem 4.18] and [12]) here we show
that the explicit structure of output-nulling or input-containing subspaces delivers the corresponding
friends of these subspaces in a simple and natural way, with the simultaneous assignment of the free
closed-loop eigenstructure. In addition, output-nulling and reachability subspaces are computed for
the defective case without the need of any restrictive assumption. This latter aspect is particularly
useful for dead-beat control and estimation problems, where the calculation of a friend requires the
assignment of repeated eigenvalues at the origin.
The paper is organised as follows. In Section 2 we provide preliminary material for multivariable
systems in the controller canonical form and in Section 3 we define the fundamental subspaces of
multivariable systems. Section 4 deals with the computation of bases and friends for output-nulling
and reachability subspaces and bases for input-containing subspaces for multivariable systems in the
controller canonical form. The results are illustrated with numerical examples in Section 5, followed
by concluding remarks.
Notation. The origin of a vector space is denoted by {0}. The image and the kernel of a
matrix A are represented by imA and kerA, respectively. The symbol ⊕ stands for the direct
sum of subspaces. The symbol i represents the imaginary unit, i.e., i =
√−1, while the symbol α
represents the complex conjugate of α ∈ C. Given a rational matrix P (λ) ∈ R(λ)m×n, the normal
rank is defined as the maximum number of its linearly independent row vectors or column vectors
and is denoted by normrankP , see e.g. [18]. A p × m polynomial matrix T (λ), can be written as
T (λ) =
[
T (λ)
]h
c
diag {λt1 , . . . , λtm} + Tc(λ), where the matrix
[
T (λ)
]h
c
denotes the highest column
3
degree coefficient matrix and the degree of the j-th column of Tc(λ) is lower than tj , see e.g. [23],
[18]. If
[
T (λ)
]h
c
has full rank, then T (λ) is called column proper, [23], [18]. A polynomial matrix T (λ)
with normrankT (λ) = r can be decomposed as
T (λ) = UL(λ)E(λ)UR(λ) = UL(λ)
[
diag {1, . . . , 1, 1(λ), . . . , µ(λ)} O
O O
]
UR(λ),
where UL(λ), UR(λ) are, respectively, p× p, m×m unimodular matrices, E(λ) is the Smith canonical
form and 1(λ), . . . , µ(λ) denote the invariant factors with 1(λ)| . . . |µ(λ) and 1 < deg 1(λ) ≤ . . . ≤
deg µ(λ), µ ≤ r, [7], [18]. Given a polynomial matrix T (λ), we denote T (z)(i) = didλiT (λ)
∣∣∣
λ=z
. Finally,
the i-th canonical basis of Rm is denoted by ei.
2 Preliminaries
In this paper, the time index set of any signal is denoted by T; this symbol stands for R+ in the
continuous time and N in the discrete time. Consider a completely reachable MIMO LTI continuous
or discrete-time system Σ governed by
D x(t) = Ax(t) +B u(t),
y(t) = C x(t) +D u(t),
(1)
where, for all t∈T, x(t)∈X = Rn is the state, u(t)∈ U = Rm is the control input, y(t)∈Y = Rp
is the output, and A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m. We identify the system with the
quadruple Σ = (A,B,C,D). The operator D represents the time derivative D x(t) = x˙(t) in the
continuous time, and the unit time shift D x(t) = x(t + 1) in the discrete time. Without loss of
generality, we assume that [ C D ] is full row rank. We also assume that rankB = m and that Σ is
in the so-called controller canonical form, see e.g. [24], [23], [18]-[21], [6], i.e., the matrices A,B are
in the following form:
A =

A1,1 A1,2 . . . A1,m
A2,1 A2,2 . . . A2,m
...
...
. . .
...
Am,1 Am,2 . . . Am,m
, B =

B1
B2
...
Bm
, (2)
where Aj,i ∈ Rνj×νi , Bj ∈ Rνj×m for i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m} and
Aj,j =

0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
αj,j,0 αj,j,1 . . . αj,j,νj−1
, Aj,i =

0 . . . 0
...
. . .
...
0 . . . 0
αj,i,0 . . . αj,i,νj−1
, Bj =

0
...
0
β>j
,
β>1 = [ 1 β1,2 β1,3 . . . β1,m ], β
>
2 = [ 0 1 β2,3 . . . β2,m ], . . . , β
>
m = [ 0 0 0 . . . 1 ].
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Let A˜ ∈ Rm×n be the matrix consisting of the ν1, ν1 + ν2, . . . , n-th rows of A, which are denoted by
α>j , j ∈ {1, . . . ,m}, and let B˜ ∈ Rm×m be the matrix consisting of the nonzero rows of B, i.e.,
A˜ =

α>1
α>2
...
α>m
 =

α1,1,0 . . . α1,1,ν1−1 α1,2,0 . . . α1,2,ν2−1 . . . α1,m,0 . . . α1,m,νm−1
α2,1,0 . . . α2,1,ν1−1 α2,2,0 . . . α2,2,ν2−1 . . . α2,m,0 . . . α2,m,νm−1
...
...
...
...
...
...
...
...
...
...
αm,1,0 . . . αm,1,ν1−1 αm,2,0 . . . αm,2,ν2−1 . . . αm,m,0 . . . αm,m,νm−1
,
B˜ =

β>1
β>2
...
β>m
 =

1 β1,2 β1,3 . . . β1,m
0 1 β2,3 . . . β2,m
...
...
. . .
. . .
...
0 0 0 . . . 1
.
The transfer function matrix of the system Σ is equal to GΣ(λ) = C (λ In − A)−1B + D. We
define the matrices
CΣ(λ)
def
= C S(λ), DΣ(λ)
def
= B˜−1 diag {λν1 , . . . , λνm} − B˜−1 A˜ S(λ),
where S(λ) is the n×m polynomial matrix defined as
S(λ) =

s1(λ) O
s2(λ)
. . .
O sm(λ)
, sj(λ) =

1
λ
λ2
...
λνj−1
, j ∈ {1, . . . ,m},
see e.g. [24], [23], [18]-[21], [6]. Notice that
[
DΣ(λ)
]h
c
= B˜−1 is nonsingular, so that DΣ(λ) is column
proper and its determinant is not the zero polynomial. From the structure theorem of Wolovich and
Falb [24], there holds
(λ In −A)S(λ) = BDΣ(λ), (3)
which gives C S(λ)D−1Σ (λ) + D = C (λ In − A)−1B + D. Then GΣ(λ) = NΣ(λ)D−1Σ (λ) is a right
matrix fraction description of the transfer function matrix GΣ(λ), where the numerator matrix is
NΣ(λ)
def
= CΣ(λ) +DDΣ(λ), which has full normal rank.
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An essential tool used in this paper is the so-called Rosenbrock system matrix pencil PΣ(λ), which
is defined as PΣ(λ)
def
=
[
A−λ In B
C D
]
. We recall that the invariant zeros of (A,B,C,D) are the values of
λ for which PΣ(λ) loses rank with respect to its normal rank.
Lemma 2.1 Let PΣ(λ) be the Rosenbrock system matrix pencil of a MIMO system (A,B,C,D)
in the controller canonical form and NΣ(λ) = CΣ(λ) + DDΣ(λ). There holds normrankPΣ(λ) =
normrankNΣ(λ) + n.
1This follows directly from the fact that [ C D ] has been assumed to be full row rank and
[
S(λ)
DΣ(λ)
]
is full column
normal rank by construction.
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Proof: From (3), which can be written as [ A− λ In B ]
[
S(λ)
DΣ(λ)
]
= O, it follows
PΣ(λ)
[
S(λ)
DΣ(λ)
]
=
[
O
NΣ(λ)
]
(4)
and, from the Sylvester’s rank inequality,2 there holds
normrankPΣ(λ) + normrank
[
S(λ)
DΣ(λ)
]
− n−m ≤ normrank
(
PΣ(λ)
[
S(λ)
DΣ(λ)
])
= normrank
[
O
NΣ(λ)
]
= normrankNΣ(λ).
The normal rank of
[
S(λ)
DΣ(λ)
]
is equal to m for all λ ∈ C by construction, and therefore
normrankPΣ(λ)− n ≤ normrankNΣ(λ). (5)
From the identity
[
A−λ In B
C D
]
=
[
In O
C (A−λ In)−1 Ip
][
A−λ In B
O GΣ(λ)
]
, we also have that
normrankPΣ(λ) = normrankGΣ(λ) + n. (6)
Using again the Sylvester’s rank inequality, we have
normrankGΣ(λ) = normrank
(
NΣ(λ)D
−1
Σ (λ)
) ≥ normrankNΣ(λ) + normrank D−1Σ (λ)−m
= normrankNΣ(λ) + normrankDΣ(λ)−m = normrankNΣ(λ), (7)
because normrank D−1Σ (λ) = normrankDΣ(λ) = m, and from (6)-(7), we find
normrankPΣ(λ) = normrankGΣ(λ) + n ≥ normrankNΣ(λ) + n. (8)
From (5) and (8), we obtain normrankPΣ(λ) = normrankNΣ(λ) + n.
Remark 2.1 If the system is square, i.e., p = m, then
detPΣ(λ) = det (A− λ In) det
(
D − C (A− λ In)−1B
)
= det (A− λ In) det
(
C (λ In −A)−1B +D
)
= det (A− λ In) detNΣ(λ)/ detDΣ(λ) = det (A− λ In) detNΣ(λ)/ det(λ In −A) = (−1)n detNΣ(λ)
and the invariant zeros are immediately seen to be the roots of the determinant of NΣ(λ).
Corollary 2.1 The invariant zeros of a MIMO system Σ = (A,B,C,D) in the controller canonical
form are given by the zeros of NΣ(λ).
Proof: In view of Lemma 2.1, PΣ(λ) loses rank when NΣ(λ) loses rank, i.e., at the zeros of NΣ(λ),
which are equal to the zeros of the greatest common divisor of all the highest order minors of NΣ(λ),
see e.g. [18]-[21].
2Given two rational matrices P (λ) ∈ R(λ)m×n and Q(λ) ∈ R(λ)n×q, there holds normrank (P (λ)Q(λ)) ≥
normrankP (λ) + normrankQ(λ)− n, [7].
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3 Geometric background
We now introduce some concepts from classical geometric control theory that will be used in the sequel.
More details can be found for example in [17]. An output-nulling subspace V of Σ = (A,B,C,D) is
a subspace of X for which there holds
[
A
C
]
V ⊆ (V ⊕ {0}) + im
[
B
D
]
or, equivalently, for which there
exists a real-valued matrix F such that (A+B F )V ⊆ V ⊆ ker (C +DF ), which is called a friend of
V. The set of friends of V is denoted by F(V). We denote by V? the largest output-nulling subspace
of Σ.
Input-containing subspaces can be defined as the dual of output-nulling subspaces. Indeed, by
defining the dual Σ> =
(
A>, C>, B>, D>
)
of Σ, an input-containing subspace S for Σ can be defined
as the orthogonal complement of an output-nulling subspace for Σ>. This is equivalent to saying that
an input-containing subspace S is a subspace of X satisfying [ A B ] ((S ⊕ U) ∩ ker [ C D ]) ⊆ S.
We denote by S? the smallest input-containing subspace of Σ.
The so-called output-nulling reachability subspace on V?, denoted by R?, represents the set of
initial states which are reachable from the origin and the corresponding output is identically zero and
can be computed by R? = V? ∩ S?. The dual subspace Q? = V? + S? is the so-called unobservability
subspace. Recall that if
[
B
D
]
is full column-rank and [ C D ] is full row-rank, an LTI system Σ is
left-invertible if and only if R? = {0} and right-invertible if and only if Q? = X .
Let F ∈ F(V?). The closed-loop spectrum can be partitioned into two parts: i) σ(A+ B F | V?),
which is the spectrum of A+B F restricted to V?; and ii) σ(A+B F | X/V?), which is the spectrum of
the mapping induced by A+B F on the quotient space X/V?. The eigenstructure of A+B F restricted
to V? can be further split into two sets: the eigenstructure of σ(A + B F |R?), which is completely
assignable with a suitable choice of F in F(V?); and the eigenstructure in σ (A+B F | V?/R?), which
coincides with the invariant zero structure of Σ, see e.g. [17, Theorem 7.19] and is fixed for all the
choices of F in F(V?).
The following two lemmas provide a useful way to compute basis matrices for R?,V?, [11]-[13].
Lemma 3.1 Let r
def
= dimR? and let λ1, . . . , λr be distinct complex numbers all different from the
invariant zeros of the system and such that, if λi ∈ C \ R, there exists j ∈ {1, . . . , r} \ {i} such
that λj = λi. Let λ1, . . . , λr be ordered in such a way that the first 2s values are complex while the
remaining are real and for all odd k < 2s we have λk+1 = λk. Let
[
Vk
Wk
]
be a basis for kerPΣ(λk), so
that
[
A−λk In B
C D
][
Vk
Wk
]
= O, k ∈ {1, . . . , r} and for all odd k < 2s,
[
Vk+1
Wk+1
]
=
[
V k
Wk
]
. Then
R? = im [ V1 + V2 i (V2 − V1) | . . . | V2s−1 + V2s i (V2s − V2s−1) | V2s+1 . . . Vr ].
Remark 3.1 The same result of Lemma 3.1 holds for the computation of V? when we consider
λ1, . . . , λr, z1, . . . , z` distinct complex numbers, where λ1, . . . , λr are different from the invariant zeros
and z1, . . . , z` are the invariant zeros of the system. If, we restrict this operation to the minimum-
phase zeros of the system, we obtain the supremal stabilisability subspace V?g of the system, which is
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the largest output-nulling subspace for which a friend F exists such that all the eigenvalues of A+B F
are asymptotically stable.
We now consider the defective case. Let Λ be the Jordan structure that we wish to associate
to the mapping A + B F |R?, where Λ = blkdiag {J(λ1), . . . , J(λν)}, and L = {λ1, . . . , λν} ⊂ C be
self-conjugate; we denote by µi the multiplicity of λi, so that µ1 + . . . + µν = dimR?, and µi = µj
whenever λi = λj . In Λ, each J(λi) is a Jordan matrix for λi of order µi, and may be composed of
up to gi mini-blocks J(λi) = blkdiag {J1(λi), . . . , Jgi(λi)}, where 1 ≤ gi. Let pi,k, k ∈ {1, . . . , gi}, i ∈
{1, . . . , ν} denote the order of each Jordan mini-block Jk(λi), so that pi,k = pj,k whenever λi = λj and
µi = pi,1 + . . .+ pi,gi . We denote P def= {pi,k}, i ∈ {1, . . . , ν}, k ∈ {1, . . . , gi} the partial multiplicities
of the eigenvalues λ1, . . . , λν in Λ. Thus, L and P univocally identify Λ up to the order of the Jordan
blocks. The possible mini-block orders pi,k of the Jordan structure of A + B F |R? are constrained
by the conditions of the Rosenbrock theorem, [16]. If L and P satisfy such conditions, we say that
the pair (L,P) defines an assignable Jordan structure for A+B F |R?, see also [12].
Lemma 3.2 Let (L,P) comprise an assignable Jordan structure for A + B F |R?. For all odd
i < 2s and for i ∈ {2s + 1, . . . , ν} and j ∈ {1, . . . , gi}, there exist vectors
[
vi,j,k
wi,j,k
]
, such that[
A−λi In B
C D
][
vi,j,k
wi,j,k
]
=
[
vi,j,k−1
0
]
, k ∈ {2, . . . , pi,j}, where
[
vi,j,1
wi,j,1
]
is a basis for kerPΣ(λi) and for
all odd i < 2s,
[
vi+1,j,k
wi+1,j,k
]
=
[
vi,j,k
wi,j,k
]
. Let
[
Vi,j
Wi,j
]
=
[ vi,j,1 ... vi,j,pi,j
wi,j,1 ... wi,j,pi,j
]
,
[
Vi
Wi
]
=
[
Vi,1 ... Vi,gi
Wi,1 ... Wi,gi
]
. Then
R? = im[ V1 + V2 i (V2 − V1) | . . . | V2s−1 + V2s i (V2s − V2s−1) | V2s+1 . . . Vν ].
Remark 3.2 For V? the same result holds, but (L,P) must also contain the invariant zero structure.
Likewise, for V?g we must have that (L,P) contains the minimum-phase invariant zero structure.
In [10, Proposition 5], it is shown that V? is made up of two parts, which may have nontrivial
intersection: V?z which is linked to kerPΣ(λ) when λ is an invariant zero, and R? which is linked
to kerPΣ(λ) when λ is not an invariant zero. In [6], it is shown how to compute V?, considering a
strictly proper system (A,B,C) in the controller canonical form. However, the theorem is proved
considering the particular case of invariant zeros with double multiplicity. In the SISO case it was
proved that R? = {0}, but this result does not hold true in general in the MIMO case. The output-
nulling reachability subspace R? is the origin in the case of MIMO systems in the controller canonical
form if the kernel of CΣ(λ) is the origin for all λ different from the invariant zeros. If p ≥ m, then
normrankCΣ(λ) = m and the nullity of CΣ(λ), which is equal to m− normrankCΣ(λ), is zero.
We now consider the dual of Lemma 3.1.
Lemma 3.3 Let q
def
= dimQ? and let λ1, . . . , λq be distinct complex numbers such that, if λi ∈ C \R,
there exists j ∈ {1, . . . , q} \ {i} such that λj = λi. Let λ1, . . . , λq be ordered in such a way that the
first 2s values are complex while the remaining are real and for all odd k < 2s we have λk+1 = λk. Let
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[
Qk Pk
]
a basis for the left null-space of PΣ(λk), so that
[
Qk Pk
][A−λk In B
C D
]
= O, k ∈ {1, . . . , q}.
and for all odd k < 2s,
[
Qk+1 Pk+1
]
=
[
Qk P k
]
. Then
Q? = ker
([
(Q1 +Q2)
> i (Q2 −Q1)> | . . . | (Q2s−1 +Q2s)> i (Q2s −Q2s−1)> |Q>2s+1 . . . Q>q
]>)
.
The case of nontrivial Jordan structure can be stated analogously, and will be omitted for the
sake of brevity.
4 Fundamental subspaces and the controller canonical form
4.1 Output-nulling and reachability subspaces
In this section, we consider nonstrictly proper multivariable systems in the controller canonical form.
The following theorem shows how to compute R? and construct the associated friend.
Theorem 4.1 Consider a MIMO system Σ = (A,B,C,D) in the controller canonical form and
choose distinct and complex λ1, . . . , λ2s, λ2s+1, . . . , λr different from the invariant zeros, ordered in
such a way that for all odd i < 2s we have λi+1 = λi and λi are real for all i ≥ 2s + 1. Then R? is
computed by R? = imV , where
V = [ Re {V (λ1)} Im {V (λ1)} | . . . |Re {V (λ2s−1)} Im {V (λ2s−1)} |V (λ2s+1) . . . V (λr) ], (9)
V (λi) = S(λi) V˜ (λi) and V˜ (λi) is a basis matrix for kerNΣ(λi), i ∈ {1, . . . , r}.
Proof: Multiplying both sides of (4) on the right by a basis polynomial matrix V˜ (λ) of kerNΣ(λ)
gives
PΣ(λ)
[
S(λ) V˜ (λ)
DΣ(λ) V˜ (λ)
]
= O.
Denoting V (λ)
def
= S(λ) V˜ (λ), we compute V (λi) for i ∈ {1, . . . , r}, such that for all odd i <
2s, V (λi+1) = V (λi). For all odd i < 2s, we construct s pairs of real vectors[
V (λi) + V (λi+1) i (V (λi+1)− V (λi))
]
=
[
2Re{V (λi)} 2 Im{V (λi)}
]
and a basis for R? is given by the image of V in (9).
In order to construct a friend ofR? such that σ(A+B F |R?) = {λ1, . . . , λr}, first choose one vector
vi from each matrix V (λi) in such a way that for all i < 2s the vector vi+1 chosen from V (λi+1) is the
complex conjugate of vi and the r vectors vi, i ∈ {1, . . . , r} are linearly independent, and define the
full column-rank, real matrixX
def
= [ v1+v2 i (v2−v1) | . . . | v2s−1+v2s i (v2s−v2s−1) | v2s+1 . . . vr ].
Next, denoting W (λ)
def
= DΣ(λ) V˜ (λ) and computing W (λi) for i ∈ {1, . . . , r}, select the r vectors wi
from the matrix [ W (λ1) . . . W (λ2s) W (λ2s+1) . . . W (λr) ] which correspond to the chosen vi, and
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define the real matrix Y
def
= [ w1+w2 i (w2−w1) | . . . | w2s−1+w2s i (w2s−w2s−1) | w2s+1 . . . wr ].
A friend of R? is constructed as F = Y X†, see [13].
We now remove the assumption that λ1, . . . , λr are distinct and assume that they are real for
simplicity.
Theorem 4.2 Let Σ = (A,B,C,D) be a MIMO system in the controller canonical form and let
r = dimR?. Let λ1, . . . , λν be real numbers different from the invariant zeros, with multiplicities
µ1, . . . , µν , respectively, such that µ1 + . . . + µν = r. Then a basis matrix for R? is given by R? =
im [ V1 V2 . . . Vν ], where for all i ∈ {1, . . . , ν}
Vi =
[
V (λi) V (λi)
(1) . . . V (λi)
(µi−1)
(µi−1)!
]
, V (λi) = S(λi) V˜ (λi) (10)
and V˜ (λi) is a basis matrix for kerNΣ(λi).
Proof: We multiply (4) both sides on the right by a basis polynomial vector v˜(λ) of kerNΣ(λ) and
obtain [
A− λ In B
C D
][
V (λ)
W (λ)
]
= O, (11)
where V (λ) = S(λ) V˜ (λ), W (λ) = DΣ(λ) V˜ (λ). Taking the first derivative of (11), we have[
A− λ In B
C D
][
d
dλV (λ)
d
dλW (λ)
]
=
[
V (λ)
O
]
.
We prove by induction that A− λ In B
C D
 1κ! dκdλκV (λ)
1
κ!
dκ
dλκW (λ)
 =
 1(κ−1)! dκ−1dλκ−1V (λ)
O
. (12)
We have proved that it holds true for κ = 1 and assume that it holds true for κ−1, i.e., let us assume
that  A− λ In B
C D
 1(κ−1)! dκ−1dλκ−1V (λ)
1
(κ−1)!
dκ−1
dλκ−1W (λ)
 =
 1(κ−2)! dκ−2dλκ−2V (λ)
O

and differentiating A− λ In B
C D
 1(κ−1)! dκdλκV (λ)
1
(κ−1)!
dκ
dλκW (λ)
 =
 ( 1(κ−1)! + 1(κ−2)!) dκ−1dλκ−1V (λ)
O
 =
 κ(κ−1)! dκ−1dλκ−1V (λ)
O
,
we obtain (12). Computing 1κ!
dκ
dλκV (λ) for each λi and κ ∈ {1, . . . , µi − 1}, i ∈ {1, . . . , ν}, we obtain
Vi as in (10) and a basis matrix for R? is given by the image of V = [ V1 V2 . . . Vν ].
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Theorem 4.2 does not discuss the construction of the friend F . On the other hand, one can easily
proceed as outlined above by taking into account the constraints imposed by the Rosenbrock Theorem
on the dimensions of the Jordan mini-blocks of the mapping A+B F |R? as detailed in [12].
Now we focus our attention on the subspace V?z associated to the invariant zeros of a system. For
this reason we assume that R? = {0}, i.e., the case where the system is left-invertible. The following
theorem provides a structure for a basis matrix of V? = V?z in the case where the invariant zeros are
distinct and complex.
Theorem 4.3 Consider a left-invertible MIMO system Σ = (A,B,C,D) in the controller canonical
form with ` distinct and complex invariant zeros z1, . . . , z2σ, z2σ+1, . . . , z`, ordered in such a way that
for all odd i < 2σ we have zi+1 = zi and zi are real for all i ≥ 2σ + 1. Then a basis matrix for V? is
given by V? = V?z = imV , where
V = [ Re {v1} Im {v1} | . . . | Re {v2σ−1} Im {v2σ−1} | v2σ+1 . . . v` ], (13)
vi = S(zi) v˜i and v˜i is a basis vector for kerNΣ(zi) for i ∈ {1, . . . , `}. The matrix W for the
computation of an associated friend F = W V † that assigns the invariant zero structure of Σ is given
by
W = [ Re {w1} Im {w1} | . . . | Re {w2σ−1} Im {w2σ−1} | w2σ+1 . . . w` ], (14)
where wi = DΣ(zi) v˜i, i ∈ {1, . . . , `}.
Proof: Since the system has distinct invariant zeros, the Smith canonical form of PΣ(zi) has one
invariant factor 1(λ) = (λ− z1) . . . (λ− z`), which implies that the kernel of PΣ(zi) is 1-dimensional.
From
PΣ(zi)
[
S(zi)
DΣ(zi)
]
=
[
O
NΣ(zi)
]
, (15)
we have that a basis vector for kerPΣ(zi) is given by[
vi
wi
]
def
=
[
S(zi)
DΣ(zi)
]
v˜i,
where v˜i ∈ kerNΣ(zi). Since the invariant zeros are distinct, the Smith canonical form of NΣ(λ) is[
diag {1,...,1, 1(λ)}
O
]
. Consequently, the dimension of kerN(zi) is 1. For each invariant zero, we compute
vectors vi = S(zi) v˜i, where v˜i is a basis vector for kerNΣ(zi), such that for all odd i < 2s,vi+1 = vi.
In view of Lemma 3.1 and Remark 3.1, we construct σ pairs of real vectors[
vi + vi+1 i (vi+1 − vi)
]
=
[
2Re{vi} 2 Im{vi}
]
for all odd i < 2σ and a basis for V? is given by (13). We also construct σ pairs of real vectors for
the complex wi and W is constructed as in (14).
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Remark 4.1 If a MIMO system (A,B,C,D) in the controller canonical form is square, i.e., p = m,
and D is nonsingular, then it has n invariant zeros and thus V? = X .
Remark 4.2 For a SISO system (A,B,C) in the controller canonical form with ` invariant zeros
ordered as in Theorem 4.3, the transfer function is given by GΣ(λ) = cΣ(λ)/dΣ(λ). Since z1, . . . , z`
are the roots of cΣ(λ), the nullity of cΣ(zi) is 1, so that
V? = im

Re {1} Im {1} . . . Re {1} Im {1} 1 . . . 1
Re {z1} Im {z1} . . . Re {z2s−1} Im {z2s−1} z2s+1 . . . z`
...
... . . .
...
...
... . . .
...
Re
{
zn−11
}
Im
{
zn−11
}
. . . Re
{
zn−12s−1
}
Im
{
zn−12s−1
}
zn−12s+1 . . . z
n−1
`
,
see also [9].
The following theorem concerns the case of invariant zeros with multiplicity greater than 1. We
assume, for the sake of simplicity of exposition, that the system has one invariant zero with multiplicity
` and the multiplicities of z as root of the µ ≤ m invariant factors in the Smith canonical form of
NΣ(λ) are r1, r2, . . . , rµ, so that r1 + r2 + . . . + rµ = `. If a system has more than one repeated
invariant zeros, the same procedure may be followed for each of them.
Theorem 4.4 Let Σ = (A,B,C,D) be a left-invertible MIMO system in the controller canonical
form that has a real invariant zero z with multiplicity `. Decompose NΣ(λ) = CΣ(λ) + DDΣ(λ) as
NΣ(λ) = UL(λ)E(λ)UR(λ), where E(λ) is the Smith canonical form of NΣ(λ) with invariant factors
j(λ) and deg j(λ) = rj , j ∈ {1, . . . , µ}. Then V? = V?z = imV = im [ V1 V2 . . . Vµ ], where
Vj =
[
S(z) v˜0,j
∣∣∣ S(z)(1) v˜0,j + S(z) v˜1,j ∣∣∣ . . . ∣∣∣ S(z)(rj−1)(rj−1)! v˜0,j +∑rj−1κ=1 S(z)(rj−κ−1)(rj−κ−1)! v˜κ,j ], (16)
and
v˜0,j = U
−1
R (z) em−µ+j ,
v˜κ,j = −U−1R (z)
κ−1∑
l=0
UR(z)
(κ−l)
(κ− l)! v˜l,j , κ ∈ {1, . . . , rj − 1}, j ∈ {1, . . . , µ}.
The matrix W for the computation of an associated friend F = W V † that assigns the invariant zero
structure of Σ is given by W = [ W1 W2 . . . Wµ ], where for all j ∈ {1, . . . , µ}
Wj =
[
DΣ(z) v˜0,j
∣∣∣ DΣ(z)(1) v˜0,j +DΣ(z) v˜1,j ∣∣∣ . . . ∣∣∣ DΣ(z)(rj−1)(rj−1)! v˜0,j +∑rj−1κ=1 DΣ(z)(rj−κ−1)(rj−κ−1)! v˜κ,j ].
Proof: If we multiply PΣ(z)
[
S(z)
DΣ(z)
]
=
[
O
NΣ(z)
]
on both sides by a basis for kerNΣ(z), which is
denoted by V˜0, we have that PΣ(z)
[
S(z) V˜0
DΣ(z) V˜0
]
= O and
[
V0
W0
]
def
=
[
S(z) V˜0
DΣ(z) V˜0
]
is a basis for kerPΣ(z).
There holds V˜0 = U
−1
R (z) [ em−µ+1 . . . em ] with U−1R (z) em−µ+j corresponding to the invariant
factor j(λ). Denoting by v˜0,j the column vector of V˜0 corresponding to the invariant factor j(λ),
we have v˜0,j = U
−1
R (z) em−µ+j , j ∈ {1, . . . , µ}.
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For every invariant factor j(λ), we will find a matrix Vj = [ v0,j v1,j . . . vrj−1,j ] belonging
to V?z . The first vector is v0,j = S(z) v˜0,j and we will compute vκ,j , κ ∈ {1, . . . , rj − 1}, which must
satisfy [
A− z In B
C D
][
vκ,j
wκ,j
]
=
[
vκ−1,j
0
]
.
Taking the first derivative of (4), we have[
−In O
O O
][
S(λ)
DΣ(λ)
]
+
[
A− λ In B
C D
][
d
dλS(λ)
d
dλDΣ(λ)
]
=
 O
d
dλNΣ(λ)

or, equivalently, [
A− λ In B
C D
][
d
dλS(λ)
d
dλDΣ(λ)
]
=
 S(λ)
d
dλNΣ(λ)

and if we take higher derivatives, we have A− λ In B
C D
 1κ! dκdλκS(λ)
1
κ!
dκ
dλκDΣ(λ)
 =
 1(κ−1)! dκ−1dλκ−1S(λ)
1
κ!
dκ
dλκNΣ(λ)
,
so that  A− z In B
C D
 S(z)(κ)κ!
DΣ(z)
(κ)
κ!
 =
 S(z)(κ−1)(κ−1)!
NΣ(z)
(κ)
κ!
, κ ∈ {1, . . . , rj − 1}. (17)
The second vector of Vj will satisfy[
A− z In B
C D
][
v1,j
w1,j
]
=
[
v0,j
0
]
.
Consider (17) for κ = 1 and multiply both sides on the right by v˜0,j . Then we have[
A− z In B
C D
][
S(z)(1) v˜0,j
DΣ(z)
(1) v˜0,j
]
=
[
v0,j
NΣ(z)
(1) v˜0,j
]
(18)
and we add equation (18) with[
A− z In B
C D
][
S(z) v˜1,j
DΣ(z) v˜1,j
]
=
[
0
NΣ(z) v˜1,j
]
,
so that [
A− z In B
C D
][
S(z)(1) v˜0,j + S(z) v˜1,j
DΣ(z)
(1) v˜0,j +DΣ(z) v˜1,j
]
=
[
v0,j
NΣ(z)
(1) v˜0,j +NΣ(z) v˜1,j
]
.
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If v˜1,j is such that NΣ(z)
(1) v˜0,j +NΣ(z) v˜1,j = 0, then
v1,j = S(z)
(1) v˜0,j + S(z) v˜1,j ,
w1,j = DΣ(z)
(1) v˜0,j +DΣ(z) v˜1,j .
To compute the third vector of Vj , the following must be satisfied[
A− z In B
C D
][
v2,j
w2,j
]
=
[
v1,j
0
]
.
Adding  A− z In B
C D
 S(z)(2) v˜0,j2!
DΣ(z)
(2) v˜0,j
2!
 =
 S(z)(1) v˜0,j
NΣ(z)
(2) v˜0,j
2!

to [
A− z In B
C D
][
S(z)(1) v˜1,j
DΣ(z)
(1) v˜1,j
]
=
[
S(z) v˜1,j
NΣ(z)
(1) v˜1,j
]
,
yields A− z In B
C D
 S(z)(2)2! v˜0,j + S(z)(1) v˜1,j
DΣ(z)
(2)
2! v˜0,j +DΣ(z)
(1) v˜1,j
 =
 v1,j
NΣ(z)
(2)
2! v˜0,j +NΣ(z)
(1) v˜1,j
 (19)
and NΣ(z)
(2)
2! v˜0,j +NΣ(z)
(1) v˜1,j may not be equal to 0. We add equation (19) with[
A− z In B
C D
][
S(z) v˜2,j
DΣ(z) v˜2,j
]
=
[
0
NΣ(z) v˜2,j
]
,
so that  A− z In B
C D
 S(z)(2)2! v˜0,j + S(z)(1) v˜1,j + S(z) v˜2,j
DΣ(z)
(2)
2! v˜0,j +DΣ(z)
(1) v˜1,j +DΣ(z) v˜2,j

=
 v1,j
NΣ(z)
(2)
2! v˜0,j +NΣ(z)
(1) v˜1,j +NΣ(z) v˜2,j
.
If v˜2,j is such that
NΣ(z)
(2)
2! v˜0,j +NΣ(z)
(1) v˜1,j +NΣ(z) v˜2,j = 0, then
v2,j =
S(z)(2)
2!
v˜0,j + S(z)
(1) v˜1,j + S(z) v˜2,j ,
w2,j =
DΣ(z)
(2)
2!
v˜0,j +DΣ(z)
(1) v˜1,j +DΣ(z) v˜2,j .
If we continue with the same procedure, we find
vκ,j =
S(z)(κ)
κ!
v˜0,j + . . .+ S(z)
(1) v˜κ−1,j + S(z) v˜κ,j ,
wκ,j =
DΣ(z)
(κ)
κ!
v˜0,j + . . .+DΣ(z)
(1) v˜κ−1,j +DΣ(z) v˜κ,j
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and v˜κ,j , κ ∈ {1, . . . , rj − 1} are such that the following equations are satisfied
0 = NΣ(z)
(1) v˜0,j +NΣ(z) v˜1,j ,
0 =
NΣ(z)
(2)
2!
v˜0,j +NΣ(z)
(1) v˜1,j +NΣ(z) v˜2,j ,
... (20)
0 =
NΣ(z)
(rj−1)
(rj − 1)! v˜0,j + . . .+NΣ(z)
(1) v˜rj−2,j +NΣ(z) v˜rj−1,j ,
where v˜0,j = U
−1
R (z) em−µ+j .
To complete the proof, we show how to compute v˜κ,j , κ ∈ {1, . . . , rj − 1}. The first equation of
(20) can be written as
0 = UL(z)
(1)E(z)UR(z)v˜0,j + UL(z)E(z)
(1)UR(z)v˜0,j + UL(z)E(z)UR(z)
(1)v˜0,j + UL(z)E(z)UR(z)v˜1,j
= UL(z)E(z)
(
UR(z)
(1) v˜0,j + UR(z) v˜1,j
)
,
since E(z)UR(z) v˜0,j = 0 by construction and E(z)
(1) UR(z) v˜0,j = 0 as z is a repeated zero. In this
case, UR(z)
(1) v˜0,j + UR(z) v˜1,j must be equal to 0, so that v˜1,j = −UR(z)−1 UR(z)(1) v˜0,j . We will
prove by induction that v˜κ,j = −U−1R (z)
∑κ−1
l=0
UR(z)
(κ−l)
(κ−l)! v˜l,j , κ ∈ {1, . . . , rj − 1}. To do so, let
ψ1 = UR(z)
(1) v˜0,j + UR(z) v˜1,j ,
ψ2 =
UR(z)
(2)
2!
v˜0,j + UR(z)
(1) v˜1,j + UR(z) v˜2,j ,
...
ψrj−1 =
rj−1∑
l=0
UR(z)
(rj−1−l)
(rj − 1− l)! v˜l,j .
We prove that ψκ = 0, κ ∈ {1, . . . , rj − 1}. We have proved that ψ1 = 0. Let us assume that
ψ2 = . . . = ψrj−2 = 0, so that
v˜2,j = −U−1R (z)
(
UR(z)
(2)
2!
v˜0,j + UR(z)
(1) v˜1,j
)
,
...
v˜rj−2,j = −U−1R (z)
rj−3∑
l=0
UR(z)
(rj−2−l)
(rj − 2− l)! v˜l,j ,
and consider the last equation of (20). If it is written explicitly and taking into account that
E(z)UR(z) v˜0,j = 0 by construction and E(z)
(κ) UR(z) v˜0,j = 0, κ ∈ {1, . . . , rj − 1} as z is a re-
peated zero, it follows that
0 = UL(z)E(z)ψrj−1 +
rj−2∑
k=1
(
k∑
i=0
UL(z)
(i)E(z)(k−i)
i! (k − i)!
)
ψrj−1−k.
Since ψ2 = . . . = ψrj−2 = 0, then ψrj−1 must be equal to 0 to ensure that UL(z)E(z)ψrj−1 = 0,
regardless of E(z) being zero or not. Therefore
v˜rj−1,j = −U−1R (z)
rj−2∑
l=0
UR(z)
(rj−1−l)
(rj − 1− l)! v˜l,j .
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Consequently, the rj vectors of V?z corresponding to the invariant factor j(λ) are given by Vj as in
(16). The same follows for every invariant factor j(λ), j ∈ {1, . . . , µ} and a basis for V? is given
by V? = im [ V1 V2 . . . Vµ ]. Computing the vectors wκ,j , κ ∈ {1, . . . , rj − 1}, j ∈ {1, . . . , µ}, the
matrix W is constructed accordingly.
The following corollary shows that there is an alternative way to compute a basis for V? = V?z if
NΣ(z) = O.
Corollary 4.1 If NΣ(z) = O, then V? = V?z = imV = im [ V1 V2 . . . Vm ], where
Vj =
[
S(z) v˜0,j S(z)
(1) v˜0,j . . .
S(z)(rj−1)
(rj−1)! v˜0,j
]
, (21)
v˜0,j = U
−1
R (z) ej , j ∈ {1, . . . ,m}.
The matrix W for the computation of an associated friend F = W V † that assigns the invariant zero
structure of Σ is given by W = [ W1 W2 . . . Wm ], where for all j ∈ {1, . . . ,m}
Wj =
[
DΣ(z) v˜0,j DΣ(z)
(1) v˜0,j . . .
DΣ(z)
(rj−1)
(rj−1)! v˜0,j
]
.
Proof: If NΣ(z) = O, then E(z) = O and we have m invariant factors and z is a root of all of them.
Thus, a basis matrix for the kernel of E(z) is the identity matrix, so that the kernel of NΣ(z) is U
−1
R (z)
with U−1R (z) ej corresponding to the invariant factor j(λ). Consequently, v˜0,j = U−1R (z) ej , j ∈
{1, . . . ,m}. The equation 0 = NΣ(z)(1) v˜0,j + NΣ(z) v˜1,j = UL(z)E(z)
(
UR(z)
(1) v˜0,j + UR(z) v˜1,j
)
holds true for every v˜1,j , because E(z) = O and thus v˜1,j can be taken equal to 0. Using the
same arguments for the subsequent equations of (20), we can take v˜2,j = . . . = v˜rj−1,j = 0 and it
follows that the rj vectors of V? corresponding to the invariant factor j(λ) are given by Vj as in
(21). The same follows for every invariant factor j(λ), j ∈ {1, . . . ,m} and a basis for V? is given by
V? = im [ V1 V2 . . . Vm ]. The matrix W is constructed accordingly.
Remark 4.3 For a SISO system (A,B,C) in the controller canonical form that has one repeated
invariant zero z with multiplicity `, we have the case of E(z) = 0 and V? = V?z = imV1, where
V1 =
[
S(z) S(z)(1) . . . S(z)
(`−1)
(`−1)!
]
=

1 0 . . . 0
z 1 . . . 0
...
...
. . .
...
z`−1 (`− 1) z`−2 . . . 1
...
...
...
...
zn−1 (n− 1) zn−2 . . . (n−1`−1) zn−`

,
see also [9].
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4.2 Input-containing subspaces
In this section, we generalise Theorem 4 in [9] to the multivariable case. Since input-containing
subspaces are the dual of output-nulling subspaces, we will first assume that the system is right-
invertible, so that Q? = X . If p ≤ m, so that NΣ(λ) is full row-rank, then the left null-space of NΣ(λ)
is the origin and Q? = X .
Let
A˜ =
[
α˜1,0 . . . α˜1,ν1−1 α˜2,0 . . . α˜2,ν2−1 . . . α˜m,0 . . . α˜m,νm−1
]
,
B˜−1 =
[
β˜1 β˜2 . . . β˜m
]
,
C =
[
γ1,0 . . . γ1,ν1−1 γ2,0 . . . γ2,ν2−1 . . . γm,0 . . . γm,νm−1
]
,
where α˜j,k, β˜j , γj,k represent the columns of A˜, B˜
−1, C respectively.
Theorem 4.5 Consider a right-invertible MIMO system Σ in the controller canonical form with `
distinct invariant zeros. Then S? = kerQ, where
Q =

ξ>1
ξ>2
...
ξ>`
 =

ξ1,1,0 . . . ξ1,1,ν1−1 ξ1,2,0 . . . ξ1,2,ν2−1 . . . ξ1,m,0 . . . ξ1,m,νm−1
ξ2,1,0 . . . ξ2,1,ν1−1 ξ2,2,0 . . . ξ2,2,ν2−1 . . . ξ2,m,0 . . . ξ2,m,νm−1
... . . .
...
... . . .
... . . .
... . . .
...
ξ`,1,0 . . . ξ`,1,ν1−1 ξ`,2,0 . . . ξ`,2,ν2−1 . . . ξ`,m,0 . . . ξ`,m,νm−1
,
ξi,j,k = −χ>i
(
D β˜j z
νj−k−1
i +
∑νj−1
l=k+1
(
γj,l −D B˜−1 α˜j,l
)
zl−k−1i
)
, k = 0, . . . , νj − 2
ξi,j,νj−1 = −χ>i D β˜j , j ∈ {1, . . . ,m}
(22)
and χ>i is a basis row vector for the left null-space of NΣ(zi).
Proof: Since the invariant zeros are distinct, let us consider a vector[
ξ>i χ
>
i
]
=
[
ξi,1,0 . . . ξi,1,ν1−1 ξi,2,0 . . . ξi,2,ν2−1 . . . ξi,m,0 . . . ξi,m,νm−1 χ
>
i
]
in the left null-space of PΣ(zi). Imposing[
ξ>i χ
>
i
]
PΣ(zi) = 0
>, (23)
it follows for j ∈ {1, . . . ,m}
ξi,j,νj−1 = −χ>i D β˜j ,
ξi,j,νj−2 = −χ>i
(
D β˜j zi + γj,νj−1 −D B˜−1 α˜j,νj−1
)
,
...
ξi,j,0 = −χ>i
D β˜j zνj−1i + νj−1∑
l=1
(
γj,l −D B˜−1 α˜j,l
)
zl−1i
,
0 = −zi ξi,j,0 + [ ξi,1,ν1−1 . . . ξi,m,νm−1 ] α˜j,0 + χ>i γj,0.
17
From (23), we also have that
[
ξ>i χ>i
]
PΣ(zi)
[
S(zi)
DΣ(zi)
]
= 0> and from (15), we obtain χ>i NΣ(zi) =
0>. Computing im χ>i =
(
ker NΣ(zi)
>)> and ξ>i , i ∈ {1, . . . , `}, using (22), we obtain
[ Q P ] =

ξ>1 χ>1
ξ>2 χ>2
...
...
ξ>` χ>`
 =

ξ1,1,0 . . . ξ1,1,ν1−1 . . . ξ1,m,0 . . . ξ1,m,νm−1 χ>1
ξ2,1,0 . . . ξ2,1,ν1−1 . . . ξ2,m,0 . . . ξ2,m,νm−1 χ>2
... . . .
... . . .
... . . .
...
...
ξ`,1,0 . . . ξ`,1,ν1−1 . . . ξ`,m,0 . . . ξ`,m,νm−1 χ>`

and therefore S? = kerQ.
Remark 4.4 If D is full row-rank and since DΣ(λ) is column proper, then the system has n invariant
zeros and Q is square and nonsingular, so that S? = {0}. If D 6= O and not full row-rank and if NΣ(λ)
has column degrees n1, n2, . . . , nm, then nj ≤ νj and ξi,j,nj = . . . = ξi,j,νj−1 = 0, i ∈ {1, . . . , `}, j ∈
{1, . . . ,m}. If NΣ(λ) is column proper, then n1 + . . . + nm = ` and the determinant of the matrix
with entries ξi,j,0, . . . , ξi,j,nj−1, i ∈ {1, . . . , `}, j ∈ {1, . . . ,m} is nonzero. Consequently,
S? = im
(
diag
{[
O
Iν1−n1
]
, . . . ,
[
O
Iνm−nm
]})
.
If NΣ(λ) is not column proper, then
S? = kerQ = ker

ξ1,1,0 . . . ξ1,1,n1−1 0 . . . 0 . . . ξ1,m,0 . . . ξ1,m,nm−1 0 . . . 0
ξ2,1,0 . . . ξ2,1,n1−1 0 . . . 0 . . . ξ2,m,0 . . . ξ2,m,nm−1 0 . . . 0
... . . .
...
... . . .
... . . .
... . . .
...
... . . .
...
ξ`,1,0 . . . ξ`,1,n1−1 0 . . . 0 . . . ξ`,m,0 . . . ξ`,m,nm−1 0 . . . 0
.
Remark 4.5 For a strictly proper MIMO system Σ = (A,B,C), and if CΣ(λ) has column degrees
c1, . . . , cm, there holds cj < νj and ξi,j,cj = . . . = ξi,j,νj−1 = 0, i ∈ {1, . . . , `}, j ∈ {1, . . . ,m}. If CΣ(λ)
is column proper, then c1 + . . .+ cm = ` and the determinant of the matrix with entries the nonzero
ξi,j,0, . . . , ξi,j,cj−1 is nonzero. Consequently,
S? = im
(
diag
{[
O
Iν1−c1
]
, . . . ,
[
O
Iνm−cm
]})
.
If CΣ(λ) is not column proper, then
S? = kerQ = ker

ξ1,1,0 . . . ξ1,1,c1−1 0 . . . 0 . . . ξ1,m,0 . . . ξ1,m,cm−1 0 . . . 0
ξ2,1,0 . . . ξ2,1,c1−1 0 . . . 0 . . . ξ2,m,0 . . . ξ2,m,cm−1 0 . . . 0
... . . .
...
... . . .
... . . .
... . . .
...
... . . .
...
ξ`,1,0 . . . ξ`,1,c1−1 0 . . . 0 . . . ξ`,m,0 . . . ξ`,m,cm−1 0 . . . 0
,
where for all i ∈ {1, . . . , `}, k ∈ {0, . . . , cj − 1}, j ∈ {1, . . . ,m}
ξi,j,k = −χ>i
cj∑
l=k+1
γj,l z
l−k−1
i , im χ
>
i =
(
ker CΣ(zi)
>)>.
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There is an alternative way to compute ξi,j,k. Notice that (23) becomes ξ
>
i (A− zi In) + χ>i C = 0>,
ξ>i B = 0>. From the second equation, it follows that [ ξi,1,ν1−1 . . . ξi,m,νm−1 ] B˜ = 0>, which
implies ξi,1,ν1−1 = . . . = ξi,m,νm−1 = 0, so that
[ ξi,1,0 . . . ξi,1,ν1−2 . . . ξi,m,0 . . . ξi,m,νm−2 ] = −χ>i C P (zi)†,
where P (zi) is the full row-rank matrix which contains the remaining rows of A− zi In if we remove
the ν1, ν1 + ν2, . . . , n-th rows.
Remark 4.6 For a SISO system (A,B,C,D) with ` invariant zeros, if D 6= 0, then S? = {0} and if
D = 0, then S? = im
[
O
In−`
]
, see also [9].
5 Numerical examples
Example 5.1 Consider the controller canonical form
A =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
1 2 3 4 5 6
0 0 0 0 0 1
−6 −5 −4 −3 −2 −1

, B =

0 0
0 0
0 0
1 0
0 0
0 1

.
We have ν1 = 4, ν2 = 2, so that
S(λ) =

1 0
λ 0
λ2 0
λ3 0
0 1
0 λ

, DΣ(λ) =
[
λ4 − 4λ3 − 3λ2 − 2λ− 1 −6λ− 5
3λ3 + 4λ2 + 5λ+ 6 λ2 + λ+ 2
]
.
(i) Let
C =
[
1 2 1 1 1 1
−1 −2 −1 1 1 1
]
.
We have CΣ(λ) = C S(λ) =
[
λ3+λ2+2λ+1 λ+1
λ3−λ2−2λ−1 λ+1
]
=
[
1 0
2λ2+4λ+3 1
] [
1 0
0 (λ+1)3
] [
λ3+λ2+2λ+1 λ+1
−2(λ2+2) −2
]
=
UL(λ)E(λ)UR(λ). The system has one invariant zero z = −1 with multiplicity 3 (one invariant
factor with degree 3). We compute
v˜0 = U
−1
R (−1) e2 =
[
−1 0
3 −1/2
][
0
1
]
=
[
0
1
]
, v˜1 = −U−1R (−1)UR(z)(1) v˜0 =
[
1
−3
]
,
v˜2 = −U−1R (−1)
(
UR(z)
(2)
2!
v˜0 + UR(z)
(1) v˜1
)
=
[
0
2
]
,
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so that [
v0
w0
]
=
[
S(−1) v˜0
DΣ(−1) v˜0
]
,
[
v1
w1
]
=
[
S(−1)(1) v˜0 + S(−1) v˜1
DΣ(−1)(1) v˜0 +DΣ(−1) v˜1
]
,
[
v2
w2
]
=
 S(−1)(2)2! v˜0 + S(−1)(1) v˜1 + S(−1) v˜2
DΣ(−1)(2)
2! v˜0 +DΣ(−1)(1) v˜1 +DΣ(−1) v˜2

and
[
V
W
]
=
[
v0 v1 v2
w0 w1 w2
]
=

0 1 0
0 −1 1
0 1 −2
0 −1 3
1 −3 2
−1 4 −5
1 −6 8
2 −5 14
.
Then V? = im V and a friend is computed by F = W V † = 154
[−25 28 −31 34 10 −44
179 −86 −7 100 4 −104
]
.
(ii) Let
C =
[
1 3 3 1 1 1
−1 −3 −3 −1 1 1
]
.
We have CΣ(λ) = C S(λ) =
[
(λ+1)3 λ+1
−(λ+1)3 λ+1
]
=
[
1 0
1 1
][
λ+1 0
0 (λ+1)3
][
(λ+1)2 1
−2 0
]
= UL(λ)E(λ)UR(λ) with
U−1R (−1) =
[
0 −1/2
1 0
]
. We compute v˜0,1 = U
−1
R (−1) e1 =
[
0
1
]
and v˜0,2 = U
−1
R (−1) e2 =
[−1/2
0
]
and
therefore
[
V
W
]
=
 S(−1) v˜0,1 S(−1) v˜0,2 S(−1)(1) v˜0,2 S(−1)(2)2! v˜0,2
DΣ(−1) v˜0,1 DΣ(−1) v˜0,2 DΣ(−1)(1) v˜0,2 DΣ(−1)
(2)
2! v˜0,2
 =

0
∣∣∣ −1/2 0 0
0
∣∣ 1/2 −1/2 0
0
∣∣ −1/2 1 −1/2
0
∣∣ 1/2 −3/2 3/2
1
∣∣ 0 0 0
−1
∣∣∣ 0 0 0
1
∣∣ −3/2 6 −15/2
2
∣∣ −1 −3 5/2

.
Then, V? = im V and a friend is computed by F = W V † =
[
3/4 9/4 −3/4 −21/4 1/2 −1/2
21/5 −2/5 −7/5 6/5 1 −1
]
.
(iii) Let C = [ 1 2 1 1 1 1 ]. The system has no invariant zeros, which implies that V?z is the
origin, and the dimension of V? = R? is 5. A basis vector for kerCΣ(λ) is v˜(λ) =
[ −λ−1
λ3+λ2+2λ+1
]
, so
that v(λ) = S(λ) v˜(λ) = [ −λ− 1 −λ (λ+ 1) −λ2 (λ+ 1) −λ3 (λ+ 1) λ3 + λ2 + 2λ + 1 λ (λ3 +
λ2 + 2λ+ 1) ]>, w(λ) = DΣ(λ) v˜(λ) =
[−λ5−3λ4−4λ3−12λ2−13λ−4
λ5−λ4−2λ3−4λ2−6λ−4
]
. Assume that we are interested in
constructing a friend for V? = R? that assigns one repeated eigenvalue λ = 0. Then we compute
[
V
W
]
=
 v(0) v(0)(1) v(0)(2)2! v(0)(3)3! v(0)(4)4!
w(0) w(0)(1) w(0)
(2)
2!
w(0)(3)
3!
w(0)(4)
4!
 =

−1 −1 0 0 0
0 −1 −1 0 0
0 0 −1 −1 0
0 0 0 −1 −1
1 2 1 1 0
0 1 2 1 1
−4 −13 −12 −4 −3
−4 −6 −4 −2 −1
.
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A basis matrix for V? = R? is imV and an associated friend is computed by F = W V † =[
2 3 −1 −1 −2 −4
10/3 −1/3 1/3 −2/3 −2/3 −5/3
]
.
Example 5.2 Consider the system Σ = (A,B,C,D) in the controller canonical form
A =

0 1 0 0 0
0 0 1 0 0
−5 −4 −3 −2 −1
0 0 0 0 1
0 0 0 −7 −6

, B =

0 0
0 0
1 0
0 0
0 1

,
C =
[
1 0 0 −1 0
−1 1 1 1 1
]
=
[
γ1,0 γ1,1 γ1,2 | γ2,0 γ2,1
]
, D =
[
0 0
0 3
]
,
We have ν1 = 3, ν2 = 2, so that
S(λ) =

1 0
λ 0
λ2 0
0 1
0 λ

, DΣ(λ) =
[
λ3 + 3λ2 + 4λ+ 5 λ+ 2
0 λ2 + 6λ+ 7
]
.
Let also
A˜ =
[
−5 −4 −3 −2 −1
0 0 0 −7 −6
]
=
[
α˜1,0 α˜1,1 α˜1,2 α˜2,0 α˜2,1
]
, B˜−1 =
[
1 0
0 1
]
=
[
β˜1 β˜2
]
.
We compute NΣ(λ) = CΣ(λ) + DDΣ(λ) =
[
1 −1
λ2+λ−1 3λ2+19λ+22
]
, which is not column proper. The
invariant zeros of the system are given by the roots of detNΣ(λ), i.e., z1 = −3/2 and z2 = −7/2.
We compute im χ>1 =
(
kerNΣ(z1)
>)> = im [ 1 4 ], im χ>2 = ( kerNΣ(z2)>)> = im [ −31/4 1 ]
and Q =
[
ξ>1
ξ>2
]
=
[
ξ1,1,0 ξ1,1,1 ξ1,1,2 ξ1,2,0 ξ1,2,1
ξ2,1,0 ξ2,1,1 ξ2,1,2 ξ2,2,0 ξ2,2,1
]
using (22). Consequently,
S? = kerQ = ker
[
2 −4 0 −58 −12
5/2 −1 0 −17/2 −3
]
= im

−15 0 0
−8 −3 0
0 0 1
5 0 0
−24 1 0
.
Concluding remarks
In this paper, we generalised the results of [9] for proper multivariable systems and employed the
framework of [10]-[13], based on the Rosenbrock matrix system pencil, for the computation of the
output-nulling, reachability, stabilisability subspaces and their duals. It was shown that this tech-
nique enables us to obtain particularly elegant and useful expressions for the basis matrices for the
aforementioned subspaces.
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We also showed how the computation of output-nulling subspaces can be simplified if the nu-
merator matrix NΣ(λ) is the zero matrix for an invariant zero. The computation of output-nulling
reachability subspaces was shown explicitly and considering the defective case as well. The results
were exploited for the computation of associated friends of output-nulling and reachability subspaces.
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