Abstract. For different reversible Markov kernels on finite state spaces, we look for families of probability measures for which the time evolution almost remains in their convex hull. Motivated by signal processing problems and metastability studies we are interested in the case when the size of such families is smaller than the size of the state space, and we want such distributions to be with small overlap among them. To this aim we introduce a squeezing function to measure the common overlap of such families, and we use random forests to build random approximate solutions of the associated intertwining equations for which we can bound from above the expected values of both squeezing and total variation errors. We also explain how to modify some of these approximate solutions into exact solutions by using those eigenvalues of the associated Laplacian with the largest absolute values.
Main results, motivations and heuristic
The aim of this work is to build exact and approximate solutions of certain intertwining equations between Markov kernels on finite state spaces. The intertwining equations we look at are related to the two following problems. First, we want to build wavelet-like multiresolution schemes for signal processing on arbitrary weighted graphs. Second, we want to make sense of the notion of metastability without asymptotic, in a finite setup where no large-volume or low-temperature limits are in place. We will partially address these problems by giving "good approximate solutions" of the intertwining equations we are about to describe together with the structure of the paper. We anticipate that, as far as the first problem is concerned, the results we derive here form the main guideline for the filtering and subsampling operations of a full multiresolution scheme we derive in a forthcoming paper.
Intertwining equations.
Given an irreducible stochastic matrix P , which is associated with the generator L of a continuous time process X on a finite state space X (see Section 1.2 for precise definitions), we look at solutions (Λ,P ) of the intertwining equations
and, for q ′ > 0,
where
•P is a stochastic matrix defined on some finite state spaceX ;
• Λ :X × X → [0, 1] is a rectangular stochastic matrix; and K q ′ is the transition kernel on X given by
with T q ′ an exponential random variable with parameter q ′ that is independent of X. Solving equation (1) amounts to find a family of probability measures νx = Λ(x, ·) on X and such that, for some stochastic matrixP , νxP = ΛP (x, ·) =P Λ(x, ·) = ȳ∈XP (x,ȳ)νȳ.
In other words the one step evolution of the νx's have to remain in their convex hull. Solving Equation (2) is the same, except that the "one step evolution" has now to be considered in continuous time and on time scale 1/q ′ . In both cases a trivial solution is always given by taking all the νx equal to the equilibrium measure µ.
Intertwining relations, restricted to measures νx with disjoint support, appeared in the context of diffusion processes in the paper by Rogers and Pitman [14] , as a tool to state identities in laws. This method was later successfully applied to many other examples (see for instance [3] , [9] ). In the context of Markov chains, intertwining was used by Diaconis and Fill [4] without the disjoint support restriction to build strong stationary times and to control convergence rates to equilibrium. At the time being, applications of intertwining include random matrices [5] , particle systems [17] ... Such intertwining relations have often been considered from [4] with an absorbing point forP inX and with size m ofX being (much) larger than or equal to the size n of X . Motivated by signal processing and metastability problems (see Section 1.6), in this paper we are instead interested in the case where
• the size m ofX is smaller than the size n of X , •P is irreducible, • the probability measures νx :x ∈X are linearly independent and have small "joint overlap".
We will define the squeezing of a collection of probability measures to control this overlap (see Section 1.3) and a small "joint overlap" will correspond to little squeezed probability measures. We will further assume that P and L are reversible with respect to µ and we will see in Section 2.2 that, for any reversible stochastic kernel P with non-negative eigenvalues and for any positive m < n, non-degenerate solutions of Equation (1) with |X | = m always exist. By "non-degenerate solutions" we mean linearly independent probability measures such that Equation (4) holds for some irreducibleP . But we will argue that exact solutions tend to be squeezed solutions. Then, rather than looking at the less squeezed solutions in the large space of all solutions for a given m, we will first consider approximate solutions with small squeezing. To this aim we will make use of random spanning forests to build random approximate solutions for which we will be able to bound both the expected value of an error term in intertwining Equation (1) and the expected value of the squeezing (Theorem 3). Then we will use the same random forests to build random approximate solutions of Equation (2) with no overlap, i.e., with disjoint support (Theorem 4). Assuming knowledge of the n − m largest eigenvalues of −L, we will finally see how to modify such an approximate solution of (2) with m probability measures νx into exact solutions for q ′ small enough (Theorem 5).
Structure of the paper. We fix some notation in Section 1.2 before defining the squeezing of a probability measure family in Section 1.3. We introduce random forests in Section 1.4 to give our main results in Section 1.5. We detail our motivations, linking signal processing and metastability studies, in Section 1.6 and we give some heuristics in Section 1.7. In Section 2 we prove some preliminary results, and we give the proofs of our three main theorems in the three last sections. We conclude with an appendix that contains the proof of the main statement that links metastability studies with Equation (4).
1.2.
Functions, measures, Markov kernel and generator. Let X be a finite space with cardinality |X | = n. We consider an irreducible continuous time Markov process (X(t), t ≥ 0) on X , with generator L:
where f : X → R is an arbitrary function, and w : X × X → [0, +∞[ gives the transition rates. For
Note that L acts on functions as the matrix, still denoted by L:
Let α > 0 be defined by α = max x∈X w(x) .
Hence, P := L/α + Id is an irreducible stochastic matrix, and we denote by (X k , k ∈ N) a discrete time Markov chain with transition matrix P . The process (X(t), t ≥ 0) can be constructed from (X k , k ∈ N) and an independent Poisson process (τ i , i > 0) on R + with rate α. At each event of the Poisson process, X moves according to the trajectory ofX, i.e., with τ 0 = 0:
We assume that X is reversible with respect to the probability measure µ on X , i.e.
∀x, y ∈ X , µ(x)w(x, y) = µ(y)w(y, x) .
The process X being irreducible, µ is strictly positive. The operator −L is self-adjoint and positive; we denote by (λ i ; i = 0, · · · , n − 1) the real eigenvalues of −L in increasing order. It follows from the fact that P is irreducible that
A function f on X will be seen as a column vector, whereas a signed measure on X will be seen as a row vector. For p ≥ 1, ℓ p (µ) is the space of functions endowed with the norm
The scalar product of two functions f and g in ℓ 2 (µ) is
The corresponding norm is denoted by · . When f is a function and ν is a signed measure, the duality bracket between ν and f is
ℓ * p (µ) denotes the dual space of ℓ p (µ) with respect to ·|· . It is the space of signed measures endowed with the norm:
where p * is the conjugate exponent of p:
is the density of ν with respect to µ. The inverse of this isometry is still denoted by * . It associates to a function f ∈ ℓ p (µ), the signed measure f * ∈ ℓ * p * (µ) whose density with respect to µ is f :
is an Euclidean space whose scalar product is denoted by:
The corresponding norm is denoted by · * . For ν ∈ ℓ * 2 (µ) and f ∈ ℓ 2 (µ), one gets ν|f = ν, f * * = ν * , f .
1.3.
Squeezing of a collection of probability measures. For some finite spaceX of size m < n, let (νx :x ∈X ) be a collection of m probability measures on X which is identified with the matrix Λ, the row vectors of which are the νx's: Λ(x, ·) = νx for eachx inX . Since these measures form acute angles between them ( νx, νȳ * ≥ 0 for allx andȳ inX ) and have disjoint supports if and only if they are orthogonal, one could use the volume of the parallelepiped they form to measure their "joint overlap". The square of this volume is given by the determinant of the Gram matrix:
with Γ the square matrix onX with entries Γ(x,ȳ) = νx, νȳ * , that is
where D(1/µ) is the diagonal matrix with entries given by (1/µ(x), x ∈ X ), and Λ t is the transpose of Λ. Loosely speaking, the less overlap, the largest the volume. We will instead use the squeezing of Λ, that we defined by
to measure this "joint overlap". We call it "squeezing" because the νx and the parallelepiped they form are squeezed when S(Λ) is large. This is also the half diameter of the rectangular parallelepiped that circumscribes the ellipsoid defined by the Gram matrix Γ : this ellipsoid is squeezed too when S(Λ) is large. We note finally that our squeezing controls the volume of Λ. Indeed, by comparison between harmonic and geometric mean applied to the eigenvalues of the Gram matrix, small squeezing implies large volume: Vol(Λ) 1/n S(Λ) ≥ √ n. We will also show in Section 2: Proposition 1. Let (νx,x ∈X ) be a collection of m probability measures on X .
(1) We have
Equality holds if and only if the (νx,x ∈X ) are orthogonal. (2) Assume that µ is a convex combination of the (νx,x ∈X ). Then,
Equality holds if and only if the (νx,x ∈X ) are orthogonal.
Comment: S(Λ) is thus maximal when the (νx,x ∈X ) are linearly dependent, and minimal when they are orthogonal. Moreover, we know the minimal value of S(Λ), when µ is a convex combination of the (νx,x ∈X ). Note that this is necessarily the case if the convex hull of the νx is stable under P , i.e., when ΛP =P Λ for some stochasticP . Indeed it is then stable under e tL for any t > 0 and the rows of Λe tL converge to µ when t goes to infinity. Note also that we are using "ℓ 2 (µ) computations" (through the Gram matrix) to define the squeezing of measures that are normalized in ℓ 1 (µ) ∼ ℓ * ∞ (µ) (these are probability measures). This proposition shows that such a mixture of norms is not meaningless.
Random forests.
Note that the weight function w induces a structure of oriented graph on X , e = (x, y) being an oriented edge if and only if w(e) := w(x, y) > 0. Let E be the set of oriented edges, and G = (X , E) the oriented graph just defined. An oriented forest φ on X is a collection of rooted trees of G, oriented from their leaves towards their root. A spanning oriented forest (s.o.f.) on X is an oriented forest which exhausts the points in X . The set of roots of a spanning oriented forest φ is denoted by ρ(φ).
We introduce now a real parameter q > 0, and associate to each oriented forest a weight
These weights can be renormalized to define a probability measure on the set of spanning oriented forest,
where the partition function Z(q) is given by
We can sample from π q by using Wilson's algorithm ( [18] , [13] ) which can be described as follows. Let Φ c be the current state, an oriented forest, of the spanning oriented forest being constructed. At the beginning, Φ c has no nodes or edges. While Φ c is not spanning, i.e., while there is a vertex in X which is not in the vertex set V (Φ c ) of Φ c , perform the following steps:
• Choose a point x in X \ V (Φ c ), in any deterministic or random way.
• Let evolve the Markov process (X(t), t ≥ 0) from x, and stop it at T q ∧ H V (Φc) with T q an independent exponential time of parameter q and H V (Φc) the hitting time of V (Φ c ).
• Erase the loops of the trajectory drawn by X to obtain a self-avoiding path C starting from x and oriented towards its end-point.
• Add C to Φ c . Each iteration of the "while loop" stopped by the exponential time, gives birth to another tree. Wilson's algorithm is not only a way to sample π q , it is also a powerful tool to study it. The main strength of this algorithm is the total freedom one has in choosing the starting points x's of X.
In the sequel, Φ will denote a random variable defined on some probability space (Ω f , A f , P q ), having distribution π q . The corresponding expectation will be denoted by E q . We will often work with two independent sources of randomness: the Markov process X, and the random forest Φ. Integration with respect to X starting from x will be denoted by P x and E x . When X is started with an initial measure π, we will use the notations P π and E π . When we integrate over both randomness, we will use the notations E x,q , E π,q and P x,q , P π,q . The random forest Φ defines a partition of X , two points being in the same set of the partition if they belong to the same tree. This partition will be denoted by A(Φ). A point x ∈ X being fixed, t x is the tree of Φ containing x, ρ x its root, and A(x) the unique element of A(Φ) containing x.
A theorem of Kirchhoff [7] gives in this context that
and this implies (see for example [1] for more details, a proof of (15) and the following proposition):
Otherwise stated, the number of roots has the same law as n−1 j=0 B j where B 0 , · · · , B n−1 are independent, B j having Bernoulli distribution with parameter+λ j .
1.5.
Main results: approximate and exact solutions of the intertwining equations.
1.5.1. Approximate solution of ΛP =P Λ. Assume that we sampled Φ from π q for some parameter q > 0. For q ′ > 0 we then set (3)), i.e. Λ = K q ′ |X ×X ;
•P (x,ȳ) := Px X(H + X ) =ȳ with, for any A ⊂ X ,
H + A is in other words the return time in A, andP is the (irreducible and reversible) Markovian kernel associated with the trace chain of X onX . HereX is a random subset of X , and so is its cardinality. If we want to keep approximately m points from X , we have to ensure that
This can be obtained, starting from any q to sample Φ, by updating q according to q ← q ×m/|ρ(Φ)| before re-sampling Φ and going so up to getting a satisfactory number of roots (see [1] for more details).
Let us now define fore each j ∈ {0, · · · , n − 1},
and denote by d T V the total variation distance: if ν and ν ′ are two probability measures on X ,
Theorem 3. For all m ∈ {1, · · · , n},
and
In addition, with
it holds
Proof: See Section 3. Comment: Our upper bounds depend on L through its spectrum only. They show that if there is a gap in this spectrum -that is if for some 1 < m < n it holds λ m−1 ≪ λ m -then we can have asymptotically exact solutions with small squeezing by choosing
We can then have a vanishing error in the approximation, see (19). In addition we can have V n ≪ 1, Proposition 2) and an upper bound on the mean value of S(Λ) that goes like √ m. This upper bound has to be compared with the lower bounds of Proposition 1, i.e. with 1 if we have asymptotic solutions of intertwining equations. But for some simple low temperature metastable systems leading to such a gap in the spectrum we will have S(Λ) ∼ 1: our upper bound is not optimal.
1.5.2. Approximate solutions of ΛK q ′ =P Λ. Assume once again that we sampled Φ from π q for some parameter q > 0. But let us modify our choices forX , Λ andP , by using this time the partition A(Φ). Set:
•X := ρ(Φ) (one could rather think thatX is the set of the different pieces forming the partition A(Φ) but the notation will be simpler by using the set of roots, which obviously is in one to one correspondence through the map A :x ∈ ρ(Φ) → A(x)); • for anyx ∈X , νx(·) := µ A(x) (·), with, for any A ⊂ X , µ A being defined by the probability µ conditioned to A:
, with T q ′ being as previously an exponential random variable of parameter q ′ that is independent from X. Irreducibility and reversibility ofP are then inherited from those of P . It follows from Proposition 1 that the squeezing of νx,x ∈X is minimal and equal to one.
To bound the distance between ΛK q ′ andP Λ, we introduce another random forest Φ ′ distributed as π q ′ and independent of Φ and X. For any x ∈ X , t ′ x is the tree containing x in Φ ′ , ρ ′ x its root, A ′ (x) the unique element of A(Φ ′ ) containing x, and Γ ′ x is the path going from
x is the trajectory of a loop-erased random walk started from x and stopped at an exponential time T q ′ . We denote by |Γ ′ x | its length, that is the number of edges to be crossed in Φ ′ to go from x to ρ ′ x . Theorem 4. Let p ≥ 1, and p * its conjugate exponent, so that
Proof: See Section 4. Comment: Note that
is, up to the factor α, the ratio between the mean number of steps of the loop-erased random walk and the mean number of steps of the simple random walk up to time T q ′ , that is the time fraction spent outside loops up to time T q ′ . As a consequence "the more recurrent is X on time scale 1/q ′ ", the smaller is this ratio.
1.5.3. Exact solutions of ΛK q ′ =P Λ. We finally modify the previous random measures µ A(x) to build exact solution of Equation (2) for q ′ small enough. We will use to this end a result due to Micchelli and Willoughby [10] : for any m > 0
is a Markovian kernel (one can see [1] for a probabilistic insight into the proof of this result). Assume then that we sampled Φ from π q for some parameter q > 0, let us keepX = ρ(Φ), but let us now set
with m = |X |.
Theorem 5. If the νx have finite squeezing, then for q ′ small enough, the νxK q ′ are in the convex hull of the νx.
Proof: See Section 5. Comment: Since we do not give quantitative bounds on how small q ′ has to be for the thesis to hold, and we do not bound the squeezing of these νx, Theorem 5 is almost a trivial result. However the proof we will give suggests that the νx are natural candidates for not too squeezed solution associated with some non very small q ′ . It will also give further motivation to use squeezing to measure joint overlap: we actually got to our squeezing definition by looking for quantitative bounds for this theorem.
1.6. Signal processing and metastability.
1.6.1. Pyramidal algorithms in signal processing. Our motivations for the previous results come both from signal processing and metastability studies. First we are interested in extending classical pyramidal algorithms of signal processing on the discrete torus
to the case of signals on generic edge-weighted graphs. Such algorithms are used for example to analyze or compress a given signal f =f 0 : X 0 → R through filtering and subsampling operations. A filter is a linear operator which is diagonal in the same base as the discrete Laplacian L. A low-pass filter K has eigenvalues of order 1 for low frequency modes, i.e., eigenvectors that are associated with small eigenvalues of −L, and it has small eigenvalues for high frequency modes, i.e., eigenvectors that are associated with large eigenvalues of −L. A pyramidal algorithm first computes m = n/2 approximation coefficients by
• computing a low-pass filtered version Kf of the original signal f , • subsampling Kf by keeping one in each two of its n values, those in some X 1 =X ⊂ X , for example the n/2 values in the even sites of Z n . In doing so it defines a functionf :x ∈X → Kf (x) ∈ R that can naturally be seen as a signal f 1 : Z n/2 → R on a twice smaller torus. It then computes an approximationf of f on X as a function of the approximation coefficients, and a detail functioñ g = f −f , which in turn can be encoded into n − m detail coefficients. Wavelet decomposition algorithms are of this kind. It then applies a similar treatment to f 1 , to define f 2 , then f 3 , . . . up to reaching a simple signal defined on a small torus made of a few points only. The reason why this can be useful for compression is that, for well chosen filters, many of the detail coefficients obtained at the different levels are very small or negligible for a large class of smooth signals f . And one just has to store the few non-negligible detail coefficients together with the coarsest approximation's coefficients to reconstruct a good approximation of the original signal f . The point is then to find "good" filters, i.e. "good" ϕx in ℓ 2 (µ) (in this case µ is the uniform measure on X , the reversible measure of the simple random walk associated with the discrete Laplacian) so that, for all f ∈ ℓ 2 (µ),
And a basic requirement for good filters is that, for eachx, ϕx is localized aroundx. Even though the dual νx = ϕ * x are usually signed measures and not measures, this is the reason why we want to think of the computation of the approximation coefficientsf (x) = νx|f as computation of local means. Since, K being a low-pass filter, ϕx needs also to be "localized" in Fourier space (written in the diagonalizing basis of L, it must have small coefficients on high-frequency modes). Thus the difficulty comes from Heisenberg principle, which roughly says that no function ϕx can be well localized both in Fourier space and aroundx. Part of the art of wavelet design lies in the ability to make a good compromise with Heisenberg principle (see for example Chapter 7 in [16] for more details on this point).
When moving to the case of signal processing for generic edge-weighted graph, there are three main issues one has immediately to address to build pyramidal algorithms:
(Q1) What kind of subsampling should one use? What could "one every second node" mean? (Q2) Which kind of filter should one use? How to compute local means? (Q3) On which (weighted) graph should the approximation coefficientsf (x) be defined to iterate the procedure?
On a general weighted finite graph G = (X , E, w) with E = {(x, y) : x = y, w(x, y) > 0} none of these questions has a canonical answer. Several attemps to tackle these issues and to generalize wavelet constructions have been proposed: see [15] for a review on this subject and [6] for one of the most popular method. To our knowledge our proposition is the first one based on the solution of intertwining equations. To motivate it let us first make the connection with metastability studies.
1.6.2. Metastability and intertwining. We first note that, sincef should represent a coarse-grained version of f , it is natural to think that the weightsw(x,ȳ) to be build to answer to question (Q3) should be such that the obtained graph is itself a coarse-grained version of G. Since the law of the Markov process X with generator L defined through the weights w(x, y) completely characterized these weights, we would like the associated processX to be a "coarse-grained version of X". This is what we are used to build in metastability studies, possibly by seeingX as a measurevalued process on a small state space, these measures being probability measures on the large state space X , on which X is defined. For example, when we want to describe the crystallisation of a slightly supersaturated vapor, we can do it in the following way. Vapor and crystal are defined by probability measures concentrated on very different parts of a very large state space. On this space a Markov process describing the temporal evolution of a microscopic configuration evolves, and this Markovian evolution has to be "macroscopically captured" by a new two-state Markov process evolving from gas (a probability measure on the large state space) to crystal (another probability measure on the same space almost non-overlapping with the previous one). And this evolution is such that the gas should appear as a local equilibrium left only to reach a more stable crystalline equilibrium. This is usually done in some asymptotic regime (e.g. large volume or low temperature asymptotic) and we refer to [12] and [2] for mathematical accounts on the subject. But we are here outside any asymptotic regime: we are given a finite graph (X , w) or a Markov process X and we want to define a finite coarse-grained version of this graph and Markov process, (X ,w) andX. Solving intertwining equation ΛP =P Λ provides a way to do so. When the size ofP is smaller than the size of P , equations (4) suggest that the evolution of X can be roughly described through that ofX: from state or local equilibrium νx the process X evolves towards a new state or local equilibrium νȳ which is chosen according to the Markovian kernelP . This can be turned into a rigorous mathematical statement by the following proposition (recall that in our notationX is the discrete time Markov chain with kernel P ).
Proposition 6. If Equation (1) holds, i.e. Equation (4) is in force for eachx inX , then, there is a filtration F for whichX is F-adapted and such that, for eachx inX there is a F-stopping time Tx and a random variableȲx with value inX \ {x} such that (1) Tx is geometric with parameter 1 −P (x,x);
for allȳ inX \ {x}; (4) P νx X (Tx) = · Ȳx =ȳ = νȳ(·); (5) Ȳx ,X(Tx) and Tx are independent. This is a partial rewriting of Section 2.4 of [4] in the spirit of [11] . We give a proof of this proposition in appendix.
As far as metastability is concerned, a possibly more natural approach is to look at solution of Equation (2) rather than Equation (1): it is on a "long" time scale 1/q ′ that one is looking at a coarse-grained Markovian version of X. Whatever the equation, (1) or (2), we are looking at, we still want solutions νx that are localized in well distinct part of the state space: we are looking for little squeezed solutions.
Coming back to signal processing and the previously raised question (Q3), a possible answer to it (and to question (Q2) also) is then to findP (and Λ) such that (1) holds with m = |X | < n, with m and n of the same order. Since we want to keep our irreducibility and reversibility hypothesis to deal withP at the next level in the pyramidal algorithm in the same way we deal with P , we are mainly interested in irreducible and reversibleP . In metastability studies we are often interested in cases where m is very small with respect to n. However if one implements as proposed the complete pyramidal algorithm, one will solve at the same time intertwining equations with very different m and n by transitivity of the coarse-graining procedure.
1.6.3. Heisenberg principle, approximate solutions and further work. There is actually at least a fourth question without canonical answer that arises when going from classical pyramidal or wavelet algorithms to signal processing for generic weighted graphs: what is a "Heisenberg principle" limiting the localisation of our νx? We do not have an answer to this question, but, although we explained why we are interested in localized, non-overlapping, little squeezed solutions of the intertwining equations, we will see in the next section that exact solutions of intertwining equations are localized in Fourier space, just as the ϕx should be in classical algorithms. This is the main difficulty faced by the present approach and this is one of the two reasons why we turned to approximate solutions of intertwining equations. We will also see in the next section that one needs a detailed knowledge of the spectrum and the eigenvectors of the Laplacian L to build exact solutions of intertwining equations. From an algorithmic point of view this can be very costly, and this is the other reason why we turned to approximate solutions.
In a forthcoming paper we will analyse the full pyramidal algorithm, including a wavelet basis construction, rather than simply focusing on intertwining equations of a one-step reduction. But we are still looking for a generalised Heisenberg principle that could serve as a guideline for similar constructions. And our results suggest that such a Heisenberg principle should degenerate in presence of a gap in the spectrum (see 1.5.1). Let us now conclude this first section by giving some heuristics and explaining how random forests enter into the game.
1.7.
Well distributed points and determinantal processes. One of us spent many years in looking for a practical approach to metastability through intertwining relations without being able to go beyond the first simple observations of Section 2. Some progress were eventually achieved, only when the connection with signal processing was made. We explained the connection between pyramidal algorithms, metastability studies and intertwining equations by proposing mathematical formulations for two of the three raised questions (see 1.6.1 and 1.6.2). It turns out that the first question is a much simpler one, for which a random solution is proposed in [1] . This solution then suggests a way to answer the last two questions.
The subsampling issue is that of finding m points, a fraction of n, that are in some sense well distributed in X . Let us denote, for any subset A of X , by H A and H + A the hitting time of and the return time to A for the process X:
with τ 1 the first time of the Poisson process that linksX with X (see Section 1.2). For each x in X the mean hitting time E x [H ρ(Φ) ] is a random variable, since so are Φ and ρ(Φ). And it turns out that its expected value, with or without conditioning on the size of ρ(Φ), does not depend on x. In this sense the roots of the random forest are "well spread" on X . More precisely we have (see [1] ): Proposition 7. For any x ∈ X and m ∈ {1, · · · , n} it holds
This suggest to takeX = ρ(Φ).
As a consequence of Burton and Pemantle's transfer current Theorem, ρ(Φ) is a determinantal process on X , and its kernel is K q = q(qId − L) −1 (see [1] ):
where det A applied to some matrix is the minor defined by the rows and columns corresponding to A.
By using reversibility, one can see that the determinant of (K q (x, y)) x,y∈A is, up to a multiplicative factor x∈A µ(x), the Gram matrix of the distributions P x X(T q ) = · , x ∈ A , withT q the square of an independent centered Gaussian variable with variance 1/(2q) (in such a way that the sum of two independent copies ofT q has the same law as T q ). This means that a family of nodesx is unlikely to be part of ρ(Φ) if the volume of the parallelepiped formed by these distributions is small. It suggests that the distributions Px X(T q ) = · ,x ∈ ρ(Φ) are typically little squeezed and so should be the distributions K q (x, ·),x ∈ ρ(Φ) , which are easier to deal with. To have a trade-off between squeezing and approximation error in intertwining equations, it will be convenient to introduce a second parameter q ′ > 0 and set νx = K q ′ (x, ·) forx in ρ(Φ). At this point the choice made forP in 1.5.1 may be the most natural one.
Finally, when dealing with metastability issues, building local equilibria νx from single "microscopic configurations"x in ρ(Φ) seems rather unnatural. In our previous example, no special microscopic configuration should play a role in defining what a metastable vapor should be. One should better look for larger structures associated with Φ, like A(Φ) rather than ρ(Φ). Then, in view of the following proposition from [1] , the unsqueezed measures µ A(x) appear to be natural candidates for giving approximate solutions of (2): Proposition 9. Conditional law of the roots, given the partition. Let m be fixed, and A 1 , . . . , A m be a partition of X . For any
where µ A is the invariant measure µ conditioned to A (µ A (B) = µ(A ∩ B)/µ(A)). Hence, given the partition, the roots are independent, and distributed according to the invariant measure.
Preliminary results

Proof of Proposition 1.
If Γ is not invertible, points (1) and (2) are obviously true. We assume therefore that Γ is invertible. LetΛ := Γ −1 Λ, and let (νx,x ∈X ) be the row vectors ofΛ. Note thatΛ
Hence, for allx,ȳ ∈ X , νx, νȳ * = δxȳ and νx * 2 = (Γ −1 )(x,x).
(1) We have S(Λ) 2 = x∈X νx * 2 ≥ x∈X νx,νx * 2 νx * 2 = x∈X 1 νx * 2 . Assume now that the νx's, x ∈X are orthogonal. Γ = diag( νx * 2 ), so that Trace(Γ −1 ) = x∈X 1 νx * 2 . In the opposite direction, assume instead that Trace(Γ −1 ) = x∈X 1 νx * 2 . Then for anyx ∈X , | νx, νx * | = νx * νx * . This implies that for allx ∈X , there exists a real number α(x) = 0 such that νx = α(x)νx. Taking the scalar product with νȳ leads to δxȳ = νx, νȳ * = α(x) νx, νȳ * . Hence (νx,x ∈X ) are orthogonal. (2) Let us write µ as a convex combination of the (νx,x ∈X ):
Note that for any probability measure ν, µ, ν * = x∈X µ(x)ν(x)/µ(x) = 1. As a special case, for anyȳ ∈X ,
By point (1), we deduce that
Equality holds if and only if (26) and (11) are equalities. By point (1), this implies that the (νx,x ∈X ) are orthogonal. In the opposite direction, when the (νx,x ∈X ) are orthogonal, (26) and (11) are equalities, and S(Λ) = 1.
Elementary observations on intertwining equations.
Consider Equation (1) for any reversible and irreducible stochastic kernel P , and assume an m × n rectangular stochastic matrix Λ = (Λ(x, x))x ∈X ,x∈X to be a solution for someP with m ≤ n. Let us write (θ j ) j<n = (1−λ j /α) j<n for the n eigenvalues of P in decreasing order:
We also set [n] = {0, 1, 2, . . . , n − 1}, call µ the reversible measure of P , and write νx = Λ(x, ·) for the rows of Λ.
Lemma 10. If Λ is non-degenerate, i.e., if Λ is of rank m, then there is an orthonormal basis of left eigenvectors (µ j : 0 ≤ j < n) of P such that
there is a subset J of [n] such that 0 ∈ J and |J| = m and there is an invertible matrix C = (C(x, j))x ∈X ,j∈J with C(x, 0) = 1 for allx inX , such that
In particular, the spectrum ofP is contained in that of P , with eigenvalue multiplicities that do not exceed the corresponding ones for P .
Proof. Let V be the subspace of ℓ * 2 (µ) spanned by the νx. Since Λ is non-degenerate, V is of dimension m. Since ΛP =P Λ, the νxP are convex combinations of the νx and V is stable by the self-adjoint operator P . It follows that there is such an orthonormal basis of left eigenvectors µ j , with µ 0 = µ, a subset J ⊂ [n] of size m, and an invertible matrix C such that (27) holds. Since for j > 0 one has µ, µ j * = 0, by computing the scalar product with µ of both sides of equations (27), it follows that 0 belongs to J and C(x, 0) = 1 for eachx. Now, applying P on both sides of (27) we obtain
By identifying the decomposition coefficients in the basis of the µ j 's, this gives (28). Since the m column vectors C(·, j) are linearly independent, they form a basis of the functions onX . This is why equations (28) completely describe the spectrum ofP and we can conclude that the spectrum ofP is contained in that of P with the multiplicity constraint.
The previous lemma shows on the one hand a localisation property in Fourier space of exact solutions of intertwining equations: the νx have to be with no component on n − m eigenvectors of the Laplacian L (see equations (27)). On the other hand, it shows that finding exact solutions of intertwining equation implies to have a detailed knowledge of the eigenvectors of the Laplacian. Conversely, it is now possible to describe all the non-degenerate solutions of the intertwining equations in terms of, on the one hand, the eigenvectors and eigenvalues of P and, on the other hand, the set of diagonalizable stochastic matricesP with a given spectrum contained in that of P , and satisfying the multiplicity constraint. Any right eigenvector basis (C(·, j) : j ∈ J) -satisfying (28) and with C(·, 0) ≡ 1-of such aP will provide, through equations (27) and possibly after rescaling, a non-degenerate solution of the intertwining equations. The only delicate point to check is indeed the non-negativity of the νx. But if this fails, and since µ = µ 0 charges all points in X , one just has to replace the C(·, j) for positive j in J, by some δ j C(·, j) for some small enough δ j .
At this point we just have to give sufficient conditions for the set of diagonalisable stochastic matrices with a given spectrum to ensure that our intertwining equations do have solutions. The next lemma shows that, if P has non-negative eigenvalues, then we will find solutions withX of any size m < n. We further note that this hypothesis will always be fulfilled if instead of considering P we consider its lazy version (P + Id)/2.
Lemma 11. For any
there always exists a reversible and irreducible stochastic matrixP with such a spectrum. 
Proof. Let us set
a matrix with orthogonal rows, and introduce the diagonal matrices
. . . µ A is orthogonal. We computē
. . .
with, for all 1 ≤ k ≤ m, Σ k = j<k θ j .P is stochastic, irreducible and reversible with respect tō µ defined byμ
It also has the desired spectrum.
Comment: The proof actually shows that the positivity hypothesis on the θ j 's can be slightly relaxed: we only have to require the numerators of the diagonal coefficients in (29) to be non-negative.
We conclude this section by observing that the universal solution we just provided is not fully satisfactory. First, it requires a detailed knowledge of the spectrum that can be practically unavailable. Second, we can expect such a universal solution to produce very squeezed solutions. Indeed, the coefficients C(x, j) in (28) will be given by the matrix
ensuring the non-negativity of the νx. The fact that the δ i 's may have to be chosen very small can be the source of very strong squeezing.
3. Proof of Theorem 3 3.1. Total variation estimates. Inequality (19) is a direct consequence of Inequality (18) and Proposition 2. Indeed,
It remains thus to prove (18) . Applying Markov property at time τ 1 , we get
Moreover, set δx the Dirac measure atx, seen both as a probability measure on X and as a row vector of dimension n. Then, we can rewrite
x∈X ,y∈X ,z∈X
We now take the expectation with respect to E q .
Formula (24) gives then the desired result.
3.2. Squeezing estimates. We now prove the quantitative upper bounds on the squeezing of Λ stated in (20). We begin with the following lemma:
Lemma 12. For any m ∈ {1, · · · , n},
Proof. Note first that
Hence,
From Proposition 8,X = ρ(Φ) is a determinantal process associated to the kernel K q . Remind that for all j ∈ {0, · · · , n − 1}, µ j (−L) = λ j µ j . The µ j are orthogonal by symmetry of −L, and we assume that for all j ∈ {0, · · · , n − 1}, µ j * = 1, so that µ 0 = µ. Hence, we get µ j K q =+λ j µ j . One way to construct ρ(Φ), the number of roots being fixed equal to m, is to choose m eigenvectors of K q , according to Bernoulli random variables with parameters p j , and then to chooseX according to the determinantal process associated to the projector operator onto the m chosen eigenvectors. More formally,
where Z m,q is a normalizing constant (Z m,q = P q X = m ). We go back to (31) and turn to the term Vol 2 (νȳ;ȳ ∈ R). It follows from Cauchy-Binet formula that
Putting (32) and (33) into (31), we are led to
Cauchy-Schwartz inequality then yields
Using again Cauchy-Binet formula, we get
so that the term in the second square root is equal to
We turn now to the term in the first square root, which can be rewritten, by using twice the Cauchy-Binet formula, as
R⊂X \{x},|R|=m−1
To end the proof of the lemma, it is sufficient to note that
We can now conclude the proof of (20) and of Theorem 3. Note that |J|=m−1 j∈J p ′2 j is the coefficient of t m−1 in the polynomial P (t) = n−1 j=0 (1 + tp ′2 j ). Hence for any t > 0, one gets
In the same way, for any x > 0,
Hence, for any x, t > 0, for any m ∈ {1, · · · , n},
One can check that
.
Take now xt = 1. We obtain that for any t > 0, for any m ∈ {1, · · · , n},
Optimizing the exponential term in t and choosing t = T n lead to (20).
Proof of Theorem 4
Let us first rewrite K q ′ in terms of µ.
where the last equality comes from Proposition 9. Hence, P q a.s.,
Proof. P q a.s., for any x, y ∈ X ,
Hence, P q a.s., for anyx ∈X , and y ∈ X ,
Therefore, P q a.s., for anyx ∈X ,
When B is a subset of C, one has
Summing onx and integrating w.r.t. E q , leads to
Let p ≥ 1 and p * its conjugate exponent. Using Hölder's inequality, we get
To conclude the proof of our theorem we evaluate P q,q ′ ρ ρ ′ x / ∈ A ′ (x) for x any given point in X .
Lemma 15. For any x ∈ X , let Γ ′ x be the path going from x to ρ ′ x in Φ ′ . Then,
Proof. To decide wether ρ ρ ′ x is in A ′ (x) or not, we do the following construction:
(1) We begin the construction of Φ ′ using Wilson's algorithm starting from x. Thus, we let evolve the Markov process starting from x until an exponential time of parameter q ′ , and erase the loop. The result is an oriented path γ ′ (= Γ ′ x ) without loops from x to a point y (= ρ ′ x ). (2) We go on with the construction of Φ with Wilson's algorithm starting from y. We let evolve the Markov process starting from y until an exponential time T q of parameter q. The Markov process stops a a point v (= ρ ρ ′ x ). (3) Finally, we continue the construction of Φ ′ using Wilson's algorithm starting from v. We let evolve the Markov process starting from v, and we stop it after an exponential time T q ′ of parameter q ′ , or when it reaches the already constructed path γ ′ . At this point, we are able to decide wether ρ ρ ′ x is in A ′ (x) or not, since ρ ρ ′ x ∈ A ′ (x) if and only if T q ′ is bigger than the hitting time of γ ′ . Using this construction, we get that for any self-avoiding path γ ′ from x to y,
, where θ t denotes the time shift. Recall that τ 1 is the first time of the clock process on which X is build fromX, and let S i be the successive return times to γ ′ :
using Markov property at time
is the mean number of visits to the point z up to time T q . We have obtained that
We now use Markov property at time τ 1 to write
Integrating over γ ′ and y, we are led to
where the sum over γ ′ is the sum on all self-avoiding paths going from x to y. Now, introducing for any such path γ
this can be rewritten, with w(φ) = e∈φ w(e), as
Lemma 16. Let G q (y, z) = E y Tq 0 1 l X(s)=z ds . Then G q (y, z) =G q (y, z, γ)/(q + α) for any self-avoiding path γ that contains z and goes from x to y.
Proof. Let V i be the successive return times to z:
We fix y, γ and z and want to perform the summations over u and φ. With any pair (u, φ), with u / ∈ γ and φ ∈ F 1 (y, γ, u), we associate a new forestφ =φ(u, φ) in the following way:
(1) we reverse the edges from z to y along γ; (2) we add the edge (z, u).
The forestφ is such that:
• z / ∈ ρ(φ).
• the piece γ x z of the path γ going from x to z belongs toφ;
• the path ← − γ y z consisting of the reversed path γ from z to y, belongs toφ. Using reversibility, one has µ(z) e∈γz y w(e) = µ(y) e∈ ← − γ y z w(e), and
is one to one. Indeed, givenφ in F 2 (y, z, γ), u is the "ancestor" of z inφ, and once we know u, φ is obtained by cutting the edge (z, u), and by reversing the path ← − γ y z . Therefore, we obtain u / ∈γ φ∈F 1 (y,γ,u)
G q (y, z)w(z, u) (q ′ ) |ρ(φ)| w(φ) Z(q ′ ) = G q (z, y) (q ′ ) |ρ(φ)|+1 w(φ) Z(q ′ ) .
We now perform the summations over z and γ and φ, y being fixed. Note that if φ ∈ F 2 (y, z, γ) for some z and γ, x and y are in the same tree (t x = t y using the notations of Section 1.4), and z is their first common ancestor a(x, y) in that tree. Let us then denote F 3 (y, x) = {φ s.o.f. ; t x = t y , a(x, y) / ∈ ρ(φ)} .
Then, ∪ γ:x y ∪ z∈γ F 2 (y, z, γ) ⊂ F 3 (y, x) . In addition, given a forest φ ∈ F 3 (y, x), there is a unique γ : x y, and z ∈ γ such that φ ∈ F 2 (y, z, γ): z is the first common ancestor a(x, y) of x and y, whereas γ is the concatenation of the path going from x to a(x, y) and the reversed path from y to a(x, y). Therefore, G q (a(x, y), y) (q ′ ) |ρ(φ)|+1 w(φ) Z(q ′ ) .
It remains to sum over y. When moving y in t x , a(x, y) moves along the path γ x going from x to the root of t x . Hence, y∈X φ∈F 3 (y,x)
G q (a(x, y), y) (q ′ ) |ρ(φ)|+1 w(φ) Z(q ′ ) = φ s.o.f. z∈γx,z =ρx y∈tx;a(x,y)=z G q (z, y) (q ′ ) |ρ(φ)|+1 w(φ) Z(q ′ ) .
Proof of Theorem 5
Let us first rewrite our approximate solutions of Equation (2) with error terms. There are signed measures ǫx ,q ′ such that, for allx inX , µ A(x) K q ′ = ȳ∈X P µ A(x) X(T q ′ ) ∈ A(ȳ) µ A(ȳ) + ǫx ,q ′ .
Let us now apply the " 'low-pass filter" M W m on both sides of the equations. On the one hand, K q ′ and M W m commute. On the other hand, our linear independence (i.e. finite squeezing) hypothesis implies that the ǫx ,q ′ M W m are linear combinations of the µ A(x) M W m . Indeed, since the image im(M W m ) of M W m is a vector space of dimension m that contains the m linearly independent νx, the latter should span im(M W m ). We then get, by using the notation of the proof of Proposition 1,
Now, when q ′ goes to 0, P µ A(x) X(T q ′ ) ∈ A(ȳ) converges to µ(A(ȳ)) > 0, and, by Theorem 4, ǫx ,q ′ goes to zero. Since our νx do not depend on q ′ , this concludes the proof of the theorem.
Let us list what would be needed to give quantitative bounds on q ′ to ensure that we can build in this way exact solutions of (2). We would need:
(1) upper bounds on the ǫx ,q ′ ; (2) upper bounds on the νx ; (3) lower bounds on the P µ A(x) X(T q ′ ) ∈ A(ȳ) .
The latter are out of reach in such a general framework, the first ones are provided by Theorem 4, the second ones would be a consequence of upper bounds on the squeezing. This is the reason why we introduce the squeezing to measure joint overlap. We note that given Proposition 9 and Equation (20) in Theorem 3, we are not so far of getting such bounds. But no convexity inequality leads here to the conclusion. By summing onȳ we get P νx Tx = 1 X (1) = y = (νxP )(y) −P (x,x)νx(y) (νxP )(y) = 1 −P (x,x)νx(y) (νxP )(y) .
We also have P νx Ȳx =ȳ X (1) = y, Tx = 1 = P νx Ȳx =ȳ, Tx = 1 X (1) = y P νx Tx = 1 X (1) = y =P (x,ȳ)νȳ(y) (νxP )(y) −P (x,x)νx(y) .
We are then led to build Tx ≥ 1 andȲx in the following way.
(1) At t = 1 we set Tx = 1 with probability 1 −P (x,x)νx(X(1))/(νxP )(X(1)) by using a uniform random variable U 1 which is independent ofX (it holdsP (x,ȳ)νx(y)/(νxP )(y) ≤ 1 for all y in X by Equation (4)). (2) If we just set Tx = 1 we then setȲx =ȳ =x with a probability given by the ratiō P (x,ȳ)νȳ(X(1))/[(νxP )(X(1)) −P (x,x)νx(X(1))] by using a uniform random variable U ′ 1 that is independent of U 1 andX. (Once again (4) ensures that these are positive quantities summing to one.) (3) If for all s < t we did not decide to set Tx = s then we set in the same way Tx = t with probability 1 −P (x,x)νx(X(t))/(νxP )(X(t)), in which case we setȲx =ȳ =x with probabilityP (x,ȳ)νȳ(X(t))/[(νxP )(X(t)) −P (x,x)νx(X(t))]. This is naturally done by using uniform random variable that are independent ofX and U 1 , U ′ 1 , U 2 , U ′ 2 , . . . , U t−1 , U ′ t−1 . At this point, the key property to check is the stationarity of νx up to Tx. To this end it suffices to check Equation (21) with t = 1. And one has P νx X (1) = y Tx > 1 = P νx X (1) = y, Tx > 1 Points (1)- (5) immediately follow.
