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ABSTRACT
Profile images on social networks are users’ opportunity to
present themselves and to affect how others judge them. We
examine what Facebook images say about users’ perceived
and measured intelligence. 1,122 Facebook users completed
a matrices intelligence test and shared their current Face-
book profile image. Strangers also rated the images for per-
ceived intelligence. We use automatically extracted image
features to predict both measured and perceived intelligence.
Intelligence estimation from images is a difficult task even
for humans, but experimental results show that human ac-
curacy can be equalled using computing methods. We re-
port the image features that predict both measured and per-
ceived intelligence, and highlight misleading features such
as “smiling” and “wearing glasses” that are correlated with
perceived but not measured intelligence. Our results give in-
sights into inaccurate stereotyping from profile images and
also have implications for privacy, especially since in most
social networks profile images are public by default.
Keywords
Intelligence quotient; Measured intelligence; Perceived intel-
ligence; Intelligence estimation; Computational aesthetics;
IQ
1. INTRODUCTION
Profile images are fundamental to online social networks.
They are typically displayed each time a user posts a mes-
sage or shares a piece of content, and are normally public
by default. As such, they are an important avenue for users
to share their self-representation, and they can have a big
effect on how friends and strangers judge the user. Recent
experimental research [2] shows that Facebook profile im-
ages affect employers’ hiring decisions: Candidates with the
most attractive profile images obtained 39% more job inter-
view invitations than those with the least attractive images.
General profile images include behavioural cues such as
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camera views, poses, clothes, locations and the presence of
friends and partners; or preference cues such as pets, car-
toon characters, sports equipment and special signs, which
are linked to people’s lifestyles and how they represent them-
selves in the social network. Such cues are the outcome of
intentional choices, driven by psychological differences.
Intelligence is an individual difference that is related to
important life outcomes such as income [28] and relation-
ships [9]. The first impressions of intelligence can have
significant consequences in social scenarios such as employ-
ment. Different from other neutral psychological traits such
as personality, where there is no ideal personality, high in-
telligence is a trait that people want to project to others by
self-representation.
In this paper, we investigate whether a user’s intelligence
can be inferred from profile images. This will help us to bet-
ter understand human behaviour, help Web users to better
manage their self-representation, and enable an understand-
ing of the privacy risk of having a public profile image. There
are very few works studying the relationship between images
of people and their intelligence [10, 24, 23], and those that
exist focus on facial photographs using small sample sizes.
Our work is distinguished from those by taking into account
the general profile images which contain more psychological
and behavioural cues, such as the image background, and
using a much larger data set.
We define a user’s intelligence score measured by an IQ
test as measured intelligence (MI) and the intelligence score
rated by human observers’ perceptions based on the self-
representation of users as perceived intelligence (PI). We
propose a framework of intelligence estimation from profile
images by both humans and computers as shown in Figure 1.
We use profile images from 1,122 Facebook users who have
taken an IQ test, and whose profile images have also been
rated by strangers. We extract visual features from profile
images and examine the relationships between those features
and both MI and PI. Our contributions can be summarised
as follows:
• We designed experiments to investigate how humans
make intelligence judgments (i.e., PI) for others from
profile images. We found different people have rela-
tively consistent judgements and such judgements are
associated with MI for both men and women.
• We proposed a system of automatic intelligence es-
timation from profile images and evaluated the esti-
mation accuracy of both computers and humans. We
found it is possible to equal humans’ accuracy using
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Figure 1: Illustration of image based intelligence estimation.
algorithms while also having the potential to reduce
biased judgements.
• We conducted comprehensive analysis on the relation-
ships between visual features and MI or PI. We an-
swered the research questions about what visual ele-
ments an intelligent person will use in profile images,
and what visual elements in a profile image make a
person perceived to be intelligent. Those insights can
guide people to manage their self-representations.
The rest of this paper is organised as follows: Section 2
reviews related works in both psychological and computing
literatures. Section 3 introduces the proposed framework
including how the MI score is generated and how the MI
and PI are estimated by humans and computers. Section
4 presents the experimental results of feature analysis and
intelligence estimation. Section 5 draws the conclusions and
finally Section 6 summarises the future research directions.
2. RELATED WORK
Recent research [12] has examined the extent to which
seemingly innocuous social media data such as Facebook
status updates [20] and Facebook ‘Likes’ [27] can be used to
infer highly intimate behavioural and psychological traits.
Compared to using other types of social media data such
as text [20] for behaviour analysis, the processing of image
data is less studied due to the challenge of extracting pre-
dictive features (see the survey in [26]). Redi et al. [18]
predicted the ambiance of commercial places based on the
profile pictures of its visitors in Foursquare. Guntuku et al.
[8] predicted users’ preference for an image based on its vi-
sual content and associated tags. Steele et al. [22] explored
the human raters’ agreement of personality impression from
profile images. Liu et al. [13] analysed how Twitter profile
images vary with the personality of the users. Cristani et
al. [6] and Segalin et al. [21] predicted both measured and
perceived personality scores using Flickr images tagged as
favourite by users.
There are very few works studying the relationship be-
tween images of people and their intelligence. Kleisner et
al. [10] used geometric morphometrics to determine which
facial traits are associated with MI and PI based on 80 facial
photographs. Results shown that certain facial traits were
shown to be correlated with PI while there was no correla-
tion between morphological traits and MI; PI was associated
with MI in men but not women. Talamas et al. [24] inves-
tigated PI, attractiveness and academic performance using
100 face photos and found no relationship between PI and
academic performance, but a strong positive correlation be-
tween attractiveness and PI. They also scrutinized PI and
attractiveness in the work in [23] based on face photos of 100
adults and 90 school-aged children and found that PI was
partially mediated by attractiveness, but independent ef-
fects of centre facial cues such as eyelid-openness and subtle
smiling can enhance PI scores independent of attractiveness.
Compared with the above works, we employ social net-
work profile images which include more behavioural cues
linking to people’s lifestyles, interests, values and thoughts,
not just limited to facial cues such as attractiveness or sym-
metry. We investigate and predict both MI and PI, and also
consider demographic information such as gender and age in
the analysis. To the best of our knowledge, our work is the
first one to automatically estimate intelligence from profile
images in social network.
3. PROPOSED FRAMEWORK
Our framework contains three main elements: 1) users
take an IQ test to get their MI scores, 2) users’ profile images
are shown to other human raters to get PI scores, and 3)
visual features are algorithmically extracted from images to
estimate MI and PI separately.
3.1 Data collection
Our data is based on themyPersonality1 database. myPer-
sonality was a Facebook application where users can take
psychometric tests by logging in using their Facebook ac-
count. Now the database contains more than 6 million psy-
chometric test results together with more than 4 million indi-
vidual Facebook profiles. About 7,000 users took a 20-item
matrices IQ test (validated against Raven’s Matrices [17])
designed by professional psychometricians; the MI scores of
those users are calculated from the IQ test. Their Facebook
profiles were collected with consent, which contain demo-
graphic information such as gender and age.
1http://mypersonality.org/
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Figure 2: Histogram of MI scores. The collected samples
showed a broad range of distribution of MI scores.
We selected those users who shared their profile images
(excluding the Facebook default profile image) and there
are 1,122 users (51% men, age mean±std=25.9±9.2, range:
14∼69; MI score mean±std=112.4±14.5, range: 64.9∼138.6,
distribution is shown in Figure 2). Each user has one pub-
licly available profile image in JPEG format, normally of size
200 × 200 pixels. The thumbnails of some example images
are shown in Figure 1. There are about 16% non-person
images (e.g., cartoons, drawings, animals, signs, etc.), 60%
with only one person, 21% with two or three persons and 3%
group images (more than four persons). Images with per-
sons may also contain other content such as animals, plants,
sports, indoor and outdoor scenes, events (e.g., wedding or
graduation), etc.
We also recruited 739 independent raters (49% men, age
mean±std=24.2±6.2, range: 15∼72 covering a broad range
of raters with different ages) through our online psychomet-
rics platform Concerto2. Each rater was randomly shown 50
or 100 images, one image at each time. Raters received the
following instructions:
At each time, a profile image will be presented
to you. The image content may contain (one or
more than one) people, animals or other objects.
You will be asked to make a judgement of how
intelligent this user is who uses such an image
as their social network profile image. You need
to rate the intelligence score for a given image
using a 7-scale point scale wherein 7 stands for
the highest ranking (most intelligent) and 1 the
lowest (least intelligent). There is no time limit
for rating each image.
Each image was finally rated by at least 24 different raters.
Each rater’s scores were z-score-normalised in order to ac-
count for positivity or negativity bias.
3.2 Perceived intelligence estimation by humans
Figure 3 shows an example of the rated scores for the
first 20 images. Each box indicates the distribution of rated
2http://concertoplatform.com/
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Figure 3: Rated scores for the first 20 images.
scores for each image. The box length is the interquar-
tile range of the scores and the red line indicates the me-
dian value. Red crosses indicate some extreme scores where
raters strongly disagree with the average. Whiskers indicate
the maximal and minimal scores (excluding extreme scores).
For each image, there are few extreme scores in the plot
and most rated scores tend to cluster in a relatively narrow
range. This example shows raters’ PI scores are relatively
consistent within images but there are differences between
images.
In order to quantitatively evaluate whether different raters
agree with each other, we compute the inter-rater reliabil-
ity (IRR) [19] for rated scores. The rated scores (observed
scores) X is composed of a true score T and a measurement
error (noise) E between different raters [16]. The IRR anal-
ysis aims to determine how much of the variance of the rated
scores is due to variance in the true scores after removing
the variance of measurement error:
Reliability =
var(T )
var(T ) + var(E)
(1)
To rate all 1,122 images by each rater is time-consuming
and raters may lose attention due to long time work. As
mentioned in Section 3.1, in our experimental settings, each
rater randomly rated 50 or 100 images and each image was
finally rated by at least 24 different raters. We use the
interclass correction coefficient (ICC) [16] to measure the
IRR because ICC is suitable when a subset of samples is
rated by multiple raters. It models the rated score Xij of
image i by rater j as:
Xij = µ+ ri + eij , (2)
where µ is the unobserved overall mean which is constant;
ri is an unobserved random effect shared by all rated scores
for image i and eij is an unobserved measurement error. ri
and eij are assumed to have expected value zero and to be
uncorrelated with each other. The variance of rj is denoted
σ2r and the variance of eij is denoted σ
2
e .The degree of abso-
lute agreement based on average of k rated scores (k = 24
in our data) is calculated using the ICC one-way model as
(more details see [16]):
ICC =
σ2r
σ2r +
σ2
e
k
(3)
Higher ICC values indicate greater IRR (guideline[5]: less
than 0.4: poor, between 0.4 and 0.59: fair, between 0.6 and
0.74: good, between 0.75 and 1: excellent) - in this work it
was 0.86. This means that most raters agree with one an-
other in their perception of each image’s intelligence. There-
fore, the PI score for each image (user) is calculated as the
median value of its rated scores. We use median value in-
stead of mean value because the former is more robust to
the some extreme rated scores shown in Figure 3.
3.3 Intelligence estimation by computers
We model the intelligence estimation as a regression prob-
lem by mapping image features into MI or PI scores. In
this section we first introduce the image features extracted
and then present the feature selection schemes used for MI
regression and PI regression. After feature selection, the
regression is implemented using Support Vector Regression
(SVR).
3.3.1 Feature extraction
We use the image aesthetics and perception descriptors
[15, 4] inspired by psychology and art theories to extract use-
ful features from profile images. Those features are under-
standable and effective in human behaviour analysis tasks
as shown in previous works [6, 8, 21]. Those features can
be classified into four main categories: colour, composition,
texture, and body & face related features. The colour, com-
position and texture features capture low-level information
while the body & face related features capture the high-level,
i.e., content or semantic information. Body is detected using
the Deformable Part Model [11] and Face related features
are extracted by the Face++ detector [29].
Additionally, as well as extracting the above features from
a whole image, we also partition each image into 4×4 blocks
then extract colour and texture features such as LBP [1] and
dense SIFT [14], similar as the work in [7]. LBP is widely
used to encode facial texture and dense SIFT is popular
for representing scene images. Exacting those features from
each block is able to capture the local structure of an image.
Section 4.1 will show that there are a large number of such
local features significantly correlated with both MI and PI,
which can be very useful for intelligence estimation. Details
of each feature are shown in Table 1.
3.3.2 Feature selection
After feature extraction, all features of an image are con-
catenated into an M-dimensional vector. We employ Princi-
ple Component Analysis (PCA) to reduce feature dimension
by selecting N dimensions which have the highest amount of
variance where N is the number of training samples (N ≪
M).
Next, we adopt filter based feature selection on the uncor-
related PCA features to select the most informative features.
In psychometrics tests, MI scores can be classified into sev-
eral categories according to the values. For example:
1-very superior: ≥ 130
2-superior: 120∼129
3-high average: 110∼119
4-average: 90∼109
5-low average: 80∼89
6-borderline: 70∼79
7-low: ≤ 69
Inspired by this, we choose the most discriminant features
while constraining the same feature to be selected across
different categories of MI scores. This is similar to the idea
of multi-task learning [30] which learns models for multiple
tasks jointly using a shared representation.
We perform univariate statistical tests on features and
the target variable in the training set and select the most
statistically significant K features (according to p-value/F-
score by F-test). For MI, we select K features based on MI
score and anotherK features based on MI label and then use
the intersection of those two feature sets as the final selected
features. For PI, the scores are already calculated based on
a 7-point scale, so the target variable is the PI score directly.
4. EXPERIMENTS AND RESULTS
Parameters for image feature extraction are set as the op-
timal values reported in their original papers. We present
univariate correlations between features and intelligence scores
and then report the overall intelligence estimation results.
Experiments are performed using the Leave-one-out cross-
validation: Each time, one image is selected as testing sam-
ple and the remaining images are training samples on which
regression models are trained. The selected dimension K in
section 3.3.2 is set as N/2 where N is the number of training
samples. We use cross-validation in training set to find the
optimal parameters for SVR to avoid overfitting.
4.1 Feature analysis
We calculate the Spearman correlation coefficient ρ be-
tween each individual feature and MI or PI scores. In this
section we describe: 1) what visual elements an intelligent
person will use in profile images, and 2) what visual elements
in a profile image make a person perceived to be intelligent.
As shown in Table 2, the ratios of significantly (p value
<0.05) correlated features with PI are much larger than that
with MI. This might be because PI scores are based on only
raters’ perceptions of a user’s profile image, but MI scores
may involve other factors which cannot be directly inferred
from images such as education level. Most of the colour,
composition, body and face, and texture features are sig-
nificantly correlated with MI and PI. Although the ratios
of local features are relatively low, considering the high di-
mension of those features there are still a large number of
features which are useful for regression.
Correlations between individual features and MI or PI are
shown in Figure 4. For local features, since the dimensions
are very high, only features with significant correlations are
selected in the calculation and the average positive and neg-
ative correlations are shown. For face and body features,
only images with faces are included.
4.1.1 Colour
The percentage of green pixels and colour sensitivity are
positively correlated with MI while H circular variance (colour
diversity in hue), percentages of pink, purple and red pixels,
and dark channel (the higher the value, the less clear the im-
age) are negatively correlated with MI. This suggests people
Table 1: Description of image features
Category Name Len. Description
Low-level
Colour
HSV statistics 5 Circular variance of H channel, average of S, V (use of light), standard
deviation of S, V
Emotion-based 3 Valence, Arousal and Dominance in V and S channels
Colourfulness 1 Colour diversity
Colour name 11 The percentage of black, blue, brown, grey, orange, pink, purple, red,
white and yellow pixels
Dark channel 1 The minimum filter output on RGB channel, reflects image clarity,
saturation and hue
Colour sensitivity 1 The peak of a weighted colour histogram representing the sensitivity
with respect to human eye
Composition
Edge pixels 1 The percentage of edge pixels to present the structure of an image
Regions 2 Number of regions, average size of regions
Symmetry 2 Horizontal symmetry and vertical symmetry
Texture
Entropy 1 Gray distribution entropy
Sharpness 4 The average, variance, minimal and maximal value of sharpness
Wavelet 12 Wavelet textures (spatial smoothness/graininess) in 3 levels on each
HSV channel
Tamura 3 Coarseness, contrast and directionality of texture
GLCM 12 Contrast, correlation, energy, homogeneousness for each HSV channel
GIST 24 Low dimensional representation of a scene, extracting from a whole
image
Local
Colour histogram 512 Histogram of colour from local blocks
LBP 944 Local Binary Pattern (LBPu2i,2 ) from local blocks
GIST 512 GIST features extracted from local blocks
SIFT 2048 Dense SIFT features from local blocks
High-level Body & face
Body 2 The presence of body* and the proportion of the main body
Skin 1 The percentage of skin pixels
Face 4 The number of faces*, the proportion of main face, the horizontal and
vertical locations of main face
Glasses 2 The presence of normal glasses* or sunglasses*
Pose 3 The pitch angle, roll angle and yaw angle of head
∗ with manual check to make sure the automatic detection results are correct
with high MI scores like to represent themselves in a clear
and simple profile image. Percentages of grey and white pix-
els are positively correlated with PI, which suggests those
colours in a profile image makes the user look intelligent. H
circular variance, average of S channel (indicates chromatic
purity, the lower the value, the purer the colour), percent-
ages of brown, green, pink, purple pixels and dark channel
are negatively correlated with PI.
4.1.2 Composition
Percentage of edge pixels is negatively correlated with PI.
Most other composition features are correlated with neither
MI nor PI. This suggests that in this dataset people do not
prefer particular composition elements in their profile im-
ages. Moreover, those elements also do not affect how others
judge the user’s intelligence.
4.1.3 Body & face
The proportions of skin and face area are negatively cor-
related with MI. Similarly, the proportions of body, skin and
face are negatively correlated with PI. Users who are very
close to the camera are perceived as less intelligent. The
smile degree and the presence of glasses are positively cor-
related with PI while no such correlations are observed in
MI, indicating that people whose pictures show them smil-
ing and wearing glasses are perceived as being intelligent but
this is an inaccurate stereotype.
4.1.4 Texture
The average, minimal and maximal values of sharpness
are positively correlated with both MI and PI. The vari-
ance of sharpness is negatively correlated with PI. This con-
firms that the sharper (more clear in texture) a profile im-
age is, the more intelligent the user is perceived to be. Most
wavelet features, which represent graininess, are negatively
correlated with MI. Most GIST features, which represent
the dominant spatial structure of a scene, are positively cor-
related with both MI and PI.
4.1.5 Local
The average positive and negative correlations are shown
separately. The texture features LBP achieve the highest
correlations for both MI and PI.
4.2 Intelligence estimation
4.2.1 By humans
The previous research [24] which is based on 100 facial
photographs showed that PI is associated MI in men (photo)
but not women (photo). Here we also partition users into
two groups by gender and analyse whether PI can predict
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-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
H
 c
ir
cu
la
r 
v
a
ri
a
n
ce
A
v
g
. 
S
S
td
. 
S
A
v
g
. 
V
(u
se
 o
f 
li
g
h
t)
S
td
. 
V
V
a
le
n
ce
A
ro
u
sa
l
D
o
m
in
a
ce
C
o
lo
u
rf
u
ln
e
ss
B
la
ck
 p
ix
e
ls
B
lu
e
 p
ix
e
ls
B
ro
w
n
 p
ix
e
ls
G
re
y
 p
ix
e
ls
G
re
e
n
 p
ix
e
ls
O
ra
n
g
e
 p
ix
e
ls
P
in
k
 p
ix
e
ls
P
u
rp
le
 p
ix
e
ls
R
e
d
 p
ix
e
ls
W
h
it
e
 p
ix
e
ls
Y
e
ll
o
w
 p
ix
e
ls
D
a
rk
 c
h
a
n
n
e
l
C
o
lo
u
r 
se
n
si
ti
v
it
y
E
d
g
e
 p
ix
e
ls
#
 r
e
g
io
n
s
A
v
g
. 
re
g
io
n
 s
iz
e
H
o
ri
zo
n
ta
l 
sy
m
.
V
e
rt
ic
a
l 
sy
m
.
B
o
d
y
B
o
d
y
 p
ro
p
o
rt
io
n
S
k
in
 p
ro
p
o
rt
io
n
#
 f
a
ce
s
F
a
ce
 p
ro
p
o
rt
io
n
F
a
ce
 c
e
n
tr
e
 X
F
a
ce
 c
e
n
tr
e
 Y
S
m
il
e
 d
e
g
re
e
S
u
n
g
la
ss
e
s
G
la
ss
e
s
P
it
ch
 a
n
g
le
R
o
ll
 a
n
g
le
Y
a
w
 a
n
g
le
A
v
g
. 
si
g
. 
p
o
s.
 c
o
lo
u
r
A
v
g
. 
si
g
. 
n
e
g
. 
co
lo
u
r
A
v
g
. 
si
g
. 
p
o
s.
 L
B
P
A
v
g
. 
si
g
. 
n
e
g
. 
LB
P
A
v
g
. 
si
g
. 
p
o
s.
 G
IS
T
A
v
g
. 
si
g
. 
n
e
g
. 
G
IS
T
A
v
g
. 
si
g
. 
p
o
s.
 S
IF
T
A
v
g
. 
si
g
. 
n
e
g
. 
S
IF
T
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
E
n
tr
o
p
y
A
v
g
. 
sh
a
rp
.
V
a
r.
 s
h
a
rp
.
M
in
. 
sh
a
rp
.
M
a
x.
 s
h
a
rp
W
a
v
e
le
t 
H
 l
e
v
. 
1
W
a
v
e
le
t 
H
 l
e
v
. 
2
W
a
v
e
le
t 
H
 l
e
v
. 
3
W
a
v
e
le
t 
S
 l
e
v
. 
1
W
a
v
e
le
t 
S
 l
e
v
. 
2
W
a
v
e
le
t 
S
 l
e
v
. 
3
W
a
v
e
le
t 
V
 l
e
v
. 
1
W
a
v
e
le
t 
V
 l
e
v
. 
2
W
a
v
e
le
t 
V
 l
e
v
. 
3
W
a
v
e
le
t 
H
 s
u
m
W
a
v
e
le
t 
S
 s
u
m
W
a
v
e
le
t 
V
 s
u
m
T
a
m
u
ra
 c
o
a
rs
e
n
e
ss
T
a
m
u
ra
 c
o
n
tr
a
st
T
a
m
u
ra
 d
ir
e
ct
io
n
a
li
ty
G
LC
M
 c
o
n
tr
a
st
 H
G
LC
M
 c
o
rr
e
la
ti
o
n
 H
G
LC
M
 e
n
e
rg
y
 H
G
LC
M
 h
o
m
o
g
e
n
e
it
y
 H
G
LC
M
 c
o
n
tr
a
st
 S
G
LC
M
 c
o
rr
e
la
ti
o
n
 S
G
LC
M
 e
n
e
rg
y
 S
G
LC
M
 h
o
m
o
g
e
n
e
it
y
 S
G
LC
M
 c
o
n
tr
a
st
 V
G
LC
M
 c
o
rr
e
la
ti
o
n
 V
G
LC
M
 e
n
e
rg
y
 V
G
LC
M
 h
o
m
o
g
e
n
e
it
y
 V
G
IS
T
 c
h
a
n
n
e
l 
1
G
IS
T
 c
h
a
n
n
e
l 
2
G
IS
T
 c
h
a
n
n
e
l 
3
G
IS
T
 c
h
a
n
n
e
l 
4
G
IS
T
 c
h
a
n
n
e
l 
5
G
IS
T
 c
h
a
n
n
e
l 
6
G
IS
T
 c
h
a
n
n
e
l 
7
G
IS
T
 c
h
a
n
n
e
l 
8
G
IS
T
 c
h
a
n
n
e
l 
9
G
IS
T
 c
h
a
n
n
e
l 
1
0
G
IS
T
 c
h
a
n
n
e
l 
1
1
G
IS
T
 c
h
a
n
n
e
l 
1
2
G
IS
T
 c
h
a
n
n
e
l 
1
3
G
IS
T
 c
h
a
n
n
e
l 
1
4
G
IS
T
 c
h
a
n
n
e
l 
1
5
G
IS
T
 c
h
a
n
n
e
l 
1
6
G
IS
T
 c
h
a
n
n
e
l 
1
7
G
IS
T
 c
h
a
n
n
e
l 
1
8
G
IS
T
 c
h
a
n
n
e
l 
1
9
G
IS
T
 c
h
a
n
n
e
l 
2
0
G
IS
T
 c
h
a
n
n
e
l 
2
1
G
IS
T
 c
h
a
n
n
e
l 
2
2
G
IS
T
 c
h
a
n
n
e
l 
2
3
G
IS
T
 c
h
a
n
n
e
l 
2
4
Measured intelligence Perceived intelligence
Texture
Colour Body & face Local
Figure 4: Correlations between image features and MI (orange bars) or PI (blue bars). Darker bars indicate correlations
which are statistically significant (p < 0.05).
Table 2: Ratios of significantly correlated feature (p < 0.05)
Feature Len.
p < 0.05 ratio
MI PI
Colour, composition, body&face, texture 95 34.3% 56.3%
Local colour histogram 512 8.0% 11.9%
Local LBP 944 15.4% 44.6%
Local GIST 512 9.0% 43.2%
Local SIFT 2048 7.4% 11.7%
MI, i.e., to see is there any difference when human raters
make intelligence judgement for male users and female users.
For each user group (i.e., male user or female user), we run
the linear regression to test the association between MI (de-
pendent variable) and PI (independent variable) while tak-
ing the age of users as controlled variable. We found that PI
significantly affects MI in both male and female users (both
p<0.001). For better comparison, we report the correlation
between PI and MI for male and female users separately as
shown in Table 3. PI are significantly correlated with MI
for both male and female users. This is because the work
in [24] uses images containing only cropped faces and raters
are more likely affected by attractiveness of the face. Our
profile images contains more behavioural cues, as mentioned
in Section 2, which provides more information for raters to
make their intelligence judgements. But we also confirm the
observation that the correlation for female users are lower
than that for male users in all rater groups (i.e., male, female
and together).
4.2.2 By computers
We report both the MI and PI estimation results in terms
of correlation and root-mean-square error (RMSE) as shown
in Table 4. Since MI and PI scores are in different scales,
Table 3: Spearman correlation ρ between PI and MI
Male users Female users Together
Male raters 0.23 0.21 0.24
Female raters 0.23 0.18 0.22
Together 0.25 0.20 0.24
All correlations are significant at p <0.001 level
we also report the Normalized RMSE to allow comparison
(i.e., RMSE/(ymax − ymin) where y is the actual MI or PI
scores). Similar to previous work [21], we compare the per-
formance of human and computer with two methods which
generate predicted scores from: 1) Random: random scores
from a Gaussian distribution with the same mean and vari-
ance of training scores (we run this ten times and reported
the average results), and 2) Mean: the average of training
scores, which can minimise the RMSE.
Table 4: Estimation results
Spearman ρ RMSE NRMSE
MI
Human 0.24∗∗∗ – –
Computer 0.27∗∗∗ 14.50 0.20
Random < 0∗ 15.13 0.21
Mean – 14.49 0.20
PI
Computer 0.36∗∗∗ 0.54 0.15
Random < 0∗∗ 0.58 0.17
Mean – 0.56 0.16
∗ ∗ ∗ : p < 0.001, ∗∗ : p < 0.01, ∗ : p < 0.05
For MI, the computer’s estimation (ρ = 0.27) is slightly
better than that of humans (ρ = 0.24). Intelligence estima-
tion from images is a difficult task even for humans, but it
is possible to use algorithms to estimate it beyond a random
guess. For PI, the correlation is higher (ρ = 0.36), since to
some extent, the computer is able to extract effective visual
features may be used by humans as shown in Figure 4.
The RMSE of computer is lower than that of the Ran-
dom, but not (much) lower than the Mean. The perfor-
mance improvement of computer is much better in terms of
correlation than in terms of RMSE is because the regressor
tends to predict the rank between different scores better in
terms of Spearman’s coefficient other than the actual val-
ues. Similar observation has been shown in [21] and this is
also compatible with the prevailing opinion on intelligence
in psychology that IQ is essentially a rank other than a true
unit of intellectual ability [3].
4.3 Discussion
4.3.1 Human bias
Given that the computer’s predictions of a user’s intelli-
gence do not match humans’ perceptions, it begs the ques-
tion of what features humans use that our image features do
not capture. For example, the more complicated high-level
semantic features. We manually examined the 50 images
with the highest and lowest PI scores (due to the privacy
agreement with participants, we are unable to show exam-
ple images of those two groups). Inevitably this is a subjec-
tive exercise but we hope that the following insights will be
helpful to guide future algorithms.
The top 50 images which are perceived as high intelligence
contain visual cues related to business clothing, books, in-
struments, chess, science, music, art, university, formal din-
ing, archery, computers, and math. The bottom 50 images
contain visual cues such as colourful hair, offensive hand ges-
tures, an overweight body, heavy make-up, smokers, tattoos,
and black ethnicity.
Together with the results in Section 4.1, which found that
humans use cues, such as wearing glasses, that are uncor-
related with MI, this provides further evidence of how hu-
man raters tend to use biased visual cues when judging in-
telligence from profile images. In contrast, computing ap-
proaches may have the potential to reduce human bias.
4.3.2 Application
Profile pictures are a ubiquitous way for users to present
themselves on social networks, and typically they are not
considered to be private data. Based on our work, an auto-
matic profile picture rating system could be created to deter-
mine whether a profile image “looks” intelligent and suitable
for professional places such as LinkedIn and on a CV. This
can help people to better manage their self-representations.
Commercial companies can similarly benefit from such an
intelligence rating system by selecting suitable portrait pho-
tos in brand representation to make a good impression on
customers.
5. CONCLUSION
We have proposed a framework of intelligence estimation
from profile images both by humans and computers. Hu-
mans are able to make intelligence judgements for both men
and women from their social network profile images. Ex-
perimental results show that it is possible to equal humans’
accuracy using computing methods, while also having the
potential to reduce biased judgements based on inaccurate
stereotypes.
Our results found that people who are measured as in-
telligent and also perceived as intelligent do not like to use
the colour pink, purple or red in their profile images, and
their images are usually less diversified in colour, more clear
in texture, and contain less skin area. Besides that, intelli-
gent people also like to use the colour green, and have fewer
faces in their images, but this does not affect how others
judge them. Essentially, the most intelligent people in our
dataset understand that a profile picture is most effective
when it shows a single person, captured in focus, and with
an uncluttered background.
The following cues are inaccurate stereotypes - correlated
with perceptions of intelligence but not measured intelli-
gence. Profile images containing more grey and white, but
less brown and green, with higher chromatic purity, smiling
and wearing glasses, and faces at a proper distance from the
camera, make people look intelligent no matter how smart
they really are.
Our results show that humans use inaccurate stereotypes
to make biased judgements about the perceived intelligence
of the person who uses a profile picture, which raises consid-
erable concerns about the common practice for hiring man-
agers to search candidates online before inviting them to
interview. Nevertheless, our results also indicate that the
choices that users make of how to present themselves in
their profile picture are reflective of their measured intel-
ligence, and that computer algorithms can extract features
and automatically make predictions.
6. FUTURE WORK
There are several directions for future work. 1) Our results
show that high-level features which capture the content and
semantic information of images are helpful for intelligence
estimation. In the future we will investigate additional high-
level features with more sophisticated object detection and
image caption techniques. Those interpretable features will
benefit the human behaviour research in social science. 2)
Psychology research showed that individual differences are
influenced by both biological and environmental factors [25].
So it also should consider sociodemographic factors such as
ethnicity, language and culture in the analysis for visual fea-
tures and this will help generate prior knowledge for better
feature selection. 3) Other efforts can focus on improving
the estimation accuracy such as collecting multiple images
for each user then modelling the estimation process using
multiple instance regression models or fusing results by mul-
tiple classifier system in different levels (e.g., feature, score,
rank, etc.).
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