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Stanford, California 94305 
The general problem is to find a permutation ~r assigning the probability 
masses of a given probability vector to the elements of a given countable 
subset S of an Euclidian space E a. The assignment will be called optimal if it 
minimizes the expected value of a monotonic function f of the Euclidian 
distance between two elements of S independently drawn according to the 
assigned probability mass function. 
Optimal arrangements are found under a wide variety of conditions on 
S and f. Many of the solutions represent original applications and extensions 
of Chapter X (Rearrangements) of Hardy, Littlewood and Polya's book on 
inequalities (1934). 
1. INTRODUCTION 
To introduce the problem, we shall first present an example. Although 
the following is obviously an oversimplified statement, we shall assume that, 
in a given text, the letters of the English alphabet occur independently, 
but with a known probability. We want to assign to each letter an integer 
index, corresponding to the position of the letter on some kind of linear 
printing mechanism. In this case, the set S (henceforth called the pattern) 
is the set of integers {0, 4-1, ±2,  4-3,...}. 
We wish to find the assignment that will minimize the average "travel" 
time of the mechanism between the printing of two consecutive letters. 
A very reasonable assumption to make is that the travel time is an increasing 
function of the distance. 
We shall show that for a certain class of geometric patterns, if the cost 
function f increases monotically with the distance, the optimal arrangement 
depends only on the ordering of the entries of the probabil ity vector, and 
* This work was supported by Air Force Contract AF49(638)1517. 
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not on their value. For patterns in E 1, where we can define a cost function 
in terms of the difference of the abscissas of two points (and not of the 
absolute value of that difference), we shall relax the condition of monotonicity, 
and put a weaker constraint on the cost function. 
2. NECESSARY CONDITION FOR OPTIMALITY 
Let S ~ {sl, s~, s a .... } be a countable subset of E a. S is the pattern 
of elements to which we shall assign the probability masses of the given 
vector ~B. The distance between s~ and s s will be denoted Pi~'- The assignment 
function ~r specifies the probability of the element s~- :
Prima --  P~ ~), (1) 
where the pi's are the entries of fi, ordered (without loss of generality) in 
descending order: 
Pl > P2 >~ P3 >~ "". (2) 
Since ~2~P~ = 1, the number of consecutive qualities of nonzero p~'s in 
(2) is finite. 
The optimal arrangement is the one which minimizes 
R = ~P,(i)P,(J)f(P~J), (3) 
i,j 
where f is a monotonically increasing function of its argument. 
Pairwise Majorizing Property 
Let ~ be a hyperplane of E a. By definition, two points x' and x" of E a 
ar_ee symmetric w.r.t. ~ if ~ is an orthogonal bisector of the line segment 
x'x". I f  x' in S implies that its symmetric image x" w.r.t. ~ is also in S, 
then c~ will be called a symmetry hyperplane of S. A symmetry hyperplane 
of a pattern S divides it into three subpatterns So' , S2 and S2'. S~' and S2 lie 
on both sides of ~, and S 2' is the (possibly empty) set of pattern points on ~. 
We shall say that S~' dominates S~ if the probability assignment of every 
element si, in S j  is greater than or equal to the probability assignment 
of its symmetric image si" in S~ : 
P~(~') >~ P~(i") • 
The pairwise majorizing property (PMP) holds for ~, if either S~' dominates 
S" , or S. dominates S~'. 
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Necessary Condition 
For an optimal assignment ~, the PMP has to hold for all symmetry 
hyperplanes of S. 
The proof of this statement is similar to the proof of an analogous property 
in Hardy, Littlewood and Polya (1934). The formalism is different, however, 
but can be summarized as follows. 
Let zr be an arrangement, which will be assumed optimal, but which 
violates the PMP for a symmetry hyperplane ~of S. 
Let So' be partitioned in S'+ and S ' _ ,  such that all the elements in 
S~'+ have probability greater than or equal to the probability of their 
symmetric image in S"+ (S'+ dominates S~',+), and all the elements in 
S',_ have probability strictly less than the probability of their symmetric 
image in S~"_. 
Interchanging the probability assignment of symmetric pairs of elements 
in the symmetric sets S£_ and S~'_ (the PMP-violating symmetric pairs) 
will yield a lower R, which contradicts the assumed optimality of the 
arrangement 7r.
To show this, we consider the contribution to R of pairs of elements 
for which one element is in S;+ or S~'+, and the other in S',._ or S" . 
These are the only contributions which will be altered by the interchange. 
In Fig. 1, let 
sr  e Sj..+ , 
S k, ~ ~,_ 
Slc ~ ~ S : , _  . 
Sk' -i . . . .  i sk" 
I ~..," / % 
/ ~ ~-  t ~, 
:-_'_ _ _ _ z !  -_.: 
I 
FIG. 1. System of four points violating the PMP. 
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Suppose P~¢5") > P.(a") and p~(~,) < P,~(k"). We can find at least one of 
each such strict inequalities, since the PMP is violated for a. 
Of course, we have 
Pk'~" = P~"J" , PT~'j" = Pk"~" and pj,~. > p~,~, .
The contribution A of this system to R is, before interchange, 
A = (p=~, )p~j , )+ P,~(~')P,~"))f(Pr~') 
+ (P~y')P,~")  + P~F)P .~ ' ) ) f (P r~") .  
After interchange of rr(k') and ~r(k") we have 
B = (p ,~(~. )p~, )+ p. ( , , )p~u.) ) f (p j ,~,)  
+ (P~o')P~(~') + P~(~")P~(k"))f(p~%"). 
The difference, 
A - -  B = (f(ea'k") - -  f (pJ 'e'))" (P,,(k"} - -  P,~(~'))" (P,~(J') - -  P,~(/-)), 
is strictly positive, since f is a monotonically increasing function of its 
argument. 
This shows that the only varying part of R has been decreased by the 
interchange, contradicting the optimality of 7r. [] 
We now have exhibited a necessary condition for the optimality of an 
assignment ~. In some cases, this condition will yield only one possible ~r 
(up to trivial transformations like rotations, translations or symmetries). 
Evidently, in those cases, the condition is also sufficient. For other cases, 
the condition is not sufficient, and the optimal arrangement will depend 
on the entries of the probability vector ft. 
3. SUFFICIENCY OF THE NECESSARY CONDITION 
Linear Pattern 
This is the case where S is the set of points with integer (positive or 
negative) abscissa on the real line (S C El). The symmetry "hyperplanes" 
of S are points with integer or half-integer abscissa. For simplicity, we 
take sj = j, and PiJ = [ i - -  j [ (Fig. 2). 
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-3 -2 -1 0 1 2 3 
s~ 3 s_ 2 s~ I s O s I s 2 s B 
FIG. 2. Simplest linear pattern. 
Clearly, the optimal arrangement is connected (exhibits no gaps to which 
probability 0 is assigned), for the "packed" version of any nonconnected 
arrangement has a lower R than the "unpacked" version. This can also be 
shown to be a consequence of the PMP. 
Let us now arbitrarily set ~r(0) = 1. The PMP requires that either ~(1) 
or ~r(--1) equals 2. Suppose ~r(k) = 2, for k =~ --1, 0, 1. 
If k > 0, the PMP is violated for a = 1/2, and if k < 0, the PMP is 
violated for a ~ - -  1/2. We have assumed that there are only strict inequalities 
in the ordering of the pi's. It is easy to check that the same result holds, 
for some other ~, if equalities are allowed, keeping in mind that it is impossible 
to have an infinite number of nonzero equal p~'s. 
Let ~r(1) = 2. Successive applications of the PMP will now yield ~r(- 1 ) = 3, 





v w - 
-2 -1 0 
l?. 
2 3 
The optimal alternating arrangements. 
This arrangement will henceforth be called the alternating arrangement 
(Fig. 3). It is unique up to translations [the choice of 7r-1(1) is arbitrary] 
and symmetries [given ~r-l(1), we must have 7r-1(2) = 7r-1(1) ± 1]. 
Alternate Cost Function 
In the linear pattern case, it is possible to relax the monotonocity condition 
on f. Let a more general cost function be defined in terms of the difference 
of the abscissas, and let 
R = EP~e)P,~(~)g(i -- j). (4) 
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It is always possible to split g into its even and its odd part: 
g(x) = go(x) + go(X) 
with 
Then, 
go(x) = [g(x) + g(--x)]/2 = go( Ix 1), 
go(X) = [g(x) - -  g(--x)]/2. 
R = ~p,~(,)p,~(j)go(i--j) -~ ~p,~(,)p,~(~)go(i--j). (5) 
i , j  i,J 
Clearly, the second term of the r.h.s, of (5) vanishes, since the sum is taken 
over all i's and j's, and 
P,~(i)P,O)go(i- j) -k P,~(~)P,(~)go(j- i )=  O. 
Consequently, it is sufficient o minimize 
R = ~P~(i)P~)go(]i - - j  t) 
and we shall find the alternating arrangement if the even part of g increases 
monotonically for positive arguments. This allows cost functions like 
g(i -- j) -~ e a~i-~) 
or 
{~ + a(i - - j )  i - - j  ~/ 0 g(i +b( i - - j )  i - - j~O a>b 
(Fig. 4). Of course, we can no longer interpret he cost for a given distance 
as a travel time. 





FIa. 4. A possible cost function. 
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Moment Generating Function 
Let X and X '  be two independent discrete random variables drawn 
according to the assignment ~r of ff to S: 
Pr[X = i] = P=(i) • 
Let also g(i - -  j )  = e ~(*-j). 
The moment generating function of the random variable Z = X-  X '  
is defined by 
Mz(u)  & E(e u(x-x')) = ~ P.(i)P.(j) eU(i-~) 
id 
= ~p.(~)p.o)g( i  - - j )  
i,j 
= 
The preceding shows that ~r minimizes the moment generating function 
of the random variable X --  X '  for all values of u. 
Since Z = _32- X '  has a symmetric probability mass function, all odd 
moments are 0: 




du2~ --  ~, P.(i) P.(J) e~"-J)( i __ j)2~ i,j 
= Z P~(i) P.(J)h(i - -  j )  
i , j  
= R(~2~)(u). (7) 
In (7), h(i - - j )  is a valid cost function for linear patterns, since 
h~(i - - j )  = 
h(i - - j )  @ h( j  - -  i) 1,  ~(i-~) _ j )2k : -~ (e + eu(j-i))(i 
= cosh[u(i - - j ) ]  " ( i - - j )z~.  
This is clearly a monotonically increasing function, for both cosh[u( i -  j)] 
and ( i -  j)ek are positive and increasing. 
In consequence, the alternating arrangement minimizes all even derivatives 
of the moment generating function of Z for all u. 
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In particular, let ,r' be another arrangement: 
R~/(u) = 1 + a~'u 9' + a4'u 4 + ae'u s -a t- "". 
We have 
R~2~)(u) ~ R~2,~)(u) V integer k, Vu. (8) 
Evaluating (8) at u = 0, we find 
a2~ ~ a~. (9) 
In (9), let k = 1. We have ez 2 ~ ~.  
Hence, the alternating arrangement minimizes the variance of Z. Since, 
by independence, var[Z] = var[X] + var[X'] = 2 var[X], the alternating 
arrangement is also a minimum variance arrangement. 
Circular Pattern 
In this case, the set S consists of the points dividing a circle of diameter d
in N equal parts (Fig. 5). The symmetry hyperplanes are diameters at 
angles ~b = (k/2) • (360°/N) (k integer) with the reference axis OZ. Obvi- 
ously, the given probability vector ff must be finite dimensional, and have 
at most N entries. 
f ~ . /c t  
/ 
/ ~ N - 2  
FIG. 5. The regular circular pattern. 
Arbitrarily, let 7r(0)= 1. Again, we must have either 7r(1)= 2 or 
I t (N- -  1) = 2. Indeed, if ,r(k) = 2 for some other k, the PMP wiU be 
violated for ~ = (360°/2N) if 2 ~< k ~ IN/2], and for ~b = --(360°/2N) if 
IN/2] ~< k ~< N-  1. Let 7r(1) = 2. Successive applications of the PMP 
will generate the alternating arrangement 
~r (N-  1) = 3, ~r(2) : 4, ~r (N-  2) = 5, ~r(3) = 6,... • 
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In conclusion, we take the solution to the linear pattern problem, and wrap 
it on the circle. 
In the above derivation, the Euclidian distance between points on the 
circle was used (along the chords). We now wish to minimize the expected 
value R' of an increasing function g of the minimum-are distance. 
Let 0i~. = 2 sin-l(p,j/d). The minimum-are distance between i and j is 
a o = (d/2) O~j = d sin-~(pi/d). (lo) 
Since 0 <~ Pi5 ~ d, ai~ lies between 0 and rrd/2. Moreover, ais is a mono- 
tonically increasing function of p,~ in that interval. Hence, R' can be written 
where 
R' = ~ p~,(,)p=(s)g(aii ) = ~ P,~(oP.(~)f(PiJ) 
~,j i j  
f (p . )  & g(d sin-l(pi/a)). 
Being a composition of two monotonic functions, f is itself a monotonically 
increasing function of its argument. Consequently, R' will be minimized 
together with R, and it is unimportant whether the cost function is expressed 
in terms of the chord or the minimum-arc distance between points. The 
minimum-arc distance is sometimes called the Lee distance (Lee, 1958), 
defined by 
with 
dn(i, j)  = :~(i --  j)  mod N 
o aN(i, j) [N/2]. 
Multidimensional Patterns 
We shall give without proof two examples of multidimensional patterns 
(one in E ~ and one in E 3) for which a unique solution exists (Figs. 6 and 7). 
They are "incomplete patterns," in the sense that they are restricted subsets 
of regular multidimensional patterns for which no unique solution exists. 
For example, the cross of Fig. 6 is a subset of the two-dimensional extension 
of Fig. 2. 
To obtain the given arrangements, we first apply the PMP (actually a 
slightly modified version of it) to prove that Pl must be assigned to the 
element at the intersection of the lines. It is then very easy to generate 
the arrangements by repeated applications of the PMP. 
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FIo. 6. 
t P7 P3 
"% -P5 m ~ p2 "% % P4 
% 
Optimal arrangement on a two-dimensional pattern. 
FIG. 7° 
tpll /%/ 
p; / i ,~1 ~'P2 P,~ 'P14 
/ 1% 
Optimal arrangements on a three-dimensional pattern. 
Remark. Since the alternating arrangement does not depend on the 
entries of the probability vector, but just on their ordering, the vectors 
where 
/S = (P l ,P~,Pz  ,--',P* .... ) 
q --  (ql, q2, q8 ..... qk), 
with Pl ~> P2 >~ Pz >~ "", 
k 
q,& lp,/~p, 1 <~i<~k 
t0  ~=x else, 
will have the same arrangement up to k. Consider the assignment ~r of ff 
to S, and let 
s~* = {sj: ~(j) >7 k) 
be the set of the k most probable pattern elements under the assignment ~r 
of ~. Clearly Pr[sj ] s~ ~ S~*] = q~(j) . This suggests the notion of recursive 
construction of the optimal arrangement, and also shows that the arrangement 
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is optimal, even if the random choice of the elements of S under p~ is 
conditioned on their being among the k most probable ones. 
Hence, zr also minimizes 
Rk* A= E[f(pi~) [ si, sj ~ Sk*]. 
4. EXAMPLES 
(a) 
We shall now work out the example of the introduction. Let s(j) be the 
letter to be printed at time j; s(j) is distributed according to p=, independently 
from s(k) for j # k. 
Define the arithmetic average of the displacement time for the n first 
selections: 
= n -- 1 p(s(j -- 1), s(j))] 
-= 
- -  n - -  1 t ( j )  (11) 
j=2 
with, for notational convenience, 
t(j) ~ f [p (s ( j -  1), s(/))]. (12) 
The t(j)'s are random variables, and so is T~. Although the s(j)'s are 
independent, the t(j)'s are dependent to some extent. However, t(j) and 
t( j  + k) are independent for 
[k[ ~ 2. (13) 
Indeed, we have 
t( j  + k) --- f[p(s(j + k -- 1), s(j + k))]. (14) 
Comparing (12) and (14), we see that (13) is necessary and sufficient 
to guarantee the nonoverlapping of the time indices of the letters to be 
printed, in which ease t(j) and t( j  + k) are independent. 
We have 





T,( = [t(2) + t(4) + t(6) + "-" + t (k ) ] [ (n  - -  1), 
T~ = [t(3) + t(5) + t(7) + ... + t(i)]/(n -- 1), 
k=n,  i=n- -1  if n iseven,  
k=n- -1 ,  i=n  if n isodd.  
There are k/2 terms in the numerator of Tn' and ( i -  1)/2 terms in the 
u 
numerator of T~. Let 
Now, 
Tn '= t (2 )+t (4)+. . .+t (k )  k]2 
k]2 n - - l "  
since 
Also 
lim ~ k/2 . -~ lira k/2 n -  1 = 1 
n-,o~n--1 n-,~on--1 n 2 
k/2 1 1 1 
n = ~ or 2 2n" 
E [ t(2) + +. . .  t(k) ] = ~[t(j)] = E[f[p(s(j -- O, s(j))] 
=R 
and, since the English alphabet is finite, E[ [t(j)l ] < oo. 
Consequently, by the strong law of large numbers, we have 
Similarly, we can show 
T,~' ~ R/2 w.p. 1. (15) 
2" ~ R/2 w.p. 1. 
Finally, from (15) and (16), we find 
T ,=T, '+T~-+R w.p. 1. 
(16) 
(17) 
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The meaning of (17) is that the asymptotic average cost of the sequential 
case is equal to the expected cost we have been considering before with 
probability one. 
TABLE I 
A 0,07886 J 0.00098 S 0.06314 
B 0.01560 K 0.00602 T 0.09778 
C 0.02678 L 0.03943 U 0.02801 
D 0.03894 M 0.02432 V 0.01020 
E 0.12664 N 0.07051 W 0.02150 
F 0.02555 O 0.07763 X 0.00160 
G 0.01867 P 0.01867 Y 0.02014 
H 0.05736 Q 0.00098 Z 0.00061 
I 0.07063 R 0.05945 
The frequency of the letters of the English alphabet is given in Table I 
(Gilbert, 1971). The frequencies in the reference have been normalized to 
eliminate the spaces, which have a relative frequency of 0.1859 in English. 
The alternating arrangement is 
JXVGYM C D H S IAETO N RL U FWPBKQZ.  
The probability masses are proportional to the length of the segments above 
each letter in Fig. 8. The average absolute displacement between letters 
,ill1 
J X V G YMC D H S 
-12 -8 -4 
F1o. 8. 
I]lll 
AE ON L U FWP BKO Z 
0 4 ,9 12 
The alternating arrangement for the English alphabet. 
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(E[ IX -  X' 1]) is 4.996. For a squared-distance ost (E [ (X -  X')~]), we 
find an average of 39.503 (6.28512). This also gives us the variance of the 
arrangement (var[X]): 19.751. All these quantities are minimized by this 
arrangement. 
(b) 
We shall now present a completely analogous maximizing procedure. 
If the function f is a monotonically decreasing function of its argument, 
and if our goal is to maximize R, it should be clear that, again, the PMP 
has to hold for all symmetry hyperplanes of the pattern. This leads to the 
same arrangements. Moreover, uniqueness will hold in the same conditions. 
A good example of this can be found in electrostatics. We replace the 
probability masses of ~ by electric charges (all of the same sign) qi, and 
the cost function by the potential law V(p) oc (l/p). 
The potential energy of a given charge configuration (assignment) is
given by 
1 V oc ~ q~(i)q~(~) ~,
where q~(0 is the electric charge placed in s~. The constant of propor- 
tionality for V depends on the electrostatic system used, but, of course, 
is irrelevant to the maximization problem. V is maximized for the same 
as the one for which R is minimized throughout this paper. 
(c) 
We can also mention the case where we wish to maximize R with an 
increasing f (or to minimize V in the electrostatic case). The pattern must 
FIG. 9. 
2 3 4 5 6 
Maximizing R with an increasing jr,
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D l 
1 2 3 4 5 6 
FIo. I0. Another/5 yields another arrangement. 
be bounded, and the/~ vector must be finite dimensional to make the problem 
consistent. 
Except for trivial cases, the arrangement depends on the entries of/5, 
even when the original minimization problem yields a unique solution. 
Let, for instance, S ~ {1, 2, 3, 4, 5, 6} C E 1, f(Pi~) = [ i -- j {, and 2B -~ 
(0.60, 0.20, 0.09, 0.08, 0.02, 0.01). The maximizing ~r is given in Fig. 9. 
With _fi = (0.32, 0.31, 0.30, 0.04, 0.02, 0.01), we find the arrangement of 
Fig. 10, which differs from the previous one in the assignment of p9 and P6- 
There is no simple necessary condition like the PMP in this case. 
5. INSUFFICIENCY OF THE NECESSARY CONDITION 
Some Examples of Insufficiency 
Let S be the set of points in E ~ with integer coordinates (Fig. 11), and 
let ~ = (0.33, 0.32, 0.31, 0.04), ~' ~ (0.70, 0.15, 0.10, 0.05). Some quick 
calculations how that, with f (p)= p, R,~((])~= 0.7841, R~(q)-= 0.8086, 
R=l(q' ) = 0.5164, R~2(q' ) = 0.5036 [Fig. 12(a) and (b)]. It will be shown 
later that 7r 1 and 7r 2 are the only two-dimensional arrangements of four 





s14 °513 °s12 • • 
's3 °s2 %11 • • 
s I Sl 0 
~7 ,s5 % • • 
FIo. 11. Simplest wo-dimensional regular pattern. 
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e: 17~ 
FIG. 12. The only admissible arrangements forfour and five masses. 
conclude that the optimal arrangement is not unique if q has more than 
three entries. It can easily be seen that, for a ~ with four entries, 
R.l(q ) ----- C 4- q~(V'2 ql + q2 + qa), 
R,,,(~) .= C + q4(ql + v/~ qs + 2qs). 
Hence, we shall use 7r 1 if 
~/2 ql + q~ + q~ < ql + V2 q2 + 2q3 
or 
(X/2 - -  1)[(ql - -  %)/q8] - -1  < 0. (18) 
Notice that condition (18) does not depend on q4 itself. 
The only three arrangements of five masses in agreement with the PMP 
are given in Fig. 12(c)-(e). We have 
R,C(ff ) = C' + p4( ~/2 pl + p~ + Pa) 
-t- Ps(Pl 4- ~/2 P~ + 2Pa)+ VS p, ps , 
R.,(fi) = C' -t-Pa(Pl + V2 p~ + 2pa) 
+ p~(p~ + 2p~ + V2ps) + V2P4Ps, 
R~'(!~) = C' + P4(P~ + x/2 p~ + 2p3) 
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We shall prefer 7rz' to 7 h' if R.  ,(f) > R~((i~), or 
P4 (P l  P3--P2 (v /~_  1 ) -  1 )+ p~(P2- -P3) (~/~-  2) 
_~ P4P5 ( X /5 -  ~2)  > O. 
P3 
(19) 
Let qi = pi/(1 -- Ps) for i = 1, 2, 3, 4. Then 
(q~ - q~)/~ = (p,  -p~) /p~.  
It is possible to satisfy (18) for some q vectors derived from ff vectors which 
satisfy (19). An example of this is /S = (0.54, 0.17, 0.16, 0.08, 0.05). 
This means that if we had tried to find the optimal arrangement for ff 
recursively, we would have failed. Indeed, at step four, we would have 
used the qi's derived from itS, finding ,rl, which makes it impossible to 
find ~r 2' at step five. In fact, 
R~(q) = 0.67404 R~(~]) = 0.67523 
R~,(f i)  = 0.73625 R~((fi) ----- 0.73134 R~£(/S) = 0.73666. 
It is also possible to prove that 
R,,I(~) ~< R,,2(~) iff R,,,(fi) <~ R,,;(fi). 
Another example of nonuniqueness appears for vectors with more than 
five entries to be arranged on the triangular pattern of Fig. 13. The two 
possibilities for six masses are given in Fig. 14(a) and (b). In this case, 
we shall use ~r 1 if 
(Pl -- P2)( ~/~ -- ]) -- (P3 -- P4) + P5(2 -- V3) < 0. 
~ ,,~ ix '  




z~p 4 A ,~67"XP4/ ' ,  
a:W I b :T; 2 
The only admissible arrangements for six masses on the triangular pattern. 
Facts about Multidimensional Arrangements 
Akhough the above examples have shown that in most mukidimensional 
cases, one should not expect unique solutions, we still can derive some 
interesting results from the PMP. 
We shall show these properties for the two-dimensional pattern of Fig. 11, 
but they can easily be extended to other patterns. 
Unimodality. A straight line orthogonal to a symmetry hyperplane of 
the pattern, and going through pattern points, will be called a grid line. 
In the case of Fig. 11, the grid lines are the lines at 0 °, 45 °, 90 ° and 135 ° 
going through array points. 
I f  we apply the PMP to symmetry lines (symmetry hyperplanes in E 2) 
orthogonal to a given grid line, it is easy to see that the arrangement on 
that grid line must be of the alternating type (of a subset of the pi's). But 
this arrangement is unimodal. Since this has to hold for all grid lines of the 
pattern, the two-dimensional optimal arrangement should also be unimodal. 
Convexity of the support. This property applies for finite-dimensional fi 
vectors only. 
I f  a finite subset S' of S is such that, for every pair of elements of S' 
on a given grid line, all pattern points on the grid line, between those two 
elements, are also in S', we shall call the subset S' convex (understood: 
w.r.t, the grid lines of S). 
Let S* be the support of p~, this is 
S* : {si : P~(t) > 0}. 
It is an obvious consequence of the unimodality of the arrangement along 
grid lines that S* should be convex. Another consequence (which also holds 
for infinite-dimensional fi's) is that there should be no "holes" with proba- 
bility assignment 0 in the pattern. 
PROBABIL ITY  REARRANGEMENTS 349 
Squareness. This again applies to finite-dimensional/S's. Let 
H&maxx i - -minx~,  
V A max yi --  m iny l ,  
where (xi ,  Yi) are the coordinates of si,  and the maximum and minimum 
are taken over all points with positive mass. Then 
0~<IH--V] ~<1. 
This can easily be established by looking at Fig. 15, where, in contradiction 
with the above statement, H = V -}- 2. 
FIG. 15. 
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Violating pairs for a nonsquare arrangement. 
There is at least one point with positive mass on grid line a (si) and on 
grid line b(sj). Moreover, P~(k) = P~(0 = 0 (no mass on sk and s~). The 
PMP is violated for ~, since P=(i) ~ P~(k) = 0 and 0 = P,(t) ~ P~(J) • 
A similar property can be established for diagonal dimensions: 
Then 
Da z~ max(xi q-Y0 --  min(xt q-Yi), 
D~ ~ max(xi --  Yi) -- min(xi - -  Yi). 
It is also possible to show that, for infinite-dimensional/S's, the subset 
Sk* of the k most probable elements of S under the optimal assignment 
of/S to S satisfies the same "squareness" properties. 
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6. CONCLUSIONS 
We have shown that for certain geometric patterns, the optimal arrangement 
is unique. It is similar to the alternating arrangement found in Hardy, 
Littlewood and Polya (1934) for linear patterns, and it is related to it for 
other patterns. 
For cases where the arrangement is not unique, we have derived some 
conditions which have to be satisfied by the optimal arrangement. This 
reduces the number of computations ecessary to find the optimal arrange- 
ment. 
It has also be shown that the recursive generation of the arrangement 
may yield only a "local" minimum, and that high probability masses can be 
trapped at nonoptimal locations. 
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