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Abstract
The approaches to automatic formal veriﬁcation of UML models known up to now require a ﬁnite
bound on the number of objects existing at each point in time. In [5] we have observed that the
class of hardware systems with replicated components studied by McMillan [13] is equivalent to
the class of systems where the only source of inﬁniteness is unbounded creation and destruction of
objects, i.e. where all data-types except for object identities are ﬁnite. Exploiting the symmetry
of UML models induced by objects being instances of classes, the restriction to ﬁnite bounds can
be overcome applying [13].
In this paper we report on experiences from an evaluation of this approach within the UML Veriﬁ-
cation Environment (UVE) [15], a state-of-the-art tool for formal veriﬁcation of UML models using
Live Sequence Charts (LSC) [3] for requirements speciﬁcation.
Keywords: Formal Veriﬁcation, Inﬁnite-state, UML, LSC.
1 Introduction
Approaches to automatic formal veriﬁcation of executable UML models range
from early works considering only the communication behaviour of an isolated
state machine in an open environment [10] to newer works, for example [11],
that consider a collaboration of objects with ﬁxed extension and topology, i.e.
they don’t address dynamic creation and destruction of objects at all.
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Newer tools for UML veriﬁcation like ObjectCheck [16] and the UML Veri-
ﬁcation Environment (UVE) [15] support a substantially larger subset of UML
and in particular provide for dynamic creation and destruction of objects.
Both tools require the user to provide an upper bound on the number of ob-
jects alive at each point in time (and both ﬂag an overﬂow if the model does
not remain within these bounds during model-checking).
Employing two of the techniques from the larger framework presented un-
der the name of “Compositional Model Checking” in [13], this restriction can
be overcome since the class of models that these techniques apply to is actually
equivalent to the class of models where the only source of inﬁniteness is un-
bounded dynamic creation and destruction of objects, i.e. where all data-types
except for object identities are ﬁnite, as we have shown in [5]. The approach
is based on the observation that UML models are typically symmetric in the
type of object references (or pointers). As the requirements speciﬁcation we
consider the full Live Sequence Charts [3,8] language with dynamic binding [9].
In this paper we report from ﬁrst experiences of putting these results to
practice by extending the state-of-the-art UML veriﬁcation tool UVE.
The remainder of the paper is structured as follows. Sec. 2 outlines the
considered (subset of) UML and the underlying formal semantics. The foun-
dations of the approach from [13] are recalled in Sec. 3 and Sec. 4 provides an
overview of the UVE tool. The main contribution is Sec. 5. It discusses prac-
tical problems appearing when transferring the theoretical results to practice
and provides results obtained for the running example. Sec. 6 concludes and
points out further work.
2 UML Models and Live Sequence Charts
We consider the subset of UML as supported by the UVE [15]. It basically
comprises classes and their relations, i.e. inheritance, association, and aggre-
gation, as given by class diagrams and the classes’ behaviour as deﬁned by
state machines and methods.
Fig. 1 provides an example that lies in this subset of UML. It models
a part of the approach and departure procedure of the Automated Rail Cars
System (ARCS) [6]. The class diagram in Fig. 1(a) introduces four classes, the
ARCSystem, the Car , the Terminal , and the CarHandler . The ARCSystem
only serves as the owner of the Cars and Terminals in the system. It has no
behaviour except for the creation of its parts in the initial step of the model.
The state machine of a Car is given in Fig. 1(c). A car is cruising until it
receives an event alert from the environment (a balise, for example) announc-
ing a terminal ahead. The event carries the terminal’s identity as a parameter.
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(a) Class diagram.
init
waitEnter
waitDepart
T
/handledCar→
GEN(arrivAck(this))
departReq/
handledCar→
GEN(departAck)
RIP/
setHandled-
Car(NULL)
(b) CarHandler state machine.
cruising appr’ing
parkingleaving
alert/params→term→
GEN(arrivReq(this))
arrivAck/
setItsCar-
Handler
(params
→hnd)
depart/
itsCarHandler→GEN(departReq)
departAck/
itsCarHandler
→GEN(RIP);
setItsCarHandler
(NULL)
(c) Car state machine.
operational
arrivReq/CarHandler∗
h := new CarHandler;
h→setHandledCar
(params→car);
h→startBehaviour()
(d) Terminal state machine.
Fig. 1. Automated Rail Cars System class and state chart diagram.
The car reacts by sending an arrivReq event to ask the terminal to reserve a
platform and arrange the switches (both not part of the model).
A Terminal reacts on an arrivReq event by creating a new CarHandler
and making this CarHandler acquainted with the car who sent the request by
setting the CarHandler ’s attribute handledCar (cf. Fig. 1(d)). From this point
in time on, the transaction of arrival (and subsequent departure) is completely
controlled by the CarHandler . Only this object actually communicates with
the Terminal to set up the switches and afterwards sends an acknowledge to
the Car . As the switches are not part of the model, the CarHandler sends
the acknowledge immediately back to the Car , passing its own identity as a
parameter of this event (cf. Fig. 1(b)).
On receiving the arrivAck event, the car stores the identity of the Car-
Handler responsible for itself and enters state parking (cf. Fig. 1(c)). Then the
system is stable until the car receives an event depart from the environment
(a passenger, for example) which causes it to start the departure protocol by
sending a departReq to its CarHandler . If it has received the corresponding
departAck, it sends an RIP event to its CarHandler causing the CarHandler
to reach the termination connector, hence destroying itself.
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More formally, a UML model is a ﬁnite set C of classes, each possibly
equipped with attributes and a state machine without any do-actions, and a
ﬁnite set E of events, some of them designated as external, i.e. they may be
sent by the environment. Within a state machine, modiﬁcation of attributes,
creation and destruction of objects, and sending of events may be used as
actions. Note that the relations association, aggregation, and even inheritance
are attributes, i.e. a class c ∈ C may have an association to c; the type
of relations is set of object identities [4]. We assume that the types of all
attributes have ﬁnite domains, except for relations, whose domain is the set
of all object identities.
The formal semantics of a UML model can be given as a Symbolic Tran-
sition System (STS) [12] over state variables with inﬁnite domain [4]. A sym-
bolic transition system (STS) is a triple (B,Θ, ρ) where B = (V,Ω) is a
signature comprising a ﬁnite set V of (typed) variables and a set Ω of (typed)
constants. Θ is a ﬁrst-order predicate over B and ρ is a transition predicate
over B, i.e. a ﬁrst-order predicate over B extended by the variables from V
in primed form.
Given a structure M = (D, I), comprising a semantic domain D and an
interpretation I of the constants Ω, and a valuation s : V → D of the variables
in V , the deﬁnition of the semantics of a predicate p, denoted by M[[p]](s), is
standard. An inﬁnite sequence r = s0 s1 s2 . . . of valuations of the variables
in V is called run of S iﬀ M[[Θ]](s0) = true and M[[ρ]](si, si+1) = true for
all i ∈ N0, where si provides the valuation for unprimed and si+1 provides
the valuation for primed variables in ρ. We use runs(S) to denote the set
of all runs of S. For r = s0 s1 s2 · · · ∈ runs(S), we use r
i to denote the i-th
snapshot si of r, we use r/i . . . j to denote the (ﬁnite) sequence of snapshots
ri ri+1 . . . rj−1 rj, and we use r/i to denote the suﬃx of r starting with ri.
The STS for a UML model has one system variable vc ∈ V for each class
c ∈ C. The type of each of these system variables vc is an array over a
designated index type, one for each class. The entries of the arrays are further
structured and comprise ﬁelds for the classes’ attributes, the current state
machine state, the FIFO to store events (may be shared between multiple
objects), and a boolean ﬁeld that indicates whether the object represented by
a particular entry is currently alive, i.e. has been created but not yet destroyed
again. The domain of the index types is chosen countably inﬁnite thereby
representing general UML models with unbounded creation and destruction
of objects.
As speciﬁcation language for requirements on the model we use Live Se-
quence Charts (LSCs) [3,8]. As a conservative extension of Message Sequence
Charts and UML Sequence Diagrams and being equipped with a formal se-
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LSC: approach
AC: true
AM: invariant
c:Car
[1, 1]
h == c → itsCarHandler
t:Terminal h:CarHandler
c == h → handledCar
arrivReq(c)
arrivAck(h)
Fig. 2. Live Sequence Chart. If c contacts terminal t, then it is granted access by the h
responsible for it and establishes the link itsCarHandler.
mantics they are a natural choice to formalise requirements on the inter-object
behaviour in the terms of a UML model.
Figure 2 shows the LSC requirement ‘approach’ on the ARCS model. The
LSC header identiﬁes it as invariant with activation condition true and the
solid border around the main chart indicates that it is universal. Thus a
system only satisﬁes the LSC ‘approach’ if for each suﬃx of each run of the
system, whenever the pre-chart (the part inside the large, dashed hexagon)
is observed from the beginning of the suﬃx, then the beginning of the suﬃx
adheres to the concatenation of pre- and main-chart. That is, intuitively the
pre-chart implies the main-chart. In the example, the pre-chart comprises only
the communication between an arbitrary Car c and an arbitrary Terminal t.
The main-chart requires that if any CarHandler h sends an acknowledge to
c, then it is the one responsible for c and that c remembers this CarHandler
in the next snapshot after receiving the acknowledge. For a more thorough
introduction of LSCs the reader is referred to the literature [3,8].
With Car , Terminal , and CarHandler denoting the sets of object identities
of the classes Car , Terminal , and CarHandler , the semantics of the example
is structurally of the form
∀ c ∈ Car, t ∈ Terminal, h ∈ CarHandler ∀ r ∈ runs(S) ∀ i ∈ N0, j ≥ i :
ri |= ac(c, t, h) ∧ r/i . . . j |= pre-chart(c, t, h) =⇒ r/j |= main-chart(c, t, h)
where, e.g., r/j |= main-chart(c, t, h) denotes that the suﬃx of r starting at
snapshot j satisﬁes the main-chart over c, t, and h in the sense of [8]. Read
out, it requires that for all Cars, Terminals, and CarHandlers identities c, t,
and h and for all system runs r, if the i-th snapshot satisﬁes the activation
condition and the sequence of snapshots from ri to rj satisﬁes the pre-chart,
then the suﬃx starting with the j-th snapshot satisﬁes the main chart.
Note that the quantiﬁcation of objects appears outermost. This fact is
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essential for the applicability of query reduction [13] (cf. Sec. 3).
3 Query Reduction and Data-Type Reduction
In [13], McMillan introduces a methodology called “Compositional Model
Checking” for the automatic formal veriﬁcation of systems with replicated
components equipped with identities, for example a CPU with multiple ex-
ecution units and reservation stations according to the Tomasulo algorithm.
We have shown in [5] that this class of systems comprises the class of sys-
tems with unbounded creation and destruction of objects from ﬁnitely many
classes. For the formal veriﬁcation of the latter class, we make use of only two
techniques from the larger framework in [13], namely Query Reduction 3 and
data-type reduction.
3.1 Query Reduction
The query reduction technique reduces outermost quantiﬁed veriﬁcation tasks
to ﬁnite representative sets if the model is symmetric in the quantiﬁed vari-
able’s type. In the context of LSCs, we call one valuation of the quantiﬁed
object identity variables a veriﬁcation task. Direct veriﬁcation of the LSC ‘ap-
proach’ could be done by verifying that the LSC is satisﬁed with each possible
concrete binding of object identities to the free variables c, t, and h. The num-
ber of veriﬁcation tasks is not ﬁnite due to the inﬁnitely many CarHandlers
who may be created during a run of the system. As the object identities of
Cars, Terminals, and CarHandlers are actually symmetric, for the example it
is in fact suﬃcient to establish only a single case, e.g. {c → 1, t → 1, h → 1}.
Intuitively, if the model fails to satisfy the requirements for this chosen case,
then we obtain a counter-example for any other case just by permutation of
identities.
More formally, let π0 be a permutation on the semantic domains of the
object identity types τv. We exploit that the permutation π on valuations of
V deﬁned pointwise for valuation s and (array) variable v ∈ V by
π(s)(v) := {i → s(x)(π0(i)) | i ∈ τv},
i.e. induced by π0, is an automorphism of the STS. That is, it has no eﬀect
on the evaluation of the initial state and transition predicates, M[[Θ]](s) ⇐⇒
M[[Θ]](π(s)) and M[[ρ]](s, s′) ⇐⇒ M[[ρ]](π(s), π(s′))) for all valuations s, s′.
Designated object identities, like NULL for an uninitialised reference, can be
3 a term later coined by [17]
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(i) a variables of type τ may be as-
signed an expression of type τ
(ii) two variables of type τ may be
compared for equality
(iii) τ may be the index type of arrays,
(iv) a variable of type τ may be the
running index of a loop, if the out-
come of the loop is independent
from the order of execution;
in particular a commutative
(boolean) operator may be ap-
plied to all elements of a τ -
indexed array
(v) nothing else, in particular no
literal values of type τ , e.g.
no explicit reference to InLink
with identity ‘3’
Fig. 3. Syntactical criteria for symmetric data-types.
== (x1, x2) =
j
x1 == x2 , if x1 = ⊥∨ x2 = ⊥
?B , otherwise
(a) Comparison for equality.
a[x] =
j
a[x] , if x = ⊥
?τ0 , if x = ⊥
(b) Array access.
Fig. 4. Abstract Interpretation. Comparing ⊥ with itself yields ?B, the least upper-bound of
0 and 1; accessing an array a : τ → τ0 at position ⊥ yields ⊥τ0 the least upper-bound of the set τ0.
supported by considering only those permutations which map each designated
identity to itself [5].
The problem to decide which types used by an STS are symmetric can
be reduced to a type-checking problem on the STS’ predicates. Each type
adhering to the rules given in Fig. 3 is called symmetric or scalarset [7], where
the last rule is relaxed to support designated identities. Given a ﬁnite require-
ments speciﬁcation outermost quantiﬁed over scalarsets (and not violating the
rules of Fig. 3 either), there is a ﬁnite representative set of cases which implies
the complete speciﬁcation [13,5].
3.2 Data-Type Reduction
Considering the concrete cases may render the cone-of-inﬂuence abstraction
more eﬀective, but in general the model remains inﬁnite-state. In [13], McMil-
lan proposes to apply the abstraction data-type reduction to obtain a ﬁnite
over-approximation of the original model. Strictly speaking it does not de-
pend on symmetry in the model, but it happens to be deﬁned only for the
operations assignment, comparison, and array access, which are just the legal
operators on scalarset types, hence it is usually applied to symmetric types.
Data-type reduction is basically an abstract interpretation in the sense
that concrete operators are given an interpretation on an abstract domain.
The abstract domain of a scalarset type τ with domain D = {d1, d2, . . . } is of
the form {{d1}, {d2}, . . . , {dn},⊥}, i.e. a set of singletons and their comple-
ment ⊥D := D\{d1, . . . , dn}, abbreviated {d1, . . . , dn,⊥D}. The interpretation
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Rhapsody/XMI
LSC
SSL
SMI CTL
VIS
Timing/sequence diag.
(1)
(2)
(3)
(a) Regular UVE.
Rhapsody/XMI
LSC
SSL typck
SMI typinfo
(4)
SMI1 CTL1
VIS
Timing/sequence diag.
(b) Extended UVE.
Fig. 5. UVE architecture. Arrows represent data-ﬂows, typically through multiple tools or
stages. Only the most important tools are shown.
of comparison and array (read) access on the abstract domain are shown in
Fig. 4. Write access to an array with a scalarset index type doesn’t change
for indices diﬀerent from ⊥D and for ⊥D the array is simply not written at all
since the next read access will yield ?τ0 according to 4(b), i.e. an upper-bound
on all values of the array’s value type. A loop iteration over a scalarset only
considers the concrete values (the singletons) and a commutative boolean op-
erator applied to, e.g. an array indexed by a scalarset with boolean value type,
considers the concrete values and once ?B over-approximating the result for
the other values. We obtain an over-approximation of the original model, i.e.
if the requirement holds for the abstract model, then it also holds for the con-
crete model, but not vice versa. All variables of type τ become ﬁnite, of arrays
with index-type τ only n entries have to be represented. Thus if all inﬁnite
domain variables can be treated, we obtain a ﬁnite-state overapproximation.
4 The UML Veriﬁcation Environment
To assess the practical applicability of query and data-type reduction to UML
models we integrated both into a state-of-the-art UML veriﬁcation tool. The
choice fell on UVE [15] that stands in a history of increasingly sophisticated
tools for automated formal veriﬁcation of UML models. The aim of UVE is to
further the supported subset of UML, to be fully integrated with a schematic
entry tool, and to provide requirements speciﬁcation and counter-example pre-
sentation in terms of the UML model, not in that of the underlying tools like
model-checkers. To this end, UVE is exemplarily integrated with “Rhapsody
in C++” by I-Logix Inc. to form RUVE. 4
4 the integration of UVE with XMI is called XUVE
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In the following we brieﬂy sketch the architecture of UVE to prepare the
discussion of the integration of query and data-type reduction in Sec. 5. For a
more comprehensive description of UVE the reader is referred to [15,14]. The
approach of UVE is translational, i.e. the UML model is translated into an
equivalent model in the input language of a model-checker. The class structure
is obtained from an API of the Rhapsody tool (RUVE) or from an XMI rep-
resentation of the model (XUVE). The UML model’s behaviour is obtained
in form of C++ code from the Rhapsody code generator thereby ensuring
that counter-examples can be retraced using an animation of the UML model.
Class structure and behaviour are translated into the proprietary high-level in-
termediate language SSL (cf. Fig. 5(a).(1)) and successively transformed into
an SSL representation without scopes, functions, or classes which translates
directly into another proprietary intermediate language, SMI, that is basically
Dijkstra’s guarded commands with rich type system and expression language
(cf. Fig. 5(a).(2)). SMI is translated to a VIS model-checker [1] input (cf.
Fig. 5(a).(3)). The approach of UVE is speciﬁcation driven since C++ ex-
pressions from the speciﬁcation, e.g. conditions in an LSC, are processed as
parts of the model. As Fig. 5(a) indicates, the LSC is ﬁnally translated into
a CTL expression.
An obtained errorpath is translated back into a Timing Diagram showing
the values of all objects’ attributes over time and a Sequence Diagram showing
the event communication, both on the level of the UML model.
5 Putting it all together
In [5] we observed that query and data-type reduction apply to UML models
with unbounded object creation and destruction and LSCs. High-level UML
models typically don’t employ pointer arithmetics but only assign and compare
identities and use them to access objects’ attributes. Object identities are
scalarsets then. LSCs are outermost quantiﬁed in object identities.
To study the practicability of this approach we prototypically integrated
query and data-type reduction into the UVE. As C++, of which the action
language of UVE is a proper subset, allows pointer arithmetics and comparison
of pointers to literal numbers, we cannot prove once and for all that all object
identities are scalarsets but have to determine the set of scalarsets (‘typinfo’
in Fig. 5(b)). The dashed line in Fig. 5(b) indicates that this check should be
applied to a high-level representation. The prototype only checks the lower-
level SMI representation and considers manually supplied hints.
As indicated in Fig. 5(b), we add to UVE a component that determines a
minimal ﬁnite representative set of veriﬁcation tasks for a given LSC, i.e. for
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a given concrete valuation of the instance line annotations, e.g. c, h, and t in
Fig. 2. The component generates an initial abstraction per veriﬁcation task,
and controls the execution of the veriﬁcation tasks, possibly in parallel since
the veriﬁcation tasks are completely independent.
The initial data-type reduction for a veriﬁcation task is (automatically)
determined by the following heuristics. For each class, all identities not as-
signed to an instance line are collapsed to ⊥, i.e. only the objects participating
in the veriﬁcation task are represented concretely. Thus there is not a single
concrete object in the abstraction for classes not referred to in the require-
ments speciﬁcation. If object identities are the only inﬁnite data-type in the
UML model, i.e. if all queues and relations are bounded and all attribute
types (except for object references) are ﬁnite (prerequisite to apply UVE), the
resulting abstraction is ﬁnite-state and over-approximates the UML model.
If the abstraction is too coarse, i.e. yields a counter-example not possible in
the concrete UML model, it can be reﬁned following two strategies. First, the
number of concrete objects can be increased. Candidates are objects of classes
being in composition relation with the classes referred to in the requirements
speciﬁcation. Second, the abstraction can be reﬁned more selectively by using
assumptions that exclude certain behaviour of the abstract model (called non-
interference lemmata in [13]). They have to be established separately but are
typically properties that are local to classes.
As the model-checker of UVE, the VIS, does not support data-type reduc-
tion natively, the SMI description of the model is transformed into an SMI
equivalent to the abstract model. Consider the running example and assume
we choose to use the instance {c → 1Car, t → 1Terminal, h → 1CarHandler} as
the representative case (we write 1Car, 1Terminal, and 1CarHandler to indicate
object identities of diﬀerent types). The heuristics yields the abstract do-
mains {{1CarHandler},⊥CarHandler} for CarHandlers, {{1Car},⊥Car} for Cars,
and {{1Terminal},⊥Terminal} for Terminals. In the SMI representation of the
abstract model, each comparison of variables of an object identity type, e.g.
Car , having the form ‘p == q’ are replaced by the statement ‘(p == ⊥Car ∧ q
== ⊥Car) ? iB : (p == q)’ where ‘⊥Car’ is an identity diﬀerent from the sin-
gletons in the abstract domain, e.g. ⊥Car = 2Car, and ‘iB’ is a fresh boolean
input. Thus if p and q do not refer to one of the concrete objects, as indicated
by them having value ⊥Car, the model non-deterministically considers both
possible outcomes of the comparison.
Array access is treated similarly to obtain the interpretation shown in
Fig. 4(b). In a na¨ıve approach, each array access expression of the form
‘o[p]’ would be replaced by ‘(p == ⊥o) ? iτ(o) : (o[p])’ where iτ(o) is a fresh
input of the ﬁeld type of array ‘o’. In the context of our representation of
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model inst. model-gen. model-checking errorpath prep.
ARCSystem DTR 0:02:18 4:45:50 (prop. holds)
Witness 0:02:12 0:00:06 0:00:05
Fig. 6. Veriﬁcation times. Model-generation, -checking, and translation of the counter-example
back to UML terms (hours:minutes:seconds).
UML models, the ﬁeld type of arrays is a whole object with values for all
attributes, thus in the above example a whole object becomes a fresh input.
This domain for the input is typically far too large since array access in the
SMI representations of UML models typically occurs as subexpression of a
record ﬁeld access since objects are usually not accessed as a whole but only
by one attribute at a time. Hence the type of the fresh input is better chosen
according to the maximal expression inﬂuenced by the object identity. For
example, an expression ‘o[p].x’ accessing attribute record component ‘x’ is
better replaced by ‘(p == ⊥o) ? iτ(x) : (o[p].x)’ where iτ(x) is the type of
the record component ‘x’. Our prototypical implementation already considers
attribute access but does not yet determine maximal expressions. The number
of inputs can be further reduced using common subexpressions. Note that this
transformation of the model description allows to use standard tools like VIS
as long as resulting counter-examples are interpreted correctly, i.e. being aware
that a particular identity has been chosen to represent ⊥Car. This beneﬁt has
also been identiﬁed by others, for example [2] manually carry out basically the
same transformation we describe here in order to verify parameterised cache
coherency protocols.
The integration into UVE is not straightforward since UVE already ex-
ploits particularities of UML models to reduce model-checking time [15] in
a way that breaks symmetry. Firstly, UVE crystallises relations as far as
possible, for example it establishes a ﬁxed relation between the parts of a
composition relation and the whole whereby the actual references become
constant. This is also justiﬁed by symmetry, but the crystallised model is no
longer symmetric in object identities. Secondly, UVE pre-computes the initial
step. It is deterministic for the UML models considered by UVE but not for
the abstract model. In the example considered for this paper we established
manually that our premises still apply. In general the former obstacle should
be treatable by casting the crystallisation as a case-split [13], leading to a
larger set of representative veriﬁcation tasks. The latter obstacle is overcome
by pre-computing all possible initial steps, yielding multiple veriﬁcation tasks
per abstract model.
Figure 6 shows veriﬁcation times 5 for the running example. The ﬁrst line
5 Sun Blade 2000, 900 MHz UltraSparc III+, 2 GByte.
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includes determining and executing the single representative veriﬁcation task;
the property holds in the initial abstraction. The second line, for comparison,
refers to the veriﬁcation that there exists a run of the (not abstracted) ARCS
which satisﬁes the LSC. The reason for the long veriﬁcation times (nearly ﬁve
hours) is not completely understood. We conjecture that the main source
are the FIFO queues used for communication even when restricted to small
lengths. Furthermore the prototype is suboptimal in the introduction of inputs
as noted in Sec. 5.
6 Conclusion and Further Work
We have reported experiences from a practical evaluation of the query and
data-type reduction-based [13] approach to automated veriﬁcation of UML
models with unbounded creation and destruction [5]. To this end a ﬁnite ab-
straction is automatically derived from the model guided by the requirements
speciﬁcation and manual hints for reﬁnement.
An evaluation of the heuristics to determine initial and reﬁned abstractions
and the strategies to obtain non-interference lemmata is further work. We
conjecture that there are cases where unbounded associations are also treatable
with our approach. Viewing them as arrays, the index types are also scalarsets
as long as iteration over all objects in the association doesn’t have countable
eﬀects like sending an event to all objects in the association.
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