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Abstract
Approximations by Trefftz functions are rapidly gaining popularity in the nu-
merical solution of boundary value problems of mathematical physics. By defi-
nition, these functions satisfy locally, in weak form, the underlying differential
equations of the problem, which often results in high-order or even exponential
accuracy with respect to the size of the basis set. We highlight two separate
examples in applied electromagnetics and photonics: (i) homogenization of pe-
riodic structures, and (ii) numerical simulation of electromagnetic waves in slab
geometries. Extensive numerical evidence and theoretical considerations show
that Trefftz approximations can be applied much more broadly than is tradi-
tionally done: they are effective not only in physically homogeneous regions
but also in complex inhomogeneous ones. Two mechanisms underlying the high
accuracy of Trefftz approximations in such complex cases are pointed out. The
first one is related to trigonometric interpolation and the second one – somewhat
surprisingly – to well-posedness of random matrices.
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1. Introduction
Many classical numerical methods for partial differential equations rely on
polynomial or piecewise-polynomial approximations of the solution. Examples
include traditional finite difference (FD) schemes, the finite element method
(FEM), and the boundary element method (BEM). But a strong incentive to
achieve qualitatively higher accuracy of the numerical solution has led, over
several decades of research, to the development of Trefftz-based methods. By
definition, Trefftz functions satisfy locally (in weak form) the underlying dif-
ferential equations of the problem, which often results in high-order algebraic
or even exponential convergence with respect to the dimension of the basis.
This qualitative accuracy improvement has been demonstrated in a large vari-
ety of mathematical methods and engineering applications: Domain Decom-
position [1, 2], Generalized FEM [3, 4, 5, 6, 7, 8], Discontinuous Galerkin
[2, 9, 10, 11, 12, 13, 14, 15], and finite difference (“Flexible Local Approximation
MEthods,” FLAME) [16, 17, 18, 19].
It is not our intention to review all, or even some, of these Trefftz-oriented
methods; several good reviews are already available: [20, 21] and especially [22].
Rather, our focus is on one question central in these methods: why are Trefftz
approximations so effective?
A simplified intuitive picture is shown in Fig. 1, left panel. Several incident
waves, schematically indicated with solid arrows, are impinging on an object (in
general, physically inhomogeneous) and give rise to the respective total fields
inside and to scattered fields outside that object. For visual clarity, only the
incident waves are sketched in the figure, and their number is limited to three.
The total fields inside the scatterer, by definition, form a Trefftz set. One
may view it as a “database” or “training set,” which can be precomputed and
then used to approximate the field induced by another wave, indicated with a
dashed arrow and a question mark in Fig. 1. This approximation of one physi-
cally meaningful solution by other physically meaningful solutions (as opposed
to, say, generic polynomials) certainly makes intuitive sense but is not trivial
from the mathematical perspective.
The right panel of Fig. 1 illustrates a more interesting, and more compli-
cated, case. Suppose that the Trefftz training set has been generated for the
original inhomogeneous scatterer – same as in the left panel. However, the un-
known “dashed arrow” solution may involve additional objects – such as S1, S2,
S3 – in the computational domain. Obviously, under this complication, little
can be inferred about the unknown solution from the Trefftz set in the whole do-
main, especially in the regions around the additional scatterers. One may hope,
however, that the field within a given small subdomain Ωh inside the original
scatterer can still be approximated accurately as a superposition of the known
Trefftz waves. This setup is the central issue of Sections 6.2, 6.3, and is inspired
by our numerical experiments with pseudorandom structures of Section 5, as
well as by our earlier work on multiparticle problems [23].
The overall motivation for the paper is to highlight applications of Trefftz
functions to problems involving complex, inhomogeneous media. Much of math-
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Figure 1: Several incident waves (schematically indicated with solid arrows) give rise to the
respective total fields inside an inhomogeneous scatterer. These total fields, by definition,
form a Trefftz set. This “training set” can be precomputed and then used to approximate
the field induced by another wave, indicated with a dashed arrow and a question mark. For
visual clarity, only three Trefftz waves are sketched, and only the incident components. Left:
one inhomogeneous object is present. Right: additional scatterers (such as S1, S2, S3) may be
present in the case of an unknown field (dashed arrow) whose approximation is sought within
a given small subdomain Ωh.
ematical analysis so far has revolved around the homogeneous case (that is,
equations with constant coefficients), where cylindrical, spherical or plane waves
serve as Trefftz functions for the Helmholtz equation, while harmonic polynomi-
als are used for the Laplace equation. One can refer, for example, to papers by
Melenk, Hiptmair, Moiola, Perugia et al. cited above, to the references in these
papers, and to Perrey-Debain’s paper [24]. Much less attention has been paid
to the inhomogeneous case [25, Chapter IV], [26, Section 3], [27, 28], which is
substantially more complicated but at the same time more rewarding in practice.
For illustration, in Sections 4 and 5 we consider two application examples
where Trefftz approximations prove to be effective for two different variations
of the generic setup shown in Fig. 1. The first example is non-asymptotic
and nonlocal two-scale homogenization. Instead of a single scatterer, in this
case one deals with a periodic structure; Trefftz functions on the fine scale
are Bloch waves traveling in different directions, and on the coarse scale – the
corresponding plane waves.
The second example involves a common setup in metasurface and nanopho-
tonics research: a patterned finite-thickness slab. This problem is especially
challenging computationally when the pattern is non-periodic and the slab is
geometrically large relative to the vacuum wavelength. One possible simulation
procedure relies on high-order Trefftz difference schemes (FLAME). The Trefftz
bases are computed “locally,” i.e. over relatively small segments of the structure
(Section 5).
Sections 2 and 3 provide background information needed in the application
examples of Sections 4 and 5. The underlying mechanisms for the accuracy of
Trefftz approximations are discussed in Section 6.
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2. Preliminaries: Trigonometric Projection and Interpolation
Trigonometric approximation of periodic functions is a well-established sub-
ject. Here we summarize the key mathematical results that will be needed in
Section 6.1.
For any Lipschitz-continuous periodic function g on [−pi, pi], one may con-
sider its best possible approximation by a trigonometric polynomial Tn in the
maximum norm:
ETn (g) = min
α,β
max
φ∈[−pi,pi]
|g(φ)− Tn(α, β, φ)| , (1)
where
Tn(α, β, φ) ≡ α0 +
n∑
ν=1
(αν cos νφ+ βν sin νφ), (2)
α ≡ {α0, α1, . . . , αn}, β ≡ {β1, . . . , βn}
A slightly modified notation of [29] is used here. Note that the total number of
coefficients α, β in the trigonometric series is N = 2n+ 1.
It follows from Jackson’s theorem [30], or [29, Theorem 41], that if the
derivative g(l+1)(φ) exists and is bounded, i.e.∣∣∣g(l+1)(φ)∣∣∣ ≤ Ml+1, l = 0, 1, . . . (3)
then
ETn (g) ≤
cl+1Ml+1
nl+1
, c = 1 +
pi2
2
(4)
For reasons that will become apparent in Section 6.1, we are interested primarily
in trigonometric interpolation rather than the best approximation, and thus
need to relate the two. The interpolant T˜N (φ) of a given function g(φ) over
a set of N = 2n + 1 equidistant knots {φm} is defined in a standard way, by
requiring that
T˜N (g, φm) = g(φm), φm =
2pim
N
, m = 0, 1, . . . , N − 1 (5)
It is known that this interpolant exists and is unique. Furthermore, there is an
upper bound for the interpolation error:
‖g − T˜N (g)‖∞ ≤ (1 + ΛN ) ‖g − TN‖∞ ≡ (1 + ΛN )ETn (g) (6)
where ΛN is the Lebesgue constant, which itself has an upper bound [31]
ΛN ≤ 2pi−1 logN + 5
3
(7)
All the above information can be found in a variety of sources, including very
recent ones [32, 33], [34, Section 7].
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Combining (6), (7), and (4), one has
‖g − T˜N (g)‖ ≤
(
2pi−1 logN +
8
3
)(
1 +
pi2
2
)l+1
Ml+1
nl+1
(8)
This indicates fast uniform algebraic convergence of the interpolant with respect
to the number of knots. Moreover, under additional assumptions of analyticity
of g(θ) in a strip of the complex plane Re θ ∈ (0, 2pi), |Im θ| < δ, convergence
becomes exponential [34, (7.19)]:
‖g − T˜N (g)‖ ≤ 4M exp[−δ(N + 1)/2]
1− exp(−δ) (9)
We are also interested in the approximation of the integral
I =
∫ 2pi
0
g(θ) dθ (10)
using the values of g at the equispaced knots:
IN =
2pi
N
N−1∑
m=1
g(θm), θm =
2pim
N
, (11)
which is the trapezoidal rule for the numerical quadrature. Under the same
analyticity assumptions as above, the error of this quadrature can be bounded
as [34, (7.20)]
‖IN − I‖ ≤ 8piM exp[−δ(N + 1)/2]
1− exp(−δ) (12)
A similar result can be found in [32, Theorem 1]. Adapted to our needs and
notation, it states:
If f is l times continuously differentiable and f (l) is Lipschitz continuous, then
|I − I˜N |, ‖f − t˜N‖ = O(N−(l+1)). (13)
If f can be analytically continued to a 2pi-periodic function for −δ < Imx < δ
for some δ > 0, then for any δˆ < δ,
|I − I˜N |, ‖f − t˜N‖ = O(exp(−δˆN)). (14)
The qualitative conclusion of this section is that trigonometric interpolation
of a smooth periodic function provides a very accurate approximation of the
function and its integrals.
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3. Preliminaries: Finite Difference Trefftz Schemes
Another preliminary subject, which will be needed in Section 5, is FLAME
[16, 17, 18, 19, 35, 36]. Recall that classical FD schemes are typically derived
from Taylor expansions; but this is problematic if the solution is not sufficiently
smooth – e.g. at material interfaces. That is the root cause of the notorious
“staircase” effect at slanted or curved interface boundaries that do not conform
geometrically to the grid lines. FLAME replaces Taylor polynomials with Trefftz
functions, which often produces high-order schemes.
The key ideas of FLAME are as follows. Let a boundary value problem
be defined in a computational domain Ω and consider a small subdomain Ωh
within which a difference scheme is to be formed. In Ωh, introduce a set of
m degrees of freedom (DoF). These DoF are, by definition, linear functionals,
lβ(u) (β = 1, 2, . . . ,m), each mapping any admissible field u to a number (real
or complex, depending on the problem). The simplest example of DoF for a
scalar field u is as set of nodal values lβ(u) ≡ u(rβ), where r1, . . . , rm are a set
of grid nodes in Ωh. In the case of vector fields, one may also consider fluxes,
circulations, etc. as other examples of DoF .
Locally, within Ωh, the solution u is approximated by a linear combination
of Trefftz functions ψα (α = 1, 2, . . . , n) :
u(r) ≈ uh(r) ≡
∑n
α=1
cαψα(r) = c
Tψ(r), (15)
where c ∈ Cn is a coefficient vector and ψ is a vector of basis functions (both
generally complex). In Ωh, we seek an FD equation of the form∑m
β=1
sβlβ(u) = 0, (16)
where s = (s1, s2, . . . , sm)
T is a vector of complex coefficients (a “scheme”)
to be determined. In the simplest version of FLAME, the scheme is required
to be exact for any linear combination (15) of basis functions. Then, after
straightforward algebra, one obtains [17, 18]
s ∈ Null(NT ), where NTαβ = lβ(ψα). (17)
There are also least-squares versions of this idea [37, 16].
Many illustrative examples are given in [35, 17, 18]. Here we mention just
one of them, closely related to the construction of FLAME schemes in Section 5.
For the 2D Helmholtz equation, one may consider a Trefftz basis set of eight
plane waves traveling at the angles φ0 + mpi/4 (m = 0, 1, . . . , 7), where φ0 is a
given angle; practical choices are φ0 = 0 or φ0 = pi/8. Evaluating these plane
waves over a standard 3 × 3 grid “molecule,” one obtains an 8 × 9 matrix NT
whose null vector is the FLAME scheme. The result for φ0 = 0 is a nine-point
(3× 3) order-six scheme [18]. For φ0 = pi/8, one arrives at a scheme derived by
Babusˇka et al. in 1995 [38] from very different considerations.
6
4. Trefftz Homogenization of Electromagnetic Structures
We consider Trefftz-based homogenization of electromagnetic periodic struc-
tures (photonic crystals and metamaterials). The general description of the
problem in this section follows [39, 40] closely; but our focus here is on Trefftz
approximation, the importance of other aspects of the problem notwithstanding.
The physical essence of the problem is as follows. A sample of a periodic
material is illuminated by incoming monochromatic electromagnetic waves at
a given frequency ω and the corresponding free-space wavenumber k0 = ω/c.
To sidestep the complicated problem of field behavior at corners, the sample is
assumed to be a finite-thickness slab contained between the planes z = 0 and
z = L, and infinite in the x and y directions. The periodic medium in the
sample is to be replaced with a homogeneous material in such a way that the
scattering wave pattern would be preserved as accurately as possible.
Following [39, 40], let us define the problem more precisely. Assume that
the intrinsic dielectric permittivity ˜(r) within the slab is lattice-periodic, and
that all material constituents are nonmagnetic, µ˜(r) = 1. Let all constitu-
tive relationships be local and linear, and let the sample be illuminated by
monochromatic waves with a given far-field pattern; these waves are reflected
by the metamaterial.
The problem has two principal scales (levels). Fine-level fields are the exact
solutions of Maxwell’s equations for given illumination conditions for a given
sample. These fields are denoted with small letters e, d, h and b. In gen-
eral, their variation in space is rapid and consistent with the microstructure
of metamaterial cells. Coarse-level fields E, D, H, B vary on a characteristic
scale greater that the cell size. They represent some smoothed (averaged) ver-
sions of the fine-level fields and are auxiliary mathematical constructions rather
than measurable physical quantities. The coarse-level fields are sought to sat-
isfy Maxwell’s equations and all interface boundary conditions as accurately as
possible.
Importantly, effective magnetic properties of metamaterials cannot be de-
termined from the bulk behavior alone as a matter of principle. This is due,
in particular, to the fact that the Maxwell equation ∇ × H = −ik0D is in-
variant with respect to an arbitrary simultaneous rescaling of vectors H and
D. Loosely speaking, bulk behavior defines the dispersion relation only, while
magnetic characteristics depend on the boundary impedance as well.
The fine-level fields satisfy macroscopic Maxwell’s equations of the form
∇× h(r) = −ik0ε˜(r) e(r) , ∇× e(r) = ik0 h(r) (18)
everywhere in space, supplemented by the usual radiation boundary conditions
at infinity. Outside the slab, the most general solution of (18) can be written
as a superposition of incident, transmitted and reflected waves. For the electric
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field, we can write these in the form of angular-spectrum expansions [40]:
ei(r) =
∫
si(kx, ky)e
i(kxx+kyy+kzz)dkxdky , (19a)
et(r) =
∫
st(kx, ky)e
i(kxx+kyy+kzz)dkxdky , z > L , (19b)
er(r) =
∫
sr(kx, ky)e
i(kxx+kyy−kzz)dkxdky , z < 0 , (19c)
where
kz =
√
k20 − k2x − k2y , (20)
and the square root branch is defined by the condition 0 ≤ arg kz < pi. Ex-
pressions for the magnetic field are obtained from (19) by using the second
Maxwell equation in (18). In (19), si(kx, ky), st(kx, ky) and sr(kx, ky) are the
angular spectra of the incident, transmitted and reflected fields. Waves included
in these expansions can be evanescent or propagating. For propagating waves,
k2x + k
2
y < k
2
0, otherwise the waves are evanescent.
Everywhere in space, the total electric field e(r) can be written as a super-
position of the incident and scattered fields, viz,
e(r) = ei(r) + es(r) . (21)
Outside the material, the reflected and transmitted fields form the scattered
field:
es(r) =
{
er(r) , z < 0 ,
et(r) , z > L .
(22)
The scattered field inside the material is also formally defined by (21).
It is natural to approximate fine-level fields via a basis set of Bloch waves
traveling in different directions:
emα(r) = e˜mα(r) exp(iqmα · r) , hmα = h˜mα(r) exp(iqmα · r) , (23)
where index α labels both the wave vector and the polarization state of the
Bloch wave in a lattice cell m; e˜mα(r), h˜mα(r) are the respective lattice-periodic
factors. As the notation indicates, the basis is defined cell-wise; different bases
in different lattice cells could be used. This makes the homogenization problem
tractable and reducible to a single cell, rather than global and encompassing
the whole sample.
On the coarse scale, a natural counterpart of the fine-scale Bloch basis is a
set of generalized plane waves
Ψmα = {Emα,Hmα} = {E0mα,H0mα} exp(iqmα · r) (24)
which satisfy Maxwell’s equations in a homogeneous but possibly anisotropic
medium; subscript ‘0’ indicates the field amplitudes to be determined.
Further technical details of the procedure can be found in [40, 39]. The final
result is as follows. First, the coarse-level wave vector for each plane wave is
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taken to be the same as its counterpart for the corresponding Bloch wave, which
is already reflected in our notation above (23), (24). Secondly, the amplitudes
{E0mα,H0mα} of each plane wave are the boundary average of the tangential
components of the respective fine-scale Bloch wave:
E0mα = A τme˜mα, H0mα = A τmh˜mα (25)
The averaging operator A τm for tangential components of a generic vector field
f is defined, in the case of an orthorhombic cell Cm, as
(A τm)γ f ≡
∫
∂Cm fγ |nˆ× rˆγ | dS∫
∂Cm |nˆ× rˆγ | dS
, γ = 1, 2, 3; rˆ1,2,3 = xˆ, yˆ, zˆ (26)
Here |nˆ× rˆγ | acts simply as the Kronecker delta for the faces of the cell parallel
to a given coordinate direction rˆγ , γ = 1, 2, 3. Note that the averages in (25)
involve the periodic factor of the Bloch wave. The amplitudes E0mα, H0mα,
along with the Bloch wave vector, define the coarse-level basis function α in a
lattice cell m.
The homogenization procedure of [39, 40] leads to a system of algebraic
equations of the form
ΨDB
l.s.
= MΨEH (27)
Here ‘l.s.’ stands for ‘least squares’. Each column of the rectangular matrix
ΨEH corresponds to a given coarse-level basis function α, and the entries of
that column are the xyz-components of the wave amplitudes E0mα, H0mα.
The number of columns n is equal to the chosen number of basis functions;
the number of rows is, in general, six, unless some of the field components
are known to be zero (e.g. for s- or p-polarized waves). The ΨDB matrix is
completely analogous and contains the DB amplitudes derived from Maxwell’s
curl equations:
B0mα = k
−1
0 qmα ×E0mα, D0mα = −k−10 qmα ×H0mα (28)
The (local) material tensor is represented, in general, by a 6× 6 matrix. Since
the number of columns in matrix ΨEH is typically greater than the number
of rows, the matrix equation (27) for the material tensor is solved in the least
squares sense:
M = ΨDBΨ+EH ; δl.s. = ‖ΨDB −MΨEH‖2 (29)
where Ψ+EH is the Moore-Penrose pseudoinverse of ΨEH , and δl.s. is the associ-
ated least-squares error.
As demonstrated in [39], the homogenization accuracy can be further im-
proved by including, in addition to the EH amplitudes, integral DoF of the
form
D(r) =
∫
Ω
E(r, r′) E(r′) dΩ (30)
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Figure 2: Example A of a layered medium from [41, 40]. The real part of R (left) and T
(right) vs. the sine of the angle of incidence; non-asymptotic and nonlocal homogenization.
The lattice cell contains three layers of widths a/4, a/2 and a/4, with scalar permittivities
1, 2, and 1, respectively. (1 = 4 + 0.1i and 2 = 1.) Fine-level basis: 2ndir Bloch modes
traveling at ndir = 7 different angles in (−pi/2, pi/2); ndir = 7. The kernel width parameter
τ0 = a. The reflection and transmission coefficients from nonlocal homogenization are visually
indistinguishable from the exact ones. The nonlocal procedure includes two additional DoF:
the convolution integrals of the tangential components of the electric and magnetic fields.
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Figure 3: Example A of a layered medium from [41, 40]. Absolute error in R (left) and
T (right) vs. a/λ; non-asymptotic and nonlocal homogenization. The lattice cell contains
three layers of widths a/4, a/2 and a/4, with scalar permittivities 1, 2, and 1, respectively.
(1 = 4 + 0.1i and 2 = 1.) Fine-level basis: 2ndir Bloch modes traveling at ndir = 7 different
angles in (−pi/2, pi/2); ndir = 7. The kernel width parameter τ0 = a. The accuracy of the
nonlocal procedure is, by far, the highest. The nonlocal procedure includes two additional
DoF: the convolution integrals of the tangential components of the electric and magnetic fields.
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where E is a convolution kernel depending only on the coordinates tangential to
the boundary of the sample:
E(r, r′) = E(nˆ× r, nˆ× r′)
A natural (but certainly not unique) choice for this kernel is a Gaussian
E(r, r′) = E0 exp(−τ−20 |nˆ× (r− r′)|2)
where the amplitude E0 and width τ0 are adjustable parameters, and nˆ is the
unit normal vector.
Since our focus is on the approximation properties of Trefftz functions and
not on the homogenization procedure per se, we do not discuss the physics of
the problem here, or the merits and demerits of nonlocal vs. local theory.2 We
also omit further technical details and limit ourselves to just one illustration
example.
Shown in Figs. 2 and 3 are the reflection R and transmission T coefficients for
electromagnetic waves propagating through a layered slab. These coefficients
are defined in a standard way, as the ratio of the complex amplitudes of the
reflected/transmitted waves to that of the incident wave. The geometric and
physical parameters correspond to Example A of [41]: the lattice cell of a width
a contains three layers of widths a/4, a/2 and a/4, with scalar permittivities
1, 2, and 1, respectively; 1 = 4 + 0.1i and 2 = 1. The fine-level Trefftz
basis contains 2ndir Bloch modes traveling at ndir = 7 equispaced angles in
(−pi/2, pi/2); ndir = 7. In nonlocal homogenization, the additional DoF are the
integrals of the form (30), with the Gaussian kernel of width τ0 = a.
Fig. 2 shows the real part of R and T as a function of the angle of incidence,
for a/λ = 0.2. (The imaginary parts are not plotted to save space but are
qualitatively similar). Since analytical solutions for wave propagation in layered
media are fairly simple and well known, one may easily calculate the errors in
R and T ; those are plotted in Fig. 3.
The figures show that our numerical results, especially for nonlocal homog-
enization, are highly accurate. In fact, we are not aware of any alternative
methods that could produce a comparable level of accuracy at a comparable
computational cost.3
What explains this high accuracy? Plausible mechanisms are presented in
Section 6.
5. Electromagnetic Waves in Slab Geometries
5.1. Formulation of the problem
The general description of the problem in this section closely follows the
recently published paper [42], which explores a new computational method,
2 It should, however, be noted that our nonlocal procedure operates in real space, in
contrast with k-space techniques that we critiqued elsewhere [41].
3The latter provision is needed to exclude from consideration “brute force” numerical
optimization of the material tensor.
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Figure 4: Schematic for the structure used in the sample FLAME-slab calculation. The
structure consists of 10 dielectric pillars positioned aperiodically on a dielectric slab. Light is
incident from the top, with wavenumber k and incidence angle θinc.
“FLAME-slab,” for electromagnetic wave scattering problems in aperiodic pho-
tonic structures – specifically, structures possessing short-range regularity but
lacking long-range order, such as amorphous or quasicrystalline lattices. Struc-
tures of this type can exhibit a variety of interesting properties, e.g. highly
isotropic band gaps and fractal photonic spectra, but are difficult to study nu-
merically [43, 44, 45, 46, 47, 48, 49, 50, 51, 52]. FLAME-slab exploits the short-
range regularity of the structure by generating a Trefftz basis in a relatively
small segment of the structure.
As an example, we consider a slab substrate patterned with aperiodically
placed but geometrically identical pillars (Fig. 4). The slab has thickness d,
and there are 10 pillars of height d and width w = 0.8 d. Both the substrate
and the pillars have dielectric constant ε = 12. The surrounding medium is air.
In our calculations, we adopt computational units where the vacuum constants
and the speed of light are all set to unity: ε0 = 1, µ0 = 1, c = 1. Then the
frequency f has the units of 1/λ, where λ is the free space wavelength.
Light is incident from the top, as shown in Fig. 4, with a wavenumber k and
incidence angle θinc relative to the z-axis. We take the entire structure to be
a supercell of length Lx, with quasi-periodic boundary conditions (see below).
The electric and magnetic fields in the structure are governed by Maxwell’s
equations:
∇×E = ikH,
∇×H = −ikεE. (31)
We consider the case where the electric field is s-polarized, E = Eyˆ, so that
the magnetic field has the form H = Hxxˆ+Hz zˆ. The quasi-periodic boundary
conditions are:
E(Lx/2, z) = E(−Lx/2, z) exp(ikxLx),
H(Lx/2, z) = H(−Lx/2, z) exp(ikxLx),
(32)
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where kx = k sin θinc is the x-component of the incident wave vector k.
The scattered electric field is defined as
Es(r) = Etot(r)− Einc(r), [ r ≡ (x, z) ], (33)
where Etot and Einc are the total and incident electric fields, respectively. The
magnetic field is split similarly. The scattered field is purely outgoing on both
the upper side (towards the negative z-direction) and the lower side (towards
the positive z-direction) of the structure.
Fig. 5(a) shows the discretization scheme for FLAME. The structure is dis-
cretized into Nx grid points in the horizontal direction. In the vertical direction,
the number of layers is deliberately limited to three (z−, z0, z+), to demon-
strate that FLAME-slab can work well on very coarse grids. The electric fields
in these three layers are denoted with Eαm, α = {−, 0,+}, m = 1, 2, . . . , Nx.
Similarly, the magnetic fields in the upper and bottom layers are denoted with
Hβm, β = {−,+}.
We define three distinct types of patches, with their corresponding grid
“molecules” and FD stencils. The first is a standard 9-point stencil contain-
ing just the electric field degrees of freedom (DoF), as shown in the left panel
of Fig. 5(b). The second is a 6-point stencil over the middle and top layers,
containing both the electric and magnetic fields (middle panel). The third is a
6-point stencil over the middle and bottom layers, containing both the electric
and magnetic fields (right panel of Fig. 5(b)).
Each type of patch thus contains 9 degrees of freedom. FLAME uses 8 basis
functions, to be determined by solving Maxwell’s equations for “Trefftz cells”
matching the local dielectric environment in each patch. Each Trefftz cell con-
tains a segment of length Li with a single pillar on the substrate; quasi-periodic
boundary conditions are imposed. We choose Li  Lx, so that Maxwell’s equa-
tions can be solved much more rapidly for the Trefftz cell than for the entire
aperiodic structure. We generate 8 different Trefftz basis functions by picking
two different segment lengths (L1 and L2), and four different angles of incidence
for each Li. To compute the fields in the Trefftz cell, we use the existing rigorous
coupled wave analysis (RCWA) solver S4 [53].
The FLAME procedure now yields a matrix equation of the form
AFLψtot = 0, (34)
where AFL is a matrix of stencil coefficients and ψtot is a column vector contain-
ing the nodal values of the total electric and magnetic fields. In our examples,
AFL has the size 3Nx × 5Nx, and ψtot has the size 5Nx × 1; we emphasize
that this is just one possible choice of discretization, and other choices can be
handled in a completely analogous way. Details about the calculation of AFL
can be found in [42].
FLAME schemes need to be supplemented with radiation boundary condi-
tions. One way of implementing such conditions is via the Dirichlet-to-Neumann
(DtN) maps in the semi-infinite air strips above and below the slab. DtN maps
14
Figure 5: (a) Discretization of the structure into Nx×3 nodes (Nx in the horizontal direction
and 3 layers in the vertical direction). (b) Variations of the 9-point stencils. Left: 9 nodes
with a single DoF (the values of the electric field). Center and right: three nodes with a single
DoF (the electric field) and another three nodes (double circles) with double DoF (electric
and magnetic fields.)
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can be efficiently calculated via Fast Fourier Transforms (FFTs). More specifi-
cally, from Maxwell’s equations in free space,
Hs(x, z) =
i
ω
∂Es
∂z
(35)
The operating frequency ω = 2pif = k, under the assumed normalization c = 1.
We expand the scattered electric field into its Fourier series:
Es(x, z) =
∑
n
cn exp[i(knzz + knxx)] exp(iqx), (36)
where the factor of exp(iqx) comes from the quasiperiodic boundary conditions
in the x direction, with q = k sin θinc. The summation n runs over the integer
values, knx = 2pin/Lx is the horizontal wavenumber, and
knz = ±
√
k2 − (knx + q)2. (37)
In the above equation, the choice of ± depends upon the layer we are dealing
with (− for the upper layer and + for the bottom layer), so that the scattered
field is outgoing. Eqs. (35) and (36) give
Hs(x, z) = − 1
ω
∑
n
cn knz exp [i(knxx+ knzz)] exp(iqx). (38)
The coefficients cn in (36) can be efficiently computed via a Fast Fourier
Transform, and then the scattered magnetic field (38) can be obtained via the
respective inverse transform (detailed expressions can be found in [54]). This
leads to equations in the following matrix form:(
AFL
ABC
)
ψs =
(−AFLψinc
0
)
, (39)
where AFL is a sparse sub-matrix obtained using FLAME, and ABC is sub-
matrix obtained from the boundary relations [42]. In our 2D examples, standard
direct solvers in Matlab were sufficient for finding ψs. In 3D, iterative solvers
will need to be used, but this issue is completely beyond the scope of the present
paper.
5.2. Results
Fig. 6 compares the fields calculated using FLAME-slab to a reference RCWA
calculation. The structure is the one shown in Fig. 4, with frequency f = 0.25
and incidence angle θinc = 30
◦. For the FLAME-slab calculation, we take a hor-
izontal discretization of Nx = 101, and precompute the Trefftz basis functions
with NG = 150 (the number of expansion terms used in the RCWA subroutine
[53]) and NT = 800 (the cell dicretization used for storing the Trefftz basis
functions). The pure RCWA reference solution is computed using NrefG = 1000
– an “overkill” setting meant to produce a highly accurate solution. The figure
16
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Figure 6: (a) Real part of the scattered electric field Escat in the middle layer (z0). (b) Real
part of the scattered magnetic field Hscat in the bottom layer (z+). The calculations were
done for the slab shown in Fig. 4, with f = 0.25 and θinc = 30
◦. The FLAME-slab parameters
are Nx = 101,NG = 150, and NT = 800. Blue dots show the FLAME-slab results and the red
curve shows the result from RCWA obtained by setting NrefG = 1000.
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Figure 7: Consistency error (ξ) vs. angle of incidence θinc for the 10 pillar system as shown
Fig. 4. The value of the parameters used are: Nx = 101, NG = 150, NT = 800 and f = 0.25.
shows two representative field components: the real part of the scattered electric
field (E0s ) in the middle layer (z0) in Fig. 6(a), and the scattered magnetic field
(H+s ) in the bottom layer (z+) in Fig. 6(b). The FLAME-slab solution is seen
to be in excellent agreement with the RCWA solution.
The central issue of this paper is approximation, and the finite-difference
measure most closely related to it is the (normalized) consistency error
ξ =
‖AFLψreftot‖
‖AFL‖ ‖ψreftot‖
. (40)
where Euclidean vector norms and the Frobenius matrix norm are implied.
In (40), ψreftot should ideally be the exact solution, which is not available;
hence an overkill RCWA solution with NrefG = 1000 is used in its stead.
Since FLAME-slab contains a few adjustable parameters, we study the de-
pendence of the consistency error on these parameters separately.
Fig. 7 displays the consistency error versus the incidence angle θinc. For
this calculation, we set Nx = 101, NG = 150, NT = 800 and f = 0.25. The
consistency error oscillates but remains bounded by . 10−5 over the entire range
of θinc.
Fig. 8 shows the consistency error versus the vacuum wavelength λvac for
the 10 pillar system, with fixed incidence angle θinc = 30
◦. The FLAME-slab
parameters are fixed at Nx = 101, NG = 150, and NT = 800. As λvac is
increased, ξ decreases from 10−4 to around 10−6. Past this point, ξ saturates.
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Figure 8: Consistency error (ξ) vs. λvac (vacuum wavelength) for the slab structure shown
in Fig. 4, with θinc = 30
◦. The FLAME-slab parameters are Nx = 101, NG = 150, and
NT = 800.
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Figure 9: Consistency error (ξ) vs. Nx for the slab shown in Fig. 4, with f = 0.25 and
θinc = 0. The FLAME-slab parameters are NG = 150 and NT = 800.
19
Fig. 9 shows the consistency error versus spatial discretization Nx, for f =
0.25 and normal incidence θinc = 0. The other FLAME-slab parameters are
NG = 150 and NT = 800. The consistency error decreases with Nx, saturating
at ≈ 10−7 for Nx & 500.
For the purposes of the paper, the main qualitative conclusion of this section
is that Trefftz functions, on which FLAME-slab is based, provide an accurate
approximation of the electromagnetic field in a geometrically and physically com-
plex structure.
6. The Accuracy of Trefftz Approximations
6.1. An Interpolation Argument
The numerical results for the two application examples of the previous sec-
tions show that Trefftz approximations are surprisingly effective. What explains
their high accuracy?
As noted in Section 1, in the mathematical literature this question has
been studied primarily for homogeneous subdomains (harmonic polynomials,
plane/cylindrical/spherical wave expansions) but needs to be posed much more
broadly, because complex inhomogeneous media are of great theoretical and
practical interest. This section is an attempt to understand the general mecha-
nisms of high accuracy of Trefftz approximations. Due to the complexity of this
subject, some of the material, especially that of Section 6.3, is speculative and
intended to stimulate further analysis and discussion.
In the case of Trefftz homogenization (Section 4), one can apply an interpo-
lation argument using the summary in Section 2. Indeed, the key parameters in
our homogenization methodology are the boundary averages of the Bloch fields
(25). Each of these averages is, trivially, a periodic function of the angle (direc-
tion) of propagation of the respective Bloch wave and, as such, can be accurately
approximated by the trigonometric interpolant over a set of equispaced knots.
But these knots correspond precisely to the basis set of Bloch waves chosen in
our procedure. Per Section 4, the accuracy of this interpolation is O(N l+1)
if the respective Bloch average is l times continuously differentiable, or, under
additional analyticity assumptions, even O(exp(−αN)), where N is the size of
the Bloch basis set (which is the same as the number of interpolation knots).
In our second example of wave propagation and scattering in a slab geom-
etry, the interpolation argument is not sufficient. This is because our Trefftz
functions are defined over a segment of the structure, whereas the full electro-
magnetic problem is defined over the whole structure. Hence a more sophis-
ticated explanation for the accuracy of Trefftz approximations in this case is
needed.
We start with a slightly more abstract physical setup than that of Fig. 1.
Namely, let us assume, as before, that an inhomogeneous scatterer occupies a
Lipschitz domain Ω (solid red in Fig. 10) which is enclosed in a shell Ω˜ (textured
area). As previously, we consider a Trefftz “training set” corresponding to
several incident waves, and are interested in approximating a different, generally
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Figure 10: An inhomogeneous scatterer Ω (solid red) is enclosed in a shell Ω˜ (textured). The
material parameters are fixed within Ω in all cases. However, in Ω˜ these parameters for the
unknown field (dashed arrow) may differ from the parameters used in the construction of
the Trefftz training set (solid arrows). A local Trefftz approximation of the unknown field is
sought in a small subdomain Ωh ⊂ Ω.
unknown, solution in a small subdomain Ωh ⊂ Ω. This approximation can be
used, for example, to generate a high-order difference scheme in Ωh, as was done
in Section 5.
The Trefftz training set is also generated for fixed position-dependent pa-
rameters in Ω∪Ω˜. Importantly, however, the unknown solution may correspond
to material parameters which differ in Ω˜ from those assumed for the training
set (but are the same in Ω ⊃ Ωh). The presence of the variable layer Ω˜ makes
this case peculiar. The following section examines why accurate local Trefftz
approximations can still be expected.
6.2. An Auxiliary “Reference” Basis
Let us assume that in Ωh there is an auxiliary basis ζα (α = 1, 2, ..., nζ)
which can provide an accurate approximation of a (generic) solution of the
wave equation:
u(r) =
∑
α
γαζα(r) + δ(r), r ∈ Ωh (41)
‖γ‖2 ≡ ‖{γα}‖2 ≤ C(Ωh, nζ , k)‖u‖H1(Ωh), ‖δ‖H1(Ωh) ≤ c(Ωh, nζ , k)‖u‖H1(Ωh)
Here δ is an error term, γ is a coefficient vector, C and c are some generic
constants, the latter being “small” in some sense (see Theorems below). In the
specific example of s-wave scattering in Section 5, the unknown is the E-field;
but here we use the “generic” symbol u as an indication that our analysis could
be applied more broadly.
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Figure 11: A schematic illustration of the role of the reference basis. If the Trefftz basis
and the solution of a given boundary value problem can be approximated via the reference
basis, and if the reference-to-Trefftz transformation has a bounded pseudoinverse, then one
can approximate the solution via the Trefftz basis (by following, conceptually, the two solid
arrows in the sketch).
Assuming that (41) holds, one applies it to the training set ψ
T
of nT Trefftz
waves, and arrives at the linear transformation
ψ
T
(r) = Pζ→T ζ(r) + δT (r)
where column vectors are underlined; Pζ→T is the nT × nζ transformation ma-
trix, and δT is the approximation error for the Trefftz functions in terms of the
local ζ basis. If nζ ≤ nT , and if matrix P ∗ζ→TPζ→T is invertible, then
ζ(r) = P+ζ→TψT (r) + P
+
ζ→T δT (r)
where the ‘+’ subscript indicates the Moore-Penrose pseudoinverse.
The solution in Ωh can therefore be expressed as
u(r) = γT ζ(r) = γTP+ζ→TψT (r) + γ
TP+ζ→T δT (r) + δu(r) (42)
where δu is the approximation error of this solution via the ζ basis. Thus the
smallness of the Trefftz approximation error hinges on the smallness of the norm
of the pseudoinverse P+ζ→T – that is, on the inverse of its minimum singular value
σmin; we discuss that below.
The transformations above are schematically illustrated in Fig. 6.2. If the
Trefftz basis and the solution u can be approximated via the reference basis
as in (41), and if σmin(P ) is bounded from below, then one can approximate
uexact via the Trefftz basis (by following, conceptually, the two solid arrows in
the sketch).
An example of this auxiliary basis is, in the special case of a homogeneous
domain Ωh, a set of cylindrical harmonics ζcyl(r, k, θ, n) = Jn(kr) exp(inθ), n =
0,±1,±2, . . .; Jn is the Bessel function of the first kind. Detailed error analyses
have been carried out by Melenk, Hiptmair, Moiola and Perugia [25, 22, 55].
For our purposes, the most convenient final results can be found in [4, 26].
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[4, Theorem 4]. Let Ω ⊂ R2 be a simply connected, bounded Lipschitz do-
main. Let Ω˜ ⊃ Ω and assume that u ∈ L2(Ω˜) solves the homogeneous Helmholtz
equation on Ω˜. Then
inf
up∈Vp
‖u− up‖H1(Ω) ≤ C exp(−γp) ‖u‖L2(Ω˜) (43)
where Vp ≡ span{ζcyl(r, k, θ, n)}, n = 0, 1, . . . , p; C, γ depend only on Ω, Ω˜, and
the wavenumber k.
Under the assumptions of this theorem, the presence of a “buffer region” Ω˜−
Ω ensures that high-order harmonics from the boundary of Ω˜ die out sufficiently.
If this assumption is not made, an alternative error estimate, dependent on the
level of smoothness of the solution, reads:
[4, Theorem 5]. Let Ω ⊂ R2 be a simply connected, bounded Lipschitz
domain, star-shaped with respect to a ball. Let the exterior angle of Ω be
bounded from below by λpi, 0 < λ < 2. Assume that u ∈ Hs(Ω), s > 1, satisfies
the homogeneous Helmholtz equation. Then4
inf
up∈Vp
‖u− up‖Hj(Ω) ≤ Cj
(
ln2 p
p
)λ(s−j)
‖u‖Hs(Ω˜), j = 0, 1, . . . , [s] (44)
Obviously, in our case Ωh plays the role of the generic Ω in the estimates above.
These estimates of the error term δ in (41) are valid for the 2D Helmholtz
equation in a physically homogeneous medium within Ωh.
Also in the special case of a homogeneous domain Ωh, and the Trefftz set
consisting of plane waves traveling in nT equispaced angular directions, the norm
of the pseudoinverse P+cyl→PW can be evaluated explicitly. From the Jacobi-
Anger expansion, the entries of the matrix Pˆ ≡ Pcyl→PW are
Pˆml = i
l exp
(
−iml 2pi
nT
)
, 0 ≤ m ≤ nT − 1, 0 ≤ l ≤ nζ − 1 (45)
This matrix corresponds to a discrete Fourier transform, and its columns are
easily shown to be orthogonal, so that
Pˆ ∗Pˆ = nT Inζ , nζ ≤ nT (46)
where Inζ is the identity matrix of dimension nζ . It then immediately follows
that
‖P+cyl→PW‖2 = σ−1min(Pcyl→PW) = n
− 12
T (47)
so in this case stability of the transformation is guaranteed.
4There is an apparent misprint in [4]: Hk instead of Hs in the norm on the right hand
side.
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6.3. A Connection with Random Matrix Theory
A natural, and critical, question is whether the well-posedness of the trans-
formation noted above is accidental and valid in special cases only, or whether
it has broader applicability. Practical experience with multiparticle problems,
random and quasi-random structures of different kind [17, 18, 19, 23, 42], [35,
Chapters 4, 6] strongly suggests the latter. Rigorous mathematical analysis is
so far available only for a narrow subset of cases [25, Chapter IV], [26, Section
3], [27, 28], and may constitute an interesting direction of future research.
In the remainder of this section, we outline – on physical grounds – a curious
connection between the accuracy of Trefftz approximations and the theory of
random matrices. This theory dates back to von Neumann and Wigner [56, 57]
and is now quite mature [58, 59, 60, 61, 62]. Particularly relevant to us is the
following result.
Rudelson & Vershynin [62, Theorem 3.3].
Let A be an N × n random matrix whose entries are independent and identi-
cally distributed (i.i.d.) subgaussian random variables with zero mean and unit
variance. Then
P
(
σmin(A) ≤ (
√
N −√n− 1)
)
≤ (C)N−n+1 + cN ,  ≥ 0
where C > 0 and c ∈ (0, 1) depend only on the subgaussian moment of the
entries.
The connection of this theorem with the previous subsection can be outlined
as follows.
• The Trefftz “training set” can be viewed as a particular realization of some
random distribution (e.g. angles of incidence randomly chosen and/or
random properties of the “shell” Ω˜). A notable feature of random matrix
theory is universality : only mild dependence of the spectral bounds on
the distribution of the random variables.
• One major restrictive condition, however, is that the matrix entries be
i.i.d. variables. Strictly speaking, this condition can be immediately as-
certained only under additional symmetry assumptions, e.g. the bases
being invariant under rotation by a given angle. It is hoped that such
strong assumptions can be relaxed.
• The assumption of zero mean is less restrictive and valid if the probability
distribution of each function in the Trefftz training set ψ
T
(r), for all r, is
invariant with respect to the sign change of that function.
• Clearly, the theorem is applied with N ≡ nT , n ≡ nζ .
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• The assumption that the distribution is subgaussian is satisfied, in partic-
ular, by all bounded random variables and hence is not restrictive.56
• Complex bases and matrices can be decomplexified by the substitutions
of the form ψ → (Reψ, Imψ)T , P →
(
ReP −ImP
ImP ReP
)
. This preserves
the relevant norms and hence does not affect the spectral bounds.
• The assumption of unit variance is obviously a matter of scaling only.
The theorem affirms that stability (47) of the transformation is not acci-
dental. In fact, with a probability close to one, σmin(P ) is not small, for any
reasonable choice of the Trefftz basis.
7. Conclusion
The key argument of this paper is that Trefftz approximations – that is,
approximations by functions satisfying (locally) a given differential equation
– deserve to be studied and applied more broadly than is traditionally done.
Conventionally, these approximations are used in homogeneous subdomains,
where the underlying differential equation has constant coefficients; this is done
in various contexts (GFEM, DG, FD).
As an illustration of a much broader use of Trefftz functions, the paper re-
views two disparate but representative examples: (i) non-asymptotic and nonlo-
cal two-scale homogenization of periodic electromagnetic media, and (ii) special
Trefftz FD (FLAME) schemes for wave scattering from photonic structures with
slab geometries. In both cases, Trefftz approximations are applied in complex
inhomogeneous domains and prove to be quite effective.
We discuss possible mechanisms engendering the high accuracy of Trefftz ap-
proximations. One such mechanism is trigonometric interpolation, which itself
is known to be surprisingly accurate for smooth periodic functions, in compar-
ison with other typical forms of interpolation. We also outline, on physical
grounds, a curious connection of Trefftz approximations with the theory of ran-
dom matrices.
It is hoped that these considerations will stimulate further mathematical
research and practical applications of Trefftz-based methods.
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