Abstract-A reduced-order model describing a rapid thermal chemical vapor deposition (RTCVD) process is utilized for realtime model based control for temperature uniformity across the wafer. Feedback is based on temperature measurements at selected points on the wafer surface. The feedback controller is designed using the internal model control (IMC) structure, especially modified to handle systems described by ordinary differential and algebraic equations. The IMC controller is obtained using optimal control theory on singular arcs extended for multi-input systems. Its performance is also compared with one based on the Hirschorn inverse of the model. The proposed scheme is tested with extensive simulations where the full-order model is used to emulate the process. Several cases of significant uncertainty, including model parameter errors, process disturbances, actuator errors, and measurement noise are used to test the robustness of the controller to real life situations. Both controllers succeed in achieving temperature uniformity well within the desirable bounds, even in cases where several sources of uncertainty are simultaneously present with measurement noise.
I. INTRODUCTION

F
IRST principle models can generally be developed to describe the thermal dynamics of a rapid thermal chemical vapor deposition (RTCVD) reactor in an accurate manner. Such models, however, cannot be directly used in designing and implementing real-time model based controllers, due to their distributed parameter nature. Also the large size of their lumped parameter approximations can result in prohibitive computational demands. A simple nonlinear lumped parameter model is used in [1] for run-to-run control of the wafer temperature, but it does not describe the process in terms of spatial uniformity. In [2] an improved distributed parameter dynamic model is developed, and then lumped in order to be used for nonlinear model predictive control. A model reduction technique is proposed in [3] to reduce the size of the initial lumped parameter approximation. Thus one can obtain a reduced-order nonlinear model with good predictive capabilities, that is also of a form and size suitable for control and optimization of the process. Several papers in the literature utilize linear control and estimation techniques for temperature control in rapid thermal processing (e.g., [4] and [5] ).
In this paper we consider the RTCVD system described in [3] and [6] with the goal of designing a nonlinear model based real-time control system for temperature uniformity that is robust with respect to several types of modeling uncertainties and process disturbances. The process model equations are affine to the three inputs (power of lamp zones) giving rise to a singular optimal control problem. Single-input singular optimal control problems have been studied extensively by [7] and used for optimization and control in several cases of biochemical single-input systems [8] , [9] . A state feedback formulation using geometric methods has also been developed in [10] . Since the RTCVD reactor we consider is a multi-input system, we had to develop in this paper optimal control law formulations for the multi-input case.
The theory that we develop is used to obtain feedback optimal control laws for the singular region of operation. This controller is compared with one based on the Hirschorn inverse [11] . Both controllers use the reduced-order model developed in [3] . The controllers are implemented in the internal model control (IMC) structure [12] , modified to enable handling of differential/algebraic equation systems. Several cases of model uncertainty and disturbances are considered in order to test the robustness of the performance of both controllers. The predictive capabilities of the model reduction method of [3] , that were so far only tested for steady state optimization, are now evaluated for the dynamic optimization and control case.
II. PROCESS DESCRIPTION AND MODEL
The system we consider is based on the three-zone RTCVD reactor located at the North Carolina State University (NCSU) Center for Advanced Electronic Materials Processing [6] . A diagram is shown in Fig. 1 . A 10% silane feed in inert gas enters the reactor from the top. The silane decomposes to silicon and hydrogen. The goal of the process is the uniform deposition of a 0.5-m film of polysilicon on the wafer. Polysilicon deposition occurs at temperatures of approximately 800K or higher and the heating of the wafer is accomplished by controlling the power to the three zones of lamp banks. As described in [13] , maintaining the pressure constant at 5 torr, the wafer is heated until a preset temperature is reached. The process temperature remains constant for a preprogrammed amount of time, after which the valve to the reactant feed is closed and the lamp power supply is turned off. The pressure is then increased so that the system can cool down quickly.
Detailed modeling of this process has been done in [3] . Definition of the various symbols is given in the Nomenclature section. (Boldface symbols are used to indicate arrays.) The model consists of a nonlinear partial differential equation describing the wafer temperature, in the form (1) where There are two nonlinear boundary conditions:
The model also includes a lumped ordinary differential equation approximating the chamber temperature dynamics in the form (4) The detailed expressions of the several terms in (1)-(4) can be found in [3] . Specifically (1) corresponds to (2) and (5) in [3] , (3) to (4) in [3] , and (4) to (11) in [3] . A discretized full-order model was used for simulation purposes. The wafer temperature was discretized at 76 uniformly-spaced points, thus giving a nonlinear state space model with 77 state variables including the chamber temperature . The distributed parameter model cannot be directly utilized in model based control due to its form. Even in the discretized form it is not computationally efficient and definitely not handy for model based control, since it involves such a large number of states. This was, indeed, the motivation for the development of the model reduction procedure presented in [3] . In that work application of this technique to the detailed model described by (1)-(4) above, resulted in a model of the form (5) (6) where (7) and , , , are the temperatures corresponding to four collocation points across the radius of the wafer. The detailed expressions for (5) and (6) can be found in [3] from (38) and (39) of that reference.
In [3] , six collocation points [14] were used for the discretization of the system. We repeated the model reduction procedure using only four collocation points for two reasons. First, this number enables the creation of the control law we propose in the following sections. Second, we wanted to check the robustness of the proposed control scheme even when the reduced-order model was not the most precise. The analytical expression and discretization matrices of the fourpoint reduced-order model are given in the Appendix. The collocation points for the four-point reduced-order model are given in Table I . The first point corresponds to the wafer center and the fourth to the edge.
The reduced-order model consists of a set of four ordinary differential equations and one algebraic equation, and it is suitable for real-time control of the process. It should also be pointed out that, in this form, (5) is the state space representation of a nonlinear system which is affine with respect to the input . This is a very important characteristic of the system from a control point of view, and it will remain present even if elements of the reactor design like reactor size or location of lamp banks change.
III. CONTROL PROBLEM FORMULATION
A. Control Objective
The objective of the process is to achieve uniform deposition thickness of polysilicon of 0.5 m along the wafer surface. Based on the assumption of constant emissivity in [3] , the model equations describing the wafer temperature and those describing the deposition thickness are decoupled. Since the spatial dependence of the deposition thickness is due to the wafer temperature spatial dependence, we pursue our initial objective indirectly, aiming for uniform wafer temperature that will result in the desirable deposition thickness. Hence, we use only the temperature equations in the controller design. In reality, emissivity is not constant. Nevertheless, temperature uniformity is expected to be sufficient for deposition thickness uniformity. Furthermore, the controller is designed to be robust with respect to such process model error. Suitable tests have been done allowing the emissivity to vary, and they are included in Section V-A.
In order to choose the wafer temperature setpoint profile, shown in Fig. 2 , we performed simulations that use the deposition thickness model equations described in [3] . Using this temperature setpoint, the necessary run time for 0.5 m deposition was determined to be 50 s. Nevertheless, even if there are errors in the kinetics model, the closed-loop formulation would allow us to determine the necessary run time by use of an end-point sensor that measures the deposition thickness. Accordingly, the run would stop when the measured deposition thickness had reached the desired level.
Furthermore, one should note that according to the SIA National Technology Roadmap for Semiconductors [15] the maximum acceptable temperature nonuniformity can be up to 5K.
B. Nonlinear Internal Model Control
The feedback controller design is done using internal model control (IMC) [16] . The IMC structure is presented schematically in Fig. 3 . The classic feedback controller is represented by the shaded area.
is the process under consideration and the model describing the process. When using the IMC structure, one designs the IMC controller and, then, implements it combined with the model as shown in Fig. 3 .
IMC has a very important property [12] . If the IMC controller is equal to the model inverse , and the closed loop system in Fig. 3 is stable, then for all and all disturbances . This property is known as perfect control.
In the past, the IMC structure has been extended for nonlinear systems [12] . However, the existence of the algebraic equation (6) in the model obstructs the application of standard nonlinear IMC for this system. This has led us to modify the IMC formulation, making it suitable for dealing with several specific systems described by differential and algebraic equation models.
The fact that (6) is nonlinear with respect to the edge temperature prevents us from solving analytically for . On the other hand, since it is linear with respect to the input , it can be solved yielding as a function of and . Furthermore, if is set to be equal to the setpoint value, one can substitute for in (5) transforming it to (8) where (9) consists of the first and the third column of and is formed by algebraic manipulations involving the substitution of from the solution of (6). This way the differential equations are decoupled from the algebraic equation for the purpose of controller design.
In the modified IMC structure, shown in Fig. 4 , IMC is applied separately to the differential equations and to the algebraic equation. We denote with the output of the process that corresponds to the differential equations of the model, and with the output of the process that corresponds to the algebraic equation of the model. For our system but depends on which inner temperatures we choose to control as explained in Section III-A. As a result of this decoupling, the edge temperature is controlled directly by and the inner temperature points are controlled by the remaining inputs and . Even though the controller equations are completely decoupled, the algebraic model equation is still (6) and it requires the use of values for the states, which is indicated by the arrow from to in Fig. 4 .
IV. CONTROLLER DESIGN
In order to use the modified IMC structure we need to design a separate controller for the edge temperature, which is described by the algebraic equation (6), and one for the inner temperature point dynamics, described by the quasi-linear twoinput system (8) .
Standard inverse model based controller design requires a square system, where the number of controlled outputs is the same as that of the manipulated inputs. To apply such techniques on (8), we need to select for control only two of the three inner temperature points. We do so by using the Hirschorn inverse in Section IV-B.
In order to control all three inner temperatures of system (8) we designed a controller based on optimal control theory on singular arcs. Since we have two inputs we need to extend some of the existing single-input theory to the multi-input case. The method is described in Section IV-C.
In both cases, the controller used for the edge temperature control is the same and it is presented in Section IV-A.
A. Edge Temperature Control
In order to benefit it from the perfect control property of IMC, we need to invert the algebraic equation (6) . We do this simply by solving (6) for . Since is the controlled variable, it has to be substituted by the feedback signal . Thus,
Equation (10) must be consistent with (6), and so we must use the model prediction values for the remaining temperature points ,
, and , which is indicated by the use of in (10) . In cases, where (10) would result in values of violating the lower limit of zero, the value is set to be equal to zero. The upper limit of one would be treated similarly, but that limit was never violated during simulations by the solution of (10).
B. Hirschorn Inversion
For square, quasi-linear systems the Hirschorn inverse formula [11] , [17] , can be applied. For this to be possible with the system described by (8), we have to choose only two of the three temperatures as the output of the system, so that our system is square. After performing simulations with all the combinations, we decided to use temperatures and , since there was no difference in choosing one combination versus another. Our system now is described by (8) and the output equation (11) Control analysis performed on a linearization of (8), obtained at an operating point corresponding to the final temperature values of the trajectory shown in Fig. 2 , shows no unstable zeros [16] for the 2 2 transfer function matrix. This indicates that the inverse model is at least locally stable. Application of the Hirschorn inversion on the system described by (8) and (11) yields (12) (13) where and are Lie derivative operators [17] , defined as (14) and is the relative order of the system [17] , defined as the smallest integer for which Equation (12) is the state-space description of the inverse model and (13) gives the output of the inverse model which will serve as the control input of the actual system. denotes the state vector of the model inverse and it corresponds physically to vector , having also the same initial conditions. For this system we have calculated to be 1, so after algebraic manipulations (12) and (13) become (15) (16) For the implementation of (15) and (16) in the IMC structure of Fig. 4 , at each time should be set equal to (17)
C. Optimal Control on the Singular Arc Region
In order not to limit the control action to only two of the three inner temperature points, we applied optimal control theory to the design of a model based controller. The fact that the model equation (5) is affine in results in a singular solution [18] . Under certain conditions, this open-loop solution can be transformed into a static state feedback control formulation suitable for closed-loop implementation. For the case of single-input systems this development can be found in [10] . The extension to multi-input systems that we present in this section is a new theoretical contribution on the subject.
Our objective is for each of the temperature points to track the desired temperature . This can be expressed as (18) subject to (8) , where denotes the final time of the process. We choose to use the temperature points instead of the amplitude coefficients that we have used in [3] , because, since this is a closed-loop formulation, it is more convenient to use outputs that can be measured directly.
For the solution of (18) we need to form the Hamiltonian of the system (19) where the elements of the vector of dimension 4 are the adjoint states of the system, and (20) The necessary optimality conditions [18] are (21) (22) (23) where the subscripts denote partial derivatives. Because the Hamiltonian is linear in the control, , the optimal control problem is singular [10] . For a singular we have that for all times; therefore its successive time derivatives are also zero. Thus Since all the necessary conditions must be satisfied for our solution to be optimal, we need to solve the system of (21), (24), and (25) simultaneously. This is a system of six equations with six unknowns, the inputs , , and the four adjoint states . One can easily notice that the solution of (21) 
Note that for implementation of this control law in the IMC structure (Fig. 4) , the elements , , , of are replaced is used for the chamber temperature as the last element of . This is further illustrated in the next section.
This formulation is based on the simultaneous satisfaction of all the necessary optimality conditions and it is a static state feedback law. We denote with the number of necessary time differentiations of the necessary optimality condition in order for to appear explicitly. Generalizing the singular optimal control theories presented in [10] , one may identify as the degree of singularity of the system. For our system . Then, we can state the following: Theorem 1: For a multi-input system with inputs, states, and degree of singularity , the singular trajectories can be tracked by static state feedback when (27) Proof: In order to obtain a static feedback law, the system of equations to be solved must be square. If the degree of singularity is , the necessary optimality conditions will be . . .
(28)
Since is a vector system, (28) is a system of equations. The inputs will be the first unknowns of the system. The remaining unknowns are the adjoint states of the system. Since the number of adjoint states equals the number of states , the system (28) is square only if . We should note that the definition of the degree of singularity as given in [10] has already made certain that the equations forming system (28) are linearly independent. Theorem 1 can be used for RTCVD temperature control problems with different number of inputs (lamp zones) and states (inner collocation points in the reduced-order model).
Finally, we should mention that a formulation of an extension to the constrained case can be found in [19] . However, since the values computed for , , during simulations by this algorithm (as well as Hirschorn's for that matter) never violated the lower and upper limits of zero and one, we have not included such a discussion here. Fig. 5 illustrates how the two controllers are implemented in the IMC structure. One can also notice that the algebraic equation (10) is also implemented in the IMC structure in both cases as it was discussed in Section III-B.
D. Comparison of the Two Control Laws
Although the two structures in Fig. 5 look similar, there is a critical difference in addition to the number of inner points under control. For the implementation of the Hirschorn inverse in IMC, the time derivatives, not only of the setpoint, but also of the feedback , are needed, where is the temperature measurement of the process, and the temperature estimated by the model. The calculation of the derivatives can only be done numerically, so a numerical error will be added to the calculations. In addition, the numerical calculation of this derivative will add computational effort to the estimation of the control inputs . Furthermore, if a system with relative order larger than one were considered, calculation of higher order derivatives would be involved, creating severe numerical errors.
This problem does not arise when the singular arc optimal controller (26) is used in the IMC structure, because in this case, only the setpoint time derivative needs to be evaluated. Since the setpoint is known a priori, the calculation of its derivative does not need to be done on-line, nor is it affected by measurement noise.
Furthermore, the Hirschorn inverse has no capability for handling the constrained case. On the contrary, the optimal control law can be suitably formulated to be applicable when a constraint becomes active. It should be noted, though, that none of the controllers can give anything more than the 
V. REAL-TIME CONTROL SIMULATIONS
In order to test the control theory presented in Section IV, as well as to implement the reduced-order model in a closed-loop scheme, we performed several simulations. We also considered several cases of uncertainty, some arising from the modeling of the system and others that might occur in the event of experimental validation. Fig. 6 illustrates the dynamic simulation results of the modified IMC using as process the full-order model and as model the reduced-order model. The lines representing the 76 temperature discretization points of the full-order model are almost indistinguishable, showing that the desired temperature uniformity has been achieved. Furthermore, comparison of Fig. 6(a) with Fig. 2 indicates that we have also achieved set point tracking. A detail of the temperature profile at the final time of 50 s is shown in Fig. 7 . The circles and the stars denote the collocation points. One may notice that, though the shape of the profiles across the wafer are different, the uniformity achieved using either controller is within 1.2 K. This is definitely within the acceptable range recommended by the SIA Roadmap for Semiconductors [15] , which calls for 5K maximum temperature nonuniformity.
A. Process Related Uncertainty
One might claim that the results in Fig. 7 are so good because the reduced-order model is such a good approximation of the process that the model-process mismatch is almost negligible. Thus, in order to check the robustness of the control scheme, a different simulation was performed, having as the process the full-order model with additive disturbance up to 10 K in each wafer temperature point. No disturbance is added to . The disturbance is not only added to the simulated process output, but is also incorporated at each time step of the numerical integration of the full-order model into the calculation of the state variables at . We can see that the effect of the disturbance on the quality of control is negligible, since the plots in Figs. 7 and 8 are the same up to the degree of the graph resolution. The same is also valid for the dynamic temperature profile and for this reason we omit presenting additional figures. We also notice that, as expected due to the IMC properties, there is no steady state offset for the Hirschorn inverse case for , , and that are directly controlled. Since the singular optimal controller is not an exact inverse of the model but minimizes (18) , the setpoint tracking is not forced to be exact. We should also note that the plots of the temperatures include the additive disturbance, i.e., they would correspond to the true temperatures on the wafer.
We also performed a set of simulations considering parameter uncertainty. The way the process is described in [3] , two parameters are not modeled precisely. One is the chamber temperature, which is described by the lumped equation (4) . In reality, the chamber temperature is not constant throughout the surface of the chamber wall. It is, hence, a very difficult parameter to either measure or estimate. We performed simulations with up to 40% multiplicative error in the chamber temperature . The results look the same as in Figs. 6 and 7 , up to the degree of the graph resolution.
The second parameter that is uncertain is the wafer emissivity . In [3] , the emissivity is considered constant. In reality, the emissivity depends on the wafer temperature and the deposition thickness. Since the deposition thickness is also a function of the wafer temperature we cannot make the simulation more realistic, unless we solve the equations modeling the deposition thickness simultaneously with the wafer temperature dynamics. As an approximation, we did the following. We ran a simulation of the deposition thickness modeling equations presented in [3] , using as the temperature dynamics the setpoint. Thus, we obtained the deposition thickness as a function of time. By polynomial fitting to the curves in Fig. 3 of [20] we have obtained as the following function of deposition thickness : with time between 0.4738 and 0.8610. This is the emissivity we assume for our simulated process, while the model is based on constant emissivity . The results look, again, the same as in Figs. 6 and 7 . Fig. 9 presents the results of a simulated run including all the above mentioned types of error, i.e., process disturbance up to 10K, varying wafer emissivity, and +40% chamber temperature uncertainty. The temperature nonuniformity is well within the acceptable range. The plots show the final temperature profile across the wafer and the dynamic lamp power profiles during the run. The dynamic temperature profile is omitted as it looks, again, the same as in Fig. 6 .
The same type of simulation is repeated with all these types of error present simultaneously, but the additive disturbance is increased to 50 K. (The disturbance starts from 0 at the beginning of the run and increases to the final value of 50 K with a speed similar to that of the desired temperature setpoint trajectory, i.e., it gets larger as the actual wafer temperature gets larger.) We can see from Fig. 10 that the uniformity is still kept with in the acceptable range. The effect of different and larger types of error s can be seen more clearly in the changes of the dynamic lamp power profiles that the controllers produce.
B. Actuator Uncertainty
A series of simulations was also performed involving actuator multiplicative errors in the range of 15%. This represents failure of the lamp bank power controls to follow precisely the controller indications. Fig. 11 illustrates the final temperature profile of the cases 15% uncertainty for one input at a time.
The results are different when all inputs are uncertain. Fig. 12 illustrates the results of a simulation performed with all three inputs having +5% multiplicative error. Note that the lamp power plots include the 5% error. We notice that the algorithm using the Hirschorn inverse works in this case better. This becomes more clear when comparing the dynamic profiles, shown in Fig. 13 . At the beginning of the run, the controller fails to achieve temperature uniformity to the desirable degree, but this is corrected as time goes on. In all three simulations the full-order model was used to simulate the process.
C. The IMC Filter Design
In the case of measurement noise the feedback signal going to the IMC controller is not smooth, as it can be seen in Fig. 14. This is a Gaussian white noise signal scaled so that it is limited between 10 and 10 K. Due to the existence of noise, the performance of the IMC controller is not satisfactory, unless a filter is added. Especially in the case of the Hirschorn inverse, the calculation of the derivative of the feedback signal + noise is impossible due to numerical errors caused by the abrupt changes in the signal value. In this case, the existence of the filter in the feedback path is mandatory, in order to smooth out the effect of noise. The implementation of the IMC filter is shown in Fig. 15 . In the simulations we performed, we used a fourth order low-pass Butterworth filter [21] . The Butterworth filter is designed so that its magnitude squared function of the frequency is given by (30) where is the cutoff frequency, and is the order of the filter. The transfer function has the following properties: it has poles; all its zeros are at ; it has a bandwidth ranging from zero to ; and its amplitude has value 1.0 at . This means that it is a type 1 filter [16] , that is
Due to a property of the IMC structure [12] , since the filter is type 1, i.e., the steady state gain of the filter is 1, the closed loop system yields no offset at steady state, for asymptotically constant setpoints and disturbances. The filter's cutoff frequency has to be tuned in order for the filter to cut the noise, affecting as little as possible the measured process dynamics. In general, low cutoff frequencies improve the elimination of noise but, at the same time, the dynamics of the system are affected. On the other hand, high cutoff frequencies leave the system dynamics unaffected but do not smooth out the noise effectively. Hence, in the tuning procedure a compromise between performance and robustness is necessary proving an intermediate cutoff frequency range to be optimal. The tuning procedure indicated that the Hirschorn inverse is more sensitive to noise, as expected due to the differentiation of the measurements, thus requiring a lower cutoff frequency.
For the tuning of the singular optimal control law, cutoff frequencies between 0.4 and 1 rad/s were tested. Simulation results are demonstrated in the following figures. In all simulations the full-order model is used to emulate the process. The plots of the temperatures correspond to what would be the true temperatures, prior to the addition of the measurement noise. The feedback control signals include the noise of course. In Fig. 16(a) the detailed final time profiles of the actual temperatures are shown when there is measurement noise. Although all noise profiles are Gaussian white noise as the signal in Fig. 14(a) , a different seed is used to generate the noise added to each temperature measurement. We notice that the final temperature profile tends to be closer to the one of the corresponding simulation without noise (Fig. 7) for the cutoff frequencies between 0.6 and 0.8 rad/s. At the same time, though, the noise elimination gets worse. This does not show in Fig. 16 where the 76 temperature curves essentially overlap. It hardly starts showing in Fig. 17 where a detail of the temperature dynamics is presented. It becomes more obvious, though, if one examines the lamp powers in Fig. 18 , which become more oscillatory as the cutoff frequency increases. Fig. 19 illustrates the use of the IMC filter in the presence of process related errors, same as in Fig. 9 . We use cutoff frequency rad/s since it eliminates the noise sufficiently and does not affect severely the dynamics of the process as this is indicated in Fig. 19(b) with the good matching of the setpoint (dashed line) to the 76 temperature curves.
The tuning procedure for the Hirschorn inverse confirmed the increased sensitivity of this controller to measurement noise. The range of cutoff frequencies tested in the singular optimal controller was not sufficient. The final cutoff frequency we decided upon was rad/s. As we can see in Fig. 20 , and even more clearly from the lamp power plots in Fig. 21 , there is still oscillation. Also, in Fig. 22 we can see that the IMC filter with rad/s affects severely the dynamics of the closed-loop system in the case of process uncertainty and disturbances. In this simulation, the same process related errors are used as in Figs. 19(b) and 9.
VI. CONCLUSIONS
Two model-based real-time control algorithms were successfully developed for controlling temperature uniformity on the wafer surface for a three-zone RTCVD reactor. A reducedorder model describing the distributed parameter system is utilized by the controllers. The development was done within the nonlinear IMC structure, which was modified specifically to deal with systems described by differential-algebraic equations. It was necessary to extend the optimal control theory for singular arcs to multi-input systems, contributing also in the area of control of nonlinear nonsquare systems that are affine in the inputs. Both the singular optimal controller and the one based on the Hirschorn inverse of the model were extensively tested for robustness to process uncertainty, disturbances and measurement noise. They were shown to demonstrate robust behavior, though, as it was expected, the Hirschorn inverse cannot handle measurement noise as efficiently as the singular optimal controller. The simulation results are very encouraging. In particular, the successful robustness tests indicate that the implementation of the proposed real-time model based control algorithms on RTCVD systems allows one to control uniformity within the goals set by the SIA National Technology Roadmap for Semiconductors [15] .
Finally, it should be noted that both controller design procedures allow a certain degree of flexibility as to which points on the wafer are controlled, depending on the available temperature measurements. If measurements of the edge temperature are unavailable, then all three inputs (lamp powers) can be used to control the three inner points via the Hirschorn inverse controller. In such a case, for the singular optimal controller, Theorem 1 would allow the use for a reducedorder model with more inner collocation points, subject to satisfaction of (27), and the temperatures of these points could be included in the objective function of the optimization.
APPENDIX
The reduced-order model is expressed in the form (33) with boundary condition (32) where and are the th elements of the vectors and , respectively. The chamber temperature equation, as well as detailed explanation and values for the several terms in (31) and (32) are given in [3] . The discretization matrices for the four-point reduced-order model are shown in (33), at the bottom of the previous page.
