Introduction
It has been recently shown that the combination of adaptive beamforming with Spatial Division Multiple Access (SDMA), can increase a telecommunication system capacity thanks to frequency reuse. This has been particularly studied in the frame of emergency communications provided on coverages of reduced extensions [1] . A focused antenna with a low number of sensors is used. In our study we consider equivalent techniques applied to an antenna providing individual links towards users or group of users that are dispersed on a widely extended coverage (typically the Earth part viewed by the system). Considering the large and flexible zone to cover, a DRA has been proven to be the best suited radiating panel solution. Besides, the high gain needed for spatial applications and the rejection of the grating lobes outside the Earth, forces the array to be large with a high number of radiating elements (a few hundred).
In this paper, we focus on adaptive beamforming applied to a geostationary satellite system working in the Ka-band. Given a user of interest, all users of the system using the same frequency appear as jammers. Unknown sources might also interfere with the system. Adaptive beamforming provides the system with the suppression of interferences. Given the high number of sensors, computational load must be accounted. Our goal is therefore to design adaptive beamformers that yield the best Signal-to-Interference-plus-Noise Ratio (SINR) at lower possible cost. We present in this paper a reduced-rank adaptive beamformer: the iterative Conjugate Gradient (CG), and we compare its performances to those of a new adaptive beamformer using orthogonal projections and prior knowledge of the Directions-Of-Arrival (DOA) of the sources [2] .
Data Model and Problem Formulation
We consider a DRA with M sensors. Let x(t) ∈ C M×1 , t = 1, · · · , N denote the array output at time t and let R = E x(t)x H (t) denote its covariance matrix, where . H stands for the Hermitian transpose. Conventional adaptive beamforming consists in minimizing the output power subject to a unit gain constraint for the signal of interest (SOI), viz. [3] min w w H Rw subject to w
where a 0 stands for the SOI steering vector. When the SOI is present in the array output x(t), this beamformer is usually referred to as the minimum power distortionless response (MPDR) beamformer, while, if the array output consists of interferences and noise only, the terminology minimum variance distortionless response (MVDR) is used [3] . In practice, R is not known and hence the problem in (1) is solved by substituting R for its sample covariance matrix, namelyR = N
The performances of these two beamformers has been studied extensively [1] and are well-known now. These beamformers suffer from two main drawbacks with large arrays. First, since the solution to (1) is a
Furthermore, it is known that, in order to obtain a SINR within 3dB from the optimal SINR -i.e. the SINR obtained with known R-the MVDR requires N 2M snapshots while N M 2 snapshots are necessary for the MPDR. This is clearly prohibitive for large arrays -in the sequel we will consider an array with M = 401 antennas-and thus, it is of utmost importance to find alternative solutions with improved speed of convergence and reduced complexity. In particular, we look for beamformers that result in a close-to-optimal SINR with a very limited number of snapshots, i.e. N M . In the sequel, we present two such approaches. The first one is a reduced-rank partially adaptive beamformer which can be implemented using a conjugategradient algorithm. In the second approach, we assume that some of the (interfering) users steering vectors are known, and derive a new beamformer based on orthogonal projections combined with diagonal loading.
Conjugate Gradient (CG)
As indicated above, the solution to (1) is proportional to R −1 a 0 and hence one has to solve the linear system of equations Rw = a 0 . Towards this end, the conjugate gradient method [4] is a well-known iterative technique, providing the exact solutions in M iterations. A sketch of this method is presented in algorithm 1 below.
Algorithm 1 Conjugate Gradient
w n = w n−1 + γ n p n 6:
p n+1 = −r n+1 + δ n p n 9: end for It is known that, at step number n, the approximate solution w n lies in the Krylov subspace K n (R, a 0 ) = R a 0 , Ra 0 , · · · , R n−1 a 0 . Therefore, the CG is in essence a reduced-rank (RR) approach. Moreover, it was shown in [5, 6] that the CG algorithm is essentially equivalent to the multi-stage Wiener filter [2] , one of the most powerful RR adaptive beamforming schemes. Hence, the CG combines the advantages of RR beamforming with low computational requirements. Indeed, it is known that, in a MVDR implementation, if J interferences are present, then these interferences will be captured within K J+1 (R, a 0 ) and hence only J + 1 steps of the CG need to be run (see figure 2(a) ). Moreover, in order to achieve a SINR within 3dB of the optimal SINR, only 2J snapshots are now required.
Diagonal loading with prior knowledge (DLPK)
We assume here that there are, in addition to the SOI, J interferences in the field of view of the array and that q of them have known steering vectors. This corresponds to a situation where q users are "referenced" by the satellite while the J − q others can be considered as jammers. The array manifold A, i.e. the matrix formed by the users steering vectors, can be partitioned as :
The prior knowledge of A k can be used to build an adaptive beamformer as the solution to the following constrained optimization problem :
where U k ∈ C M×q spans R(A k ), the subspace of the known steering manifold A k . The interpretation of (3) is as follows. The constraint w H a 0 = 1 ensures a unit gain for the SOI, and hence the SOI will be preserved by the beamformer. With the constraint U H k w = 0, the beamformer is constrained to operate in a subspace orthogonal to the known interferences, and thus the latter will be eliminated. Finally, the white noise gain constraint w H w ≤ ε is enforced for robustness reasons [3] ; this constraint is known to result in diagonal loading which is recognized as one of the most effective method to combat steering vectors errors (e.g. in case of non perfectly calibrated arrays) and finite number of snapshots. In fact, diagonal loading can be interpreted as a RR method and requires very few snapshots to converge. It can be shown (due to space limitations we omit the proof which is based on Lagrange multipliers technique) that the solution to (3) is given by
where
The loading level µ is chosen so as to ensure the constraint w H w ≤ ε.
Simulation Results
The array herein is assumed to be a 1. We assume that two DOA are a priori known (the two u = 0 interferences) and they have the same power as the SOI. In figure 2(a) , we confirm that given J interferences, it is sufficient to compute J + 1 steps to perform CG algorithm. In figure 2(b) , we compare CG and DLPK performances to Conventional Beamformer (CBF) [3] in a MVDR configuration.
Conclusion
We have presented here two different reduced rank adaptive beamformers to be used to achieve a flexible coverage. The CG always applies whereas the DLPK can only be used with previously known DOA. Both have a reduced computational complexity compared to MVDR solution, which however cannot be computed with low number of snapshots (N M ). The CG beamformer provides the best SINR and high convergence speed. The combination of reduced-rank adaptive beamforming and SDMA, that is proper resource allocation must now be studied to assess the reachable final improvement in system capacity. 
