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Abstrak
Klasifikasi adalah salah satu fungsionalitas dalam data mining yang sering digunakan untuk
menemukan suatu set rule yang menjelaskan atau membedakan kelas data. Salah satu algoritma
yang sering digunakan untuk proses klasifikasi adalah algoritma K Nearest Neighbors (KNN).
Namun karena kekurangan yang dimiliki oleh KNN dalam memproses large dataset maka
diajukan satu algoritma perbaikan yaitu LAESA dimana dapat mempercepat waktu dan
diharapkan tidak merubah akurasi dari KNN. Hasil dari kLAESA secara signifikan dapat
mengurangi waktu kerja dari proses kNN. Pada percobaan yang dilakukan kLAESA memangkas
waktu hingga 70 persen. Akurasi yang dihasilkan oleh kLAESA sangatlah baik pada data – data
besar hampir menyamai akurasi dari KNN.
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Abstract
Classification is one of functionality in data mining that often used to find a set of rules that
describe or distinguish data classes. One of the algorithm that are often used for the
classification process is the algorithm of K Nearest Neighbors (kNN). However, due to lack kNN
in processing large datasets, then we proposed an algorithm that called LAESA where
improvements can speed up the time and is expected not to change the accuracy of kNN.
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1.1 Latar belakang 
Klasifikasi merupakan salah satu task penting di dalam data mining. Salah 
satu algoritma klasifikasi yang sering digunakan adalah Nearest Neighbors. 
Keunggulan utama dari Nearest Neighbors adalah mudah untuk dipahami dan 
mendukung incremental learning yaitu penambahan record pada data latih dapat 
dilakukan dengan mudah tanpa harus melakukan pembangunan ulang model 
klasifikasi. Masalah utama yang dihadapi oleh algoritma Nearest Neighbour 
adalah mahalnya biaya komputasi. Semakin banyak jumlah instance di dalam data 
latih maka proses klasifikasi akan semakin lama.  
Versi k-Nearest Neigbors merupakan algoritma untuk menentukan pola dari 
sebuah node terhadap training set-nya. Pola tersebut didapat dengan cara 
menghitung kedekatan jarak dari node terhadap masing – masing record yang 
berada pada training set. Proses yang dilakukan adalah mengambil sejumlah jarak 
terdekat sejumlah k untuk dilakukan voting, adapun k merupakan inputan dari 
user untuk menentukan jumlah pola yang digunakan untuk voting. Proses 
klasifikasi ini memakan waktu yang lama karena harus mengevalusi seluruh jarak 
dari node terhadap record.  
Untuk menjawab permasalahan diatas maka diperlukan cara untuk 
mengurangi biaya komputasi dengan cara mengeleminasi proses evaluasi. Salah 
satu metode tersebut adalah kLAESA ( k- linear approximating and eliminating 
search algorithm). Metode kLAESA melakukan training proses yang nantinya 
digunakan dalam mengeleminasi proses evaluasi harus dilakukan. Dengan proses 
tersebut diharapkan resource waktu yang digunakan menjadi lebih kecil dan 
akurasinya tidak berubah dibandingkan menggunakan K-Nearest Neighbour. 
 
1.2 Perumusan masalah 
Perumusan masalah dalam tugas akhir ini adalah sebagai berikut: 
1. Bagaimana mengimplementasikan algoritma kLAESA kepada Nearest 
Neighbour 
2. Menganalisis performasi algoritma kLAESA-NN berdasarkan waktu dan 
akurasi. 
 
Adapun batasan tugas akhir ini adalah sebagai berikut: 
1. Tidak menangani pre-prosesing data. 
2. Studi kasus yang digunakan adalah text mining. 
 
1.3 Tujuan 
1. Mengimplementasikan algoritma kLAESA-NN pada text mining. 
2. Menganalisis performasi algoritma kLAESA-NN berdasarkan waktu dan 
akurasi. 
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1.4 Metodologi penyelesaian masalah 
Metode yang digunakan untuk menyelesaikan tugas akhir ini adalah sebagai 
berikut: 
1. Studi literatur dan pengumpulan data 
a) Pencarian referensi 
Mencari referensi dan sumber-sumber lain yang berhubungan 
dengan algoritma kLAESA-NN.  
b) Pendalaman materi 
Mempelajari dan memahami materi yang berhubungan dengan 
tugas akhir ini. 
c) Pengumpulan data 
Mengumpulkan dataset yang akan digunakan pada tahap analisis. 
2. Pembangunan perangkat lunak yang meliputi: 
a) Analisis dan Perancangan 
Melakukan analisis dan perancangan perangkat lunak dengan 
menggunakan metode berorientasi objek.Input sistem berupa data 
latih dan data uji. Data latih digunakan untuk pembangunan model 
klasifikasi, sedangkan data uji digunakan untuk menguji 
keakuratan model yang telah terbentuk. Output dari sistem adalah 
akurasi dari model yang terbentuk serta waktu yang diperlukan. 
b) Pengkodean 
Mengimplementasikan perancangan menjadi perangkat lunak 
dengan mengunakan tool pemrograman. 
c) Pengujian 
Melakukan pengujian terhadap aplikasi yang akan dibangun,  
dilakukan dengan pengujian sistem secara fungsional yaitu per 
proses. 
3. Analisis hasil 
Melakukan analisis terhadap  performansi dari algoritma kLAESA-NN 
pada berbagai jenis karakteristik data. 
4. Pembuatan laporan 
 Pembuatan laporan Tugas Akhir yang mendokumentasikan tahap-
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5. Kesimpulan dan Saran 
5.1 Kesimpulan 
Dari hasil analisis dan pengujian pada bab sebelumnya dalam tugas akhir 
ini, maka didapatkan kesimpulan : 
1. kLAESA dapat mempersingkat waktu sangat signifikan  
2. Pada hasil percobaan ini besaran K mempengaruhi waktu dan jumlah 
komputasi dari kLAESA tetapi tidak dari kNN  
3. Besarnya jumlah dan letak titik awal untuk kLAESA-NN mempengaruhi 
hasil akhir berupa waktu dan akurasinya. Semakin besar dan semakin 





1. Penentuan titik acuan awal pada kLAESA dapat menggunakan 
algoritma genetika untuk hasil yang lebih baik 
2. kLAESA dapat diimplementasikan dan diujikan pada algoritma lain 
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