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ABSTRACT 
In the article [Spal], N. Spaltenstein has established a bijection between the irreducible components 
of ~,~x, the space of full flags fixed by a nilpotent element x E M(n, k), where k is an algebraically 
closed field, and the standard tableaux associated to the Young diagram of x. In this present work 
we determine, when x is of hook type, for each irreducible component X of f ix, the unique Schubert 
cell Cgx of the full flag manifold f f  = i f (V)  (where V is vector space of dimension over k), such 
that X A cg x is a dense subspace in X. This result will allow us to optimize the computation of o~x 
and when k = C is the complex field, to see that the graph resolution of the partition (2, 1, ..., 1) of n 
is related to the Dynkin diagram of sl(n, C). 
1. INTRODUCTION AND NOTATIONS 
Let V be a vector space of dimension n over an algebraically closed field k. 
Denote by @ := i f (V )  the (full) flag manifold of V. Fix a basis {el, e2,. - . ,  en} 
of V, and for every 1 < i<  n, put F i= Vect(e],e2,. . . ,ei) .  The flag 
(F1, F2,. •., Fn) is called the standard flag of V. For all integers 1 < i < n, put 
Ii, n := {a = (ai,1, a i ,2 , .  . . , ai,i) E ~i I 1 ~_ aij < ai,2 <""  < ai,i <_ n}. 
For each a = (ai,1, a i ,2, ." ,  ai,i) E Ii,n, denote by lal the set {ai,1, a i ,2, '" ,  ai,i). Let 
In := {(a l ,az , . . . ,a~)  c II,n × I2.n × ' "  × In,, ] [ai[ C lai+ll}. 
Key words and phrases: Flag manifold; nilpotent endomorphism; Jordan decomposition; Springer 
resolution; Schubert cell. 
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The set In can be identified with the symmetric group Sn, [BL, p. 28]; to each 
element w E S~, we associate the element (al,a2,... ,an) of I~ defined by the 
following rule: ai is obtained by arranging in ascending order the integers 
w(1),. • •, w(i). The set In is provided with the Bruhat-Chevalley order: for every 
V = (al, a2, - . . ,  an) and w = (bl, b2," • •, b~) of/n, we write v < w if for all 1 < i < 
n and 1 < k < i we have ai,~ <_ bi,~. Every element (.al, a2,- . - ,  an) of In can be 
also represented by the following tableau of symbols: 
al,1 
(al,a2,...,an) = / a2,l a2,2 
| 
h an,1 an,2 " " " an,n 
For every element w = (al, a2, . - - ,  a~) E Sn = I,, the set 
5ew:={(W1, W2,...,Wn) E~I  l< i<n,  l<k<i ,  dim(WiAF¢.~)>_k} 
is called the Schubert variety in ~ w.r.t.w. Then we have the following result: 
SPy c Sew if and only if v _< w, [BL, p. 26]. Now define 
(1) := U 
v<w 
the space Cgw is called the Schubert cell in ~ w.r.t, w and we have the well-known 
Bruhat decomposition: ~- = [ I  C~w. 
wESn 
We can also describe the Schubert cell CKw by the following rule: 
Ehresmann rule [Ehr, p. 440]: The Schubert cell Cgw associated to w is obtained by 
taking away from 5Pw the Schubert varieties associated to the elements v for which 
their tableaux of symbols are obtained by decreasing by one some numbers of the 
tableau of symbols of w. 
Let x be a nilpotent element in M(n, k). We can associate to x a partition p = 
(Pl,P2,... ,Pr) of n, i.e. a sequence Pl _> P2 _> • .. _> Pr of natural numbers (cor- 
responding to the lengths of the Jordan blocks of x) whose sum is equal to n. It 
is denoted by p F- n, the number n is called the length ofp. The conjugacy classes 
of nilpotent n × n matrices over an algebraically closed field k are para- 
meterized by partitions of length n; to the partition p is associated the Young 
diagram whose rows are composed respectively of pi,p2,.. .  ,Pr squares. A 
standard tableau of shape p (or x) is defined to be a filling of the Young diagram 
of x with the integers in { 1 , . . . ,  n} such that the entries along any row or col- 
umn are strictly increasing. Let Stx denote the set of all the standard tableaux 
of shape x. For each cr E Stx and for i E { 1 , . . . ,  n}, let c~,i denote the number of 
the column in which i lies for o-. 
Let ~x  the subvariety of flags fixed by x: 
= {(wl ,  w2, . . . ,  c g I cw i} .  
N. Spaltenstein i [Spal, p. 452] associates to each flag (W1, W2,. • •, Wn) E ~-x 
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a standard tableau a E Stx as follows: x induces a nilpotent endomorphism x'
of V' := V/W1 of type p' k (n - 1) and x' fixes the flag (W2/W1, . . . ,  Wn/W1)  in 
.~(V~). The Young diagram of x ~ is just the Young diagram of x minus a corner. 
By induction on dim(V), we can associate to the flag (W2/W1, . . . ,  W,/W1) a 
standard tableau of shape p~. Then the standard tableau associated to 
(W~, W2, • • •, W,) is obtained from or' by placing n in the remaining corner and 
we have c~,, = i if and only if W1 lies in (Ker(x) n Im(xi-1)) - Im(xi). Let zc : 
~x -+ Stx denote the map defined above. For each cr E Stx, let ffx,~ := 7r -1 (~r). 
Then we have the following result: 
Proposition 1.1. (Spaltenstein - [Spal], p.454) The collection {Yx,~}~,estx is a 
partition into irreducible smooth subvarieties of ~x, and the map ~ E Stx~-+~ : 
= ~x,~ is a bijection between Stx and the irreducible components Of~x. Moreover 
the map (VVi) E f'x,~-+[Wll E P(Ker(x) NIm(xi-1)) - P(Ker(x) n lm(xi ) )  is a 
surjective fibration whose fibers are isomorph to ~x'#.  
As the flag manifold ~- is a finite union of Schubert cells, for every irreducible 
component Y~ of ~x  there is a unique Schubert cell Cdw such that ~ N Cdw is a 
dense subspace in ~.  
For each standard tableau ~r C Stx of shape x, let l~,g denote the number of the 
line in which i lies for or. Let 
and 
ni := Card{)" > i [ l~j > l~,i} 
Sn_(i+ni_l) . . .  Sn_(i+l)Sn_i, i f  n i )_ 1 
(5i := id, otherwise 
where sk is the simple transposition of the symmetric group S, which inter- 
changes k and k + 1. Now define the element of the symmetric group Sn by: 
Wc~ := (~1 - • • (~n- l '  
A partition p = (Pl,P2,...  ,Pr) o fn  is called of hook type i fpi = 1 for i > 2, i.e. 
its Young diagram has the following shape: 
. . . .  D 
U] 
Let x be a nilpotent endomorphism of V of hook type (b, 1 , . . . ,  1). We can 
suppose that x(el) = O, x(ei) = ei 1 for 2 < i < b and x(ei) = 0 for i > b; in this 
case, x is said to be adapted to the basis {ei}l<_i<_,. 
Then we have the following result: 
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Theorem 1.2. (Main theorem) Let x a nilpotent endomorphism of  hook type 
adapted to be canonical basis {e i} l<i<_n and let Yo  an irreducible component Of ~x  
with ~ c Stx. Then Cgw~ is the unique Schubert cell such that the subspace cgw~ N 
~c~ is dense in ~.  
Let us give a brief outline of the contents of the paper. 
• In Sect. 2 we associate to each element w~ 1 its tableau of variation, this 
will help us in the proof  of the main theorem. 
• In Sect. 3 we give some applications of the main theorem. Firstly, we 
give an algorithm to compute some fibers of the Springer esolution (see [Spr2]) 
which is a resolution of the nilpotent variety N of M(n, k). Next, when k = C we 
compute the graph resolution (for the definition, see p. ) associated to the 
Springer fiber above a nilpotent element whose partition is (2, 1 , . . . ,  1) and we 
shall see that it's related to the graph resolution for the partition (n - 1, 1) 
which correspond to the Dynkin diagram of sl(n, C). 
2. TABLEAU OF VARIATION AND PROOF 
Let a E Stx be a standard tableau. We associate to W~ -1 its tableau of variation as 
follows. Setpi = n - i+  1 and qi = n - ( i+ni  - 1). On the first line put some 
points • which are labelled by 1 to n, on the next lines we represent successively 
each element 611, 6~1,.. . ,  62_11 by • -  --~., where • (resp. ,) is put under qi 
(resp. Pi), finally for the last line we copy the fist line. 
The tableau of variation of w~ 1 works in the following manner. To determine 
the value w~l(k) we start from the value k on the first line, next we go down 
vertically until we encounter one of the cycles 6~ -1 represented by • - --~.; in 
case we do not encounter any cycles we find w21 (k) = k, in case we encounter a 
cycle, if we fall on the part of the cycle represented by - - -~- we move a unit to 
the left and we iterate the procedure by going down vertically again, and if we 
fall on the part • of the cycle 6i -1 then we f ind w~ 1 (k) = Pi = n -- i + 1. 
Example For the standard tableau 
we have  61 = s3s4s5, 62 = $2s3s4, 63 = $3, 64 = s1s2, 65 = s1. I f  we  want  to  de-  
te rmine  the value w~ 1 (5), the procedure above gives: 
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1 2 3 4 5 6 
T__--_ - - -  1 
" - - -  I 6;1 - [ 6~i 
.- . ~2  i 
1 2 3 4 5 6 
w~1(5) = 4 
Proof  o f  the main  theorem. Let x be a ni lpotent endomorphism of V of  hook 
type (b, 1, ..., 1) adapted to the canonical basis {ei}l<_i<n. Let cr E Stx a standard 
tableau of shape x. By proposit ion 1.1, ~-x,~ is an open subset in ~-~, so to prove 
the main theorem it is enough to prove that Cdw~ N ~x,~ is dense in ~x,~. Let 
(l/J/1, W2, . . . ,  Wn) E ~x,cr C ~cr, and q : V --+ V' := V/W1 the natural projec- 
tion. Let x ~ be the ni lpotent endomorphism induced by x on the space V/W1. 
By N. Spaltenstein [Spal], the induced endomorphism x ' depends on the posi- 
tion of  the number n in the standard tableau (7; as x is of  hook type, we have two 
cases: 
1 st case 2 nd case 
O D 
In the 1 st case, by the recalling of  Spaltenstein's construction, it means that 
W1 cKer(x)  NIrn(x b-l) = Vect(el), and in the 2 "d case it means that 
W1 c Vect(el, eb+l, eb+2,.. . ,  en) - Vect(el). 
! In the 1 st case: consider as canonical basis of  V' the vectors e i := q(ei+l) for 
1 < i < n - 1 and put F[ := Fi+l / W1 as standard flag. 
In the 2 "d case: we have W1 = Vect(u) with u = Ale1 + ~ /Xiei; the set of  
b+ l <_i<_n 
flags in ~x,~ for which A,/= 0 (i.e. WI~F,_I) is a dense open subset in ~x,~, so it 
is enough to consider this situation to prove the main theorem. Consider as 
! canonical  basis of  V' the vectors e i := q(ei) for 1 < i < n - 1 (they are linearly 
independent because of  Wl~Fn-1) and put F[ := q(Fi)= (Fi+ W1)/W1 as 
standard flag. 
' = V~ W1 and the induced en- In the two cases, {ei}l<i<_n_ 1 is a basis of  V' 
domorph ism x' is adapted to this canonical basis. 
Let d the standard tableau obtained by deleting the square where the number 
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n is located in or. Then we have d E Stx, and we get (W[ := Wz/W~, . . . ,  
m;_  1 :=  [ /Vn/ml)  E ~cr' .  
For 1 < i < n - 2, put nli := Card{i  < j < n - 1 I lo~,i < lo, j}, and for 1 < i < 
n - 1 put ni := Card{i  < j  <_ n I l~,i < l~j}. 
In the 1 ~t case, we have ni = n~i for 1 < i < n - 2 and nn-1 = 0. So to get the 
tableau of variation of  w~ 1 we just move a unit to the right the cycles of  the ta- 
bleau of variation of  w~ 1. Then we get w~ 1 (i + 1) = w{ 1 (i) + 1 and wg 1 (1) = 1; 
i fwewritew~,= bl b2 ... b,-i ,wef indw~= b l+ l  ... b , - l+ l  " 
With the tableaux of symbols of  w~l = [di,k] and wo = [ai,k], we obtain: 
1 al, 1 + 1 
1 ! w~ = 1 a2,1 + 1 a2, 2 + 1 
" i "  / ' '  * / . . . . . .  I an_l, 1 4- 1 + 1 . . .  a .  1,2 an_l,n_ 1 4- 1 
So we have c/i, k + 1 = ai+l,k+l for 1 < i < n -- 1, 1 < k < i and we get: 
W; n F;;,k = (Wi+l /W1)  ["1 (Fds+, /W1)  = (I/V,.+, n Fa,,k+,)/Wl ,
and because of W1 = F1 and di, ~ + 1 = ai+l,~+l we have: 
(2.1) dim(Wi+L rq Fa~+l,k+,) = dim(Wi  ~ rqF~a,k) 4- 1, 
by induction, we get: 
dim(Wi+l 71Fa~+,,k+~) >_ k+ 1, 
and we have 
dim(Wi+l n Fa~,l) = dim(Wi+l C~F1) = 1. 
So we get (W1, W2, . . . ,  IV,) E 5~w~, in particular, we have Yx,~ c 5~w. By the 
Ehresmann rule p.2, the relation (2) and the induction, we deduce that the 
subspace Yx,o n Cgw~ is dense in ~x,o. 
In the 2 ~d case, we have ni ~ n~i + 1 for 1 < i < n - 2 and n,-1 = 1. So to get 
the tableau of variation of  w~ 1, we enlarge the size by one unit to the right for 
each cycle of  the tableau of variation of  w J  and we add the cycle f2_11 = sl, so 
1 we get w~l(i)  = w~,l(i) 4- 1 and w~l(n) = 1; if we write w~ = 
(1  2 . . .  n - l )  (1  2 n ) 
bl b2 . . .  b,_l ,wef indwo= n bl ""... bn-1 . With the tableaux 
of symbols of  w~, = [c/i, j and wo = [ai,~l, we obtain: 
a t n 
,1 a t 
W~ = / a2'l 2,2 n 
Lath_l,1 t t an 1,2 ' ' '  an-l,n-1 n 
' fo r l  < i<n- land l  <k<iandwehave:  We find ai, k = ai+l,k 
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~! nQl,k = (Wi+l /ml )  n ((Fa;,k Jr ml ) /ml )  = (mi+l  n (Fdl,k 4:- W1))/WI 
and because ofai+l,k = di, k _< n - 1 and WI~_Fn-1 we have: 
(2.2) dim(Wi+i n Fa~+,s ) = dim(W~! n F~i,k ). 
By induction we get: 
dirn( Wi+l N Fa,+l,k) >_ k, 
and we have 
dim(Wi+l N Fa~+~:e+~) = dim(Wi+] NFn) ---- i+  1. 
So we have (W1, W2,.. . ,  Wn) c 5Pw~, in particular we have ~x,~ c Sew. By the 
Ehresmann rule p.2, the relation (3) and the induction, we deduce that the 
subspace ~x,~ n cgw~ is dense in Yx,~. [] 
3. APPLICATIONS 
3.1. Computation of some fibers of the Springer Resolution 
In 1969, T. A. Springer constructed a resolution for the variety N of the nilpo- 
tent elements of a reductive Lie algebra over an algebraically closed field k, (cf. 
[Spr2], [Slo], [Ste, theorem 1p. 129]). In the case when the Lie algebra is M(n, k), 
the fiber above a nilpotent element can be identified with the variety of flags of 
V fixed by this element, (where V is a vector space of dimension over k). We 
will see that the main theorem allows us to optimize the computation of this 
fiber above nilpotent elements of hook type. 
Let G = GL(n, k), and B the subgroup of G which stabilizes the standard flag; 
we can assume that B consists of all upper triangular matrices of G. Then we 
have the well-known Bruhat decomposition, [Sprl, p. 145]: 
(3.1) G= I_[ UwnwB, 
wES,~ 
where Uw is the subgroup of G generated by the elementary matrices Eij with 
1 _< i < j  _< n and w-l(i) > w-l(]), and nw = (aij) is the permutation matrix 
associated to w defined by: 
1, i f i=w( j )  
aij := 0, otherwise. 
Let n denote the subspace of M(n, k) consisting of all nilpotent riangular ma- 
trices. Consider the closed subvariety Y := {(gB, x) c G/B × M(n,k) I x c 
gng -1 } of G/B x M(n, k), [Slo, p. 19]. Then the Springer esolution is the second 
projection from the space Y to M(n, k): 7r : Y ~ M(n, k), (gB, x)~-~x. Its image 
is exactly the subvariety N consisting of all nilpotent matrices of M(n, k). Let x 
be a nilpotent matrix in M(n, k). The Springer fiber above x is given by : 
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7r-l(x) ~ {gB I x ~ gng-1}. 
With the identification G/B ~ ~,  we also have 7r - l (x) ~ ~x.  By the Bruhat 
decomposition (3.1) we obtain: 
(3.2) 7r-l(x) ~- {unwB I u E Uw and u-lxu C nwnnwl}. 
As x can be decomposed into Jordan blocks, we can assume that x E n with x = 
~eiEi,i+l where ei c {0, 1} and for every u = Idn + ~Ai jE i j ,  we have u-lxu = 
i i<j 
x + y with y a nilpotent element in the vectorial subspace generated by Ei.j with 
i + 1 < j, therefore x and y have disjoint supports. The relation (3.2) and the 
above comment tell us that necessarily we have x E n n nwnnw 1. 
Let Supp(x) = {(i, i + 1) ] c i¢  0} the support ofx. Then we get the following 
algorithm: 
(i) We must determine the set: 
Wx := {w E S. IV( i , /+ 1) E Supp(x), w-l(i) < w- l ( i+ I)}. 
(ii) Next for every w E Wx we must determine the subset: 
Uw,x := {u E Uw [ V(i,j) E Supp(u-lxu), w-l(/) < W-10")}. 
(iii) Finally we get: 7r-l(x) = U (Uw,xnwB)/B. 
wE Wx 
But N. Spaltenstein has shown that the irreducible components of 7r-l(x) 
have all the same dimension equal to dim(Tr-l(x))=½(dim(G x) -rang(G)), 
[Spa2]; if p= (Pl,P2,.. . ,Pr) is the partition associated to x, let p= 
(P^l,ff2,''' ,fis) be the dualpartition, withfii = Card{k I pk > k}, then we have: 
1 2 
(3.3) dim(Tr -l(x)) = -~ (~i fii - n). 
I f  we consider the set W max := {w E Wx I dim(Uw,x) >_ dim(Uv,x) Vv E Wx}, we 
obtain: 
(3.4) 7r- l (x)= U (Uw,xnwB)/n. 
WE W max 
Remark. The major difficulty of this algorithm is to compute the sets Wx and 
max W x . But if x is of hook type, we have now a means to optimize the direct 
computation of the set W max. 
Proposition 3.1 Let x E M(n, k) be a nilpotent endomorphism of hook type 
adapted to the canonical basis. Then we have W max = {w~ [ ~r E Stx}. 
Proof. It is an immediate consequence of the above comment and of the main 
theorem. [] 
Example. In M(4, C), consider the partitions (3, 1) and (2, 1, 1). 
(a) For (3, 1), we have x = E1,2 + E2,3; we find 
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Wx = {id, s3, $3S2, $3S2S1}, and wmax= {$3, $3S2, $3S2S1} ; the irreducible 
components of Yx are given by the closure the following subspaces: 
/i °°I/ / '°°i/ (lOO 1 0 n~3.B/B, 0 1 0 .B/B, 0 1 0 0 0 1 0 0 1 ns3s2 0 0 1 0 
O0 0 O0 0 O0 1 
ns3s2sl .B / B. 
The standard iagrams of shape (3, 1) are given by: 
The main theorem give us: wo~ = $3s2s1~ w(r 2 = $3s2~ Wc~ 3 = S 3. 
(b) For (2, 1, 1), we have x = E1,2; we find 
Wx = {id, s3, $2~ $3S2~ $2S3~ $3S2S3~ $2S1~ $3S2S1~ $2S3S1~ 
$3S2S3S1~ $2S3S1S2~ $3S2S3S1S2}~ 
and W'S x = {W 1 = $3S2S3, W 2 = $3S2S3SI, W 3 = $3S2S3S1S2} ; the  i r reduc ib le  






t2 nwl .B/B, 
t3 
1 
1 t2 0 nw2.B/B, 
0 1 t3 
0 0 1 
1 0 t~ t2 "~ 
0 1 0 0 ) .B/B. 
0 0 1 t3 nw3 
0 0 0 1 
The standard tableaux of shape (2, 1, 1) are given by: 
The main theorem give us : wo 1 = s2s3s2, w~r 2 = $2s3s2s1~ Wcr 3 = S2S3S1S2S 1. We 
can verify that we have : wl = w~l, w2 = w~ 2, w3 = w~ 3 • 
3.2. Graph resolution for the partition (2, 1 , . . . ,  1) 
Here we take k = C, the complex field. Let 7r : GxBn ~ N be the Springer re- 
solution with G = GL(n, C). For every nilpotent element x, we can associate the 
graph resolution associated to the fiber :r -~ (x) ~ 2x  as follows [KL, p. 179]: the 
set of vertices is the set of irreducible components Of~x,  two vertices are joined 
by an edge if the corresponding components of Wx intersect along a subvariety 
ofcodimension 1 in each of them. Finally, each vertex C of this graph is labelled 
by a subset Ic of the set, S, of all simple roots, determined as follows: for each 
simple root o~, let P~ the standard minimal parabolic subgroup corresponding 
to c~ and let p:G/B  ~ G/P~ the natural projection; then a E Ic when 
C = p-1 (p(C)), i.e. C is a union of projective lines of type a. 
Let n~ be the nilradical of Lie(P~). Let x be a nilpotent element. Let g = 
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unwb E G be written in the Bruhat decomposition form. Put by go := Unw and 
consider the map: 
7r 1 : G/B --~ M(n, C), gB~-+golxgo. 
Let f t ,  an irreducible component of ~r -1 (x), then we have the following result: 
Lenlma 3.2. Let a a simple root. Then the following statements are equivalent." 
(i) a E IFo; 
(ii) ~r1(Y~) C n~; 
(iii) ZCl(~-~NC~w~) C nc~. 
Proof. (i) ¢:> (ii) is an immediate consequence of the result" 
x E n~ if and only i fgB  C 7r -1 (x) for all gB E P~/B, [Ste, p. 146], and (ii) 4=~ (iii) 
results from the main theorem. [] 
Now we are interested in the graph resolution above a nilpotent element x of 
type (2, 1 , . . . ,  1) ofn. For each 2 < i < n, let ~ i  represent the irreducible com- 
ponent of 7r -1 (x) corresponding to the standard tableau cri: 
O" i = 
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For 1 < k < n - l, let ak be the simple root corresponding to the simple reflec- 
tion s~; we have n~ k = n - Vect(Ek,k+l). Let S be the set of simple roots. 
Then we have the following result: 
Lemma 3.3. Put  R-, = {(k , l )  l l ~ k < l ~ n; w; l (k )  > w; l ( l )}  




Uw .... = Idn+ 
(k,l) cRi,x 
I s ,  = S -  {an i+1}"  
Ak,lEk,z; 
Proof. (i) Let lk denote the number of the line in which k lies for cri. For 
1 <k<n- l ,  l e tn~:=Card{ j>k]  / j> lk} .Thenwehavenk=n-k -1  for 
1 <k<i - l ,n i=n- iandfor i<k<n- lwehavenk=n-k .  Thisgivesus 
the tableau of variation of w~l: 
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1 2 3 . . . . . . . . .  r . . . . . . . . .  n 
• • • • • 
0 ' -  .~ ~i -1 
1 2 3 r n 
with r = n - i + 2. Then we deduce that Wo.il (1) = n - i + 1, for all 2 < k < i we 
havew~ l(k) =n-k+2andfor i+ l  <k<nwehavew~ ~(k)=n-k+l .  
Then we get: 
R2 = {(k, t)}~<k<~<~, 
and for 2 < i < n -  1 
R i = R~ U {(1, l))i+l<l< n. 
Uw~, is generated by the elementary matrices Ek,s with (k, l) E R~-, (cf. p.6), and 
n n n~,nn~ 1 is the subspace generated by the elementary matrices {El,l}l<l<i. 
For every (k,l) cRy ,  ( Id~+Ekj )  - l= Id" -Ek , t  and we have ( Ida+ 
Ekj)- lx( Id~ + Ekj) = x + ~2,kE1,l E n A nw~W~ -1 if and only if 
(k, l)~{(2, r)}s+l<_r<_ ~. So we get Id~ +Eke E Uw:,,~ if and only if (k,l) ¢ (2, s) 
with i ÷ 1 _< s. We verify that: 
Card(R 7 
2 
Moreover by (3.3) 
(3.5) dim(~- l (x) )  =½((n-  1 )2+1 -n )  = (n -  1)(n-2)2 
Put Ri,x = R[  - {(2, S)}i+l<_s, By the proposit ion 3.1 we obtain: 
= Idn + gw~,,x Ak,lEk,1 
(k,l) cRi,x 
with AA,1 ~ C. 
(ii) For every u c U, . . . .  we have u lxu C rt n nw~ nn; 1 , so 
i ~ i ~r i 
Supp(u- lxu)  C {(1,S)}l_<s_< i 
Then we have 
Supp (n~, u-lxunwo~ ) c { (w~ 1 (1), w~ 1 (s)) }~<s</ 
i.e. 
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Supp(nwlu-lxunwo~) m {(n - i+  1,n - s + 2)}1<~< i. 
By the lemmas 3.2 and 3.3 we have ak E Ig~ if and only if there is 1 < s < i such 
that (k ,k+ 1) # (n - i+  1 ,n -s+ 1), but this happens only for 
k Cn- i+  l. [] 
Remark. The set Ig~ can also be found from [Spal, proposition b. p.455], which 
gives: Ig~ = {ak ] Co-i,.-k+l ~ Co-i,n-k}. 
Theorem 3.4. For every 2 <_ i,j <<_ n, the space ~ i  C] ~ j  is a subvariety of codi- 
mension ~" - i I in each of the varieties ~ i  and o~j. 
Proof. Fix 2 <_ i < j .  By the proposition 3.1 the irreducible component ~ i  is 
the closure of the subspace (Uw~,,xnw~)B/B. Then with the tableau of variation 
in the last proof, we deduce that the above space is given by : 
(( Idn -[- Z )`k' lEk' l) f l (s2.. .Sn-1). . .  (S2...Sn-i+2) (Sl...Sn i+1)... (SLS2) (Sl) B) /B .  
(k,l)cRi,x • y • • y •~' ~ • ~ ~  
61 (5i_ 1 6, 6n-2 6n-I 
For every 1 _< t _<j - < define the set Ri,x,, := Ri,x - {(1, i + 1) , . . . ,  (1, i + t)}. 
But by the following identity 
(Idn + Z Ak,lEk,l) = (Idn + Z Ak,lEk,l)(Idn -I- )`l,i+lEl,i4-]) 
( k,l) E-t~i,x ( k,l) c Ri,x, 1 
and the fact that in the expression of 61 we find the simple reflection si, we have 
(Id. + )`l,e+1E1,i+l)61 = 61 (Id. + )`l,iEl,i). 
Repeat he process to get 
(Id, + )`1,i+1El,i+1)61 . . .  6 i _16 i . . .  6 , -1  = 61 . . .  6i-l(Id, + )`1, i+1E1,2)6i . . .  6n 1. 
In the same way we get the following identity 
(Id, + Z )`k,lEk,,) = (Id, + Z )`k,lEk,l)(Id, + )`l,i+aEl,i+2) 
(k,l) ERi,x,l (k,l) CRi,x, 2 
likewise, we get 
(Id, + )`1,i+2El,i+2)61 ... 6i-1 (Id, + )`1,i+1E1,2)6i... 6,_1 = 
61... 6i-1 (Id, + )`l,i+lE1,2)6i(Idn + )`i,i+2Et,2)6i-1... 6,-1. 
Finally we get the following relation: 
(Uw~,,xnw~,)B/B= (Idn + Z )`k'lEk'l)Yl6l'"6i-l(Idn-~- )`l'i+lEl'2)l'16i 
(k,I) @Ri,xj-i 
(Id, + ) l`,i+2E1,2)n6~+~ . . . . . . .  (Id, + )`IjEI,z)n6j_~n@..6,_IB)/B. 
Moreover in the tableau of variation of w~ 1 the cycles 6i , . . . ,  6j_1 all begin with 
Sl; so there are particular values )`1,i+1, • • •, ),1,i such that : 
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n~l...61_ 1 (Idn + Al,i+lE1,2)n6i . . . . . . .  (Id~ + A1,jE1,2)n6j ~n6j...6,_l = nw,j. 
As i < j ,  we deduce that Ri,xj- i  c Rj,x and the intersection ~-i n ~ j  corre- 
sponds to the closure of the subspace : 
(k,l) ERi,xd_ i 
So we get: 
d im(g i  n g j )  = Card(Ri ,xj_ i )  
the codimension of Yi  A f f j  in each of the spaces ff i  and ff j  is equal to 
Card(Ri,x - Ri,xd-i) = j - i. [] 
Remark. The above theorem is also contained in [Var, theorem 4.4], but we 
wanted to obtain the same result by our main theorem. 
The graph resolution for the partition (2, 1, . . . ,  1) is the following: with Ig~ = 
S - 
I~  lo% I~._~ I~. 
We know that the graph resolution for (n - 1, 1) corresponds to the Dynkin 
diagram of s l (n ,C)  Ste. Without labelling the diagram for the partition 
(2, 1, . . . ,  1) is exactly the Dynkin diagram of s l (n ,C)  whose vertices are la- 
belled with only one simple root and are connected by a number of edges de- 
pending on the coefficients of the Caftan matrix. We remark that the labelling 
of the vertices for the graphs resolution of (n - 1, 1) and (2, 1, . . . ,  1) are com- 
plementary in S the set of simple roots and that partition (2, 1, . . . ,  1) is exactly 
the dual partition of (n - 1, 1). 
Conjecture. The main theorem is true fo r  all part i t ions o f  length n. 
Example. In M(4, C), consider the partitions (2, 2), we have x = El,2 + E3,4; by 
applying the algorithm in p.108, we find Wx= {id, s2 szs3, szsl, s2s3sl, 
s2s3sls2}, and Wx~a~= {wl = s2s3sl, w2 = s2s3sls2}; the irreducible compo- 
nents of ~-x are given by the closure the following subspaces: 
i/ 1 0 nw~.B/B, 1 0 tl tlw2.B/B. 0 1 0 1 0 0 0 0 0 1 
The standard iagrams of shape (2, 2) are given by: 
The algorithm given in p. gives us exactly: w~ = szs3sl, w~ 2 = s2s3sls2. 
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