We propose a unifying approach to many approximation properties studied in the literature from the 1930s up to our days. To do so, we say that a Banach space E has the (I, J , τ )-approximation property if E-valued operators belonging to the operator ideal I can be approximated, with respect to the topology τ , by operators belonging to the operator ideal J . Restricting τ to a class of linear topologies, which we call ideal topologies, this concept recovers many classical/recent approximation properties as particular instances and several important known results are particular cases of more general results that are valid in this abstract framework.
recovers a number of APs studied before. The results we prove in Sections 3 and 4 make clear that known results about already studied APs can be extended/generalized to our more general setting. Assembling all this information we believe that ideal topologies furnish a suitable framework to study approximation properties in Banach spaces in a rather unified and general way.
The paper is organized as follows: In Section 2 we define ideal topologies, give plenty of examples, and we introduce the notion of (I, J , τ )-approximation property, where I, J are operator ideals and τ is an ideal topology. Several well studied approximation properties in Banach spaces are shown to be particular instances of this just defined abstract concept. In Section 3 we extend/generalize results from [19, 13] on APs to the language of (I, J , τ )-APs. To reinforce this unifying feature of our new concept, in Section 4 we introduce the notion of projective ideal topology in order to prove that recent results from [16, 6] on APs in (symmetric) projective tensor products of Banach spaces are particular instances of much more general results in the context of (I, J , τ )-APs. Of course other APs can be found and many other results can be extended/generalized/rephrased within the realm of (I, J , τ )-APs, but we think the examples/results we provide are enough for ideal topologies and (I, J , τ )-APs to prove their worth.
Throughout the paper E, E 1 , . . . , E n , F, G, G 1 , . . . , G n are Banach spaces over K = R or C. The closed convex hull of a subset A of a Banach space is denoted by co(A). By L(E; F ) we denote the Banach space of bounded linear operators from E to F endowed with the usual operator norm. Given u ∈ L(E; F ) and a bounded subset A ⊆ E, we use the standard notation u A := sup x∈A u(x) .
The identity operator on a Banach space E is denoted by id E and the symbol B E stands for the closed unit ball of E. Operator ideals are always considered in the sense of Pietsch [18, 54] . By L we denote the ideal of all bounded operators between Banach spaces and by F and K the ideals of finite rank and compact operators, respectively. Given a subset A of a topological space (X, τ ), by A τ we mean the closure of A in X with respect to the topology τ . The space of continuous n-linear mappings from E 1 × · · · × E n to F is denoted by L(E 1 , . . . , E n ; F ) (L( n E; F ) if E 1 = · · · = E n = E), and the space of continuous nhomogeneous polynomials from E to F by P( n E; F ). Both L(E 1 , . . . , E n ; F ) and P( n E; F ) are Banach spaces with their usual sup norms. The completed n-fold projective tensor product of E 1 , . . . , E n is denoted by E 1 ⊗ π · · · ⊗ π E n , and the completed n-fold symmetric projective tensor product of E by ⊗ n s,π E. An elementary symmetric tensor x⊗ (n) · · · ⊗x shall be simply denoted by ⊗ n x. Given an n-linear mapping A ∈ L(E 1 , . . . , E n ; F ) and a polynomial P ∈ P( n E; F ), by A L and P L we denote their linearizations, that is,
A L ∈ L E 1 ⊗ π · · · ⊗ π E n ; F , A L (x 1 ⊗ · · · ⊗ x n ) = A(x 1 , . . . , x n ) and P L ∈ L ⊗ n s,π E; F , P L (⊗ n x) = P (x).
For background on spaces of multilinear mappings and homogeneous polynomials we refer to [24, 49] , and for (symmetric) projective tensor products of Banach spaces we refer to [18, 31, 60] .
Ideal topologies
In this section we define the notion of ideal topology and provide a method to generate many useful examples. The approximation property with respect to a pair of operator ideals and a given ideal topology is defined. We show that many approximation properties studied in the literature arise as particular instances of this general concept. A few basic properties are proved.
Definition 2.
1. An ideal topology τ is a correspondence that, for all Banach spaces E and F , assigns a linear topology, still denoted by τ , on the space L(E; F ) such that: for every operator ideal I, if I τ (E; F ) := I(E; F ) τ for all Banach spaces E and F , then I τ is an operator ideal.
Remark 2.2. Let I be an arbitrary operator ideal. Since I(E; F ) is a linear subspace of L(E; F ) and (L(E; F ), τ ) is a topological vector space, it is always true that I τ (E; F ) is a linear subspace of L(E; F ). Moreover, it is plain that F (E; F ) ⊆ I τ (E; F ). So, once a linear topology is assigned to each of the spaces L(E; F ), the ideal property of I τ is all that has to be checked to show that τ is an ideal topology.
Example 2.3. (a) It is folklore that the norm topology, which is the topology of uniform convergence on bounded sets, denoted by · , is an ideal topology.
(b) The topology of pointwise convergence τ P , which is the topology of uniform convergence on finite sets, is an ideal topology. Indeed, the topology τ P is linear because it is the locally convex topology generated by the seminorms ported by finite sets (or, equivalently, by singletons). It is straightforward to check that I τp is an operator ideal for every operator ideal I. The topology τ P is sometimes refereed to as the strong operator topology (SOT).
Now we give a method to generate ideal topologies ranging from τ P to · . By BAN we denote the class of all Banach spaces over K.
Proposition 2.4. Suppose that for every Banach space E it has been assigned a collection
A(E) of bounded subsets of E such that {x} ∈ A(E) for every x ∈ E and u(A) ∈ A(F ) for all E, F ∈ BAN, A ∈ A(E) and u ∈ L(E; F ).
(1)
Then the topology τ A of uniform convergence on sets belonging to A(E), E ∈ BAN, is an ideal topology. Moreover,
Proof. First note that τ A is not the discrete topology on L(E; F ) as A(E) = ∅. So τ A is a linear topology because, for all Banach spaces E and F , it is the locally convex topology on L(E; F ) generated by the seminorms ported by the sets belonging to A(E), that is, by the seminorms
where A ∈ A(E). Let I be an operator ideal. By Remark 2.2 we just have to check that I τ A enjoys the ideal property. Given operators u ∈ L(E; F ), v ∈ I τ A (F ; G), 0 = w ∈ L(G; H), a subset A of E belonging to A(E) and ε > 0, by (1) we know that u(A) ∈ A(F ), so we can take an operator T ∈ I(F ; G) such that v − T u(A) < ε w
. Then w • T • u ∈ I(F ; G) by the ideal property of I and
proving that w•v•u ∈ I τ A (E; H). The second assertion is obvious because A(E) contains the singletons and is contained in the set of all bounded subsets of E.
Remark 2.5. In order to have a linear topology, we have to avoid the discrete topology on L(E; F ). This was done with the condition that A(E) contains the singletons. Of course this could have been done in many different ways, but the containment of the singletons also implies that τ P ⊆ τ A . In Proposition 2.10 the reader will understand why we are restricting ourselves to ideal topologies containing τ P .
Proposition 2.4 allows us to show that several well known and useful topologies can be found in our way from τ P to · : Example 2.6. It is plain that bounded linear operators send compact sets to compact sets, so the compact-open topology τ c , which is the topology of uniform convergence on compact sets, is an ideal topology. The same happens for the following classes of subsets of Banach spaces: compact and convex sets, weakly compact sets, weakly compact and convex sets (remember that bounded linear operators are weak-weak continuous). So the topologies of uniform convergence on sets belonging to each of these classes are ideal topologies.
We need the following terminology to use Proposition 2.4 to give more useful examples of ideal topologies. Given an operator ideal I and a Banach space E, according to [62, 33, 40] we define
The sets belonging to C I (E) are called I-bounded sets and the sets belonging to K I (E) are called I-compact sets.
Example 2.7. Let I be an operator ideal. (a) It is clear that I-bounded sets are norm bounded and that singletons are I-bounded (indeed, this is obvious for x = 0, and for x = 0 just pick a funcional ϕ ∈ E ′ such that ϕ(x) = x and note that ϕ ⊗ x ∈ I(E; E) and ϕ ⊗ x (x/ x ) = x). By the ideal property of I it follows that bounded linear operators send I-bounded sets to I-bounded sets, so the topology τ C I of uniform convergence on I-bounded sets (cf. e.g., [2] ) is an ideal topology by Proposition 2.4.
(b) It is clear that I-compact sets are norm bounded (actually they are norm compact) and, like before, that singletons are I-compact. By the ideal property of I it follows that bounded linear operators send I-compact sets to I-compact sets, so the topology τ K I of uniform convergence on I-compact sets (cf. e.g., [40, 20] ) is an ideal topology by Proposition 2.4. In particular, the topology τ Kp of uniform convergence on p-compact sets (cf. e.g., [61] ) is an ideal topology. Indeed, if K p denotes the ideal of p-compact operators, then τ Kp = τ K Kp .
(c) For q > 0, a subset A of a Banach space E is a Bourgain-Reinov q-compact set (see [10, 58, 1] ), in symbols A ∈ BR q (E), if there is a E-valued absolutely q-summable sequence (x n ) n such that A is contained in the closure of the absolutely convex hull of {x 1 , x 2 , . . . , }. It is clear that Bourgain-Reinov q-compact sets are bounded and that singletons are Bourgain-Reinov q-compact. Since continuous linear operators send qsummable sequences to q-summable sequences, it follows that the class BR q of BourgainReinov q-compact subsets of Banach spaces fulfills condition (1) . By Proposition 2.4 results that the topology τ BRq of uniform convergence on Bourgain-Reinov q-compact sets is an ideal topology. For q ≥ 1, the sets in BR q are also called relatively Grothendieck q-compact [39] .
With plenty of useful linear topologies in hands we can define the approximation properties determined by a pair of operators ideals and a given linear topology: Definition 2.8. Let I, J be operator ideals and τ be an ideal topology. We say that a Banach space E has the: (a) (I, J , τ )-approximation property, (I, J , τ )-AP for short, if
τ for every Banach space F ; (b) (I, J , τ )-weak approximation property, (I, J , τ )-WAP for short, if
The examples below unfold that many well studied approximation properties are particular cases of our general concept. It is good to have in mind the following characterizations, which are immediate consequences of the ideal property of
By I sur we mean the surjective hull of the operator ideal I. (c) Let I be an operator ideal. The I-approximation property of [6] coincides with the (L, I, τ c )-AP (hence with the (L, I, τ c )-AP).
(d) The weak approximation property of Choi and Kim [12] coincides with the (K, F , τ c )-WAP.
(e) The quasi approximation property of Choi and Kim [12] coincides with the (K, F , · )-WAP.
(f) Let I be an operator ideal. The I-approximation property of Lassalle and Turco [40] and the approximation property with respect to the operator ideal I of Delgado and Piñeiro [20] both coincide with the (L, F , τ K I )-AP (hence with the (L, F , τ K I )-WAP) and with the (I sur , F , τ c )-AP (see [20, Theorem 2.3] ) .
(g) The p-approximation property of Sinha and Karn [61] (see also [19] ), 1 ≤ p < ∞, coincides with the (L, F , τ K Np )-AP, where N p is the ideal of p-nuclear operators [40] (hence with the (L, (h) Let 0 < p ≤ 1, q = p/(1 − p) and BR q be the class of Bourgain-Reinov q-compact subsets of Banach spaces (cf. Example 2.7(c)). The aproximation property of order p of Reinov [56] coincides with the (L, F , τ BRq )-AP (hence with the (L, F , τ BRq )-WAP) (see [10, 58] and [20, p. 70] ). For q ≥ 1, the approximation property of order p is also called the Grothendieck q-approximation property (see [39] ). Proof. It is easy to see that, for every Banach space E, id E ∈ F (E; E) τ P (see [45, Proposition 3.14]). Since F τ P is an operator ideal, we have F (F ; E) τ P = L(F ; E) regardless of the Banach spaces E and F . Now the result is immediate.
Several usual properties of the known approximation properties extend to this more general context. We finish this section showing three examples that illustrate the situation and will be useful later: Proof. There are continuous linear operators u : F −→ E and v : E −→ F such that v • u = id F . Let G be a Banach space and T ∈ I(G; F ). Then u • T ∈ I(G; E), and by the (I, J , τ )-AP of E we know that u • T ∈ J (G; E)
τ . By the ideal property of J τ it 
Proof. Assume that E j has the (I, J , τ )-AP for j = 1, . . . , n. For each j let i j : E j −→ n j=1 E j and q j : n j=1 E j −→ E j be the canonical operators. Given a Banach space F and an operator u ∈ I F ; n j=1 E j , we have that
The case of the WAP is analogous.
Proposition 2.13. Let I, J 1 , J 2 be operator ideals and let τ 1 , τ 2 be ideal topologies such that
Proof. One implication follows immediately from the inclusion J 1 ⊆ J 2 and the reverse implication follows from
Ideal topologies in action
An important aspect of the approximation properties in Banach spaces is the fact that, sometimes, the approximation by two different classes of operators with respect to two different topologies actually coincide. The search for this kind of situation in our case can be rephrased as: When does the equality (
What about the WAP? There are several trivial coincidences, for example:
be operator ideals and τ 1 , τ 2 be ideal topologies such that
The same holds for the corresponding WAP's.
• As we have already remarked, for all Banach spaces E, operator ideals J and ideal topologies τ , the following are equivalent:
(ii) E has the (L, J , τ )-AP (hence E has the (I, J , τ )-AP for every operator ideal I), (iii) E has the (L, J , τ )-WAP (hence E has the (I, J , τ )-WAP for every operator ideal I).
The aim of this section is to make clear that the abstract notion of ideal topology is appropriate to detect this kind of coincidence. We prove some non-trivial coincidences that extend and generalize previous results, mainly from [19] and [13] . The argument of the following lemma shall be repeated several times, so we state it separately for further reference.
Lemma 3.1. Let I be an operator ideal, E, F 1 and F 2 be Banach spaces, A i be a collection of bounded subsets of F i and τ i be the locally convex topology on L(F i ; E) generated by the seminorms ported by the sets belonging to
Proof. It is clear that τ i is the topology of uniform convergence on the sets belonging to A i . Let ε > 0 and A ∈ A 2 be given. By assumption we have S(A) ∈ A 1 and R ∈ I(F 1 ; E) τ 1 , so there exists an operator T ∈ I(F 1 ; E) such that
The set of all I-bounded linear operators from E to F is denote by
It is well known that (see [2] ):
Some 
Proof. (a) =⇒ (e) Let F be a Banach space and T ∈ L(F ; E). Since J 2 ⊆ J 1 , T maps J 2 -bounded sets to J 1 -bounded sets. By (a) and Lemma 3.1 we have 
and S maps bounded sets to J 2 -bounded sets. By Lemma 3.1 we have T = R • S ∈ I 2 (F ; E) · , proving that E has the (I 1 , I 2 , · )-AP. The aim now is to show that, under some additional assumptions, the conditions (a)-(d) above are all equivalent. To accomplish this task we take advantage of the quantitative change Lima, Nygaard and Oja [42] made in the classical Davis, Figiel, Johnson and Pe lczyński classical factorization scheme [17] , which we describe next.
Let E be a Banach space, let K be a closed absolutely convex subset of its unit ball B E and let a > 1. For each n ∈ N put B n = a n/2 K + a −n/2 B E . As B n is absolutely convex and absorbent, the gauge (Minkowski functional) · n of B n ,
is a seminorm on E that is equivalent to the original norm · on E.
1/2 and let the subspace E K = {x ∈ E : x K < ∞} of E be endowed with the norm · K . The function
is continuous, strictly decreasing, lim a→1 + f (a) = ∞ and lim a→∞ f (a) = 0. Hence, there exists exactly one numberâ ∈ (1, ∞) such that f (â) = 1. Let C K = {x ∈ E : x K ≤ 1} and let J K denote the identity embedding from E K to E. Replacing a withâ in [42, Lemma 1.1], we get
The key result is the following:
Henceforth the expression T = J K • T K above shall be referred to as the LNO factorization of T . Definition 3.7. An operator ideal I has the Grothendieck property if whenever A is a bounded subset of a Banach space E such that for every ε > 0 there is a set A ε ∈ C I (E) with A ⊆ A ε + εB E , it holds that A ∈ C I (E).
Example 3.8. González and Gutiérrez [33, Proposition 3(c)] proved that any closed surjective operator ideal has the Grothendieck property. Lists of closed surjective operator ideals can be found in [33] and [22] . Proposition 3.9. Let T = J K •T K be the LNO factorization of the operator T ∈ L(F ; E).
If the operator ideal I has the Grothendieck property, then T ∈ L I (F ; E) if and only if
Proof. Assume that T ∈ L I (F ; E). In this case we have T (B F ) ∈ C I (E). As, for all ε > 0, T (B F ) ⊆ T (B F )+εB F and I has the Grothendieck property, we have that
every n (see [42, p. 331] ), choosing n such that a −n/2 < ε and putting A ε = a n/2 K ∈ C I (E), we have C K ⊆ A ε + εB E . The Grothendieck property of I gives C K ∈ C I (E). By items (b) and (d) of Lemma 3.5 it follows that
which proves that J K ∈ L I (E K ; E). The converse follows immediately from the ideal property. 
Proof. (a) =⇒ (b) Let F be a Banach space and T ∈ L J 1 (F ; E). Since T maps bounded sets to J 1 -bounded sets and, by assumption, id E ∈ F (E; E) τ C J 1 , Lemma 3.1 yields that
(b) =⇒ (a) Let A ∈ C J 1 (E) and ε > 0 be given. There exists a Banach space F and an
by Proposition 3.9 as J 1 has the Grothendieck property. By assumption there exists an operator S ∈ F (E K , E),
. We know that 
there exist a Banach space Z and operators L J 1 (Z; E) and S ∈ L J 2 (F ; Z) such that T = R • S. By assumption, R ∈ F (Z; E) τ C J 2 . As S maps bounded sets to J 2 -bounded sets, by Lemma
it follows that
The assumption that operators in I map J 2 -bounded sets to J 1 -bounded sets allows us to repeat the argument of the proof of (a) =⇒(b).
Remark 3.12. Observe that the Grothendieck property of J 1 is used only in the proof of (b) =⇒ (a) and the condition
is used only in the proof of (c) =⇒ (b).
Let us see that Theorem 3.11 recovers a result due to Choi, Kim and Lee [13] as a particular case Example 3.13. Let J 1 = K, J 2 = K and I be an operator ideal containing K. Since the ideal K is surjective and closed, it enjoys the Grothendieck property (cf. 
Projective ideal topologies
In the previous section we showed that known results on approximation properties in Banach spaces can be recovered as particular instances of more general results in context of the approach to approximation properties by means of ideal topologies we propose in this paper. In this section we reinforce this unifying feature of our approach by proving that some recent results of [16, 6] on approximation properties in projective tensor products of Banach spaces are particular instances of much more general results in the realm of ideal topologies. It is worth noticing that two results of Ç aliskan and Rueda [16] , one for the weak approximation property of Choi and Kim [12] (cf. Example 2.9(d)) and another one for the quasi approximation property (cf. Example 2.9(e)), are in fact particular instances of one single result. Our interest in approximation properties in projective tensor products of Banach spaces (remember that approximation properties and topological tensor products are closely connected since Grothendieck [35] ) leads us to the following refinement of the definition of ideal topology: Definition 4.1. Let C be class of Banach spaces, that is, a subclass of BAN. A C-projective ideal topology τ is a correspondence that, for all positive integers n ∈ N and Banach spaces E, E 1 , . . . , E n and F , assigns a linear topology, still denoted by τ , on each of the following spaces: L(E; F ), P( n E; F ) and L(E 1 , . . . , E n ; F ); such that: (i) When restricted to the spaces L(E; F ), τ is an ideal topology.
(ii) For all n ∈ N and Banach spaces E, E 1 , . . . , E n , F with E and at least one of the E j belonging to C, the linear bijections
are homeomorphisms. For simplicity, a BAN-projective ideal topology shall be referred to as a projective ideal topology.
It is well known that the norm topology is a projective ideal topology. Let us see that the topology of pointwise convergente is a projective ideal topology as well: Proposition 4.2. The topology of pointwise convergence τ P is a projective ideal topology.
Proof. We already know that τ P is an ideal topology (Example 2.3(b)). Let (P λ ) λ be a net in P( n E; F ) such that P λ τ P −→ P ∈ P( n E; F ). We have to prove that (
. . , x k ∈ E and nonzero scalars λ 1 , . . . , λ k ∈ K. Given ε > 0, there exists λ 0 such that
This proves that (P λ ) L (z) −→ P L (z) in F . Observe that (P λ − P ) λ is collection of continuous n-homogeneous polynomials from the Banach space ⊗ n s,π E to the Banach space F . The convergence P λ τ P −→ P implies, in particular, that the collection (P λ − P ) λ is pointwise bounded, so by the polynomial version of the Banach-Steinhaus Theorem [49, Theorem 2.6] it follows that it is norm bounded, that is, there is a constant K > 0 such that P λ − P ≤ K for every λ. Let now z be an arbitrary element of ⊗ n s,π E. There are sequences (
n s,π E; F , there are (unique) polynomials (P λ ) λ and P in P( n E; F ) such that (P λ ) L = u λ for every λ and P L = u. For every x ∈ E,
This proves that P λ τ P −→ P and completes the proof of the polynomial case of condition 4.1(ii). The multilinear case is analogous (for a simple proof of the multilinear BanachSteinhaus Theorem, see Bernardino [5] ). Now let us give some further examples of projective ideal topologies that are useful in the study of the approximation properties. For A ⊆ E and A j ⊆ E j , j = 1, . . . , n, define
Proposition 4.3. Let C ⊆ BAN be given. Suppose that for every Banach space E it has been assigned a collection A(E) of bounded subsets of E containing the singletons, satisfying (1) and such that, for all n ∈ N and Banach spaces E 1 , . . . , E n , E with E, E j ∈ C for some j, the following hold:
By τ A we mean the topology on the spaces L(E; F ) and P( n E; F ) of uniform convergence on sets of A(E), and the topology on the space L(E 1 , . . . , E n ; F ) of uniform convergence on sets of
Proof. We already know that τ A is an ideal topology (Proposition 2.4). Let E and F be Banach spaces with E ∈ C and let (P λ ) λ be a net in P( n E; F ) such that P λ τ A −→ P ∈ P( n E; F ). Let A ∈ A ⊗ n s,π E and ε > 0. By condition (iii) there exist k ∈ N and sets A
There are (P λ ) λ and P in P( n E; F ) such that (P λ ) L = u λ for every λ and P L = u. Let A ∈ A(E) and ε > 0. By condition (iv) there is a set
So there is λ 0 such that u λ − u A ′ < ε for λ ≥ λ 0 . Thus,
for λ ≥ λ 0 . This proves that P λ τ A −→ P and completes the proof of the polynomial case of condition 4.1(ii). The multilinear case is analogous. (1) is obvious; every compact subset of E 1 ⊗ π · · · ⊗ π E n is contained in a set of the form co(A 1 ⊗ · · · ⊗ A n ), where A j is compact in E j for j = 1, . . . , n (see Diestel and Puglisi [23, Proposition 2.1]); and
So letting τ c be the compact-open topology on the spaces L(E; F ) and P( n E; F ) and the topology on the space L(E 1 , . . . , E n ; F ) of uniform convergent on cartesian products of compact sets, we have by Proposition 4.3 that τ c is a projective ideal topology.
Example 4.5. For every Banach space E, let A(E) be the collection of convex compact subsets of E. Trivially, A satisfies condition (1). As to condition 4.3(i), given a compact convex set A ∈ E 1 ⊗ π · · · ⊗ π E n , as in Example 4.4 there are compact sets A j ⊆ E j , j = 1, . . . n, such that A ⊆ co(A 1 ⊗· · ·⊗A n ). Then each co(A j ) is compact and convex in E j by Mazur's Compactness Theorem [48, Theorem 2.8.15] and A ⊆ co(co(A 1 ) ⊗ · · · ⊗ co(A n )). As to condition 4.3(ii), given convex compacts sets K j ⊆ E j , j = 1, . . . , n, as in Example 4.4 we know that we know that if A j is weakly compact in E j , j = 1, . . . , n, and some of the E j has the Dunford-Pettis property, then A 1 ⊗ · · · ⊗ A n is weakly compact in E 1 ⊗ π · · · ⊗ π E n . This proves condition 4.3(ii) and shows that the topology of uniform convergence on weakly compact sets or on products of weakly compact sets is a DP-projective ideal topology.
Example 4.7. For every Banach space E, let A(E) be the collection of convex weakly compact subsets of E. As before, A satisfies condition (1) . Applying [23, Theorem 3.1] together with the Krein-Smulian Theorem (the closed convex hull of a weakly compact subset of a Banach space is weakly compact as well) we have that condition 4.3(i) is fulfilled for all Banach spaces. Let DP be the class of all Banach spaces with the Dunford-Pettis property. Applying [23, Proposition 2.5] together with the same Krein-Smulian Theorem we have that condition 4.3(ii) is satisfied for the class DP. So the topology of uniform convergence on convex weakly compact sets or on products of convex weakly compact sets is a DP-projective ideal topology.
Let us put the projective ideal topologies to work. Our first aim is to generalize the results of Ç aliskan and Rueda [16, Section 3] .
We need the notion of composition multi-ideals and composition polynomial ideals:
Definition 4.8. Let I be an operator ideal. We say that: (a) A multilinear mapping A ∈ L(E 1 , . . . , E n ; F ) belongs to the composition multi-ideal
. . , E n ; F ), if there are Banach spaces G, a multilinear mapping B ∈ L(E 1 , . . . , E n ; G) and an operator u ∈ I(G; F ) such that A = u • B.
(b) A polynomial P ∈ P( n E; F ) belongs to the composition polynomial ideal I • P, in symbols P ∈ I • P( n E; F ), if there are a Banach space G, a polynomial Q ∈ P( n E; G) and an operator u ∈ I(G; F ) such that P = u • Q.
Further details on these polynomial/multi-ideals can be found in [9] . Proposition 4.9. Let I, J be operator ideals, C ⊆ BAN, τ be a C-projective ideal topology, n ∈ N and E, F be Banach spaces with E ∈ C. Consider the following conditions:
Then (a) and (b) are equivalent and they imply (c).
Since L is a homeomorphism, we have
(b) =⇒ (a) In the same fashion,
(a) =⇒ (c) Let u ∈ I(E; F ). It is well known that ⊗ 
Making F = ⊗ n s,π E in Proposition 4.9 we obtain: Theorem 4.10. Let I, J be operator ideals, C ⊆ BAN, τ be a C-projective ideal topology, n ∈ N and E ∈ C. Consider the following conditions:
We need two ingredients to recover Proposition 7 and Proposition 8 of [16] as particular instances of Theorem 4.10. Remember that a vector space-valued map has finite rank if its range generates a finite dimensional subspace of the target vector space. It is easy to check that a polynomial P ∈ P( n E; F ) has finite rank if and only if there are k ∈ N, P 1 , . . . , P k ∈ P( n E) and b 1 , . . . , b k ∈ F such that P = k j=1 P j ⊗ b j . The space of all such polynomials is denoted by P F ( n E; F ). The first ingredient is the following elementary lemma:
Proof. Let P ∈ P( n E; F ). Is is easy to check that [
where the first equivalence follows from [9, Proposition 3.2].
Let P K denote the class of compact homogeneous polynomials between Banach spaces (bounded sets are sent to relatively compact sets). The second ingredient is a classical result due to Aron and Schottenloher [3] that asserts that
Making τ = τ c , I = K, J = F and C = BAN in Theorem 4.10, with the help of Lemma 4.11 and (2) we get: 
but a glance at its proof reveals that it should read P K n E; ⊗ n s,π E ⊆ P F n E; ⊗ 
Now we extend the results above to the full projective tensor product. Replacing the projective symmetric tensor product by the projective tensor product, homogeneous polynomials by multilinear mappings and the polynomial ideal I • P by the multi-ideal I • L, the proof of Proposition 4.9, mutatis mutandis, works. Actually the proof of the multilinear case is easier, because it is trivial that E 1 ⊗ π · · · ⊗ π E n contains complemented copies of E j , j = 1, . . . , n. So we have: Proposition 4.15. Let I, J be operator ideals, C ⊆ BAN, τ be C-a projective ideal topology, n ∈ N and E 1 , . . . , E n , F be Banach spaces with E j ∈ C for some j. Consider the following conditions:
Theorem 4.16. Let I, J be operator ideals, C ⊆ BAN, τ be a C-projective ideal topology, n ∈ N and E 1 , . . . , E n be Banach spaces with E j ∈ C for some j. Consider the following conditions:
By L F (E 1 , . . . , E n ; F ) we denote the subspace of L(E 1 , . . . , E n ; F ) of all multilinear mappings of finite rank. The same proof of Lemma 4.11 gives the formula L • F = L F . Denoting by L K the class of compact multilinear mappings, a classical result due to Pe lczyński [53, Proposition 3] gives the formula L • K = L K . Thus, a multilinear analogue of [16, Proposition 7] is obtained making C = BAN, τ = τ c , I = K and J = F in Theorem 4.16: Proposition 4.17. Let n ∈ N and E 1 , . . . , E n be Banach spaces. Consider the following conditions:
And remembering that L K and K are norm closed, making C = BAN, τ = · , I = K and J = F in Theorem 4.16 we obtain a multilinear analogue of [16, Proposition 8] :
Proposition 4.18. Let n ∈ N and E 1 , . . . , E n be Banach spaces. Consider the following conditions:
We finish the paper showing that the concept of projective ideal topology allows us to generalize the results of [6, Section 3] . We shall need the so-called factorization method to generate a multi-ideal from a given operator ideal: Definition 4.19. Let I be an operator ideal. We say that a multilinear mapping A ∈ L(E 1 , . . . , E n ; F ) belongs to the multi-ideal L[I], in symbols A ∈ L[I](E 1 , . . . , E n ; F ), if there are Banach spaces G 1 , . . . , G n , a multilinear mapping B ∈ L(G 1 , . . . , G n ; F ) and operators u j ∈ I(E j ; G j ), j = 1, . . . , n, such that A = B • (u 1 , . . . , u n ).
Further details on these multi-ideals can be found in [8] . The examples of projective ideal topologies we have been working with are topologies of uniform convergence on subsets (or products of subsets) belonging to a certain class A(E) of subsets of the Banach space E, E ∈ BAN. The following condition is fulfilled by all of them:
Indeed, it is obvious that the projective ideal topologies of Proposition 4.2 and Examples 4.4 and 4.6 fulfill condition (3). And using that the closed convex hull of a (weakly) compact set is (weakly) compact we have that the projective ideal topologies of Examples 4.5 and 4.7 fulfill condition (3) too. So imposing condition (3) we keep all our examples of projective ideal topologies. Given operator ideals I 1 , . . . , I n and Banach spaces E 1 , . . . , E n , F , by
we denote that set of all n-linear mappings A ∈ L(E 1 , . . . , E n ; F ) for which there are linear operators T j ∈ I j (E j ; E j ), j = 1, . . . , n, and an n-linear mapping B ∈ L(E 1 , . . . , E n ; F ) such that A = B • (T 1 . . . , T n ). The next result generalizes [6, Proposition 3.4] , which, in its turn, generalizes a classical result due to Heinrich [36, Theorem 3.] . . . . , E n ; E 1 ⊗ π · · · ⊗ π E n ) ⊆ J 1 ⊗ · · · ⊗ J n (E 1 , . . . , E n ; E 1 ⊗ π · · · ⊗ π E n ). (4) If E j has the (J j , I j , τ A )-WAP for j = 1, . . . , n, then E 1 ⊗ π · · · ⊗ π E n has the (J , I, τ A )-WAP.
Proof. Let T ∈ J (E 1 ⊗ π · · · ⊗ π E n ; E 1 ⊗ π · · · ⊗ π E n ). By [9, Proposition 3.2] we know that the n-linear mapping B ∈ L(E 1 , . . . , E n ; E 1 ⊗ π · · · ⊗ π E n ) such that B L = T belongs to J • L . By (4) there are linear operators T j ∈ J j (E j ; E j ), j = 1, . . . , n, and an n-linear mapping D ∈ L(E 1 , . . . , E n ; E 1 ⊗ π · · · ⊗ π E n ) such that B = D • (T 1 , . . . , T n ). It follows easily that
Given A ∈ A(E 1⊗π · · ·⊗ π E n ), by condition 4.3(i) there are k ∈ N and sets A . . , n. Since sets in A are bounded there is M > 0 such that x ≤ M for every x ∈ A j , j = 1, . . . , n. As E 1 has the (J 1 , I 1 , τ A )-WAP, there is an operator u 1 ∈ I 1 (E 1 ; E 1 ) such that
As E 2 has (J 2 , I 2 , τ A )-WAP , there is an operator u 2 ∈ I 2 (E 2 ; E 2 ) such that
Continuing the process we obtain operators u j ∈ I j (E j ; E j ) such that u j − T j A j < ε 4nM n−1 D · u 1 · · · u j−1 · T j+1 · · · T n for j = 1, . . . , n. Performing a computation identical to the one in the proof of [6, Proposition 3.4] we conclude that
for all x 1 ∈ A 1 , . . . , x n ∈ A n . Using that D L , u 1 ⊗ · · · ⊗ u n and T 1 ⊗ · · · ⊗ T n are all continuous linear operators, from (5) it follows that
We know that I τ A is an operator ideal because τ A is an ideal topology, so the assumption L[I 1 , . . . , I n ] ⊆ I τ A • L together with [6, Proposition 3.3] yield that u 1 ⊗ · · · ⊗ u n belongs to I τ A (E 1⊗π · · ·⊗ π E n ; E 1⊗π · · ·⊗ π E n ). Calling on the ideal property of I τ A once again
we conclude that D L • (u 1 ⊗ · · · ⊗ u n ) belongs to I τ A (E 1⊗π · · ·⊗ π E n ; E 1⊗π · · ·⊗ π E n ) as well. So there is U ∈ I(E 1⊗π · · ·⊗ π E n ; E 1⊗π · · ·⊗ π E n ) such that
It follows that U − T A < ε, which proves that T ∈ I(E 1⊗π · · ·⊗ π E n ; E 1⊗π · · ·⊗ π E n ) 
