Abstract-With the rapid development of big data analytics, mobile computing, Internet of Things, cloud computing, and social networking, cyberspace has expanded to a cross-fused and ubiquitous space made up of human beings, things, and information. Internet applications have evolved from Web 1.0 to Web 2.0 and Web 3.0, and web information has seen an explosive growth, which is strongly promoting the advent of a global era of big data. In this ubiquitous cyberspace, traditional search engines can no longer fully satisfy the evolving needs of various types of users. Therefore, search engines must make completely innovative, revolutionary changes for the next generation of search, which is referred to as "big search". This paper first studies the development needs of big search. Then, big search is defined, and the 5S properties (Sourcing, Sensing, Synthesizing, Solution, and Security) of big search, which are different from those of traditional search engines, are elaborated. Also, the paper provides a system architecture for big search, explores the key technologies that support the 5S properties, and describes potential application fields of big search technology. Finally, the research opportunities of big search are discussed.
INTRODUCTION
T RADITIONAL search engines fill the information gap between people and the information space, playing a key role in spurring on the rapid development of the Internet and accelerating the penetration of Internet applications [1] , [2] , [3] , [4] , [5] , [6] . However, with the expansion of the search space from an information-oriented Internet to a ubiquitous space of man-information-thing interconnection, traditional search engines are face greater difficulty in satisfying the needs of users. Inevitably, using a big search engine is raised as an option. The following is a briefing on the origin of big search from the following perspectives: Web search space, web application modes, advent of the big data era, basic concept of big search, and challenges facing search engines.
Expansion of the Web Search Space
Nowadays, the rapid development of mobile computing, Internet of Things (IoT), and social networking has promoted the flourishing of cyberspace, enabling the expansion of the search space of traditional search engines from the Internet alone to a more ubiquitous space [7] . The structure of a ubiquitous cyberspace and the coverage of search engines are shown in Fig. 1 . Ubiquitous cyberspace is established on the top of the Internet and IoT, and can be divided into three levels: Sensing layer, network layer and application layer. The original data is obtained through various sensing devices in the sensing layer. The main functions of the network layer include data aggregation, data collation, and service provisioning. A variety of applications obtain services through cloud data centers [8] , [9] , [10] , [11] , [12] . Thus, ubiquitous cyberspace enables effective connections between things, persons, and information at any time and place, through the integrated use of a vast number of terminals such as sensors and intelligent equipment [13] , by integrating a variety of wired/wireless networks and IoT, Internet, and sensor networks.
Different from the traditional Internet-based network framework, the ubiquitous cyberspace described in Fig. 1 , with its enabling of deep integration and comprehensive application of social information and physical resources, is embarking on a path toward inclusive intelligent services to the community, e.g., rapidly developing video surveillance, food safety monitoring, telemedicine, city management [14] , [15] , and so on.
Evolution of Web Application Modes
Currently, web application modes have evolved from the portal Web 1.0 era, which is click-based, to the highly interactive Web 2.0 era (e.g., social networking applications), and are continuing to evolve to a more advanced databasebased Web 3.0 featuring highly intelligent automation. In the Web 1.0 era of primarily static one-way reading networks, companies and a relatively small minority of people would edit and upload a vast amount of information to the Internet (as producers), while users would access the information via a browser (as consumers). These search engines would use web crawler technology [16] to acquire web pages from the Internet, establish an inverted index by content [17] , search via keyword input from users, and rely on algorithms such as PageRank to sort their research results, to meet users' needs with respect to fast keyword Internet searching.
However, in the Web 2.0 and Web 3.0 eras, data are more diverse, rapidly generated, dynamically interactive, fragmented, and constantly evolving. These new characteristics pose new revolutionary and disruptive challenges for search engine technology. In the Web 2.0 era, represented by social networking [18] , [19] , anyone can easily become a consumer and producer of web information at the same time. Users exert influence on, and frequently interact with, one another. Web 2.0 applications include: Blogs, encyclopedias, social bookmarking, online social networks, P2P, instant messaging, and so on. Web 3.0 (the Semantic Web) is a web and personality-based Semantic Web network that offers a greater variety of artificial intelligence services [20] , [21] and more personalized, intuitive and smarter services for people.
Advent of Big Data Era
Big data mean that a data set that is difficult to effectively collect, manage, and analyze with existing data processing techniques within a certain period of time. Its 5V properties are: Volume, Variety, Velocity, Veracity, and Value. Extremely valuable information is contained within vast amounts of data. For example, 1.8 ZB of Internet data, including texts, video, audio, images and their combination, were generated worldwide in 2011 [22] ; China Unicom delivers 830,000 Internet access records per second [23] . All facts indicate that big data, regardless of its size, type or speed of generation, is in a constant state of revolutionary change. Big data analysis is now being undertaken in all industries. Enterprises and operators are trying to explore the potential value within their own data to increase profits [24] , [25] , [26] .
With the release and public availability of data, universal search technology has become an urgent need [27] , [28] , [29] . If a new generation of search engines were to be created based on common aspects extracted from big data analysis, the milestone thereby created for big data would be similar to that of the release of OS for PCs and a database system for file systems.
Basic Concept of Big Search
According to [1] , "Big search in cyberspace seeks to acquire knowledge from the ubiquitous cyberspace, by involving humans, connected things and other Internet information, and then provide intelligent solutions to meet the user's search intention with accurate understanding".
In big search, the search intent understanding means eliminating the multi-modality and ambiguity [30] of user's input, and obtaining a quick and accurate understanding of his/her search intent with the context [31] and semantics [32] of the query words. As a result, the search engine not only achieves the goal of accurate searching, but also provides a better user experience with the simplified interaction with users.
In big search, an intelligent solution is a set of sorted answers based on the knowledge acquired from the ubiquitous cyberspace and Web 2.0/3.0 applications with accurate understanding of the user intent. The methods of knowledge acquisition include matching [33] , reasoning [34] , computing, and even crowdsourcing [35] . Sorted answers imply that the results are screened according to their value and prioritization. The solutions are smart answers because they are not the simple matching of existing web pages and information, but the specific answer meeting the user's intent.
Challenges Facing Search Engines
With the search space enormously expanded, the addition of evolving Web 2.0 and 3.0 application modes, and the need to tap into the latent value of big data, search engine technology is facing the following significant challenges:
1) The challenges arising from the expansion of web search space. Traditional keyword-targeted search engines encounter difficulty in addressing the need for thing, information, and person searches in the ubiquitous cyberspace. How to acquire, represent, and perform matches for entities such as persons, things, and information as well as their linked data sets is a challenge.
2) The challenges from evolving web application modes. Web 2.0 and 3.0 applications quickly generate and deliver data that is dynamic, short-text based, fragmented, diversified and evolving. The challenge for traditional search engines designed for static web pages is how to address the changes brought about by Web 2.0/3.0 applications.
3) The challenges of data value mining in a big data era.
With the release and public availability of big data, a new challenge for search engines is how to turn the data value mining services used by industry into a universal and releasable search technology available to the public, governments, and businesses. 4) The challenges caused by users' search engine needs. With the development of new applications and enrichment of data, users expect search engines to offer a more complete set of intelligent solutions based on their actual needs rather than the existing results. This requirement poses another challenge for search engines. In summary, traditional search engines face greater difficulty in meeting users' needs. For the ubiquitous cyberspace that incorporates information, persons, and things, evolving Web 2.0 and 3.0 application modes and new search needs in an era of big data call for a new generation of revolutionary, milestone-making search engines that offer valuable, smarter solutions based on users' actual needs.
The rest of this paper is structured as follows. Section 2 provides the 5S features (Sourcing, Sensing, Synthesizing, Solution, and Security) of big search, which are different with traditional search engines, are generalized. The key technologies of big search are described in Section 3. Section 4.1 discusses research challenges and application fields in big search. Finally, Section 5 concludes the paper.
BIG SEARCH FEATURE: 5S PROPERTIES
The previous section has introduced the background of big search, and this section focuses on its 5S properties.
5S Properties of Big Search
Compared with traditional search engines, big search has the "5S" properties in Fig. 2 .
Property 1 (Sourcing (From the Cyberspace)). Sourcing from the cyberspace means gathering data from the ubiquitous cyberspace with online humans, things, information and their spatial and temporal properties according to the given target or task. These data, which widely cover the various applications in cyberspace and may appear in different models, are the data foundation of big search.
As mentioned, the data acquired from the cyberspace are those gathered from different channels and sources, as long as they are associated with the query request, including directly matched and semantically relevant data. Different from the traditional web search, big search not only obtains information from the World Wide Web, but also from the IoT, social networks, health care networks, video surveillance systems, geographic information systems, intelligent traffic management systems, and other cyberspace applications. With these resources, big search extracts valuable data of users, knowledge, relevant physical messages, and so on. For those spatial and temporal data, big search also records real-time figures to keep them updated. Also, big search differs from the traditional search in data patterns. With the combination of figures, texts, images, videos, audios and locations, big search has various forms of data expression. Taking the Diaoyu Islands as an example, big search will gather the data of its hydrology, geography, history, politics, people, and those related articles, images, videos, and so on. Obviously, the data obtained from the ubiquitous space are comprehensive and of multiple modals.
Property 2 (Sensing (the Context)). Sensing the context means confirming the target and task of big search with a semantic understanding of users' search intention and a unified expression model. The understanding of users' intention is in view of combining the querys context, space-time characteristics, scene perception, emotional gestures, and other factors.
Scene perception means understanding users' real intention by using their query scenarios, such as the search context, real-time location, emotion state, and unique preference [32] . As a result, when an ordinary user inputs his/her question, the intelligent solution returned by the big search engine is specifically personalized, and it differs as scenarios change. For example, when a user inputs "Amazon", the big search engine will first determine his/her search time, current location, age and identity, and then determine to return answers about "the Amazon corporation" or "the Amazon River" or "Amazon rainforest". In comparison, the traditional search engines will provide the exact same answers for different users under different scenarios.
Property 3 (Synthesizing (the Knowledge)). Synthesizing refers to mining and discovering knowledge and wisdom from the data acquired from the ubiquitous cyberspace with the technology of fusion, correlation, statistics, reasoning, and even crowdsourcing in a unified representation model of knowledge and relationships. It is the core of big search.
In big search, synthesized knowledge means that knowledge is derived not only from a single channel, but also from the integration of different cyberspace applications. It covers various kinds of representation models of data and knowledge. The knowledge is finally integrated after inference and refining, with comprehensiveness, accuracy, and abundance. Knowledge synthesis highlights the comprehensive analysis of possible relations among the multi-source data or different schema data to mine or discover more novel and rich knowledge. For example, while the knowledge of "Diaoyu Islands" stored by traditional search engines is only a collection of relevant web pages, big search can obtain much more comprehensive knowledge of its basic information, controversial content, historical evolution, multimedia information, public discussion, and development trend, and others. To achieve this goal, big search needs a mechanism to process these relevant matching results, including association analysis, reasoning and computing, systematic overall organizing, and so on.
Property 4 (Solution (with Intelligence)). It refers to a sorted set of intelligent solutions given to the users in an appropriate way, based on the accurate understanding of search intention and the knowledge discovered from cyberspace. Providing intelligent solutions is the target of big search.
A solution with intelligence refers to a comprehensive wise answer that meets users' needs. It may involve multifaceted elements of user needs, and may be time-critical. All these intelligent solutions are provided by way of online response. For example, when a user searches for information about house renovation, the traditional search engines will only provide some relevant web pages, leaving the user to do specific plans by himself. Different from that, big search will provide particular reference renovation programs concerning the city conditions that the user can choose from. In this case, the intelligent solution is the one that focuses on the property and the user's historical preferences. Big search will classify existing schemes by their location and decoration style. Big search will ensure that the results have been organized with framework services or knowledge integration. At the same time, the engine will sort the results in an effective way, and eventually, it will return these sorted results in the order of priority.
Property 5 (Security (Including Privacy and Trust)). This means that the entire process of big search, from users' intention understanding, data acquiring, knowledge synthesizing to intelligent solution returning, is credible and security-guaranteed. It also supports privacy protection and harmful information filtering. It is the fundamental guarantee of big search.
In this property, credibility means that the data source for big search is reliable, trustworthy, and traceable; security means that the result of big search will not be abused by unauthorized users; privacy protection is to ensure that users' privacy (such as personal information, location data, and others) will not be illegally leaked out during the search process. In addition, big search supports a precise filtering of certain harmful content, such as violence and pornography. For example, social networks, such as micro-blog and WeChat, are currently flooded with rumors and hostile attacks because most users are anonymous online. To solve this problem, we have to ensure the credibility of data and sources. With these requirements, big search has emerged with a strong capability of correlation analysis, and can associate and induct all the aspects of important persons and things to form new cognition or knowledge. However, the comprehensive information may contain personal privacy, or even state secrets, so the search results must be strictly judged and controlled. This is a prerequisite for the promotion of big search. In general, big search must have the ability of accurate filtering of some specified content, such as micro-blogs, the flooded violence, pornography, reactionary, and other undesired information on the Internet. Only in this way can big search be in accordance with national regulations and laws.
In summary, the differences between the traditional search engines and the new big search engine are summarized in Table 1 .
System Architecture of Big Search
A list of scientific objectives of big search are given as follows, among others:
to reveal key scientific problems of big search with a networked space in terms of search needs and challenges; through combining theoretical research and empirical studies, to explore mechanisms for people to understand and express their true intent of ubiquitous cyberspace search; Google Instant, Baidu IM services, and others, narrow the searching ranges according to the user's location roughly; WolframAlpha [50] , Kngine, and others have certain capabilities to process natural languages. However, they cannot sense the context or semantics of users' queries.
Big search not only understands the users' search intent at a semantic level, but also perceives the users' need by their time and space properties, search history, and other personal information.
Synthesizing (the Knowledge)
Google, Baidu, and others offer filtering options of keywords or their synonyms, for example, harmful information about "Falun Gong", but they do not support user right division.
It guarantees that the source of information is credible and traceable; it only returns appropriate results to appropriate users; it prevents analysis of the information to protect user privacy; it provides accurate spam filtering. Security (including privacy and trust)
Google Knowledge Graph, Baidu Knows, WolframAlpha and other applications do support some semantic understanding, but they can only store and process existing single-channel knowledge instead of synthesized knowledge from multiple sources.
It obtains comprehensive knowledge from multi-modal data (such as data of location, sensors, traffic, social networks, and so on), and synthesizes the data through association, reasoning, statistics and crowdsourcing methods. Solution (with intelligence) Baidu, Yahoo Knowledge, and others answer questions by searching indexed entries in their databases, and provide interactive question-andanswer support. Generally, they provide existential results by matching. However, they cannot automatically schedule intelligent solutions.
It aims to understand users' needs and, after fast matching and sorting of the results, returns one or more intelligent solutions with the use of knowledge integration and indexing.
to support model construction and evolution description of ubiquitous cyberspace with massive, complex people, things, information and their relationships; to provide fast matching for the intent of the users in the search space; to facilitate security and privacy protection of the ubiquitous cyberspace search; to build user-friendly platforms and environments for networked space search; to fuse Web 2.0 and 3.0 applications for public health, social networking, audio and video retrieval, and hot event tracking; to verify the basic theory of big search through reallife applications, by constructing demonstration applications of networked space search; to promote the development and sharing of information technology; to meet national and international security analysis requirements; and to take the lead in an emerging and challenging research area. Traditional search engines were invented to fill the gaps between people and the information world. Big search is an revolutionary improvement to Internet applications and users' experiences. Compared with traditional search engines, the basic information processing flow of a big search engine is shown in Fig. 3 .
The first part of the system architecture is data acquisition from cyberspace. It is the process of collecting data and valuable information from the ubiquitous cyberspace, including the World Wide Web, IoT, social networks, health care networks, video surveillance systems, geographic information systems, and so on. The second part is multi-source knowledge acquirement and fusion. Based on the data obtained from cyberspace, big search can discover new comprehensive knowledge of the massive entities and their relations [36] , [37] , [38] through methods of integration, correlation, statistics, reasoning, and even crowdsourcing, and others. With these technologies, big search supports the process of a huge scale of the knowledge previously mentioned, as well as the representation and acquisition of its spatial and temporal properties. During the course of synthesizing, knowledge can be processed again, for example, with the user's queries, modifications, and feedback. The knowledge can then adaptively evolve automatically. It is a continuously improving process, and it is the core of big search. The third part is users' search intent understanding. Facing the basic needs of accurate understanding and disambiguation of users' search intent, big search combines the context and semantics of users' input to quickly and precisely locate the users' real intent, and transforms it to the representation that can be matched and reasoned with knowledge aggregation [39] , [40] , [41] . The fourth part is to formulate intelligent solutions online. After representing and indexing the user's search intent, big search uses the new knowledge integration and indexing, together with matching and sorting, to form a set of intelligent solutions that satisfy the user's real intent. These solutions are comprehensive ones, and finally, they will be submitted to users by their relevance ranking. The fifth part is security including privacy and trust considerations. Big search ensures safety of the entire search process. First, the data sources and inferring results are credible. Second, the discovered user's privacy will not be leaked out or maliciously used. Finally, some harmful information, such as violence and pornography, will be strictly filtered.
Prospect Applications
In the following, we present two prospect applications to illustrate big search. These application cases are difficult for the traditional search engines to achieve. Case 1. Suppose on a weekday morning, we want to go to the hospital for dental consultation. We know that in a crowded city like Beijing, lining up to see a doctor is extremely difficult. When we arrive at a hospital, we find that the registration numbering has been hung up. To obtain a registration number, a viable option is to search a non-congested route to the hospital through traditional online maps. However, online maps of traditional search engines cannot provide dynamic information about the hospital. Even if we choose the optimal route to reach the hospital, we cannot guarantee that we can obtain a registration number. However, using a big search engine, this problem will be easy to solve. As shown in Fig. 4 , the big search engine can return multiple synthesized, real-time information items, including calculated results based on real-time data, map services, and real-time video information based on video sensors. Usually, this information is unavailable at the same time through the traditional search engines. Based on fast computing of the big search engine, the detailed and real-time data of three optimal candidate hospitals are presented to the user. And the best recommendation is highlighted in yellow. In the example of Fig. 4 , the 309 Hospital is the best destination, because the search result is "No need to wait", which is the best choice from the perspective of patient's needs.
Case 2. On a weekend morning in Beijing, we are planning a fall foliage trip. The reality is that we do not know the best viewing location, and we cannot obtain real-time information through traditional search engines. Under this circumstance, we can obtain the best viewing location through a big search engine. As shown in Fig. 5 , in the search box of the big search engine, we input "where to see red leaves today?", and the big search engine can quickly return multiple synthesized, real-time information items, including calculated results based on image analysis, map services, and real-time image information based on image sensors. In this intelligent tourism application based on big search, several key technologies are involved, including real-time data sourcing and sensing, big data synthesis based on monitored information (human traffic information, location information, and image information) and solution based on image analysis.
KEY TECHNOLOGIES OF BIG SEARCH
Key technologies of big search in cyberspace are discussed as follows.
Ubiquitous Cyberspace Data Acquisition
Ubiquitous cyberspace data acquisition is a ubiquitous cyberspace-oriented, task-based information acquisition mode that refers to the process of collecting, acquiring, and exploring data and information needed by users with certain strategies and methods [42] , [43] , [44] . Data space of ubiquitous cyberspace data acquisition covers humans, materials, and information in cyberspace, and acquired data types cover all types of information, including people, things, events, time and space. Ubiquitous cyberspace data acquisition must effectively organize, store, and manage the acquired data to lay the foundation for intelligent answering. First, it has to collect data sources, including all the websites, social networks, network services on the Internet and IoT and video surveillance, and design an appropriate data access method for each type of data source, such as a Web crawler mode, API data acquisition methods, and others. Thereafter, all data sources are classified, which is a multi-level and multi-dimensional classification process. The data source category level should perform appropriate adjustments according to the changes in the users' needs. When a big search engine receives a user's directional acquisition task, the data source categories will be determined according to the user's needs, and the task-based data acquisition in the appropriate category of data sources will be performed. Finally, all the results acquired from different data sources are combined, including de-duplication, cleaning and integration, and the final results are returned to the user. Its key technologies include the following elements. (i) Internet Data Acquisition. Internet data acquisition means automatically collecting big data in a highly parallel manner and quickly gathering them in the system, according to the tasks deployed by users. It involves a webpage data acquisition mode, which mainly applies web crawlers and the service data acquisition mode which means adopting the way of service interface calling to obtain network service data. For example, if a user is concerned about the situation in Diaoyu Islands, he can submit to the system three keywords: "unmanned aerial vehicle". The system then shall start the "web crawler" program to collect data from multiple sources. Web crawlers can obtain relevant contents from News sites, Renren, Sina Weibo, and other Internet applications.
(ii) Data Acquisition in IoT. IoT data acquisition includes acquisition through RFID data collection and through wireless sensor network techniques. RFID data collection technique involves collecting basic information of humans, things, equipment, environment, and status on time or in real time through tag readers and tag receivers. Take an intelligent transportation system as an example. The United States, Japan, and some developed European countries have stepped up research on intelligent traffic monitoring systems based on wireless sensor networks in recent years. Sensors collect information on real-time traffic, real-time speed, road accidents, and road conditions, and then such information is transferred to the gateway nodes. After initial processing, the information will be uploaded to a data management platform to analyze the real-time traffic condition and provide support for traffic management and scheduling.
(iii) Video Surveillance Data Acquisition. Video surveillance data acquisition is a procedure of collecting and integrating video data from video surveillance systems and the Internet based on users' demand. For instance, if users are concerned about the traffic conditions in the major national highways within a certain time span from October 1st, 2014, they can submit a query about the "pacific time" and "specific road section" to the system. The system will immediately start the "video acquisition program" to collect data from the traffic video surveillance system. The video request program can obtain the video data on transportation conditions with different places of the highways in this specific period of time from the video surveillance system, and return the result to users.
(iv) Social Network Data Acquisition. The acquisition of social network data is the process of automatically collecting and rapidly integrating relevant data from various social network sites based on users' demand. It mainly includes two aspects. One is that the server dynamically generates and returns Web information resources through the database query interface. The other is that the registered users of the open web information have to log in before viewing the information that they are interested in. For example, if users are concerned about the discussions on the film "Assassination of Kim Jong-un" on the social networks, they can directly employ the API mode. If the discussions are presented in the form of topics, the user can obtain the hot or posts by calling API.
(v) Healthcare Data Acquisition. Healthcare data acquisition is a process in which data are acquired from the healthcare information systems and the healthcare-related big data on the Internet according to the task deployed by the user in a highly parallel manner. For example, if a user is concerned about the causes and treatment of liver cirrhosis, the system will start the healthcare data acquisition program and collect data from various sources, such as IBM Healthcare and Life Sciences Grid System, hospital information systems, clinical information systems, and others. Meanwhile, Web crawlers will creep to take relevant content from medical mews blogs, social network data, professional journals and other public medical information, online medical information systems such as EMRs, medical data, and others. Then, all these data and the information will be collected and returned to the user.
(vi) Ubiquitous Network Data Fusion and Pre-Processing. Integration and pre-processing of ubiquitous network data is a fundamental task in knowledge discovery and deduction. Several techniques, such as data cleaning [45] , de-duplication [46] , conflict resolution, transformation, and integration [47] , are involved for the following reasons: (1) data from diversified sources including but not limited to Internet and IoT; and (2) data with different formats, such as documents, locations, sensor, traffic, image, video, audio, and others.
Knowledge Acquisition and Fusion from Cyberspace
Representation, acquisition and use of knowledge are the three main areas of research and application in artificial intelligence [48] , [49] . In cyberspace, we need to synthesize knowledge from data through mining and referencing, and enable search engines to make references, answer questions, and draw conclusions from masses of data to meet the challenge of extracting knowledge from terabytes of data. Knowledge fusion refers to the merging of information and knowledge from heterogeneous sources with varying conceptual, contextual, and typographical representations by a large number of tools, including versions of search and mathematical optimization, logic, methods based on probability and economics, and many others. Knowledge fusion in cyberspace involves two major tasks. The first is to locate and classify elements in structured or unstructured content into pre-defined categories, such as the name of persons, organizations, locations, things, expressions of times, quantities, monetary values, and percentages, and to identify the relations between them. The second is to make inferences by applying a set of rules that make every implicit fact explicit or discover new knowledge from large data where the dimensionality, complexity, or volume of data is prohibitive for manual analysis. The facts may change over time, and temporal semantic heterogeneities need to be considered when reasoning. To synthesize knowledge from a wide variety of sources and provide good solutions to the queries, we may require the following key techniques.
(i) Knowledge Representation of Entities and their Relations. In general, a knowledge representation method describes formally a domain of discourse. Typically, a knowledge base consists of a finite list of entities and the relationships among them. The entities denote important concepts of the domain. For example, in a university setting, staff members, students, courses, lecture theaters, and disciplines are some important concepts. The relationships typically include hierarchies of classes. A hierarchy specifies a class to be a subclass of another class. An entity in the physical or visual world can be described by various aspects, in multiple views, and with different sources. An entity and its connections to the world can be better understood when we can integrate information and knowledge from a wide variety of sources to form a comprehensive and whole picture of the entity. However, a practical entity-relation graph normally involves hundreds of millions of entities and relations.
(ii) Relation-Based Acquisition. Relation-based acquisition is to use the rich interactive and semantic relationships in the ubiquitous cyberspace to deduce and acquire new knowledge. There are different relations: Frequency-based relations, probabilistic relations, and fuzzy relations, which are used to implement the algorithm. They are used to deduce semantic relations of object's attributes, relations of things, and other relations. New knowledge is discovered in this process. For example, there is a significant number of interactions between user accounts in microblogs. These interactive relations contain forwarding, replying, commenting, and liking. When a user's search query is related to a certain target, relationship-based deduction method can automatically deduce other users with frequent interaction with the current user and infer the "social circle" of these users, by choosing an appropriate relation between the users. Besides, the social circle' discovery algorithm can also be based on different reasoning algorithms, such as frequency-based relations, probabilistic relations, and fuzzy relations.
(iii) Statistic-Based Acquisition. Statistic-based acquisition aims to use computational techniques including induction, statistics, and computation to obtain users' search intent. The area of problems solvable by such methods lies in numerical statistics, induction computing, and regressions in general. For example, when a user queries the GDP of Hunan Province for the year 2014, the knowledge fusionbased approach does not contain matched results. However, the Hunan Bureau of Statistics will publish the GDP of Hunan Province at each quarter and at each month. Therefore, one can compute the GDP of Hunan Province in 2014 by summing up the GDP for each month or quarter when the Hunan Bureau of Statistics publishes the data. The example illustrates the procedure of statistics-based acquisition and induction.
(iv) Rule Reasoning-Based Acquisition. Rule reasoningbased acquisition refers to the process of searching by using knowledge reasoning. The detailed process is to start from an unknown conclusion, deduce one or several known judgments (premises), and then provide the conclusion. For example, when a user queries the birthdate of a university student, the knowledge fusion does not contain matching results. However, in the comments to the users' microblog post on May 18th last year, one of her friends has written: "You will be 23 years old tomorrow. Where do you want to go to have fun?" The user replies: "Thanks, how about going to KTV after lunch?" These data allow us to conclude that the user's birthdate is May 19th. This example illustrates a rule-based reasoning procedure.
(v) Crowdsourcing-Based Acquisition. Crowdsourcingbased acquisition is the process of induction through crowdsourcing. Crowdsourcing is a distribution-typed problem solving and generating model. Specifically, crowdsourcing refers to tasks that are traditionally performed by the employees of a company or an organization but are outsourced to a public network to be completed by non-specific people in a free and voluntary manner. Crowdsourced tasks are usually finished by individuals. However, if a task requires collaboration between individuals, using an open platform to engage in joint work is possible.
Understanding and Representation of Users' Search Intent
Understanding and representation of users' search intent means accurately understanding the users' search intent at the semantic level based on keywords, voices, and gestures submitted and represented with a unified model supporting efficient query deduction. By converting the search input into a machine-readable representation language, deeply learning user's thoughts, and unifying query views, user queries can be converted into a machine-readable language model to help the machine understand the search intents. Its key technologies include the following elements: (i) User Intent Understanding Based on Temporal and Spatial Characteristics. This means that the query process can understand the potential temporal or spatial qualifiers of the query intent based on the time and location of certain query executions even though temporal or spatial qualifiers are missing in the user's query expression [50] , [51] , [52] , [53] , [54] . For example, a user enters the query "Apple". If the query is performed in December, a large number of results returned are about Christmas, whereas if the query is performed months away from December, it is very likely to return results related to iPhone and PC. Another example is about a search query on a "dental hospital". According to the location of each query being submitted, local dental hospitals could be returned.
(ii) User Intent Understanding Based on Statistical Analysis. User search intent understanding based on statistical analysis refers to understanding a user's search intent according to his/her keyword search history, selection records and other statistical information of historical preferences, and to provide personalized recommendation results. For example, User A used to submit queries about household cleaning tools with keywords such as "mops' and "brooms" on a smart shopping website, from which the user's preferences are determined to be household products. When he/she submits another query, "puppy", the system may return results with "Puppy Vacuum" higher on the list, and "pet puppy" lower. Numerous studies, such as [55] and [56] , have been conducted globally on user query understanding based on statistical analysis.
(iii) User Intent Understanding Based on Body Movements. Different from traditional text-based searches, for user intent understanding based on body movements, the input is a series of body movements; thus, the user intent understanding is mainly based on a series of user's body movements, such as hand gestures, and others. The system interprets body movements, predicts user intent, and then returns the search results. Gesture search is a new way of searching on Android mobile phones released by Google, which later was applied by students from Berghs School of Communication in Stockholm, Sweden to develop a real-time sign language interpreter armband. By using the Google Gesture software, the armband can interpret in real time the user's sign language into speech. Two arm-bands, worn on the user's forearms, analyze the signer's movements through a process called electromyography. The information would be sent to the Google Gesture application, where it could be then spoken in real time from one's smart phone or tablet. [57] , [58] are the recent studies on user intent understanding based on body movements.
(iv) User Intent Understanding Based on Sentiment Analysis. User intent understanding based on sentiment analysis means to collect, select, or rank search results that match a user's personal style, preference, and so on by analyzing the user's emotional state. How users search, collect, and select information is closely related to their personal style and preference. Compared with traditional search, it can effectively enhance the query precision and effectiveness. For example, a user enters the query "Why is Samsung better than Apple?" or "Which mobile phone is better, Samsung or Apple?". Both questions compare Samsung and Apple phones, but apparently the former prefers Samsung mobile phones while the latter is neutral. In this case, the search results should be different. How to accurately understand the users' emotional intent is the key to effectively improve the search precision.
(v) User Intent Understanding Based on Human-Computer Interaction. This user intent understanding involves interpreting user intent through the user's interactive behavior with the computer. One problem with traditional search is that users tend to enter short text with only one or two words for each query, which leads to a low rate of result recall and low search precision mainly because of the ambiguous nature of short text. However, user intent understanding based on human-computer interaction can effectively enhance search effectiveness and precision. For example, a user enters the query "Tokyo attractions". If he/ she only wants to ensure the attractions familiar to him/ her, place names are good enough; but if the user plans to tour in Tokyo, he/she may wish to see more detailed description of the attractions and other information about "Tokyo travel". With interactive user intent understanding, the following tracing choices should be provided: "Tokyo travel", "All about Tokyos attractions", "Tokyo Tower", and so on. If the user continues by clicking "Tokyo travel", the user is likely to be planning to travel there; if the user clicks "All about Tokyo's attractions", maybe he/she only wants to learn about the attractions in Tokyo; if the user clicks "Tokyo Tower", chances are that the user only wants to ensure that the attraction is familiar to him/her. Interactive intent understanding can effectively satisfy ambiguous and various information queries sent from different users with different intents.
Intelligent Answering Via Online Matching
Intelligent answering is one of the most critical steps in big search [59] , [60] . It utilizes a unified user intent representation, matches users' intent with the integrated knowledge data, and finally outputs a ranked list of recommended answers. In the era of big search, with the emerging usage of graph structures to represent the information intention of the users, the traditional text-string matching methods need to be replaced by new intention matching methods. The feasible improvements, such as the keyword query-based approaches and sub-graph search-based methods, can be adopted to match the search intention and reach the targeted objects in the corresponding search space. The key techniques of intelligent answering involved in this section are as follows.
(i) Knowledge Integration, Management, and Update Based on the Entity Relation Model. Knowledge integration is based on the process of constructing, organizing, and managing the entity relation graph. Through the multi-dimensional indexes [61] and knowledge cubes [62] of the entity relation graph, we can consolidate (roll-up), drill-down, and slice/ dice the entities and relational objects from a variety of dimensions and attributes. Based on these operations, we can further conduct OLAP, data mining and other inference tasks, to effectively identify the entities and the entity relationships from the massive data. Knowledge integration and management focus on the process of acquiring the output results, obtaining the structural knowledge by associating them with entities and concepts, creating the semantic relations, and organizing the concepts, events, or individuals from the knowledge perspective. Due to the heterogeneousness of entities and concept sources, the knowledge integration process requires to eliminate the noise, disambiguate the meanings, and associate the related reliable information to the corresponding concepts or entities. Knowledge evolution and update can be deemed to represent a dynamic change of the knowledge in the temporal axis. Specifically, knowledge evolution can be accomplished by adding new entity nodes and creating new node connections in the corresponding knowledge graph.
(ii) Text-Based Matching. Text-based matching is a matching method used in traditional search engines. It uses a keyword query approach to translate users' intent into the semantic representation, as a short sequence of keywords. It then properly matches the intent with targeted documents and ranks the result candidates, i.e., a list of documents and web pages. For example, traditional search engines (e.g., Google and Baidu) choose the vector space model and language model to assess the relevance of targeted documents. Based on the input keyword query and document candidates' text representation, search engines rank document candidates and return the top scored one as the result.
(iii) Graph-Based Matching. Graph-based intent matching techniques refer to the search and match methods used in graph-based intent retrieval, i.e., subgraph query, frequent structure mining, and super graph query. Graph search is one of the most important techniques used in subgraph-based knowledge match. Many well-known graph search problems are based on subgraph knowledge-matching methods. Some examples are, shortest path, neighbor search, graph isomorphism and extension search, subgraph isomorphism search, graph simulation, and extended strong simulation search.
(iv) Matching Based on Audio-Video Data. To implement audio-video data matching, first, we need to recognize and annotate the audio-video content, establish an audio-video description knowledge base and associate with other knowledge bases to establish the relationship among audio-visual scenes with the real world and the common sense propositions. Second, when a user inputs a query, the system will find related information in the knowledge base based on the query contents and users' intent, and then establish the connections of user input, audio-video data annotation, multi-modal association, concept links, and knowledge graph. Thereafter, logical reasoning and matching will be conducted to produce more comprehensive and intelligent results to be more accordant with the intent of the query.
(iv) Search Result Ranking and Evaluation. Search result ranking and evaluation is a general methodology that is used to rank and evaluate the search results generated in big search applications. First, this new methodology should be able to tackle the grand challenges in big search, such as different devices, heterogeneous data sources, multitasking, and various applications. It is required to evaluate multiple information-seeking systems. Second, since the traditional webpage search is gradually replaced by a diversified information-seeking system, the new evaluation method is necessary to evaluate the aggregated search results. Finally, the new evaluation method is required to collect, analyze, and model the users' behavior logs. Furthermore, it can formalize the user satisfaction model, which meets the requirements of search evaluation and designs evaluation metrics, and proposes evaluation metric based on the user model.
Security, Privacy, and Trust
Security, privacy and trust in big search mainly deals with data security, privacy and trust issues in data acquisition, integration analysis, result recommendation, knowledge storage, and other aspects [63] , [64] , [65] .
(i) Security. To support dynamic updates and shield specific information resources on the data in the ubiquitous cyberspace, we could use technologies such as creditability validation, access control, and security processing. In this way, we can detect and abandon harmful information intelligently. It also could help to inhibit the propagation of harmful information during big search and ensure secure search when accessing data from different applications.
(ii) Privacy. To deal with privacy leakage in each link of big search under the ubiquitous cyberspace environment, we should solve information privacy issues, behavior privacy issues, and fusion privacy issues. With all these issues solved, we can ensure the security of both the users' privacy and the data resource privacy in the process of data analysis and recommendation. The effectiveness of privacy protection partly determines whether abundant data are available in big search and whether such data can be widely accepted and popularized.
(i) Trust. Result trust is the foundation for implementation of big search. The recommended results can be trusted only when the data source is credible, data are traceable and data quality is controllable. A trustworthy data source is the precondition of knowledge graph and search result trustworthiness. The data quality control can help us evaluate the trustworthiness of the results from data availability, relevance, accuracy and other dimensions. Then, we can track and control the information sources effectively if the result is traceable.
RESEARCH OPPORTUNITIES AND POTENTIAL APPLICATIONS

Research Opportunities
For the fundamental theory of big search technology in ubiquitous cyberspace, further research is needed and mainly include the following aspects:
1) For huge entities with associated networks formed by explicit or implicit data, we need to construct a knowledge warehouse for the giant entities and data search, and design a management method to match the knowledge warehouse. 2) Considering the user context and condition information, we need to accurately grasp the user's search intent. 3) We have to solve directional access issues of massive heterogeneous data, and achieve indirect knowledge findings based on deduction. 4) For subgraph matching, rules inference and crowdsourcing technologies, we need to perform the realtime matching between a massive incomplete knowledge warehouse and the user's intent, and efficiently search locational object entities and the object relations from a substantial amount of data to achieve the second-class knowledge matching, deduction and statistics. 5) For security, privacy and trust, we need to filter harmful information such as the source credibility problem of open data, controllable considerations of search processes, user privacy protection and violent pornography. From the application perspective, according to demands from IoT, social networking, and dynamic video and audio processing, we need to construct big search applications that contain: 1) Secure IoT search, which covers multiplicity sensors, cameras, SCADA networks and location services. We have to investigate dynamic multi-dimensional space-time indexing based on physical entities, and establish secure search situations of cross-regional distributed physical entities and information that supports real-time search. 2) Social network search, which covers multiple platforms such as Weibo, and Blog, integrates the largest social networks in China and abroad such as Twitter, Sina Weibo, and Tencent Weibo, builds a crossregional distributed environment, and supports PBscale data handling capacity. 3) Audio and video search, which contains multi-modal information such as vision, auditory sensing, and dynamic figure and all-optical imaging, and establishes the integration, interconnection and sharing channels of inter-network video and audio data, and achieves cross-network data integration and globalization, finally constructs a wide coverage video and audio search platform of cross-network consistency relation and integration.
Potential Application Fields
There are many potential application fields with big search technology. Including but not limited to the following fields:
1) Intelligent transportation. An intelligent transportation search system is a typical application system on Web 3.0. Users can search and discover their preferred service plans, travel modes, traffic information, unobstructed routes, moving trajectories, and feature objects. 2) Social networks. A social network search system is a typical application system in large-scale online social networks, in which many social-network-specified searching functions are available, such as searching for standpoints, social relations and communities, and deep professional knowledge. 3) Medicine and healthcare. There are many typical scenarios of medical and healthcare search, including personalized healthcare search engines, smart retrieval of medical data, abnormal health alarms, and smart decision support systems for diagnosis and treatment. 4) Audio-video surveillance. Typical application scenarios of audio-video surveillance search include alltime checking of specific targets, accurate vehicle recognition and tracking, object correlation analysis and search from multi-source data, etc. 5) An IOT search system is used in an IOT environment, and its main searching functions include searching information about people, objects and their status, trip planning and personalized activity recommendation, etc.
CONCLUSION
Search engines can assist people in obtaining a range of information by technical measures. Those who master search engines grasp the nature of the information cyberspace, and provide useful information and even answers to users. Therefore, economic and social driving forces will attract the national and international attention. In this paper, based on the research topics, needs and challenges of search engines in ubiquitous cyberspace, we have explored the concept of big search, and its 5S features which are different from traditional search engines. Then, we discussed the key techniques of big search that support the 5S features and the system architecture of big search, and illustrated two prospect applications of big search technology. Finally, research opportunities of big search are summarized. Big search technology is still in its infancy. We should grasp the research opportunities to explore this technology, and take initiatives in the next round of information revolution to improve the efficiency of social impact. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
