. The LOT can reduce the blocking effect to very low levels. In this paper, an exact derivation of an optimal LOT is presented. The optimal LOT is related to the discrete cosine transform (DCT) in such a way that a fast algorithm for a nearly optimal LOT is derived. Compared to the DCT, the fast LOT requires about 20-30 percent more computations, mostly additions. An image coding example demonstrates the effectiveness of the LOT in reducing blocking effects. Unlike earlier approaches to the reduction of blocking effects, the LOT actually leads to slightly smaller signal reconstruction errors than does the DCT.
I. INTRODUCTION
NE of the most efficient methods of data compression 0 of images and other random signals is transform coding 141, [5] . The incoming signal is generally subdivided into blocks of N samples; each block is projected into a particular basis by means of an orthogonal transform, and the coefficients of the transformation are quantized and transmitted. At the receiver, the coefficients are reconstructed and the inverse transformation applied, so that an approximation of the original block is obtained.
The effects of the quantization error are minimized when the transform basis functions are the set of eigenvectors of the autocovariance matrix of the input signal, these vectors define the Karhunen-Lokve transform (KLT) 141-[6] . The KLT packs most of the signal variance, or energy, into the minimum number of coefficients for any desired error level, and thus it leads theoretically to the minimum bit rate 151. In practice, the discrete cosine transform (DCT) is preferred over the KLT, since the DCT is signal independent, it is a good approximation to the KLT for a large class of signals with low-pass spectra, and can be computed by means of fast algorithms 141, 171. DCT-based transform coding has been a popular method of image and speech compression 151, and most of its recent advances concentrate on adaptive quantization stratManuscript received July 23, 1987; revised June 27, 1988. This work was supported in part by the Center for Advanced Television Studies. The work of H . S . Malvar [12] , andfiltering. In the overlapping method, the blocks overlap slightly, so that redundant information is transmitted for the samples in the block boundaries. The receiver averages the reconstructed samples from the neighboring blocks, in the overlapping areas. The disadvantage of this approach is the increase in the total number of samples to be processed, and thus an increase in the bit rate.
In the filtering method, the coding process at the transmitter is unchanged, and at the receiver a low-pass filter is applied only to the boundary pixels. Although this method does not increase the bit rate, it blurs the signal across block boundaries. In 1131, the filtering method avoids blurring by incorporating a prefilter at the transmitter. In [ 141, the short-space Fourier transform (SSFT) is used instead of the DCT. Although the SSFT is intrinsically free from blocking effects, because the SSFT of a block depends on the whole signal, it introduces ringing around edges.
A new class of transforms for blocking signal coding, introduced in [l] and [2] , has the same benefits of the overlapping method cited above, but without an increase in the bit rate. These new transforms (collectively referred to as the "lapped orthogonal transform," or LOT, after [2] ) are characterized by the fact that each block of size N is mapped into a set of N basis functions, each one being longer than N samples. In this paper, we present the LOT definition and show that its basis functions can be derived as the solution to an eigenvalue problem, instead of by means of the possibly noisy iterative numerical procedure in [l] and 121. We review the basic properties of LOT'S in Section 11, and an optimal LOT is derived in Section 111. A fast-computable approximation to the LOT Let us assume that the incoming discrete-time signal is a large segment of MN samples, where N is the block size. In traditional transform coding M blocks of length N would be independently transformed and coded. In matrix notation, if we call x, the original input vector of length MN, the vector yo containing the transform coefficients of all blocks is given by where T is the transpose of an MN X MN block-diagonal matrix, in the form
where D is a matrix of order N , whose columns are the basis functions that define the transform of each block.
With the LOT, each block has L samples, with L > N , so that neighboring blocks overlap by L -N samples.
The basic operation of the LOT is thus similar to the overlapping method of [ lo]. A fundamental difference is that the LOT maps the L samples of each block into N transform coefficients. With the number of transform coefficients being equal to the block size there is no increase in the data rate. The LOT can be defined as in ( l ) , with T given by
where Po is an L X N matrix that contains the LOT basis functions for each block. We have assumed L 5 2 N , i.e., the length of each basis function is at most twice the block size. This choice will be justified later. The matrices P I and P2 are introduced because the first and last blocks of a segment have only one neighboring block, and thus the LOT for the first and last blocks must be defined in a slightly different way, to guarantee that none of the basis functions extends beyond the segment boundaries. We
We note that the LOT of a single block is not invertible, since Po is not square. Nevertheless, in terms of reconstructing the whole segment xo, all we need is invertibility of T. Orthogonality of T is also a desirable property, as with all transforms in traditional transform coding, since it guarantees good numerical stability. In order for T to be orthogonal, the columns of Po must be orthogonal, PhPo = z, (4) and the overlapping functions of neighboring blocks must also be orthogonal, PhWP, = P()W'P, = 0, ( 5 ) where Z is the identity matrix, and the shift operator W is defined by w = [ ; 3.
The identity matrix above is of order L -N , and we have assumed L I 2 N . As we will see later, a good choice for L is L = 2 N . We will say that an LOT matrix Po isfeasible if it satisfies (4) and (5). The set of feasible LOT'S is clearly a superset of nonoverlapping transforms.
Besides the required orthogonality conditions above, we should expect additional properties to hold for a good LOT matrix Po, based on our knowledge of the DCT and KLT. If a feasible LOT is to exhibit good energy concentration, its basis functions should have properties similar to those of the DCT and KLT functions. Two of these properties seem to be the most relevant.
First, we recall that the DCT is a good substitute for the KLT because the DCT functions approximate the eigenvectors of the autocorrelation matrix R,, of a first-order Gauss-Markov process . . .
0
It turns out that half of the eigenvectors of R,, are sym-
It is reasonable to expect that the LOT should also have this kind of symmetry, i.e., it should be formed by N/2 symmetric (or even) vectors and N/2 antisymmetric (or odd) vectors. The DCT functions have this even-odd symmetry. Second, it is reasonable to assume that at least the loworder vectors (responsible for most of the energy concentration) should be slowly varying sequences, e.g., sampled sinusoids with low frequencies. The eigenvectors of R,, in (7) are exactly sampled sinusoids [4], for any value of p . The DCT basis functions are also sampled sinusoids.
Based on the discussion above, we will assume that half of the basis functions that compose a good LOT matrix Po are even, and half are odd. Furthermore, we should look for a set of feasible functions where the lower order functions are as smooth as the DCT or KLT functions. It is interesting to note that the orthogonality of shifted functions in ( 5 ) automatically forces the samples of the low-order basis functions to decay toward zero at their ends (otherwise, a zero inner product would not be attained) [3] . This is the key to reducing blocking effects.
AN OPTIMAL LOT
An optimal LOT should minimize the bit rate for any reconstruction error level. Assuming that the Markov model of (7) where U,? is the ith diagonal entry of the matrix Ro = P~R x x P o .
(11) Cassereau [l], [2] obtained optimal LOT'S by means of an iterative optimization technique that searches for a maximum of GTc. At each step, a new basis function (i.e., a column of P o ) is obtained. This approach has the disadvantage of being highly sensitive to numerical errors, even with double-precision computations. Also, the optimal Po may not be easily factorable so that a fast algorithm may not exist.
We present here a direct approach [ 3 ] for the derivation of an optimal LOT when L = 2N, i.e., the basis functions of neighboring blocks overlap by N samples. Our approach is virtually insensitive to numerical errors, and it also leads to a better understanding of the LOT, so that a fast algorithm can also be derived. The key point is to start with a feasible LOT matrix P that is not necessarily optimal. Then, the matrix
is also a feasible LOT for any orthogonal Z, since PhP, = Z'P'PZ = Z'Z = I , P;, WP, = Z'P' WPZ = 0 .
We can define a feasible LOT from the DCT, by
where De and Do are the N x N/2 matrices containing the even and odd DCT functions, respectively [ 3 ] . It is easy to verify the feasibility of P above. This particular choice will be justified in Section IV. With P as in (15), what we need to obtain an optimal LOT is to find an optimal Z in (12). Substituting (12) into
(1 l), we obtain Ro = Z' P' R,, PZ .
(16) With P and R,, fixed, it is clear that GTc is maximized when Ro is diagonal, i.e., when the columns of Z are the eigenvectors of P' R,,P. With such a 2, the LOT matrix Po is optimal.
It is important to point out that our optimization approach leads to an optimal LOT that is tied to the choice of the initial matrix P . Since each column of P has L elements, with L > N, they span an N-dimensional subspace of (RL. For any 2, the matrix PZ will always belong to that subspace, and so will the optimal LOT. However, there may exist a feasible LOT P that does not belong to the subspace spanned by the columns of P , i.e., it cannot be generated by (1 2).
Thus, an optimal LOT derived by the procedure above may not be the globally optimal LOT, in the sense of maximizing the energy compaction. However, as we will see later, our choice for P in (15) is good enough since we have obtained the same energy compaction as Cassereau's functions [l], [2] , which are designed to be globally optimal (actually, we have obtained slightly higher GTC's; this is probably due to some error propagation in Cassereau's algorithm).
For a Markov model with p = 0.95, the columns of the optimal Po are shown in Fig. 1 . The functions are not very sensitive to variations in p , so that the results for p = 0.8, for example, a virtually the same as those in Fig. 1 . We note in Fig. 1 that the orthogonality constraints for the functions belonging to neighboring blocks led to basis functions that decay toward zero at their boundaries. The first basis function, for example, has a boundary value that is 5.83 times lower than its value at the center. So, the discontinuity from zero to the boundary value is much lower than that of the standard DCT functions, and this is one of the main reasons why blocking effects are reduced.
There are two basic properties of the LOT functions in Fig. 1 that are a direct consequence of the choice L = 2N. First, if the lowest order basis functions for a group of consecutive blocks are superimposed, the resultant sequence has a constant dc value. This is an important and desirable characteristic, since it implies that a flat field can be reproduced with only one transform coefficient per block. If L were smaller than 2N, perfect dc reconstruction with only one coefficient would necessarily lead to a loss of smoothness in the central portion of the first basis function. Second, the fact is that the right boundaries of the basis functions for block r are immediately adjacent to the left boundaries of the functions for block r + 2 . If L were smaller than 2 N , there would be two different positions in block r + l where discontinuities from block r and block r + 2 might occur. It seems, therefore, that L = 2 N is a good choice for the length of the functions. The factor Z of the optimal LOT matrix Po = PZ may not be factorable in N log ( N ) butterfly stages. This is exactly the same deficiency of the optinlal KLT for block coding without overlapping. In the next section, we discuss an approximation to the optimal LOT that can be implemented through a fast algorithm, just as the DCT is a fast-computable approximation to the KLT.
IV. FAST COMPUTATION OF THE LOT
The key to a fast algorithm for the LOT is the approximation of the matrix Z by a product of a few simple factors. Actually, this is the main reason why we have chosen the DCT basis functions in the definition of P in (15).
Such a definition will allow us to obtain a useful expression for the matrix P' R,.. P . In order to simplify notation, let us refer to the Gauss-Markov autocorrelation matrix in (7) as R ( 2 N , p ) , where the first parameter represents the matrix order. We can relate R ( 2N, p ) If we let the correlation coefficient p approach unity, the matrices De and Do will contain the asymptotic even and odd eigenvectors of R ( N , p ) , respectively, since the DCT is the limit of the KLT as p + 1 [15] . Thus, the terms Dl R ( N , p ) D e and DL R ( N , p )Do are asymptotically diagonal, with positive entries. Also, as p + 1, the vector r will have all of its entries equal to one, i.e., it will be an even vector. Thus, the term Dirr' Do goes to zero. Furthermore, since the vector [ 1 1 --13' is equal to f i times the first column of De, it follows that
D: rr ' De
Thus, it is clear that RI will asymptotically be a diagonal matrix with positive diagonal entries. The factor R2, however, may not have a dominant diagonal because the third term in (20) is subtracted from the others. Nevertheless, we can expect the following approximation to hold as p gets closer to one:
where Z is of order N / 2 . Although R2 may not have a strongly dominant diagonal, we should expect some diagonal dominance, so that 2 should not be far from the identity matrix. In fact, in [3] it is shown that Z can be closely approximated by a cascade of N / 2 -1 plane ro- where Bi is the rotation angle, and the top left identity factor in (24) is of order i -1. If we apply the transpose of each T, to 2 in the reverse order of (24), we should obtain a close approximation to the identity matrix, and this is indeed the case [3] . [3] . With these angles, the energy compaction is G, = 9.32, which is close to the value GTC = 9.49 corresponding to the exact solution. Thus, the loss in coding gain by using the approximation in (23) is only 0.08 dB. The energy compaction for a DCT of size 16 is GTC = 8.82, so that the LOT leads to an improvement of 0.32 dB in the rms reconstruction error.
It is important to note that the approximation of 2 by a cascade of N -1 butterflies is satisfactory for small N . When N I 32, the approximation may introduce small discontinuities in the low-order basis functions, which would lead to noticeable artifacts in the reconstructed signal. The problem of finding a good approximation to 2 for large N is still unsolved.
Our fast LOT is defined by Po in (12), with P given by (15) and 2 by ( 
DO
This LOT matrix has been presented in a shorter version of this work, reported in [ 181. Here we will present details of the implementation of that LOT. The flowgraph corresponding to the above matrix, for N = 8, is shown in Fig. 2 . Note that the flowgraph can be used for both the direct and the inverse LOT'S, by transposition, as with all orthogonal transforms. Although the flowgraph of Fig.  2 seems to indicate that we need to compute two DCT's of size N to obtain N LOT coefficients, this is not so, as we discuss below. Now we return to the point that what we need to compute is the LOT of the whole data segment xo in ( l ) , and also to the relationship among Po, PI, and Pz, in (3). From   Fig. 2 , it is clear that the DCT's used in block r can also be used in part for blocks r -1 and r + 1, as shown in Fig. 3 . The LOT of the first and last blocks, P I and P2, are obtained by reflecting the data at the segment boundaries. This is equivalent to using the block labeled He in Fig. 3 , where He is the matrix containing half of the sam- 
V . AN IMAGE PROCESSING EXAMPLE
The shapes of the LOT functions in Fig. 1 suggest that the LOT can be very effective in reducing the blocking effects. As an example, consider the "CAMERA" image in Fig. 4(a) , which contains 256 X 240 pixels, at 8 bits per pixel. The right half of the image was replaced by the magnified version of a region of the left half, so that the effects of processing over that particular area of the image could be better observed.
In Fig. 4(b) , the image was coded with the DCT at an average rate of 0.5 bits per sample, with a block size N = 16, and a single bit pattern with scalar Max quantizers for all blocks, as described in [4] . The image quantity is somewhat low for half a bit per pixel, because the bit pattern was not adaptive. We note that the blocking effect in the magnified area is strong enough to be annoying. In Fig. 4(c) , the DCT was replaced by the LOT, at the same rate of 0.5 bits per sample, with a new bit pattern, rederived in terms of the new estimated coefficient variances. The blocking effects are reduced to a level where they can barely be detected by the human eye. The coding noise pattern is virtually unaffected by the LOT, being mainly a function of the quantization process. The rms error was slightly lower with the LOT, the main reason being that M A L V A R A N D S'I AELIN TRANSFORM CODING WITHOUT BLOCKING EFFECTS 559 the compaction GTC of the LOT is somewhat larger than [ I l with little computational overhead, when compared to the DCT. A typical image processing example has shown the efficiency of the LOT in reducing the blocking effects, in agreement with the experiments reported in [ I] -131. We believe that the fast LOT introduced in this paper allows the implementation of block coding systems at low bit rates (below 1.5 bits per sample) with much less noticeable blocking effects than traditional DCT-based transform coding.
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