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MOMENT ESTIMATES FOR THE EXPONENTIAL SUM WITH HIGHER
DIVISOR FUNCTIONS
MAYANK PANDEY
1. INTRODUCTION
For a sequence (an)n>1 of arithmetic interest, it is often desirable to have esti-
mates for the Lp norms of the exponential sum M(α) = ∑n6X ane(nα) as X grows.
Such estimates are useful in applications of the circle method. In addition, suffi-
ciently strong estimates for them can yield estimates for the distribution function
{α ∈ [0, 1] : |M(α)| > λ} for λ in appropriate ranges.
In the case that an is 1 if n is a kth power and 0 otherwise, such estimates have
connections to Waring’s problem, and the consequences of conjectured estimates
for
∫ 1
0 |M(α)|sdα for s in various ranges have been studied by Vaughan and Woo-
ley [6].
This problemwas also studied by Keil [3] in the case of the indicator function of
k-free numbers, and the size of
∫ 1
0 |M(α)|sdα was estimated up to a constant factor
for all s 6= 1+ 1k , and in the case s = 1+ 1k , it was only determined up to a factor
of logX.
In general, when higher values of s are considered, as long as the sequence in
question has some structure in arithmetic progressions, the bulk of the contribu-
tion ends up coming from narrow regions near a small number of points (typi-
cally rationals with small denominator). For this reason, one typically expects that∫ 1
0 |M(α)|sdα is between X−εAs(X) and XεAs(X) with As(X) equal to either Xα1s
or Xα1s + Xα2s−σ1 for some α1 < α2, and some σ > 0. The second case is what
happens in the case of k-free numbers as well what is conjectured in the case of
kth powers. In the case of the Mo¨bious function, the first case is conjectured (it is
implied by Mertens conjecture that |M(α)| ≪ X1/2+ε).
In this paper, we study the case of divisor functions and high moments. In
particular, let k > 2 be some integer, and s > 2 be real. Then, let
τk(n) = ∑
d1...dk=n
1
and
M(α) = ∑
n6X
τk(n)e(nα).
Our main result is the following.
Theorem 1.1. We have∫ 1
0
|M(α)|sdα = Xs−1(logX)s(k−1) ∑
ℓ>0
γℓ,s,k
(logX)ℓ
+O(Xs−1−δs,k)
1
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δs,k = min
(
s− 2
2
, 2
)
·
min
(
2
k+1 ,
2s−4
s+1
)
min
(
s−2
2 , 2
)
+ 2k+3k−1
.
for some coefficients γs,k,ℓ satisfying the bound |γs,k,ℓ| ≪ exp(O(ℓ)), with γs,k,0 > 0.
We prove this with a straightforward application of the circle method. For such
high moments, the major arcs make up the bulk of the contribution as long as
the denominators in the major arcs only go up to a sufficiently small power of X.
This is quite unlike the case of lower moments. For example, in the case of the
usual divisor function τ2, which was considered by the author in [5], one must
make our major arcs cover all of [0, 1], while in the case of higher moments, it
suffices to obtain minor arc bounds. The minor arc bounds we use follow from
a decomposition of τk into type I and type II sums like as in Vaughan’s identity,
and the major arc estimates follow from standard estimates for partial sums of
τk(n)χ(n) coming from Voronoi summation (in particular, Theorem 4.16 in [1]).
In the course of dealing with the main term, we prove a result on the order of
magnitude of higher moments of Dirichlet kernels, which we state here. This will
be proven in a later section.
Proposition 1.2. We have that for s > 2
∫ 1
0
|v(β)|sdβ = AsXs−1 +O
(
Xs−1−
2s−4
s+1
)
.
where
As =
1
22s−1
∫ 1
0
sin(piβ)s
βs
dβ +
22s−1Γ
(
s+1
2
)√
pi
Γ
(
s+2
2
) ζ(s).
Our methods likely generalize straightforwardly to the case of χ1 ∗ · · · ∗ χk for
some fixed Dirichlet characters χ1, . . . , χk, and yield a similar result. The case of
Fourier coefficients of GL(k) cusp forms is quite distinct however, since it is ex-
pected, and was shown by Jutila [2] for some of the GL(2) case, that the relevant
exponential sum is small everywhere. Consequently, the bulk of the contribution
should not come from the major arcs, so our method would not yield an asymp-
totic formula.
We have not taken much care to optimize the sizes of the error terms. In par-
ticular, the error terms in Proposition 3.1 and Proposition 1.2 are locations at im-
provements are likely to be cheaply available.
1.1. Notation and conventions. X is some sufficiently large real number that should
be thought of as going to ∞, and ε > 0 is some sufficiently small constant. s > 2 is
a fixed real number, and k > 2 is some fixed integer. As usual, we use the notation
A ≪ B ⇐⇒ A 6 O(B) ⇐⇒ B ≫ A to denote that A 6 CB for some absolute
constant C. In any instance, this implied constant may depend on s, k, ε, and any
further parameters on which it may depend will be noted in a subscript. We write
a ∼ A to denote that A < a 6 2A, and a ≍ A to denote that A≪ a ≪ A.
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2. SETUP
Take P = Xη, with
η = min

 min
(
2
k+1 ,
2s−4
s+1
)
min
(
s−2
2 , 2
)
+ 2k+3k−1
,
1
4

 .
Also, letM be the union of
M(q, a) = {α ∈ [0, 1] : |α− a/q| 6 PX−1}
for q 6 P, (a, q) = 1, and m = [0, 1] \M. Note that for large X, all the M(q, a) are
disjoint. It is easy to see by Dirichlet’s approximation theorem that for all α ∈ m,
there exist P < q 6 X/P, (a, q) = 1 so that |α− a/q| 6 q−2. Then, the main result
follows if we can prove the following two estimates for the contribution of the
major and minor arcs.
Proposition 2.1. We have that∫
M
|M(α)|sdα = Xs−1(logX)s(k−1) ∑
ℓ>0
γℓ,s,k
(logX)ℓ
+O(Xs−1−δs,k)
where γs,k,ℓ, δs,k are as in the statement of Theorem 1.1.
Proposition 2.2. We have the bound∫
m
|M(α)|sdα ≪ Xs−1− 12 η(s−2).
Proposition 2.2 follows immediately from Proposition 5.1, which we prove in
the last section. In the next two sections, we shall prove Proposition 2.1. The main
theorem clearly follows from these two results.
3. MAJOR ARC ESTIMATES FOR HIGHER DIVISOR FUNCTIONS
Our main major arc estimate is the following. This follows from the method
in the proof of Proposition 4.2 in [4], though we may use Theorem 4.16 in [1] to
achieve the below error terms.
Proposition 3.1. Suppose that q > 1, (a, q) = 1. Then, we have that
∑
n6X
τk(n)e
(
an
q
)
= XPk,q(logX) +O(q
1
k+1X
k−1
k+1 (qX)ε)
where Pk,q(logX) is a polynomial of degree k − 1 in logX with coefficients of size ≪
τ2(q)
O(1)/q. In addition, the coefficient of (logX)k−1 is nonnegative and≫ 1/q.
From partial summation, we then obtain the following.
Corollary 3.2. Suppose that q > 1, (a, q) = 1, |β| 6 1. Then, we have that
∑
n6X
τk(n)e
(
an
q
)
= Qk,q(logX)v(β) +O((1+ |β|X)q
1
k+1X
k−1
k+1 (qX)ε)
where Qk,q(logX) is a polynomial of degree k − 1 in logX with coefficients of size ≪
τ2(q)
O(1)/q. In addition, the coefficient of (logX)k−1 is nonnegative and≫ 1/q.
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4. THE MAIN TERM
Before we start dealing with the main term, we shall prove Proposition 1.2.
Proof of Proposition 1.2. We suppose that ⌊X⌋ is equal to 2N + 1 for some even N.
This should have no effect on the final result as shifting X by O(1) does not affect
the statement of the lemma. Then, it follows that
∫ 1
0
|v(β)|sdβ =
∫ 1
0
∣∣∣∣sin(piβN)sin(piβ)
∣∣∣∣
s
dβ
= 2
∫ 1/N
0
∣∣∣∣sin(piβN)sin(piβ)
∣∣∣∣
s
dβ + 2 ∑
16k<N/2
∫ k+1
N
k
N
∣∣∣∣sin(piβN)sin(piβ)
∣∣∣∣
s
dβ.
First we deal with the first summand. Note that 1sinpiβ =
1
piβ +O(|β|), so it follows
that ∫ 1/N
0
∣∣∣∣ sin(piβN)sin(piβ)
∣∣∣∣
s
dβ =
(∫ 1/N
0
sin(piβN)s
βs
dβ
)
(1+O(1/N2))
= Ns−1
∫ 1
0
sin(piβ)s
βs
dβ +O(Ns−3).
Note that for 1 6 k < N/2, β ∈
[
k
N ,
k+1
N
]
, we have the trivial bound
∣∣∣∣ sin(piNβ)sin(piβ)
∣∣∣∣ ≪
N
k . In addition, we have that
csc(piβ) sin(piNβ) = sin(piNβ)
N
k
+O
(
k
N
)
,
so it follows that
∑
16k<N/2
∫ k+1
N
k
N
| csc(piβ) sin(piNβ)|sdβ = Ns−1(1+O(D2/N2)) ∑
16k<D
1
ks
∫ 1
0
sin(piβ)sdβ +O
(
Ns
Ds−1
)
= ζ(s)
1
pi
·
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
s+2
2
) Ns−1
(
1+O
(
D2
N2
+
N
Ds−1
))
,
where we have used the indentity
∫ 1
0
sin(piβ)sdβ =
2
pi
∫ pi/2
0
sin(β)sdβ =
1
pi
·
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
s+2
2
) = 1√
pi
·
Γ
(
s+ 12
)
Γ
(
s
2 + 1
) .
Taking D = N
3
s+1 yields the desired result. 
We will now prove Proposition 2.1 using Proposition 1.2.
Proof of Proposition 2.1. From the definition ofM, we have that
∫
M
|M(α)|sdα = ∑
q6P
∑
∗
a(q)
∫ P/X
−P/X
∣∣∣∣M
(
a
q
+ β
) ∣∣∣∣
s
dβ
= ∑
q6P
ϕ(q)Qk,q(logX)
s
∫ P/X
−P/X
|v(β)|sdβ +O(Xs−1P 2k+3k+1 X− 2k+1+ε).
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Wemay extend the range of integration to [−1/2, 1/2] at a total loss of≪ Xs−1−2η
by the bound v(β) ≪ min(X, ‖β‖−1). Applying Lemma 1.2 then yields that the
above equals
AsX
s−1 ∑
q6P
ϕ(q)Qk,q(logX)
s +O(Xs−1P
2k+3
k+1 (X−
2
k+1+ε + X−
2s−4
s+1 ) + Xs−1X−2η).
Now, writing Qk,q(logX) = α0(q) + · · ·+ αk−1(q)(logX)k−1, we obtain that
Qk,q(logX)
s = (logX)s(k−1)α0(q)s
(
1+
α1(q)α0(q)
−1
logX
+ · · ·+ αk−1(q)α0(q)
−1
(logX)k−1
)s
= α0(q)
s(logX)k(s−1) ∑
ℓ>0
(s) . . . (s− ℓ+ 1)
ℓ!
· βℓ(q)
(logX)ℓ
for some coefficients βℓ(q) with β0(q) = 1, and |βℓ(q)| ≪ τ2(q)O(ℓ) for ℓ > 1.
Here, we have use the fact that α0(q) is nonnegative and ≫ 1/q. Executing the
summation over q, we thus obtain that
∫
M
|M(α)|sdα = Xs−1(logX)s(k−1) ∑
ℓ>0
γs,k,ℓ
(logX)ℓ
+O(Xs−1+η·
2k+3
k−1 −min( 2k+1 , 2s−4s+1 )+ε +Xs−1−2η)
for some coefficients γs,k,ℓ satisfying the bound |γs,k,ℓ| ≪ exp(O(ℓ)). The desired
result follows. 
5. THE MINOR ARCS
To bound M(α) on the minor arcs, we shall use the following bound. This is
essentially the same bound one obtains in the case of the von Mangoldt function.
Our proof proceeds in the same manner as this case, through a decomposition of
τk(n) into type I and type II sums.
Proposition 5.1. Supposed that α, a, q are so that (a, q) = 1, |α− aq | 6 1/q2. Then, we
have that ∣∣∣∣ ∑
n6X
τk(n)e(nα)
∣∣∣∣≪
(√
qX+
X√
q
+ X7/8
)
logO(1) X
Proof. First, it is easy to see by splitting into dyadic intervals that it suffices to show
the result with a sum over n ∼ X, so we shall assume this from now on.
Our proof follows similarly to the proof of minor arc bounds for the exponential
sum with the von Mangoldt function, and to decompose our sum into type I and
type II sums, we shall use Lemma 2.15 in [4]. In the case m = 2, ε = 14 ,H0 = X
1
2+
1
8
(ε in the sense of Lemma 2.15 of [4], not to be confused with ε in the rest of this
paper which denotes a small positive constant), we obtain that for n ∼ X, τk(n) is
the sum of O((logX)O(1))many terms of either the form
(1) ∑
n=n1n2
n1∼N1,n2∼N2
a(m)b(n)
6 MAYANK PANDEY
with N1 ≪ X1/4,N2 ≫ X3/4, where a(m) is either log n or 1 everywhere, and
|b(n)| ≪ (τ(n) logn)O(1), or of the form
(2) ∑
n=n1n2
n1∼N1,n2∼N2
a(m)b(n)
where N1N2 ≍ X,M,N ≫ X1/4, and |a(n)|, |b(n)| ≪ τ(n)O(1) logO(1)(n). The
desired result then follows from Lemmas 13.7, 13.8 in [1] (since Lemma 13.7 still
holds, possibly with an extra factor of (logX)O(1), if one adds a factor of log n to
the inner sum). 
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