Accurate segmentation of a set of regions of interest (ROIs) in the brain images is a key step in many neuroscience studies. Due to the complexity of image patterns, many learning-based segmentation methods have been proposed, including auto context model (ACM) that can capture highlevel contextual information for guiding segmentation. However, since current ACM can only handle one ROI at a time, neighboring ROIs have to be labeled separately with different ACMs that are trained independently without communicating each other. To address this, we enhance the current single-ROI learning ACM to multi-ROI learning ACM for joint labeling of multiple neighboring ROIs (called eACM). First, we extend current independently-trained single-ROI ACMs to a set of jointly-trained cross-ROI ACMs, by simultaneous training of ACMs for all spatiallyconnected ROIs to let them to share their respective intermediate outputs for coordinated labeling of each image point. Then, the context features in each ACM can capture the cross-ROI dependence information from the outputs of other ACMs that are designed for neighboring ROIs. Second, we upgrade the output labeling map of each ACM with the multi-scale representation, thus both local and global context information can be effectively used to increase the robustness in characterizing geometric relationship among neighboring ROIs. Third, we integrate ACM into a multi-atlases segmentation paradigm, for encompassing high variations among subjects. Experiments on LONI LPBA40 dataset show much better performance by our eACM, compared to the conventional ACM.
INTRODUCTION
Accurate quantitative measurement of morphological structures is very important in neuroimaging-based studies. Since spatially connected or adjacent structures in the brain are highly correlated to each other in term of their brain functions or changes due to diseases, it is demanding to segment them jointly from brain images. However, it is often difficult to accurately label voxels in the boundaries of neighboring structures, due to the complex image patterns.
Among many automatic ROI labeling methods [1] [2] [3] [4] [5] [6] [7] , auto-context model (ACM) [7] is one of state-of-the-art learning-based methods, which can use not only image appearance but context features for guiding labeling. In the beginning of training stage, image appearance features are used to train a classifier and estimate a probability map, for evaluating the probability of each image point belonging to the target ROI. Then, the context information can be derived from this tentative probability map to train next classifier by providing the additional geometric context heuristics. By alternating 1) the training of next classifier from both image appearance and the latest context features, 2) the estimation of probability map by the current learned classifier for updating context features, a sequence of classifiers can be learned to segment the target ROI from the training images. In the testing stage, given a new subject, the classification probability map will be iteratively refined via a sequence of those trained classifiers, to obtain the final segmentation.
However, similar to many other methods, current ACM is limited for segmenting one ROI at a time. In this paper, we extend the conventional single-ROI learning ACM to the multi-ROI joint learning ACM. First, we simultaneously train ACMs and coordinate all ACMs in predicting the label on each point, where each ACM is trained for a particular ROI. For this, we allow the ACMs to share their respective intermediate outputs during the training. Thus, the context features in each ACM can capture not only the within-ROI relation information from its own outputs, but the cross-ROI dependence information from the outputs of other ACMs that are designed for the neighboring ROIs. Second, we further upgrade the output labeling map of each ACM with the multi-scale representation, thus both local and global context information can be effectively used to increase the robustness in characterizing geometric relationship among the neighboring ROIs. Third, we integrate ACM into a multi-atlases segmentation paradigm, for encompassing the high variations among different subjects.
By comparison with conventional ACM using the LONI LPBA40 dataset with 56 manual ROIs for each brain image, our eACM has achieved more accurate segmentation results in terms of ROI overlap degree. It is worth noting that it is straightforward to apply our eACM method to simultaneous segmentation of other organs in many other applications.
METHOD
The goal of ACM is to learn a set of classifiers to gradually label each point in a new target image T into either positive (e.g., object) or negative (e.g., non-object). In the following, we first briefly explain the conventional ACM in Section 2.1. Then, we present our augmented ACM with the capability of jointly handling N non-overlapping ROIs
in Section 2.2. We further enhance the robustness of our method by using multi-scale representation and multi-atlases paradigm in Section 2.3. 
we train a sequence of classifiers from local image appearance and context features to predict whether a particular point x belongs to a certain ROI
Specifically, for each point x, its local image appearance features can be extracted in a certain neighborhood, which include (1) image intensities and statistics (e.g., intensity mean and variance) within the local neighborhood, (2) Haar features at different scales, and (3) texture features (e.g., image contrast and entropy). Besides using these image appearance features, context features importantly used in ACM. Since each probability map Predict ROI Labels in the Testing Stage. Given a sequence of learned classifiers, the conventional ACM iteratively predicts the classification probability for each point in the target image by gradually refining the probability map. Specifically, to label ROI n O , both image appearance features and context features in the k-th iteration are extracted, respectively, from the target image T and the classification probability map
iteration. Then, we apply the learned k-th classifier to these appearance/context features for estimating the new classification probability map ) ( ,
to update the context features for the (k+1)-th iteration. We repeat these steps until all K classifiers are applied. In the end, we can segment the ROI n O in the target image based on the final estimated classification probability map.
Multi-ROI ACMs for Joint Labeling of ROIs
Since the context feature in the conventional ACM is defined from a particular ROI n O , it is unaware of the geometric relationship with neighboring ROIs. However, such cross-ROI information can be very useful to accurately label multiple neighboring ROIs. In this section, we extend the conventional ACM to handle multiple ROIs jointly.
Specifically, we will jointly train a set of ACMs for all spatially-connected ROIs, to allow them to share their respective intermediate outputs during the training. When training the ACM for the ROI n O at the k-th iteration, we will not use only its own classification probability map
, but the classification probability maps of all ROIs,
, to obtain the cross-
is the augment of all ROI-specific context features in all neighboring ROIs. Then, we can further train the ACM for each ROI n O by using the obtained image appearance and cross-ROI context features. Different ACMs infer different sets of classifiers at the k-th iteration, which are used to generate the new classification probability maps for the next iteration (the k+1-th iteration).
Improved ACM with Multi-Scale Representation and Multi-Atlases Segmentation Paradigm
Multi-Scale Representation for Probability Map. In conventional ACM, every element in the ROI-specific context feature ) ( , x n i  uses the probability value at a fixed scale. However, the displacement of each sampling location in  has different importance for the center point. Therefore, it is not desirable to use the same scale to describe the shape priors at different sampling locations. Here, we allow each sampling location to use adaptive scale for capturing the shape priors from the classification probability map. Specifically, we partition the whole sampling pattern  into several nested non-overlapping layers, spreading from the center point to the bound of the probability map. We then apply Gaussian smoothing to the probability map with different kernel sizes. Next, we use the smoothed probability map with the smallest kernel size to capture the fine-scale shape prior for the layer (of sampling locations) closest to the patch center. Gradually, we use the smoothed probability map with larger scale to capture the coarse-scale shape prior as the distance between the sampling location and the patch center increases. In this way, the image patch can be equipped with the multi-scale context feature representation. Multi-Atlases Segmentation Paradigm. Multi-atlases segmentation paradigm can significantly improve the segmentation performance since the atlases encompass the high structure variations in the population. It is straightforward to simultaneously segment multiple ROIs by using multiple atlases. Given M training images I and their (ground-truth) manual labels L as mentioned above, we can train the cross-ROI and multi-scale ACM in the domain of each training image i I by registering all other training image
In the testing stage, we treat all training images as the atlas images. First, we sequentially register each training image i I to the target image T. Thus, we can bring the learned cross-ROI and multi-scale ACMs, trained in each atlas domain, to the target image domain. Next, we allow each cross-ROI and multi-scale ACM to predict the probability maps for multiple ROIs. Thus, for each ROI under consideration, we have M×N classification probability maps, which encode the estimated segmentation information from multiple atlases for multiple ROIs. After we average all these probability maps based on the appearance discrepancies between target image and each aligned atlas image, we can use a level-set algorithm [8] to determine the final binary segmentation result for each ROI.
EXPERIMENTAL RESULTS
In the following experiments, we comprehensively evaluate the performance of our eACM labeling method on 40 images in LONI LPBA40 dataset, where each image has 56 manually labeled ROIs. 20 images are used as training images, while the other 20 images are used as testing images.
To evaluate the performance of the proposed eACM method for simultaneously labeling multiple ROIs, we specifically examine the segmentation results in two groups of spatiallyconnected ROIs, i.e., ROISet1 (hippocampus, parahippocampus gyrus, fusiform gyrus), and ROISet2 (caudate, putamen, insular cortex). Since the ROIs in both ROISet1 and ROISet2 are symmetrically defined in both left and right hemispheres, we apply our eACM for each hemisphere separately. In both training stage and testing stage, the affine registration is used to map all images to the same reference space by using the FLIRT algorithm in FSL package. Both qualitative and quantitative evaluation results on the 20 testing images are provided in the next, by comparing with the conventional ACM method which also uses the multiple atlases. For fair comparison, we use the same parameters for the ACM used in both methods, e.g., the feature sets and the number of iterations. Fig. 2 shows the labeling results for the three ROIs from ROISet1 (the 1st row of Fig. 2 ) and also another three ROIs from ROISet2 (the 2nd row of Fig. 2 ) on a selected test image by the conventional ACM method and our eACM method. Compared with manual segmentations (Fig. 2 (a) and (d)), it is apparent that the labeling results by our method (Fig. 2 (c) and 2(f)) for both ROI sets are much closer to the manual segmentations than the conventional ACM method (Fig. 2 (b) and 2(e) ), especially on the boundary areas between different ROIs.
Qualitative Evaluation on Labeling Results

Quantitative Evaluation on Labeling Results
For quantitative comparison of the conventional ACM and our eACM, we use 4 overlap metrics (Precision, Recall, Jacquard, and Dice ratio) between the manual labeling and automatic labeling results by the conventional ACM and our eACM, respectively. The metrics are defined as Precision= is the volume of automatic labeling result. Here, we specifically evaluate hippocampus (HP), parahippocampus gyrus (PG), and fusiform gyrus (FG) in ROISet1, and also caudate (CA), putamen (PU), and insular cortex (IC) in ROISet2, since they are all spatiallyconnected in each ROI set. Table 1 shows the average values (averaged over 20 testing images) of these four metrics in these 6 ROIs by the conventional ACM and our eACM, respectively. It is clear our eACM outperforms the conventional ACM in all evaluation metrics and all examined ROIs, indicating the advantages of our eACM in simultaneously handling multiple ROIs and improving the labeling robustness by using multi-scale representations. 
CONCLUSION
In this paper, we present an enhanced ACM (eACM) method to simultaneously label a set of ROIs in the brain images. Specifically, we jointly train multiple cross-ROI ACMs for joint labeling of the neighboring ROIs, by allowing different ACMs to share their intermediate classification probability maps during the training and testing procedures. Thus, these ACMs can capture the geometric heuristics of all neighboring ROIs during the iterative labeling. We further improve the robustness of labeling by upgrading the probability maps with multi-scale representations and further integrating them to a multi-atlases paradigm. After we incorporate all improvements into the conventional ACM method, more accurate segmentation results are achieved by our eACM method on the LONI LBPA 40 dataset. Table 1 . Quantitative comparisons between conventional ACM and our eACM on 6 ROIs (hippocampus, parahippocampus gyrus, fusiform gyrus, caudate, putamen, and insular cortex), based on the Precision, Recall, Jacquard and Dice ratio measurements. (unit: %).
