The surface kinetic energy of a 1/48 • global ocean simulation and its distribution as a function of frequency and location are compared with the one estimated from 15,329 globally distributed surface drifter observations at hourly resolution. These distributions follow similar patterns with a dominant low-frequency component and well-defined tidal and near-inertial peaks globally. Quantitative differences are identified with deficits of low-frequency energy near the equator (factor 2) and at near-inertial frequencies (factor 3) and an excess of energy at semidiurnal frequencies (factor 4) for the model. Owing to its hourly resolution and its near-global spatial coverage, the array of surface drifters is an invaluable tool to evaluate the realism of tide-resolving high-resolution ocean simulations used in observing system simulation experiments. Sources of bias between model and drifter data are discussed, and associated leads for future work highlighted.
Introduction
Satellite remote sensing has been extensively used to advance our understanding of ocean dynamics over the last several decades Morrow & Le Traon, 2012) . With the advent of wide-swath radar interferometry, the upcoming Surface Water and Ocean Topography (SWOT) mission is expected to measure, for the first time, the sea surface height globally and at spatial scales down to 15-50 km depending on the local sea state (Callies & Wu, 2019; Morrow et al., 2019; Wang et al., 2019) . It is anticipated that these unprecedented sea surface height measurements will capture ocean variability in the submesoscale range (Durand et al., 2010; Fu & Ubelmann, 2014) . However, one common issue with altimetric data, as well as with other types of satellite observations in general, arises from the long repeat sampling cycles and therefore limited temporal resolution which complicates the disentanglement of signals with different temporal scales (e.g., slow balanced geostrophic motions and fast unbalanced internal gravity waves; Chavanne & Klein, 2010) . The issue of temporal sampling is critical for the SWOT mission (21-day repeat sampling) and other satellite RESEARCH LETTER 10 .1029/2019GL083074 Key Points: • Velocity frequency rotary spectra from a 1/48 • global ocean model are compared to spectra derived from hourly surface drifter observations • The model exhibits variance 4 times higher in the semidiurnal band and 3 times lower in the inertial band compared with drifter data • Surface drifter observations are valuable for assessment of the surface circulation predicted by tide-and eddy-resolving global models
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Tide-resolving global numerical models with kilometer-scale resolution are revolutionizing our view of a variety of ocean processes (e.g., Arbic et al., 2018; Su et al., 2018) and provide a useful testing ground to investigate potential opportunities and challenges for oceanographic observations (e.g., Wang et al., 2018) . In particular, efforts to unravel the issue of balance/unbalanced disentanglement in the SWOT mission have heavily relied on high-resolution global numerical simulations Savage et al., 2017; Torres et al., 2018) . This then leads to another important question: How realistic are these state-of-the-art global ocean simulations?
To assess the realism of ocean variability predicted by global ocean simulations, in situ observations with the requisite resolution and (near-)global coverage are important. Elipot et al. (2016) produced a unique global data set of surface drifter positions and velocities with hourly temporal resolution, which enables studies of near-surface high-frequency motion (e.g., inertial and tidal). The surface drifter measurements have been previously used to investigate a wide range of oceanic processes and dynamics, from global velocity climatology (Lumpkin & Johnson, 2013) and mesoscale coherent vortices (Lumpkin, 2016) to submesoscale motions Zhang & Qiu, 2018) , near-inertial waves Liu et al., 2019) , internal tides (Zaron, 2019) , and relative dispersion (Corrado et al., 2017) . In situ observations by oceanographic moorings or profiling instruments may be suited to obtaining depth-dependent tidal and higher-frequency variability for model assessment (e.g., Ansong et al., 2017; Savage et al., 2017) and thus complement surface drifter observations.
In this study, we address the aforementioned question by comparing a global ocean model with global surface drifter measurements via frequency rotary velocity spectrum diagnostics, thus focusing on surface kinetic energy (KE). We take advantage of the drifter data set growth and development, in particular for drifters tracked by the Global Positioning System (GPS), which have improved position accuracy and Figure 2 . Zonally averaged rotary frequency spectra in 1 • latitude bins from surface velocity fields of (a) the LLC4320 simulation and (b) drogued drifter data. The inertial frequency (−f∕2 cpd) is indicated by the gray dashed line, and the Coriolis frequency (f∕2 cpd) is indicated by the white dashed line. (c) Globally averaged anticyclonic (at negative frequencies) and cyclonic (at positive frequencies) spectra of the LLC4320 simulation (blue) and the drogued drifter (black) horizontal velocity. The spectra estimated from only GPS-tracked drogued drifters are shown as gray lines. The light blue lines give the LLC4320 spectra calculated after adding Argos white noise level as described in section 3. Vertical light gray lines correspond to astronomical tidal frequencies. The insets are a zoom for frequencies from −2.5 to −0.5 cpd (top left) and from 0.5 to 2.5 cpd (top right), respectively. increased time resolution in comparison with those tracked by the Argos system . Our results indicate surface drifters may be useful for comparing and assessing numerical ocean models, from subinertial to supertidal frequencies.
Data and Methods

High-Resolution Global Model
Here, we use output from a state-of-the-art global ocean model, the so-called LLC4320 simulation , which was performed using the Massachusetts Institute of Technology general circulation model (MITgcm; Marshall et al., 1997) with a horizontal grid spacing of 1/48 • and 90 vertical levels. The simulation was carried out on a global Latitude-Longitude-polar Cap (LLC) grid (Forget et al., 2015) in a hydrostatic configuration, for a duration of 14 months from 13 September 2011 to 15 November 2012. The initial model state is derived from a 1/6 • global ocean state estimate from the Estimating the Circulation and Climate of the ocean, Phase II, output (Menemenlis et al., 2008) , and then a set of the LLC simulations were sequentially developed with increasing resolutions of 1/12 • , 1/24 • , and finally 1/48 • . The model is forced by surface flux fields (with a time interval of 6 hr starting in 2011) from the 0.14 • European Centre for Medium-Range Weather Forecasting atmospheric operational model analysis, which include 10-m wind velocity, 2-m air temperature and humidity, downwelling long and shortwave radiation, and atmospheric pressure load (Dee et al., 2011) . More important, the model has a tidal forcing that includes the 16 major constituents. The model resolves mesoscale eddies and internal waves and permits submesoscale variability. Horizontal wavenumber spectra suggest that the effective resolution of LLC4320 is about 8 km (Rocha et al., 2016) . The model time step is 25 s, and model variables are stored as snapshots at hourly intervals. The present study focuses on a yearlong record of surface horizontal velocity fields, starting on 15 November 2011. . The colored shading shows the 95% confidence interval determined using a boostrapping resampling approach. Note that near-inertial KE at latitude range 10 • S to 10 • N is not included because inertial motions there are indistinguishable from low-frequency variability in the spectra. KE = kinetic energy.
Surface Drifter Observations
For comparison, we use the latest version of the hourly data set from the Global Drifter Program (version 1.02, data available at http://www.aoml.noaa.gov/phod/gdp/hourly_data.php). The data set comprises horizontal velocity and position estimates at hourly intervals (Elipot et al., 2016) from 15,329 individual surface drifter trajectories for a period from October 1987 to November 2018. Because the drifters are scattered throughout the open ocean worldwide, the spatial distribution of the drifter hourly data points is somewhat inhomogeneous (Figure 1a ). Preferentially sampled regions can be found in the convergence zones, such as the interior of subtropical gyres. In contrast, areas with a divergent circulation, such as the equatorial region, and polar and coastal regions are generally less sampled. The overall average lifetime of surface drifters in the ocean is about 404 days, with up to 86% and 40% of the drifter duration longer than 60 days and a year, respectively ( Figure 1b ). The data set contains both surface drifter trajectories tracked by the Argos system and by the GPS (Figure 1c ). In particular, GPS-tracked drifters have been more heavily deployed after 2012 and account for 19.8% of the available data points. The drifter observations provide a rich data set that, because of its Lagrangian nature, convolves both spatial and temporal variability as the drifters passively follow ocean currents. Accuracy of drifter position and velocity estimates is largely determined by the tracking system (i.e., Argos versus GPS; Elipot et al., 2016) . Furthermore, it should be noted that wind slippage effects may introduce a bias between the drifter speed and the surface flow speed (Lumpkin & Pazos, 2007) . In order to minimize potential wind slippage effects, this study exclusively considers drifters that are drogued, which consist of 61 million hourly current vectors (about 40.0% of the available data). Drogued drifter currents are expected to be representative of currents at the drogue depth, that is, 15 m, which may be a source of potential discrepancy when these currents are compared to surface model ones as discussed in section 4.
Frequency Rotary Spectrum
Surface horizontal velocity time series from the LLC4320 simulation are used to estimate rotary spectra of horizontal velocity at each model grid point. For observations, rotary spectra are computed from horizontal velocities along drifter trajectories. For both data sets, we first divide velocity time series into segments of 60 days overlapping by 50% and linearly detrend over each segment, and then we compute the 1-D discrete Fourier transform of complex-valued fields (u + iv, where u and v are zonal and meridional velocity, respectively) multiplied by a Hanning window. The spectra are formed by multiplying the Fourier coefficients by their complex conjugates, and the spectra are averaged over segments. When averaged in space, drifter spectra are associated with the mean latitude and longitude of each trajectory segment (Figure 1d ). Given the geographical distribution of surface drifters, velocity data in coastal waters with depth shallower than 500 m and polar regions with latitude higher than 60 • are not considered in the calculation for both data sets.
We also integrate rotary frequency spectral densities over four frequency bands to compute KE components of interest, including high-frequency (>0.5 cpd, absolute values here and hereinafter), near-inertial Geophysical Research Letters 10.1029/2019GL083074 (0.9-1.1f ), semidiurnal (1.9-2.1 cpd), and diurnal (0.9-1.1 cpd). The KE components estimated from windowed spectra are then multiplied by a factor of 8/3 to compensate for the Hanning windowing operation (Emery & Thomson, 2001) . Total KE is estimated from temporal averages of instantaneous fields, and low-frequency KE is computed as total KE minus high-frequency KE. To achieve a balance between the drifter data point density (Figure 1e ) and latitudinal variability of the bin-averaged variables, a bin size of 1 • latitude is employed to compare zonally averaged rotary spectra and the associated band integrals between the model and drifter data (Figures 2 and 3, respectively) . The uncertainties of bin-averaged KE values are estimated as 95% confidence intervals via a boostrap method (Efron & Gong, 1983) . Finally, the band-integrated KE estimates are averaged in 1 • × 1 • spatial bins in Figure 4 .
Results
The model and drifter rotary spectra show qualitatively comparable distributions of energy as a function of frequency and latitude, characterized by high-energy peaks at low frequencies (<0.5 cpd) and diurnal, semidiurnal, and latitude-varying inertial frequencies (Figures 2a and 2b) . A noticeable difference is that semidiurnal signals have a higher spectral peak than near-inertial signals in almost all latitudinal bands in the model, while drifters show the opposite. Furthermore, model rotary spectra show an elevated energy level at tidal frequencies compared to drifter ones (also see Figure S1 in the supporting information).
Globally averaged rotary spectra show prominent peaks corresponding to the diurnal and semidiurnal tides (Figure 2c) . At low frequencies, the model spectral densities are smaller than those estimated from drifter data, indicating an overall deficit of low-frequency KE variance in the model. Another notable difference is the spectral slope at supertidal frequencies, as the drifter spectra (black line) exhibit a flatter slope than the model (blue line). This flatter spectrum is caused by the predominance of Argos-tracked drifters and the associated larger position and velocity noise levels. We use the spectral value at the highest frequencies, 1.1 cm 2 ·s −2 ·cpd −1 at 12 cpd, as a drifter white noise level. The velocity variance associated with the white noise is calculated by integrating 1.1 cm 2 ·s −2 ·cpd −1 over the whole spectral frequency range (−12 cpd, 12 cpd), yielding a value of 26.4 cm 2 /s 2 . This velocity variance corresponds to a mean velocity error value of 5.1 cm/s for drifters, which is approximately consistent with the average drifter velocity noise ( Figure S2 ). We artificially add this constant white noise spectrum to the model results, and the recalculated rotary spectra (light blue line) display a very weak slope, comparative to the drifter spectra. By contrast, globally averaged spectra estimated from only GPS-tracked drifters display a much steeper slope and better match with the model results, suggesting that the effect of the noise associated with Argos-tracked drifters is substantial. Furthermore, tidal harmonics with frequencies higher than semidiurnal line up with peaks in the model-derived spectra but not those from drifters. The mismatch between drifter-derived spectral peaks and high-frequency tidal harmonics was also seen in Elipot et al. (2016) and remains unexplained. The model energy level of troughs in between overtones are lower than drifters. Potential sources explaining these discrepancies may be the following: a lack of spatial resolution which may inhibit the emergence of an internal wave continuum (Muller et al., 2015; Savage et al., 2017) , a difference of perspective (e.g., Lagrangian vs Eulerian, see the discussion), a deficit of high-frequency energy in the atmospheric forcing, or combined effects of each source of discrepancy.
Low-Frequency Variance
Model and drifter low-frequency KE agree within a factor of less than 1.5 away from the equatorial band (10 • S to 10 • N; Figure 3a ). Within the equatorial region, the model-averaged low-frequency KE is lower than the value inferred from drifters by a factor of 2. This factor mirrors the relative amplitude of peak energies: 0.15 m 2 /s 2 for the model versus 0.34 m 2 /s 2 for drifters. The locations of low-frequency maxima coincide with the latitudes of the equatorial ocean, the Kuroshio and the Gulf Stream (30-40 • N), and the Antarctic Circumpolar Current (40-55 • S). For other regions, mostly the interior of the subtropical and subpolar gyres, there is little latitudinal variability with most values slightly smaller than 0.1 m 2 /s 2 . Low-frequency KE accounts for over 80% of the total KE, both for the model and drifter data, consistent with the expected dominant reservoir of KE at the mesoscale (Ferrari & Wunsch, 2009 ). The band-integrated variances averaged in 1 • × 1 • bins indicate that model and drifter low-frequency surface motions exhibit both comparable spatial distributions and levels of energy (Figures 4a and 4b) . Note that the smaller number of drifters in the Pacific and Atlantic equatorial regions for the hourly data set prevents the identification of spatial patterns whose existence is suggested by model energy maps (also seen in Figure 1e ).
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High-Frequency Variance
Surface KE associated with diurnal and semidiurnal tides and near-inertial waves are all 1 order of magnitude smaller than low-frequency KE. Near-inertial KE is the second largest component in the drifter data and shows an intensification at midlatitudes (i.e., 30-60 • N and 30-60 • S), especially in the Northern Hemisphere (Figure 3b) . In contrast, the model does not show much variance associated with near-inertial motions. The model underestimates by a factor of 3 (an average over 60 • S to 60 • N) near-inertial variance compared with the drifter observations, most likely due to the coarse temporal resolution (6-hourly) of the atmospheric forcing in the model (Klein et al., 2004; Rimac et al., 2013) . Other possibilities such as low storm activity for the single year analyzed by the model and a too-deep model mixed layer may also be at play. Note that this deficit is most evident at midlatitudes and gradually reduces at latitudes smaller than 30 • . This is consistent with the findings of Rimac et al.(2013) , who used a global eddy-permitting model forced by wind stress of different temporal resolutions to demonstrate that near-inertial KE at midlatitudes is more sensitive to wind forcing than in the tropical and subtropical regions. Global maps indicate that those intensified near-inertial variance levels are in common midlatitude storm-track regions (e.g., North Pacific/Atlantic; Figures 4c and 4d) . Interestingly, near-inertial signals in the model are muted in most areas of the Southern Ocean but not in the corresponding latitude range in the Northern Hemisphere, probably due to the poor representation of atmospheric fields from the European Centre for Medium-Range Weather Forecasting reanalysis data in the Southern Ocean (Yuan, 2004) .
For semidiurnal KE, the model is larger by a factor of 4 compared to drifters when averaged within 60 • S to 60 • N (Figure 3c ), and this result is insensitive to the choice of the semidiurnal band limits. The enhancement of the semidiurnal KE by the model is ubiquitous over the global ocean (Figures 4e and 4f) . The overestimation of KE in the semidiurnal band in the model may stem from several potentially combined sources, such as absence of topographic internal wave drag (Ansong et al., 2015; Arbic et al., 2010) and insufficient spatial resolution and therefore energy scattering to the wave continuum (Muller et al., 2015; Shriver et al., 2012) . Investigation of the origin of the overly large semidiurnal tides in the model is beyond the scope of the present work, but there is also some speculation that it may be caused, in part, by a mistake in the implementation of the load tide and ocean self-attraction. The MITgcm tidal forcing will be documented extensively in a paper in preparation, led by J. Ansong and B. Arbic. The differences reported here, between modeled and observed currents, thus provide a snapshot of the present implementation of the MITgcm, and they will evolve as future improvements are implemented. Drifters and the model exhibit similar meridional distributions of diurnal KE with an equatorial plateau surrounded by two energy maxima near ±30 • latitudes where the local inertial frequency coincides with diurnal frequencies (Figures 3d, 4g, and 4h ). The enhanced diurnal energies at the critical latitude are found to be primarily associated with anticyclonic motions (not shown). This is consistent with the finding of Simpson et al. (2002) , who used mooring measurements obtained at a location close to the critical latitude in the Southern Hemisphere to demonstrate that motions in the diurnal-inertial band are dominated by anticyclonic oscillatory flows, generated by daily variations in wind stress. A secondary peak of energy around 20 • N matches with the latitude of the Luzon Strait, which is a well-known site of strong diurnal internal wave activity (Alford et al., 2015) . In the latitude band where diurnal internal tides are free to propagate, that is, between 30 • S and 30 • N, the diurnal KE computed from the drifter data is slightly less than the diurnal KE from the model. This suggests that the same mechanisms responsible for the excess of semidiurnal energy in the model apply in this area for the diurnal variability.
Discussion and Perspectives
In this study, surface drifter observations are used for the first time for assessment of the surface circulation predicted by a tide-and eddy-resolving global ocean model. Our results show that the high-resolution simulation exhibits a broad qualitative consistency with surface drifters through a rotary spectral analysis of near-surface velocities on a near-global scale. Several quantitative differences were highlighted: a deficit of model near-inertial variance presumably due to the limited temporal resolution of the atmospheric forcing, an excess of model energy at tidal frequencies, and a deficit of model low-frequency KE near the equator (also see Figure S3 ). The global drifter data set may thus enable the assessment of the surface circulation predicted by tide-resolving and submesoscale-permitting ocean global numerical simulations. This assessment remains a challenge today (Arbic et al., 2018) and would be timely given the intensive use of these simulations in satellite (SWOT and SKIM) observing system simulation experiments.
10.1029/2019GL083074
In its present form, a test of model's skill based on comparisons between Eulerian and Lagrangian spectra and band-integrated levels is, however, limited by uncertainties around several underlying assumptions: equivalence between model Eulerian spectra and band-integrated levels and drifter Lagrangian ones, weak vertical shear between model top most bin (of the order of a meter) and drifter drogue depths (15m), and long-term stationarity of rotary spectra (i.e., the model analysis is based on 1 year of data, whereas the drifter data analysis is based on multiple years). Testing of these assumptions is left for future studies.
Under suitable assumptions (e.g., turbulent, isotropic, stationary, and nondivergent flows), the correspondence between Lagrangian and Eulerian spectra depends on a parameter = U rms T E ∕L E , where U rms is the root-mean-square of the velocity and T E and L E are the temporal and spatial decorrelation scales, respectively (Davis, 1983; Middleton, 1985) . A small corresponds to a "fixed float" regime: Drifters behave like moorings, and Eulerian and Lagrangian spectra are equal. For moderate to large values of , the Eulerian field spatial variability is aliased into the temporal Lagrangian one and Lagrangian spectra differ from Eulerian ones, potentially resembling broadened versions of the latter (Davis, 1983; Middleton, 1985) . Both small and moderate values of are found in the ocean (Lumpkin et al., 2002) . Comparisons of Eulerian and Lagrangian spectral shapes should therefore be limited to areas with reduced , which has not been attempted here. In regions with higher , the model/drifter comparison may have to be limited to bulk diagnostics and/or diagnostics for which an Eulerian/Lagrangian correspondence exists (e.g., mean velocities and eddy KE; see Laurindo et al., 2017) .
Small-scale waves, on the other hand, may be sensitive to Doppler frequency shifting by lower-frequency currents and have thus been expected to exhibit more compact frequency distributions in Lagrangian space and to be more easily identifiable there (Nagai et al., 2015; Shakespeare & Hogg, 2017) . Interestingly, the Doppler frequency shift equals the wave frequency times UT w ∕L w , where U is the lower-frequency current amplitude, T w the wave period, and L w the wave length (note the similarity with ). But wave-low-frequency flow interactions do not reduce to Doppler frequency shifts in general and other Eulerian-Lagrangian spectral relationships are expected. For example, more compact Eulerian frequency distributions may be expected when wave propagation is not affected by a lower-frequency current, a scenario whose actual occurrence would have to be confirmed. Idealized and realistic numerical studies would be necessary in order to decide where (geographically), when (in terms of process amplitudes and scales), and how (quantitatively) Lagrangian and Eulerian spectra and band energy levels correspond.
Vertical shear and wind slippage, which have been both ignored here, may also limit the comparison between model surface currents and drifter currents. In order to partially address this issue, a comparison between drogued and undrogued spectra and band-integrated energies is presented in supporting information ( Figures S4-S5 ) and shows that differences are modest in comparison to the differences between model and drogued drifter spectra. Further, we also assessed the differences of spectra between surface and 15-m velocities using the model output in a regional domain (290×260 km) of the northeast Atlantic (not shown). We find that the surface spectrum is only slightly augmented at low frequencies (on average by about 12%) compared to the one at 15 m and therefore conclude that the main findings of this paper, especially for variances at high frequencies, are not affected.
The most natural road for improvement in order to effectively test the skill of numerical simulations with the global drifter data set would be to compute drifter trajectories from these simulations. Wind slippage, drag distributions, and presence of drogue or not, could be accounted for. Such release would allow the computation of model Lagrangian frequency spectra which could be directly compared with observed ones. This option raises several technical questions regarding appropriate model output frequency (for an offline analysis) and spatiotemporal interpolation schemes (Zouari & Babiano, 1990) .
The noise associated with positional data provided by Argos system appears as a limit for the investigation of oceanic motions at frequencies above the semidiurnal one. Fortunately, the fraction of GPS-tracked drifters in the Global Drifter Program will continue to grow in the years to come, which will be beneficial for studies of supertidal motions (Lumpkin, 2016) . Time-averaged divergence areas such as the equatorial ocean will likely remain undersampled, however. If correctly instrumented, moorings such as those developed in equatorial networks may mitigate such sampling issue (Bonjean & Lagerloef, 2002) .
Finally, the observation of high-frequency variability in drifter trajectories should be a reminder that these instruments may, despite their inhomogeneous spatial coverage compared to satellite data, represent
