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Abstract 
This thesis focuses on the effective hydraulic transmissivity of two-dimensional fracture 
networks in rocks. The main simulation tool used in this work is the discrete fracture network 
code NAPSAC. There are four main topics in this thesis: (1) estimating permeability from 
network properties, (2) comparing discrete fracture network with effective continuum 
models, (3) using DFN for hydro-mechanical coupled modelling, and (4) solute transport 
simulations. 
For fracture networks with uniform aperture, the permeability can be estimated using 
segment density, fracture density, and fracture lengths of the fracture network. For fracture 
networks with apertures directly proportional to their lengths, the individual conductance of 
each of the fracture segments was used to calculate an effective conductance for the whole 
network. The arithmetic mean of the segment conductance gives a good approximation for 
the effective conductance of the whole network.  
A series of effective continuum models of a fracture network were created using 
different element sizes, and their flow behaviours were compared against results obtained 
from discrete fracture network model. The permeability tensors of each of the elements in the 
effective continuum meshes were calculated using discrete fracture network methods. It was 
found that the flow through effective continuum model with any element size gave good 
agreement with the discrete fracture network results.  
Hydro-mechanical coupled simulations were carried out using NAPSAC, where the 
applied far field stresses are applied to each fractures independently. Simulations were then 
carried out using the distinct element code UDEC to justify the simplified physics used in 
NAPSAC. It was shown that for random 2D fracture networks under a range of loadings, 
NAPSAC and UDEC seem to predict similar overall flows. 
Different ways for modelling the effects of rock matrix diffusion were explored. The 
significance of rock matrix diffusion, as well as the diffusion distance, was linked to the 
magnitude of the pressure gradient across the fracture network. A semi-analytical method for 
estimating the diffusion distance was proposed: using the perimeter and the area of each of 
the matrix blocks, it is possible to estimate the diffusion distance using the „shape factor‟ 
concept. 
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Chapter 1  
Introduction 
 
1.1 Background: DECOVALEX Project 
In 1992 the Swedish Nuclear Power Inspectorate recognised the need to enhance their 
theoretical background and to develop models capable of simulating coupled thermo-hydro-
mechanical-chemical (T-H-M-C) processes in fractured rock, and consequently initiated the 
DECOVALEX project (Development of Coupled Models and their Validation by 
Experiments). DECOVALEX is an international cooperative project with research teams 
funded by nuclear waste organisations in various countries (Jing et al., 1995; Tsang, 2009).  
This PhD research has been carried out within the fifth phase of the DECOVALEX 2011 
project. This phase was divided into three tasks, with each task focussed on models and 
experiments involving different geologies and coupling behaviours. Typically each task was 
divided into two parts: a benchmark test, wherein the computational models of each of the 
teams were compared as a form of verification of the methods, and a test case, where the 
computational models were compared against experiments for validation. The research 
described in this thesis was mainly performed within Task C of DECOVALEX 2011, with 
the research team comprised of Imperial College London, Lawrence Berkeley National 
Laboratory and Serco TAS. It focused on the hydro-mechanical coupling of fractured 
crystalline rocks: Task C consists of a 2D fracture network modelling Benchmark Test and a 
3D modelling Test Case based on in situ data from the Bedrichov Tunnel and its environs in 
the Czech Republic. The report for Task C, including a comparison of the modelling results 
by research teams, is in the process of being published, and is not a focus of this thesis. 
Rather, the work carried out for the 2D Benchmark Test portion of the task is expanded, and 
in this study numerical and analytical methods are used to investigate the hydraulic properties 
of two-dimensional fractured rock masses. 
 
1.2 Permeability of two-dimensional rock masses 
The main focus of this thesis is the permeability of two-dimensional fractured rock 
masses, including the effect of stress, although the issue of solute transport through such 
systems is also discussed. For an isotropic rock, the permeability, denoted by k, is defined 
through Darcy‟s law (Bear, 1972), which states that, at sufficiently low flowrates and in the 
absence of gravity effects, the flowrate vector q is given by q = -(k/)gradP, where is the 
fluid viscosity, and P is the fluid pressure. 
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The SI unit for permeability, which is used in this study, is m
2
, but traditionally 
permeability is expressed in units of a Darcy (D), where 1 D = 0.98710-12 m2. For porous 
but unfractured rocks, the permeability is a material property that is controlled by the pore 
sizes and the interconnectivity of the pore space, and can be obtained by straightforward 
laboratory testing of rock samples. However, if the rock is fractured, the macroscopic 
permeability may be dominated by the permeability of the fracture network, which is 
generally much greater than the permeability of the matrix rock. For example, the 
permeability of a fractured limestone may be in the range 10
2
 to 10
4
 D, compared to that of 
an unfractured limestone, which is in the range of 10
-10
 to 10
0
 D (Jaeger et al., 2007, p. 186).  
The permeability of a fractured rock system is of interest in various fields of 
underground engineering. For example, because many, if not most, oil and gas reservoirs are 
naturally fractured, this topic is of great relevance in petroleum reservoir engineering (van 
Golf-Racht, 1982). Another example is the study of the hydrogeology of areas with fractured 
rock geology, perhaps for the investigation of aquifers, or for geothermal applications 
(Hayashi et al., 1999), or for the monitoring the transport of contaminants. It is important to 
know if Darcy‟s theory of flow through a porous medium is appropriate for flows through a 
fractured rock mass, or if it is appropriate to use continuum simulation approaches in such 
situations; and if so, how to find an approximation for the permeability.  
One particular type of contaminant transport that is of most interest here is the transport 
of radionuclides from deep underground nuclear waste repositories. The present study was 
funded with the aim to further understand fractured rock systems with respect to assessing the 
safety of a long-term geological repository for radioactive wastes. Many countries, for 
example the UK, are considering using deep geological disposal for the isolation of 
radioactive waste (Nirex, 2006): radioactive wastes (for example, spent nuclear fuels) will be 
placed in appropriate containers, then the containers will be placed in excavated tunnels 
typically between 250 to 1000 m below ground, and the tunnels will be backfilled. Many 
countries are considering developing these facilities in sites of crystalline rocks, and many 
national research programs have been dedicated into the transport property of such rock 
systems (Neretnieks, 1993). As some radioactive wastes have very long half-lives, these 
repositories are designed to contain the radioactivity for hundreds of years to millions of 
years, and an understanding must be established to what would happen to the radionuclides if 
the containers were breached. Although crystalline rocks generally have low intrinsic 
permeabilities, on a macroscopic scale they often contain networks of interconnected 
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fractures that may provide hydraulic pathways for the escape of radionuclides. Consequently, 
the macroscopic scale transport properties of fracture networks are of crucial importance. 
 
1.3 Thesis outline 
This study has focussed on the behaviour of two-dimensional fracture systems. 
Given a sample fracture network, it is reasonable to expect that its permeability will be 
influenced by parameters such as the number of fractures in the sample and the lengths of 
those fractures. Chapter 2 seeks to establish relationships between the geometry of such 
systems and their permeability. There have been many previous works applying this type of 
reasoning. Snow (1969) calculated the permeability tensor of an idealised fracture network 
from the apertures and the orientations of each of the fractures, assuming each of the 
fractures are infinitely long. Hestir and Long (1990) proposed an analogy between random 
fracture networks and regular lattices with absent links. They used parameters that quantified 
fracture density and connectivity to relate between the random network and the analogous 
system. Zimmerman and Bodvarsson (1996a) suggested that if the individual conductance of 
all the fracture segments of a fracture network can be found, these conductances can be used 
to create an analogous regular lattice network, where the effective conductivity can be 
approximated, perhaps using Kirkpatrick‟s (1973) solution for finding the effective 
conductance of an array of random resistors.  
Fracture networks with very different length distributions were considered for this study. 
For example, the fracture lengths can either be uniform, or follow a power law or a lognormal 
distribution. It is demonstrated that for fracture networks in which the apertures are uniform, 
the permeability can be estimated using the segment density, the fracture density, and the 
fracture lengths. Building upon this result, a method is developed to calculate the 
conductivity of fracture networks with fracture apertures that are correlated with fracture 
lengths. The individual conductance of each of the fracture segments is used to calculate an 
effective conductance for the entire network, and it is found that for this type of network, the 
arithmetic mean of the segment conductance gives a good approximation for the effective 
conductance of the whole network. In this chapter the results from semi-analytical methods 
are compared with discrete fracture network simulations (performed using the code 
NAPSAC). 
Zhang and Sanderson (2002) divided mathematical modelling for 2D fracture systems 
into two broad groups: discrete fracture network models, where each fracture segment is 
explicitly represented as a feature with specific conductivity, and the equivalent continuum 
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method, where it is assumed that continuum-based numerical methods can be used to model 
inherently discrete and discontinuous systems. In Chapter 3, both simulation approaches were 
carried out on a given fracture system. For the continuum method, the modelling was carried 
out using a range of finite element sizes, from sizes close to the reported representative 
element volume (REV) for the fracture network, to the scale where each element only 
contains at most one or two fracture segments. As well as allowing the difference between 
discrete fracture network modelling and continuum modelling to be compared, this range of 
finite element cells allows this study to assess the significance of the REV on this type of 
modelling. The discrete fracture network modelling was carried out using NAPSAC (Serco, 
2011a) while for the continuum modelling, NAMMU (Serco, 2011b) was used. 
The effect that an applied external stresses would have on a fracture network is 
investigated in Chapter 4. The hydro-mechanical (H-M) coupling behaviour of fractures has 
been well studied. The relationship between the aperture of a fracture and the normal stress 
applied to it is sometimes assumed to be linear-elastic; for example, this it is the default 
coupling relationship used by simulation codes such as the DEM (distinct element method) 
code UDEC and by NAPSAC, although nonlinear models, such as ones proposed by Bandis 
et al. (1983) based on laboratory measurements, can also be adopted. Much work has been 
done on modelling H-M coupling of fracture networks using DEM codes such as UDEC 
(Zhang and Sanderson, 2001; Baghbanan and Jing, 2008). Typically, DFN codes are not 
suitable for dealing with stress coupling problems; since the rock masses are not represented, 
the stresses experienced by each fracture in the network cannot be calculated. A 
simplification of the stress-aperture behaviour was made in NAPSAC whereby the applied 
far field stresses are projected onto each of the fractures independently, and constitutive laws 
(for example linear elastic or a nonlinear law based on Barton‟s work) are used to alter the 
apertures of those fractures. The fracture network, now with a new set of apertures, can then 
be modelled normally using the DFN method. The ability of using NAPSAC to model shear 
stress-aperture coupling has also been explored in this chapter. Additional simulations are 
carried out comparing the flow responses between DFN and DEM models for random 
fracture networks, in an effort to justify the simplified physics used in NAPSAC simulations. 
The results obtained in this chapter show that for random 2D fracture networks under a range 
of loadings, NAPSAC and UDEC seem to predict similar overall flows. 
Chapter 5 focuses on particle tracking techniques to simulate solute transport behaviours 
of fracture networks. The capability of using NAPSAC particle tracking simulations on H-M 
coupling modelled are explored by carrying out such simulations on the BMT models with 
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the various far field loadings that has been used in Chapter 4. After calculating the flow 
through each of the fracture segments in a fracture network, NAPSAC can carry out particle 
tracking simulations by tracking the progress of a large swarm of particles released into the 
network. The solute transport behaviour is presented as breakthrough curves for each of the 
loading cases. 
In addition to simply tracking the particles through the fracture network, the retardation 
effect that rock matrix diffusion has on solute transport is also considered. Even though most 
of the flow occurs through the fractures in a dense crystalline rock, there is nevertheless 
much fluid stored within the pore space of the rock matrix itself. Particles can diffuse into the 
rock matrix, and since the time scales of diffusion into the rock matrix and of advection along 
the fractures are different, the particles may seem to be trapped within the rock matrix, 
causing a retardation effect. Two ways of modelling this effect are explored: (1) an analytical 
approximation used by Neretnieks (2006) which assumes that the extent into the amount of 
fluid can be stored by the rock matrix is infinite, and (2) a numerical model used by 
NAPSAC, where it is assumed that every fracture segment can store a certain amount of 
solute, given by the diffusion distance into the rock matrix. The significance of rock matrix 
diffusion, as well as the diffusion distance, is found to be linked to the magnitude of the 
pressure gradient across the fracture network. A parametric study was carried out on 
diffusion distances. For the benchmark test network, the following behaviours are observed. 
If the pressure gradient across the fracture network is high enough (1104 Pa/m for the 
benchmark test network), rock matrix diffusion is insignificant. At a pressure gradient of 
1 Pa/m, including matrix diffusion has a significant effect on the network compared to when 
matrix diffusion is not modelled, but the diffusion distances are not significant. At a pressure 
gradient of 110-2 Pa/m, the flow is slow enough for different diffusion distances to have a 
significant effect.  
At the end of the chapter a semi-analytical method for estimating the diffusion distance 
is proposed: by finding out the perimeter and the area of each of the matrix blocks, it is 
possible to estimate the diffusion distance using the „shape factor‟ concept proposed by 
Wuthicharn and Zimmerman (2011). 
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Chapter 2 
Effective Conductivity of Two-dimensional Fracture Networks 
 
2.1 Introduction 
Hydraulic conductivities of fractured rock masses are usually calculated using some sort 
of numerical simulation (Zhang and Sanderson, 2002). In many studies, fracture networks are 
first generated stochastically, based perhaps on field mappings, after which the hydraulic 
conductivities of these networks are calculated numerically (Baghbanan and Jing, 2007). The 
aim of this present study is to find a way to calculate the hydraulic conductivity for such 
stochastic networks without resorting to numerical techniques.  
The preliminary study that initiated this investigation is described in Section 2.3, in 
which the effective medium theory proposed by Zimmerman and Bodvarsson (1996a) is 
applied to the benchmark test network studied in DECOVALEX 2011, where the hydraulic 
conductivity has already been obtained numerically in a previous study. 
A relationship is established between the conductivity of a fracture network (where all 
the fractures have the same aperture) and a dimensionless group constructed from the 
geometrical parameters of the fracture network in Section 2.4. This is done by noting the 
correlations between different geometrical parameters of various fracture networks with their 
numerically calculated conductivities. A method to estimate the conductivity of a fracture 
network with varying fracture apertures using the „checkerboard conductivity‟ is established 
in Section 2.5. The checkerboard conductivity is defined, and it is compared to the numerical 
conductivity of networks with all fractures having the same apertures. This method is then 
applied to networks with fracture apertures that are directly proportional to their lengths, to 
develop a model for networks with apertures that are not uniform. Finally, the hydraulic 
conductivity calculated using this method is compared with those calculated from a 
numerical study to validate the method. 
 
2.2 Review of previous work 
An analytical method was developed by Snow (1969), to calculate the (possibly 
anisotropic) permeability tensor of an idealised jointed rock. Each joint or fracture was 
assumed to have smooth parallel plane walls of infinite extent, and an arbitrary but uniform 
aperture. Snow showed that the permeability tensor of this rock mass, kij, is given by  
  
 
ki j
1
1 2
h3
nD
 (i jninj ),         (2.1) 
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where ij is the Kronecker delta, n is the unit vector of the normal of the fracture, and h is the 
aperture of each fracture. The summation is taken over all members of a joint set intersected 
by a sampling line defined by vector D, since the flow through each fracture is assumed to be 
additive. The location of any specific member of a joint set is not explicitly accounted for. 
In reality, fractures in rock are not infinitely long. Much work has been done to extend 
Snow‟s study to finite-length fracture networks. Long and Witherspoon (1985) studied two-
dimensional networks of fractures in which all the fractures have uniform aperture and 
length, examining the relationship of the degree of interconnection to permeability. Their 
study was based on numerical simulations of fluid flow in fracture networks. They showed 
that the knowledge of the fracture frequency (the number of fractures in a given set per unit 
length of sample line) alone is insufficient to determine the permeability without 
measurements of lengths and fracture densities. 
Hestir and Long (1990) used simple two-dimensional Poisson network models with 
uniform-aperture fractures to study the permeability of partially connected networks as a 
function of the degree of interconnection and scale of measurement. They proposed a 
relationship between a random fracture network and an analogous regular lattice network 
having a fraction p of its bonds present. For a given fracture density, the approximation 
proposed by Snow, in which all the fractures are assumed to have infinite length, will give an 
upper bound on the permeability. For a given fracture network, Hestir and Long took this 
upper bound to be the permeability of the analogous regular lattice network with all bonds 
present (p = 1). They then proposed several methods to find a value of p that is representative 
of the random fracture network, based on its connectivity, which is defined as the average 
number of intersections per fracture. Once a representative value of p is estimated, the 
permeability was calculated either by „percolation theory‟ or „effective medium theory‟, as 
these methods are typically used on regular lattices. 
Kirkpatrick (1973) developed a formalism for estimating the effective conductance of a 
resistor network in which the conductances of each of the resistors are random and 
uncorrelated. If each of the resistors in the network, with conductance Ci, is replaced with the 
effective conductance C

, the overall conductivity of the network should not change. 
Kirkpatrick found that C

 can be estimated by solving the following equation: 
,0
]1)2/[ (1




N
i i
i
CCz
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

    (2.2) 
where the co-ordination number z is defined to be the average number of bonds that meet at 
each node. 
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Effective medium theory in the form used by Kirkpatrick was compared with numerical 
simulations for randomly generated 2D lattices, representing porous media, in a study by 
Adler and Berkowitz (2000). The conductivities were distributed according to a lognormal 
distribution, with the lognormal standard deviation taking on values between 0 and 8. They 
showed that effective medium theory gave good agreement with numerical simulations for 
the 2D case, if the lognormal standard deviation is less than about 6. 
Desbarats (1992) proposed that the effective conductance of a porous medium could be 
estimated using a generalised power law average. The power average conductivity, C

, is 
given by 
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where  is the power mean exponent. Desbarats‟ expression for C

 reduces to the arithmetic, 
geometric, and harmonic mean of the conductances when  = 1, 0, or -1, respectively. 
Desbarats showed that for a porous medium network in which the conductances are 
distributed lognormally, a value of  of about 1/3 gives good agreement with numerical 
results, when the lognormal variance is less than 2. 
De Dreuzy et al. (2001a,b) carried out studies on random fracture networks, first for 
cases with uniform fracture apertures, and then for cases with lognormal aperture 
distributions. The lengths of the fractures in both studies followed a power law distribution, 
  

n(l )~  

la , where a network with a power law exponent a < 2 is one that is dominated by 
long fractures, and a network with mostly small fractures corresponds to a > 3. For the 
uniform fracture aperture case, they presented, backed up by numerical simulations, several 
different expressions for obtaining the permeability from a, p (a unique connectivity 
parameter), L (the system size), and lmin (the minimum fracture length), where the expressions 
are chosen according to the values of a and p. 
In the second part of their studies, de Dreuzy et al. (2001b) studied systems where the 
apertures of the fractures vary according to a lognormal distribution. For the case where the 
fracture apertures are not correlated to the fracture length, they showed that the expression 
for the permeability of a fracture network can be broken down into two terms: the first term 
corresponding to the permeability of the network with fractures of identical apertures, and the 
second term to account for the variation of the permeability, somewhat similar to an effective 
permeability calculation. They concluded that the expressions used to describe these systems 
are complicated, and depend on the parameters of the fracture network being modelled, as in 
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uniform aperture cases. Similar conclusions can be draw for the case where length and 
aperture are perfectly correlated, but the permeability in the latter case tends to be much 
higher. 
Zimmerman and Bodvarsson (1996a) divided a fracture network into a network of nodes 
and segments, using the cubic law to calculate the conductance of each segment, and used the 
effective medium approximation of Kirkpatrick to obtain the effective conductance, 
assuming that the coordination number for an irregular network is the average coordination 
number of all the nodes in the network. The segment density of the network was 
approximated by finding the average number of intersections that the fractures have with 
each of the boundaries of the network. The overall conductivity of the network was 
approximated using the segment density and the effective conductance of the segments.  
Odling and Webman (1991) proposed the „conductance mesh method‟, where the 
fracture pattern is discretised to lie along the elements of a uniform square grid, and the 
permeability of the grid is then solved numerically. They found that their method tends to 
underestimate the permeability of the original fracture pattern, and believed that this is due to 
the fact that the grid model produced tends to have lower fracture connectivity. 
Using and extending some of these ideas from the previous works, the aim of this 
chapter is to show that it is possible to estimate the permeability of a fracture network from 
the fracture generating parameters, without running full numerical simulations. 
 
2.3 Preliminary study using the model of Zimmerman and Bodvarsson  
2.3.1 Background 
As a part of the DECOVALEX project, the flow behaviour (including the conductivity) 
of a given fracture rock network („the benchmark network‟) was simulated with various 
simulation codes. Those results were compared to verify the suitability of each of the codes. 
As a test of concept, an attempt was made to estimate the conductivity of the benchmark 
network without resorting to numerical simulations. 
 
2.3.2 Network geometry 
The benchmark network was based on fracture networks used by Baghbanan and Jing 
(2007). The fracture rock network was idealised as a two-dimensional network, where the 
rock matrices were impermeable, and fractures were modelled as straight lines with no 
aperture variation along a fracture.  
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The directions and lengths of the fractures of the benchmark network were based on the 
study by Min et al. (2004a). The fracture lengths, l, follows a power-law distribution, 
DDDD llFll 1minmaxmin )]([
  ,        (2.4) 
where lmin is the minimum length (0.5 m), lmax is the maximum length (250 m), D is a 
parameter set to 2.2, and F is a random number uniformly distributed between 0 and 1. The 
fracture density is 19.5 m
-2
, with 7797 fractures in total. The parameter D is set so that the 
average fracture length is about 1 m. The size of this fracture network is 20 m by 20 m. 
Baghbanan and Jing (2007) used the lognormal distribution to model aperture variations 
of the fractures, with distribution truncated so that apertures ranged between 1 and 200 m. 
Furthermore, since positive correlations are observed between fracture aperture and fracture 
length, as shown by, for example, Vermilye and Scholz (1995), the apertures in this network 
were correlated to the length, such that the longest fractures had the largest aperture. The 
exact nature of this correlation is covered in Baghbanan and Jing (2007). 
 
2.3.3 Effective medium approach 
Zimmerman and Bodvarsson (1996a) described a method for estimating the effective 
conductivity of a fracture network. This method has been adapted to the benchmark network, 
and its accuracy tested using numerical simulations. 
The method assumes that a fracture network can be represented by a network of 
„conductive elements‟, or fracture segments, that are connected by nodes, similar to the 
model set up when performing discrete fracture network modelling. They proposed that if the 
conductance of each of these fracture segments can be found, then the effective conductivity 
of the network can be found. Fracture networks, such as the benchmark network, are difficult 
to treat analytically, because the fracture segments of the networks have very different 
conductances, and that the networks themselves have irregular topologies. However, the 
effective conductance of a fracture network can be approximated if the conductance of each 
fracture segment can be replaced with a suitable effective conductance, and if the actual 
irregular network can be replaced by a regular square lattice of conductors. 
Zimmerman and Bodvarsson‟s method was then applied to the benchmark network. The 
number of intersections in this network was counted, and using this number the number of 
segments can be obtained: in this idealised fracture network, all the fractures are represented 
as straight lines, and therefore the number of segments can be obtained algebraically from the 
number of intersections. The number of fracture segment (nseg) is related to the number of 
fractures (n) and the number of intersections (nnode) by 
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nodeseg nnn 2 .             (2.5) 
For this network, nnode = 34233, and therefore there are nseg = 76263 segments. A further 
assumption is now made: with such a large number of segments, it is assumed that the 
lengths of each segment are identical, taking a characteristic length of lseg, calculated by 
taking the arithmetic mean of the segments: 
segiseg nll  ,             (2.6) 
where li is the length of each fracture. For this network, lseg = 102 mm. 
Each fracture was divided into segments of length lseg. The conductance [m
2
/s] of each 
of these segments, C, defined such that Q = CH, where Q is the volumetric flow rate and 
H is the hydraulic potential, was calculated using the cubic law: 
segl
wgh
C


12
3
 ,                (2.7) 
where h is the aperture of the fracture,  is the viscosity of the fluid, and  is the density. 
Since this is a 2D problem, the depth in the third direction is set to unity (w = 1 m). Note that 
in additional to the conducting segments, for each fracture, there will be two end segments 
that do not conduct. This means that for every fracture, there will be two segments with 
C = 0. 
The next step was to replace the individual Ci with an effective conductance C

. 
Following Zimmerman and Bodvarsson, the effective medium approximation described by 
Kirkpatrick, Eq. (2.2), is used to find the effective conductance. It is assumed that z = 4, 
because it is unlikely that three fractures should meet at the exact node (z > 4), and that it is 
also unlikely, for the method of stochastic network generation used here, that a fracture 
should terminate on another fracture (z = 3). If a fracture terminates at node, z is still taken to 
be 4, but the terminating segment is marked as having C = 0. The effective conductance is 
then found to be 1.1210-6 m2/s for the benchmark network. 
Assume now that these fracture segments can be arranged into a square lattice, and still 
have an overall conductivity comparable to that of the original network. If the network is a 
square lattice aligned to the vertical and horizontal directions, and the flow is considered 
along, say, the horizontal direction, there are as many segments connected along the flow 
direction as there are normal to it. Hence, for the case of unit depth, the overall hydraulic 
conductivity of fracture network takes the same value as the effective conductance. For the 
benchmark network, the hydraulic conductivity is therefore predicted to be 1.1210-6 m/s. 
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The hydraulic conductivity tensor of the benchmark network was found from the 
numerical simulations to be Kxx = 4.8310
-6
 m/s, Kyy = 7.2410
-6
 m/s, and 
Kxy = Kyx = -3.1610
-7
 m/s. For comparison, the square root of the determinant of the 
conductivity tensor was taken as the effective conductivity, giving Keff = 5.9110
-6
 m/s. (This 
definition coincides with the geometric mean of the two principal permeabilities.) The 
estimation using the proposed effective medium method was about 19% as large as value 
obtained from numerical simulations, i.e., the method of Zimmerman and Bodvarsson 
(1996a) gave a value that was to low by nearly one order of magnitude. An explanation of 
this is explored in following sections. 
 
2.4 Two-dimensional fracture networks with uniform apertures 
2.4.1 Defining the fracture networks 
Previous work, for example by Jafari and Babadagli (2009), has shown that there are 
correlations between fracture network parameters (such as fracture length and fracture 
density) and the permeability of the fracture network. In this section a more comprehensive 
study of the relationship between the underlying geometry of fracture networks and their 
geometries was carried out. A series of fracture networks are generated, and the 
conductivities of these networks are calculated numerically. Then, using the parameters of 
the fracture networks and the numerically calculated conductivities, some empirical and 
semi-analytical relationships are developed between these parameters. 
Fracture networks are generated stochastically. Each fracture is modelled as a pair of 
straight parallel plates. Note that this simplification is not crucial to the investigation; it 
merely allows the conductance distribution to be discussed in terms of the aperture 
distribution; the parameter of fundamental interest is the conductivity, not the aperture. The 
orientation of each fracture is uniformly distributed. Hence, only nominally isotropic systems 
are considered in this study. In order to focus on the effects of the geometry and topology of 
the network, the apertures h of all the fractures are assumed to be the same.  
The main variables for generating fracture networks are the fracture densities and the 
distribution of fracture lengths. The fracture density, , is the number of fracture centres per 
unit area. Fracture centres for each fracture network are seeded over an extended domain that 
is twice the length of the network boundary. If the simulation domain is 20 m × 20 m, for 
example, the fracture centres are seeded over an extended domain of 40 m × 40 m. Fractures 
that lie wholly outside of the simulation domain are removed, and ones that are partially 
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within it are truncated so that they are wholly within the boundary. The purpose of this 
truncation method is to eliminate edge effects (Long and Witherspoon, 1985).  
 
2.4.2 Fractures not contributing to the flow 
Not all fractures in a fracture network carry flow: within the simulation domain, only 
fractures that belong to a cluster that spans from one boundary to the opposite one can 
contribute to the flow, and such a cluster may not always exist. The relationship between the 
cluster sizes and geometric parameters of the network can potentially be obtained by using 
percolation theory. Tóth and Vass (2011) studied the relationship between the size of the 
percolation cluster with parameters that describes the number, the length distribution, and the 
dip of the fractures using numerical modelling. Zhang and Sanderson (1998) demonstrated 
the use of percolation theory for studying the flow behaviour of a fracture network having 
uniform apertures. 
Percolation is not considered in this study. Only fractures that contribute hydraulically 
are included; fractures that are hydraulically isolated are systematically removed from the 
network. Fractures are said to be isolated either when they are not connected to any other 
fracture in the network, or when they are connected to only one other fracture. The 
connectivity, , of a fracture is the number of times that it intersects another fracture, and so 
isolated fractures are those fractures with  < 2 (assuming that any isolated clusters have been 
removed, the MATLAB script for removing isolated clusters in fracture networks are 
recorded in Appendix B).  
The removal of hydraulically inactive fractures, referred to as „fracture system 
regularisation‟ by Zhao et al. (2011), can be carried out automatically by some simulation 
codes. For example, when using a discrete element code such as UDEC, fractures that are not 
a part of any discrete element blocks (i.e. isolated and dead end fractures segments) are 
typically dismissed by the code. 
A systematic three-stage approach was used here to exclude non-conducting fractures. 
Fractures that are not connected to any other fractures are first removed. Then, since only 
fracture clusters that touch the boundary contribute to the flow, clusters that cannot be traced 
back to the boundaries are removed. Finally, fractures with  = 1 do not contribute 
hydraulically, and are therefore removed. The process of removing them is an iterative 
process: for each fracture with  = 1 removed, the value of  of the adjoining fracture is 
reduced by 1, and potentially to less than 2, rendering it isolated. Networks that do not 
contain a spanning cluster after the removal of isolated fractures are not considered in this 
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study. For a network that is below the percolation limit, most, if not all, of the fractures can 
be removed. The MATLAB script written for removing of isolated fractures are recorded in 
Appendix B. 
In these idealised networks, fractures are represented as straight lines. The information 
of how the fractures interact in these networks is obtained algebraically, using simple 
iterative algorithms. The intersections are found by solving for the locatio ast which each pair 
of fracture lines cross: if the crossing is within both of the fractures as well as within the 
boundary of the network, then an intersection is noted. Once this information is obtained, 
removing non-conducting fractures is a simple task. An interaction table is set up showing 
which fracture crosses which other fractures. With this, fractures are removed until none of 
the remaining fractures have less than two intersections. The MATLAB script written for 
identifying fracture intersections is recorded in Appendix B. 
 
2.4.3 Fracture length distribution 
Fracture lengths of the fracture networks are generated stochastically. Fracture lengths in 
a fracture system are typically distributed according to some form of skewed distribution, for 
example, lognormal distribution or power law distribution (Long and Witherspoon, 1985; 
Bonnet et al., 2001). In their study on heterogeneous medium, Niibori and Chida (1994) 
showed that the overall apparent permeability of their model is independent to the kind of 
distribution that is used for the permeability distribution. To show that such a result may be 
apparent in fractured systems, both the lognormal and power law distributions are considered 
in order to develop a method for estimating conductivity that is not restricted to a specific 
distribution function. 
A lognormal distribution is a probability distribution of a random variable whose 
logarithm is normally distributed. In this chapter, networks with fracture lengths that follow 
lognormal distribution have their mean fracture lengths, lmean, are set to 1 m, and the log-
standard deviation, lnbetween 0 and 5. When ln = 0, all the fractures have the same length, 
and when ln = 5, the fracture networks are dominated by a few long fractures, with many 
small disconnected micro fractures.  
Figure 2.1 shows the length distributions of the fracture networks, and the effect that 
removing hydraulically inactive fractures will have on the overall distribution. Figures 2.3a–f 
give visualisations of some typical realisations of the fracture networks generated by 
lognormal distribution before and after removing of isolated fractures. The process of 
removing fractures alters the properties of the fracture networks.  
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Power-law length distributions (studied, for example, by Bour and Davy (1997)) are also 
used. The fracture network parameters of Min et al. (2004) are used for generating the power 
law distribution networks. The fracture lengths are given by a power law, 
DlN  4              (2.8) 
where N is the number of fractures with length longer than l per unit area. The exponent D is 
fitted by Min et al. to be 2.2, giving lmean ~ 1 m. A truncated distribution was used, where the 
minimum and maximum cut-offs (lmin, lmax) are 0.5 m and 250 m, respectively. The fracture 
lengths are generated by the following equation: 
,)]([ 1maxminmin
DDDD llFll

          (2.9) 
where F is a random number that is uniformly distributed between 0 and 1. Values of D = 1.2 
and 3.2 are also used to investigate the effect of this parameter. Figures 2.3g–i give 
visualisations of the fracture networks generated by power law distribution before and after 
removing of isolated fractures. Figure 2.2 shows the length distributions of the fracture 
networks that are generated using the power-law distribution. 
The MATLAB script written to generate different fracture networks is recorded in 
Appendix B. 
In this study, fractures are seeded over twice the simulation domain size. It was noted 
earlier that the linear size of the extended domain of fracture centre seeding is twice the 
simulation domain, so that the contributions of longer fractures that can potentially be 
generated outside the simulation domain but are partially within it are included in the 
analysis. With the parameters used here for fracture generation, the fracture lengths can be up 
to 250 m for the power law distribution, and limitless for the log normal distribution, such 
that an extended domain size of twice the simulation domain may not be sufficient to capture 
all the relevant fractures. When the extended domain is 40 m  40 m, the minimum length of 
a fracture that is generated outside the extended domain, but can potentially influence the 
simulation domain, is 20 m. Figure 2.1 shows that for fractures with lengths distributed 
according to a lognormal distribution, the case where ln = 3 gives the highest frequency of 
fractures with length over 20 m, at 0.64%. It is reasonable to assume that only a small 
number of these “long” fractures will have the required orientation and location to reach the 
simulation domain.  
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Figure 2.1. Typical distribution of fracture lengths l for the lognormal distribution, before and 
after removal of hydraulically inactive fractures (top and bottom, respectively), for ln = 0, 1, 
3, 4, 5. 
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Figure 2.2. Typical distribution of fracture lengths l for power law distribution, before 
hydraulically inactive fractures are removed, for power law exponent d =1.2, 2.2, 3.2. As a 
minimum length is imposed on this distribution, the number of isolated fractures removed 
only has a small impact on the shape of the distribution. 
 
 
 
 
 
Figure 2.3a. Typical plot of Group A fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. For the case, fracture lengths are uniformly 1 m, and 
 = 10 m-2. Fracture lengths are coloured according to their lengths: blue (0 to 0.5 m), cyan 
(0.5 to 1 m), green (1 to 5 m) and red (more than 5 m). 
  
0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 
100% 
0.1 1 10 
C
u
m
u
la
ti
ve
 F
re
q
u
e
n
cy
 
l, m 
d = 1.2; 
d = 2.2; 
d = 3.2; 
 34 
 
 
 
Figure 2.3b. Typical plot of Group B fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are distributed by the lognormal 
distribution with ln = 0.5, mean fracture length 1 m and  = 10 m
-2
. Fracture lengths are 
coloured according to their lengths: blue (0 to 0.5 m), cyan (0.5 to 1 m), green (1 to 5 m) and 
red (more than 5 m). 
 
 
 
 
 
Figure 2.3c. Typical plot of Group C fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are distributed by the lognormal 
distribution with ln = 1, mean fracture length 1 m and  = 10 m
-2
. 
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Figure 2.3d. Typical plot of Group D fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are distributed by the lognormal 
distribution with ln = 3, mean fracture length 1 m and  = 20 m
-2
. 
 
 
 
 
 
Figure 2.3e. Typical plot of Group E fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are distributed by the lognormal 
distribution with ln = 4, mean fracture length 1 m and  = 20 m
-2
. 
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Figure 2.3f. Typical plot of Group F fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are distributed by the lognormal 
distribution with ln = 5, mean fracture length 1 m and  = 20 m
-2
. 
 
 
 
 
 
Figure 2.3g. Typical plot of Group G fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are generated by the power law 
distribution, where D as described by Eq. (2.9) is 1.2, and  = 10 m-2. 
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Figure 2.3h. Typical plot of Group H fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are generated by the power law 
distribution, where D as described by Eq. (2.9) is 2.2, and  = 10 m-2. 
 
 
 
 
 
Figure 2.3i. Typical plot of Group I fracture networks, before (left) and after (right) the 
removal of non-conducting fractures. Here fracture lengths are generated by the power law 
distribution, where D as described by Eq. (2.9) is 3.2, and  = 20 m-2. 
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2.4.4 Manipulation of the fracture networks 
Fractures are added and removed from the fracture networks before further investigation 
is carried out on the various parameters of the network. The reason for doing this is explained 
in this section. The processes of including fractures from beyond the observation domain and 
the removal of isolated fractures have the effect of changing the fracture density. The 
notation i is introduced to indicate the initial fracture density before any manipulation of the 
fracture network, whereas  denotes the actual fracture density of the network being 
investigated. The MATLAB script for truncating fractures beyond the observation domain is 
recorded in Appendix B. 
Since the parameter  is an important parameter in the subsequent investigations, some 
work was carried out to address the relationship between i and . In this section the domain 
size L is the main variable, and the effect that L has on  for a given value of i is 
investigated. As a starting point, networks with uniform fracture lengths are investigated. 
Fracture networks are generated stochastically, with i = 20 m
-2
 and fracture lengths l = 1 m, 
similar to the distribution plotted in Figure 2.3a. The domain lengths L are varied between 2 
to 22 m, in 2 m increments. Ten realisations were generated for each set of parameters.  
A fracture from beyond the observation domain is included if part of it lies within the 
observation domain. For the case of uniform fracture lengths, no fractures with centres more 
than l/2 away from the boundary can reach the observation domain, meaning that a fracture 
seeding domain size of l + L is sufficient. After all the relevant fractures are included, 
isolated fractures can then be removed from the fracture networks using the methods 
described in previous sections. The resultant  for each fracture network is obtained, and the 
relationship between  and i (note that i is a constant) is plotted against L in Figure 2.4. 
The main conclusion that can be drawn from Figure 2.4 is that the spread of  increase 
as the size of L decrease, which is consistent with the concept of representative elementary 
volume (REV), in that once L exceeds a certain size, the spread will become negligible. The 
value of  seems to converge to some value asymptotically as L tends to a large value. There 
will be further discussion regarding the REV in later chapters. 
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Figure 2.4. Fractional difference between  and i, for different domain sizes L. For each L, 
ten realisations are carried out. Each fracture has of length 1 m. 
 
 
Now consider the two steps of manipulating the network (including all the relevant 
fractures from fractures with centres that lie outside of the simulation domain; then removing 
of isolated fractures from the fracture network) separately. It seems likely that those two 
processes will have different effects on , as a function of L. 
The change of  due to adding and removing of fractures, along with the total change, is 
plotted in Figure 2.5a, where the ensemble averages of the ten realisations are plotted. The 
figure either shows that each component is converging on a certain value as L increases, or is 
converging very slowly to 0. It is expected that as L tends to infinity boundary effects, such 
as adding relevant fractures from beyond the simulation domain, should become irrelevant. 
The data points are plotted differently in the next Figure 2.5b to verify this point. 
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(a) 
 
(b) 
 
Figure 2.5. Change in  relative to i due to adding fractures from beyond the domain, 
removing of isolated fractures, and the sum of those changes, for a network of uniform-length 
fractures. This is plotted against (a) domain length and (b) length ratio between fracture 
length and domain length. 
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In Figure 2.5b, the change from i is plotted against the length ratio l/L instead. All the 
lines are now straight lines through the origin, showing clearly that as L tends to infinity (as 
l/L tends to 0), the boundary effect of adding fractures become insignificant. It is interesting 
to note that the change due to removing isolated fractures also become insignificant for large 
L. It was initially thought that the number of isolated fracture in a fracture network is 
independent of boundary effect, and is purely a geometrical property of the fracture network. 
However, as seen in Figure 2.3a, the fracture networks currently chosen here are very well 
connected, and in the absence of boundary effect seem to be entirely connected (i.e. no 
isolated fractures). With such a high fracture density, it is unlikely for a 1 m long fracture not 
to hit another fracture. In this scenario, isolated fractures arise when fractures, either from 
within or without the domain, are truncated by the boundary. The gradients of the three lines, 
in descending order, are 1.31, 0.89, and -0.42 (dimensionless). 
This exercise is repeated with a different set of fracture networks. All the other 
parameters are the same as above, but instead of uniform fracture lengths of 1 m, fracture 
lengths here are distributed by a lognormal distribution with mean length of 1 m and 
lognormal standard deviation ln = 1, as in Figure 2.3b. A domain size must be defined for 
fracture seeding since the fracture lengths are no longer constant. Using the justification 
given in the previous section, the fracture seeding domain length is set to 40 m. 
As before, the change in  due to including fractures from beyond the observation 
domain is directly proportional to l/L, and become insignificant for large L. Here, l refers to 
the average length. The change in  due to removing isolated fractures also varies linearly 
with l/L, but even when L is infinite, 10% of the fractures are still removed (shown by where 
the line representing fracture removal intercepts with the axis in Figure 2.6). This residual 
10% is due to the shorter unconnected fractures present, because of the length distribution of 
fractures. The gradients of the three lines, in descending order, are 1.27, 0.84, and -0.42 
(dimensionless). 
It can be concluded that the current method of modifying the fracture networks changes 
, and three kinds of change are identified: the inclusion of fractures with centres beyond the 
simulation domain, isolated fractures created by boundary effects, and isolated fractures due 
to the fracture distribution itself. The first two effects are dependent on the domain size, and 
disappear when the domain become large, whereas the last effect is independent of the 
domain size.  
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Figure 2.6. Change in  relative to i due to adding fractures from beyond the domain, 
removing of isolated fractures, and the sum of those changes, for a fracture network with a 
lognormal length distribution, as a function of the ratio between fracture length and domain 
length. 
 
 
2.4.5 Numerical simulations 
Numerical simulations were carried out using NAPSAC (version 9.8.5), a discrete 
fracture network (DFN) code developed by Serco Technical Consulting Services, Harwell, 
UK. The code has been extensively verified and used in several fracture network studies; for 
example, Jackson et al. (2002). Fractures are divided into segments between intersections, 
and the flow through each segment is modelled by a constitutive relation for the flow; the 
local cubic law is used for this study. At fracture intersections, water pressure is continuous, 
and water mass is conserved. Fluxes and pressure drops are calculated using the finite 
element method. For this model, the matrix is impervious, and water flows only through the 
fractures. NAPSAC calculates the flux through a given fracture system using a number of 
differently-oriented head gradients, chosen to give a uniform coverage of directions, and the 
conductivity tensor is then fitted to those fluxes. A more detailed explanation of the 
algorithm is documented in the NAPSAC Technical Summary (Serco, 2011a). The networks 
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tensors usually exhibit very mild anisotropy. The nominal (isotropic) conductivity [m
2
], 
KNAPSAC, was defined as the geometric mean of the two principal macroscopic conductivities. 
 
2.4.6 Relating K to various parameters of the network 
This study started by assuming that K can somehow be correlated with parameters of 
fracture networks. Zhang and Sanderson (2002), for example, have shown using numerical 
studies that increasing the mean fracture length or the fracture density of fracture networks 
increases their hydraulic conductivity. The aim here is to capture the relationship between 
these parameters and the conductivity of the fracture networks, for any type of fracture length 
distribution. 
The apertures, h, are set uniformly to 65 m. (Since the flow through each fracture is 
modelled by the cubic law, the conductivity of a network with the same geometry but 
different aperture can be obtained by simple scaling.) A parameter K0 is defined against 
which the conductivity can be normalised: 
L
h
K
12
3
0  ,               (2.10) 
where L is the length of the macroscopic region. Ko represents the conductivity of a fracture 
network consisting of an orthogonal pair of fractures (Figure 2.7), with uniform aperture h, 
each passing straight through the system, where the macroscopic shape of the fracture 
network is an L  L square. 
 
     
Figure 2.7. A very simple fracture network with one orthogonal pair of fractures. Here h is 
the aperture of the fractures and L is the length of the fractures, which is also the size of the 
network. 
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First consider fracture networks with fracture lengths distributed by a lognormal 
distribution. Three groups of fracture network are defined. The first group (Group A) is the 
case of uniform fracture length, with the lengths of the fractures set to 1 m (Figure 2.3a), with 
i = 10, 12, 14, 16, 18, 20 and 25 m
-2
. The next two groups are Group B and Group C, where 
the fracture lengths follow a lognormal distribution, with ln = 0.5 and 1 respectively, with a 
mean length of 1 m and i = 10, 12, 14, 16, 18 and 20 m
-2
 (Figures 2.3b and 2c, respectively). 
Ten realisations are generated for each fracture density. 
In Figure 2.8,  is plotted against K/Ko. Although  is not expected to be the sole 
universal factor that connects the geometry of a network to its conductivity, it is a good 
starting point for the investigation. Within each group, where the fracture lengths are 
generated with the same parameters except , conductivity increases linearly with . This 
shows that even though  alone cannot be used to predict K, it is probably one of the key 
parameters required for doing so.  
 
 
Figure 2.8. Normalised conductivity as a function of the fracture centre densities, , for 
uniform aperture networks. For a given distribution of fracture lengths, the conductivity 
increases linearly with . 
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have an effect on the overall conductivity. Sayers and Kachanov (1991) introduced a 
dimensionless crack density parameter, , which involves the crack lengths. Originally 
introduced to study the elastic properties of cracked solids, it is defined by 
 






i
il
A
2
2
1
 ,              (2.11) 
where A is the area of the network, and li is the length of the ith fracture. This parameter 
contains information on both  and l. Figure 2.9 compares  with K/K0. As with Figure 2.8, 
data points from fracture networks with similar parameters group themselves into straight 
lines, but the clear improvement compared to using  alone is that all the straight lines now 
pass roughly through the same point.  
 
 
Figure 2.9. Normalised conductivity as a function of crack density , as defined in Eq. (2.11), 
for uniform aperture networks. Note that the conductivities form a linear relationship with  
for a given fracture length distribution, and that the lines for different distributions intercept 
at the same point. 
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where n is the total number of fractures, and l is the arithmetic mean of all the lengths. 
Whereas  is „the sum of the squares of the fracture lengths‟, mean can be interpreted as „the 
square of the mean of fracture lengths‟. Figure 2.10 shows that all the points collapse onto 
one straight line, implying within the range of the parameters used in Groups A, B and C, the 
conductivity of the fracture network can be predicted using mean alone. 
 
 
Figure 2.10. Normalised conductivity as a function of the parameter mean, as defined in 
Eq. (2.12), for uniform aperture networks. 
 
 
Using this result as a baseline, additional simulations are carried out to verify if this 
observation holds for other network with different fracture length distributions. Six additional 
groups of fracture network are introduced. 
Groups D, E and F have fracture lengths that follow the lognormal distribution, with 
mean fracture length at network generation at 1 m, with ln = 3, 4, 5 respectively (Figures 
2.3d, 2.3e, 2.3f, respectively). For this group, i are kept at 20 m
-2
. As ln increases from 3 to 
5, the fracture network becomes increasingly dominated by small, unconnected fractures. 
After removing these unconnected fractures, the resulting network can be described as a 
network with a low fracture density and a high average fracture length. Groups G, H and I 
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have fracture lengths that follow the power law distribution as described in Eq. (2.9), with 
D = 1.2, 2.2 and 3.2, respectively. The following fracture densities were 10, 12 and 14 m
-2
 for 
D = 1.2; 10, 15, 20 and 25 m
-2
 for D = 2.2; 20, 25 and 30 m
-2
 for D = 3.2. Six realisations 
were generated for each case.  
Figure 2.11 is similar to Figure 2.10, but with the results from the additional groups 
included. The points no longer all collapse onto the same line, showing that although mean is 
a useful parameter, additional information is required to describe the overall conductivity. 
 
 
Figure 2.11. Normalised conductivity as a function of the parameter mean, as defined in 
Eq. (2.12), for uniform aperture networks. 
 
 
2.4.7 Segment density 
The segment density, seg [m
-2
], of a fracture network is the number of segments, nseg, 
within a unit area. A segment is the length of fracture between two nodes (fracture 
intersections). For each fracture network nseg is calculated from the following relationship: 
nodeseg nnn 2 ,         (2.13) 
where nnode is the number of nodes in each fracture network. Eq. (2.13) is based on the 
observation that two new segments are created for each intersection, and the minimum 
number of segments is the number of fractures when there are no fracture intersections. 
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Figure 2.12 shows the relationship between seg and K/K0. Similar to Figure 2.11, data points 
for the conductivity for fracture networks generated using similar parameters group into 
straight lines. 
 
 
Figure 2.12. Normalised conductivity as a function of segment density, seg, for uniform 
aperture networks. seg is used as a parameter as an alternative to mean, because it contains 
information on connectivity instead of fracture lengths. 
 
 
2.4.8 Combination of parameters 
Both mean and seg show promise in describing K, but neither of them tells the full story. 
Since each of them contains information the other does not, perhaps combining the two 
parameters would give the best description. The parameter  is defined as 
segmeansegmean nL   .          (2.14) 
A graph of  against K/Ko (Figure 2.13) shows a straight line through the origin, 
implying direct proportionality between the parameters, i.e., 
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where B is a dimensionless constant. The overall connectivity of a fracture network, , was 
estimated as follows: 
.
2
1
,
2
L
ln
n
nnode




         (2.16) 
Substituting these expressions into Eq. (2.15) gives 
.
2
1
0 L
ln
B
K
K
              (2.17) 
Eq. (2.17) describes fully the relationship for the wide range of networks investigated; K is 
shown to be a function of the connectivity and the total fracture length of the network. From 
this study B, the constant of proportionality, was found to be 0.185. 
 
 
Figure 2.13 Normalised conductivity as a function of the parameter , which is defined in Eq. 
(2.14), for uniform aperture networks. Note the linear relationship, with a slope of 0.185. 
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2.5 Conductivity calculations using equivalent ‘checkerboard’ 
approximation 
2.5.1 Introduction 
The method described in the previous section shows promise for predicting the 
permeability of fracture networks with uniform apertures, but it is difficult to extend this 
method to networks where apertures can take different values. In this section, a different 
method has been developed for approximating K. In Section 2.3, Zimmerman and 
Bodvarsson‟s effective medium approach is applied to a complicated fracture network to 
approximate its conductivity. That model is used as the basis of a semi-analytical approach 
for estimating the conductivity of a fracture network. They modelled a two-dimensional 
fracture network as a network of conductive segments, where a „segment‟ is defined as the 
region of a fracture between two consecutive intersections of that fracture with another 
fracture. In network terminology, these intersections serve as nodes in the fracture network, 
and the segments serve as bonds. The coordination number for each node was assumed to be 
4, since a coordination number of 3 corresponds to a fracture that terminates on another 
fracture, which rarely occurs when the positions and the lengths of the fractures were 
assumed to be randomly distributed. With this restriction, the number of segments in a 
network, nseg, can be calculated from the number of fractures, n, and the number of 
nodes/intersections, nnode, by Eq. (2.13). 
 
2.5.2 Checkerboard conductivity for the uniform aperture case 
The hydraulic conductance C [m
3
] of a fracture segment is defined such that the flow 
rate through the segment is given by 
  

Q 
1

CP,                  (2.18) 
where  is the fluid viscosity, and P is the pressure drop along the segment. The 
conductance is calculated using the cubic law (Zimmerman and Bodvarsson, 1996): 
,
12
3
segl
wh
C         (2.19) 
where h is the aperture of the fracture, w is the width of the fracture in the third dimension 
(set to unity), and lseg is the characteristic length of the segments. 
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(a) 
 
 
(b) 
 
 
(c)  
 
Figure 2.14. Abstraction and modelling of a random fracture network: (a) Truncating 
fractures outside the boundary and removing isolated fractures, (b) Arranging the fracture 
network into a regular square lattice to obtain the „checkerboard‟ conductivity, (c) Obtaining 
an effective conductance from the lattice network that was abstracted from the random 
fracture network. 
 
 
When all the fracture segments have the same values of h and lseg, the conductances of 
all the segments are equal. Imagine arranging the segments in these fracture networks into an 
orthogonal „checkerboard‟-like grid, with the number of segments along the vertical direction 
equal to the number in the horizontal. The unit cell of such a grid is a block with dimensions 
lseg  lseg  w. The macroscopic conductivity for such a grid is simply the conductivity of each 
unit cell (Figure 2.14b). The conductivity of the unit cells, KCB, is calculated using the cubic 
law, with w set equal to 1: 
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
Q
A

KCB

P
lseg
,                      (2.20) 
where A is the area perpendicular to the flow, here A = wlseg. Comparing this with equations 
(2.18) and (2.19) gives 
,
12
3
seg
CB
l
h
K                          (2.21) 
where KCB is the referred to as the „checkerboard‟ conductivity.  
 
2.5.3 Characteristic segment length 
The characteristic segment length, lseg, is a key parameter for calculating KCB. Three 
ways were investigated for calculating lseg: by taking the mean segment length, by balancing 
the segment density, seg, or by using the nodal density, node. The mean segment length is 
obtained by dividing the total length of the fractures by the total number of segments. The 
parameter lseg can be defined from seg and node using the following argument: in a perfect 
square lattice network, a unit cell contains two segments and one node, with edges of length 
lseg, and these parameters can be related by 
.
12
nodeseg
segl

                    (2.22) 
For a square lattice, lseg calculated using either seg or node will give the same value, but 
for a random fracture network this is not the case. The mean segment length is used for the 
preliminary study in Section 2.3 to estimate lseg. For all the fracture groups in Section 2.4, K 
calculated from various lseg (using mean segment length, seg, or node) can be compared with 
KNAPSAC. Preliminary calculations showed that using node to calculate lseg gave a KCB value 
that had the closest match with the numerical results for all data points. Therefore, for all 
subsequent calculations, lseg is estimated using node. 
 
2.5.4 Dead-end segments 
Even after all the fractures that do not carry flow are removed, there are fracture 
segments that will never conduct. The rearranged fracture network contains both conducting 
and non-conducting segments: for each fracture there are two end segments that do not 
conduct („dead-end segments‟). The fraction of the segments that do not conduct, f, is 
therefore given by  
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

1
22
segn
n
f .              (2.23) 
Application of Kirkpatrick‟s effective medium approximation, Eq. (2.2), to a square 
network containing a fraction f of non-conducting bonds, and a fraction   

(1 f )  of bonds 
having unit conductance, shows that the effect of the non-conducting bonds can be accounted 
for by multiplying KCB by the factor (1  2f), i.e.,  
)21(
12
3
f
l
h
K
seg
CB  .                (2.24) 
Figure 2.15a shows KCB/K0 plotted against . The graph shows direct proportionality between 
the two parameters, with a slope of 0.214.  
 
2.5.5 Topological correction factor 
KCB can be used as an upper bound for K for fracture networks with uniform aperture 
fractures, since it is reasonable to assume that for a fracture network with a given value of 
node, the highest value of K that the network can have is when all the nodes are arranged in a 
regular square lattice. Using Figures 2.13 and 2.15a, both showed a straight line passing 
through the origin, the relationship between KCB and K is given by 
  

K KCB,          (2.25) 
where  = 0.864. 
Figure 2.15b shows a graph of K/KCB against , highlighting the value of . Though 
there is some scatter when  is low (for Group F in particular, when the fracture density was 
very low i.e., close to the percolation threshold),  converges to a steady value at higher . 
The parameter  represents the error caused by approximating a geometrically „random‟ 
fracture network with a checkerboard-like lattice. Fortunately, it seems to take on a value that 
is nearly universal.  
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(a) 
 
(b) 
 
Figure 2.15. (a) Normalised checkerboard conductivity as a function of , which is defined in 
Eq. (2.10). The checkerboard conductivity, KCB, an analytical expression for conductivity 
proposed in this study, correlates strongly and linearly with , with slope 2.1410-1. (b) The 
ratio between the numerically calculated and the checkerboard conductivity as a function of 
. The ratio converges to , where  = 0.864 (dotted line). 
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A study has been carried out (see Appendix A) to assess the effect of using a Kagome 
lattice rather than a square lattice as the basic network geometry. It was found that if the 
Kagome lattice is used, the parameter  can potentially be quite close to unity. This seems to 
indicate that the “random” networks bear more similarity with a Kagome lattice than with a 
square lattice, which seems “visually” to be plausible. 
 
2.5.6 Networks with non-uniform fracture apertures 
Attention is now turned to cases where the apertures are not identical. Studies, for 
example the fracture data used by Renshaw and Park (1997), have shown that the apertures of 
fractures scale positively with their lengths. The exact scaling law is probably specific to the 
geology, but for this study a simple direct proportional relationship is used. The networks in 
Section 2.4.6 are again used, but instead of identical fracture apertures, the apertures are 
taken to be directly proportional to the fracture lengths. Specifically, a 1 m long fracture is 
taken to have an aperture of 65 m. As before, the hydraulic conductivities of these networks 
are first calculated numerically using NAPSAC, and then the numerical conductivities are 
compared to ones obtained from the approximations. 
If the apertures of the fractures in the network are not identical, fracture segments will 
have different conductances. The „checkerboard grid‟ is developed to establish a base to 
apply the „effective conductance‟ approach. The „effective conductance‟ of a network is 
defined as the value C

 such that, if the conductance of each segment is replaced by C

 the 
overall conductivity of the network does not change (Figure 2.14c). The effective 
conductance is typically estimated from the geometric mean of the conductance distribution, 
but can also be calculated by methods such as the effective medium theory of Kirkpatrick 
(1973). The Kirkpatrick equation was studied by Lock et al. (2004), where they have 
approximated with the equation the permeability of sandstone models, and found that the 
approximated permeabilities were within 10% of the numerically simulated results. The form 
of the Kirkpatrick equation used in this study, i.e., Eq. (2.2), taking z = 4 for a checkerboard 
geometry: 




n
i i
i
CC
CC
1
0

.            (2.26) 
Relating Eq. (2.19) with (2.24), the checkerboard conductivity KCB can be written in 
terms of the conductance C, as KCB = C (1 - 2f)/w, where w is the depth. Whereas C was 
constant for the uniform aperture case, C

 is used for variable aperture cases. 
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The conductivities calculated using these values of KCB are compared with KNAPSAC in 
Figure 2.16. Using the geometric mean or Kirkpatrick‟s approximation gives similar values 
of K; however, both of these estimates under predict the actual conductivity by one or two 
orders of magnitude. 
This observation agrees to some extent with the conclusions of David et al. (1990) on 
applying the effective medium theory of Kirkpatrick to porous medium networks modelled as 
regular lattices, with a broad distribution of conductances. They found that in such cases, this 
method tends to underestimate the effective conductivity by a factor of two. 
Kirkpatrick‟s theory, as well as most effective medium approximations, assumes that 
there is no correlation between the conductivities of the segments entering a given node. As 
stipulated by Harris (1990), the effective medium theory introduced by Kirkpatrick is 
applicable only to networks where the bounds have randomly and independently distributed 
conductances. This is, however, not true for a fracture network, since at each node there are 
always two segments having the same conductance, because they are part of the same 
fracture. Hence, it is not surprising that the geometric mean does not provide a good estimate 
of the effective conductivity for fracture networks. 
The geometric mean is a special case of power law averaging, a method proposed by 
Desbarats (1992) to estimate the effective conductance of a porous medium. Effective 
conductivity by power law averaging is given by 
,
1
/1
1








 

n
i
iC
n
C

             (2.27) 
where =0 corresponds to the geometric mean, =1 gives the arithmetic mean, and= -1 
gives the harmonic mean. The initial intention was to match K with KNAPSAC by varying , 
but it is found that using the arithmetic mean to calculate C

 gives a very good match to the 
numerical results, when C

 is used in Eq. (2.19) in place of C (Figure 2.17).  
The fact that the effective conductivity of the fracture segments can be approximated by 
the arithmetic mean can be explained as follows. If the fracture aperture (conductivity) is 
positively correlated with length, then the network will be dominated by a relatively small 
number of long fractures having high conductivities. These long, highly conductive fractures 
will act more as if they are in „parallel‟ with each other than in „series‟, in the sense that each 
of these fractures can transmit fluid across large distances, without the need for fluid to pass 
through the less conductive fractures of the network. The effective conductance of a set of 
conductors arranged in parallel is governed by the arithmetic mean rather than the geometric 
or harmonic mean.  
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Figure 2.16. Comparing estimates K calculated using different methods to obtain the effective 
conductivity (Kirkpatrick‟s equation, geometric mean, arithmetic mean), with numerically 
computed K, for Group B and C. 
 
 
 
 
Figure 2.17. Comparing estimates K calculated the arithmetic mean, with numerically 
computed K over all the scenarios studied. 
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As shown in Figure 2.17, the permeability predictions are accurate for networks having 
conductivities that span many orders of magnitude. At first, it might be thought that the range 
exhibited in Figure 2.17, from 10
-14
 to 10
-3 
m
2
, is higher than might be expected to be 
encountered in the field. However, this is merely an artefact of setting the aperture of a one-
meter-long fracture to 65 m. If the aperture of an l = 1 m fracture were taken to be 6.5 m, 
for example, this would only have the effect of shifting both axes in Figure 2.17 downwards 
by a factor of 10
-3
, so that the range would cover 10
-17
 to 10
-6 
m
2
. The main point is that the 
prediction method seems to account for vast differences in fracture densities, and for wide 
distributions of apertures. 
The MATLAB script that was written to predict the hydraulic conductivity in this 
section is recorded in Appendix B. 
 
2.5.7 Additional verification  
Some verification has been carried out to see if the current results match existing studies. 
Min et al. (2004b) investigated the effects of applied stresses on the conductivity of fracture 
networks. The fracture networks were modelled the same way as the other fracture networks 
in this chapter (i.e. fractures were modelled as straight lines within a square boundary, 
5 m  5 m), with fracture lengths stochastically generated using a power law distribution, 
using parameters based on a field study. Initially all the fractures have the same aperture of 
35 m.  
Stress loadings were used to induce aperture variation in this model. Various boundary 
stresses, with a constant stress ratio of 1.3, were applied to the fracture networks. The 
apertures of the fractures were deformed by the local stress using some non-linear law. In the 
study of Min et al., the aperture/stress coupling and the subsequent conductivity calculations 
were carried out using UDEC (Universal Distinct Element Code, designed to model fluid 
flow and deformation of fractured rock masses). Their study provides the average 
conductivities of networks generated using specific properties. Results from loadings with 
low stress ratio are used to keep the conductivity tensors to be nearly isotropic. 
Fracture networks are generated stochastically using the parameters of Min et al. A 
simplified method of stress/aperture coupling is used: boundary stresses are simply projected 
onto each individual fracture, and these stresses change the apertures according to a specified 
non-linear constitutive law (given as an aperture/stress curve in a figure in Min‟s paper). The 
average boundary stress varied between 0 to 40 MPa, while the stress ratio between the 
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vertical and the horizontal boundary was kept at 1.3. Ten realisations were generated for each 
stress state.  
Figure 2.18 shows the conductivity change as increasing boundary stress, where KCB is 
compared with the results from Min et al. The figure shows that, despite the simplifications, 
the estimated value of KCB is very similar to the numerical results reported by Min et al. 
(2004). 
 
 
 
Figure 2.18. The results of this study is compared with a previous numerical study using a 
graph showing the conductivity of a fracture network as a function of the applied boundary 
stress, when the stress ratio between the boundaries is 1.3. 
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A relationship is obtained between a random fracture network and one in which all the 
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equal to some constant , where  = 0.864. It is believed that this represents the geometrical 
differences between the random and lattice-like networks. 
The conductivity of a fracture network in which the apertures are correlated with the 
length can be estimated using the following procedure. First, the fracture intersections 
(nodes) are identified, and this information is used to remove isolated fractures from the 
network. Then, use the nodal density of the remaining fractures to create the equivalent 
checkerboard network to find lseg, Eq. (2.20). Divide each fracture in the actual fracture 
network into segments of length lseg, and calculate the conductance of each of those segments 
using the local cubic law, Eq. (2.19). The arithmetic mean of these individual conductances is 
then used to calculate KCB, from Eq. (2.24), in the form KCB = C (1 - 2f)/w. Finally, Eq. (2.25) 
is used to convert KCB into the effective conductivity. This approach has worked well for all 
cases considered, regardless of whether the underlying distribution was lognormal or power 
law. 
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Chapter 3 
Comparison of Discrete Fracture Network and Equivalent Continuum 
Simulations of Fluid Flow through Two-dimensional Fracture Networks 
 
3.1 Introduction 
Much previous work has been carried out using the continuum code TOUGH2 (Pruess et 
al., 1999) for modelling different aspects of fluid transport through the underground 
environment. One example is the development of TOUGH-FLAC, the linking of TOUGH2 
with the commercial geo-mechanical simulator FLAC for modelling coupled hydro-
mechanical processes (Rutqvist, 2011). It would be convenient if it could be demonstrated 
that fracture network models can be expressed in a form that can utilise the advances made in 
continuum models.  
One purpose of this chapter is to show that it is reasonable to construct continuum 
models from discrete fracture models. A discrete fracture network can be broken down to 
smaller domains, where these domains become an element in the continuum model, where 
the flow property of each of these domains can be described by its equivalent permeability 
tensor. An interesting question is if the sizes of these domains are significant. For calculating 
the most representative equivalent permeability of a fracture system, Long et al. (1982) 
concluded that the domain size must be larger than the representative elementary volume 
(REV), and it may be inappropriate to define a permeability tensor if the domain sizes are 
smaller than the REV. On the other hand, if the domains are small enough to include only 
single fracture segments or intersections, then their permeability tensors can be calculated 
simply using analytical means. Furthermore, this would allow the reconstructed network to 
mirror more closely the original network. The validity of using very small domains is 
explored in this chapter. 
The study described in this chapter investigates the use of the commercial codes 
NAPSAC (Serco, 2011a), a discrete fracture network code, and NAMMU (Serco, 2011b), a 
continuum code; the codes are described in more detail in following sections. The benchmark 
network prescribed by the DECOVALEX project was first modelled using discrete fracture 
network methods. A series of effective continuum models of the benchmark test fracture 
network were then created, using different element sizes, and their flow behaviours were 
compared against results obtained from discrete fracture network modelling. The 
permeability tensors of each of the elements in the effective continuum meshes were 
calculated using discrete fracture network models. The sizes of each of those elements are 
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smaller than the REV (representative element volume), and at the finest mesh level the 
elements may only contain one or two fractures.  
 
3.2 Review of previous work 
Zhang and Sanderson (2002) divided mathematical models of fluid flow into two broad 
groups: discrete fracture networks (DFN) and equivalent continuum models. Discrete fracture 
network modelling is the most intuitively obvious way to model the kind of two-dimensional 
fracture networks that is being studied in this work: in a discrete fracture model, each fracture 
is modelled explicitly, commonly represented as either a planar feature (in 3D models) or a 
linear feature (in 2D models), where it is assumed to have a specified hydraulic 
transmissivity. Although semi-analytical methods can be used to estimate the flow through 
such a network (Zimmerman and Bodvarsson, 1996a), in most cases the flow through the 
fracture network is simulated by discretising each fracture segment, and using a finite 
element or finite difference formulation to solve the equations of fluid flow. In essence, each 
fracture segment is represented as an element through which the volumetric flow rate is 
proportional to the pressure drop along the length of that segment. Discrete fracture network 
modelling is widely used for both site-specific simulations in engineering applications, as 
well as a tool to evaluate conceptual models. In this chapter the discrete fracture modelling 
has been conducted using NAPSAC, a simulation code that is a part of the CONNECTFLOW 
package that was developed by Serco. 
The equivalent continuum model approach assumes that continuum-based numerical 
methods can be used to model inherently discrete and discontinuous systems. In such models, 
individual fractures are not explicitly represented. Rather, their effect is averaged out over the 
continuous region, which is then modelled as a porous medium. Fluid flow through the 
porous medium is assumed to be governed by Darcy‟s law (Jaeger et al., 2007), q =  -(k/) 
gradP, where q [m/s] is the volumetric flow rate per unit area, k [m
2
] is the permeability 
tensor,  [Pa s] is the fluid viscosity, and P [Pa] is the fluid pressure. Use of Darcy‟s law is 
usually assumed to be valid when the characteristic volume considered in the problem, such 
as the size of an element in the finite element mesh. is greater than the so-called 
representative element volume (REV) of the medium (Bear, 1972). The REV is supposed to 
be a critical volume such that constitutive properties can be assumed to be constant if defined 
over regions larger than the REV. Long et al. (1982) concluded that a fractured system would 
behave more like a continuum if it has a high fracture density and a narrow aperture 
distribution. 
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For modelling underground water movement, the hydraulic properties for the „equivalent 
continuum‟ can either be obtained from hydrogeological material properties, from 
interpretations of measurements from either the field or the laboratory, or estimated using 
some other simulation techniques – such as from discrete fracture network models on a 
smaller scale. In the present work, the equivalent continuum modelling has been conducted 
using NAMMU (Serco, 2011b), a finite element code for simulating fluid flow in porous 
media. 
The foregoing discussion applies to rock masses in which the matrix rocks have very 
low permeability, in which case the fluid flow takes place almost exclusively through the 
fracture network. If the matrix permeability cannot be neglected, the problem can again be 
addressed either by representing each fracture explicitly, and modelling fluid transfer 
between each individual fracture and the matrix rock, or by smoothing out the hydraulic 
properties and using a dual-porosity continuum approach (Zimmerman et al., 1996). Porous 
media in which flow within the matrix rock cannot be neglected are not addressed in this 
chapter. 
 
3.3 Fluid flow simulations 
3.3.1 Benchmark test fracture network 
The study in this chapter was carried out on the DECOVALEX Task C benchmarking 
fracture network, a stochastically generated two-dimensional fracture network. Fractures 
were modelled as straight lines, and the aperture of each fracture was constant along the 
fracture length. Although fractures in the field are unlikely to be straight lines with non-
varying apertures, this is a common assumption to make for simplifying the modelling 
process.  
The fracture network occupies a macroscopic region of 20 m  20 m, and contains 7797 
fractures, and approximately 75,000 fracture segments, defined as a portion of a fracture 
lying between two adjacent intersections with other fractures. Fracture lengths vary between 
0.25 to 30 m, and are distributed according to a truncated power law distribution. The 
fracture length and orientation distributions are based on data from the Sellafield area, West 
Cumbria, England, where formations in the Borrowdale Volcanic Group, a thick sequence of 
Ordovician volcaniclastic rocks, have been characterised; the statistical parameters can be 
found in Min et al. (2004a). The fracture apertures vary between 0.5 to 200 m, distributed 
according to a truncated lognormal distribution, with a lognormal standard deviation of 1. 
The fracture lengths are correlated to the apertures, using the method described by 
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Baghbanan and Jing (2007). It must be noted that although the Sellafield fracture data are 
used to create a fracture network having some geological and hydrological realism, the 
simulation results generated from this set of parameters do not necessarily represent the 
hydraulic behaviour of the Sellafield area. 
A visual representation of the fracture network is shown in Figure 3.1. With 7797 
fractures in a region of 400 m
2
, the fracture density of this fracture network is 19.5 m
-2
. The 
“horizontal” direction aligns with the x-axis, and the „vertical‟ direction aligns with the z-
axis. These are nominal directions, for the purpose of simplifying the discussion of the 
results; gravity plays no role in the flow processes under consideration. 
 
 
 x 
z 
 
Figure 3.1. Benchmark test fracture network that was used as the basis of the simulations in 
this paper. The longest fractures, and hence the fractures with the largest apertures, are 
coloured red, whereas the shortest fractures are coloured blue. 
 
 
The transmissivity T [m
4
] of each fracture is assumed to follow the cubic law: 
T = wh
3
/12, where h [m] is the aperture and w [m] is the width within the fracture plane 
normal to the direction of flow (Zimmerman and Bodvarsson, 1996b). [Note that other 
definitions of the transmissivity are also in wide use, such as T = gh3/12, where  [kg/m3] 
is the fluid density, g [m
2
/s] is the magnitude of the acceleration due to gravity, and  [Pa s] 
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is the fluid viscosity. The latter definition is based on using hydraulic head rather than 
pressure, P [Pa], as the driving force in Darcy‟s law. Both definitions are essentially 
equivalent.] 
The volumetric flow Q [m
3
/s] is then given by Q = (T/)gradP. As mentioned above, 
fluid flow is assumed to take place only through the fractures, and the rock matrix is assumed 
to be impermeable. Fluid flow through the network is induced by a constant pressure gradient 
of P = 200 kPa imposed across the fracture network, in the vertical direction. The nominal 
pressure gradient is therefore 10 kPa/m. The system is assumed to be of unit depth in the 
third direction. 
 
3.3.2 Discrete fracture network simulations 
The flows through the network are first evaluated using NAPSAC, a finite element code 
that was designed for simulating steady-state constant-density groundwater flow through a 
fracture network. The basic algorithm is very simple. Assuming the fracture transmissivity is 
related to the fracture aperture by the „cubic law‟ (Zimmerman and Bodvarsson, 1996b), the 
flow in each fracture is determined numerically using a Galerkin finite element approach, 
using the constraints that water pressure is continuous between any two intersecting fractures 
and water mass is conserved at each intersection. The flow through the overall network is 
obtained by summing up the flows in the different fractures. Full details of this algorithm are 
given in the NAPSAC Technical Summary (Serco, 2011a). Discrete fracture modelling can 
be readily applied to fluid flow through the benchmark test network, since the locations, 
lengths, orientations and transmissivities of each of the fractures are explicitly known. 
With a linear pressure gradient of 10 kPa/m imposed from the top to the bottom of the 
network, the flow rate through each fracture segment is calculated by NAPSAC. The outflow 
at the bottom of the 20 m  20 m region is plotted in Figure 3.2. The total volumetric flow 
rate through this boundary is 1.3610-4 m3/s. From Darcy‟s law, with  = 0.001 Pa s, and 
A = 20 m
2
, the computed kzz component of the macroscopic permeability tensor is found to be 
to 6.810-13 m2. The detailed outflow profile and the total flow through the lower outflow 
boundary are used as the main basis for comparison between the discrete fracture and 
equivalent continuum models. 
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Figure 3.2. Flow through the outflow boundary when a vertical fluid pressure gradient of 
10
4
 Pa/m was applied to the benchmark test network. Each bar represents flow through an 
individual fracture. The total flow through the lower boundary is 1.3610-4 m3/s. 
 
 
The full macroscopic permeability tensor k [m
2
] can also be calculated using NAPSAC. 
This is done by solving the same problem as described above, for a range of orientations of 
the imposed pressure gradient, chosen to give a uniform coverage of directions. The effective 
permeability tensor is determined from a „best fit‟ between the fluxes and head gradients. 
Again, a more detailed explanation of the algorithm is given in the NAPSAC Technical 
Summary (Serco, 2011a). The permeability tensor for the benchmark test network was 
computed by NAPSAC to be 
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where the x-axis is oriented horizontally in Figure 3.1. Note that the value of kzz in the above 
permeability matrix does not precisely agree with the „exact‟ value of 6.810-13 m2, because 
the permeability matrix is found by fitting fifteen directional permeabilities over the entire 
range of 360°.
 The small, but non-zero, off-diagonal terms indicate that the principal directions of the 
permeability tensor are not exactly aligned with the horizontal and vertical axes of the test 
network. The principal permeabilities, which are the eigenvalues of k, are 7.4310-13 m2 and 
4.8910-13 m2; the direction of the larger principal permeability is rotated by 7.4° from the z-
axis. A convenient scalar parameter to use to quantify the permeability tensor is its 
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determinant, det(k) = keff, which is also equal to the geometric mean of the two principal 
permeabilities (de Marsily, 1986), and is sometimes referred to as the effective permeability. 
 
3.3.3 Equivalent continuum simulations 
Fluid flow through the benchmark test network can also be simulated using the finite 
element continuum code NAMMU. To do this, the network is first divided into an NN grid 
of equal-area squares, where N is taken to be 10, 40, 100 and 400 (Figure 3.3). The full 
permeability tensor of each of these small grid blocks is calculated by performing a discrete 
fracture network simulation using NAPSAC. Each grid block is now treated as a porous 
continuum having the permeability tensor calculated by NAPSAC, and fluid flow through 
this heterogeneous, locally anisotropic continuum is simulated using NAMMU. A similar 
modelling logic was used in other modelling work. For example in Moreno et al.‟s (1988) 
model for flow through single rough-surfaced fractures, where in their model the low 
permeability region corresponds to area of low aperture where the two fracture planes touch. 
 
 
Figure 3.3. Discretising the fracture network into NN equivalent continuum grid blocks, 
with N = 7 for illustrative purposes. The equivalent permeability tensor of each grid block is 
calculated using the discrete fracture simulator NAPSAC, after which flow through the NN 
continuum grid blocks is calculated using the porous medium simulator NAMMU. 
 
 
First a very coarse model was examined: the network was modelled using a finite 
element model with 1010 elements (100 elements in total), each with dimensions 2 m  2 
m. The permeability of each of the grid blocks was calculated using NAPSAC, and their 
effective permeabilities are plotted in Figure 3.4. The effective permeabilities are defined as 
the geometric mean of the two principal permeabilities; they are not used in any flow 
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calculations, but are convenient for illustrating the heterogeneity of the network. Despite the 
heterogeneity of the fracture network, the permeabilities at this scale vary only within about 
one order of magnitude. At this scale, the permeability distribution appears random, and there 
is little obvious macroscopic structure. 
The flow results are shown in Figure 3.5. The flows through the outlet boundary of the 
effective continuum model are compared with the flows from the discrete fracture network 
model. The results from the discrete fracture model are plotted as a histogram with a bin size 
corresponding to the element size of the continuum model to allow comparison. Note that the 
flow profile of the NAMMU model is not comprised of a series of straight lines: a quadratic 
profile is fitted across each element. The flow profile and the total flow (1.5010-4 m3/s, 
compared to NAPSAC‟s value of 1.3610-4 m3/s) show that the results between the 
continuum and discrete models are reasonably compatible. The permeability in the vertical 
direction calculated from the flow is 7.5010-13 m2, which is 10% greater than the value 
calculated from the discrete fracture model. 
 
 
Figure 3.4. The distribution of the effective permeability of the benchmark test network, 
modelled using an effective continuum model of 1010 grid blocks (N = 10). The range of 
values is from 0 (blue) to 610-13 m2 (red). 
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Figure 3.5. Comparison of the flow profiles, calculated by the discrete fracture network 
model and the NN continuum model when N = 10, through the lower outlet boundary, under 
a vertical pressure gradient. According to the continuum calculation, the total flow through 
the lower boundary is 1.5010-4 m3/s. 
 
 
A continuum model is again constructed, this time with a finer grid size. Figure 3.6 
shows the distribution of the effective permeability for the model with 4040 grid (1600 grid 
blocks in total), each with dimensions 0.5 m  0.5 m. As the grid blocks over which the 
permeability is defined become smaller, the distribution of the permeability becomes wider; 
approximately 40% of the grid blocks have permeabilities less than 110-13 m2, and about 3% 
of the grid blocks have permeabilities greater than 110-12 m2. At this scale, some structure 
seems to be appearing in the geometric distribution of permeabilities. 
The flow results for the 4040 grid are shown in Figure 3.7. The detailed flow profiles 
follow reasonably closely the trend from the discrete fracture simulations. The total outflow 
is 1.6010-4 m3/s, which corresponds to a permeability of 8.0010-13 m2 – only 18% greater 
than the values given by the discrete fracture simulations. 
 
0.00E+00 
2.00E-06 
4.00E-06 
6.00E-06 
8.00E-06 
1.00E-05 
1.20E-05 
1.40E-05 
-10 -8 -6 -4 -2 0 2 4 6 8 10 
D
ar
cy
 V
e
lo
ci
ty
, 
m
/s
 
Position, m 
10 by 10 
DFN 
 70 
 
 
Figure 3.6. The effective permeability of the benchmark test network, modelled using an 
effective continuum model of 4040 grid blocks (N = 40). The range of values is from 0 
(blue) to 1.810-12 m2 (red). 
 
 
 
Figure. 3.7. Comparison of the flow profiles, calculated by the discrete fracture network 
model and the NN continuum model when N = 40, through the lower outlet boundary, under 
a vertical pressure gradient. According to the continuum calculation, the total flow through 
the lower boundary is 1.6010-4 m3/s. 
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The network was also modelled using a continuum model with 100100 elements 
(1104 elements in total), each with dimensions 0.2 m  0.2 m. This gives an average of 7.5 
fracture segments per element. The distribution of effective permeabilities is shown in Figure 
3.8. The majority of the grid blocks have very low permeabilities. With such a small number 
of fracture segments in each grid block, the permeability tensors are likely to be highly 
anisotropic. The permeability distribution is again plotted in Figure 3.9, but in terms of the 
maximum permeability. Unlike the permeability maps plotted previously, the high 
permeability regions in Figure 3.9 arranged themselves into lines, which essentially follow 
the paths of the larger (hence higher permeability) fractures seen in Figure 3.1. 
The flow results for the 100100 grid are shown in Figure 3.10. The detailed flow 
profile agrees qualitatively with the profile computed by the discrete fracture network, and 
the total flow of 1.4610-4 m3/s compares well to NAPSAC‟s value of 1.3610-4 m3/s. The 
permeability in the vertical direction calculated from the continuum model is 7.3010-13 m2, 
which is 7% higher than the value obtained from the discrete fracture model. 
 
 
Figure 3.8. The effective permeability of the benchmark test network, modelled using an 
effective continuum model of 100100 grid blocks (N = 100). The range of values is from 0 
(blue) to 310-12 m2 (red). 
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Figure 3.9. The maximum permeability of the benchmark test network, modelled using an 
effective continuum model of 100100 grid blocks (N = 100). The range of values is from 0 
(blue) to 510-12 m2 (red). 
 
 
 
Figure 3.10. Comparison of the flow profiles, calculated by the discrete fracture network 
model and the NN continuum model when N = 100, through the lower outlet boundary, 
under a vertical pressure gradient. According to the continuum calculation, the total flow 
through the lower boundary is 1.4610-4 m3/s. 
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Finally, the continuum model is constructed using a very fine grid size. The flow results 
for the N = 400 model (in which case each element has dimensions 0.05 m  0.05 m, and 
there are only approximately 0.5 fracture segments per element) are plotted in Figure 3.11. At 
this discretisation, each grid block would typically have between 0 and 4 fracture segments. 
An assembly of such grid blocks into a finite element model can be compared to constructing 
a discrete fracture model. The flow profile and the total flow (1.2510-4 m3/s, compared to 
NAPSAC‟s value of 1.3610-4 m3/s) show that the results between continuum and discrete 
models are reasonably compatible. The permeability in the vertical direction calculated from 
the 400400 continuum model flow is 6.2510-13 m2, which is 8% lower than the value 
obtained from the discrete fracture model. 
 
 
Figure 3.11. Comparison of the flow profiles, calculated by the discrete fracture network 
model and the NN continuum model when N = 400, through the lower outlet boundary, 
under a vertical pressure gradient. According to the continuum calculation, the total flow 
through the lower boundary is 1.2510-4 m3/s. 
 
 
3.4 Discussion and conclusions 
A series of effective continuum models of the benchmark test fracture network were 
created, at different levels of discretisation, and their flow behaviours were compared against 
results obtained from discrete fracture network modelling. Although at the various levels of 
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discretisation the permeability displayed very different distributions, the overall flow through 
the region seemed to be robust over a large range of N. Note that the discrete fracture 
network simulations can be considered to represent the case of N = 1. The value N = 400 
represents a sensible maximum value, since at this scale (corresponding to grid blocks of 
0.05 m size) most grid blocks contains no more than four fracture segments. 
This chapter shows that as long as the full permeability tensors for each of the grid 
blocks are considered, using continuum models should give reasonable answers, regardless of 
the level of discretisation. It is also suggested here that the possibility of constructing discrete 
fracture network-like models using effective continuum type simulation packages. Another 
interesting conclusion is that the continuum models gave accurate results, even in cases 
where most of the individual grid blocks were below what would normally be considered to 
be the REV – since they contained a very small number of fracture segments. 
It has generally been held, as far back as the seminal paper by Long et al. (1982) that for 
length scales below the REV, it is not possible to replace a discrete fracture network with an 
equivalent porous continuum. Specifically, Long stated that: „The following criteria must be 
met in order to replace a heterogeneous system of given dimensions with an equivalent 
homogeneous system for the purposes of analysis: 1) There is an insignificant change in the 
value of the equivalent permeability with a small addition or subtraction to test volume; 2) 
An equivalent symmetric permeability tensor exists which predicts the correct flux when the 
direction of gradient in a REV is changed.‟ 
However, the results in this chapter seem to indicate that, even if the chosen 
computational cells are clearly smaller than the REV, it is still sensible to represent each of 
these small regions by a porous continuum. When viewed at a larger scale, this equivalent 
porous medium will appear as a heterogeneous medium with different permeability tensors in 
each cell. Nevertheless, the macroscopic flowrates calculated through this porous medium 
will closely match the flowrates calculated through the discrete fracture network, regardless 
of whether or not an REV scale even exists. 
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Chapter 4  
Hydro-Mechanical Coupling of Two-dimensional Fractured Rock 
Masses  
 
4.1 Introduction 
Part of the work in this chapter was produced for 2D Benchmark Test (2D BMT) portion 
of Task C of DECOVALEX 2011. The purpose of the DECOVALEX (the DEvelopment of 
COupled models and their VALidation against EXperiments) project is to develop thermo-
hydro-mechanical-chemical (T-H-M-C) coupled computer model in order to support the 
designs of long term geological repository for radioactive wastes.  
This phase of the project, DECOVALEX 2011, was divided into three tasks. This work 
was produced as a part of a collaborative exercise between Imperial College London, Serco 
Technical Consulting Service, and Lawrence Berkeley National Laboratory during the 
involvement with Task C, which investigated hydro-mechanical-chemical coupling in 
fractured hard rock, along with teams from the Royal Institute of Technology (Stockholm), 
the Technical University of Liberec, and the Chinese Academy of Sciences (Wuhan). The 
results from the comparison exercises can be found in DECOVALEX 2011 publications, the 
final report of which is in the process of being published at the time of writing.  
This chapter focuses first on modifying the discrete fracture network (DFN) code 
NAPSAC to enable it to carry out hydro-mechanical (H-M) coupled simulations. The fracture 
network used in the benchmark test was modelled using NAPSAC, including outputs for flow 
and solute transport through the network. The capability of applying hydro-mechanical 
coupling using NAPSAC was investigated. A nonlinear normal stress-aperture relationship 
was implemented into NAPSAC, and it was compared against the default linear-elastic 
relationship. A method of modelling shear dilation into NAPSAC was proposed and 
implemented.  
In the second part of this chapter, NAPSAC modelling results were compared with those 
obtained from the distinct element method (DEM) code UDEC as a form of verification, 
showing that different modelling approaches produce compatible results. It was found that 
both modelling approaches produce similar flow results for the type of networks being 
modelled. 
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4.2 Review of previous work 
The flow through a single fracture can be related to its aperture by the cubic law (Jaeger 
et al., 2007): 
L
pwh
Q


12
3
,                           (4.1) 
where h is the aperture of the fracture, w is the width of the fracture (usually set to unity in 
this chapter), p is the pressure difference across the fracture, and L is the length of the 
fracture (Figure 4.1). One way to model the relationship between the flow through a fracture 
and any stress applied normally onto the fracture is to relate its aperture with the applied 
normal stress. 
 
 
Figure 4.1. Cubic law for fluid flow through a parallel-plate fracture  
 
 
 
 
Figure 4.2. Linear relationship between the aperture and the applied normal stress, where n 
is the compressive normal stress, h is the aperture, h0 is the aperture when no stress is 
applied, hres is the residual aperture – the lowest value the aperture can take when the applied 
stress is high.  
n 
hres 
h0 
h 
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The simplest assumption, used for example by simulation codes such as UDEC 
(Itasca, 2011) and NAPSAC (Serco, 2011a), is to assume a linear elastic relationship between 
the aperture and the normal stress applied on the fracture (Figure 4.2), with the additional 
stipulation that the aperture cannot decrease below some minimum value hres. 
The actual relationship between normal stress and aperture change is unlikely to be 
linear. Bandis et al. (1983) carried out a series of laboratory investigations on rock joints, 
with different types of rocks as well as different physical conditions. They suggested using 
hyperbolic functions to describe the stress/aperture relationships observed in their 
experimental measurements. 
Zimmerman (2008) developed a simple rock fracture model to describe coupling normal 
stress and the permeability of the fracture using analytical means. By idealising the void 
space of the fracture as a set of parallel, periodically space tubular channels of elliptical 
cross-section, he was able to construct a normal stress versus transmissivity relationship that 
gave reasonable agreement with some laboratory measurements. 
Numerical models were developed to model H-M coupled behaviour in single fractures. 
Lee and Harrison (2001) carried out a numerical experiment on single rock fractures with 
statistically generated aperture distributions, to investigate their behaviour under normal and 
shear stress. Cammarata et al. (2007) used a hybrid finite element and boundary element 
method (POSEIDON), verifying their method by modelling a single fracture system with 
different loading conditions. Walsh et al. (2008) modelled an irregular fracture using finite 
element code GeoSys/Rockflow, assuming fractures as material with very low Young‟s 
modulus. Reynolds et al. (2007) modelled the permeability of a simple fractured system 
subjected to cantilever loading, where one end of the system is fixed and the other end is 
subjected to a load in the vertical direction. Fluid flow was driven by head differences across 
the model. They have shown that the permeability increases with the head differences. Their 
study used the coupled code HYDRO-DDA. 
Typically, it is the permeability of a whole network of fractures that is of most interest. 
Hydro-mechanical coupling behaviours of these systems are commonly studied through 
numerical experiments. Zhang and Sanderson (1996) carried out numerical experiments 
using the distinct element code UDEC on different fracture systems. They investigated the 
effects of different stress loadings on each of the fracture systems. Min et al. (2004b) again 
used UDEC to investigate H-M coupling behaviour, applied to fracture networks with model 
size above the REV (representative elementary volume), applying non-linear stress aperture 
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relations, as well as further investigation into shear aperture coupling relationship. 
Baghbanan and Jing (2008) proceeded further along those lines by considering fracture 
networks with fracture aperture correlating with length, and investigated the size of the REV 
as the applied shear load increases. 
 
4.3 Implementing H-M Coupling Model for DECOVALEX 
4.3.1 Benchmark fracture network 
The benchmark network was generated stochastically, based on the fracture network 
used by Baghbanan and Jing (2007). The fracture rock network was modelled as an idealised 
two-dimensional network, where the rock matrices were impermeable, and fractures were 
modelled as straight lines with no aperture variation along their length.  
The directions and lengths of the fractures of the benchmark network were based on the 
study by Min et al. (2004a). The fracture lengths, l, follows a power-law distribution, 
DDDD llFll 1minmaxmin )]([
  ,        (4.2) 
where lmin is the minimum length of 0.5 m, lmax is the maximum length of 250 m, D is a 
parameter set to 2.2, and F is a random number uniformly distributed between 0 and 1. The 
fracture density is 19.5 m
-2
, 7797 fractures in total, and the average fracture length is about 
1 m. The size of this fracture network is 20 m by 20 m. 
Baghbanan and Jing (2007) used the lognormal distribution to model aperture variations 
of the fractures. The distribution was truncated so that apertures ranged between 1 and 
200 m. Furthermore, since positive correlations were observed between fracture aperture 
and fracture length (as found, for example, by Vermilye and Scholz (1995)), the apertures in 
this network were correlated to the length. This means that the longest fractures had the 
largest aperture. 
Numerical simulations were carried out using NAPSAC, a discrete fracture network 
(DFN) code developed by Serco Technical Consulting Services, Harwell, UK. The code has 
been extensively verified and used in several fracture network studies; for example, Jackson 
et al. (2002). Fractures were divided into segments between intersections, and the flux 
through each segment was modelled by a constitutive relation; the local cubic law was used 
for the present study. At fracture intersections, water pressure is continuous, and water mass 
is conserved. Fluxes and pressure drops are calculated using the finite element method. For 
the work in the chapter, the matrix is impervious, and consequently, water may only flow 
through the fractures.  
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The conductivity tensor can be calculated by NAPSAC. This code calculates the flux 
through a given fracture system using a number of differently-oriented head gradients, 
chosen to give a uniform coverage of directions, and the conductivity tensor is then fitted to 
those fluxes. A more detailed explanation of the algorithm is documented in the NAPSAC 
Technical Summary (Serco, 2011a). 
 
4.3.2 Modelling normal stress/aperture coupling using NAPSAC 
Hydro-mechanically coupled modelling can be carried out using NAPSAC. It has built-
in capabilities to calculate stress/aperture coupling (Serco, 2011a), modelling the normal 
stress/aperture coupling using the following linear law: 
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where h is the aperture, h0 is the initial aperture, hmin is the residual aperture,  is the applied 
normal stress, o is the initial normal stress, and kn is the fracture normal stiffness. 
The apertures of each of the fracture in the network are then modified according to the 
constitutive law. Here, for the modelling of the deformation of the apertures of the fractures 
due to stress, each fracture is considered individually, and the effects of fracture interactions 
are ignored. Far field stress is simply applied to each fracture, and the aperture changes 
according to the normal stress along that fracture. Normal () and shear () stress are related 
to the far-field stresses (x,y) and the unit normal vector of the fracture plane (nx,ny) by 
222222 )(   , yxyxyyxx nnnn   .                (4.4) 
It was proposed for an alternative, nonlinear stress/aperture relationship to be adopted 
for this study. The relationship between the normal stress and aperture change is modelled 
according to the method proposed by Baghbanan and Jing (2008). The stress/aperture 
coupling suggested by Baghbanan and Jing is based on a hyperbolic relation reported by 
Bandis et al. (1983):  
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where n is the normal stress, kno is an empirical parameter representing the initial normal 
stiffness,  is the fracture closure, and m is the maximum possible fracture closure. The 
equation can be rearranged into 
1)/(
)/(


non
non
m 



 
,      (4.6) 
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where no = knom, and n/no is the normalised normal stress. 
Baghbanan and Jing (2008) stipulated that the maximum value of /m is 0.9, which 
occurs when the corresponding value of n/no is greater than 9. In their paper, the critical 
value of n/no is estimated graphically for the schematic variation of /m versus n/no. The 
corresponding value for n/no when /m = 0.9 equals 10. Substituting this into no = knom 
gives kno = nc/10m. Substituting this back into Eq. (4.5) gives 
)(10 




m
nc
n .      (4.7) 
It is assumed that m is related to the initial aperture of the fracture hi by m = 0.9hi. 
Substituting this into Eq. (4.6), and rearranging, gives the normal stress/aperture relationship 
that will be used in the current H-M coupling model: 
nnc
inh



10
9

 .     (4.8) 
Finally, the value nc(MPa) = 0.487hi(µm) + 2.51 is taken from a previous study 
(Baghbanan, 2007). 
 
 
 
Figure 4.3. Comparing the linear and nonlinear models for stress-aperture coupling for a 
single fracture. 
0 
10 
20 
30 
40 
50 
60 
0 5 10 15 20 25 30 
A
p
e
rt
u
re
, µ
m
 
Normal Stress, MPa 
Non Linear 
Linear 
 81 
 
Figure 4.3 compares the difference in coupled behaviour between the linear relationship 
given by (4.3) and the nonlinear behaviour given by (4.8), for a fracture with initial aperture 
of 50 µm, which is fairly typical for the benchmark fracture network. The range of normal 
stress applied to the fracture network is from 0 to 25 MPa. The stiffness (and the initial 
stiffness for the non-linear case) is 5.971010 N/m3, and residual aperture is 5 m. The graphs 
show that within the range of normal stress, there are significant differences in aperture using 
the two relationships. Initially the normal stiffnesses of the fractures are the same, but as the 
normal stress increases, the stiffness of the fracture with increases according to the nonlinear 
model. When modelled by the default linear elastic law, the aperture is reduced to the 
residual aperture of 5 m when the normal stress is at about 3 MPa, whereas at that loading 
the aperture modelled by the nonlinear law is still above half its initial aperture, at about 
26 m. 
A preliminary set of simulations was carried out with hydrostatic loading to investigate 
the effects of using the using the linear law as opposed to the nonlinear one (Figure 4.4). 
Figure 4.4a shows the change in permeability caused by increasing the hydrostatic stresses, 
as modelled by a linear elastic model and the proposed nonlinear model. Figure 4.4b is 
similar to 4.4a, but shows the cube root of the permeability, since the permeability is related 
to the cube of the aperture by the cubic law, Eq. (4.1). This figure can be interpreted as 
showing how the effective aperture changes with the applied stress, and when compared with 
Figure 4.3 for the single fracture response, the two graphs look reasonably similar. The 
possibility of predicting the change in permeability of a fracture network from a single 
fracture stress/aperture response is explored further in Section 4.4.4. 
For subsequent simulations carried out on the benchmark network, Eq. (4.8) is used, 
instead of the linear elastic relationship, to model normal stress/aperture coupling. 
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(a) 
 
(b)  
 
Figure 4.4. Comparison of the a) effective permeability K (the geometric mean of the two 
principle permeabilities) of the benchmark network under hydrostatic loading when 
calculated by linear and nonlinear laws; b) the cube root of the effective permeability, 
recalling that permeability is related to the aperture by the cubic law.  
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4.3.3 Modelling shear stress/aperture coupling using NAPSAC 
The coupling between shear stress and aperture was not included in NAPSAC as a built-
in option; it is implemented in NAPSAC in this section. Initially an elasto-perfectly plastic 
model with the Mohr Coulomb criterion was proposed to model the shear stress/displacement 
coupling. Below the critical shear stress, crit, the shear displacement, Us, is related to the 
shear stress, , by the shear stiffness of the fracture, Ks, and there is no normal dilation due to 
shear. Above crit, the normal dilation due to shear is related to the shear displacement by a 
constant friction angle , up to a critical normal displacement Usc (Fig. 4.5a). A problem 
arises, however, that once Usc is reached, the shear displacement is no longer a unique 
function of the shear stress. It is difficult to implement loading history or models that involve 
large strains into a discrete fracture network model such as NAPSAC, and so an alternative 
method was proposed. 
A simple method was proposed for applying coupling between shear stress and aperture 
to the NAPSAC model. The shear behaviour is simplified to a two-region model: below the 
critical shear stress, and above the critical shear stress (Fig. 4.5b). Instead of assuming the 
region above crit to be perfectly plastic, the shear stiffness is instead reduced. Before slip 
occurs, the „system stiffness‟, Ks
system
 is used, which is the sum of two components: the 
stiffness of the fracture, Ks
fracture
, and the stiffness of the rock, Ks
rock
. Here, Ks
fracture
 is taken to 
be 434 GPa/m, as given in Table 4.1. 
From the literature on induced seismicity and earthquakes, Ks
rock
 can be expressed in 
general form as (Dieterich and Linker, 1992): 
r
G
K
rock
s  ,             (4.9) 
where G is the shear modulus of the surrounding rock mass (here, G = 34.1 GPa, calculated 
from E and  given in Table 4.1), r is the half length (or radius) of the fracture, and  is a 
geometrical factor that depends on the shape of the slip patch In the present work, the 
Poisson ratio of the intact rock is taken to be 0.25, and the shape factor for a penny-shaped 
circular crack is used, where  = 7/24 ~ 0.92 (Rahman et al., 2002). [It should be noted that 
Scholz (2002, p. 204) and Jaeger et al. (2007, p. 428) each suggest a value of 
 = 7/16 ~ 1.37. For the present study, however, the value reported by Rahman et al. was 
used.] 
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 (a)      (b) 
 
Figure 4.5. Two shear-aperture relationships are presented here: a) Mohr Coulomb model 
suggested for the DECOVALEX task definition; b) the simplified approach used for this 
study. 
 
Table 4.1. Mechanical properties of intact rocks and fracture used for the 
DECOVALEX-2011 BMT. 
 
 Properties Value 
Intact rock Elastic modulus (GPa) 84.6 
Poisson‟s ratio 0.24 
Fractures 
Shear stiffness, Ks (GPa/m) 434 
Friction angle (º) 24.9 
Dilation angle (º) 5 
Cohesion (MPa) 0 
Critical shear displacement for 
dilation, Ucs (mm) 
3 
Mean fracture aperture (μm) 65 
Second moment of lognormal 
distribution of aperture (b) 
1.0 
Minimum aperture value (μm) 1 
Maximum aperture value (μm) 200 
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4.3.4 Permeability Results 
The permeability of the benchmark network is calculated numerically. The permeability 
tensor is a standard output of NAPSAC. It fits the full permeability tensor by calculating the 
flow through the model under different hydraulic gradient directions. The permeability [m
2
] 
for the case with no external stress is 
.10
40.3162.0
162.047.2
13







K          (4.10) 
The cross terms Kxz and Kzx are an order of magnitude smaller than Kxx or Kzz, indicating that 
the principal directions of the permeability tensor are very nearly aligned with the (x,z) axes 
of the co-ordinate system. (The benchmark test network actually was modelled in 3D, and so 
permeabilities are also calculated in the transverse Y-direction, though they have negligible 
values.)  
 
 
 
Figure 4.6. Visualisation of the permeability tensor (m
2
) of the benchmark test network 
calculated using NAPSAC. Initially, for hydrostatic loading, this fracture network is more 
permeable in the vertical direction than the horizontal one, with the principal permeability 
just slightly off the vertical axis. The figure demonstrates that when the vertical stress is held 
constant as the horizontal stress increases, the fractures aligned more to the vertical direction 
are subjected to higher normal stresses, and hence will have their apertures reduced more 
severely, reducing the permeability to the vertical direction. 
 
  
 86 
 
4.4 Comparing DFN approach with DEM approach 
4.4.1 Introduction 
The hydro-mechanical coupling used in NAPSAC changes the aperture of the fractures 
individually according to the applied far field stress. This method was easy to implement into 
the existing discrete fracture model, but the validity of such a simple approach needs to be 
justified. The presence of other fractures in the fracture network will have an effect on the 
distribution of stresses within the network, such that it may be inappropriate to simply 
calculate the change of each fracture due to stress and superimpose the results. The aim of 
this section is to somehow verify this simple model. This is done by comparing it with a 
numerical method that is more appropriate for modelling the stress response in a fracture 
system. 
As discussed in Section 4.2, much work has been carried out using the DEM (Distinct 
Element Method) code UDEC (“Universal Distinct Element Code”) to investigate hydro-
mechanical coupling behaviour in fracture networks. Distinct element models represent the 
behaviour or both the discontinuities and the solid material (Sanderson and Zhang, 2004). In 
UDEC, fracture networks are represented as an assembly of blocks of deformable solid rock 
mass joined together by deformable fractures.  
The calculations performed in UDEC alternate between application of a force-
displacement law at all contacts, and Newton‟s second law for all blocks. The force 
displacement law is used to find contact forces from displacements, and Newton‟s second 
law gives the motion of the blocks resulting from the forces acting on them. In this work the 
blocks are deformable, and the motion is calculated by finite element method within the 
blocks, and new stresses within the elements are calculated using a material constitutive law. 
A more detailed explanation is given in the UDEC User‟s Guide (Itasca, 2011). 
 
4.4.2 Model set-up 
UDEC models have been set up to compare with the results from NAPSAC models as a 
form of validation for using a discrete fracture network code to carry out hydro-mechanical 
coupled modelling on two dimensional fracture networks. Specifically, the goal is to evaluate 
the assumption inherent in NAPSAC that far-field stresses are simply applied individually on 
each fracture rather than modelling the effects the fractures have on modifying the local 
stress field. A typical input dataset for the UDEC model used in this section is presented in 
Appendix D. 
 87 
 
Four fracture networks have been generated stochastically. The size of the networks is 
1 m  1 m, each with 100 fractures with uniform length of 0.5 m and initial aperture of 
0.5 mm. The fractures are randomly oriented and distributed (Figure 4.7). 
 
 
Fracture Set 1     Fracture Set 2 
 
Fracture Set 3     Fracture Set 4 
 
Figure 4.7. The four fracture sets used for comparison of discrete fracture network and 
distinct element codes. 
 
 
A simplified stress/aperture relationship was used for the simulations discussed in this 
section. Linear-elastic models (Figure 4.2) were used for normal stress/aperture behaviour for 
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the sake of focusing on comparing the effects of different modelling complexity. The normal 
stiffness was 1105 MPa/m, and the residual aperture was 110-4 m. 
Shear/aperture coupling was modelled using a Coulomb slip model (Figure 4.5a) in 
UDEC. Below the critical shear stress, shear displacement varies linearly with the shear 
stress, according to the shear stiffness, and no normal dilation due to shear occurs. Above the 
critical shear stress, the joint behaves totally plastically, and the normal dilation is related to 
the shear displacement by the dilation angle. The shear stiffness of the joint was taken to be 
4104 MPa/m, the friction angle was 35°, and the dilation angle was 5°. Shear-aperture 
coupling was not considered in this part of the work for the discrete fracture models, 
reverting back to the default in NAPSAC. It was shown in Section 4.4 that shear has a very 
small effect for the current models. 
Five loading conditions were used: three cases were used to investigate normal loading 
effects, with hydrostatic loads of 5, 20, and 40 MPa. At 40 MPa all the fractures should have 
their apertures reduced to the residual aperture; two cases were used to investigate shear 
loading: just before shear slipping occurs (with horizontal loading of 9 MPa and vertical 
loading of 31 MPa), and after shear slipping occurs (with horizontal loading of 5 MPa and 
vertical loading of 30 MPa). 
Hydraulic pressure gradients were applied across the networks to induce flow. A 
pressure gradient of 1 Pa/m was applied both vertically and horizontally to each scenario. No 
additional pore pressure was applied in this study. 
 
4.4.3 Results for hydrostatic loads 
Each of the scenarios was simulated using UDEC and NAPSAC, and the flow results are 
plotted in Figures 4.8 to 4.15. In those figures, the flows along the main outlet boundary, out 
of each of the fractures, are plotted (the left boundary if the pressure gradient was horizontal, 
the bottom boundary if the pressure gradient was vertical). These figures allow direct visual 
comparison and verification between the models, for example, making sure that the same 
systems were being modelled, even though the models themselves were constructed quite 
differently. Where the flows through the fractures different greatly, for example one of the 
peaks between 0.2 and 0.3 m in Figure 4.9, the difference may be attributed to the manner in 
which fractures are modelled geometrically. In that particular case, the two fractures met at 
the boundary very close together: in the discrete fracture model they were still modelled as 
two discrete fractures, whereas in the distinct element model they have been combined into 
one opening. This explains the different numbers of peaks.  
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a) 
 
b) 
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Figure 4.8. Flows through the left boundary of Fracture Set 1 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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Figure 4.9. Flows through the bottom boundary of Fracture Set 1 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
0.00E+00 
5.00E-08 
1.00E-07 
1.50E-07 
2.00E-07 
2.50E-07 
3.00E-07 
3.50E-07 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2
/s
 
Position, m 
0.00E+00 
1.00E-08 
2.00E-08 
3.00E-08 
4.00E-08 
5.00E-08 
6.00E-08 
7.00E-08 
8.00E-08 
9.00E-08 
1.00E-07 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2 /
s 
Position, m 
0.00E+00 
5.00E-10 
1.00E-09 
1.50E-09 
2.00E-09 
2.50E-09 
3.00E-09 
3.50E-09 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2 /
s 
Position, m 
 91 
 
 
a) 
 
b) 
 
c) 
 
Figure 4.10. Flows through the left boundary of Fracture Set 2 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
0.00E+00 
5.00E-08 
1.00E-07 
1.50E-07 
2.00E-07 
2.50E-07 
3.00E-07 
3.50E-07 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2
/s
 
Position, m 
0.00E+00 
2.00E-08 
4.00E-08 
6.00E-08 
8.00E-08 
1.00E-07 
1.20E-07 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2 /
s 
Position, m 
0.00E+00 
5.00E-10 
1.00E-09 
1.50E-09 
2.00E-09 
2.50E-09 
3.00E-09 
3.50E-09 
4.00E-09 
4.50E-09 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fl
o
w
, m
2 /
s 
Position, m 
 92 
 
 
a) 
 
b) 
 
c) 
 
Figure 4.11. Flows through the bottom boundary of Fracture Set 2 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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Figure 4.12. Flows through the left boundary of Fracture Set 3 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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Figure 4.13. Flows through the bottom boundary of Fracture Set 3 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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Figure 4.14. Flows through the left boundary of Fracture Set 4 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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Figure 4.15. Flows through the bottom boundary of Fracture Set 4 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with hydrostatic pressure 
loading of a) 5 MPa, b) 20 MPa, and c) 40 MPa. 
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The overall flows through the outlet boundaries for each of the scenarios are presented in 
Table 4.2. The differences between the overall for all of the cases are relatively small, 
exceeding no more than 15% between the models, across all loading conditions. With these 
results, it is concluded that when modelling H-M coupling for hydrostatic loading only, 
discrete fracture network and distinct element methods are equally valid. 
The permeability of each of the scenarios is presented in Table 4.3. The permeabilities 
were calculated from the average flow through the main inlet and outlet boundary (Kxx from 
the flows through the left and right boundaries when the driving pressure gradient is 
horizontal, Kyy from the top and bottom boundaries when the gradient is vertical). The cross 
terms Kxy and Kyx have also been calculated from the average cross flows, but they were 
generally more than an order of magnitude smaller than Kxx and Kyy, and are therefore 
ignored. Also presented in the table are the effective permeabilities (Keff) of each scenario, 
which is the geometric mean of the principal permeabilities (Kxx and Kyy). The table compares 
NAPSAC with UDEC by showing the permeabilities calculated from NAPSAC relative to 
ones from UDEC. These relative values show that, across all scenarios, the results obtained 
from NAPSAC give very close agreement with the results obtained from UDEC. 
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Table 4.2. Total flow through the main outlet boundary. 
 
Fracture Set 1 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Hydrostatic Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
5 MPa 3.8110-6 3.5910-6 5.7% 1.8710-6 2.1310-6 -12.2% 
20 MPa 1.1410-6 1.0610-6 6.4% 5.4710-7 6.3010-7 -13.2% 
40 MPa 4.5810-8 3.9410-8 14.0% 2.1610-8 2.3310-8 -7.6% 
 
Fracture Set 2 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Hydrostatic Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
5 MPa 3.6710-6 3.5810-6 2.3% 3.6610-6 3.3910-6 7.4% 
20 MPa 1.0910-6 1.0610-6 2.6% 1.0910-6 1.0010-6 7.4% 
40 MPa 4.3610-8 3.9310-8 9.8% 4.3610-8 3.7210-8 14.6% 
 
Fracture Set 3 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Hydrostatic Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
5 MPa 3.6610-6 3.4110-6 6.6% 3.2010-6 3.5710-6 -11.5% 
20 MPa 1.0810-6 1.0110-6 5.9% 9.4110-7 1.0610-6 -12.4% 
40 MPa 4.2210-8 3.7510-8 11.1% 3.7510-8 3.9210-8 -4.5% 
 
Fracture Set 4 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Hydrostatic Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
5 MPa 3.6410-6 3.7510-6 -3.0% 3.0610-6 3.0510-6 0.4% 
20 MPa 1.0910-6 1.1110-6 -1.9% 9.0310-7 9.0310-7 0.0% 
40 MPa 4.3210-8 4.1210-8 4.8% 3.5910-8 3.3410-8 6.9% 
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Table 4.3. Permeability of each of the fracture networks under different loading, calculated 
from the average flow across the main inlet and outlet boundaries, from both NAPSAC and 
UDEC model. The effective permeability (the geometric mean of the Kxx and Kyy) from the 
NAPSAC model relative to the UDEC model is also presented for comparison. 
 
Fracture Set 1 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
5 MPa 
NAPSAC 1.2810-10 9.7110-11 1.1110-10 
UDEC 1.2310-10 9.9710-11 1.1110-10 
Relative  100% 
20 MPa 
NAPSAC 3.8010-11 2.8710-11 3.3010-11 
UDEC 3.6410-11 2.9510-11 3.2810-11 
Relative  101% 
40 MPa 
NAPSAC 1.5310-12 1.1610-12 1.3310-12 
UDEC 1.3510-12 1.0910-12 1.2110-12 
Relative  110% 
 
Fracture Set 2 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
5 MPa 
NAPSAC 1.1310-10 1.0510-10 1.0910-10 
UDEC 1.1110-10 1.0310-10 1.0710-10 
Relative  102% 
20 MPa 
NAPSAC 3.3710-11 3.1310-11 3.2510-11 
UDEC 3.3010-11 3.0610-11 3.1810-11 
Relative  102% 
40 MPa 
NAPSAC 1.3710-12 1.2610-12 1.3210-12 
UDEC 1.2210-12 1.1310-12 1.1810-12 
Relative  112% 
 
Fracture Set 3 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
5 MPa 
NAPSAC 1.2210-10 1.0710-10 1.1410-10 
UDEC 1.1710-10 1.1110-10 1.1410-10 
Relative  100% 
20 MPa 
NAPSAC 3.5910-11 3.1510-11 3.3610-11 
UDEC 3.4610-11 3.3010-11 3.3810-11 
Relative  99.4% 
40 MPa 
NAPSAC 1.4210-12 1.2510-12 1.3310-12 
UDEC 1.2810-12 1.2210-12 1.2510-12 
Relative  106% 
 
Fracture Set 4 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
5 MPa 
NAPSAC 1.2710-10 9.7210-11 1.1110-10 
UDEC 1.3210-10 9.6710-11 1.1310-10 
Relative  98.2% 
20 MPa 
NAPSAC 3.7910-11 2.8710-11 3.3010-11 
UDEC 3.9210-11 2.8710-11 3.3510-11 
Relative  98.5% 
40 MPa 
NAPSAC 1.5110-12 1.1410-12 1.3110-12 
UDEC 1.4510-12 1.0610-12 1.2410-12 
Relative  106% 
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4.4.4 Using stress-aperture relationship of a single fracture to estimate the permeability of a 
fracture network 
The same linear-elastic constitutive was used in both UDEC and NAPSAC to model the 
aperture/stress relationship of the fractures, and the flows and the permeabilities of the 
networks computed with both simulation codes gave similar results. Since UDEC models the 
forces on individual fracture segments and matrix blocks, whereas NAPSAC merely uses the 
applied far-field stress to alter the aperture of the fractures, this showed that the influence on 
the stress field due to fractures “interacting” with each other is probably quite small, and 
perhaps knowledge of the stress-aperture relationship of a single fracture is sufficient to 
allow one to extrapolate the stress-permeability response of a fracture network. If this is true, 
it can be a useful assumption to make for hydro-mechanical approximations before detailed 
simulation work is carried out. This section demonstrates that this hypothesis is true for two-
dimensional fracture networks with uniform apertures under hydrostatic loadings (i.e. the 
models that have been studied in this chapter).  
The permeability of four stochastically generated fracture networks (Figure 4.7) under 
different hydrostatic loads has been obtained in the previous section using UDEC (Table 4.3). 
The aim here is to obtain an estimate of the permeabilities of these fracture networks simply 
from their geometries and the hydro-mechanical response of single fractures, using simple 
calculations. The hydro-mechanical coupling response is accomplished by modifying the 
apertures according to the applied stress, and then the permeability of the loaded network is 
estimated using a method proposed in Chapter 2. 
 
 
 
Figure 4.16. A very simple fracture network with an orthogonal pair of fractures. Here h is 
the aperture of the fractures and L is the length of the fractures, which is also the size of the 
network. 
 
h 
L 
L 
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The hydro-mechanical response of single fractures is represented by a very simple 
fracture network (Figure 4.16) that consists of an orthogonal pair of fractures, each with 
aperture h, passing through the entire square region. As stress is applied to this fracture 
network, h is modified by the linear stress law described in Figure 4.2. The permeability of 
this fracture network is simply given by 
L
h
K
12
3
0  .       (4.10) 
The permeability of this simple fracture network can be used to estimate the 
permeabilities of random fracture network. Recall that in Chapter 2, a method was proposed 
to estimate the permeability of a random fracture network K using the relationship 
L
l
B
K
K
2
1
0

  ,           (4.11) 
where l is the sum of the length of all the fractures, and  is the average connectivity of the 
fractures in the network. The dimensionless constant, B, was found empirically to be 0.185. 
This equation says that the permeability of a two-dimensional random square fracture 
network (K) can be estimated from the permeability of the simple two-fracture network of the 
same size (K0) as long as connectivity and total fracture length of the random fracture 
network are known. 
The permeabilities of networks shown in Figures 4.7 have been estimated using this 
method, and results are compared with UDEC simulations (Table 4.4 and Figures 4.17). The 
permeabilities from the UDEC simulations are presented here in terms of the effective 
permeability (the geometric mean of the principal permeabilities). The results show that the 
permeabilities estimated by the simple relationship proposed compare well with results from 
UDEC, indicating that accurate approximations of K can be obtained using K0,  and l. It is 
concluded that for this type of fracture system, the coupled hydro-mechanical behaviour of 
the fracture network under hydrostatic loads can be obtained from the response of a single 
fracture. 
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Table 4.4. Comparing the permeability [m
2
] obtained from the proposed estimation method 
and UDEC simulations for the fracture networks shown in Figures 4.7. The row labelled 
„Relative‟ shows the estimated permeability relative to the UDEC result. 
 
 Hydrostatic Load 
5 MPa 20 MPa 40 MPa 
Fracture Set 1 Estimation 1.0910-10 3.2310-11 1.2010-12 
UDEC 1.1110-10 3.3010-11 1.3310-12 
Relative 97.9% 97.8% 90.0% 
Fracture Set 2 Estimation 9.8410-11 2.9210-11 1.0810-12 
UDEC 1.0910-10 3.2510-11 1.3210-12 
Relative 90.3% 89.7% 82.1% 
Fracture Set 3 Estimation 1.0310-10 3.0610-11 1.1310-12 
Relative 1.1410-10 3.3610-11 1.3310-12 
UDEC 90.5% 91.1% 85.2% 
Fracture Set 4 Estimation 1.0710-10 3.1710-11 1.1710-12 
UDEC 1.1110-10 3.3010-11 1.3110-12 
Relative 96.2% 96.0% 89.5% 
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a) Fracture Set 1    b) Fracture Set 2 
 
 
c) Fracture Set 3    d) Fracture Set 4 
 
Figure 4.17. Comparing permeabilities from the proposed estimation using the connectivity 
and the fracture lengths of the fracture networks, against results from UDEC simulations. 
 
 
4.4.5 Shear loading 
Two loading cases were considered for investigating the effect of shear loading. Shear, 
as described in Section 4.3, can be induced by applying a different normal stress in the 
vertical and the horizontal directions. There are two main loadings that need to be modelled: 
when some fractures in the network are on the verge of experiencing critical shear stress, and 
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when the shear stress in some of the fractures exceeds the critical shear stress. Two sets of 
loading conditions have been chosen: horizontal stress of 9 MPa and vertical stress of 
31 MPa for the case just before critical shear stress occurs, and horizontal stress of 5 MPa 
and vertical stress of 30 MPa for the case where some fractures would experience critical 
shear stress. These loadings are visualised in the Mohr‟s Circle in Figure 4.18. 
 
 
 
 
Figure 4.18. Mohr Circle visualisation of the two loading cases used. The blue circle 
represents the loading case with horizontal stress of 9 MPa and vertical stress of 31 MPa. The 
red circle represents the loading case with horizontal stress of 5 MPa and vertical stress of 
30 MPa. The dotted black line represents the failure surface corresponding to zero cohesion, 
and a friction angle of 35°.  
 
 
Initial simulations using these loadings were carried out on Fracture Set 1 (Figures 4.19, 
4.20 respectively). As slip will not have occurred in the model depicted in Figure 4.19a, there 
was no deformation observed, and as shown in Figure 4.19b, at the conclusion of the 
simulation all the unbalanced force has been accounted for, showing that it has reached an 
equilibrium state. 
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a) 
 
b) 
 
Figure 4.19. UDEC simulation results with the loading 9 MPa to the horizontal direction and 
31 MPa to the vertical direction, a) shows the displacement of the blocks, and b) shows the 
total unbalanced force in the model as the calculation progresses.  
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a) 
 
b) 
Figure 4.20. UDEC simulation results with the loading 5 MPa to the horizontal direction and 
30 MPa to the vertical direction, a) shows the displacement of the blocks, and b) shows the 
total unbalanced force in the model as the calculation progresses.  
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Slip was observed in this next case. Figures 4.20 show very different behaviour than 
Figures 4.19: at this loading, some fractures in the network are experiencing shear loads that 
exceed the critical shear stress, leading to plastic deformation of the fractures. Figure 4.20a 
shows relatively high displacement at the top corners of the network. The network is now 
visibly deformed. Once plastic deformation occurs for blocks along the boundary, since the 
boundary is free, there is no other force to stop the deformation from propagating. Figure 
4.20b shows that the unbalanced force within the model shows no sign of converging. This 
could be interpreted that the model is now a dynamic model, as the corners are slipping away 
from the fracture network. While this output is the correct interpretation of what is being 
inputted, it probably is not the kind of system that is intended to be studied in this thesis.  
Perhaps it is more interesting to study fracture networks that are not in isolation, but are 
restrained, so that they stay intact. To achieve this, some boundary restraints must be applied 
to the models. Currently, the intact rocks in the fracture networks were deformable, with bulk 
and shear modulus set to 1×10
5
 MPa and 6×10
4
 MPa respectively (i.e. some nominal high 
values). The „boundary-element‟ boundary condition is applied to the UDEC models (UDEC 
User‟s Guide, Chapter 3, p. 43). The „boundary-element‟ boundary condition is an artificial 
boundary that simulates the effect of an infinite or semi-infinite extent of isotropic, linear, 
elastic material. More detail about this boundary is explained in the User‟s Guide.  
This boundary condition requires the input of the bulk and shear modulus of the 
surrounding material. The surrounding fractured rock mass will have lower elastic moduli 
than intact rock. An estimate of the moduli can be approximated from existing simulations. 
When a hydrostatic load of 30 MPa is applied to fracture networks, the reduction in length of 
each side is on average roughly 110-5 m. If the same exercise is repeated on an unfractured 
model, the average reduction is roughly 110-7 m. For the sake of the following simulations, 
the boundary elements have bulk and shear modulus equal to 1% of the intact rock, 1×10
3
 
MPa and 6×10
2
 MPa, respectively. The case in Figure 4.20 was run again, this time with the 
proposed boundary-element boundary. The displacement result and the total unbalanced 
force as the simulation progresses are shown in Figure 4.21. Figure 4.21a shows the 
displacement of the blocks, which are in the expected directions for the applied stresses. 
None of the blocks displayed large strains, and Figure 4.21b seems to show that the model 
has settled into relatively stable state. 
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(a) 
 
(b) 
 
Figure 4.21. UDEC simulation results, using boundary-element boundary conditions, with the 
loading 5 MPa to the horizontal direction and 30 MPa to the vertical direction, (a) shows the 
displacement of the blocks, and (b) shows the total unbalanced force in the model as the 
calculation progresses. 
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The simulations were carried out for each of the fracture networks, for both the 
horizontal and vertical hydraulic gradient, for each of the shear loadings. The flow results are 
plotted in Figures 4.22 to 4.29. As before, the flows out of each fracture along the main outlet 
boundary are plotted. Generally, the flows through the fractures match between the models, 
both location and the magnitude. This is similar to the observation made for the models under 
hydrostatic stresses. 
First, the flow results (Table 4.5) are compared. For the loading where slip does not 
occur (9 and 31 MPa), the differences in flow were low, at most around 24%, but much 
closer in many cases. This is not too surprising, because before slips occur the blocks are still 
in the same places as in the hydrostatic cases, and it was established that for hydrostatic 
cases, NAPSAC and UDEC gave similar results for flow. For loading where slip is expected 
(5 and 30 MPa), the flow from the NAPSAC model can be more than a factor of two larger 
than from the UDEC model, although in many cases the flows are very similar. This is 
unexpected, because shear dilation was not included in these NAPSAC models. An 
explanation is that the onset of slip allows blocks to move within the UDEC model, while 
potentially opening up new paths this might block up existing flow paths, and hence reducing 
the flow. And it was observed earlier that the effects of shear dilation are small in these types 
of models. 
The overall flows through the outlet boundaries for each of the scenarios are presented in 
Table 4.5. The permeabilities of each of the scenarios as calculated from the flows are 
presented in Table 4.6.  
 
  
 110 
 
 
a) 
 
b) 
 
Figure 4.22. Flows through the left boundary of Fracture Set 1 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.23. Flows through the bottom boundary of Fracture Set 1 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.24. Flows through the left boundary of Fracture Set 2 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.25. Flows through the bottom boundary of Fracture Set 2 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.26. Flows through the left boundary of Fracture Set 3 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.27. Flows through the bottom boundary of Fracture Set 3 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.28. Flows through the left boundary of Fracture Set 4 under a horizontal pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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a) 
 
b) 
 
Figure 4.29. Flows through the bottom boundary of Fracture Set 4 under a vertical pressure 
gradient, for UDEC and NAPSAC (blue and red, respectively), with horizontal and vertical 
loading at a) 9 MPa and 31 MPa, b) 5 MPa and 30 MPa, respectively. 
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Table 4.5. Total flow through the main outlet boundary 
 
Fracture Set 1 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Shear Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
xx = 9 MPa 
yy = 31 MPa 
6.1310-7 6.1810-7 -0.8% 7.1910-7 9.4410-7 -23.9% 
xx = 5 MPa 
yy = 30 MPa 
4.9910-7 5.3610-7 -7.6% 7.9410-7 1.0410-6 -23.6% 
 
Fracture Set 2 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Shear Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
xx = 9 MPa 
yy = 31 MPa 
6.5710-7 6.7910-7 -3.2% 1.3910-6 1.2810-6 8.6% 
xx = 5 MPa 
yy = 30 MPa 
5.0910-7 5.8610-7 -13.1% 1.7210-6 1.3310-6 29.3% 
 
Fracture Set 3 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Shear Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
xx = 9 MPa 
yy = 31 MPa 
6.0910-7 5.9010-7 3.1% 1.3510-6 1.6610-6 -22.6% 
xx = 5 MPa 
yy = 30 MPa 
4.5510-7 4.9910-7 -9.8% 1.5110-6 1.8910-6 -24.7% 
 
Fracture Set 4 
Total flow (m
2
/s) across the boundary 
Horizontal pressure gradient Vertical pressure gradient 
Shear Load UDEC NAPSAC Difference UDEC NAPSAC Difference 
xx = 9 MPa 
yy = 31 MPa 
4.7310-7 5.8510-7 -23.6% 1.2110-6 1.2610-6 -3.7% 
xx = 5 MPa 
yy = 30 MPa 
2.2310-7 4.6210-7 -107.5% 1.5310-6 1.3610-6 9.3% 
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Table 4.6. Permeability of each of the fracture networks under different loading, calculated 
from the total flows. 
 
Fracture Set 1 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
xx = 9 MPa 
yy = 31 MPa 
NAPSAC 2.0110-11 4.3410-11 2.9510-11 
UDEC 1.8910-11 3.9710-11 2.7410-11 
Relative  108% 
xx = 5 MPa 
yy = 30 MPa 
NAPSAC 1.6710-11 4.8110-11 2.8310-11 
UDEC 1.3610-11 4.8010-11 2.5510-11 
Relative  111% 
 
Fracture Set 2 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
xx = 9 MPa 
yy = 31 MPa 
NAPSAC 1.9710-11 4.0010-11 2.8110-11 
UDEC 1.8510-11 4.3510-11 2.8310-11 
Relative  99.3% 
xx = 5 MPa 
yy = 30 MPa 
NAPSAC 1.6610-11 4.1610-11 2.6310-11 
UDEC 1.3310-11 5.3410-11 2.6710-11 
Relative  98.5% 
 
Fracture Set 3 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
xx = 9 MPa 
yy = 31 MPa 
NAPSAC 2.0210-11 5.3010-11 3.2710-11 
UDEC 1.9810-11 4.8010-11 3.0810-11 
Relative  106% 
xx = 5 MPa 
yy = 30 MPa 
NAPSAC 1.7510-11 6.0710-11 3.2610-11 
UDEC 1.6110-11 5.6310-11 3.0110-11 
Relative  108% 
 
Fracture Set 4 Permeability, m
2
 
Hydrostatic Load Kxx Kyy Keff 
xx = 9 MPa 
yy = 31 MPa 
NAPSAC 2.1810-11 3.9710-11 2.9410-11 
UDEC 1.8210-11 3.8710-11 2.6510-11 
Relative  111% 
xx = 5 MPa 
yy = 30 MPa 
NAPSAC 1.7910-11 4.3910-11 2.8010-11 
UDEC 1.2610-11 5.1310-11 2.5410-11 
Relative  110% 
 
4.4.6 Checking the stresses on individual fractures 
Simulations in this chapter showed that regardless of the loading on fracture networks, 
UDEC and NAPSAC give very similar permeability results (even for the case with high shear 
stresses, with the boundary constraint proposed in this study). This may seem 
counterintuitive, because UDEC and NAPSAC treat apply stresses very differently. In 
UDEC, fractures divides the system into blocks, and the stresses on each fracture (contacts) is 
calculated from the interactions between each of the blocks due to applied stresses at the 
boundary. In NAPSAC, the stress on each of the fractures is only a function of the orientation 
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of the fracture and the applied boundary stresses, and the stress along each fracture is 
assumed to be constant. 
It was originally expected that since the methods of determining the stresses are so 
different, and the apertures (and hence the flows) are functions of the stresses, there should 
be greater differences between the results from NAPSAC and UDEC. With the current 
results, where the two codes are giving similar results, the tentative hypothesis is that either 
the variation of stresses on the fracture due to the presence of other fracture is not really that 
significant, or that UDEC is not modelling the stresses correctly. Perhaps the stresses on 
individual fractures should be looked at more closely to show that UDEC was giving the 
expected stress values. 
It is difficult to examine individual fractures in the fracture networks that have been 
modelled so far. There are simply too many fractures/fracture segments, and any insight that 
could be gained would probably be lost in the complexity. Therefore, it was decided that very 
simple fracture systems are used here for the interest of checking the stresses on fractures 
modelled by UDEC. 
 
 
 
 
Figure 4.30. Diagonal grid network. This network contains two sets of fourteen fractures, 
with fracture orientations +/- 45° from the horizontal. 
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Figure 4.31. Location of each of the fracture elements. 
 
 
The first simple fracture set is an orthogonal grid of diagonal fractures (Figure 4.30). It 
is a grid of twenty-eight fractures, containing two sets of fourteen fractures, with fracture 
orientations +/- 45° from the horizontal. A grid of this sort is chosen because the focus of this 
exercise should be on the shear loading. It seems likely that there will be more variation 
between the simplified model (NAPSAC, which does not model shear) and the UDEC model, 
when the network is under shear.  
The constitutive properties for the fracture networks here take the same values as the 
previous networks modelled in Section 4.4. For this exercise, the loading on the network is 
5 MPa to the horizontal direction and 35 MPa to the horizontal direction. With friction angle 
of the fractures being 35°, shear slip will occur. 
It is possible to extract the reading of stresses on the fractures from every fracture 
element from UDEC (Figure 4.31). For a fracture network with thousands of fractures this 
feature can be difficult or tedious to use as a means to locate a particular fracture. Even for 
the simple network in Figure 4.30, it can be difficult to pick out the corresponding element 
for a given fracture. Conveniently, since a stress simulation has just been carried out on this 
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network, and each of these element points has a shear stress associated with it, it was 
relatively simple to associate these element points back to their respective fracture set. 
Theoretically for a continuum, for the principal stresses of 5 MPa and 35 MPa aligned to the 
axis, in the -45° direction the normal stress is 20 MPa and the shear stress is -15 MPa 
(Fracture Set 1), and in the 45° direction the normal stress is 20 MPa and the shear stress is 
15 MPa (Fracture Set 2). Using the shear stress to label the fracture elements in accordance to 
which fracture set it represents (it is reasonable to assume all the elements with a positive 
negative shear stress to be from fracture set 1, and the others to be from fracture set 2), Figure 
4.29 was labelled accordingly. 
For every fracture set, for each of the elements the normal and shear stresses are plotted 
against their position along the x-axis (Figures 4.32a and 4.32b, for fracture set 1 and 2 
respectively). The figures show that although there are fluctuations of values, the normal 
stresses along all the fractures for both fracture sets are very close to the continuum value of 
20 MPa. The magnitude of the shear stresses along all the fractures for both fracture sets 
were all slightly lower than the continuum value of 15 MPa.  
This simulation showed that the stresses on each of the fractures of the diagonal network 
agree very closely with the stress values if each of fractures were to exist in isolation in a 
continuum. This is a strong conclusion to make, and this observation can be purely due to the 
periodic and symmetrical nature of the network chosen.  
  
 123 
 
 
a) 
 
b) 
 
Figure 4.32. The normal and shear stress values of each contact are plotted against their 
position. If the fractures are independent, Mohr Circle shows that the normal stress should be 
20 MPa and the shear stress should be +/- 15 MPa. 
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A different simple network was proposed (Figure 4.33). It consists of four fractures: Fracture 
A (orientation -45° from the horizontal), Fracture B (45° from the horizontal), Fracture C 
(horizontal), and Fracture D (vertical). 
 
 
 
Figure 4.33. Simple network containing four fractures. 
 
 
This network was modelled using UDEC, with applied stress of 5 MPa in the horizontal 
direction and 35 MPa in the vertical direction, similar to the loading used for the diagonal 
network. The stresses, both normal and shear, are plotted for each fracture in Figures 4.34 to 
4.37. In each figure, stresses are plotted against the position of the fracture element (the x-
coordinate for fractures A, B, and C, the y-coordinate for fracture D). The stresses on each of 
the fractures, if they were located in an isolated continuum, are plotted as a dotted line for 
comparison. 
The figures show how the stress along a fracture is influenced by other fractures. The 
stress along a fracture segment varied smoothly until it hits an intersection, where there were 
discontinuities in stress. Each fracture in this network crossed the other three fractures, which 
means that each fracture contained four segments. This corresponds to the four segments of 
stress shown in each of the figures. The magnitudes of the stresses were very close to the 
stress that was calculated as if the fractures were in isolation. This means that even though 
the presence of other fractures in the network does affect the stress field of the fracture, their 
effect is not strong enough to affect the overall permeability tensor of the fracture network.  
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(a)      (b) 
 
Figure 4.34. Stresses, both (a) normal and (b) shear, along Fracture A. 
 
 
 
 
(a)       (b) 
 
Figure 4.35. Stresses, both (a) normal and (b) shear, along Fracture B. 
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(a)       (b) 
 
Figure 4.36. Stresses, both (a) normal and (b) shear, along Fracture C. 
 
 
 
 
(a)       (b) 
 
Figure 4.37. Stresses, both (a) normal and (b) shear, along Fracture D. 
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4.5 Conclusion 
In the first part this chapter the discrete fracture network code NAPSAC is modified to 
apply hydro-mechanical (H-M) coupling behaviour to the model proposed for the 
DECOVALEX 2011 Benchmark Test. It was demonstrated that NAPSAC is capable of 
modelling H-M coupled behaviour, including using a nonlinear normal stress aperture 
coupling relationship, and modelling of shear aperture responses.  
Subsequently, as a way to have more confidence in the simple logic used in discrete 
fracture modelling for H-M behaviour, DEM models were constructed using UDEC to 
compare to DFN models. Four stochastically generated fracture networks were simulated 
with these two methods. It was found that when the models were hydrostatically loaded, the 
methods gave similar results. This was taken a step further, and it was shown that it is 
possible to estimate the effects of external hydrostatic on the permeability of a fracture 
network from the hydro-mechanical response of a single fracture. 
The same models were loaded with external loadings that induce shear slipping. A 
spring-like boundary constraint was proposed in this study for the modelling using DEM, and 
it was found that under such constraint DEM and DFN models gave reasonably similar 
permeability results. This showed that it is appropriate to use DFN methods to model H-M 
coupling behaviour of two dimensional fracture networks, even if strong shear loading is 
involved. 
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Chapter 5:  
Modelling the Flow and Transport Behaviour of Two-dimensional 
Fractured Rock Masses 
 
5.1 Introduction 
Part of the work in this chapter was produced for the two-dimensional benchmark test 
(2D BMT) portion of Task C of DECOVALEX 2011. The purpose of the DECOVALEX 
project (DEvelopment of COupled models and their VALidation against EXperiments) is to 
develop thermo-hydro-mechanical-chemical (T-H-M-C) coupled computer models to support 
the design of long-term geological repositories for radioactive waste.  
This phase of the project, DECOVALEX 2011, was divided into three tasks. The work 
reported in this chapter was produced as a part of a collaborative exercise between Imperial 
College London, Serco Technical Consulting Services, and Lawrence Berkeley National 
Laboratory as part of Task C, which investigated hydro-mechanical-chemical coupling in 
fractured hard rock, along with three other teams, from the Royal Institute of Technology 
(Stockholm), the Technical University of Liberec, and the Chinese Academy of Science 
(Wuhan). The results of the comparison exercises can be found in various 
DECOVALEX 2011 publications, the final report of which is in the process of being 
published at the time of writing of this thesis.  
This chapter focuses on using the discrete fracture network (DFN) method. Specifically, 
the simulation code NAPSAC has been used to carry out particle tracking simulations for 
studying transport behaviour. The outline of this chapter is as follows. The benchmark test 
fracture network was modelled using NAPSAC, including flow and solute transport 
simulation outputs through the network. The capability of combining hydro-mechanical (H-
M) coupling and particle tracking simulations using NAPSAC was demonstrated. The hydro-
mechanical coupled models developed in Chapter 4 were applied to the benchmark test 
network model prior to particle transport simulations, and the effects of applying various 
external loading to the breakthrough curves were shown.  
Two methods of including the effects of retardation caused by rock matrix diffusion 
were compared: (1) using an analytical approximation in which the diffusion distance is 
assumed to be infinite; (2) assuming some constant diffusion distance, and then solving 
numerically. In the final part of the chapter, a method of approximating the diffusion distance 
is proposed.  
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5.2 Scope of the Benchmark Test 
The aim of the 2D benchmark test was to compare the capabilities of different numerical 
simulation codes for modelling the flow and transport behaviour of a stochastically generated 
2D fracture network (Figure 5.1). The fractured rock was modelled as an idealised two-
dimensional network, wherein the rock matrix was impermeable, and the fractures were 
modelled as straight lines with no aperture variation along their length. The region of interest 
has dimensions 20  20 m, and contains approximately 8000 fractures. Fracture lengths vary 
from 0.25 to 30 m, distributed by a power law distribution. The fracture apertures vary 
between 0.5 to 200 m, distributed according to a lognormal distribution. The fracture 
apertures are correlated to the lengths, as discussed by Baghbanan and Jing (2007). 
Numerical methods can be used to calculate the flow characteristics, such as the 
permeability of the fracture network and the flowrates through individual fractures. Particle 
tracking simulations can be carried out with this information, using either an analytical 
approximation or additional numerical simulations, for finding the transport properties of the 
fracture network. 
 
 
 
Figure 5.1. The fracture network used for the 2D benchmark test. 
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5.3 NAPSAC 
Numerical simulations were carried out using NAPSAC, a discrete fracture network 
code developed by Serco Technical Consulting Services, Harwell, UK. The code has been 
extensively verified and used in fracture network studies; for example, Jackson et al. (2002). 
NAPSAC uses a discrete fracture network model: it is based on a direct representation of the 
fractures making up the flow-conducting network, and each fracture segment is modelled as a 
discrete conductor of flow. 
NAPSAC can simulate steady-state constant-density groundwater flow in a fracture 
network. The basic algorithm is simple. Assuming the fracture transmissivity is related to the 
fracture aperture by the „cubic law‟ (Zimmerman and Bodvarsson, 1996b), the flow in each 
fracture is determined numerically using a Galerkin finite element approach. The flow in the 
overall network is then obtained by combining the flows in the different fractures, using the 
constraints that: (1) groundwater pressure is continuous between two intersecting fractures 
and (2) groundwater is conserved at an intersection, so that groundwater which flows out of 
one fracture flows into the other. 
Tracer transport through a fracture network can be calculated by NAPSAC using a 
particle tracking algorithm. It is assumed that transport within the fractures is dominated by 
advection (i.e., molecular diffusion can be ignored), and the major cause of dispersion is due 
to the multitude of different paths through the fracture network. It is also assumed that the 
fracture apertures are small enough that the tracer diffuses quickly across the apertures. There 
are two parts to the algorithm: (1) the calculation of single fracture responses, followed by (2) 
the calculation of the transport of a particle swarm through the network. 
For each fracture, a representative number of path lines between its intersections with 
other fractures were calculated. The intersections are split up by transport nodes, and the path 
lines are calculated from each transport node. The second part of the particle tracking 
calculation consists of following a large swarm of particles through the network. The 
particles can start on any surface of the model region where there is an inflow, or on an 
engineered feature. The particles are tracked through the network from transport node to 
transport node, building up the path taken by each of the particles using the path line 
information calculated previously. 
Detailed explanations of these algorithms are documented in the NAPSAC Technical 
Summary (Serco, 2011a). 
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5.4 Flow and solute transport calculations 
Particle tracking simulations were carried out using NAPSAC to model the solute 
transport behaviour of the benchmark test network. Fluid flow through the fracture system 
was driven by a constant pressure gradient of magnitude 10
4
 Pa/m, imposed across the 
20 m  20 m fracture network. This pressure gradient was applied along either the horizontal 
direction or the vertical direction. The hydrostatic pressure at the centre of the model was 
200 kPa. Gravity effects were not considered. Figures 5.2 to 5.5 show the flow through each 
of the four boundaries for the vertical gradient case, and Figures 5.6 to 5.9 show the flow for 
the horizontal gradient case. 
The particle tracking results are presented as breakthrough curves in Figures 5.10 and 
5.11, for the vertical gradient case and the horizontal gradient case, respectively. In the 
particle tracking simulations, 1000 particles were released proportional to the local flowrate 
along a boundary according to the pressure boundary condition (along the line z = 10 for 
vertical pressure gradient, x = 10 for horizontal pressure gradient). 
 
 
 
Figure 5.2. Flows of each fracture through the right (x = 10) boundary, for the model with 
three outlet boundaries and a vertical pressure gradient of 1104 Pa/m, total outflow through 
the boundary is 2.1310-5 m3/s. 
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Figure 5.3. Flows of each fracture through the left (x = -10) boundary, for the model with 
three outlet boundaries and a vertical pressure gradient of 1104 Pa/m, total outflow through 
the boundary is 1.9910-6 m3/s. 
 
 
 
Figure 5.4. Flows of each fracture through the bottom (z = -10) boundary, for the model with 
three outlet boundaries and a vertical pressure gradient of 1104 Pa/m, total outflow through 
the boundary is 1.3610-4 m3/s. 
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Figure 5.5. Flows of each fracture through the top (z = 10) boundary, for the model with three 
outlet boundaries and a vertical pressure gradient of 1104 Pa/m, total inflow through the 
boundary is 1.5910-4 m3/s. 
 
 
 
Figure 5.6. Flows of each fracture through the right (x = 10) boundary, for the model with 
three outlet boundaries and a horizontal pressure gradient of 1104 Pa/m, total outflow 
through the boundary is 1.0110-4 m3/s. 
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Figure 5.7. Flows of each fracture through the left (x = -10) boundary, for the model with 
three outlet boundaries and a horizontal pressure gradient of 1104 Pa/m, total inflow through 
the boundary is 9.6410-5 m3/s. 
 
 
 
Figure 5.8. Flows of each fracture through the bottom (z = -10) boundary, for the model with 
three outlet boundaries and a horizontal pressure gradient of 1104 Pa/m, total outflow 
through the boundary is 1.0010-6 m3/s. 
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Figure 5.9. Flows of each fracture through the top (z = 10) boundary, for the model with three 
outlet boundaries and a horizontal pressure gradient of 1104 Pa/m, total outflow through the 
boundary is -5.5710-6 m3/s. 
 
 
 
Figure 5.10. Breakthrough curves of all the particles for the model assuming three outlet 
boundaries and a vertical pressure gradient of 1104 Pa/m. 
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Figure 5.11. Breakthrough curves of all the particles for the model assuming three outlet 
boundaries and a horizontal pressure gradient of 1104 Pa/m. 
 
 
5.5 Hydro-Mechanical Coupling 
5.5.1 Carrying out H-M coupled particle tracking simulations using NAPSAC 
The method that was developed in Chapter 4 for approximating the effects of hydro-
mechanical coupling using the DFN code NAPSAC is now recalled. Generally, discrete 
fracture network codes are not suited for modelling hydro-mechanical coupling behaviour, 
since the emphasis of such models are on the fractures themselves, rather than the 
surrounding rock matrix where the stresses act. The assumption was made that the far-field 
stresses applied to the model act unaltered on each individual fracture in the model, after 
which a simple constitutive law can be used to calculate the aperture changes of each of the 
individual fractures due to stress.  
The normal stress/aperture relationship used here was based on the idea that maximum 
closure of any fracture is nine-tenths of the initial aperture (Baghbanan and Jing, 2008): 
nnc
inh



10
9

 ,      (5.1) 
where n is the normal stress acting on the fracture, hi is the initial aperture,  is the fracture 
closure due to applied normal stress, and nc(MPa) = 0.487hi(µm) + 2.51, which is an 
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empirical relationship taken from a previous study (Baghbanan and Jing, 2007) on similar 
sets of networks. 
A simple method was proposed for applying coupling between shear stress and aperture 
to the NAPSAC model. The standard Mohr-Coulomb model cannot easily be implemented 
into NAPSAC (Figure 5.12a) because after slip of the fracture has occurred, the shear 
displacement is no longer a unique function of the shear stress. A different method was 
proposed, where the shear behaviour is simplified to a two-region model: below the critical 
shear stress and above the critical shear stress (Figure 5.12b). Instead of assuming the shear 
stiffness at the region above crit to be zero, it is reduced by some factor. Before slip, the 
stiffness is proposed to be the „system stiffness‟ (Ks
system
), which is composed of the sum of 
two components: the stiffness of the fracture (Ks
fracture
) and the stiffness of the rock (Ks
rock
). 
Here Ks
fracture
 is taken to be 434 GPa/m, as given in Table 4.1. 
From the literature on induced seismicity and earthquakes, Ks
rock
 can be expressed in 
general form as (Dieterich and Linker, 1992): 
r
G
K
ro ck
s  ,             (5.2) 
where G is the shear modulus of the surrounding rock mass (here, G = 34.1 GPa, calculated 
from E and  given in Table 4.1), r is the half length (or radius) of the fracture, and  is a 
geometrical factor that depends on the shape of the slip patch. In the present work, the 
Poisson ratio of the intact rock is taken to be 0.25, and the shape factor for a penny-shaped 
circular crack is used, where  = 7/24 ~ 0.92 (Rahman et al., 2002). [It should be noted that 
Scholz (2002, p. 204) and Jaeger et al. (2007, p. 428) each suggest a value of 
 = 7/16 ~ 1.37. For the present study, however, the value reported by Rahman et al. was 
used.] 
External far-field stresses were applied to the benchmark test network. Four different 
stress states were used. The stress applied to the vertical direction, Szz, was kept at 5 MPa. 
The stress applied to the horizontal direction, Sxx, took on the values 5, 10, 15, and 25 MPa. 
The breakthrough curves for each of the loading case are plotted in Figures 5.13 and 5.14, for 
a vertical and horizontal fluid pressure gradient, respectively. 
The main effect of increasing stress ratio by increasing the stress in only one loading 
direction in this network is the reduction of the permeability due to the closing of the aperture 
by the increasing normal stresses. The effects of shear dilation due to the increase in shear 
stress are relativity insignificant (see Chapter 4). 
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 (a)      (b) 
 
Figure 5.12. a) Mohr Coulomb model suggested for the DECOVALEX task definition, b) the 
simplified approach used for this study. 
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Figure 5.13. Breakthrough curves of all the particles escape from the bottom outlet boundary 
for the model assuming three outlet boundaries and a vertical pressure gradient of 
1104 Pa/m, for various stress loadings. 
 
 
Figure 5.14. Breakthrough curves of all the particles escape from the right outlet boundary 
for the model assuming three outlet boundaries and a horizontal pressure gradient of 
1104 Pa/m, for various stress loadings. 
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5.5.2 Modelling solute transport using the advection-dispersion equation 
The behaviour of particles in the solute transport models can be described by the one-
dimensional advection-dispersion equation (ADE). This partial differential equation can be 
written as follows (de Marsily, 1986): 
2
2
x
C
D
x
C
u
t
C








,                  (5.3) 
where C [1/m
3
] is the concentration of particles, u is the mean interstitial velocity [m/s], 
D [m
2
/s], is the dispersion coefficient, x [m] is the distance from the inlet face, and t [s] is the 
elapsed time since the particles were released. The dispersion coefficient D is similar to a 
diffusion coefficient, although it is usually assumed to be proportional to the velocity, rather 
than constant. It accounts for the fact that since different particles will take different paths 
from the inlet to the outlet, they may arrive earlier or later than would be the case if they all 
travelled at the mean velocity, u. Note that the mean interstitial velocity u is related to the 
Darcy velocity q that appears in Darcy‟s law by u = q/, where  is the porosity (in this case, 
the fracture porosity). The computed breakthrough curves will be fitted to analytical solutions 
of Eq. (5.3), so that the different scenarios can be compared in terms of the change in the 
dispersion coefficient, to provide a more quantitative description of the effects of the change 
in loading would have on the fracture network. The one-dimensional diffusion equation is 
used in this section, and so the previous simulations are re-done with the two boundaries of 
the network parallel to the flow gradient modelled as no-flow boundaries; this leads to one-
dimensional flow on a macroscopic scale. The breakthrough curves for these models are 
shown in Figures 5.15 and 5.16, for a vertical and horizontal pressure gradient, respectively. 
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Figure 5.15. Breakthrough curves for particle tracking simulations with vertical pressure 
gradient of 1104 Pa/m. In these scenarios the left and right boundaries of the network are 
modelled as no-flow boundaries. 
 
 
Figure 5.16. Breakthrough curves for particle tracking simulations with horizontal pressure 
gradient of 1104 Pa/m. In these scenarios the top and bottom boundaries of the network are 
modelled as no-flow boundaries. 
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For the particle tracking simulations conducted in this study, a set number of particles, 
N0, are released when t = 0 at x = 0, and the time it takes for each particle arriving at x = L 
(where L = 20 m) is recorded. The analytical solution for this problem can be obtained as 
follows. First note that, if the mean velocity is constant, as it is in the current simulations, the 
ADE Eq. (5.3) can be converted into a standard diffusion equation, by defining a new 
variable, z = x + ut (Bear, 1972, p. 619): 
2
2
z
C
D
t
C





         (5.4) 
In the current simulations, the released particles can be modelled by a delta function of 
magnitude N0 at x = 0, t = 0. The solution to the diffusion equation for this case is (de 
Marsily, 1986) 







Dt
z
Dt
N
C
4
exp
2
2
0

.      (5.5) 
In Figures 5.15 and 5.16, the cumulative percentage of particles, N/N0, that have travelled 
past x = L are plotted. The cumulative number of particles N that have travelled past some 
location x = L can be found by integrating the concentration from x = L to x = : 
d z
Dt
z
DtN
N
L
 
4
ex p
2
1 2
0










.       (5.6) 
This integral can be evaluated to give 







Dt
L
N
N
2
erfc
2
1
0
,                 (5.7) 
where „erfc‟ is the complementary error function. This solution models only the effect of 
dispersion. Recalling that z = L is equivalent to x = L – ut, it follows that the number of 
particles that have passed through the exit face at x = L is given by  





 

Dt
utL
N
N
2
er f c
2
1
0
.     (5.8) 
The “unknowns” in this equation are u and D. These can be matched to the simulation 
results by solving two simultaneous equations, using values of two data points from the 
simulation, say, when N/N0 = 0.25 and N/N0 = 0.75, and their corresponding times t. The 
analytical fit is plotted with the results from simulations in Figure 5.17, for the case with a 
horizontal pressure gradient and no applied external stress.  
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Figure 5.17. Breakthrough curves plotted from simulations results and from advection-
diffusion equation fitted to simulation results, for the case horizontal pressure gradient of 
1104 Pa/m, with no applied external stress. 
 
 
The figure shows that, despite only two data points being used in the fitting process, the 
complementary error function gives a very good fit to the experimental output. The average 
absolute error (the difference between N/N0 for a given time) between the two curves (taken 
between the 5
th
 and 95
th
 percentile to avoid the long tail) is 1.3%. This error seems to be 
sufficiently small so as to justify the use of advection-diffusion equation to model the 
simulation results, as well as justifying the simple two-point curve fitting approach. 
The dispersion coefficient is a function of the mean velocity, and de Marsily (1986) 
reports that they are related by  
uD  ,      (5.8) 
where  [m], the dispersivity, is a property of the fracture network, and is not a function of 
the mean flow velocity. The dispersivity  is clearly a more suitable parameter than the 
dispersion coefficient D, for quantifying the dispersion properties of a fracture network.  
The coefficients in the advection-diffusion equation (D, u, and ) are presented in 
Tables 5.1 and 5.2. Using those results, the relationship of the external loading ratio with the 
mean velocity and dispersivity are plotted in Figure 5.18. Recall that in this study, the loading 
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ratios are changed by setting the external load in the vertical direction to 5 MPa, and then 
increasing the load in the horizontal direction from 5 MPa to 25 MPa. 
 
 
Table 5.1. Coefficients obtained by fitting simulation results to the advection-dispersion 
equation for the scenarios with vertical pressure gradient of 1104 Pa/m. 
 
Loading 
[MPa] 
Dispersion 
Coefficient, D 
[m
2
/s] 
Mean 
Velocity, u 
[m/s] 
Dispersivity,  
[m] 
Average 
absolute 
curve fitting 
error 
xx = 0 
zz = 0 
1.5110-2 8.3510-3 1.80 1.4% 
xx = 5 
zz = 5 
9.4510-3 2.3710-3 3.99 2.6% 
xx = 10 
zz = 5 
4.1310-3 1.3410-3 3.09 2.1% 
xx = 15 
zz = 5 
2.9710-3 8.4210-4 3.53 2.8% 
xx = 25 
zz = 5 
1.8310-3 5.0210-4 3.63 2.5% 
 
Table 5.2. Coefficients obtained by fitting simulation results to the advection-diffusion 
equation for the scenarios with a horizontal pressure gradient of 1104 Pa/m. 
 
Loading 
[MPa] 
Dispersion 
Coefficient, D 
[m
2
/s] 
Mean 
Velocity, u 
[m/s] 
Dispersivity, 

[m] 
Average 
absolute curve 
fitting error 
xx = 0 
zz = 0 
8.4210-3 5.7610-3 1.46 1.3% 
xx = 5 
zz = 5 
3.9010-3 1.6110-3 2.43 1.4% 
xx = 10 
zz = 5 
3.6110-3 1.2510-3 2.89 1.7% 
xx = 15 
zz = 5 
3.5210-3 1.0610-3 3.33 1.6% 
xx = 25 
zz = 5 
4.8110-3 9.6110-4 5.01 1.1% 
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a) 
 
b) 
 
Figure 5.18. Comparing a) mean velocity and b) the dispersivity between different loading 
scenarios for both horizontal and vertical pressure gradient. 
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Figure 5.18 shows that the mean velocity and the dispersivity each behave differently 
along the vertical direction and the horizontal directions; this is expected, as the fracture 
network is being deformed in an increasingly anisotropic manner due to the external load 
varying along in only one direction. The external load in the vertical direction (zz) is kept 
constant while the horizontal load (xx) increases from zz to 5zz (increasing xx to much 
more beyond 5zz is expected to produce large shear deformation, and the system would no 
longer be appropriate or realistic to be modelled using NAPSAC); as the loading increases 
the fractures that are more aligned along the vertical direction would have their apertures 
reduce more severely than fractures that are aligned along the horizontal direction. This is 
manifested as u reduces more rapidly along the vertical direction than the horizontal direction 
(Figure 5.18a).  
The relationship between loading ratio and dispersivity is more subtle. Figure 5.18b 
shows that for the scenario with a horizontal pressure gradient,  increases steadily with 
loading ratio, whereas for the case with a vertical pressure gradient,  seems to level off at 
some value. For the case with horizontal gradients, the closing of vertically aligned fractures 
reduce the amount of communication between the main horizontally aligned flow paths. This 
makes the flow paths more isolated and thus particle travel times become less homogenise, 
increasing the dispersivity. For the case with vertical pressure gradient, the apertures of the 
main flow paths are closed more readily than the cross paths, and this may lead to a decrease 
in dispersivity.  
The other output obtained from the advection-dispersion, the mean velocity u, is related 
to the flux q and the effective porosity eff  by 
eff
q
u

 .       (5.10) 
As q can be obtained directly from the simulation, and eff can be approximated by taking the 
ratio between the sums of all the apertures crossing the outlet and the network length, 
comparing the estimated eff with the values obtained from Eq. (5.10) can provide a means of 
an additional check on the validity of using the advection-diffusion equation. For the case 
with no external stress, eff estimated from the bottom boundary is 8.4510
-4
, whereas it is 
6.9510-4 when estimated from the right boundary. In Table 5.3, eff for each of the scenarios 
is presented, and these values are found to be similar to the porosity predicted from the 
estimated value using apertures crossing the boundary. 
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Table 5.3. Effective porosityeff of each of the scenarios run, estimated from the advection-
diffusion equation. 
 
 Horizontal Pressure Gradient Vertical Pressure Gradient 
Loading 
[MPa] 
q [m/s] u [m/s] eff q [m/s] u [m/s] eff 
xx = 0 
zz = 0 
4.9010-6 5.7610-3 8.5010-4 7.0810-6 8.3510-3 8.4710-4 
xx = 5 
zz = 5 
1.2610-6 1.6110-3 7.8010-4 1.8810-6 2.3710-3 7.9610-4 
xx = 10 
zz = 5 
9.4410-7 1.2510-3 7.5610-4 1.0210-6 1.3410-3 7.6610-4 
xx = 15 
zz = 5 
7.8210-7 1.0610-3 7.4010-4 6.6610-7 8.4210-4 7.9110-4 
xx = 25 
zz = 5
6.9310-7 9.6110-4 7.2210-4 4.0910-7 5.0210-4 8.1410-4 
 
 
5.5.3 Effects of changing the pressure gradient on the transport properties 
This section addresses the effects that changing the pressure gradient across the fracture 
network would have on the coefficients of the advection-dispersion equation of the model. 
Furthermore, in the next section (Section 5.6), in the study of the effects of rock matrix 
diffusion, simulations with pressure gradients that span several orders of magnitudes are 
carried out; for now those same loading conditions are used on particle tracking models 
without accounting for matrix diffusion. The pressure gradients used are 1104, 1100 and 
110-2 Pa/m, across the vertical direction only, and the breakthrough curves for these 
simulation for the case with only one outlet boundary are plotted in Figure 5.19. The 
simulation results are fitted to advection-diffusion equations using the method in 
Section 5.5.2. The coefficients from the equation fitting are presented in Table 5.4. 
The results are as expected: the effective velocity increases by the same factor as the 
pressure gradient, and the dispersivity stays more or less constant, because it is a property of 
the network geometry, and should not vary with velocity. 
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Figure 5.19. Breakthrough curves for particle tracking simulations with vertical pressure 
gradient of 1104, 1100 and 110-2 Pa/m. In these scenarios the left and right boundaries of 
the network are modelled as no-flow boundaries. 
 
 
Table 5.4. Coefficients obtained by fitting simulation results to the advection-dispersion 
equation for the scenarios with vertical pressure gradient of 1104, 1100 and 110-2 Pa/m. 
 
Pressure 
Gradient, P 
[Pa/m] 
Dispersion 
Coefficient, D  
[m
2
/s] 
Mean 
Velocity, u  
[m/s] 
Dispersivity, 
  
[m] 
1104 1.5210-2 8.3510-3 1.81 
1100 1.6810-6 8.1210-7 2.07 
110-2 1.5110-8 8.3510-9 1.81 
 
  
0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 
100% 
1E-05 0.0001 0.001 0.01 0.1 1 10 100 1000 10000 100000 
C
u
m
u
la
ti
ve
 P
e
rc
e
n
ta
ge
 o
f 
P
ar
ti
cl
e
s 
Arrival Time, years 
1.00E+04  Pa/m 1.00E+00  Pa/m 1.00E-02  Pa/m 
 149 
 
5.6 Rock Matrix Diffusion  
5.6.1 Introduction 
Most rocks, including dense crystalline rocks, have microscopically small fissures 
between the crystal grains, which can form an interconnected pore system that can contain 
and transmit water (Neretnieks, 1993). The water volume in the pore space in the rock matrix 
can often be much larger than the water volume in the fractures, and over a long time scale 
the effect of molecular diffusion between the mobile water in the fracture and the stagnant 
water in the rock matrix can have an important effect on the transport of nuclides. 
The techniques of modelling radionuclide transport through porous fractured rocks were 
well developed in the nuclear industry. Hodgkinson and Maul (1988) developed an analytical 
solution for a single fracture, modelled as two smooth parallel surfaces separated by a 
uniform distance. They used the following mathematical model for the concentrations of 
nuclide in the fracture, Cn(x,t), and in the pore water of the rock matrix, Cn
p
(x,w,t): 
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where R is the retardation factor, v is the velocity in the fractures, D
L
 is the dispersion 
coefficient, D
i
 is the intrinsic diffusion coefficient,  is the radioactive decay constant, n is 
the member number for each nuclide in the decay chain, and  is the capacity factor of the 
rock matrix. They solved these equations using Laplace transform methods.  
 
5.6.2 Comparing the effects of including rock matrix diffusion
 
In the present work, rock matrix diffusion (RMD) was incorporated into the model using 
two different approaches: (1) the existing results were modified (without matrix diffusion) 
with a fast method proposed by Neretnieks (2006) to include RMD; or (2) using NAPSAC‟s 
built in function to calculate the effects of matrix diffusion (Hoch, 1998). 
Both Neretnieks‟ method and NAPSAC used the following governing equations and 
boundary conditions to model particle diffusion. The equation for nuclide transport in a 
fracture is 
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and the equation of diffusion of nuclides into the rock matrix is 
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where R is a retardation factor due to linear equilibrium sorption on the fracture walls, c(x,t) 
is the concentration of nuclide in water in the fracture, c
p
(x,w,t) is the concentration of 
nuclide in the rock matrix pore water, v is the transport velocity of the water in the fracture, 
Dl is the longitudinal dispersion coefficient, Di is the intrinsic diffusion coefficient,  is the 
porosity of the matrix, b is the fracture aperture, x is the coordinate along the fracture, w is 
the coordinate perpendicular to the fracture, and t is time. In the present models the effects of 
sorption or dispersion are not considered, so that R = 1 and Dl = 0. 
Initially there are no nuclides in the system, and so 
0)0,( xc ,         (5.14) 
0)0,,( wxcp .                       (5.15) 
The boundary conditions are 
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where I(t) is the concentration of the nuclide at the „inlet‟, and d is the maximum distance 
that the nuclide can diffuse into the rock matrix.  
The equations were solved by Neretnieks (2006) using a Laplace transformation, with 
the assumption of d =  (infinite penetration depth into the matrix) in Eq. (5.18). The results 
showed that the breakthrough curve, including matrix diffusion, for flow path „j‟ can be 
calculated from 
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where 
j
q QA )/(  is the sum of the ratios of flow wetted surface area to flow rate along the 
flow path, t is the time, 
j
wt  is the (non-retarded) travel time along the flow path, is the 
matrix porosity (taken to be 0.316%), and D
i
 is the pore diffusion coefficient (10
-11
 m
2
/s). 
This equation shows that for a flow path with variable aperture fractures and varying flow 
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velocities, matrix diffusion behaviour can be modelled using the wetted surface area to 
flowrate ratio. 
Transport simulations without matrix diffusion have already been carried out using 
NAPSAC, and were presented in Section 5.4, and values of Aq/Q and tw for each of the 
particles for the network have already been obtained. A simple script was written to calculate 
the amount by which each particle was retarded by at a given time t, and hence a new 
breakthrough curve implementing the law given in Eq. (5.19) can be plotted (Figure 5.20). 
 
 
 
Figure 5.20. Breakthrough curve of particles through the main outlet boundary, comparing 
the effects of including the RMD into the BMT model. The flow is driven by a vertical 
pressure gradient of 1104 Pa/m. 
 
 
For this set of input data, rock matrix diffusion seemed to have a limited effect on the 
breakthrough curve. The flow through the network was too fast for the diffusion process to 
have a significant effect. Perhaps the pressure gradient of 1104 Pa/m was too high. To 
demonstrate this, additional parametric studies were carried out. 
Additionally, it was suspected that the current network was too permeable to represent a 
typical geology for which this type of analysis would typically be carried out. The benchmark 
test network was based on the network investigated by Baghbanan and Jing (2007), which 
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used a network described by Min et al. (2004a), but instead of the fractures having uniform 
apertures of 65 m, variable apertures were introduced, with the fracture apertures 
correlating with the fracture lengths. For the case with a vertical hydraulic gradient, the total 
flow through the benchmark test network was 1.5910-4 m3/s, compared to 2.2310-5 m3/s if 
all the apertures were uniformly equal to 65 m. 
The simulations were run again, but this time with the pressure gradient reduced to 
1100 Pa/m. The breakthrough curves are plotted in Figure 5.21. Figures 5.20 and 5.21 show 
that the breakthrough curve without rock matrix diffusion takes the same shape, and the only 
difference is that it is shifted by four orders of magnitude for the case with a reduced head 
gradient. The comparison between the case with no matrix diffusion and the case where 
matrix diffusion applied using Eq. (5.19) is shown in Figure 5.21. The curve for the case that 
includes matrix diffusion diverges from the case without matrix diffusion after 0.3 years; its 
slope decreases, showing the retardation effect of matrix diffusion. After one year, 80% of 
the particles arrive at the surface for the case with no matrix diffusion, compared to 40% for 
the case including matrix diffusion. 
 
 
 
Figure 5.21. Breakthrough curve of particles through the main outlet boundary, comparing 
the effects of including the RMD into the BMT model. The flow is driven by a vertical 
pressure gradient of 1100 Pa/m. 
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5.6.3 Analysing rock matrix diffusion using NAPSAC 
Particle transport simulations were carried out using NAPSAC. This code uses the same 
nuclide transport equation and boundary conditions as Neretnieks‟ method to model nuclide 
transport. The main difference between the assumptions in the method is that, with boundary 
condition Eq. (5.18), Neretnieks‟ method assumes the diffusion distance to be infinite, 
whereas in NAPSAC, this distance is an adjustable parameter. The diffusion distance, d, is 
the maximum distance that the nuclide can diffuse into the rock matrix. This can be 
interpreted as a line of symmetry, so for a system of parallel fractures, d is the half spacing of 
the fractures. 
A representative value of d needs to be defined for the fracture network for this analysis. 
Here, an order of magnitude approximation is used. The size of the network is 20 m  20 m. 
There are approximately 75000 fracture segments (fracture lengths between intersections) in 
the network. Imagining that the segments are uniform and are arranged into an orthogonal 
grid, the resultant grid is approximately 200  200, with the half spacing between fractures 
0.05 m (rounded up to 0.1 m for this simulation). Additionally, a simulation with d = 10 m 
was carried out as a comparison to the infinite diffusion distance case.  
 
 
Figure 5.22. Breakthrough curve of particles through the main outlet boundary, comparing 
the effects of including the RMD into the BMT model. The flow is driven by a vertical 
pressure gradient of 1100 Pa/m. 
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The breakthrough curves comparing the different models when the pressure gradient is 
1100 Pa/m are plotted in Figure 5.22. This figure is identical to Figure 5.21, but with two 
additional cases generated using NAPSAC. The new additional results almost entirely 
overlap the previously generated analytical results, except for the case where d = 0.1 m, 
which deviates from the analytical curve only near the end of the curves, after 10 years. This 
shows that for the benchmark fracture network with the current set of input parameters, the 
effect of the value of d may be insignificant. 
An additional parametric study was carried out with an even lower pressure gradient of 
110-2 Pa/m. The breakthrough curves are plotted in Figure 5.23. Once again, comparing the 
breakthrough curves without matrix diffusion with the one shown in Figure 5.20, it is 
observed that the curves take the same shape, but are shifted by six orders of magnitude. The 
breakthrough curves in Figure 5.23 for the analytical method, and for when d = 10 m, are still 
a very close match, showing that 10 m was sufficiently large (in this case) to effectively 
represent an infinite diffusion distance. For the curve with d = 0.1 m, the breakthrough curve 
initially followed the curve for infinite diffusion distance, until at approximately 100 years, 
where it takes a different shape; this point represents the when the diffusion front has reached 
the no-flux boundary at the centre of the matrix block. 
 
 
Figure 5.23. Breakthrough curve of particles through the main outlet boundary, comparing 
the effects of including the RMD into the BMT model. The flow is driven by a vertical 
pressure gradient of 110-2 Pa/m. 
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5.6.4 Additional Study on Diffusion Distances 
It would be useful if it were possible to be able to obtain a better approximation of the 
diffusion length of a fracture network from the geometry of the network, to be used as input 
for NAPSAC. The input for diffusion distance in NAPSAC is a single figure, modelling the 
shape of the matrix block as infinite parallel plates with thickness twice the diffusion 
distance. 
Matrix blocks can be defined as spaces enclosed by fractures; and the parameters (such 
as the area and the perimeter) for each of the matrix blocks in this network can be extracted 
directly from the geometry using an algorithm. The matrix blocks are of various sizes and 
shapes. For instance, the distribution of the shapes of the matrix blocks is shown in 
Figure 5.24, indicating that around 35% of the blocks are triangles and 27% are 
quadrilaterals. It is worth bearing in mind that some block shapes have a large number of 
sides (up to 53 for this network, not shown in the figure). 
 
 
 
Figure 5.24. Distribution of the shape of the matrix of the BMT network. 
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During early times, diffusion proceeds in a one-dimensional manner, where the flux of the 
block depends on the surface area of the block, and the geometric shape of the block is 
irrelevant. Early times correspond to Dt/r
2
 < 0.01, where D is the diffusivity and r is the 
equivalent „radius‟ of the matrix block. Assuming D = 110-11 m2/s and r = 0.1 m, the 
diffusion distance proposed in Section 5.6.3, then the early time regime for this network 
occurs for t < 1107 s, or up to about 116 days. 
In the late-time regime, the particle flux into each matrix block is generally assumed to 
be governed by the following equation (Bear et al., 1993, p. 33): 
)( pccDq   ,          (5.20) 
where D [m
2
/s] is the diffusivity of the matrix rock, c and c
p[mole/m3]are the nuclide 
concentrations is the fractures and the matrix, respectively, [m-2]is the “shape factor” for 
the given matrix block, and q[mole/m3s]is the flux of nuclides into the matrix block, per unit 
volume. Shape factors are known exactly for simple shapes such as blocks, slabs, spheres or 
cylinders. For the slab-like region between two parallel fractures separated by a distance L 
(Zimmerman and Bodvarsson, 1995), the shape factor is given by 
2
2
L

  .                (5.21) 
In NAPSAC, the diffusion length d for such a geometry would be L/2. Eq. (5.21) then 
provides a link between the concept of diffusion length and the concept of shape factor, i.e.,  


2
d .       (5.22) 
Wuthicharn and Zimmerman (2011) established the following empirical relationship for 
the shape factor of an irregularly shaped two-dimensional matrix block: 
5.1
5
A
P
  ,       (5.23) 
where P is the perimeter of the matrix block, and A its area. Substituting this back into 
Eq. (5.22), an expression can be obtained for the diffusion length d in terms of P and A, for 
an irregular matrix block: 
P
A
d
52
5.1
 .                                           (5.24) 
For example, for a square of length 1, A = 1 m, and P = 4, giving d = 0.351 m. 
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By calculating P and the A of each of the matrix blocks (Figure 5.25 and Figure 5.26, 
respectively), a diffusion length d can be calculated for each of the matrix blocks. A program 
was written to identify each matrix block in the fracture network (the logic and the script is 
documented in Appendix C). The distribution of diffusion lengths is plotted in Figure 5.27.  
It is difficult to input individual diffusion distances into NAPSAC, as there is no clear 
way to associate each of the fracture segments with its corresponding matrix block. However, 
it may be possible to propose a more representative average value to use within the current 
input criterion. The distribution of diffusion lengths for the current network looks like a 
lognormal distribution.  
 
 
 
Figure 5.25. Perimeter distribution for the matrix of the BMT network. 
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Figure 5.26. Area distribution for the matrix of the BMT network. 
 
 
Figure 5.27. The distribution of the diffusion length, d. 
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5.7 Summary and conclusions 
 Simulations were carried out on models with hydro-mechanical coupling (as studied in 
Chapter 4) to demonstrate the possibility of incorporating coupled behaviour in transport 
simulations, for the case with 1) all the boundaries of the network being viable outlet 
boundaries, and 2) where the two boundaries of the network parallel to the flow gradient 
modelled as no-flow boundaries.  
The purpose for investigating the second boundary condition is that it allows the 
network to be approximated as a one-dimensional transport problem on a macroscopic scale, 
and thus allow the use of the one dimension ADE to describe the behaviour of the simulation 
results. It was shown that the one-dimensional ADE is an appropriate model to describe the 
breakthrough curves for each of the scenarios, and by fitting the data to the analytical 
solution, the mean velocity and the dispersivity can be calculated. In this study, external 
loading is applied to the network by applying a constant load along the vertical direction 
while incrementally increasing the load along the horizontal direction. It was found that the 
change in dispersivity that is caused by the external load depends on the direction of flow 
through the network. If the hydraulic pressure gradient is along the horizontal direction, the 
increase in external horizontal load increases the dispersivity, perhaps due to reducing cross 
flows between main flow paths. However, if the hydraulic pressure gradient is along the 
vertical direction the dispersivity seems to decrease before settling to a stable value; it was 
believed that this is due to decrease in flow along the main flow paths while keeping the 
cross flow paths relatively open, allowing more homogenous mix of arrive time. (As before, 
it is important to note that there is no gravity in these models; the terms „vertical‟ and 
„horizontal‟ merely refer to the orientations as shown in the figures).  
For the rest of the study, models where flow is allowed through all the boundaries were 
used, and the effect of allowing for rock matrix diffusion was investigated. Two different 
techniques were explored and compared: firstly, modifying the results obtained without 
matrix diffusion using the method proposed by Neretnieks (2006) to include matrix diffusion, 
and secondly, using NAPSAC‟s built-in function to calculate the effects of rock matrix 
diffusion. The main difference between the assumptions used in these two methods is that the 
method proposed by Neretnieks assumes an infinite diffusion distance, whereas in NAPSAC 
the diffusion distance is an adjustable parameter.  
For the benchmark test network, the following behaviours were observed. If the pressure 
gradient across the fracture network is sufficiently high (1104 Pa/m for the benchmark test 
network), rock matrix diffusion is insignificant. At a pressure gradient of 1 Pa/m, rock matrix 
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diffusion may have a significant effect on the breakthrough curves, but the diffusion 
distances appear to have no effect on the results. At that pressure gradient, the water flow 
through the fractures allow enough time for diffusion into the rock matrix, but not quite 
enough time for the matrix blocks to be filled with fluid, even when the diffusion distance is 
set to 0.1 m. In Figure 5.22, after ten years, the breakthrough curves for diffusion distance 0.1 
and 10 m start to diverge, showing when the matrix blocks for the 0.1 m starting to fill up. 
This is not obvious, because this happens towards the very end of the model. At a pressure 
gradient of 110-2 Pa/m, the flow is slow enough for different diffusion distances to have a 
significant effect. As seen from Figure 5.23, after 100 years the breakthrough curves for 
diffusion distance 0.1 and 10 m start to diverge: relatively early for the length of the 
simulation, showing a more significant result than the 1 Pa/m case. This shows that as the 
matrix blocks become „filled up‟, tracer particles are less likely to diffuse in, and hence the 
effect of matrix diffusion is reduced. This shows that the diffusion distance can be an 
important parameter, and probably should not be neglected, even if simpler preliminary 
models with higher permeability/flow showed that their effects might not be significant. 
The final part of the chapter proposed a method for estimating the diffusion distances to 
be used for modelling a fracture network, using recent work on „shape factors‟, to relate the 
perimeter and the area of the matrix blocks with their like diffusion distances. Using the 
correlation of Wuthicharn and Zimmerman (2011), and the diffusion distance for each of the 
matrix blocks was calculated. These diffusion distances were not used in the simulations, 
however, due to the constraints of the modelling software used, which only accepted a single 
„representative‟ value for the diffusion distance. However, the distributions of the diffusion 
distances were plotted to show that the average diffusion length is reasonably similar to the 
approximated diffusion distance used in NAPSAC simulations (0.1 m). An interesting topic 
for future work would be to apply these diffusion distances into simulation software to see 
the significance of a network that contains a distribution of diffusion distances. It is shown in 
Figure 5.27 that the diffusion distances in the network studied in this chapter seem to follow 
a log-normal distribution, where although the majority of the blocks are small and have a 
short diffusion distance, there are a few larger blocks with diffusion distances orders of 
magnitude longer than the rest of the blocks. Since they are larger in size and perimeter, the 
larger blocks would probably exert a higher influence on the overall transport behaviour of 
the network. It is difficult to predict how to estimate a single „effective diffusion distance‟, 
without performing additional simulations. 
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Chapter 6 
Summary, Conclusions and Suggestions for Future Work 
 
6.1 Summary and Conclusions 
The theme of this thesis is the comparison of different methods of modelling the flow 
behaviours of two-dimensional fracture systems, either between existing numerical models, 
or between different methods. The study undertaken in each chapter began as, or was inspired 
by, part of the DECOVALEX 2D Benchmark Test (BMT) exercise. 
Chapter 2 proposed methods to find the effective permeability of a fracture network 
using various parameters of the network, without resorting to detailed numerical simulations. 
It began as an exercise to find a way to approximate the permeability of the Benchmark Test 
Network (the fracture network prescribed by the DECOVALEX project). It soon became 
apparent that examining a single fracture set was insufficient for reaching general 
conclusions, and that it would be much more interesting if a relationship between network 
properties and permeability could be established for any fracture network. The results from 
this chapter were obtained from fracture networks with fracture orientations uniformly 
distributed, and fracture lengths distributed from a wide range of models and parameters. 
Fracture networks with both uniform and variable fracture apertures were studied. As a 
numerical experiment, the discrete fracture network (DFN) code NAPSAC was used to 
simulate the permeabilities of a range of fracture networks. 
For the case where fractures in the fracture network have uniform apertures, the 
parameters gathered from the network were compared with and plotted against the 
numerically simulated permeability (K). It was found that K is related to the connectivity,  
(the average number of times a fracture crosses another fracture), and the total fracture 
length, l, according to  
L
l
B
K
K
2
1
0

  ,     (6.1) 
where L is the length of the sides of the L×L fracture network, and B is a dimensionless 
constant obtained from the simulations. The normalising factor K0 is defined by 
L
h
K
1 2
3
0  ,           (6.2) 
 162 
 
and represents the conductivity of a fracture network that consists of an orthogonal pair of 
fractures, with uniform aperture h, each passing straight through the system, with the 
macroscopic shape of the fracture network being an L  L square. 
As the above-described approach cannot account for variance in apertures between 
different fractures, a second approach was developed for these cases. This approach uses an 
analogous regular lattice network to the random fracture network, and uses this lattice 
network to predict the permeability. Taking advantage of the fact that for a square lattice 
network, the conductance of a single segment takes the same value as the overall fracture 
network, KCB, the permeability of the analogous regular network is calculated from the 
average segment length lseg of the random fracture network as follows: 
  

KCB 
h3
12lseg
(12 f ),     (6.3) 
where h is the aperture of fractures, and f is the fraction of fracture segments with zero 
permeability (due to being an end segment with one end unconnected to the rest of the 
network). It was found that KCB is directly proportional to K; specifically,   
  

K KCB,        (6.4) 
where  = 0.864. This factor accounts for the discrepancy between a square lattice and the 
actual random lattice. 
This method was then applied to fracture networks in which the fracture apertures were 
not uniform, but were directly proportional to the fracture lengths. Now that the fracture 
segments have different apertures, and hence conductances, it was necessary to find a method 
to calculate the representative “effect conductance” from all these different conductances. It 
was found that, based on comparison with simulation results, that the “effect conductance” is 
best described by the arithmetical mean of all the individual segment conductances. This 
surprising result, which is in contrast to the fact that for porous media the effective 
conductance of a set of pores much closer to the geometric mean, was ascribed to the fact that 
the hydraulic conductances of the fracture segments entering and leaving a given node are 
highly correlated, as two of these segments necessarily correspond to the same fracture.  
Chapter 3 is a comparison study between two simulation approaches for modelling fluid 
flow through a fractured rock system: the discrete fracture network and the effective 
continuum model (ECM) approaches. The benchmark network prescribed by the 
DECOVALEX project was first modelled using discrete fracture network methods. A series 
of effective continuum models of the benchmark test fracture network were then created, 
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using different element sizes, and their flow behaviours were compared to results obtained 
from the discrete fracture network model. The permeability tensors of each of the elements in 
the effective continuum meshes were calculated using discrete fracture network methods. The 
sizes of each of those elements are smaller than the representative element volume (REV), 
and at the finest mesh level the elements may only contain as few as one or two fractures. 
Nevertheless, it was found that the flow through the effective continuum model of any mesh 
size gave good agreement with the discrete fracture network results. It was concluded that as 
long as the full permeability tensors for each of the grid blocks are considered, use of 
continuum models will yield reasonable flow predictions, regardless of the cell size used. An 
interesting conclusion is that the continuum models gave accurate results, even in cases 
where most of the individual grid blocks were below what would normally be considered to 
be the REV size. It has generally been held that for length scales below the REV it is not 
possible to replace a discrete fracture network with an equivalent porous continuum. 
However, the results of Chapter 3 seem to indicate that, even if the chosen computational 
cells are clearly smaller than the REV, it is still sensible to represent each of these small 
regions by a porous continuum. 
Chapter 4 demonstrated how the discrete fracture network code NAPSAC has been 
modified to apply hydro-mechanical (H-M) coupling behaviour to the model proposed for the 
DECOVALEX 2011 Benchmark Test. The flow through the fracture network and its 
permeability under different loading conditions were calculated using NAPSAC. The fracture 
apertures of each of the fractures were modified individually, and the simulations were 
carried out on the modified network. A possible shortcoming of this approach is that it cannot 
model the effect of interactions between fractures on the stresses. To verify the use of 
discrete network code to model hydro-mechanical coupling, a separate study was carried out 
to compare NAPSAC and the Distinct Element Method (DEM) code UDEC, by using the 
codes to model the flow properties of several stochastically generated fracture networks. The 
flow and permeability of the networks calculated by these two modelling methods were in 
reasonable agreement, showing that it is valid to model hydro-mechanical coupling behaviour 
of the current type of fracture network using discrete network methods. 
A method to estimate the permeability of a fracture network from the constitutive 
property of a single fracture was proposed in the chapter by utilising the results described in 
Chapter 2 of the thesis. For fracture networks with uniform fracture apertures, their 
permeability can be estimated from the aperture, the average connectivity of the fractures, 
and the sum of the fracture lengths. When an external hydrostatic loading is applied to a 
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network, this method assumes that all the apertures are altered by the same degree, and hence 
the network will still have uniform fracture apertures. This method was verified against 
numerical simulations (using UDEC) by comparing the permeability obtained; the results 
show good agreement between the permeabilities obtained from either of the methods. 
The use of NAPSAC to carry out particle tracking simulations to obtain the particle 
transport property of the benchmark test network used in DECOVALEX 2011 was 
demonstrated in Chapter 5. These simulations were carried out on models with hydro-
mechanical coupling, as studied in Chapter 4, to demonstrate the capability to incorporate 
coupling behaviour in transport simulations. Two different boundary conditions were 
considered, where either (1) all the boundaries of the network being viable outlet boundaries 
so that the network is same as the one modelled in Chapter 4, or (2) the two boundaries of the 
network parallel to the flow gradient modelled as no-flow boundaries. 
The purpose for investigating the second boundary condition is that it allows the 
network to be approximated as a one-dimensional transport problem in a macroscopic scale, 
and thus allow the use of the one-dimensional advection dispersion equation (ADE) to 
describe the behaviour of the simulation results, expressing them in terms of the mean 
velocity and the dispersivity. If the hydraulic pressure gradient is along the horizontal 
direction, an increase in external horizontal load increases the dispersivity, perhaps due to 
reducing cross flows between main flow paths. However, if the hydraulic pressure gradient is 
along the vertical direction, the dispersivity seems to decrease before settling to a stable 
value; it was believed that this is due to decrease in flow along the main flow paths while 
keeping the cross flow paths relatively open, allowing more homogenous mixture of arrive 
times. 
The modelling of the retardation effect caused by rock matrix diffusion was explored on 
models where all the boundaries of the network being viable outlet boundaries. Two different 
techniques were explored and compared: firstly, modifying the existing results (without 
matrix diffusion) with a fast method proposed by Neretnieks (2006) to include matrix 
diffusion, and secondly, using NAPSAC‟s built-in function to calculate the effects of rock 
matrix diffusion. The main difference between the assumptions used in these two methods is 
that the fast method proposed by Neretnieks assumes an infinite diffusion distance, whereas 
in NAPSAC the diffusion distance is an input parameter. A parametric study was carried out 
on diffusion distances for comparison.  
For the benchmark test network, the following behaviours were observed. If the pressure 
gradient across the fracture network is high enough (1104 Pa/m for the benchmark test 
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network), rock matrix diffusion is insignificant. This is because the flow was fast enough that 
the tracking particles had left the network before any diffusion into the matrix occurred. At a 
pressure gradient of 1 Pa/m, accounting for rock matrix diffusion may have a significant 
effect on the breakthrough curves, as compared to cases when rock matrix diffusion is not 
considered. However, for this pressure drop, the penetration of the diffusion front into the 
matrix blocks will be much less than the diffusion distance, and so the value chosen for the 
diffusion distance is immaterial. 
Zimmerman and Bodvarsson (1995) characterised diffusion into matrix blocks in terms 
of three regimes: early times, when diffusion proceeds inward into the entire outer boundary 
of the matrix block in a one-dimensional manner, late times, when the diffusion fronts 
emanating from different parts of the boundary have met at the centre of the block, and an 
transition regime. They stated that the early time regime is when Dt/r
2
 < 0.01 (where D is the 
diffusivity, r is the equivalent „radius‟ of the matrix block, and t is time), and that late times 
approximation is appropriate when Dt/r
2
 > 0.1. Since r will be of the same order of 
magnitude as the diffusion distance, the diffusion distance can be used in place of r for 
estimating the values for the early time and late time regimes. The diffusion distance used in 
this part of the study is 0.1 m; this corresponds to an early time duration of about 0.3 years, 
and a late time regime that starts at about 3 years. Under the above-mentioned pressure 
gradient of 1 Pa/m, all matrix blocks in the network are still in the early time regime, 
throughout the entire process (until all particles have exited the system). On the other hand, 
under a pressure gradient of 110-2 Pa/m, the flow is slow enough so that entire process takes 
10-100 years, in which case diffusion in the matrix blocks will already be in the late-time 
regime. 
In the final part of the chapter, a more rigorous method for predicting the diffusion 
distances to be used for modelling a fracture network was proposed, based on recent work on 
„shape factors‟ by Wuthicharn and Zimmerman (2011). In that work, a relation was proposed 
to approximate the shape factor of an irregularly shaped two-dimensional block in terms of 
its areas and perimeter. After re-expressing this result in terms of the diffusion distance, the 
diffusion distance of each of the matrix blocks were calculated. It was found that these 
distances followed (roughly) a lognormal distribution. However, these diffusion distances 
were not used in the simulations, due to the inability of the modelling software used to 
accommodate different diffusion distances in different parts of the network. 
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6.2 Future Work 
An obvious potential criticism of this work is that the stochastically generated fractures 
may not be geologically realistic. Such stochastically generated two-dimensional fracture 
network models have traditionally and continually been used and studied both academically 
and industrially. Long et al. (1982), for example, has established criteria of which the area of 
a fracture network would needed to be so that the permeability is not influenced by the area 
(REV) by calculating the permeabilities on several fracture networks over different areas. 
Charlaix et al. (1987) used such networks to establish methods of obtaining the upper and 
lower bound permeability of random fracture networks with uniform length fractures of 
widely varying apertures. This type of approach was applied to field data from a site in 
Sellafield, UK, by Min et al. (2004a), and was used to establish how the permeability is 
influenced by different parameters in the fracture network, such as the aperture distribution 
(Baghbanan and Jing, 2007; Klimczak et al., 2010) or the fracture connectivity (Li and Zhang 
2011). Min et al. (2004b) modelled the permeability of a stochastic fracture networks under 
various stress loading. Sanderson and Zhang (2004) modelled a series of stochastically 
generated fracture network with different properties and stress loadings to investigate the 
loadings at which the modelled network displays critical unstable behaviours. Zhao et al. 
(2011) used several stochastically generate fracture networks proposed by Min et al. (2004b) 
for numerical experiments to determine the effects of stress on the solute transport in such 
networks.  
In light of all these past and current studies, it is believed that the properties of 2D 
stochastically generated fracture networks can be a valid and interesting study with practical 
uses. In future studies, perhaps simulation works carried out here could be extended to more 
complex and realistic 3D models. The discrete fracture network code NAPSAC can be used 
to simulate 3D networks, providing that the fractures are modelled as simple planar features. 
It is noted that using simple planar fractures may not be appropriate for capturing some flow 
features exists in 3D fracture systems, for example the effects of „channelling‟ mentioned by 
Neretnieks (1993). Channelling refers to situations in which the flows within the fracture 
planes or along the fracture intersections are uneven, perhaps due to the roughness of the 
fractures, and maybe causing only a small number of flow paths to dominate across the 
network. This effect may be difficult to model using DFN techniques, and if more realistic 
and irregular fracture networks to be studied, then perhaps the hybrid finite element and finite 
volume simulation approach demonstrated by Paluszny et al. (2007) can be adopted. Further 
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discussions of how the work from each chapter of this thesis can be adapted into 3D or to 
more realistic networks are presented below. 
Relationships between fracture network parameters and the macroscopic permeability, 
both for networks where all the apertures are the same or are directly proportional to the 
fracture lengths, were established in Chapter 2. The fracture networks used were 
stochastically generated, covered a large range of spread of fracture lengths, and the 
orientations of the fractures were randomly distributed. For the scenarios with uniform 
apertures, the conclusion seems robust enough to say that the estimation method proposed 
(based on relating permeability with connectivity and fracture length) could apply to any 2D 
fracture network as long as the fracture orientations are random. Additional studies can be 
carried out to explore the effects that preferred orientations may have on the permeability, 
either for cases where the orientations are biased towards certain directions, or with fracture 
networks comprised of fracture sets generated using different parameters for fracture 
orientations. It is expected that if the fracture networks are more or less isotropic, the results 
proposed in Chapter 2 should still apply, perhaps with a correction factor depending on the 
spread of the orientations. If the fracture sets are highly anisotropic, some modifications to 
the current will need to be made, since macroscopic isotropy was a main assumption made in 
this work. 
For fracture networks with fractures of different apertures (in Chapter 2 it was assumed 
that the apertures of the fractures are directly proportional to their lengths) it was proposed 
that it is possible to use the arithmetic mean of the segment conductivity (after taken into 
account of other factors discussed in the chapter) to estimate the effective permeability. It is 
understood that the exact relationship between aperture and length of fractures depends 
greatly on the geology and the loading history of the rocks, but observations have been made 
by different studies to relate the two parameters. Some studies, for example Vermilye and 
Scholz (1995), suggest that there may be a linear relationship between length and apertures of 
fractures. Other researchers, for example, Odling (2001), suggested that if the fractures are 
kept in contact by normal stress and if the rock type does not vary, the variations in aperture 
may be small and not strongly correlated with length. Hatton et al. (1994) showed that, from 
field observations at the Krafla fissure swarm in Iceland, although there are positive 
correlations between fracture length and aperture, it is inappropriate to describe the 
relationship between them by a single scaling law. The work in this chapter corresponds to 
the cases where the aperture varies linearly with length, or is constant and independent of 
length. One way improve upon this work is to carry out more modelling, but rather than 
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assuming that a fracture of a certain length will have a certain aperture, the aperture could be 
stochastically generated depending of the length, and observe the effect of the spread of 
apertures will have. 
It would be interesting to see if some of the results obtained from this chapter could be 
applied to natural fracture systems, for example, to the work carried out by Leckenby et al. 
(2005), relating the fracture density and the fracture aperture to the hydraulic conductivity. 
They have observed poor correlations between fracture density and the hydraulic 
conductivity, which is contrary to the results presented in this thesis, and the difference 
between the two should be a factor to consider during implementation.  
The method proposed in this chapter can potentially be applied to 3D networks. Pouya 
and Fouché (2009), for example, have put forward a method to calculate the permeability of a 
2D fracture media analytically, and then proposed to adapt the method to 3D fracture 
networks. The geometries and connectivities of 3D fracture systems are more complex than 
2D fracture networks. Work carried out by Huseby et al. (1997), for example, has discussions 
on describing the connectivity of 3D fracture systems, as well as proposed concepts such as 
the elementary area of polygons (areas bounded by polygon edges and fractures 
intersections) and how to obtain them mathematically from the fracture system. These could 
be a starting point for adapting the results of this thesis into 3D. 
Chapter 3 is a proof of concept to show that when modelling the permeability through a 
fracture network, it is valid to construct a continuum type model by combining smaller 
discrete fracture models, and that the size of the DFN model does not affect the results (either 
containing hundreds of fracture segment, or just one or two). This approach might be thought 
as inappropriate, since it was believed that it may not be meaningful to express the 
permeability of an effective continuum constructed from fracture networks smaller than the 
REV (Long et al., 1982), and one aim of this study is to test if this assertion is applicable in 
this case. This is a part of an ongoing work for adapting the hydro-mechanical coupled code 
TOUGH-FLAC (Rutqvist, 2011), designed for modelling continuum systems, to fractured 
systems. It is shown that permeability tensors calculated by the discrete fracture network 
code NAPSAC is a valid input for the continuum code NAMMU. The next step is to use 
permeability calculated by NAPSAC as an input for TOUGH-FLAC to produce a coupled 
model that can be used on fractured system. 
Discrete fracture network techniques are adapted to model hydro-mechanical coupled 
behaviour of fracture networks in Chapter 4, where the flow results from discrete fracture 
network simulations are compared with ones obtained from distinct element methods. For 
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fracture networks studied in this chapter, there was good agreement between the models, 
showing that the change in stresses due to fracture interaction does not cause significant 
change to the apertures, and with the restraints applied to the model, shear deformation seems 
to be minor. It is noted that other studies, such as Zhang and Sanderson (2001), showed that 
shear does have a significant effect on the aperture, and therefore the permeability, of a 
fracture network. In their study, shear displacement and dilation caused significant changes in 
fracture apertures, whereas in the models discussed in this chapter these movements are 
somewhat restricted by the boundary conditions imposed. The next step here should be to 
validate the assumption for the boundary condition used, either somehow experimentally, or 
with further simulations. Clearly the simplistic results presented in the chapter cannot just be 
applied to all fracture networks, although if it can be identified at which circumstance it is 
possible to apply the results presented, it can greatly ease modelling processes of fracture 
networks. 
Particle tracking calculations were carried out in Chapter 5 on the benchmark fracture 
network, using NAPSAC. It was shown that when the two boundaries of the network parallel 
to the flow gradient are modelled as no-flow boundaries, the simulation results can be 
described by the one-dimensional advection-diffusion equation. The dispersivity can then be 
calculated by fitting the simulation results to the analytical solution of the ADE. It was shown 
that the dispersivities are affected by both the direction of the hydraulic gradient and the 
external loading. The behaviour of the network is clearly anisotropic, and an interesting 
further study would be to adopt the two-dimensional ADE to the results of the models with 
flows across each of the boundaries, to perhaps establish a relationship between the external 
loading on the fracture network and the change in the dispersivity tensor. 
In the study in rock matrix diffusion it was shown that the diffusion distance may be an 
important parameter, the significance of which depends on the pressure gradient. A method 
of calculating the pressure gradient was proposed, and the proposed diffusion gradient of 
each matrix block for the BMT network has been calculated. Due to the nature of how 
fractures are modelled in the discrete fracture code that was used, the diffusion distance of 
individual matrix blocks estimated in this chapter was not applied to a model.  
The next step here should be to model the particle transport behaviour again, perhaps 
using a DEM code, where the diffusion distances be assigned to individual matrix blocks, and 
compare the difference with the case where a single value is assumed. With those results, and 
perhaps using an effective medium argument, perhaps an „effective diffusion distance‟ can be 
establish from the geometry for the use in DFN codes. 
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Appendix A: 
Comparing defining the ‘checkerboard permeability’ using a square 
lattice and a Kagome lattice 
 
The permeability of a network of irregular conductors cannot be calculated analytically. 
One of the themes that have been explored in this thesis is to somehow approximate the 
permeability of a random network using an analogous regular network, one which the 
permeability can be readily calculated. 
One of the criteria for choosing the regular network to use for the analogy is the 
connectivity. If fractures are generated stochastically, the chances of having more than 2 
fractures crossing at a given point is very small, meaning that the node number, n, the 
number of fracture segments connected to a given node, of a fracture network is 4. The 
simplest regular arrangement of conductors with n = 4 is a grid of squares (Figure A1). 
 
                     
 
Figure A.1. Regular square lattice network. 
 
Permeability [m
2
], k, is defined by Darcy‟s Law, 
L
P
k
A
Q 


1
,           (A1) 
Unit Cell 
x 
y 
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where Q [m
3
/s] is the flow across the system, A [m
2
], is the cross sectional area of the system 
normal to the flow,  [Pa s] is the viscosity of the fluid, P [Pa] is the pressure gradient 
across the system, and L [m] is the length of the system over which the pressure gradient is 
applied. 
Consider a case where all the conductors are the same and arranged into a square lattice, 
such as the one in Figure A1. Each conductor has length l and hydraulic conductance c, so 
PcQ 

1
.                (A2) 
The unit cell of such a system is an l  l square. By symmetry, the permeabilities of the unit 
cell along the x direction and the y direction are the same. When a horizontal pressure P is 
applied across the unit cell, comparing equation (A1) and (A2) yields, 
  

Qx 
1

kx
P
l
A 
1

cP,
i.e.,     kx  c
l
A
.
    (A3) 
In this case A = wl, where w is the width of the network. So for a unit width in the third 
direction, the permeability of the unit cell, and thus the whole network, takes the value of the 
hydraulic conductance of one of the segments. 
The square lattice is not the only arrangement of regular lattice possible that has n = 4. 
The Kagome lattice, shown in Figure A2, also has n = 4. By visual inspection, the Kagome 
grid seems to be a better match to random fracture networks, since it contains the triangular 
blocks that are usually observed in the networks that were investigated in this thesis. 
The Kagome lattice is more complex than the square lattice. A unit cell of the Kagome 
lattice is shown in Figure A2. The permeability of the unit cell in the x and y directions (kx, 
ky) were calculated, in terms of the conductance of each of the segments c, to show that the 
Kagome network is isotropic. 
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Figure A.2. Kagome lattice. 
 
 
                                                        
Figure A.3. Unit cell of the Kagome lattice. 
 
Let a pressure gradient P be applied across the unit cell in the horizontal direction. Due 
to symmetry, there is zero net flow in the vertical direction. Using also a symmetry argument, 
it can be assumed that there are four independent flow paths across this unit cell, and that 
superposition can be used to find the total flow through it. Combining (A1) and (A2), 
l32  
l2
Unit Cell 
x 
y 
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
Qx 
1

kx
P
2l
2 3lw 
1

c
2

c
2

c
4

c
4





P,
i.e.,    kx 
3
2w
c.
       (A4) 
Equation (A4) shows that the overall horizontal permeability of the Kagome network, 
constructed from conductors with conductance c, is 0.866 times of that of a square network.  
A similar analysis can be give for a vertical pressure direction. There are now only two 
paths that carry flows. Again, comparing equations (A1) and (A2), 
  

Qy 
1

ky
P
2 3l
2lw
1

c
4

c
4





P,
i.e. ,  ky 
3
2w
c.
    (A5) 
The horizontal and vertical permeability are identical for the Kagome network, showing that 
it is isotropic. Furthermore, the permeability is related to segment conductance by a factor of 
0.866, which is very similar to the topological correction factor of 0.864 obtained empirically 
in Section 2.5.5.  
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Appendix B:  
MATLAB Code Used in Effective Medium Calculations 
In Chapter 2 the generation of the random fracture network, as well as the effective 
medium approximations proposed, are carried out using MATLAB. In this appendix, the 
MATLAB scripts that have been written for Chapter 2 are documented. 
 
B.1 Routine: EMT_main.m 
This script is the „title page‟ of the main program. This routine is used to tie in the other 
main routines for this calculation. Sometimes the same calculations with the same set of 
parameters are repeated different times with a different stochastic realisation of a fracture 
network. For these cases this routine also records the results from each of the realisations: 
 
close all 
clc 
clear 
  
disp('Effective medium calculations for fracture networks') 
disp('Written by Colin Leung. Last updated: 28th of May 2012') 
disp(' ') 
disp(['Calculation started at ',datestr(now)]) 
  
%% Define the parameters of the fracture network 
EMT_input 
  
% Here 'E_' is the 'ensemble' results from many calculations 
  
E_crack_density = zeros(num_of_repetition,1); 
E_crack_mean_density = zeros(num_of_repetition,1); 
E_porosity = zeros(num_of_repetition,1); 
E_connectivity = zeros(num_of_repetition,1); 
E_fracture_density = zeros(num_of_repetition,1); 
E_seg_density = zeros(num_of_repetition,1); 
E_coord_num = zeros(num_of_repetition,1); 
E_A_mean_conductivity = zeros(num_of_repetition,1); 
E_A_mean_conductivity_ver1 = zeros(num_of_repetition,1); 
E_A_mean_conductivity_ver2 = zeros(num_of_repetition,1); 
E_A_mean_conductivity_ver3 = zeros(num_of_repetition,1); 
E_G_mean_conductivity_ver2 = zeros(num_of_repetition,1); 
E_Kirk_conductivity_ver2 = zeros(num_of_repetition,1); 
E_dead_end_fraction = zeros(num_of_repetition,1); 
E_parameter_studies = zeros(num_of_repetition,3); 
  
tic 
  
for counter = 1:num_of_repetition 
     
    %% Create the fracture network 
    if create_new_networks 
        %Note the generated boundary is larger than the system analysed. 
        %Generate own network 
        coordinates = gen_2d_fracture_network(2*boundary);  
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    else 
         
        %Using NAPSAC Input files 
        coordinates = read_napsac_input([path_name,'\',... 
            file_name(counter,:)]);  
    end 
     
    %% Effective Medium Method Calculations 
    emt_calc %Carry out the calculation for the current fracture set 
         
    %% Saving results     
    E_crack_density(counter) = crack_density; 
    E_crack_mean_density(counter) = crack_mean_density; 
    E_porosity(counter) = porosity; 
    E_connectivity(counter) = connectivity; 
    E_fracture_density(counter) = fracture_density; 
    E_seg_density(counter) = seg_density; 
    E_coord_num(counter) = coord_num; 
    E_A_mean_conductivity(counter) = a_mean_conductivity;     
    E_A_mean_conductivity_ver1(counter) = a_mean_conductivity_ver1; 
    E_A_mean_conductivity_ver2(counter) = a_mean_conductivity_ver2; 
    E_A_mean_conductivity_ver3(counter) = a_mean_conductivity_ver3;     
    E_G_mean_conductivity_ver2(counter) = g_mean_conductivity_ver2;     
    E_Kirk_conductivity_ver2(counter) = kirk_conductivity_ver2; 
    E_parameter_studies(counter,1) = number_of_fractures; 
    E_parameter_studies(counter,2) = total_num_seg; 
    E_parameter_studies(counter,3) = sum(length_of_fractures); 
    E_parameter_studies(counter,4) = number_of_fractures_b; 
     
    clear('conductance','conductance_ver1','conductance_ver2',... 
        'conductance_ver3') 
    clear('coordinates')     
    clear('crack_density','crack_mean_density','porosity','connectivity') 
    clear('fracture_density','seg_density') 
    clear('a_mean_conductivity','a_mean_conductivity_ver1',... 
        'a_mean_conductivity_ver2') 
    clear('g_mean_conductivity_ver2') 
    clear('kirk_conductivity_ver2') 
    clear('number_of_fractures','total_num_seg','number_of_fractures_b') 
    clear('average_segment_length','total_num_int') 
     
    toc 
  
end 
  
%% Display Results 
EMT_results 
 
B.2 Routine: EMT_input.m 
Most of the variables, including the physical constants, used in the calculation are 
recorded here. The choice of whether a new fracture file is generated or an existing one is 
read from elsewhere, as well as the number of times a new stochastic network is generated 
for each calculation, are controlled here. It is also here that the fracture networks are labelled: 
 
%% Physical Constants 
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density_of_water = 1000; %kg/m3 
gravity = 9.8; %m/s2 
viscocity = 1E-3; %Pa s 
fluid_constant = density_of_water*gravity/viscocity;  
  
%% List of numerical inputs used for the model 
  
boundary = 10; % -boundary < x < boundary, -boundary < y < boundary, m 
fracture_depth = 1; % m 
  
%Names of the fracture files that has been generated previously 
prefix = 'M1SD2R20_'; 
 
num_of_repetition= 1; 
  
one_off_network = true; 
  
%Decide whether to plot the fracture networks 
produce_fracture_network_plot = true; 
     
%Either use existing networks or creating new ones     
create_new_networks = true; 
         
%Import fracture network from text files        
%Path of the previously generated fracture files 
  
path_name='D:\Napsac\dat'; 
  
%% Generate file names 
  
if one_off_network 
     
    file_name=prefix; 
  
else 
     
    file_name=zeros(num_of_repetition,length(prefix)+6); 
     
    if num_of_repetition == 1 
        file_name = prefix; 
    else 
  
        for counter = 1:num_of_repetition 
            if counter < 10 
                
file_name(counter,:)=[prefix,'0',num2str(counter),'.txt'];];             
            else 
                file_name(counter,:)=[prefix,num2str(counter),'.txt']; 
            end 
        end 
         
    end 
end 
  
file_name=char(file_name); 
 
 177 
 
 
B.3 Function: gen_2d_fracture_network.m 
This function is used to generate the random fracture networks. The properties of the 
random networks are inputted within the function. The input of this function is the boundary 
of the fracture network, and outputs a matrix with a row for each fracture in the fracture 
network and five columns, four are used to define coordinates of the start points (x1,y1) and 
end points (x2,y2) of the fractures, the final column records the aperture.  
The variables that have to be recorded in this function are the mean fracture length, and 
the fracture centre density. Two length distributions are studied: the lognormal distribution 
and the power law distribution. If the lognormal distribution is used, the log standard 
deviation needs to be specified. Note that when the log standard deviation is zero, all the 
fractures will have the same length. A truncated form of power law distribution is used in this 
study. If the power law distribution is used, the „fractal dimension‟, as well as the maximum 
and the minimum fracture lengths need to be specified. 
Three different aperture distribution cases are implemented in this function: (1) the 
apertures are constant, or (2) are viable and directly proportional to the length of the 
fractures, or (3) are viable but are independent to the length of the fractures. The third case 
where not considered in the thesis because it is unlikely to be realistic. 
 
function [coordinate] = gen_2d_fracture_network(boundary) 
%GEN_2D_FRACTURE_NETWORK generates a 2D fracture network for testing EMT 
%  GEN_2D_FRACTURE_NETWORK(boundary) Create a fracture network with: 
%  mean length 'mean' (m), 
%  the log-standard deviation "log_sd" (#),  
%  fracture density "rho" (fracture/m^2), 
%  within a square boundary of +/- "boundary" (m) 
  
mean = 1; %mean fracture length 'mean' (m) 
mean_aperture = 65e-6; %average fracture aperture (m) 
  
rho = 10; %fracture density "rho" (fracture/m^2) 
  
aperture_distribution = 3; % 1 Uniform aperture 
                           % 2 Directly Proportional to length 
                           % 3 Aperture independent to length, lognormal 
                           %   distribution 
                            
fracture_distribution = 1; % 1 log normal, 2 power law 
  
switch fracture_distribution 
    case 1 
        %the log-standard deviation 
        log_sd = 1;  
        %mean of the normal distribution to generate the log-normal 
        %distribution 
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        mu= log(mean)-0.5*log_sd^2; 
     
    case 2 
        d = 3.2; %fractal dimension 
        lmin = 0.5; % minimum fracture length, unit m 
        lmax = 250; % maximum fracture length, unit m 
     
    otherwise 
        disp('something is wrong with fracture generation') 
end 
  
%Calculate the number of fracture from fracture density and network size 
number_of_fractures = round(rho*(2*boundary)^2); 
fracture_network = zeros(number_of_fractures,4);  
  
%Facture files contain midpoint (x,y), angle (theta) and a fracture length 
for n=1:number_of_fractures 
    fracture_network(n,1) = -boundary+(rand()*2*boundary); %x midpoint 
    fracture_network(n,2) = -boundary+(rand()*2*boundary); %y midpoint 
    fracture_network(n,3) = rand()*180; %fracture orientation in degrees 
     
    switch fracture_distribution 
        case 1 
            fracture_network(n,4) = exp(log_sd*randn()+mu); %fracture 
length 
             
        case 2 
            %Using method in Baghbanan and Jing 2007 to generate a network 
            %of power law distributed fractures 
            fracture_network(n,4) = (lmin^(-d)+rand()*... 
                (lmax^(-d)-lmin^(-d)))^(-1/d); 
             
        otherwise 
            disp('something is wrong with fracture generation') 
    end 
end 
  
%Express fracture files as the two end points of each fracture 
coordinate(:,1)= fracture_network(:,1) + ... 
    fracture_network(:,4)./2.*cosd(fracture_network(:,3)); %x1 
coordinate(:,2)= fracture_network(:,2) + ... 
    fracture_network(:,4)./2.*sind(fracture_network(:,3)); %y1 
coordinate(:,3)= fracture_network(:,1) - ... 
    fracture_network(:,4)./2.*cosd(fracture_network(:,3)); %x2 
coordinate(:,4)= fracture_network(:,2) - ... 
    fracture_network(:,4)./2.*sind(fracture_network(:,3)); %y2 
  
switch aperture_distribution 
    case 1 %Constant aperture 
        coordinate(:,5)= mean_aperture;  
    case 2 %Aperture directly proportional to length 
        coordinate(:,5)= fracture_network(:,4)/mean* mean_aperture;  
    case 3 %Aperture independent to length, lognormal distribution 
         
        %the log-standard deviation        
        log_sd = 1;  
         
        %mean of the normal distribution to generate the log-normal 
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        %distribution 
        mu= log(mean_aperture)-0.5*log_sd^2; 
        for n=1:number_of_fractures 
            coordinate(n,5) = exp(log_sd*randn()+mu); 
        end 
     
end 
 
 
B.4 Function: read_napsac_input.m 
This function merely converts the fracture network generated by the previous function 
into a form that can be readily read by the discrete fracture network code NAPSAC. 
 
function coordinates = read_napsac_input(filename) 
%READ_NAPSAC INPUT converts the fracture coordinate input for NAPSAC 
%simulations into a set of coordinates we can use. 
  
NAPSAC_input = importdata(filename); 
  
coordinates = zeros(length(NAPSAC_input),5); 
  
for n = 1:length(NAPSAC_input) 
   coordinates(n,1) = NAPSAC_input(n,1)- NAPSAC_input(n,4); 
   coordinates(n,2) = NAPSAC_input(n,3)- NAPSAC_input(n,6); 
   coordinates(n,3) = NAPSAC_input(n,1)+ NAPSAC_input(n,4); 
   coordinates(n,4) = NAPSAC_input(n,3)+ NAPSAC_input(n,6); 
   coordinates(n,5) = NAPSAC_input(n,11); 
end 
end 
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B.5 Routine: EMT_calc.m 
The bulk of the calculation for this work is carried out within this routine. The fracture 
network generated previously, recorded in the matrix „coordinates‟, is modified here. 
Fractures that partly lie outside the boundary of the network are truncated so that they are 
wholly within the network (carried out using the function „truncate_network‟).  
The function „set_up_interaction_matrix‟ is used to identify which fracture crosses 
with which. The fracture network is first manipulated as described in Section 2.4.4. Fractures 
that do not connect to the boundary, or connect to the boundary eventually via any other 
fractures, are removed (carried out using the function „frac_connect_boundary‟). This is to 
ensure that all isolated fractures or fracture clusters are excluded from the calculation. 
Fractures that cross another fracture only once are removed from the fracture network 
because they do not contribute to the network hydraulically. This is carried using the function 
„remove_isolated_fractures‟. 
Various geometric properties required for the study carried out in Section 2.4.6 are now 
calculated. They include the total number of fractures, the sum of the lengths of all the 
fractures, the number of intersections, the number of fracture segments, the average 
connectivity of the fractures, and the fraction of the fracture segments are definitely non-
conducting (because they are dead-ends). Using these values, some proposed parameters for 
comparison with the permeability can then be calculated, for example porosity, crack density, 
and crack mean density. 
The next calculation in this script is for calculating the „checkerboard‟ permeability as 
described in Section 2.5 (These calculations are placed under the „Power mean 
calculations‟ portion of the code). The main variable here is to decide on how to represent 
the average segment length. In the end it was decided that the nodal density will be used to 
calculate the average segment length (under the code segment „%% Power mean 
calculation Version 2‟). 
 
%% Truncate the fracture network 
%Remove fractures that are not in the boundary 
%Shorten the fractures that cross the boundary 
coordinates = truncate_network(coordinates, boundary); 
  
%Number of fractures after including fractures from the extended boundary 
number_of_fractures_b = length(coordinates);  
  
%% Plot the fracture network before removing isolated fractures 
if produce_fracture_network_plot         
    plot_fracture_network(coordinates,boundary) 
end 
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%% Include only relevant fractures 
%Set up interaction matrix 
interaction_matrix = set_up_interaction_matrix(coordinates, boundary); 
  
%Include only fractures that interacts with the boundary 
coordinates = frac_connect_boundary(coordinates, 
boundary,interaction_matrix); 
clear('interaction_matrix') 
interaction_matrix = set_up_interaction_matrix(coordinates, boundary); 
  
%Remove isolated fractures 
coordinates = remove_isolated_fractures(coordinates,interaction_matrix); 
clear('interaction_matrix') 
interaction_matrix = set_up_interaction_matrix(coordinates, boundary); 
  
%% Plot the fracture network 
if produce_fracture_network_plot         
    plot_fracture_network(coordinates,boundary) 
end 
  
%% Fracture Network Properties 
  
%Total number of fractures 
number_of_fractures = length(coordinates); 
  
%Number of segments between nodes, worked out from the total number of 
%fractures and intersections. Each fracture gives at least 1 segment. I am 
%assuming each intersection contributes 2 extra segments. 
  
%Note each interaction is represented twice in the interaction matrix. "n 
%crosses" m AND "m crosses n" 
total_num_int = sum(sum(interaction_matrix))/2; 
total_num_seg = number_of_fractures + 2*total_num_int; 
  
%Calculate the connectivity, the average number of intersections per 
%fracture 
connectivity = sum(sum(interaction_matrix))/2/number_of_fractures; 
  
%Assuming that each fracture contributes 2 dead ends, where the conductance 
%is 0. The fraction of dead ends is given by: 
dead_end_fraction = 2*number_of_fractures/total_num_seg; 
  
%Calculating the sum of lengths of each of the fractures 
length_of_fractures= sqrt((coordinates(:,1)-coordinates(:,3)).^2+... 
    (coordinates(:,2)-coordinates(:,4)).^2); 
  
%Calculate the 'Crack Density' sum(C^2)/A, where C is the half length of 
the 
%fractures,  and A is the area of the system 
  
crack_density = sum((length_of_fractures/2).^2)/((2*boundary)^2); 
  
%Crack mean density: instead of taking the mean of the square of the 
%individual lengths as in 'crack density', here we take the mean of the 
%fracture lengths first before we square the answer. 
  
crack_mean_density =... 
    number_of_fractures*(mean(length_of_fractures/2))^2/((2*boundary)^2); 
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%Calculate the porosity of the network 
  
porosity = sum(length_of_fractures.*coordinates(:,5))/((2*boundary)^2); 
  
%Calculating the fracture density 
fracture_density = number_of_fractures/((2*boundary)^2); 
  
%Calculating the segment density 
seg_density = total_num_seg/((2*boundary)^2); 
  
%Calculating the coordination number z 
coord_num = 4 - 2*number_of_fractures/total_num_int; 
  
%% Power mean calculations 
  
%Note the array 'conductance' contains the conductance AND the number of 
%segments with that conductance 
  
%Assume each segment has the same length. The average segment length is 
%given by: 
average_segment_length(1) = sum(length_of_fractures)/total_num_seg; 
  
%Calculating the number of segments per fracture 
conductance(:,2) = ceil(length_of_fractures/average_segment_length(1)); 
  
%Calculating the conductance for each segment using the Cubic Law 
conductance(:,1)= (fluid_constant*coordinates(:,5).^3*fracture_depth)/... 
    (12*average_segment_length(1)); 
  
%The Arithmetic Mean of Conductance 
a_mean_conductivity = power_mean(conductance, 1)*(1-2*dead_end_fraction); 
   
%% Power mean calculations Version 1 
%-------------------------------------------------------------------------% 
%Modified the way we calculate the characteristic segment length. 
%Originally the characteristic length is calculated by dividing the sum of 
%the lengths of all the fracture by the total number of segments. In this 
%version we will calculate the characteristic length by matching the 
%segment density of the original network and the square lattice. 
%-------------------------------------------------------------------------% 
  
%Calculating the effective segment length so that the segment density of 
%the square lattice matches that of the actual network. 
average_segment_length(2) = sqrt(2/seg_density); 
  
%Calculating the conductance for each segment using the Cubic Law 
conductance_ver1(:,1)= 
(fluid_constant*coordinates(:,5).^3*fracture_depth)/... 
    (12*average_segment_length(2)); 
  
%Number of segment per fracture is calculated directly from the interaction 
%matrix as oppose to from the average segment length 
  
conductance_ver1(:,2) = sum(interaction_matrix,2)+1; 
   
%The Arthimatic Mean of Conductance 
a_mean_conductivity_ver1 = power_mean(conductance_ver1, 1)... 
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    *(1-2*dead_end_fraction); 
  
%% Power mean calculation Version 2 
%-------------------------------------------------------------------------% 
%Modified the way we calculate the characteristic segment length. 
%Originally the characteristic length is calculated by dividing the sum of 
%the lengths of all the fracture by the total number of segments. In this 
%version we will calculate the characteristic length by matching the 
%nodal density of the original network and the square lattice. 
%This is the method used in the paper we published 
%-------------------------------------------------------------------------% 
  
%Calculating the effective segment length so that the nodal density of 
%the square lattice matches that of the actual network. 
  
average_segment_length(3) = sqrt((2*boundary)^2/total_num_int); 
  
%Calculating the conductance for each segment using the Cubic Law 
conductance_ver2(:,1)= 
(fluid_constant*coordinates(:,5).^3*fracture_depth)/... 
    (12*average_segment_length(3)); 
  
%Number of segment per fracture is calculated directly from the interaction 
%matrix as oppose to from the average segment length 
conductance_ver2(:,2) = sum(interaction_matrix,2)+1; 
  
%The Arithmetic Mean of Conductance 
a_mean_conductivity_ver2 = power_mean(conductance_ver2, 1)... 
    *(1-2*dead_end_fraction); 
  
%The Geometric Mean of Conductance 
g_mean_conductivity_ver2 = power_mean(conductance_ver2, 0)... 
    *(1-2*dead_end_fraction); 
  
%Kirkpatrick equation results 
  
kirk_conductivity_ver2 = kirkpatrick_eqn(conductance_ver2); 
  
%% Power mean calculation Version 3 
%-------------------------------------------------------------------------% 
%Using equivalent media to account for the missing bonds, as described in 
%equation (2) in Hestir and Long 1990 
%-------------------------------------------------------------------------% 
a_mean_conductivity_ver3 = power_mean(conductance_ver2, 1)... 
    *(1-(dead_end_fraction/(1-2/coord_num))); 
clear('interaction_matrix') 
 
B.6 Function: set_up_interaction_matrix.m 
This function is used to track how the fractures interact with each other in a fracture 
network. It takes in the coordinate of each fracture (as well as boundary of the fracture 
network), and outputs a binary n  n matrix (the „interaction matrix‟), where n is the number 
of fractures. Each row and column represents a fracture. When the fracture represented by the 
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nth row crosses with one that represented by the mth column, the value of cell (n, m) will be 
1, otherwise it is 0. 
Each fracture is a straight line, and its equation can be expressed in the form “y = mx + 
c”, where (x, y) are the points on the line, m is the slope of the line, and c is the x intercept. 
The location of the intersections between each fracture and every other fracture are calculated 
by solving the equations of each pair of fractures. If the intersection occurs within the end 
points of both of the fractures, then the fractures cross. 
 
function interaction_matrix = ... 
    set_up_interaction_matrix(coordinates, boundary) 
%SET_UP_INTERACTION_MATRIX set up a matrix to track which fractures 
%interact with which within the model boundary 
  
number_of_fractures = length(coordinates); 
  
slope = (coordinates(:,2)-coordinates(:,4))./... 
    (coordinates(:,1)-coordinates(:,3)); %fracture slope, m in "y = mx+c" 
  
intercept = coordinates(:,2)-slope.* coordinates(:,1); %x-intercept, "c" 
  
%Interaction Matrix keeps a record of with fracture crosses with which 
%within the boundary. 
interaction_matrix = zeros(number_of_fractures); 
  
for n=1:number_of_fractures-1     
    for m=n+1:number_of_fractures 
        %Find out where fracture(n) crosses fracture(m), I'm calling that 
        %point 'interception'. x is (1), y is (2) 
        interception(1) = -(intercept(m)-intercept(n))/(slope(m)-slope(n)); 
        interception(2) = slope(n)*interception(1)+intercept(n); 
         
        %If the interception is within the boundary, that it is TRUE in the 
        %interaction_matrix 
        if abs(interception(1))<boundary && abs(interception(2))<boundary 
            %check if the intersection is within the fractures themselves 
            within_fracture=... 
                ((coordinates(n,1)-interception(1))*... 
                (coordinates(n,3)-interception(1))<0 &&... 
                (coordinates(m,1)-interception(1))*... 
                (coordinates(m,3)-interception(1))<0) &&... 
                ((coordinates(n,2)-interception(2))*... 
                (coordinates(n,4)-interception(2))<0 &&... 
                (coordinates(m,2)-interception(2))*... 
                (coordinates(m,4)-interception(2))<0); 
            if within_fracture 
                interaction_matrix(n,m)=1; 
                interaction_matrix(m,n) = interaction_matrix(n,m); 
            end 
        end 
    end    
end 
interaction_matrix=logical(interaction_matrix); 
end 
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B.7 Function: truncated_coordinates.m 
This function is used to trim the fracture network so that any fracture that partly lies 
outside the boundary of the fracture network is truncated, so that the remaining fracture lies 
wholly within the fracture network boundary. This function takes in a matrix with the 
coordinates of all the fracture and the boundary of the fracture network, and outputs a new set 
of coordinates of the truncated fractures. 
The first part of the function identifies which fracture crosses the boundary, and which 
boundary it crosses. In the second part, the midpoint of each fracture is identified. If the 
midpoint of the fracture is within the network boundary, or that the fracture crosses any of 
the boundaries, this fracture is included in the output network. Its length is then truncated to 
fit within the network boundaries. 
 
function truncated_coordinates =truncate_network(coordinates, boundary) 
%TRUNCATE_NETWORK truncates a previously generated fracture network so that 
%it fits exactly in the boundary 
  
number_of_fractures = length(coordinates); 
  
slope = (coordinates(:,2)-coordinates(:,4))./... 
    (coordinates(:,1)-coordinates(:,3)); %fracture slope, m in "y = mx+c" 
  
intercept = coordinates(:,2)-slope.* coordinates(:,1); %x-intercept, "c" 
  
%Check when the equations of each fracture crosses the boundary. 
%The four boundaries are x= +/- boundary, y= +/- boundary 
boundary_intercept = zeros(number_of_fractures,8); 
%Interaction matrix: TRUE if fracture touches the boundary 
  
%At X = -boundary 
%x value at boundary 
boundary_intercept(:,1) = -boundary;  
%y value at boundary 
boundary_intercept(:,2) = slope.*boundary_intercept(:,1) + intercept;  
  
interaction_matrix(:,1) = abs(boundary_intercept(:,2))< boundary... 
    & (coordinates(:,1)-(-boundary)).*(coordinates(:,3)-(-boundary))<0; 
  
%At X = boundary 
%x value at boundary 
boundary_intercept(:,3) = boundary;  
%y value at boundary 
boundary_intercept(:,4) = slope.*boundary_intercept(:,3) + intercept;  
  
interaction_matrix(:,2) = abs(boundary_intercept(:,4))< boundary... 
    & (coordinates(:,1)-(boundary)).*(coordinates(:,3)-(boundary))<0; 
  
%At Y = -boundary 
%y value at boundary 
boundary_intercept(:,6) = -boundary;  
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%x value at boundary 
boundary_intercept(:,5) = (boundary_intercept(:,6) - intercept)./slope;  
  
interaction_matrix(:,3) = abs(boundary_intercept(:,5))< boundary... 
    & (coordinates(:,2)-(-boundary)).*(coordinates(:,4)-(-boundary))<0; 
  
%Y = boundary 
%y value at boundary 
boundary_intercept(:,8) = boundary;  
%x value at boundary 
boundary_intercept(:,7) = (boundary_intercept(:,8) - intercept)./slope;  
  
interaction_matrix(:,4) = abs(boundary_intercept(:,7))< boundary... 
    & (coordinates(:,2)-(boundary)).*(coordinates(:,4)-(boundary))<0; 
  
m = 1; 
selected_coordinates = zeros(number_of_fractures,5); 
  
for n=1:number_of_fractures 
  
    %See if midpoint is within the boundary 
    A=abs((coordinates(n,1) + coordinates(n,3))/2)< boundary; 
    B=abs((coordinates(n,2) + coordinates(n,4))/2)< boundary; 
     
    %If the midpoint is out of the boundary, but the fracture touches the 
    %boundary, OR the midpoint is in the boundary. The rest of the 
    %fractures are ignored. 
     
    if ((not(A)||not(B)) && sum(interaction_matrix(n,:))>0)|| A&&B 
         
        %Truncate the fracture if the fracture is beyond the boundary 
        %Case where both ends are out of the boundary 
        if sum(interaction_matrix(n,:))==2 
            coord_counter = 1; %toggles from (x1,y1) to (x2,y2) 
            for q = 1:4 
                if interaction_matrix(n,q) ==1 
                    coordinates(n,2*coord_counter-1)=... 
                        boundary_intercept(n,2*q-1); 
                    coordinates(n,2*coord_counter)=... 
                        boundary_intercept(n,2*q); 
                    coord_counter = coord_counter+1; 
                end 
            end 
        end 
        %Case where only one end is out of the boundary 
        if sum(interaction_matrix(n,:))==1 
            %Work out which end is out of the boundary 
            for coord_counter = 1:2 
                if abs(coordinates(n,2*coord_counter-1))>boundary ||... 
                        abs(coordinates(n,2*coord_counter))>boundary 
                    for q=1:4 
                        if interaction_matrix(n,q) ==1 
                            coordinates(n,2*coord_counter-1)=... 
                                boundary_intercept(n,2*q-1); 
                            coordinates(n,2*coord_counter)=... 
                                boundary_intercept(n,2*q); 
                        end 
                    end 
                end 
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            end 
        end 
         
        selected_coordinates(m,:) = coordinates(n,:); 
        m = m+1; 
    end 
end 
  
%Write the final, shorten list of coordinates 
truncated_coordinates = zeros(m-1,5); 
  
for n=1:m-1 
    truncated_coordinates(n,:)=selected_coordinates(n,:); 
  
end 
  
end 
 
B.8 Function: frac_connect_boundary.m 
This function is used to ensure there are no fractures that are not connected to the 
fracture network, as well as ensuring that all the fractures within the fracture network can be 
traced back to the boundary via other fractures. Fractures that cannot be traced back to the 
boundary, either because they are isolated, or because they are a cluster of isolated fractures, 
cannot contribute to the flow, and hence may distort the results in the current simulations. 
The function takes in the size of the fracture network („boundary‟), the coordinates of each 
fracture in the fracture network („coordinate‟), and how each fracture crosses each other 
(„interaction_matrix‟). It outputs a new set of coordinates for the fracture network where all 
the fractures can be traced back to one of the boundaries. 
An iterative process is used. First, all the fractures are removed from the network. Then, 
the fractures that interact with the boundaries bare added in. Then the fractures that interact 
with those fractures are added in, etc. This is carried out until the number of fractures 
included between two consecutive iterations remains the same. 
 
function [new_coordinates] = ... 
    frac_connect_boundary(coordinates, boundary,interaction_matrix) 
%FRAC_CONNECT_BOUNDARY include only fractures that are connected to the 
%boundary of the network  
  
number_of_fractures = length(coordinates); 
  
included_fractures = zeros(number_of_fractures,1); %fractures to be 
included 
  
%Keep the fracture that touches the surface 
for n=1:number_of_fractures 
    if (abs(coordinates(n,1))>=boundary ||... 
            abs(coordinates(n,2)>=boundary))||... 
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            (abs(coordinates(n,3))>=boundary ||... 
            abs(coordinates(n,4))>=boundary) 
        included_fractures(n,1)=1; 
    end 
end 
  
%fractures added in the last iteration 
last_iteration_fractures = included_fractures;  
  
%Adding fractures that are connected to the boundary fractures 
max_iteration = 1000; 
num_iterations = 1; 
  
while num_iterations < max_iteration 
    new_fractures= zeros(number_of_fractures,1); 
    number_of_changes=0; 
    for n=1:number_of_fractures 
        %If a fracture crosses another fracture that is included 
        if last_iteration_fractures(n,1)==1 
            for m=1:number_of_fractures 
                if interaction_matrix(n,m)==1 && included_fractures(m,1)==0 
                    included_fractures(m,1)=1; 
                    new_fractures(m,1)=1; 
                    number_of_changes=1; 
                end 
            end 
        end 
    end 
    if number_of_changes == 0 
        break 
    end 
    last_iteration_fractures=new_fractures; 
     
    if num_iterations == max_iteration 
        disp('reached maximum iteration for adding fractures') 
    end 
    num_iterations=num_iterations+1; 
end 
  
%Generating the new fracture network 
new_coordinates = zeros(sum(included_fractures),5); 
m=1; 
for n=1:number_of_fractures 
    if included_fractures(n,1)==1 
        new_coordinates(m,:) = coordinates(n,:); 
        m=m+1; 
    end 
end 
end 
 
B.9 Function: remove_isolated_fractures.m 
This function removes fractures from the fracture network that only crosses another 
fracture only once (i.e., its connectivity is 1). It takes in the coordinates of the fractures and 
the interaction matrix showing where the fracture crosses, and outputs a new set of 
coordinate after the fractures are removed. This is an iterative process because whenever a 
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fracture is removed from the network, the connectivity of the neighbouring fracture is 
reduced by one, and potentially reduces it to 1. 
 
function [new_coordinates] =... 
    remove_isolated_fractures(coordinates,interaction_matrix) 
%REMOVE_ISOLATED_FRACTURES removes fractures that are not connected to  
%any other fractures in the fracture network. 
  
number_of_fractures = length(coordinates); 
  
max_iteration = 1000; 
num_iterations = 1; 
  
%Remove fractures with one intersection only 
while num_iterations < max_iteration 
    number_of_changes=0; 
     
    for n = 1:number_of_fractures 
        if sum(interaction_matrix(n,:))==1  
             
            number_of_changes=1; 
            interaction_matrix(n,:)=0; 
            interaction_matrix(:,n)=0; 
        end 
    end 
     
    if number_of_changes==0 
        break 
    end 
    num_iterations = num_iterations+ 1; 
    if num_iterations == max_iteration 
        disp('reached maximum iteration for removing isolated fractures') 
    end 
end 
  
fractures_removed=0; 
for n=1:number_of_fractures 
    if sum(interaction_matrix(n,:))==0 
        fractures_removed=fractures_removed+1; 
    end 
end 
  
%Generating the new fracture network 
new_coordinates = zeros(number_of_fractures-fractures_removed,5); 
m=1; 
for n=1:number_of_fractures 
    if sum(interaction_matrix(n,:))>0 
        new_coordinates(m,:) = coordinates(n,:); 
        m=m+1; 
    end 
end 
  
end 
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B.10 Function: plot_fracture_network.m 
This function takes in the coordinates of the fracture network generated by the script, 
and output them graphically. Examples of figures produce by this function can be found in 
Figure 2.3. 
 
function plot_fracture_network(input_network,boundary) 
%PLOT_FRACTURE_NETWORK plots the fracture network generated 
  
%Plot fracture network 
  
number_of_fractures = length(input_network); 
  
figure 
hold on 
axis equal 
axis square 
grid off 
title(['Number of fractures: ' num2str(number_of_fractures)]) 
  
%borders of the fracture network 
borders(:,1)=boundary*[-1  1  1 -1 -1]';  
borders(:,2)=boundary*[-1 -1  1  1 -1]'; 
  
for n=1:number_of_fractures 
    x=[input_network(n,1),input_network(n,3)]; 
    y=[input_network(n,2),input_network(n,4)]; 
    fracture_length=sqrt((x(1)-x(2))^2+(y(1)-y(2))^2); 
     
    if fracture_length < 0.5 
        plot(x,y,'b') 
    elseif fracture_length < 1 
        plot(x,y,'c') 
    elseif fracture_length < 5 
        plot(x,y,'g') 
    else 
        plot(x,y,'r') 
    end 
    
end 
  
plot(borders(:,1),borders(:,2),'k') 
  
hold off 
end 
 
B.11 Routine: EMT_results.m 
This function is used to output the results from the calculation, and display them using 
MATLAB. 
 
%% Display Results 
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disp('Calculations Complete') 
disp(' ') 
%Headers for the table 
disp('TABLE OF RESULTS') 
disp(' ') 
disp('Network Properties') 
disp('Crack Density   Connectivity     Fracture Density    Segment 
Density') 
for counter = 1:num_of_repetition 
    disp([file_name(counter,:),'   ',... 
        num2str(E_crack_density(counter),'%.3f'),'                   ',... 
        num2str(E_connectivity(counter),'%.3f'),'                    ',... 
        num2str(E_fracture_density(counter),'%.3f'),'                ',... 
        num2str(E_seg_density(counter),'%.3f')]) 
end 
disp(' ') 
disp('Permeability Results') 
disp('A_Mean         A_Mean Rev1    A_Mean Rev2    A_Mean Rev3') 
for counter = 1:num_of_repetition 
    disp([num2str(E_A_mean_conductivity(counter),'%.3e'),'           ',... 
        num2str(E_A_mean_conductivity_ver1(counter),'%.3e'),'        ',... 
        num2str(E_A_mean_conductivity_ver2(counter),'%.3e'),'        ',... 
        num2str(E_A_mean_conductivity_ver3(counter),'%.3e')]) 
end 
  
disp(' ') 
disp('Parameter Studies') 
disp('Crack mean density   Number of segments    Total fracture length') 
for counter = 1:num_of_repetition 
    disp([num2str(E_crack_mean_density(counter),'%.3f'),'            ',... 
        num2str(E_parameter_studies(counter,2)),'                    ',... 
        num2str(E_parameter_studies(counter,3))]) 
end 
disp(' ') 
disp('Number of fractures   before removing isolated fractures') 
for counter = 1:num_of_repetition 
    disp([num2str(E_parameter_studies(counter,1)),'                  ',... 
        num2str(E_parameter_studies(counter,4))]) 
end 
  
disp(' ') 
disp('Geometric mean results   Kirkpatrick results') 
for counter = 1:num_of_repetition 
    disp([num2str(E_G_mean_conductivity_ver2(counter),'%.3e'),'      ',... 
        num2str(E_Kirk_conductivity_ver2(counter),'%.3e')]) 
end 
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Appendix C:  
Identification of Matrix Blocks and Calculation of Area and Perimeter  
 
C.1 Logic used in finding the area of the matrix 
The areas and the perimeters of each of the matrix blocks in a fracture network need to 
be found, in order to implement the expression for matrix block shape factor that was 
proposed by Wuthicharn and Zimmerman (2011), so as to find an average diffusion distance 
(see Section 5.6.4). The connection between shape factor and diffusion is given by Eq. (5.20). 
According to Wuthicharn and Zimmerman (2011), the shape factor of a non-uniform 2D 
matrix block is a function of the matrix block‟s area and perimeter. To apply their results to 
the benchmark test network, it is necessary to identify each area enclosed by fractures (matrix 
blocks). Since the number of matrix blocks are on the order of tens of thousands, a computer 
script has been written (using MATLAB) to identify them. 
The basic idea of the script is to first identify all the intersections within the fracture 
network. Then, using those intersections, to find out where the enclosed areas are. After they 
are identified, their areas and perimeters can be found. The following diagrams explain how 
the enclosed areas are proposed to be found for an arbitrary fracture network: 
  
 
 
Figure C.1. Step 1: Choose a point to initiate the polygon finding algorithm. The bottom left 
corner, (-10, -10), was chosen as the starting point. 
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Figure C.2. Step 2: Find the neighbouring nodes to the initial node. Here they are labelled A 
and B (green and blue respectively). They are the potential initial edges of the polygon. There 
can be up to 4 different branches, but it was thought that if the points are chosen 
systematically there should never be more than 2. 
 
 
 
 
Figure C.3. Step 3: Find the neighbouring points of A and B. All the points generated from 
the green point will be green, and the blue points will be blue.  
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Figure C.4. Step 4: Find the neighbouring points to those neighbouring points.  When a green 
point meets a blue point, this means a complete circuit has formed. The polygon‟s properties 
are noted, and the script can move on to find the next polygon. 
 
 
 
 
Figure C.5. Step 5: The previous starting node is discarded so that a polygon that has already 
been found cannot be found again. As the search is carried out systematically, no other 
polygon (save the one just discovered) should be able to form from that point. 
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a)     b) 
 
c)     d) 
 
Figure C.6. These four figures show the next step in the iteration, repeating Steps 2 to 4 from 
the next starting point. 
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C.2 MATLAB Scripts 
C.2.1. Routine: matrix_area.m 
This is the main script written for the overall calculation of extracting the area of each 
enclosed area in a fracture network. The fracture network can be read from an existing 
matrix, but in this script it is generated stochastically by the function 
„gen_2d_fracture_network‟. Fracture networks (represented by the variable 
„coordinates‟) are inputted as n by 5 matrices, where n is the number of fractures. The five 
columns are the two end points, (x1, y1), (x2, y2) of the fracture, and its aperture. Before any 
calculations are carried out all, fractures are truncated so that any fractures that lie partly 
outside the fracture network are wholly within the network (using function 
„truncate_network‟), and that isolated fractures are removed (using the functions 
„frac_connect_boundary‟ and „remove_isolated_fractures‟). This part of the script is 
similar to the script written for the effective medium work (Appendix B). 
The intersections are located using the function „set_up_interaction_matrix‟. This 
function outputs a matrix that shows if a fracture crosses another fracture, as well as the 
coordinates of the location of each intersection and indentifies the crossing fractures.  
The iteration starts with the comment „%Search for polygons‟. This is the segment 
searching routine described by Figures C1-C6. The function „shape_finder‟ is used to find 
the polygon that can by formed with the least number of segments from a given point. The 
function outputs the coordinates of each of the points on the enclosed polygon. The area, the 
perimeter, and the number of sides of each polygon are collected. 
 
close all 
clc 
clear 
  
disp('Written by Colin Leung. Last updated: 22nd of September, 2011') 
tic 
  
%% Define the fracture network 
  
boundary = 10; 
  
%Stochastically generating a fracture network 
coordinates = gen_2d_fracture_network(boundary); 
 
%Remove fractures outside the boundary 
coordinates = truncate_network(coordinates, boundary); 
  
[interaction_matrix] = ... 
    set_up_interaction_matrix(coordinates, boundary); 
  
%Remove fractures not connected to the boundary 
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coordinates= ... 
    frac_connect_boundary(coordinates, boundary,interaction_matrix); 
  
clear('interaction_matrix') 
  
[interaction_matrix] = ... 
    set_up_interaction_matrix(coordinates, boundary); 
  
%Remove isolated or dead-end fractures 
coordinates= remove_isolated_fractures(coordinates,interaction_matrix); 
  
clear('interaction_matrix') 
  
[interaction_matrix,node_matrix] = ... 
    set_up_interaction_matrix(coordinates, boundary); 
  
%Count boundary as fractures 
include_boundary_as_fractures 
  
clear('interaction_matrix') 
construct_segment_matrix 
  
node_matrix=sortrows(node_matrix,[1,2]); 
node_number=1; 
  
figure(2) 
plot_fracture_network(coordinates,boundary) 
hold on 
remaining_nodes=node_matrix; 
  
area_of_polygons=zeros(size(node_matrix,1),1); 
perimeter_of_polygons=zeros(size(node_matrix,1),1); 
number_of_sides=zeros(size(node_matrix,1),1); 
segment_colour=zeros(size(segment_matrix,1),1); 
  
%Search for polygons 
for n=1:size(node_matrix,1) 
    toc 
    disp(['node number ',num2str(n),' out of ',... 
        num2str(size(node_matrix,1))]) 
     
    %Polygon that includes node #n 
    enclosed_polygon=shape_finder(remaining_nodes,n); 
     
    remaining_nodes(n,:)=[0,0,0,0]; 
     
    %Colouring in the polygons 
    if mod(n,2)==1 
        fill(enclosed_polygon(:,1),enclosed_polygon(:,2),'r') 
    else 
        fill(enclosed_polygon(:,1),enclosed_polygon(:,2),'y') 
    end 
     
    %find the area of each polygon 
    area_of_polygons(n)=... 
        polyarea(enclosed_polygon(:,1),enclosed_polygon(:,2)); 
     
    %find the perimeter of each polygon 
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    %find the length of each segment 
    segment_length=zeros(size(enclosed_polygon,1)-1,1); 
     
    for m=1:size(enclosed_polygon,1)-1 
        segment_length(m)=... 
            sqrt((enclosed_polygon(m,1)-enclosed_polygon(m+1,1))^2 ... 
            +(enclosed_polygon(m,2)-enclosed_polygon(m+1,2))^2); 
    end 
    perimeter_of_polygons(n)=sum(segment_length); 
     
    %record the number of sides for each of the polygon 
    number_of_sides(n)=size(enclosed_polygon,1)-1; 
  
end 
  
%ignore the zero areas 
counter=0; 
for n=1:size(area_of_polygons) 
    if area_of_polygons(n)~=0 
        counter=counter+1; 
    end 
end 
  
new_area_of_polygons=zeros(counter,1); 
new_perimeter_of_polygons=zeros(counter,1); 
new_number_of_sides=zeros(counter,1); 
  
counter=0; 
for n=1:size(area_of_polygons) 
    if area_of_polygons(n)~=0 
        counter=counter+1; 
        new_area_of_polygons(counter)=area_of_polygons(n); 
        new_perimeter_of_polygons(counter)=perimeter_of_polygons(n); 
        new_number_of_sides(counter)=number_of_sides(n); 
  
    end 
end 
  
area_of_polygons=new_area_of_polygons; 
perimeter_of_polygons=new_perimeter_of_polygons; 
number_of_sides=new_number_of_sides; 
  
disp(['Average matrix area of this network is ',... 
    num2str(mean(area_of_polygons))]) 
disp(['Average matrix perimeter of this network is ',... 
    num2str(mean(new_perimeter_of_polygons))]) 
disp(['Average number of sides of each polygon is ',... 
    num2str(mean(number_of_sides))]) 
  
clear('new_area_of_polygons','counter','m','n','node_number','p',... 
    'remaining_nodes') 
clear('new_perimeter_of_polygons','segment_length','enclosed_polygon') 
clear('new_number_of_sides','node_matrix_counter','number_of_nodes',... 
    'path_name') 
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C.2.2 Function: gen_2d_fracture_network.m 
This function is used to generate the random fracture networks. The properties of the 
random networks are inputted within the function. The input of this function is the boundary 
of the fracture network. This function outputs a matrix; it has a row for each fracture in the 
fracture network, each row contains five columns, four are used to define coordinates of the 
start (x1,y1) and end (x2,y2) points of the fractures, the final column records the aperture.  
The variables that have to be recorded in this function are the mean fracture length, and 
the fracture centre density. Two length distributions are studied: the lognormal distribution 
and the power law distribution. If the lognormal distribution is used, the log standard 
deviation needs to be specified. Note that when the log standard deviation is zero, all the 
fractures will have the same length. A truncated form of power law distribution is used in this 
function. If the power law distribution is used, the „fractal dimension‟, as well as the 
maximum and the minimum fracture lengths need to be specified. 
Three different aperture distribution cases are implemented in this function: (1) the 
apertures are constant, or (2) are variable and directly proportional to the length of the 
fractures, or (3) are variable but are independent to the length of the fractures. The third case 
was not considered in the thesis because it is unlikely to be realistic. 
 
function [coordinate] = gen_2d_fracture_network(boundary) 
%GEN_2D_FRACTURE_NETWORK generates a 2D fracture network for testing EMT 
%  GEN_2D_FRACTURE_NETWORK(boundary) Create a fracture 
%  network within a square boundary of +/- "boundary" (m) 
  
mean = 1; %mean fracture length 'mean' (m) 
mean_aperture = 65e-6; %average fracture aperture (m) 
  
rho = 10; %fracture density "rho" (fracture/m^2) 
  
aperture_distribution = 1; % 1 Uniform aperture 
                           % 2 Directly Proportional to length 
                           % 3 Aperture independent to length, lognormal 
                           %   distribution 
                            
fracture_distribution = 1; % 1 log normal, 2 power law 
  
switch fracture_distribution 
    case 1 
        %the log-standard deviation 
        log_sd = 0;  
        %mean of the normal distribution to generate the log-normal 
        %distribution 
        mu= log(mean)-0.5*log_sd^2; 
     
    case 2 
        d = 2.2; %fractal dimension 
        lmin = 0.5; % minimum fracture length, unit m 
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        lmax = 250; % maximum fracture length, unit m 
     
    otherwise 
        disp('something is wrong with fracture generation') 
end 
  
%Calculate the number of fracture from fracture density and network size 
number_of_fractures = round(rho*(2*boundary)^2); 
fracture_network = zeros(number_of_fractures,4);  
  
%Facture files contain midpoint (x,y), angle (theta) and a fracture length 
for n=1:number_of_fractures 
    fracture_network(n,1) = -boundary+(rand()*2*boundary); %x midpoint 
    fracture_network(n,2) = -boundary+(rand()*2*boundary); %y midpoint 
    fracture_network(n,3) = rand()*180; %fracture orientation in degrees 
     
    switch fracture_distribution 
        case 1 
            %fracture length 
            fracture_network(n,4) = exp(log_sd*randn()+mu);  
             
        case 2 
            %Using method in Baghbanan and Jing 2007 to generate a network 
            %of power law distributed fractures 
            fracture_network(n,4) = ... 
                (lmin^(-d)+rand()*(lmax^(-d)-lmin^(-d)))^(-1/d); 
             
        otherwise 
            disp('something is wrong with fracture generation') 
    end 
end 
  
%Express fracture files as the two end points of each fracture 
coordinate(:,1)= fracture_network(:,1) + ... 
    fracture_network(:,4)./2.*cosd(fracture_network(:,3)); %x1 
coordinate(:,2)= fracture_network(:,2) + ... 
    fracture_network(:,4)./2.*sind(fracture_network(:,3)); %y1 
coordinate(:,3)= fracture_network(:,1) - ... 
    fracture_network(:,4)./2.*cosd(fracture_network(:,3)); %x2 
coordinate(:,4)= fracture_network(:,2) - ... 
    fracture_network(:,4)./2.*sind(fracture_network(:,3)); %y2 
  
switch aperture_distribution 
    case 1 %Constant aperture 
        coordinate(:,5)= mean_aperture;  
    case 2 %Aperture directly proportional to length 
        coordinate(:,5)= fracture_network(:,4)/mean* mean_aperture;  
    case 3 %Aperture independent to length, lognormal distribution 
         
        %the log-standard deviation        
        log_sd = 1;  
         
        %mean of the normal distribution to generate the log-normal 
        %distribution 
        mu= log(mean_aperture)-0.5*log_sd^2; 
        for n=1:number_of_fractures 
            coordinate(n,5) = exp(log_sd*randn()+mu); 
        end 
    end 
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C.2.3 Function: truncate_network.m 
This function is used to trim the fracture network so that any fracture that has part of it 
lying outside the boundary of the fracture network is truncated, so that the fracture is wholly 
within the fracture network boundary. This function takes in a matrix with the coordinates of 
all the fracture and the boundary of the fracture network, and output a new set of coordinate 
with truncated fractures. 
The first part of the function identifies which fracture crosses the boundary, and which 
boundary it crosses. In the second part, the midpoint of each fracture is identified. If the 
midpoint of the fracture is within the network boundary, or that the fracture crosses any of 
the boundaries, this fracture is included in the output network. Its length is then truncated to 
fit within the network boundaries. 
 
function [truncated_coordinates] = truncate_network(coordinates, boundary) 
%TRUNCATE_NETWORK truncates a previously generated fracture network so that 
%it fits exactly in the boundary 
  
number_of_fractures = length(coordinates); 
  
slope = (coordinates(:,2)-coordinates(:,4))./... 
    (coordinates(:,1)-coordinates(:,3)); %fracture slope, m in "y = mx+c" 
  
intercept = coordinates(:,2)-slope.* coordinates(:,1); %x-intercept, "c" 
  
%Check when the equations of each fracture crosses the boundary. 
%The four boundaries are x= +/- boundary, y= +/- boundary 
boundary_intercept = zeros(number_of_fractures,8); 
%Interaction matrix: TRUE if fracture touches the boundary 
  
%At X = -boundary 
%x value at boundary 
boundary_intercept(:,1) = -boundary;  
%y value at boundary 
boundary_intercept(:,2) = slope.*boundary_intercept(:,1) + intercept;  
  
interaction_matrix(:,1) = abs(boundary_intercept(:,2))< boundary... 
    & (coordinates(:,1)-(-boundary)).*(coordinates(:,3)-(-boundary))<0; 
  
%At X = boundary 
%x value at boundary 
boundary_intercept(:,3) = boundary;  
%y value at boundary 
boundary_intercept(:,4) = slope.*boundary_intercept(:,3) + intercept;  
  
interaction_matrix(:,2) = abs(boundary_intercept(:,4))< boundary... 
    & (coordinates(:,1)-(boundary)).*(coordinates(:,3)-(boundary))<0; 
  
%At Y = -boundary 
%y value at boundary 
boundary_intercept(:,6) = -boundary;  
%x value at boundary 
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boundary_intercept(:,5) = (boundary_intercept(:,6) - intercept)./slope;  
  
interaction_matrix(:,3) = abs(boundary_intercept(:,5))< boundary... 
    & (coordinates(:,2)-(-boundary)).*(coordinates(:,4)-(-boundary))<0; 
  
%Y = boundary 
%y value at boundary 
boundary_intercept(:,8) = boundary;  
%x value at boundary 
boundary_intercept(:,7) = (boundary_intercept(:,8) - intercept)./slope;  
  
interaction_matrix(:,4) = abs(boundary_intercept(:,7))< boundary... 
    & (coordinates(:,2)-(boundary)).*(coordinates(:,4)-(boundary))<0; 
  
m = 1; 
selected_coordinates = zeros(number_of_fractures,5); 
  
for n=1:number_of_fractures 
  
    %See if midpoint is within the boundary 
    A=abs((coordinates(n,1) + coordinates(n,3))/2)< boundary; 
    B=abs((coordinates(n,2) + coordinates(n,4))/2)< boundary; 
     
    %If the midpoint is out of the boundary, but the fracture touches the 
    %boundary, OR the midpoint is in the boundary. The rest of the 
    %fractures are ignored. 
     
    if ((not(A)||not(B)) && sum(interaction_matrix(n,:))>0)|| A&&B 
         
        %Truncate the fracture if the fracture is beyond the boundary 
        %Case where both ends are out of the boundary 
        if sum(interaction_matrix(n,:))==2 
            coord_counter = 1; %toggles from (x1,y1) to (x2,y2) 
            for q = 1:4 
                if interaction_matrix(n,q) ==1 
                    coordinates(n,2*coord_counter-1)=... 
                        boundary_intercept(n,2*q-1); 
                    coordinates(n,2*coord_counter)=... 
                        boundary_intercept(n,2*q); 
                    coord_counter = coord_counter+1; 
                end 
            end 
        end 
        %Case where only one end is out of the boundary 
        if sum(interaction_matrix(n,:))==1 
            %Work out which end is out of the boundary 
            for coord_counter = 1:2 
                if abs(coordinates(n,2*coord_counter-1))>boundary ||... 
                        abs(coordinates(n,2*coord_counter))>boundary 
                    for q=1:4 
                        if interaction_matrix(n,q) ==1 
                            coordinates(n,2*coord_counter-1)=... 
                                boundary_intercept(n,2*q-1); 
                            coordinates(n,2*coord_counter)=... 
                                boundary_intercept(n,2*q); 
                        end 
                    end 
                end 
            end 
 203 
 
        end 
         
        selected_coordinates(m,:) = coordinates(n,:); 
        m = m+1; 
    end 
end 
  
%Write the final, shorten list of coordinates 
truncated_coordinates = zeros(m-1,5); 
  
for n=1:m-1 
    truncated_coordinates(n,:)=selected_coordinates(n,:); 
  
end 
  
end 
 
C.2.4 Function: set_up_interaction_matrix.m 
This function is used to track how each fracture interacts with each other in a fracture 
network. It takes in the coordinate of each fracture (as well as boundary of the fracture 
network), and output a binary nn matrix (the „interaction matrix‟), where n is the number of 
fractures. Each row and column represents a fracture. When the fracture represented by the 
nth row crosses with one that represented by the mth column, the value of cell (n, m) will be 
1, otherwise it is 0. 
Each fracture is a straight line, and its equation can be expressed in the form of 
“y = mx+c”, where (x, y) are the points on the line, m is the gradient of the line and c is the x 
intercept. The location of the intersections between each fracture and every other fracture are 
calculated by solving the equations of each pair of fractures. If the intersection happens 
within the end points of both of the fractures, then the fractures cross. 
The other output of this function, the „node_matrix‟, records the coordinate of each of 
where each fracture crosses, as well as name (each fracture is assigned a number) of the two 
fractures that crossed. 
 
function [interaction_matrix,node_matrix] =... 
    set_up_interaction_matrix(coordinates, boundary) 
%SET_UP_INTERACTION_MATRIX set up a matrix to track which fractures 
%interact with which within the model boundary 
  
number_of_fractures = length(coordinates); 
  
slope = (coordinates(:,2)-coordinates(:,4))./... 
    (coordinates(:,1)-coordinates(:,3)); %fracture slope, m in "y = mx+c" 
  
intercept = coordinates(:,2)-slope.* coordinates(:,1); %x-intercept, "c" 
  
%Interaction Matrix keeps a record of with fracture crosses with which 
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%within the boundary. 
interaction_matrix = false(number_of_fractures); 
  
node_matrix = zeros(int32((number_of_fractures^2))/2,4); 
  
p=1; 
  
for n=1:number_of_fractures-1     
    for m=n+1:number_of_fractures 
        %Find out where fracture(n) crosses fracture(m), I'm calling that 
        %point 'interception'. x is (1), y is (2) 
        interception(1) = -(intercept(m)-intercept(n))/(slope(m)-slope(n)); 
        interception(2) = slope(n)*interception(1)+intercept(n); 
         
        %If one is a vertical line (slope=inf) 
        if slope(n)==inf || slope(n)==-inf 
            interception(1)=coordinates(n,1); 
            interception(2)=slope(m)*coordinates(n,1)+intercept(m); 
  
        elseif slope(m)==inf || slope(m)==-inf 
            interception(1)=coordinates(m,1); 
            interception(2)=slope(n)*coordinates(m,1)+intercept(n); 
  
        end 
  
        %If the interception is within the boundary, then it is TRUE in the 
        %interaction_matrix 
        if abs(interception(1))<=boundary && abs(interception(2))<=boundary 
            %check if the intersection is within the fractures themselves 
            within_fracture=... 
                ((coordinates(n,1)-interception(1))*... 
                (coordinates(n,3)-interception(1))<=0 &&... 
                (coordinates(m,1)-interception(1))*... 
                (coordinates(m,3)-interception(1))<=0) &&... 
                ((coordinates(n,2)-interception(2))*... 
                (coordinates(n,4)-interception(2))<=0 &&... 
                (coordinates(m,2)-interception(2))*... 
                (coordinates(m,4)-interception(2))<=0); 
             
            if within_fracture 
                interaction_matrix(n,m)=true; 
                interaction_matrix(m,n) = interaction_matrix(n,m); 
                node_matrix(p,:) = [interception(1),interception(2),n,m]; 
                p=p+1;                
            end 
        end 
  
    end    
end 
  
number_of_nodes = sum(sum(interaction_matrix))/2; 
node_matrix=node_matrix(1:number_of_nodes,:); 
node_matrix=sortrows(node_matrix); 
  
end 
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C.2.5 Function: frac_connect_boundary.m 
This function is used to ensure there are no fractures that are not connected to the 
fracture network, as well as ensuring that all the fractures within the fracture network can be 
traced back to the boundary via other fractures. Fractures that cannot be traced back to the 
boundary either because they are isolated, or because they are a cluster of isolated fractures, 
cannot contribute to the flow, and hence may distort the results. The function takes in the size 
of the fracture network („boundary‟), the coordinates of each fracture in the fracture network 
(„coordinate‟), and how each fracture crosses each other („interaction_matrix‟). It outputs a 
new set of coordinates for the fracture network where all the fractures can be traced back to 
one of the boundaries. 
An iterative process is used. First, all the fractures are removed from the network. Then 
add in the fractures that interact with the boundaries. Then add in the fractures that interact 
with those fractures. This is carried out until the number of fractures included between 
iteration remains the same. 
 
function [new_coordinates] = ... 
    frac_connect_boundary(coordinates, boundary,interaction_matrix) 
%FRAC_CONNECT_BOUNDARY include only fractures that are connected to the 
%boundary of the network  
  
number_of_fractures = length(coordinates); 
  
included_fractures = zeros(number_of_fractures,1); %fractures to be 
included 
  
%Keep the fracture that touches the surface 
for n=1:number_of_fractures 
    if (abs(coordinates(n,1))>=boundary ||... 
            abs(coordinates(n,2)>=boundary))||... 
            (abs(coordinates(n,3))>=boundary ||... 
            abs(coordinates(n,4))>=boundary) 
        included_fractures(n,1)=1; 
    end 
end 
  
%fractures added in the last iteration 
last_iteration_fractures = included_fractures;  
  
%Adding fractures that are connected to the boundary fractures 
max_iteration = 1000; 
num_iterations = 1; 
  
while num_iterations < max_iteration 
    new_fractures= zeros(number_of_fractures,1); 
    number_of_changes=0; 
    for n=1:number_of_fractures 
        %If a fracture crosses another fracture that is included 
        if last_iteration_fractures(n,1)==1 
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            for m=1:number_of_fractures 
                if interaction_matrix(n,m)==1 && included_fractures(m,1)==0 
                    included_fractures(m,1)=1; 
                    new_fractures(m,1)=1; 
                    number_of_changes=1; 
                end 
            end 
        end 
    end 
    if number_of_changes == 0 
        break 
    end 
    last_iteration_fractures=new_fractures; 
     
    if num_iterations == max_iteration 
        disp('reached maximum iteration for adding fractures') 
    end 
    num_iterations=num_iterations+1; 
end 
  
%Generating the new fracture network 
new_coordinates = zeros(sum(included_fractures),5); 
m=1; 
for n=1:number_of_fractures 
    if included_fractures(n,1)==1 
        new_coordinates(m,:) = coordinates(n,:); 
        m=m+1; 
    end 
end 
end 
 
C.2.6 Function: remove_isolated_fractures.m 
This function removes fractures from the fracture network that only crosses another 
fracture only once (connectivity is 1). It takes in the coordinates of the fractures and the 
interaction matrix (a matrix that shows where the fracture crosses), and it outputs a new set of 
coordinate after the fractures are removed. This is an iterative process because whenever a 
fracture is removed from the network, the connectivity of the neighbouring fracture is 
reduced by one, and potentially reduces it to 1. 
 
function [new_coordinates] = ... 
    remove_isolated_fractures(coordinates,interaction_matrix) 
%REMOVE_ISOLATED_FRACTURES removes fractures that are not connected to  
%any other fractures in the fracture network. 
  
number_of_fractures = length(coordinates); 
  
max_iteration = 1000; 
num_iterations = 1; 
  
%Remove fractures with one intersection only 
while num_iterations < max_iteration 
    number_of_changes=0; 
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    for n = 1:number_of_fractures 
        if sum(interaction_matrix(n,:))==1   
            number_of_changes=1; 
            interaction_matrix(n,:)=0; 
            interaction_matrix(:,n)=0; 
        end 
    end 
     
    if number_of_changes==0 
        break 
    end 
    num_iterations = num_iterations+ 1; 
    if num_iterations == max_iteration 
        disp('reached maximum iteration for removing isolated fractures') 
    end 
end 
  
fractures_removed=0; 
for n=1:number_of_fractures 
    if sum(interaction_matrix(n,:))==0 
        fractures_removed=fractures_removed+1; 
    end 
end 
  
%Generating the new fracture network 
new_coordinates = zeros(number_of_fractures-fractures_removed,5); 
m=1; 
for n=1:number_of_fractures 
    if sum(interaction_matrix(n,:))>0 
        new_coordinates(m,:) = coordinates(n,:); 
        m=m+1; 
    end 
end 
end 
 
C.2.7 Routine: include_boundary_as_fractures.m 
Some of the functions written above are developed during the effective medium work. 
For that work, the four boundaries of the fracture network are not included as „fractures‟. For 
this work however this is necessary to include them as fractures because otherwise the rock 
matrix at the boundary cannot be identified. This routine modifies the „interaction_matrix‟ 
and the „node_matrix‟ by inserting additional connections along the boundaries. 
 
%Originally boundaries were not included as fractures. This script adds 
%them back in. 
  
%Include the boundaries as fractures 
%Keep the coordinates of nodes that touches the surface 
number_of_fractures = length(coordinates); 
boundary_coordinates = ... 
    [[-1,1,1,1;1,1,1,-1;1,-1,-1,-1;-1,-1,-1,1]*boundary,ones(4,1)*65e-6]; 
%[top, right, bottom, left] boundaries 
coordinates = [boundary_coordinates;coordinates]; 
interaction_matrix=... 
    [false(4,number_of_fractures+4);false(number_of_fractures,4),... 
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    interaction_matrix]; 
  
%Construct node matrix 
%(x,y,fracture1,fracture2) 
%Added 4 rows, therefore must increment each fracture ID by 4 
node_matrix(:,3:4)=node_matrix(:,3:4)+ones(size(node_matrix,1),2)*4; 
node_matrix_counter=size(node_matrix,1)+1; 
node_matrix = [node_matrix;zeros(number_of_fractures*4,4)]; 
  
%Keep the coordinates of nodes that touches the surface 
number_of_fractures = length(coordinates); 
  
for n=5:number_of_fractures 
    %if touches the top boundary 
    if coordinates(n,2) == boundary 
        interaction_matrix(1,n)=1; 
        interaction_matrix(n,1)=1; 
        node_matrix(node_matrix_counter,:)=[coordinates(n,1),boundary,1,n]; 
        node_matrix_counter=node_matrix_counter+1; 
         
    elseif coordinates(n,4) == boundary 
        interaction_matrix(1,n)=1; 
        interaction_matrix(n,1)=1; 
        node_matrix(node_matrix_counter,:)=[coordinates(n,3),boundary,1,n]; 
        node_matrix_counter=node_matrix_counter+1; 
  
    end 
     
    %if touches the right boundary 
    if coordinates(n,1) == boundary 
        interaction_matrix(2,n)=1; 
        interaction_matrix(n,2)=1; 
        node_matrix(node_matrix_counter,:)=[boundary,coordinates(n,2),2,n]; 
        node_matrix_counter=node_matrix_counter+1;         
         
    elseif coordinates(n,3) == boundary 
        interaction_matrix(2,n)=1; 
        interaction_matrix(n,2)=1; 
        node_matrix(node_matrix_counter,:)=[boundary,coordinates(n,4),2,n]; 
        node_matrix_counter=node_matrix_counter+1;           
  
    end 
         
    %if touches the bottom boundary 
    if coordinates(n,2) == -boundary 
        interaction_matrix(3,n)=1; 
        interaction_matrix(n,3)=1; 
        node_matrix(node_matrix_counter,:)=... 
            [coordinates(n,1),-boundary,3,n]; 
        node_matrix_counter=node_matrix_counter+1;    
         
    elseif coordinates(n,4) == -boundary 
        interaction_matrix(3,n)=1; 
        interaction_matrix(n,3)=1; 
        node_matrix(node_matrix_counter,:)=... 
            [coordinates(n,3),-boundary,3,n]; 
        node_matrix_counter=node_matrix_counter+1;    
     
    end 
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    %if touches the left boundary 
    if coordinates(n,1) == -boundary 
        interaction_matrix(4,n)=1; 
        interaction_matrix(n,4)=1; 
        node_matrix(node_matrix_counter,:)=... 
            [-boundary,coordinates(n,2),4,n]; 
        node_matrix_counter=node_matrix_counter+1;  
         
    elseif coordinates(n,3) == -boundary 
        interaction_matrix(4,n)=1; 
        interaction_matrix(n,4)=1; 
        node_matrix(node_matrix_counter,:)=... 
            [-boundary,coordinates(n,4),4,n]; 
        node_matrix_counter=node_matrix_counter+1;  
  
    end 
     
end 
  
%include the intersections at the 4 corners 
interaction_matrix(1:4,1:4)=[0,1,0,1;1,0,1,0;0,1,0,1;1,0,1,0]; 
  
node_matrix(node_matrix_counter,:)=[boundary,boundary,1,2]; 
node_matrix_counter=node_matrix_counter+1; 
  
node_matrix(node_matrix_counter,:)=[boundary,-boundary,2,3]; 
node_matrix_counter=node_matrix_counter+1; 
  
node_matrix(node_matrix_counter,:)=[-boundary,-boundary,3,4]; 
node_matrix_counter=node_matrix_counter+1; 
  
node_matrix(node_matrix_counter,:)=[-boundary,boundary,4,1]; 
node_matrix_counter=node_matrix_counter+1; 
  
  
number_of_nodes = sum(sum(interaction_matrix))/2; 
node_matrix=node_matrix(1:number_of_nodes,:); 
node_matrix=sortrows(node_matrix); 
  
clear('boundary_coordinates','number_of_fractures') 
 
 
C.2.8 Routine: construct_segment_matrix.m 
This routine constructs a matrix that contains the coordinates of all of the fracture 
segments, as well as which fracture that segment belongs to. The segment network is then 
plotted to give a visualisation of what has been inputted. 
 
node_matrix=sortrows(node_matrix,[3,1]); 
  
segment_matrix=zeros(size(node_matrix,1)*2,5); 
  
%A segment is when there are 2 consecutive nodes on a fracture 
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p=0; 
for n=1:max(max(node_matrix(:,3:4))) 
    num_nodes=0; 
    for m=1:size(node_matrix,1) 
       %Select nodes that are on a particular fracture. 
       if node_matrix(m,3)==n || node_matrix(m,4)==n 
           num_nodes=num_nodes+1; 
       end 
    end 
     
    holding_nodes=zeros(num_nodes,4); 
     
    num_nodes=0; 
    for m=1:size(node_matrix,1) 
       if node_matrix(m,3)==n || node_matrix(m,4)==n 
           num_nodes=num_nodes+1; 
           holding_nodes(num_nodes,:)=node_matrix(m,:); 
       end 
    end    
     
    holding_nodes=sortrows(holding_nodes,[1,2]); 
     
    for m=1:size(holding_nodes,1)-1 
        
        p=p+1; 
        segment_matrix(p,:)=[holding_nodes(m,1:2),holding_nodes(m+1,1:3)]; 
         
    end 
     
end 
  
segment_matrix_new=segment_matrix(1:p,:); 
segment_matrix=segment_matrix_new; 
  
figure(1) 
hold on 
for n=1:size(segment_matrix,1) 
    plot([segment_matrix(n,1),segment_matrix(n,3)],... 
        [segment_matrix(n,2),segment_matrix(n,4)]) 
end 
axis square 
  
clear('segment_matrix_new','m','p','num_fracture') 
 
 
C.2.9 Function: shape_finder.m 
This function is used to find the polygon that requires the smallest number of segments 
that can be drawn from a target node. The working of this code is explained graphically in 
Figures C.1-C.6. This function takes in a starting point („node_number‟) and the matrix that 
contains the information of the coordinates of the nodes and which fractures the nodes are 
associated with.  
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function [enclosed_polygon,visited_nodes]=... 
    shape_finder(node_matrix,node_number) 
%SHAPE_FINDER takes in the list of nodes from the node matrix, and find the 
%polygon that requires the least number of segments that can be drawn from 
%a target node.  
  
%The target node is the left-most point on the node_matrix. 
%If this condition is met there should ever only be 2 neighbour nodes to 
%start off with. This also ensures I count all the polygons if I start from 
%left to right. 
  
%Nodes that have already been counted. If during the iterative process we 
%encounter a visited node it means we can either stop the path or arrived 
%at a solution 
  
%visited nodes: (n,b), where b is the branch number, 99, 1, 2 or 3, where 
%99 is the node that the algorithm starts from. This matrix indicates 
%the nodes that have already been considered in the calculation. n is the 
%node number 
  
visited_nodes=zeros(size(node_matrix,1),2); 
v_n_number=1; %counter for the rows for visiting nodes 
  
  
%write the first entry in visiting node. The last term is 99 meaning that 
%it's the starting node 
visited_nodes(v_n_number,:)=[node_number,99]; 
  
%notes done the connection between each node (from.., to..) 
connections=zeros(size(node_matrix,1),2); 
%Initial connection 
connections(v_n_number,:)=[0,node_number]; 
  
v_n_number=v_n_number+1; 
  
%Find the first nodes. They are the main branches in our iteration. If and 
%only if they meet a full loop is formed. 
%NOTE: list of neighbours: (x,y,frac1,frac2,node number) 
neighbour_nodes=find_neighbours(node_matrix,node_number); 
  
%Introduce a new variable n_nodes, since we only need node number and 
%branch number: n_node (node_number,branch number,previous node) 
  
n_node=zeros(size(neighbour_nodes,1),3); 
  
%If no initial neighbours are found, there no polygons can be formed 
if size(neighbour_nodes,1)<2 
    enclosed_polygon=[0,0]; 
    return 
end 
  
%Number of branches, either 2 or 3 
branches=size(neighbour_nodes,1); 
  
%Record the initial nodes in the visited nodes matrix 
for n=1:branches 
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    visited_nodes(v_n_number,:)=[neighbour_nodes(n,5),n]; 
    n_node(n,:)=[neighbour_nodes(n,5),n,node_number]; 
    connections(v_n_number,:)=[node_number,neighbour_nodes(n,5)]; 
     
    v_n_number=v_n_number+1; 
  
end 
  
for iterations=1:50 
     
    %Something to tell us that the program is actually still running.. 
    if mod(iterations,5)==0 && iterations<15 
        toc 
        disp(['node number ',num2str(node_number)]) 
        disp(['shaping finding in progress, iteration ',... 
            num2str(iterations)]) 
    end 
     
    if iterations >14 
        toc 
        disp(['node number ',num2str(node_number)]) 
        disp(['shaping finding in progress, iteration ',... 
            num2str(iterations)]) 
    end 
  
    new_neighbours=zeros(4*size(neighbour_nodes,1),5); 
    new_n_node=zeros(4*size(neighbour_nodes,1),3); 
     
    counter=1; 
    for n=1:size(neighbour_nodes,1) 
         
        for m=1:branches 
            if n_node(n,2)==m 
                 
                x=find_neighbours(node_matrix,neighbour_nodes(n,5)); 
                       
                new_neighbours(counter:size(x,1)+counter-1,:)=x; 
                m_array=ones(size(x,1),1)*m; 
                previous_node_array=ones(size(x,1),1)*neighbour_nodes(n,5); 
                new_n_node(counter:size(x,1)+counter-1,:)=... 
                    [new_neighbours(counter:size(x,1)+counter-1,5)... 
                    ,m_array,previous_node_array]; 
                 
                counter=counter+size(x,1); 
                 
            end 
  
        end 
    end 
         
    %check if the new nodes have been visited already 
    for n=1:size(new_n_node,1) 
        
        for m=1:size(visited_nodes,1) 
             
            %If there is a node number on the new nodes matrix matches a 
            %node number in the visited node matrix, then remove that entry 
            %in the new nodes matrix 
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            if new_n_node(n,1)==visited_nodes(m,1) 
                 
                %Reached solution when the branches are different 
                if new_n_node(n,2)~=visited_nodes(m,2)... 
                        && visited_nodes(m,2)~=99 
                     
                    visited_nodes(v_n_number,:)=... 
                        [new_n_node(n,3),new_n_node(n,2)]; 
                    connections(v_n_number,:)=... 
                        [new_n_node(n,1),new_n_node(n,3)]; 
                     
                    %Reduce the size of the matrix visited nodes 
                    counter=0; 
                    for p=1:size(visited_nodes,1) 
                        if visited_nodes(p,1)~=0 
                            counter=counter+1; 
                        end 
                    end 
                     
                    new_visited_nodes=zeros(counter,2); 
                    new_connections=zeros(counter,2); 
                     
                    counter=0; 
                    for p=1:size(visited_nodes,1) 
                        if visited_nodes(p,1)~=0 
                            counter=counter+1; 
                            new_visited_nodes(counter,:)=... 
                                visited_nodes(p,:); 
                            new_connections(counter,:)=connections(p,:); 
                             
                        end 
                    end 
                     
                    visited_nodes=new_visited_nodes; 
                    connections=new_connections; 
                     
                    %Find the enclosed polygon 
                    last_connection_no = size(connections,1); 
                    last_node=connections(last_connection_no,:); 
                     
                    %Cross out the last node from our list of nodes to 
                    %search 
                    node_list=connections(1:last_connection_no-1,:); 
  
                    %Records the path 
                    node_path=zeros(last_connection_no,1); 
                    node_path(1)=last_node(1); 
                     
                    %There are 2 branches. Follow the first branch back to 
                    %the origin.. 
                     
                    q=1; 
                    while node_path(q)~=node_list(1,2) 
                        for p=1:size(node_list) 
                            if node_list(p,2)==node_path(q) 
                                q=q+1; 
                                node_path(q)=node_list(p,1); 
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                                break 
                            end 
                        end 
                    end 
                    node_path(1:q)=flipud(node_path(1:q)); 
                     
                    %follow the 2nd branch.. 
                    q=q+1; 
                    node_path(q)=last_node(2); 
                    while node_path(q)~=node_list(1,2) 
                        for p=1:size(node_list) 
                            if node_list(p,2)==node_path(q) 
                                q=q+1; 
                                node_path(q)=node_list(p,1); 
                                break 
                            end 
                        end 
                    end 
                     
                    %Plot the enclosed polygon 
                    counter=0; 
                    for p=1:length(node_path) 
                        if node_path(p)~=0 
                            counter=counter+1; 
                        end 
                    end 
                     
                    new_node_path=node_path(1:counter); 
                    node_path=new_node_path; 
                     
                    enclosed_polygon = zeros(length(node_path),2); 
                     
                    for p=1:length(node_path) 
                        enclosed_polygon(p,:)=... 
                            [node_matrix(node_path(p),1),... 
                            node_matrix(node_path(p),2)]; 
                    end 
                         
                    return 
                end 
                 
                new_n_node(n,:)=[0,0,0]; 
                new_neighbours(n,:)=[0,0,0,0,0]; 
            end 
             
        end 
         
    end 
     
    %Count the number of rows actually used 
    counter=0; 
    for n=1:size(new_neighbours,1) 
        if new_neighbours(n,3) ~=0 
            counter=counter+1; 
        end 
    end 
  
    neighbour_nodes=zeros(counter,5); 
    n_node=zeros(counter,3); 
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    %Update results 
    counter=1; 
    for n=1:size(new_neighbours,1) 
        if new_neighbours(n,3) ~=0 
            neighbour_nodes(counter,:)=new_neighbours(n,:); 
            n_node(counter,:)=new_n_node(n,:); 
  
            visited_nodes(v_n_number,:)=... 
                [neighbour_nodes(counter,5),n_node(counter,2)]; 
             
            connections(v_n_number,:)=... 
                [n_node(counter,3),n_node(counter,1)]; 
  
            v_n_number=v_n_number+1; 
            counter=counter+1; 
        end 
    end 
     
    %Check if only one branch is active. 
     
    branches_active=[0,0,0]; 
    for n=1:counter-1 
        for m=1:branches 
            if n_node(n,2)==m 
                branches_active(m)=1; 
            end 
        end 
    end 
     
    if sum(branches_active)<2 
        enclosed_polygon=[0,0]; 
        return 
    end 
end 
  
disp('more iterations needed!') 
  
end 
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Appendix D: 
Typical UDEC input dataset used in Section 4.4 
 
config fluid 
set flow clear steady on 
round 1E-3 
edge 2E-3 
block 0,0 0,1 1,1 1,0 
call 'fractures_1.dat' 
gen edge 0.02 
group zone 'User:Test' 
zone model elastic density 2.5E-3 bulk 1E5 shear 6E4 range 
group 'User:Test' 
group joint 'User:test' 
joint model area jks 4E4 jkn 1E5 jfriction 35 jdilation 5 
jperm 2.38E8 ares 1E-4 azero 5E-4 range group 'User:test' 
set jcondf joint model area jks=4E4 jkn=1E5 jfriction=35 
jdilation=5 jperm=2.38E8 ares=1E-4 azero=5E-4 
insitu stress -5.0,0.0,-5.0 
boundary stress -5.0,0.0,-5.0 
cycle 1 
be gen 0 1 0 1 
be ff_dens=2.5 ff_bulk=1e4 ff_shear=6e3 
be stiff 
boundary pp 0.0 
solve 
set mech off 
fluid density=0.0010 
boundary pp 10.0e-6 range 0,1 0.99,1.01 
boundary pp 0.0 range 0,1 -1E-2,1E-2 
boundary pp 0.0 pygrad 10.0e-6 range -1E-2,1E-2 0,1 
boundary pp 0.0 pygrad 10.0e-6 range 0.99,1.01 0,1 
set ovtol=0.1 
solve 
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