Causal knowledge plays a crucial role in human thought, but the nature of causal representation and inference remains a puzzle. Can human causal inference be captured by relations of probabilistic dependency, or does it draw on richer forms of representation? This article explores this question by reviewing research in reasoning, decision making, various forms of judgment, and attribution. We endorse causal Bayesian networks as the best normative framework and as a productive guide to theory building. However, it is incomplete as an account of causal thinking. On the basis of a range of experimental work, we identify three hallmarks of causal reasoning-the role of mechanism, narrative, and mental simulation-all of which go beyond mere probabilistic knowledge. We propose that the hallmarks are closely related. Mental simulations are representations over time of mechanisms. When multiple actors are involved, these simulations are aggregated into narratives. 
INTRODUCTION
Despite what some bankers and poets may think, it is neither love nor money that makes the world go 'round. It is causation. This is not intended as a metaphysical claim, and so we hope not to offend any readers who know some philosophy or who, like Russell (1913) , do not believe that scientific laws are causal. Our claim is psychological; we claim only that the human cognitive system is built to see causation as governing how events unfold. Such a claim opens a minefield. Perhaps the cognitive system doesn't "see" at all; maybe it just acts. Or perhaps it represents events but not what governs them. Nevertheless, our claim has many antecedents. Much of psychology's inspiration for treating causal notions as the infrastructure of thought comes from Michotte (1963) , who initiated the attempt to identify how people detect causality in perception. White (2013) has opened new avenues in this tradition by proposing a set of heuristics that the perceptual system applies to identify causal relations. Buehner & Humphreys (2009 have found that causal relations can actually warp our perception of events and of the time delays between events. show that causal beliefs (even if acquired in a short training period) can make people reorder events to fit with the time course expected by their causal models.
The focus of this review, however, is on thought, not perception, where a number of voices have recently been arguing that causality is central. Early proponents were Waldmann & Holyoak (1992) and Cheng (1997) , who made strong cases that judgment is finely tuned to beliefs about causal structure and strength. Even before them, Kahneman & Tversky (1982a) showed that people substitute causal inferences when asked for other sorts of judgments. The floodgates for research were opened by Pearl (2000) , who, building on work by Spirtes et al. (1993 Spirtes et al. ( /2000 , developed a normative account of causal representation and inference using an extension of the Bayesian networks formalism commonly called causal Bayes nets.
1 This framework has led to an explosion Minimal network theory: an alternative approach to counterfactual inference that does not assume that the do operator is used. In contrast to pruning theory, minimal network theory assumes that causal principles are not disrupted by counterfactual interventions. When assessing the counterfactual claim "if X had not happened, then Y would not have happened," the variable X is updated to false, but the causal links into it are not removed. Then all other variables are updated to be made consistent with this change. Hence, backtracking inferences are permitted. See Figure 2 for an illustration.
Overdetermination: an outcome is overdetermined when there is more than one cause that is sufficient for the outcome. The classic example is when two marksmen shoot a prisoner, and each of their shots is individually sufficient for the death. This case presents a problem for standard counterfactual theories because neither marksman's shot is necessary for the death: If one marksman hadn't shot, the prisoner would still have died. See Figure 3a for an illustration.
Preemption: preemption occurs when an outcome is caused by one event but would have been caused by another event if the first event had not occurred. For example, marksman A shoots first and kills the prisoner, but marksman B's shot would have killed the prisoner if marksman A had missed. This case also presents a problem for standard counterfactual theories, because marksman A's shot is not necessary for the death: if he hadn't shot, the prisoner would still have died. See Figure 3b for an illustration.
Double prevention: double prevention occurs when an outcome is caused by one event but there is an attempted prevention that is itself prevented by a third cause. The classic example is when an assassin shoots at his victim, the bodyguard runs to protect the victim, but his attempt to prevent the death is thwarted by someone else who trips the bodyguard. This case is depicted in Figure 3c .
of work in psychology and philosophy as well as in technical disciplines; some of this work is summarized by Sloman (2005) . Since then, causation has become an even more central topic in the study of thinking. Chater & Oaksford (2013; see also Holyoak & Cheng 2011) argue that causal notions are the key players in human learning, reasoning, perception, and some aspects of language.
In the broadest strokes, the key idea of causal Bayes nets is that we can learn and determine how much certainty we should have in our beliefs by doing Bayesian inference over distributions represented by causal strength and causal structure, along with a special operator for representing intervention (the "do" operator). Should we think about human causal reasoning this way? Should we think about our knowledge of causal relations as a representation of probabilistic dependencies among properties and events? It may be that this view leaves out some important aspects of causal cognition. In particular, the Bayesian view focuses exclusively on probabilistic relations among causes and effects and fails to consider other aspects of the mechanisms by which causes lead to effects. As a result, it may underestimate human reasoning capabilities by failing to represent people's ability to use spatiotemporal information and other aspects of mechanisms, narratives, and explanations (Lagnado 2011a) . Indeed Waldmann & Hagmayer (2013) argue that people represent more about mechanism than the Bayesian covariation perspective allows. At the same time, it may overestimate people's access to distributional knowledge and ability to compute with it.
This question serves as the organizing principle of this review. Are causal representations primarily built out of probabilistic dependency relations, or are such relations insufficient to explain human thought and behavior? A distinction has been made between two views people can take toward categorization, probability, and inference (Barbey & Sloman 2007 , Hampton 2012 , Kahneman & Tversky 1982b , Lagnado & Sloman 2004a , Sirota et al. 2014 . People can take an outside view by constructing representations out of sets of instances. Or people can take an inside view by constructing representations out of properties of a typical instance. The distinction also applies to models of causal reasoning. Some causal model theories take an outside view and assume that a causal relation is inferred from the relative frequency of possibilities (Cheng 1997 , Griffiths & Tenenbaum 2009 , Novick & Cheng 2004 , Waldmann & Holyoak 1992 . Others take an inside view and focus on the structure of single prototypical events. Such theorists think about a causal relation as supporting an intervention (e.g., Waldmann & Hagmayer 2005 , Woodward 2003 ), a counterfactual (Wells & Gavanski 1989) , or a force of some kind (Wolff 2007) . These views are not mutually exclusive because they refer only to different perspectives on the same object, a causal relation. But, as we discuss below, they represent different kinds of information and support different kinds of inferences.
We start our discussion by revealing why causal notions are so important to understand how people think. Then we explore in greater depth how people think about the core properties of causal relations.
CONDITIONAL REASONING
Reasoning involves inference, deriving new beliefs from information that is known with some degree of certainty or just assumed to be true (for the sake of argument). Causal reasoning involves inference about causes and effects. A causal relation is not merely an association in the sense that it is not a representation of a mere correlation but rather a representation of something more enduring in nature: Natural laws dictate what causes what regardless of any learning. On most views, causal relations are distinct in that they asymmetrically support intervention: Sufficient changes to a cause will (all else being equal) also change the effect; the converse is not true. So causal learning is not merely associative conditioning. Moreover, causation follows a logic (for instance, the presence of an event raises the probability of the causes of the event), but not any of the standard symbolic logics such as propositional calculus or predicate calculus. To see this, just note that causal logic does not support a standard inference rule of logic, modus ponens:
If A then B A Therefore, B. In the case in which A is a cause (e.g., Alan smokes) and B is an effect (Alan's health is poor), and we're following the rules of causal inference, the conclusion (B) does not necessarily follow even if the premises (If A then B, A) are true. Alan could be one of those people who are in great health despite smoking. Propositional logic makes a number of assumptions (like "If A then B" represents the material conditional) that causal logic does not make, and causal logic makes its own assumptions. In general, causal logic can be distinguished from propositional logic in at least three ways: (a) Causal relations are not just stipulated but rather represent mechanisms in the world that take input (causes, enablers, disablers, preventers) and generate outputs (effects). (b) These causal relations unfold over time such that effects cannot precede their causes. (c) If a variable is intervened on, acted on by an agent external to the causal system, then the downstream effects of that variable change but its upstream causes do not.
People find causal reasoning more natural than other forms of reasoning for problems of the same complexity. Perhaps the clearest example of this comes from the work of Cummins (1995; Cummins et al. 1991) in which people evaluated conditional syllogisms such as modus ponens (MP), modus tollens (MT), denying the antecedent (DA), and affirming the consequent (AC) with causal content. Consider the following two MP arguments:
(A) If Mary jumped into the swimming pool, then she got wet.
Mary jumped into the swimming pool. Therefore, she got wet.
(B) If fertilizer was put on the plants, then they grew quickly.
Fertilizer was put on the plants. Therefore, they grew quickly.
Note that the conditional in (A) has fewer disablers than that in (B): It's harder to imagine how someone would not get wet jumping into a pool than to imagine how a plant might not grow quickly despite having fertilizer put on it. Hence, participants judged (A) more acceptable than (B). This suggests that people did not simply apply a logical schema to evaluate the argument, they also thought about the causal mechanism at stake and the conditions required for it to operate even though they were not asked to do so. The authors make a parallel argument for AC except that instead of considering the availability of disablers, they consider the availability of alternative causes: (C) If the trigger was pulled, then the gun fired.
The gun fired. Therefore, the trigger was pulled.
(D) If Mary jumped into the swimming pool, then she got wet.
Mary got wet. Therefore, she had jumped into the swimming pool.
There are more alternative causes for getting wet than for a gun firing. So the conclusion seems less likely in the case of (D), and people indeed judged it less acceptable. Using some clever paradigms, Cummins and coworkers verified these intuitions: The number of disablers influenced the acceptability of MP inferences, and the number of alternative causes influenced the acceptability of AC inferences. Her data suggest that people reason about aspects of causation even when they are not asked to do so. Replications and extensions can be found in Chandon & Janiszewski (2009) , Markovits & Potvin (2001) , and Thompson (1995) . Fernbach & Erb (2013) use both a model-fitting strategy to show that causal model theory fit data on MP and AC inferences better than mental model theory (Goldvarg & Johnson-Laird 2001) and a direct experimental test to show that people's inference patterns are indeed causal and that they are not merely computing conditional probabilities (cf. Weidenfeld et al. 2005) . Ali et al. (2011) compared causal model and mental model theories of conditional reasoning by having participants perform diagnostic and predictive causal reasoning tasks. They focused on a phenomenon called "explaining away" (Pearl 1988) , also known as "discounting" (Kelley 1973 , Morris & Larrick 1995 . Explaining away can occur when an effect has more than one independent cause. If the effect occurs, the probability of each of the causes increases (because the effect is diagnostic of the causes). But if one of the causes is known to have occurred as well, then the probabilities of the others go down, potentially down to the level they were at before anything was learned. This is because one explanation for the effect is sufficient; one cause can account for it, so the other causes provide no additional explanatory value and are no more likely. Explaining away is a fundamental assumption of the causal model framework. Mental model theory does not predict it, at least not in the cases that Ali et al. (2011) studied. People's sensitivity to explaining away provides evidence for the causal model framework and against mental model theory.
INTERVENTION AND COUNTERFACTUAL CONDITIONALS
Interventions are changes to a causal system brought about by a variable external to the system. These variables are usually agents assumed to be intentional who have their own motives for intervening. But that is not critical. What is critical is that the variable's action is sufficient to set the value of an endogenous variable and that the action is known to affect the system only through the variable acted on, that there are no backdoor paths to the effects of the action. In that case, beliefs about the normal causes of the variable intervened on should not be changed by the intervention. The change cannot be diagnostic of the endogenous variable's causes because the change is determined by the external agent, not by the normal causes. Intervention is in fact a special case of explaining away (explaining the effect by the action, not by any other variable in the system). For instance, I can intervene on my spouse preparing dessert by turning off the oven while the cake is baking. If the intervention is sufficiently strong, then intervening on a cause changes its effects; intervening on an effect does not change its causes. Turning off the oven will ruin the cake; it will not undo all the hard work that my spouse has already done.
A simple causal Bayes net of this example is shown in Figure 1 . Nodes in the graph represent variables of interest, and arrows represent direct causal relations. The model states that baking the cake depends on preparing it, that enjoying it depends on baking it, and that there is no direct cause from preparing to enjoying it. An intervention on the baking (say by turning the oven off ) will ruin the cake and thus our enjoyment of it, but it will not affect the preparation of the cake. Inference to preparation would be a backtracking inference and is disallowed on the standard interpretation of interventions (Pearl 2000) . This conception of intervention is captured formally by invoking the do operator. It sets the baking variable to false and removes incoming causal links to it. The baking failed because of our intervention, not because of poor preparation.
A number of studies have analyzed whether people are sensitive to this asymmetry in the inferential power of intervention by asking people to imagine possible interventions. In one study, Sloman & Lagnado (2005) We would expect people to say "no" for (a) because it is in the causal direction. The critical question is (b): Do people backtrack from B to make an inference about A? Do they treat B as diagnostic of A and say no? Alternatively, do they apply the do operator, refrain from diagnostic inference, and say yes? A different set of people was asked about observation rather than intervention. They were given the identical information except instead of being asked to suppose A were prevented from moving, they were asked to suppose A were observed to not be moving.
Observation is different than intervention. Observing an effect is diagnostic of its causes, so people should say no to both observation questions. And that's what happened. Roughly 80% of people consistently said no when the question concerned observation, and roughly 80% said yes to question (b) when it concerned prevention, a form of intervention. Waldmann & Hagmayer (2005) also found that people distinguish intervention from observation after being taught both chain and common cause structures. These data provide some support for the idea that counterfactual intervention is well represented by the do operator, an idea that lies at the heart of Pearl's (2000) theory of counterfactual inference (for a recent exposition, see also Pearl 2013).
Rips (2010) and Rips & Edwards (2013) challenge the interventional account. They compare Pearl's theory (they call it pruning theory) to an alternative suggested by Hiddleston (2005) , minimal network theory. Minimal network theory proposes that people make inferences based on the causal model retaining as much as possible of the original causal structure. Thus, in contrast to pruning theory, counterfactuals are not modeled via the do operator. Instead, counterfactual inference involves maintaining the same causal structure and updating the variables in the model so that they are consistent with the counterfactual supposition. In this account, backtracking inferences are permitted (see Figure 2 for an illustration of the differences between the two theories). Rips & Edwards (2013) test the theories by asking for counterfactual conditional inferences using both deterministic and probabilistic arguments. Results provide more support for minimal network theory than for pruning theory though are not entirely consistent with either, prompting the investigators to propose a reduced version of Hiddleston's theory. The overall pattern of results suggests that people sometimes do and sometimes do not represent counterfactuals using the do operator. Lucas & Kemp (2012) propose an extension of Pearl's (2000) representation to accommodate people's inconsistency in backtracking. They propose that people carry a causal network to represent the current state of affairs as well as an augmented twin network. One network is used to reason from intervention (using the equivalent of the do operator) and the other from observation. The model provided good fits to published data on counterfactual backtracking. Gerstenberg et al. (2013) provide support for the idea that people sometimes make inferences via pruning and sometimes do not. They found that the likelihood of making an inference consistent with pruning in a four-variable causal model (such as that depicted in Figure 2 ) depended on the order in which inferences were made. Specifically, if a question about the cause of the counterfactually intervened-on variable was asked early in a sequence of questions, then people were
8 July 2014 15:1 less likely to prune than if questions about effects were asked early instead. Drawing participants' attention to the cause made them more likely to assign it a value consistent with the counterfactual assumption. It may be that the effect of pruning is not so much to render causes independent of their effects but to render them irrelevant to the discourse. Because they are normally irrelevant, their values do not change. But if attention is brought to them, they must be given a value consistent with the values assumed in the discourse. Dehghani et al. (2012) relatedly conclude that people sometimes backtrack to a cause because of their desire and capacity to explain the counterfactual state of affairs.
DECISION MAKING AND ATTRIBUTION
Decisions concern actions that lead to consequences. In that sense, decision making is all about causal analysis. This has been neglected because of the dominance of the gambling metaphor in the study of decision making. Games of chance are designed to minimize the ability to determine outcomes through causal analysis. Nevertheless, philosophers have been aware of the importance of causality for a long time, and several causal decision theories have been developed ( Joyce 1999 , Nozick 1969 . The fundamental idea of those theories is that choice is an intervention. Consider the following example from Hagmayer & Sloman (2009) : Recent research has shown that of 100 men who help with chores, 82 are in good health, whereas only 32 of 100 men who do not help with chores are in good health. Imagine that a friend of yours is married and is concerned about his health. He read about the research and asks for your advice on whether he should start to do chores to improve his health. What is your recommendation? Should he start to do the chores or not?
In one condition, the correlation between doing the chores and health was explained as a result of direct causal relation: "Doing the chores is an additional exercise every day." In this case, the best advice would be to start doing the chores because it would improve health. But in a second condition, participants were told, "Men who are concerned about equality issues are also concerned about health issues and therefore both help to do the chores and eat healthier food." In other words, the correlation was due to a common cause, not a direct cause. Now the interventional analysis suggests that doing the chores should not be recommended because doing so would render the action independent of its normal cause (a concern about equality). Doing the chores would not be diagnostic of attitudes and thus would have no bearing on health. In this study, three times as many participants recommended action in the direct cause than in the common cause condition. So people have a sense of the logic of intervention and employ it in a decision-making context.
A strong argument can be made that a rational agent should treat choices as interventions: He or she should take all the causes of a choice into account before choice and not learn anything about him or herself from the choice itself (any learning should take place during deliberation and information gathering prior to choice). A psychological theory of causal decision making that spells this out is described in Sloman & Hagmayer (2006) .
The difficult issue for such theories is that choices sometimes seem like an observation, not an intervention. An observer of someone else's choice surely learns something about the person's habits and motivations by watching them choose, and sometimes our choices are driven by unconscious processes that lead us to be observers of our own choices. There is also direct evidence that people do not conform to the logic of intervention. In cases of diagnostic self-deception (Chance et al. 2011 , Mijovic-Prelec & Prelec 2010 , Quattrone & Tversky 1984 , people perform some action precisely to provide evidence to themselves that they have a positive attribute. For instance, Quattrone & Tversky's (1984) study participants held their hands in cold water for a length of time that provided supporting evidence that they had a good type of heart. Self-handicapping has a similar property (e.g., McCrea et al. 2008) . These cases exhibit the puzzle of agency, that there is no objective way to determine the cause of one's action, whether it be will, an unconscious process, or some external force (cf. Wegner 2002) . So sometimes we construe the operative force in a self-serving way, in a way that supports a narrative that we would like to believe. The evidence suggests that we do not always know we are doing so.
Deciding the Actual Cause
When thinking about causality, we care both about general claims (e.g., Does asbestos exposure cause cancer?) and singular claims (e.g., Did Fred's exposure to asbestos cause his cancer?). The latter question of actual causation is pervasive in law, medicine, sports, and elsewhere and is a prerequisite to judgments of responsibility and blame. People make actual cause judgments with relative ease, even when there are competing causes, and yet it is notoriously hard to provide a formal account of how they do so. Philosophers have offered various proposals (e.g., Lewis 1986 , Woodward 2003 , sharpening the debate without delivering any consensus. Psychological research provides a range of empirical findings, mainly from the field of social psychology, but with no properly developed formal theory [although Kelley's (1973 Kelley's ( , 1983 use of covariation and causal schemas anticipates the causal Bayes net approach].
Broadly speaking, attempts to define actual causation fall into two categories. In the standard counterfactual definition of causation (Lewis 1986) , A causes B if and only if both A and B occur, and if A had not occurred, B would not have occurred. This simple version suffers from several problems, including overdetermination and preemption (Paul & Hall 2013) . For example, consider two kids-Suzy and Billy-throwing rocks at a bottle (see Figure 3a) . Suppose that both kids hit the bottle at the same time and the bottle smashes. Moreover, either throw was sufficient to break the bottle. According to the above definition, neither kid's throw is counted as a cause, because neither satisfies the counterfactual condition. If Suzy hadn't thrown a rock, the bottle would still have broken as a result of Billy's throw. So Suzy is not a cause, and Billy is not either for a parallel reason. The outcome is overdetermined. But clearly Suzy and Billy are causes.
A further problem is preemption. Suppose that Suzy throws her rock first and it smashes the bottle (see Figure 3b ). Billy's throw was on target, too, and it would have hit the bottle if Suzy's hadn't. Here again the counterfactual condition fails to hold: The bottle would still have shattered even if Suzy hadn't thrown. But Suzy is clearly a cause of the bottle breaking.
The counterfactual condition can be modified to handle such cases (e.g., Halpern & Pearl 2005 ; see below). However, these examples suggest that something is missing in a pure dependency account: the actual causal process linking cause to effect. In the case of preemption, there is an active process from Suzy's throw to the bottle shattering, but none from Billy's throw. This active process is the fundamental condition for process or transference accounts. Empirical studies of these kinds of examples suggest that people prefer to assign causality when some process can be identified and that the counterfactual condition is neither necessary nor sufficient for assignments of causality. People do not automatically assign causality when the counterfactual condition is met (Walsh & Sloman 2011) ; moreover, they do assign causality when it is not met, such as in overdetermination and preemption cases (Mandel 2003 , Spellman & Kincannon 2001 . Furthermore, Walsh & Sloman (2011) show that people's causal judgments align with transference more than dependence when these are pitted against one another [although Chang (2009) Figure 3c) , she shows that both types of relation can influence people's judgments depending on whether events are construed teleologically or mechanistically. In particular, with teleological events (e.g., intentional actions) people focus more on dependency, but with physical events they focus more on process. What differentiates teleological contexts is that an agent is aiming for a goal. The exact manner in which this is achieved is less important than whether it is achieved. Heider (1958) distinguished intentional (or personal) causation from physical causation. For him, an agent's causation is augmented if the agent acts intentionally and with foresight of the consequences (Shaver 1985) . In support of these claims, Lagnado & Channon (2008; also Hilton et al. 2010) showed that people rated intentional actions as more causal than equivalent unintentional or physical events. For example, a wife who intentionally gives her husband the wrong pills is rated as more a cause of his death than if her action was accidental. Actions conducted with foresight were also rated as more causal. Our intuitive causal ascriptions in social contexts incorporate both motivational and epistemic factors.
Legal Decision Making
As well as judging what causes what in simple cases, people routinely confront more demanding situations in which they need to identify causes from a large mass of information. A paradigm example of this is in legal reasoning, where the fact finder (often a juror) needs to judge whether the defendant is guilty of a crime on the basis of a large body of evidence. The dominant psychological model, the story model (Pennington & Hastie 1986 , claims that people make decisions by constructing narratives. These narratives rely on rich causal knowledge about both physical and mental causation (for converging findings, see Klein 1999) . People construct stories to fit their assumptions about the goal-directed actions of intentional agents, and this is aided by sequencing events into a meaningful causal and temporal process.
The story model thus draws on a mixture of narrative and dependency-based knowledge. The latter provides the generic causal knowledge that allows people to craft specific stories-threads of actual causes that lead to a verdict. With its focus on intentional causality and narrative, the story model captures an important dimension of how people think about causes. However, it leaves out a crucial component of legal reasoning. As well as constructing plausible stories, jurors need to evaluate how well the evidence supports the various stories and assess the strength, credibility, and reliability of the evidence (Schum 1994) . Kuhn et al. (1994) suggest that legal reasoners fall on a continuum, from those who satisfice by picking a single story to those who engage in theoryevidence coordination, assessing how well evidence supports different hypotheses and stories as well as the reliability of the evidence (including the credibility of witnesses). Kuhn and colleagues do not provide a normative framework. Causal Bayes nets are a natural candidate (see Fenton et al. 2013 , Taroni et al. 2006 , capturing the dependency and relevance relations characteristic of legal proof. Moreover, there is evidence that people's reasoning fits with qualitative prescripts of such networks (Lagnado 2011b ). This is not to undermine the central role played by story structures but merely to show that they are not sufficient.
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Attributing Responsibility
A key role for causal thinking is in the attribution of responsibility-either to oneself or to other people. When blaming or crediting people for their actions we trace a causal path from actions (or inactions) to outcomes of interest. Often these attributions will be straightforward (if Suzy alone throws a rock, breaking the bottle, then she clearly caused the bottle to break and should be held responsible). But sometimes situations are less clear-cut. Perhaps Suzy and Billy both threw rocks at the same time, so their relative contributions are not obvious. More complicated still are cases where several agents combine in a complex task, such as a team of managers and employees completing a job. How is responsibility attributed then? Our knowledge of the causal structure of the situation, and other factors such as the intentions, skill, and knowledge of the players, seems crucial to how we distribute praise or blame (cf. Lagnado et al. 2013 , Malle & Knobe 1997 , Weiner 1995 . Heider (1958) and Kelley (1973 Kelley ( , 1983 emphasized the crucial role of causal knowledge in responsibility attribution. Since then, others have focused on covariation, counterfactuals, and abnormality (Hilton & Slugoski 1986 , Mandel 2003 , Spellman 1997 . But the research lacks a suitable framework to model complex attributions. Here again causal Bayes nets present a possible launch pad. Halpern & Pearl (2005) present a causal Bayes net theory of singular causation closely tied to counterfactual analysis. The key idea is that people use general causal knowledge to assemble a causal model and then evaluate actual causal claims based on counterfactuals derived from this model. To avoid problems of overdetermination and preemption, Halpern & Pearl (2005) propose: (a) to relax the counterfactual condition so that overdetermined causes are still counted as causal and (b) to expand the causal model, where necessary, to include additional variables that capture an active causal process (for supporting data, see Ahn & Bailenson 1996) .
For example, when Suzy and Billy both hit the bottle simultaneously, and each throw is sufficient to smash the bottle, proposal a allows us to consider the counterfactual dependency between each throw and the bottle smashing contingent on one of the kids not throwing. So Suzy is ruled in as a cause, because if one sets Billy to not throwing, the bottle's smashing depends on Suzy's throw. A similar argument applies to Billy's throw, which is also ruled in as a cause. More generally, Halpern & Pearl (2005) define actual causation such that A causes B if and only if B counterfactually depends on A under some suitably constrained set of interventions. To deal with cases of preemption, Halpern & Pearl elaborate the causal model of the situation to capture the notion of a causal process (see Figure 3b) . For them, this amounts to a more fine-grained dependency analysis.
One benefit of this approach is that it yields a graded measure of causal responsibility (Chockler & Halpern 2004) . In short, an agent's responsibility is inversely proportional to the number of changes (in terms of changing values of variables) required to make the agent's action pivotal for the outcome. Thus, Suzy receives greater causal responsibility when she alone hits the bottle than when both she and Billy hit it.
A graded measure of responsibility proves invaluable in group contexts where individuals might differ in how much they contribute to the final outcome. This model of causal responsibility was tested in a series of experiments (Gerstenberg & Lagnado 2010 , Zultan et al. 2012 ). People attributed responsibility in team games, where the contributions of individual team members were combined according to different causal functions to yield the group outcome. In one scenario participants were judges in a cooking competition. Each chef prepared an individual dish, and the overall team result was determined by a function of the individual contributions (e.g., with a conjunctive function, all chefs needed to pass with their individual dish for the team to win; in a disjunctive function, only one chef needed to pass). In such tasks overdetermination is commonplace. Across a wide variety of structures and tasks people's attributions were well fit by the causal responsibility model derived from Chockler & Halpern (2004) . In follow-up studies, however, Lagnado et al. (2013) showed that people's attributions also depended on how much a team member was deemed critical for the team winning before the task was undertaken. Overall, this line of research illustrates the fruitfulness of using causal Bayes nets to explore causal aspects of attribution, but it also shows that there are complexities in human attributions not yet captured by these models.
Moral Reasoning
Causal attribution is necessary in all assignments of moral responsibility, blame, and punishment (Cushman & Young 2011) . It would be very odd-or at least wrong-to blame or punish someone for a bad outcome that was causally unrelated to that person's actions. This is so obvious that we rarely think about it explicitly. Causal inference can occur quickly and effortlessly. Observations like this led Sloman et al. (2009b) to conclude that causal structure serves as the infrastructure for moral judgment, a conclusion that converges nicely with Cushman's (2013) theory of moral judgment and blame. In fact, the relation between morality and causality is so close that Knobe (2009) found that people made different causal attributions for an action depending on whether the action was good or bad. Waldmann & Dieterich (2007) go so far as to argue that some of the fundamental phenomena of moral judgment depend on causal structure. They argue that people believe that agents of harm are more morally culpable than those who cause harm as a side effect and provide intriguing evidence that this effect is mediated by who is the focus of attention in a causal structure. Wiegmann & Waldmann (2014) propose and validate a theory of transfer between moral intuitions that depends on causal structure. According to the theory, causal models underlying the target and analog moral scenarios mediate transfer effects between them. Mapping occurs between corresponding roles in the two causal structures. Focusing on inductive inference, Lee & Holyoak (2008) also showed that people use causal models to assess the strength of analogical inferences. They report that the coherence of the causal relation was more important for induction than similarity.
INTERIM CONCLUSION
In sum, work on decision making and attribution, like work on reasoning, showcases the importance of causal inference. But it suggests that causal inference is not merely a way of representing and updating probabilities; it is not merely Bayesian inference. Human causal inference involves the construction of narratives that unfold over time and determine the focus of attention, narratives that reflect knowledge of the specific mechanisms that drive effects.
ASYMMETRY OF CAUSE AND EFFECT
If causal relations were grounded in probability relations, there would be no essential difference between reasoning from cause to effect (causal inference) and reasoning from effect to cause (diagnostic inference). For one, they should be equally difficult. The two might differ on a particular occasion because the variables contain different amounts of information about one another; i.e., P(effect | cause) might be different than P(cause | effect), but reasoning should not systematically favor one over the other. Yet it does. Fenker et al. (2005) found that people were faster to verify a causal relation when presented in the cause-to-effect order than when presented in the effectto-cause order. The asymmetry did not hold when participants were asked to make judgments of association, which suggests that the greater ease of the causal direction was not due to other factors such as frequency or familiarity. Greater facility with causal than diagnostic reasoning has been found elsewhere. Tversky & Kahneman (1974) showed that people judge P(effect | cause) higher than corresponding P(cause | effect) even in cases in which there would be no reason to expect a difference. Hong et al. (2005) found that children performed better on cause-effect inferences than on effect-cause inferences. There are also strong asymmetries favoring the causal direction in the perception of causality (reviewed by White 2006) . These asymmetries seem to reflect a system that is biased to reason from cause to effect rather than effect to cause. Tversky & Kahneman (1974) suggested that people are able to run mental simulations from cause to effect, mental simulations that travel forward in time. Simulations from effect to cause would be inconsistent with the process being simulated; processes necessarily move forward in time. In this sense, diagnostic reasoning requires a mental facility beyond that of forward causal reasoning. It requires more than the ability to represent relations in the world; it requires the ability to reason about them in a way that is divorced from how they unfold.
The difficulty of diagnostic reasoning is a contentious issue in comparative cognition. Penn et al. (2008) argue that nonhuman animals are incapable of representing the kind of abstract relations that support analogical inference. They argue that diagnostic reasoning depends on such abstract relations because it requires explanatory reasoning about naïve theories and hidden causes, the kinds of reasoning that people are capable of (e.g., Keil 1989 , Murphy & Medin 1985 , Waldmann & Holyoak 1992 . Penn et al. (2008) argue that nonhuman animals are not capable of this sort of diagnostic reasoning. They may be very sophisticated in their ability to respond effectively to circumstance, but all such responses are based on sophisticated associative mechanisms, not causal reasoning.
There is some evidence that challenges this view. Three out of six New Caledonian crows tested were able to reason causally and diagnostically in order to get food out of a special tube outfitted with holes (Taylor et al. 2009 ). The birds even generalized their solution to a very different apparatus. There's little evidence that primates can accomplish these tasks; too many alternative associative explanations exist for their behavior. But even crows do not appear to be capable of the richest kind of diagnostic reasoning, in which an entirely abstract mechanism is induced and generalized to a completely different problem. Of course, humans do not always shine either, but at least some humans, some of the time, engage in sophisticated diagnostic reasoning. The most we can say about nonhuman animals is that there is weak evidence that crows (and no other animals) can engage in weak diagnostic reasoning that involves associating actions with fairly abstract perceptual cues.
In humans, one type of evidence indicating that causal inference involves different mechanisms than diagnostic inference is that the two are differentially sensitive to alternative causes. Consider the following question: "The mother of a newborn baby has dark skin. How likely is it that her baby has dark skin?" In answering the question, one should consider the possibility that the baby inherited dark skin from the mother but also the possibility that the baby inherited dark skin from the father or via any other route. Alternative causes can only raise the probability of an effect, so the answer to this question should be higher than the answer to the question, "How likely is it that a baby has dark skin inherited from its mother?" But it's not. Fernbach et al. (2010 Fernbach et al. ( , 2011a found that people neglect alternative causes when judging the probability of an effect given its cause. This may be because people imagine the transmission from cause to effect, and such a mental simulation does not offer a way to consider alternative causes.
People do not, however, neglect alternative causes when making diagnostic judgments. Consider the probability that a mother has dark skin given that her baby does. This should be lower than the probability that the mother has dark skin given that the baby does and the baby does not have dark skin for any other reason. Indeed, the latter probably should be 1 (or close to it), and people do in fact judge it high-higher than the first probability, in which the state of alternative causes is unknown. Thus in this case diagnostic reasoning is more accurate than causal reasoning. The fact that people neglect alternative causes in causal reasoning implies that people will ignore more likely causes when presented with less likely ones. In particular, providing weak evidence in the form of a weak cause should lead people to think the effect is less likely than they would have if the cause had not been presented, as long as they would have thought of a stronger cause themselves. Fernbach et al. (2011b) demonstrated this in two different paradigms. In one, people were asked if they wanted to bet on the outcome of a congressional election. They could either choose $10 for sure or $30 if the Republicans won the house in an upcoming election (they would get their selection with a fixed probability). In one case, they were told that a newspaper had endorsed a local Republican candidate; in the other, they were told nothing. Everyone agreed that the endorsement made a win by the Republicans more likely, but not by much. It was very weak evidence. The results were that twice as many people bet on the election given no evidence other than the weak positive evidence. Apparently, when presented a target cause, people neglect alternative causes even when the target cause is weak, so weak that it would be easy to generate a stronger cause oneself.
All of these studies on the asymmetry of causal reasoning are consistent with the idea that people are much better able to run mental simulations forward from cause to effect than backward from effect to cause. Mental simulations depend on more information than mere probabilistic dependency. They require instantiating the critical variables and in doing so elicit concrete information; they cannot be purely abstract (Barsalou 1999 ). They take place over time, and the speed of the simulation can represent the speed with which the events themselves occur. Hegarty (2004) has studied how people think about systems of cogs, enmeshed gears turning. Schwartz & Black (1999) find that cogs don't all move together in imagination; rather, people think about them one after the other. Finally, simulations tend to involve a representation of how the effect occurs, not just that it occurs. In that sense, simulations require more than an understanding of dependency. They also require an understanding of the mechanism by which causes bring about effects.
Causal inference suffers from other sorts of neglect. When using 2 × 2 contingency tables to garner evidence for a causal relation, people tend to focus on the number of cases in which both cause and effect are present and neglect other cells (Shaklee & Goldston 1989; reviewed by Hattori & Oaksford 2007; cf. Laux Goedert & Markman 2010) . Kahan et al. (2013) found that when cause and effect were neutral-a skin rash treatment, variables that the reasoner had no prior beliefs about-people highest in numeracy did better than peers who were less numerate. However, when the same data were presented as the results of a study of a gun-control ban, the more numerate participants were more biased in their conclusions and indeed more polarized in attitude than were the less numerate. The skill to analyze and interpret data proved helpful when the information was neutral, but it proved helpful in a different sense when the information mattered to the person: It provided the means to come to a biased conclusion.
MARKOV VIOLATIONS
The Markov property of Bayes nets is a relation between a graph and a probability distribution. If the Markov property holds, the graph faithfully represents the relations of dependence and independence implied by the probability distribution. For instance, a causal chain from A to B to C implies that A, B, and C are all dependent on one another but that A and C should be independent if the value of B is known. A number of experiments have examined whether people conform to the Markov property by describing a set of causal relations and then asking for probability judgments.
In the ABC chain for instance, people should judge P(C is high | A is high, B is high) to be the same as P(C is high | A is low, B is high). In most such experiments, many violations of the Markov property have been observed (Chaigneau et al. 2004 , Lagnado & Sloman 2004b , Mayrhofer et al. 2008 , Rehder & Burnett 2005 , Waldmann & Hagmayer 2005 , Walsh & Sloman 2008 . Park & Sloman (2013) varied whether the mechanisms underlying the two causal relations in a causal chain and common cause structure were the same or different. Violations only occurred when the mechanisms were the same. They explain this by proposing that when people observe an unexpected outcome such as a cause occurring without its effect (Park & Sloman 2014) , they explain the discrepancy by positing hidden variables in the causal structure such as disablers that had not been mentioned. When mechanisms are the same, a single disabler can disable all outcomes related to a single cause and provide an inferential route between the two effects. When mechanisms are different, the disabler for one effect should not influence another effect and thus no new route is available. We conclude that people do represent causal relations in a way that is consistent with the Markov property; however, people do not necessarily represent only the relations that the experimenter mentions. They construct a causal graph that is consistent with the mechanism they imagine to hold. Mayrhofer & Waldmann (2014) argue further that people take the variable's disposition into account. They observe that Markov violations are more common when, for example, the cause-as opposed to the effect-is an agent in a common cause model.
The fact that people elaborate representations based on mechanistic knowledge aligns well with our conclusion from work on cause-effect asymmetry that people (and nonhuman animals) make causal inferences using mental simulation. Information about how mechanisms operate is precisely what one needs to mentally simulate the unfolding of a process over time.
ILLUSION OF EXPLANATORY DEPTH
We do not always understand mechanisms in great detail. Indeed, people tend to think we understand causal systems better than we actually do. Rozenblit & Keil (2002) demonstrated this by asking people how well they understood everyday objects such as speedometers and ballpoint pens. They then asked people how the objects actually worked; they asked for a causal explanation of the device. In most cases participants failed to come up with an adequate explanation, and when asked again to rate their level of knowledge, the average rating was lower. In other words, the inability to generate a causal mechanism led people to the conclusion that their own previous sense of understanding was inflated; they were suffering from an illusion of understanding. Rozenblit & Keil (2002) also showed that the effect of explanation does not occur for facts (e.g., capitals of countries), procedures (e.g., how to make an international phone call), or narratives (e.g., plots of familiar movies), which suggests that the effect is not a special case of overconfidence. The effect applies to people's sense of understanding causal systems and also to argument justification (Fisher & Keil 2013) . demonstrate that the illusion arises for political policies and that puncturing the illusion through explanation not only reduces people's sense of understanding, it also moderates the extremity of their political positions.
The illusion of understanding may be due to mental distance from the objects of judgment. The effect is reduced when people are induced to assume a lower level of construal (Alter et al. 2010) . Relatedly, Keil (2006) finds that the effect is greatest for systems whose components are visible. The concreteness of the image associated with such objects fosters a strong sense of understanding. This is consistent with Lawson's (2006) findings that the illusion of understanding is very strong for bicycles even among bicycle experts. She found that errors persisted, though in weaker form, in the presence of a real bicycle. These findings provide some support for the causal Bayes net assumption that people do not represent complete mechanisms. Rather, most knowledge is sparse and abstract. The fact that knowledge can be fleshed out implies that mental representation has a hierarchical character such that abstract knowledge can be unpacked into detailed knowledge under the right conditions , Griffiths & Tenenbaum 2009 ). Hierarchical Bayes nets provide a formal model for representing knowledge that has multiple levels of abstraction (Kemp & Tenenbaum 2009 ). Such models do not clearly capture another property of causal knowledge: that it often includes black boxes (Strevens 2008 ) that point to details that are missing without spelling them out. Somehow our causal representations refer to details that are not themselves represented by the individual but are available in the community, often by appealing to experts (Keil 2012) .
DISCUSSION
We share with Holyoak & Cheng (2011) the view that causal Bayes nets have emerged as the leading normative theory of causal learning and reasoning. The virtues of a causal Bayes net are its generality and the utility and apparent veridicality of its representations. The framework has provided solutions to several long-unsolved problems. For example, it has been an open question how people choose the possible world (or worlds) to reason about when confronted with a conditional antecedent or counterfactual assumption. Clearly the assumption should be taken as true (Ramsey 1929 (Ramsey /1990 ), but what else should? As Lewis (1973) puts it, Which possible world is the most similar to the actual world? We believe that Pearl (2000) provides the best answer: It is the world in which the normal upstream causes of the antecedent or counterfactual assumption retain their actual values, but causal inference is used to update the values of the downstream effects of the assumed variables. This model is not universally applicable, but it does appear to account for many cases (for a review, see Sloman & Pearl 2013) .
But the causal Bayes nets framework has not offered a silver bullet that answers all questions about human thought. We have seen that it is not always clear whether a choice should be modeled as an intervention. There are also problems with deriving a normative model of actual causation. The framework also suffers from its generality. It is powerful enough that some model can usually be found to fit data after the fact.
On Mechanism
The major shortcoming of the framework in our view is its incompleteness: It fails to represent all the properties of mechanisms, specifically the process and timing by which a causal event unfolds (Cartwright 2004) . In some cases, this means that the framework appears to make incorrect predictions, as our discussion of the Markov property reveals. Researchers reported many violations of this property until it was recognized that the violations did not occur with respect to a model that takes into account information about mechanism that goes beyond probabilistic dependency. The study of causal attribution similarly revealed that people consider an active causal process, not just what depends on what. There are plenty of other findings supporting our appeal to mechanism, from data on language (Wolff 2013) to adult and developmental learning data (Rottman & Keil 2012 , Rottman et al. 2014 , Schlottmann 1999 . People are surprisingly weak at inferring causal structure from correlational data and instead use intervention, temporal delays, and instruction (Buehner & May 2002; Lagnado & Sloman 2004b . People are especially sensitive to spatiotemporal information.
Our analysis of decision making finds that people depend on what may be a different kind of information that goes beyond dependency, namely narrative structure. And our analysis of causal asymmetries suggests that people have a special tool-mental simulation-for reasoning from cause to effect (as opposed to reasoning from effect to cause).
We suspect that these three findings-the importance of mechanism, the importance of narrative, and the use of mental simulation-are closely related. Mental simulations are representations over time of mechanisms. When multiple actors are involved, those simulations become more complex, like little dramas, and we refer to them as narratives. The ability to construct these complex mental simulations may be the source of the human tendency to tell stories. Stories are shared representations of how causes lead to effects when multiple actors are involved.
So the causal Bayes nets framework is a productive one, perhaps even more productive than the probability framework (see Chater & Oaksford 2013) , although incomplete. It has many implications that have not fully played out. For instance, theorists have been aware for a long time of the importance of causation to categorization (Keil 1989 , Lewis 1929 , Murphy & Medin 1985 and to induction (Lassaline 1996) . Rehder (2003) integrated these ideas into a formal causal model that combines prior causal knowledge with observed properties to form categories and make probabilistic inferences. This approach successfully models how people classify novel instances of artificial categories and make inductive inferences about them. Along with Shafto et al. (2008) , Rehder (2006) shows that causality trumps similarity in induction. Rehder's model has been extended in multiple ways. For instance, Hayes & Rehder (2012) show that children depend more on causal coherence in their classification behavior than adults do.
Causal knowledge is a tool for categorization in that it can help to fill in missing information (inferring unobserved features, making predictions, or determining the functionality or coherence of an object). Of course, causal structure can only relate features; features themselves are necessary to determine the identity of an object. Puebla & Chaigneau (2014) find that people categorize artifacts by features if the features are known and use causal structure to make inferences if all features are not known.
What is missing from the causal Bayes nets framework in its current state is a specification of the role of mechanism. When knowledge is abstract, mechanistic details are presumably not important. But when modeling expertise, it will surely be necessary to develop models that do more than represent dependencies; models must also represent how processes unfold over time.
CONCLUSION
We believe the causal Bayes nets framework is incomplete in that it does not offer a principled basis for modeling how people think about mechanisms. As a descriptive model, it is incorrect in other ways as well. Bayes nets are representations of probability, and we have known for over 40 years that people make systematic errors in their judgments of probability (Edwards 1968 , Kahneman et al. 1982 . So it is not surprising that people make systematic errors when using causal structure to judge probability (Bes et al. 2012 , Fernbach et al. 2011a ). We are impressed by people's sensitivity to qualitative causal structure (e.g., Cummins 1995) but less impressed by their quantitative acumen.
The fundamental problem, we believe, is that causal Bayes nets lend themselves to two interpretations: a view from the outside, in which they are representations of probability, and a view from the inside, in which they are (partial) representations of mechanistic interactions. Psychologically, if not normatively, these views are different, and the formalism does not help make the psychological distinction. What people care about when they think causally, beyond just patterns of dependency, is a narrative-like unfolding of events over time. The process of mental simulation helps to construct such narratives. It supports much of our reasoning but currently eludes a strict formal analysis.
