The aims of this tutorial are three-fold: (i) to clarify the meaning of variability measurement in personality and social psychology, (ii) to demonstrate the relevance of and the need for time series analysis in investigations into the dynamics of psychological phenomena, and (iii) to provide specific methods to analyze time series. This paper first presents a step-by-step description of univariate Auto-Regressive-Integrated-Moving-average (ARIMA) procedures, which are useful tools for building iterative models from empirical time series. We then develop two empirical examples in detail, based on the analysis of selfesteem and behavioral data. These examples allow us to present the two most often used models in the psychological literature.
Research into how behavior and self-perceptions change over short-term intervals (per hour, day, week or month) has grown considerably in the field of psychology (Guastello, Johnson, & Rieke, 1999; Vallacher & Nowak, 1997) . These changes have been investigated particularly in terms of stability versus instability by means of the standard deviation, which implies a focus on the magnitude of variability, regardless of its historical elaboration or historicity. This approach has led researchers to characterize individual's psychological constructs considering level changes (low vs. high) that reflects only their positivity/negativity. The major criticism of this approach, however, is that it omits the timedependent processes underlying variability (Slifkin & Newell, 1998) . A pivotal question, in fact, is whether variability reflects measurement errors or corresponds to specific processes that underlie the evolution of observed behavior. To elucidate more fully the nature of variability, time series analyses can be usefully introduced. This paper presents the AutoRegressive Integrated Moving Average (ARIMA) procedures, which are widely used in other research fields (Box & Jenkins, 1976) .
The concept of (in)stability appears to be of central concern in Adapted Physical Activity (APA) research and education. Recent studies have demonstrated the relevance of studying the (in)stability of psychological constructs (Amorose, 2001; Greenier, Kernis, McNamara, Waschull, Berry, Herlocker, & Abend, 1999; Nezlek & Plesko, 2001; Schafer & Keith, 1999) , especially in persons with disabilities. For example, asthmatic subjects present frequent changes in mood and states of anxiety (Priel, Heimer, Rabinowitz, & Hendler, 1994) . High intra-individual variability in physical self-worth has been shown in patients with chronic obstructive respiratory disease (Kersten, 1990; Ninot, Fortes, Leymarie, Brun, Poulain, Desplan, & Varray, 2002) . This high instability of certain perceived dimensions in individuals with disabilities may indicate extreme sensitivity to endogenous and exogenous stimuli. On a given day, the individual may present physical self-worth scores indicating selfconfidence and the next day, because of a task failure, symptom exacerbation or rehospitalization, he/she shows a low level of physical self-worth. An individual with spinal cord injury presents a particularly complex pattern of disability, with variable impact on daily mobility, skin condition, continence, and sexual abilities (North, 1999; Smith, 2001; Whalley-Hammell, 1992) . The wide array of unpredictable health problems, in addition to the physical disabilities and neurological dysfunction, creates many obstacles to adopting a stable perception of self. Moreover, high variability peaks during troubled episodes (hospitalization, surgery, and so on) and transitional periods (divorce, school transfer, learning session, etc). Whatever the origin of these fluctuations, recent authors consider the validated multidimensional models of self-perceptions to be complex systems submitted to several constraints over time (Vallacher & Nowak, 1997) . Since responses may be disproportional to the intensity of the impact, APA researchers and educators would do well to take into account the historicity of the perceived dimensions.
Most studies in cognitive and social psychology ignore the order in which empirical observations are obtained. This approach is in direct link with theoretical questions that underlie these researches. Aiming at accessing to the ideal candidates for investigating the social psychology of that phenomenon or process in action or seeking to understand consistencies in social behavior in terms of interactive influence of dispositional and situational features (Snyder & Ickes, 1985) , these researches emphasize global effects when a particular event or condition is controlled or conclude on general and group behaviors. However, these studies interested in psychological changes from mean level changes rather revealed whether variables behave in a constant manner than whether individuals present stable behaviors (Block & Robins, 1993) . By investigating the processes by which thoughts, feelings and behaviours of individuals evolve over time, a new paradigm of research is being developed.
Researches clearly differ from their investigated paradigms. Nomothetic approaches investigate "why" behaviors or feelings occur, whereas idiographic approaches thus can be based on time series analyses allowing to go beyond causal effects and consequences by investigating "how" behavior changes take place. Through an understanding of how various dimensions function over time, they may be better able to explain current behavior.
The relationship between self-esteem or physical self levels and disabilities is inconclusive (Sherrill, 1997) , especially in persons with spinal cord injury (Hutzler & Bar-Eli, 1993) . For example, some of the studies (Appleton, Minchom, Ellis, Elliott, Böll, & Jones, 1994; Arnold & Chapman, 1992; King, Shultz, Steel, Gilpin, & Cathers, 1993; Stevens, Steele, Jutai, Kalnins, Bortolussi, & Biggar, 1996) have found no difference between adolescents with spina bifida and adolescents without disabilities, while in other studies (Appleton, Ellis, Minchom, Lawson, Böll, & Jones, 1997; Harvey & Greenway, 1984) , adolescents with spina bifida had significantly lower self-perceptions than same-aged individuals without disabilities.
This lack of consensus might be explained by methodological limitations engender by nomothetic approaches. For example, individuals with physical disabilities can experience greater turmoil in their lives and it is easy to understand that they might thus tend to evaluate themselves lower in the domains of physical self-concept (Appleton et al., 1994) . Conversely, these same individuals can live favorable experiences that lead to increase global self-esteem and physical self-perceptions. Thus, these increases and decreases are compensated over time. Nomothetic approach cannot reveal mean changes and intra-individual differences over time (Hirsch & Dubois, 1991) . Time series analysis of self-evaluations can not only reveal such intra-individual differences but can also determine whether the instability of selfperceptions takes place in a historical process, thereby explaining the lack of consensus in the literature and providing valuable insight into these psychological functions.
To consider psychological constructs as variable amounts to adopting another conception of such constructs; that is, fluctuations underlie their step-by-step elaboration over time (Vallacher & Nowak, 1997) . This conception further opens up the more interesting possibility of focusing on intrinsic dynamics rather than on level fluctuations. For example, Vallacher, Read and Nowak (2002, p. 267) noted that "there may be greater information value in knowing the temporal pattern of someone's mood variability than in knowing the central tendency of his or her mood state". Recent experiments have been conducted from this perspective on motivation (Guastello et al., 1999) , chronic fatigue syndrome (Jason, Tryon, Taylor, King, Frankenberry, & Jordan, 1999) , quality of life (Barge-Schaapveld, Nicolson, Berkhof, & DeVries, 1999) , and physical self (Ninot, Fortes, & Delignières, 2001 ). The intrinsic dynamics captured by these studies reflected the fact that the state of the system depends on preceding states (Vallacher & Nowak, 1997) . One objection to nomothetic studies is that the associated statistical analyses do not account for the historicity of the series.
Traditionally, two main statistical strategies have been used to study variability in psychological processes. Variability was sometimes claimed on the basis of the results of repeated measures analysis of variance (Amorose, 2001) . Repeated measures ANOVA, however, was not designed to study the evolution of the dependent variable over time, but rather to analyze the effect of an independent variable by considering each subject as his/her own control. The ANOVA model assumes the independence of the different levels of repeated measurement (performance on one should not affect performance on another), an unrealistic assumption when the independent variable is simply time. Possibly, repeated measures ANOVA might indicate an evolution in psychological states (e.g., before and after treatment), but when data are collected in time, there could be a strong possibility that the residuals do not exhibit a pattern of independence but rather are auto-correlated. In such case, ANOVA assumptions -which advocate that random departures are assumed to have zero mean, a constant variance, be independent and follow a normal distribution -are violated and F-tests might be falsely significant. Moreover, if the studied variable exhibits fluctuations, the ANOVA analyses assume that the resulting trend over time, if present, is fixed and represents a parametric function. As such, inferences about behavior appear entirely deterministic. Spray and Newell (1986, p.60) insisted that "this fixed trend must then represent or model human behavior in a rather inflexible fashion". A second approach focuses on standard deviation computed over repeated measure samples (Kernis, 1993; Kernis & Waschull, 1995) . Standard deviation, however, gives a poor image of the true nature of variability because it ignores the temporal ordering of successive data points and is unable to account for the historical elaboration of the process under study (Slifkin & Newell, 1998) . For these reasons, the use of time series analysis becomes unavoidable.
Given these shortcomings, time series analysis offers a valuable and often necessary tool for examining time-related research problems. Various statistical approaches are available to investigate time-related relationships. One of the most commonly used is ARIMA modeling, proposed by Box and Jenkins (1976) . Cook and Campbell (1979) suggest the use of this method that is designed to provide unbiased estimates of the error in a series as the noise in a series is modeled. This method has several advantages, such as its forecasting capabilities and the essential information it gives on time-related changes (Hanssens, Parsons, & Schultz, 1998) .
Time series analyses
A time series is a collection of observations or responses made sequentially in time (Chatfield, 1975) . This tutorial focuses particularly on discrete time series, which are fairly often obtained in psychological research. These types of series are collected by successive observations at fixed time intervals. Figure 1 presents an example of a discrete time series representing the evolution of global self-esteem. The subject (43 years, subject 10 in Fortes, Ninot & Delignières, in press) completed the Physical Self Inventory-6 (PSI-6, Ninot, Fortes & Delignières, 2001 ) twice a day over a three-month period. This inventory comprises one specific item related to global self-esteem ("Globally you have a good opinion of yourself). Three features are typical of time series: first, the observations are ordered in time; second, the behavior of a time series at one point in time is affected by its previous behavior, implying that successive observations are dependent or can be dependent. Finally, present and past observations determine, to a certain degree, future observations that can be predicted (Spray & Newell, 1986) . Our purpose is to display the most common techniques that have been developed for making inferences from such series. The selection of a suitable mathematical model for the data allows data description, explanation, prediction and process control (Chatfield, 1975) . For example, a physical educator or APA researcher interested in the exercise motivation of patients following a three-month rehabilitation program can use time series analysis to forecast motivational flow in the post-rehabilitation period, thereby providing information that the treatment team can take into account for the individually adapted proposal of an at-home exercise program. 
ARIMA Procedures
The ARIMA procedures were designed to model the dynamics of time series (Box & Jenkins, 1976) . The aim of these procedures is to determine how each value in the series depends on preceding values and then to tentatively infer the psychological processes underlying the time evolution of the variable under study (Spray & Newell, 1986; Delcor, Cadopi, Delignières, & Mesure, 2002) . ARIMA procedures constitute a very basic method of time series analysis that is available in most statistical packages and widely used, especially in econometry (Box & Jenkins, 1976) . This method, however, remains unfamiliar to most psychologists.
The aim of these procedures is to model the dynamics of a time series in the form of an iterative equation:
where y t represents the value observed at time t.
Three processes
An ARIMA model is composed of the potential association of three types of mathematical processes: auto-regressive (AR), integrated (I) and moving average (MA).
An AR process means that each point is a weighted function of previous points plus random error:
An I process implies that the series undergoes a differentiation process, i.e., each point's value is a constant difference from a previous point's value.
An MA process signifies that each point is a weighted function of previous points' random errors plus its own random error:
The combination of these three processes gives rise to models labeled (p, d, q) , where p indicates the number of auto-regressive terms, d the number of differentiations, and q the number of moving average terms.
Auto-correlation and partial auto-correlation functions
ARIMA procedures are mainly based on the analysis of the auto-correlation function (ACF) and the partial auto-correlation function (PACF), which are essential diagnostic instruments to identify the dependence structure of the series. The auto-correlation is the correlation of the series with itself, lagged by a particular number of observations. The partial auto-correlation is the partial correlation of a series with itself, lagged by a particular number of observations and controlling for all correlations for lags of lower order. For example, the partial auto-correlation for a lag of 2 represents the unique correlation of the series with itself at that lag, after controlling for the correlation at lag 1.
A particular case is encountered when such auto-correlations appear to be near zero for any time-lag separation. This function characterizes a random or white noise process obeying the following equation:
(4) where µ represents the mean of the time series. This process characterizes random oscillations around a reference value over time and the model contains none of the previously defined processes. It thus constitutes an ARIMA (0,0,0) model. As seen in example 2, however, the series is still quite choppy because of the uncorrelated adjacent points. Such a series hints that regularity in behavior may not exist over time. This process is termed stationary since the mean of the series is constant and does not depend on time. The white noise model was founded to be representative of series of successive motor task performances with knowledge of results (Spray & Newell, 1986) . Psychological interpretation of such models relies on the stationarity of the mean, suggesting that subjects develop a stable reference around which responses randomly fluctuate.
Nevertheless, most psychological phenomena display time-dependent behavior. This time dependence is revealed by the appearance of significant peaks in the ACF, and in this case the modeling will have recourse to the combination of the AR, I and MA processes. In such cases, it is necessary to determine which processes need to be included and how many terms are sufficient to fit the data and then to establish the value of each parameter φ and θ for the respective AR and MA processes.
Stationarity
The first step in determining the AR and MA terms is to ensure that the series is stationary. Mathematically, the stationarity of a time series refers to the time invariance of the data generating process, revealed by the stability over time of mean and variance. Stationarity with respect to the mean implies that time series fluctuate around a constant value over time (see for example Figure 2) . Thus, the auto-correlation plot of a stationary variable will usually decay into noise and/or hit negative values within three or four lags.
As the method consists of building models on time series that are stationary by nature, the series have to be rendered truly stationary by transformation. The general shape of a nonstationary series presents a trend over time. The presence of positive and persistent autocorrelations in the ACF (up to 10 lags, for example) implies the need to introduce at least one differentiation term (I) into the model. The differencing operation is realized by subtracting the previous value to the current one. For a first-order differentiation, the current value is then considered, on average, as equal to the preceding value, plus a constant. Thus, the functionmodeling time series can be expressed as follows:
(5) where y t is the value observed at time t, µ is a constant that represents the average difference between adjacent values in the original series, and ε t is a white Gaussian noise. This differentiation eliminates the trend and stationarizes the series. To determine whether stationarity has been achieved, one may examine the ACF of the differenced series that should converge quite rapidly to zero as the value of the lag increases. Moreover, to determine whether the differentiation is appropriate, one may refer to the portemanteau test, based on the examination of the Box-Ljung statistics (Q). If Q remains significant, it means that differentiation only removes the trend and that the MA and AR terms need to be included. More complex trends may be modeled by a second-order differentiation when the ACF of the differenced series presents the persistence of significant auto-correlation for more than 10 lags. Conversely, the appearance of one significant negative auto-correlation at lag 1 (above -0.5) tends to arise in series which are slightly overdifferenced. Finally, if the variance of the series increases over time, a log transformation of the data set can be performed to correct the variance nonstationarity.
Choice of the model
The second step is to identify the auto-regressive and moving average terms to include in the model through examination of the ACF and PACF of the (stationarized) series. The typical MA signature corresponds to a slow decrease in the PACF while the ACF displays a sharp cut-off presenting significant spikes only for the very first lags. The number of significant correlations in the ACF indicates the number of MA terms to include in the model. Obtaining inverse patterns for ACF and PACF means that AR processes can more relevantly model the series. One should note that an MA signature is commonly associated with negative auto-correlation at lag 1, often introduced by differentiation.
An MA process implies that the current value is determined by the weighted average of the preceding values. As the series is stationary, this process is defined as the sum of the mean of the series plus the weighted sum of the errors associated with the preceding values. Thus an MA process of order 1 obeys the following equation:
where µ is the mean of the series, θ 1 is the moving average coefficient and ε t is the error associated with the value at time t.
The typical signature of an AR process is a slow decay of the ACF and a sharp cut-off of the PACF, which presents a limited number of significant peaks. The number of significant correlations in the PACF indicates the number of AR terms to include in the model. An AR process suggests that the current value is determined by a weighted sum of the preceding values. For example, an AR process of order 1 obeys the following equation:
where µ is a constant, φ 1 is the auto-regressive coefficient, and ε t is the error associated with the current value.
The obtained models are submitted to a multi-criteria evaluation: (i) each coefficient in the model should be statistically significant, (ii) the residuals should represent a white noise process without any time dependence, and (iii) the standard deviation of the residuals should be lower than the standard deviation of the original series (Box & Jenkins, 1976) .
Empirical examples

Example 1:
Consider a series (Figure 3 ) reflecting the evolution of global self-esteem assessments (50 bi-daily self-ratings). This series (Figure 3 ) appears to exhibit a decreasing trend. First, let us look at the ACF of the original series. The ACF plot shows a very slow decay pattern that is typical of a nonstationary series. In this case, the PACF pattern does not provide more information and the series needs to be transformed by applying a first-order differentiation to remove the trend. The differenced series (D1) resulting from this step is stationary, a basic requirement for the subsequent steps of the ARIMA procedures. Second, let us look at the ACF and PACF of the differenced series. Clearly, one order of differencing is sufficient to stationarize the series and the Box-Ljung statistics remain significant for all lags, suggesting that MA or AR terms should be added to the model. Here, the presence of the negative spike at lag 1 suggests adding one MA term. The fitting procedure confirms the validity of the ARIMA model (0,1,1), and shows that the constant is not significantly different from zero. Thus the best model obeys the following equation:
which contains one differentiation term and one moving average term (θ = 0.608). This model is confirmed by (i) the significant θ obtained, (ii) the residuals ACF and PACF exhibiting white noise fluctuations (Figure 4 ) and (iii) the decrease in standard deviation between the original series (0.636) and the residuals (0.385). Such a model allows the description of the progressive evolution of the series and an inference concerning the underlying psychological functioning. This kind of model, also called the simple exponential smoothing model, is typical of times series that exhibit noisy fluctuations around a slowly varying mean. Fortes, Delignières and Ninot (submitted) suggested that this model engages two opposite processes that may underlie the dynamics of this psychological construct: preservation, which tends to restore the previous value after a disturbance, and adaptation, which tends to inflect the series in the direction of the perturbation. An important clue lies in the value of the moving average parameter (θ), which reflects the relative importance of both processes. For example, self-esteem series characterized from high values of θ can be interpreted as a high conservation of self-esteem but a low adaptation to life events. Conversely, when series present values of θ close to zero, it signifies that the process by which self-esteem evolves is extremely dependent of exogenous influences. This kind of preservation process has been suggested by a number of authors under the concepts of self-esteem maintenance (Tesser, 1988) , identity maintenance (Brewer & Kramer, 1985) , or self-regulation (Higgins, 1996) . For APA researches, ARIMA procedures first allow distinguishing which phenomenon or variables arise from historical processes and second provide reliable indexes (e.g. θ) to determine the contribution of previous performances or behaviours in the current one and show how the underlying processes occur. Main results proposed in this article (Example 1) reflect self-esteem dynamics for healthy subject. So, we can hypothesize that the self-esteem maintenance is referred to different dynamics when subjects present chronic diseases or other pathological problems. Further researches pursuing this perspective would provide more information aiming at improving psychological intervention for such persons.
Example 2: Figure 5 shows a series reflecting the dynamics of the memorization of a morphokinetic movement sequence (Delcor et al., 2002 ). An examination of this figure does not suggest the presence of a visible trend or variability over time. This is confirmed by the ACF that has only four significant spikes ( Figure 5 ). As the PACF displays a sharp cut-off while the ACF decays more slowly, we assume that the series displays an AR signature. The PACF cut-off at lag 1 suggests that one AR term should be included in the model. The fitting procedure confirms this model and shows that both the AR coefficient and the constant term are significantly different from zero (φ = 0.677; µ = 12.353). The residuals ACF and PACF reflect a white noise process ( Figure 6 ) and the standard deviation has been dramatically reduced between the original series (5.193) and the residuals (3.853).
Psychologically, this AR(1) model suggests exploratory behavior (Newell, Kugler, van Emmerick, & McDonald, 1989) and, more precisely, the existence of short-term memory traces of the performance achieved at the previous trial. This suggests that during learning, the evolution of performance is based on the search for optimized motor behavior rather than on the repetition of a particular solution to the problem (Newell, 1991) .
Recommendations
This tutorial points out that time series modeling in psychological research is both appropriate and adequate to infer both the dynamics and historicity of the series under investigation. This point is of central concern as our understanding of (in)stability in psychological processes needs to move beyond mere description. New perspectives lie in empirical operationalizations and testing of nonlinear, dynamical concepts that are in the beginning phases (Marks-Tarlow, 1999) . In this perspective, nonlinear tools are available (see Abarbanel, 1996; Kantz & Schreiber, 1997) and useful in determining long memory process that could underlie the psychological functioning (see Delignières, Fortes & Ninot, in press ).
Univariate time series analyses are particularly useful in survey-based research where interventions cannot be easily manipulated. Nevertheless, interrupted time series (ITS) analyses could be used to evaluate specific interventions or treatments (e.g. rehabilitation sessions) when natural events need to be tested. ITS designs are useful to determine whether an intervention has had an effect significantly greater than the underlying trend. ARIMA procedures require rigor and practice mainly for the three stages of model selection, model estimation and model checking. We wish to offer some recommendations to help researchers use these procedures with appropriateness and efficacy. We are well aware that one reason time series methods are little used in psychological research is the difficulty of collecting data with many observation points, particularly regarding survey data (Powers & Hanssens, 1998) . However, we recommend avoiding time series that are too short. Cook and Campbell (1979) stated that 50 observations are needed to perform a satisfactory statistical analysis. In accordance with Velicer and Harrop (1983) , we argue that even this number is sometimes not sufficient for accurate model identification. For a reliable identification and parameters estimation, series approaching 100 observations can be recommended. Second, in view of the difficulties of selecting an appropriate model, the successive steps might have to be repeated several times and, in the end, there might be more than one model of the same series. In such cases, we advise simplicity by choosing models with the lowest SD and the lowest number of AR or MA terms (for more details on the method, see also Chatfield, 1975 , Brockwell & Davis, 1991 .
The modeling presented in this tutorial is only the first elementary step in applying this technique to study psychological constructs. Only univariate time series analyses were presented here, but more complex processes involving two or more variables can be modeled as well. For example, Greenier and his collaborators (1999) examined the extent to which level and stability of self-esteem predicted the impact of everyday positive and negative events on the individual's feelings. To go beyond this outcome and understand how events affect self-esteem level and instability, multivariate analysis from ARIMA procedures can be developed.
