An exponential membership function for fuzzy multiple objective linear programming  by Li, R.J. & Lee, E.Stanley
CompatcrJ Math. Applic. Vol. 22, No. 12, pp. 55-60, 1991 0097-4943/91 $3.00 + 0.00 
Printed in Great Britain. All rights reserved Copyright(~ 1991 Pergamon Press plc 
AN EXPONENTIAL  MEMBERSHIP  FUNCTION FOR FUZZY 
MULTIPLE OBJECTIVE L INEAR PROGRAMMING 
R. J. LI AND E. STANLEY LEE 
Department ofIndustrial Engineering, Kansas State University 
Manhattan, KS 66506-5101 
(Received March 1991) 
Abst rac t - -The  operator "min" is one of the most frequently used ag~preg~tion operators in fuzzy 
decision. However, this operator is the softest operator and no allowance is made for any compen- 
sation. The "product" and other operators, some of them may be compensatory, are seldom used 
because of the nonlinearity of the resulting problem. In this paper, an exponential, instead of linear 
membership function is proposed. The advantages ofusing exponential membership are two fold. 
First, the resulting problems can be transformed tolinear ones when the "product" and several other 
nonlinear aggregate operators are used. Secondly, exponential representation is more realistic than 
the linear ones usually used for some practical applications. 
INTRODUCTION 
Since Bellman and Zadeh [1] proposed the concept of decision making in a fuzzy environment, 
their framework has been used in most fuzzy mathematical programming formulations. In par- 
ticular, in the case of a fuzzy linear program, it was formulated by Zimmermann [2-4], and then 
developed in many different directions [5-10]. 
There are two basic operators for aggregating the overall satisfaction to arrive at the fuzzy 
set decision: the "min" operator and the "product" operator. Because of the involvement in 
nonlinearity when the operator "product" is used, fuzzy programming approaches are mainly 
based on the operator '~nin" to preserve the linearity of the problem. 
Since the operator "rain" is the softest conjunction operator (it is called non-interactive by 
Zadeh and non-compensatory b Yager [11]), it is not a suitable optimization operator under 
many practical situations. The results obtained by the operator "rain" represent he worst 
situation and can not be compensated by other memberships which may be very good. It is 
obviously desirable to be able to use "compensatory" or "averaging" operators. One way to use 
some of the compensatory operators and, at the same time, preserve the linearity property is to 
use different membership functions instead of a linear membership function. One such function 
is the exponential membership function. The advantage of exponential membership is that the 
results can be transformed to a linear problem even if nonlinear aggregation operators uch as 
"product" and several other operators are used. 
Another advantage of using the exponential membership function is that the linear membership 
function is not a suitable representation under many practical situations [12]. For example, it 
has been shown that the S-shaped membership function is a much more realistic representation 
for utility functions. 
In this paper, an exponential membership function is used for the 'h~_in," the "product" and 
the "geometric mean" operators, for solving vector optimum problems without losing linearity. 
In this way, the decision maker can easily compare different solutions with the same membership 
function without the nonhnearity difficulty. To guarantee an efficient solution, the two phase 
approach proposed earlier [13] is used. The relationships between the models with linear and 
exponential membership functions are also analyzed and a numerical example is used to illustrate 
the approach. 
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AN EXPONENTIAL MEMBERSHIP FUNCTION 
Consider the following multiple objective linear programming problem: 
max Z = (Zl, Z2,... ,  Zt) T = (clz, c2z, . . . ,  ctz) T, 
min w = (w1, w2,..., w,) T = (c : ,  ~ : , . . . ,  c,~) T, (1) 
subject o: 
A x _< b, x > 0. (2) 
This problem was first solved by Zimmermann [3] by using a linear membership function. How- 
ever, it was empirically shown that the linear membership function is not always adequate [12]. 
For instance, if the membership function is interpreted as a utility function, an S-shaped mem- 
bership is a better epresentation. Leberling [14] suggested the hyperbolic membership function, 
which can be used with the operator "min" without losing linearity. However, this is not true 
when the operator "product" is used. In order to preserve linearity when the operator =product" 
is used, the exponential membership function for a fuzzy set Fi,/jE, defind as 
Uf'(f') = exp ( a' (f'-'- b') ) (3) 
is used, where fi represents he value of the ith objective in problem (1), bi and cl are position 
parameters, respectively, and ai is an adjustment factor for the scale parameter. It is well known 
that the linear membership functions used in the literature are generally obtained from the upper 
and lower aspirations or the two bounds of the tolerance interval ([2,3]). In a similar way, we may 
choose the upper aspiration as the ideal solutions, fi*, and the lower aspiration as the anti-ideal 
solution, jr- [15]. Equation (3) now becomes 
/~ _ / exp (a ( : - - f * ) )  
~ , f  - f -  , 
I, 
Z e (--oo, f*] 
for f-- We[f* ,+oo) '  
otherwise. 
(4) 
Notice that/J~ = I when f = f*, and/~ approaches zero when f = f -  and when "a" approaches 
infinity. However, for general applications, a reasonably arge number for a should make I*~ -~ O. 
The exponential membership function has the following properties: 
(I) /~( f )  is a strictly increasing function for objective Z and a strictly decreasing function 
for objective W. 
(2) /~(f*)  = 1 and 0 _</Jg _< 1, VZ E (-oo, f*] or W E [f*,oo). 
(3)  As  Z --* -oo ,  or W --* oo, /JR ~ --* 0. 
For the problem represented by Equations (1) and (2), the ideal and anti-ideal solutions can 
be obtained by solving each objective function independently subject o the constraints, (2). Let 
O*=(Z; , . . . ,  " .  * . . . ,  . . Z~,W~, W~) and O-=(Z?, .,Z[;..,WT") 
represent the idea] and anti-ideal solutions, respectively, Equation (4) becomes 
(',,k(z~ - z ; ) )  k = 1,2,... ,l, (s) 
and 
( . . (w :  : w_:) ) , . = 1 ,2 , . . , r ,  
/~, =exp\  W: - W7 ) 
for the maximization and minimization problems, respectively. 
(6) 
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THE AGGREGATE OPERATOR "MIN" 
Using the "min" operator to aggregate the overall satisfaction and following Zimmerinann [3], 
the problem represented by Equations (1) and (2) can be converted to the following nonlinear 
programming problem 
subject o: 
max,,  
- z ; )  
_<exp\ Z ; -Z~-  ] '  
A<exp\  W~-WF ] '  
Az<_b, Ae[0,1], z>0.  
k = 1,2, . . . , l ,  
s = 1,2, . . . , r ,  (7) 
Equation (7) can be transformed to a linear problem if we let 
A' = - lnA. (8) 
Thus, we have 
subject o: 
minA I, 
:~, > a~(Z; -- Z~) 
- (z; - z;) ' 
,V > ~,(w; - w,) 
- (w :  -w; )  ' 
Az  < b, A',z > O. 
k = 1,2, . . . , t ,  
s = 1,2, . . . , r ,  (9) 
It has been discussed in [4,11,13,16] that the "min" operator used to represent a fuzzy "and" 
is non-compensatory. In order to find an efficient solution we used a two-phase approach in 
[13]. First, the problem with operator "min" is solved to obtain an optimal value of A. Then, 
a new problem is formulated with the fully compensatory operator "~'~" to obtain the optimal 
arithmetic mean value of membership functions restricted by Ai _> A, Vi = 1, 2, . . . ,  l + r. For the 
exponential membership function defind in (3), if the "2~" operator is used in the second phase, 
the resulting problem can be represented as 
l+r 
1 t+r 1 (a,( f ,  - Z )  
m~i  = e+,- t+," \ 7 , ' :~  ] 
"= i=1 
which is nonlinear and cannot be transformed to a linear problem by the transformation ap- 
proach. In order to guarantee an efficient solution and to keep the linearity when an exponential 
membership function is used, another compensatory operator, the geometric mean, is used to 
formulate the new problem, restricted by Ai > ~, Vi : 1,2,... , t+  r 
subject o: 
max~ = (~I" ~2" ' ' ' "  J~t+r) "( '~, 
(a~(zk - z;)) 
~_< ~k _< exp \ Z~-Z~ ' 
A_<~,_<exp\  W; - W;" ] '  
Az<_b, ~k,~,e[0,1], z>0. 
To transform (11) to a linear problem we define 
k = 1, 2 , . . . , t ,  
s= 1 ,2 , . . . , r ,  (11) 
~" = - In ~. (12) 
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Thus, problem (11) is equivalent to the following linear problem: 
subject o: 
minA" - 1 
- ~ +---7 (~i' + ~g +""  + Ai'+')' 
) ,  > ),~ > a~(Z; - z~) 
z ;  - z ;  ' 
a,(W:-W.) z >_ z '  >_ , 
Ax<b, ~,~", >0. 
k= 1 ,2 , . . . , l ,  
s - -  1 ,2 , . . . , r ,  (13) 
AN EXAMPLE 
To illustrate the approach, we consider the example solved by Zimmermann [3]: 
maxZ1 = -Xl -[- 2x2, 
Z2 = 2 z, + x2, 
subject o: -x l  + 3x2 _< 21, Xl + 3x2 _< 27, 
4 xi ÷ 3x2 < 45, 3xl + x2 _< 30, xl, x2 _> 0. 
For this example, the ideal and anti-ideal solutions are given in [3] as: O* = (14,21); 
( -3,  7). Using Equation (4), we have 
~, (Z1) = exp (3(-xl ÷ 2x' -14) ) 
17 
]~2E(Z2)=exp(3(2x l+x ' -21) )  
14 
where we have assumed a = 3. From Equation (9), we have 
i I~  n ,~ I , 
subject o: A' > 3 (14 + zl - 2z2) 
- 17  ' 
3 (21 - 2xz - x2) 
A' > 
- 14  ' 
A' _> 0, x E X, 
which yields x = (5.03, 7.32) and Z = (9.61, 17.39), with A' = 0.77 and A = 0.46. For the second 
phase, from Equation (13), we have 
subject o: 
1 I! ,~n ~" = ~ ()'1 + ~), 
0.77 > A~' > 3 (14 ÷ zl - 2z2) 
- - 17  ' 
0.77 > A~ > 3(21-  2xi - x2) 
- - 14  ' 
A~',~ > 0, xex ,  
which yields the same solution as the one above. Thus x = (5.03, 7.32) is an efficient solution. 
THE AGGREGATE OPERATOR "PRODUCT"  
To guarantee an efficient solution, the same approach as that discussed above can be used, 
except for the additional constraint Ai > A. 
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In Zimmermann's approach [3] for the operator "product," the problem represented by Equa- 
tions (1) and (2) is equivalent to the following: 
ma~l  • ,X2 • ... • ~l+r 
subject o: x e X, ~i e [0, i], (14) 
where Ai represents he membership function for the i th objective, i = 1, 2, . . . ,  £ + r. 
For the linear and nonlinear membership functions proposed in the literature, the '~roduct" 
operator, Equation (14) is nonlinear. But for the exponential membership function defined by 
Equation (3), Equation (14) can be transformed to a linear problem by using the technique of 
variable transformation. Thus Equation (14) can be reduced to the following linear problem: 
I r 
k=l  a=l 
l 
subject o: A£ = Z ak(Z~ - Zt,) 
~-] . , (w:  - w , )  
= ' 
$=1 
xEX, ' ' A k, ,~, >_ O. 
For the above numerical problem, we have 
k= 1,2,... ,£, 
s=l ,2 , . . . , r ,  (15) 
~n~ + ~,  
subject o: At = 3 (14 + xl - 2x2) 
17 
~= 3(21-2z l - z2)  
14 
zEx ,  ~ ,~ > o, 
which yields z = (6,7) and Z = (8,19), with A' = (1.06,0.43) and A = (0.35,0.65). This is a 
second set of efficient solutions. 
DISCUSSION 
As is shown in [13], using linear membership functions in the two-phase approach for solving the 
problem represented by Equations (1) and (2) with "min" and "~"  operators, the sub-programs 
are: 
subject o: 
and 
subject o: 
max,, 
;~ < (z ;  - zk)  
- ( z ;  - z ; ) '  
~< (w: -w, )  
- (w ;  - w ; - ) '  
zeX,  ~ e [0,1], 
k = 1,2,... ,g, 
s = 1,2, . . . , r ,  (16) 
1 l+r 
/~1 Ai, m~i  = ~ "-- 
(zk - z ; )  
(z~, - z ; ) '  
(w, - w;)  < 
zEX, ~k,~, E [0, 1]. 
k = 1,2,... ,g, 
s - -  1 ,2 , . . . , r ,  
(17) 
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Contrast ing (9) and (13) with (16) and (17), we see that  if A = 1 - ~- in (9), then we have 
minA' = mina - aA ¢=~ maxA, 
and 
a (/" - f) (I* - / )  (/- f-) 
A' >__ ( f ,  :.- f _  ) c-~. A ___ - -  - - -  (f,_f_) or A< Oe,_f_) ,  
which means that (9) is equivalent to (16). In a similar way, we can prove that (13) is equivalent 
to (17). Thus the solution of Equations (1) and (2), by using exponential membership functions 
in a two-phase approach with "sin" and "product" operators, is the same as the one obtained 
by using linear membership functions in the two-phase approach with "min" and "~-'~/' opera- 
tors. This implies that linear membership functions with a "product" operator are equivalent o 
exponential membership functions with a "~-~" operator. 
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