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Abstract 
A mathematical model for heat conduction in a graph-like object provides a setting for 
interpreting an algebraic eigenvalue problem associated with a graph. Applications include 
bounds for eigenvalues and a way to find eigenvalues and eigenvectors for a subdivision graph. 
1. Introduction 
The investigation of graph eigenvalues and eigenvectors has provided less insight 
into graph structure than one might hope. A possible explanation is that eigenvectors 
and eigenvalues seem to be intimately connected with differential and difference 
equations, but there is so far no easily understood and universally applicable 
dynamic setting for the matrices associated with graphs. However, many dynamic 
problems do involve graph theoretic matrices. Perhaps the oldest come from electrical 
circuits [2]. Hiickle theory relates eigenvalues of the adjacency matrix to energy 
levels and eigenvectors to molecular orbitals for certain organic molecules via 
the Schrodinger equation [4, p. 2281. Genin and Maybee [6] obtain results 
about vibrating mechanical systems in tree form. Sachs suggests three models of 
a “vibrating graph” in which various discrete spectra give frequencies of vibration [4, 
pp. 256-2571. Maas [7] finds that the spectrum of the laplacian matrix describes the 
behavior of fluid in a system of communicating pipes, via a matrix differential 
equation. 
Our objective here is to study the temperature, and thus the flow of heat, in 
a graph-like, physical object. The continuous eigenvalue problem that arises is related 
to a discrete graph eigenvalue problem, and the interplay between continuous and 
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discrete illuminates both. In particular, the eigenvalues and eigenvectors have a speci- 
fic physical interpretation. 
Let G be a connected graph with vertices PI, Pz, . . . . P, and edges El, EZ, . . . . E, 
and let 29 be an embedding of G in R3 with curves El, E2, . . . , E, that do not intersect, 
except possibly at points PI, Pz, . . . . P,. For simplicity, we assume that all the 
curves of 9 have unit length. We will not distinguish between the graph G and its 
embedding Y. 
One could model 29 with a physical object r made of wires or rods that are bent so 
that their centerlines follow the curves E 1, . . . . E, and that are joined together as 
appropriate at points PI, . . . . P,. Our object might look like a gridwork or a jungle 
gym. We want to study heat flow problems on r, under the assumption that the 
temperature in r can be represented by a function u on ‘22 (or on 9’ x [0, cc ) when we 
include time explicitly). 
In order to use traditional calculus notation, we assume that an orientation is 
assigned, so that edge Ek joining vertices Pi and Pj is denoted Ek = (Pi, Pj). Then we 
refer to Pj as the head of Ek and to Pi as its tail. In function notation we write i = T(k) 
and j = H(k). The orientation is a notational and computational convenience only. All 
results are independent of the particular orientation chosen. 
Now we can simplify the discussion of the function u by designating 4 functions 
ui, . . . . uq, called components of u, each defined on [IO, 11. Then uk(s) [resp. z+(s, t)] is 
the value of u at a point on edge Ek that lies s units from its tail [resp. and at time t]. 
A reasonable physical problem requires that on each edge the heat equation be 
satisfied: 
a2 Uk --&(s)uk=2-fk(s), as2 o<s< 1, o< t, k= 1,2 ,..., 4. (1) 
The linear term allows for convection and other phenomena, and the inhomogeneity 
allows energy input. We have assumed tacitly that Fourier’s law holds in r: at each 
point that is not a vertex, the heat flux is negatively proportional to the temperature 
gradient. Furthermore, the constant of proportionality is assumed to be the same for 
all edges. 
If the joints of r are massless or perfect conductors and there are no heat sources, 
then the temperature must be a continuous function of position on 9. Let ci = U(Pi, t); 
then the continuity condition is 
&(I, t) if i = H(k), 
~~(0, t) if i = T(k), (2) 
for i = 1, . . . , p. Similarly, the net heat flow rate out of each joint of r must be 0. Using 
Fourier’s law we obtain the condition 
+gck, $(I3 t) - i=Tck, 2 (0, t) = 0, i = 1, . . . . p. 
Eq. (3) is called the conservation (of energy) condition. 
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Physically, the conservation condition requires insulation at the end of a rod or 
wire of r that corresponds to a pendant vertex of G (if any). We refer to Eqs. (l)-(3) as 
a Neumann problem on 9. If temperature is controlled at points Pi1, . . . , Pi, forming 
a set SY’, then we have conditions 
~~(1) = Ti if i = H(k), 
Us = Ti if i = T(k), (4) 
for vertices in B. The conservation condition holds at the remaining vertices. The 
resulting problem is called a Dirichlet problem. We will consider only the Neumann 
problem here. 
2. Steady-state Neumann problem 
Consider the steady-state problem in which temperature does not vary with time. 
Then Eqs. (l)-(3) become 
d2uk -- 
ds2 
Sk(s)% = -fk(s), 0 < s < 1, 
uk(l) 
ci = uk(o) 
if pi = ff(Ek), for all p, 
if Pi = T(&), 
I> 
p =L& ) u;(l) - c u;(O) = 0 for all Pi. (7) 
I t p, = ww 
Assume that the functions gk and fk are continuous. Then there are unique functions 
ok, wk, zk that satisfy 
v; - g&k = 0, Vk(O) = 1, l&(O) = 0, 
w; - gk(S)wk = 0, Wk(O) =0, w;(o) = 1, 
z; - gk(S)Zk = -fk(d, zk(o) = 0, z;(o) = 0, 
and the general solution of Eq. (5) is 
uk(s) = ukvk(S) + bkWk(S) + zk(s). (8) 
Now the auxiliary conditions (6) and (7) become algebraic equations: from Eq. (6) we 
find for each i = 1 2 > >..., p, 
Ci = ak if i = T(k), (9) 
Ci = UkVk(l) i- bkWk(l) -k zk(l) if i = H(k). (IO) 
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From Eq. (7), for each i = 1,2, . . . . p, we obtain the equation 
1 aku;(l) + &w;(l) + z;(l) - 2 bk = 0. (11) 
i=W(k) i= T(k) 
In order to express the auxiliary conditions in matrix form, we introduce the 
p x 1 matrix c; 4 x 1 matrices a, b, z = [z,(l), . . ..z.(l)]’ and z’; 4 x 4 matrices 
V = diag (v,(l), I, . . ..u.(l)), I”, IV, IV’; and p x 4 matrices H and T defined by 
He,, = ei if i = H(k) and Te, = ei if i = T(k). Then Eqs. (9j-(11) can be assembled into 
this matrix equation 
I 
V 
HV’ HW’-T 0 
Block-row reduction leads to an equivalent equation 
I 
0 
0 HIV-T 
(12) 
(13) 
We need to consider the existence and uniqueness of solutions of this system of 
order 2q + p, and hence the rank of the matrix of order q + p formed by the four 
blocks in the lower right corner. Since the presence of O’s on the diagonal of W is 
important, we define an edge Ek to be singular if wk( 1) = 0. In several interesting cases, 
solutions of Eq. (13) can be related to graph structure. 
Case 1: no edge is singular. Thus, W- 1 exists and Eq. (13) can be further block-row 
reduced to 
; 8 W-l(;f-HT)] [j = [-if’;], 
where y = (H W’ - T) W-‘z - Hz’ and 
S=HV’TT-(HW- T)W-l(VTT-HT) 
= HWm’W’HT + TW-’ VTT - TW-‘HT - H(W-' W’V - V’)TT. 
Each diagonal element of W- ’ W’ V - V’ has the form 
bddl)~k(l) - d&)wk(l))/wk(l). 
(14) 
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The numerator is clearly the Wronskian of uk and wk. Because of the form of the 
differential equation (5) and the conditions imposed on vk and wk, their Wronskian is 
identically equal to 1. Thus, we obtain the reduction 
S=HW-‘W’HT+TW-‘VTT-TW-‘HT-HW-lTT. 
From here it is easy to see that 
w;(l) c-- vk(l) Sii = 
i=H(k) wk(l) 
+I-- 
i=T(k) wk(l) 
and for i # j, 
0 
sij = 
i 
if Pi and Pj are not adjacent, 
- l/w,(l) if Ek = (Pi, Pj) Or Ek = (Pj, Pi). 
Theorem 2.1. If all gk are identically 0, the solution of the steady-state 
problem, Eqs. (5)-(7) exists if and only iff satisfies the Fredholm condition 
(15) 
(16) 
(17) 
Neumann 
If a solution exists, it is unique up to an additive constant. 
Proof (sketch). In this case V = W = W’ = I and v’ = 0. The matrix S reduces to the 
familiar Laplacian matrix of the graph G, well known to have rank p - 1 and null 
vector e = [l, 1, . ..I’ Thus, Eq. (14) has a solution if and only if eTy = 0, which 
reduces to eTz’ = 0. Under the hypotheses this becomes the condition cited. 0 
Theorem 2.2. If all gk satisfy gk(s) 3 0 for 0 ,< s < 1, and some gk is not identically zero, 
then the solution of the steady-state Neumann problem exists and is unique. 
Proof (sketch). Suppose that g,‘(s) > 0; then w;(l) 3 1 and &(I) 3 1 with strict 
inequalities if gk(s) is not identically 0. Now from Eqs. (16) and (17), the matrix 
S is irreducibly diagonally dominant [9, p. 231, and hence Eq. (14) has a unique 
solution. 0 
Case 2: some edges are singular. Suppose ~~(1) = 0 for m values of k. 
First, if m > p, consider the second block column of the matrix in Eq. (13). Matrix 
W has m null columns; below them are m columns of the p x q matrix H W’ - T, of 
which at most p < m are independent. Hence, there are nonzero solutions b of 
[Hz- T]b=o (18) 
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and corresponding solutions 
uk(s) = bkWk(S) 
of the homogeneous analog of Eq. (5) that also satisfy the continuity and conservation 
conditions (6) and (7). The function u with these components is said to be invisible 
because its value at each vertex is 0. The existence of solutions to Eq. (13) is 
conditional, and the condition(s), in terms of the functionsf,, are similar to Fredholm 
conditions. 
Second, if m < p, the coefficient matrix of Eq. (13) may or may not be singular. It is 
singular in one interesting case. Suppose there is a circuit of length h consisting of 
singular edges EkC,), . . . , EkChj listed in order around the circuit. Assume for the moment 
that the edges are oriented in agreement with the circuit order. Abbreviate w;(l) = wk. 
Now let bkClj = 1, 
b,(i) = wk(l)wk(2) ‘.* Ok(i- 1) 
for i = 2, . . . , h, and bk = 0 if Ek is not on the circuit. It may be verified that 
(H IV’ - T) b = 0 provided that 
If the edges of the circuit are not all oriented in agreement with the cycle, then set 
b k(l) = l> 
bk(i)Wk(i) if T(k(i + 1)) = H(k(i)), 
bk(i+ 1) = 
bk(i)/mk(i+ 1) if H(k(i + 1)) = T(k(i)), 
- bk(i) if T(k(i + 1)) = T(k(i)), 
- b/c(ilWk(i)/Wk(i+ I) if H(k(i + 1)) = H(k(i)), 
for i = 1 , . . . . h - 1, and bk = 0 otherwise. The function with components uk = bkwk 
satisfies the conservation condition if and only if the circuit condition 
is satisfied, where s(i) is 1 if edge k(i) is oriented in agreement with the circuit order or 
- 1 if not. Of course, uk is continuous and an invisible solution of the homogeneous 
analog of Eq. (5). Again, the existence of solutions of the nonhomogeneous Eq. (5) will 
be conditional. 
It can be shown that the satisfying of the circuit condition is independent of the 
choice of the orientation for the graph. 
Example. Consider graph # 1 in Fig. 1, with the orientation and labeling shown. In 
the corresponding object r, suppose heat is transferred by convection to a fluid at 
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#3 ‘-0 
#4 
(?: 
Fig. 1. 
temperature 1 on edge 1 and at temperature - 1 on edge 3, while the other edges are 
insulated. Then the differential equations (cf. Eq. (5)) and their solutions are 
24; - u1 = - 1, ur(s) = ai coshs + bi sinhs + 1 - coshs, 
u’; = 0, Q(S) = a2 + b2s, 
u; - UJ = 1, u3 (s) = a3 cash s + b3 sinh s - 1 + cash s, 
u; = 0, Q(S) = a4 + b4s. 
The continuity and conservation conditions have a unique solution, by Theorem 2.2: 
al = 0.412, a2 = 0.093, a3 = a4 = - 0.253, bl = 0, b2 = b3 = - b, = - 0.345. In 
Fig. 2 is a graph of the solution of this problem. Vertex numbers are shown circled. 
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Fig. 2. 
3. Transients and eigenvalues 
Next we consider a simplified version of the problem in Eq. (1) 
a%, au, -=- 
as* at ’ 
O<s< 1, O< t, k= l,..., q, 
subject to the continuity and conservation conditions, Eqs. (2) and (3). Considering 
only this simple case is justified by the fact that our interest is focused on graphs and 
their eigenvalues, rather than engineering or differential equations. 
Routine application of separation of variables [8, p. 1321 leads to the conclusion 
that 
uk(s, t) = e-e”&(s), (21) 
where the function & and the parameter 0 are related by the eigenvalue problem 
d2h 
=+e2(bk=oi O<s<l, k=l,..., q (22) 
and 4 is subject to the continuity and conservation conditions. From Theorem 2.2, we 
see that it is not necessary to consider the possibility that 0’ < 0. The detailed solution 
falls into several cases. 
Case 1: 0 = 0. From Theorem 2.1, it follows that 0 is always an eigenvalue, of 
multiplicity 1, with eigenfunction &(s) = 1 for all k. 
For 0’ > 0, we follow the development of Section 2: 
with Q(S) = cos es, w,&) = 0- l sin 0s. Hence, W = (0- l sin @I, w’ = V = (COS 0)Z, 
I/’ = (0 sin e)l. 
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Case2: d=nrc,n=2,4,6 ,.... Now V’ = W = 0, W’ = V = 1. From Eq. (13), 
(H - T)b = 0, (T - H)TC = 0. (23) 
Now, H - T is simply the directed incidence matrix of the graph G, well known to 
have rank p - 1 [l, p. 231. There is always a solution, b = 0, c = e, corresponding to 
an eigenfunction with components &(s) = cos 19s. There are 4 - p + 1 independent 
solutions with c = 0, b # 0. These may be constructed as in Section 2. The circuit 
condition, Eq. (19), is satisfied since ok = 1 for every k. Other constructions use 
a spanning tree (see [I, pp. 29-331). The corresponding eigenfunctions are invisible. 
Case 3: B=nrc, n=l,3,5 ,.... Now I”= W=O, V= W’= -Z, and Eq. (13) 
becomes 
(H + T)b = 0, (T + H)T~ = 0. 
The matrix H + T is the undirected incidence matrix of G, with rank p - 1 if G is 
bipartite or rank p if not. In the former instance, a null vector c of H + T has entries 
ci = f 1 according to the partite set to which vertex Pi belongs; b = 0 completes 
a solution. There are also independent solutions of Eq. (24) with c = 0 and b # 0. 
These are 4 - p + 1 in number if G is bipartite or LJ - p if not. These b’s are 
eigenvectors corresponding to the eigenvalue - 2 of the adjacency matrix AL of the 
line graph of G, because of the relation 
(H + T)T(H + T) = A, + 21. 
Doob [S] gives a construction for b using even circuits or pairs of odd circuits. The 
resulting eigenfunctions are invisible. 
Case 4: sin i3 # 0. In this case, no edge is singular, and we consider the homogene- 
ous analog of Eq. (14). The existence of nontrivial solutions depends on the singularity 
of the matrix S of Eq. (15), which now becomes 
s= &j(coSeD-A), (25) 
where A is the adjacency matrix of G and D = diag {d, , . . . , dp) is the matrix of vertex 
degrees. Thus, we are led to the generalized eigenvalue problem 
(A - ;ID)c = 0 (26) 
from which we determine 6’ as a solution of cos B = A. Since c # 0, none of the these 
solutions is invisible. On working through the details of Eq. (14) we find that the 
corresponding eigenfunctions have the components 
&(S) = (Ci sin e(l - S) + Cj sin &)/sin 8, 
where edge Ek = (Pi, Pi). 
(27) 
We note that the eigenvalues of Eq. (26) (which we refer to as “eigenvalues of A/D”), 
are known to satisfy - 1 < A d 1 [4, p. 481, but the eigenvalues A= + 1 have, in 
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Table 1 
Count of eigenvalues (including multiplicity) in (0,2x] 
Bipartite 
Visible Invisible 
Nonbipartite 
Visible Invisible 
@E(O, 4 P-2 0 P-1 0 
tI=lt 1 q--P+1 0 4-P 
N E (x, 2x) P-2 0 P-l 0 
8 = 27-l 1 4--P+1 1 q-p+1 
Total 2p - 2 2q - 2p f 2 2p - 1 2q - 2p + 1 
All visible solutions come from eigenvectors c of (A - iD)c = 0, i, = cos 0. 
effect, been dealt with: A = 1 is simple, corresponding to c = e (Cases 1 and 2); 
j, = - 1 is an eigenvalue of A/D if and only if G is bipartite, and then ci = ) 1 
(Case 3). 
It is useful to summarize results by counting (with multiplicity) the number of 
eigenvalues 8 in the interval (0,271]. Since 0 + 27~ is an eigenvalue if 8 > 0 is, the same 
count is valid for the interval (2n7c, (2n + 2)7c], n = 0, 1, 2, . . . 
Table 1 contains the desired information. It is only necessary to note that if 8 is an 
eigenvalue, so is 8’ = 2n: - 0, and that these have independent eigenfunctions (pro- 
vided that sin 0 # 0) which correspond to the same eigenvector of A/D. In order to 
confirm implicit claims of independence, we prove several lemmas. It is convenient to 
refer to &,,(s) as kth component of eigenfunction 4,,, and ckm as the kth entry of 
column matrix c.,. We also introduce the notation 
Then (f, d = s,fs is an inner product on an appropriate space of functions. 
Lemma 3.1. Let f, g be functions on 9 that satisfy the continuity and conservation 
conditions and such that fk,f;,f;L, gk, g;, gi are all continuous on [0, l] for k = 1, . . . , q. 
Then 
s B (fg" -f”g) = 0. 
Proof. We may apply integration by parts to obtain 
s 1 (h(s)sk(s) -f;:(sh(S))ds = [I_h(4s;(s) -f;bkd)l: 0 
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Consider the sum 
Reorganize the terms of the sum to obtain 
z = i$l [i~gmdu) - c 
i = T(k) 
x(O)g;(O)]. 
Sincefis continuous, each occurence off,(l) in the first sum and of_&(O) in the second 
sum means the value offat vertex, Z’i,f(Pi). Thus, 
z = i ftpi) 
[ 
C g;(l) - 1 gk(o) 
i=l i = H(k) i = ‘i-(k) 1 
and the quantity in brackets in each term is 0 by the conservation condition. Hence, 
I = 0 and the conclusion follows. IJ 
Lemma 3.2. Let @.,, and 4.” be eigenfinctions of g corresponding to distinct eigenvalues 
tl,,,, 0,. Then 
Proof. The proof follows the same lines as the usual proofs for eigenfunctions of the 
Laplacian operator on an interval [S, pp. 146-1481, using Lemma 3.1. 0 
Lemma 3.3. Let 4.m and +.n be eigenfunctions corresponding to the same 0 # nn but to 
eigenvectors c,, and c,, satisfying 
(A - COS 8D)C.i = 0, i = m, n 
and c;Dc,, = 0. Then 
Proof. Use Eq. (27) to identify 
s 
1 
#km(S)d)kn(S)ds = (CimCin + CjmCjn)~, + (CimCjn + CjmCin)~Zt 
0 
where Ek = (Pi, Pj), and 
1 
I, = sin2 0s ds/sin2 8, I, = ’ (sin 0s sin 0( 1 - s)) ds/sin2 8. 
0 s 0 
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When we sum these expressions over all edges Ek, we see that a product cimcin will be 
included as many times as Pi is head or tail of an edge, and a product cimcjn is included 
if and only if Pi and Pj are adjacent. Thus, 
= IIc:,,Dc,, + IZ~:mA~,,. 
But AC,, = cos 8Dc,,, and 
c:,,Ac., = cosBc~,,Dc,,. 
Consequently, both terms in the last expression are 0. 0 
Lemma 3.4. Let 4.m and $.n be eigenfinctions corresponding to the same t3 = mc. Then 
if one is visible and the other invisible, or if both are invisible and are constructed from 
orthogonal solutions of(H - ( - 1)“T)b = 0. 
Proof. In the first case we have 
s 
B 4,m4.n = i 
k=l 
+ b,.jl sin Bscos Bsds. 
0 
This sum is 0 because the integral factor is 0. In the second case we have 
s g 4.m4., = i b,,b,, j’ sin’0sds = i bzb.,, k=l 0 
which is 0 because of the orthogonality of the b’s 0 
We summarize these lemmas in a theorem. 
Theorem 3.5. For each interval 2nrt < 0 f (2n + 2)7~, n = 0, 1, . . . . there are 2q eigen- 
functions of the problem (22); these eigenjiinctions, and the eigenfunction 4,0(s) = 1 
corresponding to go = 0, are all independent. 
4. Applications 
In this section we present two applications of the ideas developed above. 
Theorem 4.1. Let G be a graph on p vertices and q edges that has an eulerian trail, and 
let 1 = 1, > A1 > ... > ,I,_, be the solutions of det(A - AD) = 0. Then 
&dcos(nn/q), n= l,..., p- 1. 
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Proof. We may suppose that the edges of G are oriented and numbered so that 
E 1, . . . . E, is an eulerian trail. Now define p functions on [O, 41 by $,,(x) = 1 and 
$,,(x) = &,,(x - k + l), k - 1 d x d k, 
fork = 1 , . . ., q. These functions are continuous, piecewise infinitely differentiable, and 
mutually orthogonal on [0, q]. Hence, the Rayleigh quotient 
Jw~(x)‘2dx = IJ,‘, 
j40 Cll/n(x)I" dx 
n = 0, . . . . p _ 1, 
is an upper bound on the nth eigenvalue of the Neumann problem on [0, q] (see 
[lo, p. lo]): 
(m/q)2 < e;, n = 0, 1, . . . ,p - 1. 
By taking square roots and cosines we find 
n,<cos(nTc/q), n=O,l,..., p-l. 0 
Corollary 4.2. Suppose that G has an eulerian circuit. Then in addition to the inequali- 
ties above, 
1, < cos((n + 1)7clq) 
for odd n = 1,3, . . . 
Proof. If E,, . . . ,E, is an eulerian circuit, the Rayleigh quotient constructed in the 
proof of the theorem provides an upper bound on the nth eigenvalue of the circle of 
circumference q. These are (2mn/q)’ for rn = 0, 1, . . . ; but all positive eigenvalues have 
multiplicity 2. Thus, we have 
A) = 1, A2 d 1, ,< cos(27c/q), & d & d cos(4n/q), etc. 
Examples. Graph # 2 in Fig. 1 has p = q = 6 and an eulerian trail. Graph # 3 has 
p = 6, LJ = 7 and an eulerian circuit. The computed eigenvalues of A/D (i.e. eigenvalues 
of D-1’2AD1’2) and the bounds from Theorem 4.1 or Corollary 4.2 are listed in 
Table 2. 
These examples demonstrate an interesting feature of the bounds: they may be good 
or bad in any part of the spectrum, rather than improving or degrading from one end 
of the spectrum to another. In graph #2, A = - 0.5 is an eigenvalue of A/D because 
the function Ii/(x) = COS(~XX/~) satisfies $(3) = $(6), $‘(O) = $‘(3) = 11/‘(6) = 0, and 
@” + (2rc/3)‘1c/ = 0. If position in the graph is parameterized by arclength x, with 
x = 0 at the pendant vertex, then 4 provides an eigenfunction of the Neumann 
problem on 9. 
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Table 2 
Eigenvalues of A/D and bounds 
Graph 2 
Value Bound 
Graph 3 
Value Bound 
1 1 1 1 
0.804 0.866 0.623 0.623 
0.113 0.5 0 0.623 
- 0.5 0 - 0.223 - 0.223 
- 0.5 - 0.5 - 0.5 - 0.223 
- 0.917 - 0.866 - 0.901 - 0.901 
Similarly, in graph #3, we may parameterize position by arclength starting from 
the vertex of degree 4, going around the 3-cycle first, then around the 4-cycle. The 
functions $(x) = cos((x - 3/2)8) for 0 = 2x/7, 4x/7,6~/7 satisfy r,k(O) = r/1(3) = $(7), 
$’ continuous and $” + 0’$ = 0, thus providing eigenfunctions for Q. 
Corollary 4.3. If G has one vertex of degree 4 and the rest of degree 2, then the 
odd-indexed eigenvalues of AID are 
An = cos((n + l)n/q), n = 1,3, . . . 
A second application is to the eigenvalues of the subdivision G(“‘) of a graph G, made 
by inserting m - 1 new vertices of degree 2 in each edge of G. Obviously, G and 
any subdivision share many topological properties. From the point of view of the 
Neumann problem, embeddings 9 and CP’) in effect differ only in edge length. Thus, 
the eigenvalues of the Neumann problems on Y and C@‘) are related by 
f?(m) = 6,/m. n 
Hence, we have the following theorem. 
Theorem 4.4. The eigenvalues of A'")/D@"' for the subdivision G(“‘) of G are given by 
3,Lm’ = cos(8Jm) 
for n = 0, . . . . p - 1 + q(m - l), where 8, is the nth eigenvalue of the Neumann problem 
on 3. 
Remark. The eigenvectors of A(“‘)/D(“‘) for the subdivision G(“’ are also derivable from 
the eigenvectors for G. For instance if (A - 1D)c = 0, then an eigenvector satisfying 
(A’“’ - ~D(“‘))c(“‘) = 0 would have entry 
(Ci sin 0( 1 - k/m) + cj sin Bk/m)/sin 0 
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Table 3 
Eigenvalues for graph #4 and its subdivi- 
sion 
0 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
0 1 1 
c 
n/2 
2n/3 
C' - 516 &E 
n 0 
2n-c’ --J1/12 
47113 - l/2 
3x/2 
2n - c 
2rr -1 
2n 
27I 
c = cos~‘(l/3), c’ = cos-I( - 5/6) 
for the kth vertex lying between original vertices Pi and Pj of G. This is obtained from 
Eq. (27). 
Example. Consider graph # 4 of Fig. 1. In Table 3 are the eigenvalues 0 in [0,2x] of 
the Neumann problem on ‘9, the eigenvalues I+ of A/D and the eigenvalues A(2) of 
Ac2)/Dc2). Note the relation 
for i = 0 , . . . . 4, which comes from the half-angle formula. Eigenvalue n$i) = 0 arises 
from 8, = rc. The eigenfunction which is invisible in 9 is no longer invisible in @*). It 
is easy to see that Gc3) will have eigenvalue - f with multiplicity 3. 
5. Conclusion 
A realistic heat-conduction problem on a two- or three-dimensional graph-like 
object has been solved by reduction to ordinary differential equations and linear 
algebra. Conditions for the existence of a solution to the steady-state problem, when 
necessary, take the form of a Fredholm condition. The continuous eigenvalue problem 
that arises from the transient heat problem is related to an algebraic generalized 
eigenvalue problem (A - 2D)x = 0. The injection of continuity into this algebraic 
problem allows some new insights. We used the idea to establish bounds for eigen- 
values in eulerian graphs and to calculate eigenvalues and eigenvectors for the 
subdivision of a graph. 
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