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Abstract
Let T be the circle group and let LT be its loop group. We formulate and investigate sev-
eral topological aspects of the LT -equivariant index theory for proper LT -spaces, where proper
LT -spaces are infinite-dimensional manifolds equipped with “proper cocompact” LT -actions.
Concretely, we introduce “RKK-theory for infinite-dimensional manifolds”, and by using it,
we formulate an infinite-dimensional version of the KK-theoretical Poincare´ duality homomor-
phism, and an infinite-dimensional version of the RKK-theory counterpart of the assembly map,
for proper LT -spaces.
The left hand side of the Poincare´ duality homomorphism is formulated by the “C∗-algebra of
a Hilbert manifold” introduced by Guoliang Yu. Thus, the result of this paper suggests that this
construction carries some topological information of Hilbert manifolds. In order to formulate the
assembly map in a classical way, we need crossed products, which require an invariant measure
of a group. However, there is an alternative formula to define them using generalized fixed-point
algebras. We will adopt it as the definition of “crossed products by LT”.
Mathematics Subject Classification (2010). 19K56; 19K35, 19L47, 22E67, 46L52, 58B34.
Key words: infinite-dimensional manifolds, loop groups, Dirac operators, KK-theory, RKK-
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1 Introduction
The Atiyah-Singer index theorem states that the analytic index of the Dirac operator on a closed
manifold is determined by topological data [ASi1, ASi2, ASe]. The overall goal of our research is
to establish an infinite-dimensional version of this theorem. As a first step of this project, we have
been studying infinite-dimensional manifolds equipped with LT -actions, where T := S1 and LT is
its loop group. In the present paper, we study topological aspects of this problem.
Let us begin with the KK-theoretical description of a non-compact version of the index theorem
given by Kasparov [Kas1, Kas3]. The details will be explained in Section 3.
Fact 1.1 ([Kas1, Kas3]). Let X be a complete Riemannian manifold and let G be a locally compact
second countable Hausdorff group acting on X in an isometric, proper and cocompact way. Let W
be a G-equivariant Clifford bundle, and let D be a G-equivariant Dirac operator on W .
(1) D has an analytic index ind(D) as an element of KK(C,CoG).
(2) The KK-element [D] := [(L2(X,W ), D)] ∈ KKG(C0(X),C) determines ind(D) with a KK-
theoretical procedure
µG : KKG(C0(X),C)→ KK(C,CoG),
that is to say, ind(D) = µG([D]). This procedure is called the analytic assembly map.
(3) [D] is determined by the topological data [σClD ] = [(C0(X,W ), 0)] ∈ RKKG(X;C0(X), Clτ (X)),
where Clτ (X) is the section algebra of the Clifford algebra of the tangent bundle. More generally,
there is a homomorphism called the Poincare´ duality homomorphism
PD : KKG(C0(X),C)→ RKKG(X;C0(X), Clτ (X))
and it is isomorphic.
(4) Consequently, ind(D) is completely determined by the topological data [σClD ]. The concrete
formula giving the index is called the topological assembly map, and it is denoted by
νG : RKKG(X;C0(X), Clτ (X))→ KK(C,CoG).
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Briefly speaking, what we will do in the present paper is to construct infinite-dimensional ana-
logues of PD and νG. For this aim, we need to overcome many problems including the following:
For an infinite-dimensional manifold, the C0-algebra is trivial; For a non-locally compact space, we
can not define RKK-theory in a classical way.
For the former problem, we will use a “C∗-algebra of a Hilbert manifold X” denoted by A(X ),
introduced in [Yu], which is a wide generalization of a C∗-algebra of a Hilbert-Hadamard space
defined in [GWY]. Strictly speaking, it is an infinite-dimensional analogue of, not C0(X) but
the “graded suspension of Clτ (X)”. However, Clτ (X) is KK-equivalent to C0(X) if X is even-
dimensional and Spinc. Thus, we can remove C0(X) from the index theorem for such manifolds,
and we can reformulate it with the graded suspension of Clτ (X) which can be generalized to Hilbert
manifolds.
For the latter one, by the sameKK-equivalence, we have an isomorphismRKK(X;C0(X), Clτ (X)) ∼=
RKK(X;C0(X), C0(X)). Moreover, it is isomorphic to RK0(X), which is the representable K-
theory of Segal. While RKK(X;C0(X), C0(X)) is defined by C0(X), RK0(X) is defined in a purely
topological way. Thus, it might be possible to generalize RKK-theory to an infinite-dimensional
manifold in a topological way. With this observation, we will formulate RKK-theory for infinite-
dimensional spaces, via fields of C∗-algebras and Hilbert modules.
We can now state the main results of the present paper. A proper LT -space is, roughly speaking,
an infinite-dimensional manifold equipped with a proper cocompact LT -action (see Section 4.1 for
the details). We would like to study the index problem of a Spinor bundle twisted by a τ -twisted
LT -equivariant line bundle L.
Theorem 1.2. We can formulate a “KK-theoretical Poincare´ duality homomorphism” for a Hilbert
manifold satisfying a bounded geometry type condition equipped with a proper isometric group action.
When we apply this construction to a proper LT -space, we obtain an appropriate answer: The
Poincare´ duality homomorphism assigns to the “index element twisted by L constructed in [T4]”
the RKK-element corresponding to L .
Theorem 1.3. We can formulate a “topological assembly map” for proper LT -spaces. This map
assigns to the RKK-element corresponding to L the “analytic index of the Dirac operator twisted
by L” constructed in [T3].
Corollary 1.4. By the composition of the above two homomorphisms, the “analytic index of the
Dirac operator twisted by L” is assigned to the “index element twisted by L”.
These results are obviously a part of the LT -equivariant index theorem. Moreover, they sug-
gest that the C∗-algebra of a Hilbert manifold carries some topological information of the Hilbert
manifold. For a locally compact Hausdorff space, such a result is in some sense automatic, because
the category of locally compact Hausdorff spaces is equivalent to that of commutative C∗-algebras.
On the other hand, in a non-locally compact setting, such results are highly non-trivial and quite
interesting.
Let us explain possible applications of the LT -equivariant index theorem and the ideas used in
the present paper (we have not completed the index theorem for proper LT -spaces, and we will
summarize what we should do after the present paper in order to compete it in Section 6.4).
We begin with the quantization problem of Hamiltonian loop group spaces [AMM, Mei1, Son,
LMS, LS]. A Hamiltonian loop group space is an infinite-dimensional symplectic manifold equipped
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with a loop group action and a proper moment map taking values in the dual Lie algebra of the
loop group, where the loop group action on it is the gauge action. Since the moment map is
equivariant and proper, and since the gauge action is proper and cocompact, the loop group action
on a Hamiltonian loop group space is automatically proper and cocompact. Proper LT -spaces are
obvious generalizations of Hamiltonian loop group spaces.
In general, a quantization is a procedure making a Hilbert space from a classical system. The
quantization of a Hamiltonian G-space given by Bott is the equivariant index of the Spinc-Dirac
operator twisted by the pre-quantum line bundle. In [Son], this procedure was generalized to
Hamiltonian LG-spaces by a formal and infinite-dimensional argument, using the one-to-one corre-
spondence between Hamiltonian LG-spaces and quasi-Hamiltonian G-spaces given in [AMM]. The
loop group equivariant index theory will give a KK-theoretical description of this result, and the
result of the present paper will enable us to compute the quantization in the topological language.
Another application is a noncommutative geometrical reformulation of the Freed-Hopkins-Telemen
isomorphism (FHT isomorphism for short) [FHT1, FHT2, FHT3]. This result states that the
Grothendieck completion of the semigroup consisting of isomorphism classes of positive energy
representations of the loop group of G (so called the Verlinde ring), is isomorphic to the twisted
equivariant K-group of G with respect to the conjugation action. This isomorphism is constructed
as follows: For a given positive energy representation, the authors defined an LG-equivariant con-
tinuous field of Fredholm operators parameterized by Lg∗; Since the groupoid Lg∗//LG is locally
equivalent to G//G, they can pushforward the field to G//G; Since a positive energy representation
is projective, the obtained field defines an element of the twisted K-group. Since the twisted K-
theory of Lg∗//LG should be isomorphic to the “twisted LG-equivariant K-homology of Lg∗” by
the Poincare´ duality, the FHT isomorphism might be related to the LG-equivariant index theory.
See [Loi] for a research on this line.
Finally, we add a comment on the Witten genus. The Witten genus of a compact manifold M
is defined “using the fixed-point formula for the S1-equivariant topological index of its free loop
space LM” [Wit]. This theory is very interesting, but the definition is not quite satisfying, in that
a Dirac operator whose index is the Witten genus has not been given.
Although there are no direct connections between the Witten genus and the LT -equivariant
index theory, the observations of the present paper can be quite useful for a noncommutative
geometrical formulation of the Witten genus. In fact, if an S1-equivariant index can be defined in
an infinite-dimensional way, it should be realized as a homomorphism χ from the S1-equivariant K-
homology of LM to R(S1)∗ = Hom(R(S1),Z) or something, where R(S1)∗ can be identified with the
set of formal power series
∑
n∈Z anz
n. Although K-homology theory does not work for non-locally
compact spaces, we can define a substitute for it in the language of noncommutative geometry
with the C∗-algebra of a Hilbert manifold. Moreover, by the Poincare´ duality homomorphism
constructed in the present paper, it might be possible to give a topological formula of χ. If this
formula coincides with the definition of the Witten genus, the index homomorphism χ will realize
the Witten genus. This realization has an advantage compared with the original one, in that χ is
defined as a homomorphism from an invariant of not M but LM . It might be possible to use some
global structure of LM .
From now on, we explain a few backgrounds of the present paper. Since we have explained
possible applications, we focus on technical sides.
One of the main objects of the present paper is a C∗-algebra of a Hilbert manifold constructed
by Guoliang Yu. It is a wide generalization of the construction of [HKT]. In this paper, the
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authors defined a C∗-algebra for a Hilbert space using a finite-dimensional approximation and an
inductive limit. In order to construct it, “the suspension of Clifford algebra-valued function algebra”
was appropriate, as we have mentioned. This construction was used to prove the Baum-Connes
conjecture for a-T-menable groups in [HK], and it was generalized to Hilbert bundles and Fredholm
manifolds in [Tro, DT]. Several years ago, the construction was reformulated and generalized to
Hilbert-Hadamard spaces in [GWY]. Guoliang Yu generalized this construction to Hilbert manifolds
with positive injectivity radius, and we will use it in the present paper.
These two kinds of constructions have different advantages. The constructions of [HKT, HK,
Tro, DT] are rather algebraic, and hence they are convenient to compute several invariants. The
construction of [GWY, Yu] are rather geometric, and hence they look more natural and they are
convenient to define group actions. In the present paper, we use both constructions.
There are many results on substitutes for “L2-spaces” and “Dirac operators” on infinite-dimensional
spaces related to loop groups, for example [FHT2, Lan, Son, Was]. These results are based on
representation theoretical ideas: The L2-space on a compact group can be written using its repre-
sentation theory by the Peter-Weyl theorem, and direction derivatives are written as infinitesimal
representations. See also [Kos] for algebraic Dirac operators.
In [HKT, HK], the authors constructed the “L2-space on a Hilbert space” using the cre-
ation/annihilation operators. In [T1], we found out that it is strongly related to the above repre-
sentation theoretical construction: The Peter-Weyl type construction for the infinite-dimensional
Heisenberg group at fixed level gives a similar construction to [HKT, HK]. We will use it in the
body of the present paper.
There are probabilistic approaches using the Wiener measure. However, we would like to consider
a Hilbert space like the “L2-space defined by the Lebesgue measure”. Thus, we do not discuss such
a theory in the following.
An analytic index over a geometrical object X should be a group homomorphism from the
“K-homology of X”. In this sense, the construction of an analytic index theory for X is formally
equivalent to the construction of a C∗-algebra substituting for a “function algebra of X” and a
group homomorphism from the K-homology of this C∗-algebra. However, the content of this theory
is the value of the analytic index homomorphism at a certain K-homology element. Thus, the
explicit construction of an element of the K-homology group is quite important. In order to define
such a K-homology element for an infinite-dimensional space, one needs to define substitutes for
an “L2-space” and a “Dirac operator”, which is compatible with the “function algebra”. The Dirac
element of [HK], and the index element and the Dirac element of [T4] are such constructions. The
constructions of [T4] are less general, but much more direct, than that of [HK]. We will reformulate
the index element of [T4] and we will use it in the present paper.
Let us explain the organization of the present paper.
In Section 2, we will review several standard facts on KK-theory. In particular, we will compare
a classical formulation of the Bott periodicity and the reformulation using the Bott homomorphism
explained in [HKT, Section 2]. This comparison will be necessary to generalize the local Bott
element to infinite-dimensional manifolds.
In Section 3, we will describe the statement of the Kasparov index theorem in detail, and we
will reformulate it for even-dimensional Spinc-manifolds. Since C0(X) is KK-equivalent to Clτ (X)
for an even-dimensional Spinc-manifold X, we can remove C0(X) from the description of the index
theory for such X. For the same reason, we can replace the right hand side of the Poincare´ duality
homomorphism with RKKG(X;C0(X), C0(X)) ∼= RK0G(X), which is easy to generalize to proper
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LT -spaces. In addition, we will give an explicit definition of the topological assembly map, and the
description of it under the above reformulation.
In Section 4, we will start the study of infinite-dimensional spaces. First, we will precisely set up
the problem. The remainder of this section will be devoted to explain this setting in detail. Second,
we will review the representation theory of LT , and we will recall the substitute for the “τ -twisted
group C∗-algebra of LT” from [T1]. Third, we will introduce RKK-theory for non-locally compact
action groupoids. The detailed study will be done in [NT], and we will just give definitions and a
few necessary results. Finally, we will re-introduce loop group equivariant KK-theory, which was
introduced in [T4] in a naive way, and the detailed studies were put off. Thanks to the better
definition given there, we will be able to prove desired properties on Kasparov products on this
theory. With this collect LT -equivariant KK-theory, we will describe the results of the present
paper.
In Section 5, we will give the definition of a C∗-algebra of a Hilbert manifold, following [Yu], and
we will define an infinite-dimensional analogue of the Poincare´ duality homomorphism. In order to
indicate that this construction is appropriate, we apply it to proper LT -spaces. For this aim, we
will reformulate the index element of [T4] using the C∗-algebra of a Hilbert manifold given in [Yu].
This reconstruction will contain a detailed study of this C∗-algebra. Then, we will compute the
Poincare´ duality homomorphism for this index element.
In Section 6, we will construct an infinite-dimensional analogue of the topological assembly map.
The key of the construction will be the fixed-point algebra description of the crossed products and
the descent homomorphisms obtained in Section 3. We will compute the topological assembly map
for proper LT -spaces. Finally, we will explain what we should do after the present paper, in order
to complete the LT -equivariant index theory.
Notations
• For a complex Hilbert space V , a complex bilinear form is denoted by angle brackets 〈•, •〉,
and an inner product is denoted by parentheses (• | •). More generally, for a C∗-algebra A,
an A-valued inner product on a Hilbert A-module E, is denoted by (• | •)A or (• | •)E .
• For a C∗-algebra B and a Hilbert B-module E, the set of compact operators on E is denoted
by KB(E) or simply by K(E), and that of bounded operators is denoted by LB(E) or simply
by L(E). Associated to it, for a Hilbert space V , K(V ) = KC(V ) denotes the set of all compact
operators and L(V ) = LC(V ) denotes the set of all bounded operators.
• A group action on a set X (e.g. a manifold, a vector space, a C∗-algebra) is often denoted by
the common symbols α. The automorphism corresponding to g ∈ G is denoted by αg. When
we need to emphasize X, we denote it by αXg .
• A G-action induced by left translation on a function algebra on G, is often denoted by “lt”,
namely ltg(f)(x) := f(g
−1x). Similarly, rtg(f)(x) := f(xg).
• The left and right regular representations are denoted by L and R, respectively.
• ∗-homomorphisms to define left module structures on Hilbert modules, are often denoted
by the common symbol pi when it is not confusing. Associated to it, the ∗-homomorphism
A o G → L(E o G) induced by the descent homomorphism by G from pi : A → L(E), is
denoted by pi o lt.
• For a Lie group G, its Lie algebra is denoted by Lie(G) or g.
• The symbol ⊗̂ means the graded tensor product of Hilbert spaces, C∗-algebras or Hilbert
modules. We often use this symbol even for trivially graded objects.
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• The algebraic tensor product is denoted by ⊗̂alg, where for Hilbert spaces, C∗-algebras or
Hilbert modules V1 and V2, V1⊗̂V2 stands for
{∑
finite v
i
1⊗̂vi2 | vij ∈ Vj
}
. V1⊗̂V2 is the comple-
tion of V1⊗̂algV2 with respect to an appropriate norm.
• For a Z2-graded vector space V = V0⊕̂V1, we denote the grading by ∂ and the graded homo-
morphism by , that is to say, for v ∈ Vi (i = 0 or 1), ∂v := i and v = (−1)iv.
• We always use graded commutators: For a Z2-graded vector space V and two even or odd
operators F1, F2 ∈ End(V ), we define [F1, F2] := F1F2 − (−1)∂F1∂F2F2F1.
• For a group G equipped with a U(1)-central extension 1→ U(1) i−→ Gτ p−→ G→ 1, a τ -twisted
G-representation on a vector space V is a group homomorphism ρ : Gτ → U(V ) so that
ρ ◦ i(z) = zidV for z ∈ U(1). Similarly, we define the concept of τ -twisted G-actions on
Hilbert modules or vector bundles.
• We frequently use some objects which are substitutes for something that we can not define in
a classical way. Such substitutes are denoted by the standard symbol with an underline. For
example, the Hilbert space substituting for the “L2-space of an infinite-dimensional manifold
M” is denoted by L2(M).
• Infinite-dimensional objects are written in \mathcal (e.g. an infinite-dimensional manifolds
are written as X ,M, · · · ), and fields are written in \mathscr (e.g. continuous fields of Banach
spaces are written as A ,B, · · · ). The converse is not true: We use S to denote the C∗-algebra
C0(R) equipped with a Z2-grading homomorphism f(t) := f(−t).
• ε and δ are used to describe Assumption 5.6. Thus, we use  and ∆ as small positive real
numbers.  is often used as a grading homomorphism, but we believe it is not confusing.
• All the locally compact group appearing in the present paper are assumed to be amenable for
simplicity. Thus, the crossed products are uniquely determined.
2 Preliminaries
2.1 Several concrete C∗-algebras
In this subsection, we define several basic C∗-algebras appearing in the present paper.
Definition 2.1. (1) For a Euclidean space V , we define the Clifford algebra of V by Cliff ±(V ) :=
TC(V )/
〈
v2 ∓ |v|2 · 1〉, where TC(V ) is the tensor algebra over C. They inherit the Z2-grading from
TC(V ), because
〈
v2 ∓ |v|2 · 1〉 is contained in the even-part.
(2) The metric of V induces metrics on Cliff ±(V ). By left multiplications Cliff ±(V ) →
End(Cliff ±(V )), and the Z2-graded C∗-algebra structures on End(Cliff ±(V )), we define a Z2-graded
C∗-algebra structures on both of Cliff ±(V ). Note that v∗ = ±v in Cliff ±(V ) for each v ∈ V .
(3) A Z2-graded Hermite vector space S is called a Clifford module of V , if it is equipped
with an even ∗-homomorphism c : Cliff −(V )→ End(S). A Clifford module of V is called a Spinor
if it is an irreducible representation of Cliff −(V ).
It is known that an even-dimensional vector space V has two different Spinors up to equiva-
lence [Fur]. We fix one of them, and we denote it by (S, c). The Clifford multiplication c gives
an isomorphism Cliff −(V ) ∼= End(S) as Z2-graded C∗-algebras. Associated to it, we obtain the
following.
Lemma 2.2. (1) The dual space S∗ = Hom(S,C) is a ∗-representation space of Cliff +(V ) by
c∗(v) · f := (−1)∂ff ◦ c(v). It gives an isomorphism c∗ : Cliff +(V ) ∼= End(S∗).
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(2) We can define a right Hilbert Cliff +(V )-module structure on S, by identifying S with S
∗∗. In
fact, the operations are given by s ·v := s◦ c∗(v) and (s1 | s2)Cliff + := s∗1⊗̂s2 ∈ End(S∗) ∼= Cliff +(V )
for s, s1, s2 ∈ S and v ∈ V .
Example 2.3. Let V be a 2-dimensional Euclidean space equipped with a complex structure J . It
defines a complex base {z, z} of V ⊗ C. Let S be C⊕̂C and we define c : V ⊗ C→ End(S) by
c(z) :=
(
0 −√2
0 0
)
, c(z) :=
(
0 0√
2 0
)
.
One can easily check that the restriction of c to V extends to Cliff −(V ). The tensor product of
copies of this example plays an important role in the present paper.
There is a family version of these constructions. Let X be a Riemannian manifold. A pair of
a Hermitian vector bundle S and a bundle homomorphism c : Cliff +(TX) → End(S) preserving
the Z2-grading is called a Spinor bundle S over X. If X admits such a bundle, X is called a
Spinc-manifold. For example, an almost complex manifold is Spinc, whose Spinor bundle is given
by the same construction of the above example.
We define a C∗-algebra Clτ (X) := C0(X,Cliff +(TX)). The following is a family version of
Lemma 2.2.
Lemma 2.4. Let (S, c) be a Spinor bundle over X. By the family version of Lemma 2.2, C0(X,S)
admits a Hilbert Clτ (X)-module structure. Moreover, a Hilbert C0(X)-module C0(X,S
∗) admits a
left Clτ (X)-module structure c
∗ : Clτ (X)→ LC0(X)(C0(X,S∗)).
The following easy Z2-graded C∗-algebras are related to almost all objects appearing in the
present paper.
Definition 2.5. (1) We define a Z2-graded C∗-algebra S by C0(R) with the grading homomorphism
f(t) := f(−t). In other words, an even and odd function are an even and odd element, respectively.
We define an unbounded multiplier X on S by Xf(t) := tf(t).
(2) Similarly, we define a Z2-graded C∗-algebra Sε for ε > 0 by C0(−ε, ε) with the grading
homomorphism f(t) := f(−t). We define a multiplier X on Sε by Xf(t) := tf(t).
2.2 Equivariant KK-theory and equivariant RKK-theory
We use the unbounded picture of equivariant KK-theory. We refer to [Blac, Kas2] for the bounded
picture. For the following definition, see [T4].
Definition 2.6. Let G be a locally compact second countable Hausdorff group, and let A, B be
separable G-C∗-algebras. An unbounded G-equivariant Kasparov (A,B)-module is a triple
(E, pi,D) satisfying the following condition:
• E is a countably generated Z2-graded G-equivariant Hilbert B-module;
• pi : A→ LB(E) is an even G-equivariant ∗-homomorphism;
• D : E ⊇ dom(D) → E is a densely defined odd regular self adjoint operator satisfying the
following conditions:
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– There exists a ∗-subalgebra A′ ⊆ A such that every a ∈ A′ satisfies the following condi-
tions: pi(a) preserves dom(D) and [pi(a), D] is bounded;
– pi(a)(1 +D2)−1 ∈ KB(E);
– G preserves dom(D). The map G 3 g 7→ g(D) − D is LB(E)-valued, and it is norm-
continuous.
When D satisfies g(D) = D, the Kasparov module (E, pi,D) is said to be actually equivariant.
The central tool of KK-theory is the Kasparov product. There is a criterion to be a Kasparov
product in the unbounded picture [Kuc]. For bimodules E1, E2 and e ∈ E1, we define Te1 : E2 →
E1⊗̂E2 by e2 7→ e1⊗̂e2.
Proposition 2.7 ([Kuc]). Let G be a locally compact second countable Hausdorff group, and let
A, A1, B be separable G-C
∗-algebras. Let (E1, pi1, D1) be an unbounded G-equivariant Kasparov
(A,A1)-module, and (E2, pi2, D2) be an unbounded G-equivariant Kasparov (A1, B)-module. x and
y are the corresponding KK-elements of (E1, pi1, D1) and (E2, pi2, D2), respectively. A G-equivariant
Kasparov (A,B)-module (E1⊗̂E2, D) is a representative of the Kasparov product of x and y, if the
following conditions are fulfilled:
• For all v in some dense subset of AE1, the graded commutator[(
D 0
0 D2
)
,
(
0 Tv
T ∗v 0
)]
is bounded on dom(D ⊕D2). We call it the connection condition.
• dom(D) is contained in dom(D1⊗̂id).
• There exists κ ∈ R such that (id⊗̂D1(e) ∣∣D(e)) + (D(e) ∣∣ id⊗̂D1(e)) ≥ κ (e | e) for any e ∈
dom(D). We call it the positivity condition.
We recallRKK-theory which is a generalization of KK-theory. A generalization of it to infinite-
dimensional manifolds is the central object of the present paper.
Definition 2.8. Let G be a locally compact second countable Hausdorff group and let X be a
σ-compact locally compact Hausdorff space equipped with a continuous G-action.
(1) A C∗-algebra A is a C0(X)-C∗-algebra if it admits a ∗-homomorphism φ : C0(X) →
Z(M(A)) satisfying φ(C0(X))A = A. It is also called an X o {e}-C∗-algebra. In the following, we
regard this homomorphism as a left module structure and φ(f)a is denoted by f · a.
(2) In addition, if A is a G-C∗-algebra and φ : C0(X) → Z(M(A)) is G-equivariant, A is
called a G-C0(X)-C
∗-algebra. It is also called an X o G-C∗-algebra or an X o G-equivariant
C∗-algebra.
Remarks 2.9. (1) The above concept is generalized to groupoid equivariant C∗-algebras in [LG].
Our terminology “X oG-equivariant C∗-algebra” comes from it. In fact, a continuous G-action on
X defines a topological groupoid X oG.
(2) When we need to emphasize a C∗-algebra A does not have a C0(X)-structure (or we ignore
it), we call A a single C∗-algebra. This is because we regard a C0(X)-algebra as a field of
C∗-algebras parameterized by X in the present paper.
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Definition 2.10 ([Kas2, Definition 2.19]). Let G be a locally compact second countable Hausdorff
group and let X be a σ-compact locally compact Hausdorff space equipped with a continuous G-
action. Let A,B be X oG-C∗-algebras. A G-equivariant Kasparov (A,B)-module (E, pi, F ) is said
to be X oG-equivariant if it satisfies the condition
pi(f · a)(e · b) = pi(a)(e · (f · b)).
A homotopy between two X o G-equivariant Kasparov (A,B)-modules is an X o G-equivariant
Kasparov (A,BI)-module by the obvious X o G-algebra structure on BI. The set of homotopy
classes of X oG-equivariant Kasparov (A,BI)-modules is denoted by RKKG(X;A,B).
We can define the concept of Kasparov products on RKK-theory [Kas2, Proposition 2.21]. We
can deal with RKK-theory in the unbounded picture in an obvious way. We omit the details.
We recall several fundamental and necessary constructions, emphasizing the relationship between
KK-theory and RKK-theory.
Definition 2.11. Let G be a locally compact second countable Hausdorff group and let X be a
σ-compact locally compact Hausdorff space equipped with a continuous G-action. Let A,B be
X oG-equivariant C∗-algebras.
(1) We define the forgetful homomorphism
fgt : RKKG(X;A,B)→ KKG(A,B)
by forgetting the C0(X)-module structure.
(2) Let D,D1, D2 be G-equivariant C
∗-algebras. We define
σD : RKKG(X;A,B)→ RKKG(X;D⊗̂A,D⊗̂B)
by (E, pi, F ) 7→ (D⊗̂E, id⊗̂pi, id⊗̂F ), and we define
σX,A : KKG(D1, D2)→ RKKG(X;D1⊗̂A,D2⊗̂A)
by (E, pi, F ) 7→ (E⊗̂A, pi⊗̂id, F ⊗̂id).
Remarks 2.12. (1) When we define a C0(X)-algebra structure on the tensor product of two C0(X)-
algebras A and B by that of A, we denote it by A
:
⊗̂B with a wave underline. For example, we will
encounter both of C0(X)⊗̂Clτ (X)
:::::::
and C0(X)
::::::
⊗̂Clτ (X) to define local Bott elements.
(2) We can also define σD : RKKG(X;A,B) → RKKG(X;A⊗̂D,B⊗̂D) in an obvious way.
When we distinguish these two homomorphisms, we use the symbol σiD, where D is tensored at the
i-th factor, although there are no differences between them.
(3) All the single C∗-algebras which we will encounter in the present paper are nuclear, and the
tensor products are uniquely determined.
At first sight, RKK-theory is almost the same with KK-theory. However, RKK-theory has
a strong topological flavor. Roughly speaking, an element of RKKG(X;A,B) is a “G-equivariant
family of Kasparov modules parameterized by X”. We briefly explain this idea. With this observa-
tion, we will formulate a non-locally compact version of RKK-theory in Section 4.3.
Let B be a C0(X)-C
∗-algebra. Then, we can define a C∗-algebra Bx by B/CxB, where Cx is
the ideal of C0(X) consisting of f ∈ C0(X) such that f(x) = 0. Thus, B is, roughly speaking,
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the “continuous section algebra” of this field. The field given in this say is called an upper semi-
continuous field of C∗-algebras over X (u.s.c. field for short). Conversely, a u.s.c. field of
C∗-algebras over X defines a C0(X)-C∗-algebra, and these two operations are mutually inverse. See
[Nil, Blan] for details on this result.
If E is a Hilbert B-module, we can define the fiber of E at x by Ex := E/EBx. Then, a
B-module homomorphism F on E defines a Bx-module homomorphism on Ex, because F preserves
EBx. It is denoted by Fx.
Let A be a C0(X)-C
∗-algebra. Suppose that a homomorphism pi : A → LB(E) satisfying
pi(fa)(eb) = pi(a)(e(fb)) is given. Then, the induced operator pi(a)x is determined by ax. In
fact, if ax = 0, we can approximate it by finite sums of fa
′ for f ∈ Cx and a′ ∈ A. Since
pi(fa′)(eb) = pi(a′)(e)·fb ∈ EBx, pi(a)(E) ⊆ EBx, and hence pi(a)x = 0. Consequently, pi determines
a family of ∗-homomorphisms {pix : Ax → LBx(Ex)}x∈X .
Combining the preceding three paragraphs, we find that anXo{e}-equivariant Kasparov module
(E, pi, F ) defines a “continuous family” {(Ex, pix, Fx)}x∈X , where Ex is a Hilbert Bx-module, pix :
Ax → LBx(Ex) is a ∗-homomorphism, and Fx ∈ LBx(Ex) satisfies the condition to be a Kasparov
module. It is obvious that we can do the same constructions for equivariant situations.
In order to describe RKK-element purely in the language of fields of Kasparov modules, that
is to say, in order to obtain an RKK-element from a field of Kasparov modules, we need to define
the concept of (u.s.c.) fields of adjointable operators and compact operators in the language of
fields of modules (strictly speaking, if we define the field of adjointable operators in a natural way,
it is not upper semi-continuous). We postpone this problem until Section 4.3. Although we will
use the terminology “continuous field of Kasparov modules” in Section 3 to define several basic
RKK-elements, this terminology stands for “the field defined from a Kasparov module” in the
above way.
2.3 Bott periodicity and the C∗-algebra S
We prepare the Bott periodicity theorem and its reformulation using a ∗-homomorphism given
in [HKT]. We will use it in order to generalize the “local Bott element” to infinite-dimensional
manifolds.
Definition 2.13. Let V be a finite-dimensional Euclidean space. O(V ) denotes the compact Lie
group consisting of orthogonal transformation on V .
(1) We define the Bott element [bV ] ∈ KKO(V )(C, Clτ (V )) by the bounded transformation of
(Clτ (V ), 1, C) ,
where 1 : C → C (E) ⊆ LC (E)(C (E)) is the ∗-homomorphism given by z 7→ zid, and C is an
unbounded multiplier on Clτ (V ) defined by the pointwise Clifford multiplication: For h ∈ Clτ (V )
and v ∈ V , we define Ch(v) := v · h(v). Note that C is O(V )-invariant and the above KK-element
is O(V )-equivariant.
(2) We define the Dirac element [dV ] ∈ KKO(V )(Clτ (V ),C) by the bounded transformation
of (
L2(V,Cliff +(TV )), pi,D
)
,
where pi : Clτ (V ) → LC(L2(V,Cliff +(TV ))) is the ∗-homomorphism given by left multiplication,
and D is the Dirac operator given by ∑
i
êi
∂
∂xi
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for an orthonormal base {ei} and the corresponding coordinate {xi}, where êiv := (−1)∂vv ·ei. Note
that D is O(V )-invariant and the above KK-element is O(V )-equivariant.
Lemma 2.14. [bV ]⊗̂Clτ (V )[dV ] = 1C and [dV ]⊗̂C[bV ] = 1Clτ (V ). Consequently, Clτ (V ) is KKO(V )-
equivalent to C. This result is called the Bott periodicity theorem.
Proof. One can check that the unbounded Kasparov module
(L2(V,Cliff +(TV )), 1, D + C)
satisfies the conditions to be a Kasparov product of [bV ] and [dV ]. By the spectral theory of
the harmonic oscillator, we notice that ker(D + C) is spanned by e−
1
2
‖v‖2 · 1, where “1” is the
multiplicative identity of the Clifford algebra. Since it is rotation invariant, the Kasparov product
is 1C in the sense of equivariant KK-theory.
In order to prove the opposite direction, we use the well-known rotation trick. We refer to [Ati,
HKT]. Let “flip” be the automorphism on Clτ (V )⊗̂Clτ (V ) defined by f1⊗̂f2 7→ (−1)∂f1∂f2f2⊗̂f1.
It is homotopic to j∗⊗̂id by the rotation homotopy, where j : V → V is defined by x 7→ −x. Thus,
[dV ]⊗̂C[bV ] =
(
1Clτ (V )⊗̂C[bV ]
) ⊗̂Clτ (V )⊗̂Clτ (V ) {[flip]⊗̂Clτ (V )⊗̂Clτ (V ) (1Clτ (V )⊗̂C[dV ])}
=
(
1Clτ (V )⊗̂C[bV ]
) ⊗̂Clτ (V )⊗̂Clτ (V ) ([j∗]⊗̂C[dV ])
= [j∗]⊗̂C
(
[bV ]⊗̂Clτ (V )[dV ]
)
= [j∗].
Since [j∗]⊗̂Clτ (V )[j∗] = 1Clτ (V ), we have the formula [dV ]⊗̂C[bV ]⊗̂Clτ (V )[j∗] = 1Clτ (V ). Since the left
inverse coincides with the right inverse, we obtain the result.
We now explain another proof of the Bott periodicity following [HKT], and we prove the rela-
tionship between these two proofs. We define A(V ) by the graded tensor product S⊗̂Clτ (V ).
Definition 2.15. The Bott homomorphism β : S → A(V ) is defined by the functional calculus
f 7→ f(X⊗̂id + id⊗̂C).
It defines a KK-element [β] ∈ KKO(V )(S,A(V )).
We will prove that [β] = σS([bV ]) for even-dimensional V . Before that, we prove that S is
KK-equivalent to the trivially graded C∗-algebra C2. More concretely, we will construct four
KK-elements [d±] ∈ KK(S,C) and [b±] ∈ KK(C,S), and we will prove that [dS ] := [d+] ⊕
[d−] ∈ KK(S,C ⊕ C) and [bS ] := [b+] ⊕ [b−] ∈ KK(C ⊕ C,S) are mutually inverse, where these
⊕’s are defined by the additivity of KK-theory with respect to both variables. For this aim, it
suffices to prove that [b±]⊗̂[d±] = 1C, and [b±]⊗̂[d∓] = 0 (double signs are in the same order) and
[dS ]⊗̂C2 [bS ] = 1S . We will prove the former two statements directly, and prove the last one by an
easy algebraic argument.
Let us introduce several notations. On function spaces (C0 or L
2) on R, we define Z2-grading
homomorphisms  by (f)(t) := f(−t). L2(R)gr denotes the Z2-graded Hilbert space L2(R) by .
Definition 2.16. We define [b±] ∈ KK(C,S) by the bounded transformations of
(S, 1,±X)
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and [d±] ∈ KK(S,C) by the bounded transformations of(
L2(R)gr, µ,± d
dx
◦ 
)
,
where µ : S → LC(L2(R)gr) is given by left multiplication.
Lemma 2.17. [b±]⊗̂[d±] = 1C, and [b±]⊗̂[d∓] = 0.
Proof. It is easy to prove that the representatives of [b±]⊗̂[d±] and [b±]⊗̂[d∓] are given by(
L2(R)gr, 1,±
(
d
dx
◦ +X
))
and
(
L2(R)gr, 1,∓
(
d
dx
◦ −X
))
respectively. It suffices to prove that ind( ddx ◦  + X) = 1 and ind( ddx ◦  − X) = 0. Under the
decomposition with respect to the Z2-grading L2(R)gr = L2(R)ev⊕̂L2(R)od, the operators can be
written as
d
dx
◦ +X =
(
0 ddx −X
d
dx +X 0
)
and
d
dx
◦ −X =
(
0 ddx +X
d
dx −X 0
)
.
Thanks to the spectral theory of the harmonic oscillator, the index of the former operator is 1, and
that of the latter one is 0, because the creation operator is injective on the whole of L2(R), and the
annihilation operator has one-dimensional kernel which is contained in L2(R)ev.
It is clear that KK(C2,C2) ∼= M2(Z) as a ring. Therefore,
[bS ]⊗̂S [dS ] =
(
[b+]⊗̂S [d+] [b+]⊗̂S [d−]
[b−]⊗̂S [d+] [b−]⊗̂S [d−]
)
=
(
1 0
0 1
)
= 1C2 ∈ KK(C2,C2).
It is clear that [dS ]⊗̂C2 [bS ] = [d+]⊗̂C[b+] + [d−]⊗̂C[b−]. We will prove that it is 1S by computing
KK(S,S) in detail.
Lemma 2.18. KK(S,S) is isomorphic to Z4 and the base is given by
{[d+]⊗̂C[b+], [d+]⊗̂C[b−], [d−]⊗̂C[b+], [d−]⊗̂C[b−]}.
1S is given by [d+]⊗̂C[b+] + [d−]⊗̂C[b−] = [dS ]⊗̂C2 [bS ].
Proof. We prove that S can be written as an extension of easy C∗-algebras. We define ev0 : S → C
by f 7→ f(0). It preserves the grading, because any odd function vanishes at 0. Next, we define
ι : Clτ (0,∞) → S as follows. First, we notice that Clτ (0,∞) is isomorphic to C0(0,∞)⊕̂C0(0,∞)
with the product
(f0⊕̂f1) · (g0⊕̂g1) := (f0g0 + f1g1)⊕̂(f0g1 + f1g0).
Under this identification, ι is defined by f0⊕̂f1 7→ [t 7→ f0(|t|) + sign(t)f1(|t|)]. Then,
0→ Clτ (0,∞) ι−→ S ev0−−→ C→ 0
is obviously a short exact sequence.
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In order to compute KK(S,S), we note that KK(C,S) and KK(S,C) are isomorphic to Z2,
and bases of these groups are given by {[b+], [b−]}, and {[d+], [d−]}, respectively. In fact, the
former statement is obvious from the above short exact sequence and the six-term exact sequence
for K-theory and K-homology. The latter one is obvious from the fact that [b±]⊗̂S [d±] = 1 and
[b±]⊗̂S [d∓] = 0 and the Kasparov product gives a bilinear form KK(C,S)×KK(S,C)→ Z.
By using the six-term exact sequence again, we notice that KK(S,S) ∼= Z4. we have four group
homomorphisms from KK(S,S) to Z given by f±,± : x 7→ [b±]⊗̂Sx⊗̂S [d±] (double signs are in
arbitrary order). It is easy to see that {[d±]⊗̂C[b±]} and {f±,±} are dual bases (double signs are in
arbitrary order).
We must prove that 1S = [d+]⊗̂C[b+] + [d−]⊗̂C[b−]. It is equivalent to the four equations
f±,±(1S) = f±,±([d+]⊗̂C[b+] + [d−]⊗̂C[b−])
(double signs are in arbitrary order). They are satisfied by Lemma 2.17.
Proposition 2.19. When V is even-dimensional, σS([bV ]) = [β] as elements of KKO(V )(S,A(V )).
Proof. Thanks to the results so far, it suffices to prove the following four equalities:{
[b±]⊗̂SσS([bV ])
} ⊗̂A(V ) {[d±]⊗̂C[dV ]} = {[b±]⊗̂S [β]} ⊗̂A(V ) {[d±]⊗̂C[dV ]} and{
[b±]⊗̂SσS([bV ])
} ⊗̂A(V ) {[d∓]⊗̂C[dV ]} = {[b±]⊗̂S [β]} ⊗̂A(V ) {[d∓]⊗̂C[dV ]} ,
(double signs are in the same order). Obviously,{
[b±]⊗̂SσS([bV ])
} ⊗̂A(V ) {[d±]⊗̂C[dV ]} = 1C and{
[b±]⊗̂SσS([bV ])
} ⊗̂A(V ) {[d∓]⊗̂C[dV ]} = 0.
We need to compute the right hand sides. Let us compute
{
[b±]⊗̂S [β]
}
. In the unbounded picture,
they are given by (A(V ), 1,±(X⊗̂id + id⊗̂C)) ,
respectively. Thus, we have the formulas [b+]⊗̂S [β] = [b+]⊗̂C[bV ] and [b−]⊗̂S [β] = [b−]⊗̂C(Clτ (V ), 1,−C).
This means that {
[b±]⊗̂S [β]
} ⊗̂A(V ) {[d∓]⊗̂C[dV ]} = 0.
Moreover,{
[b±]⊗̂S [β]
} ⊗̂A(V ) {[d±]⊗̂C[dV ]} = [(Clτ (V ), 1,±C)]⊗̂Clτ (V )[dV ] = ind(D ± C).
Thanks to the spectral theory of the harmonic oscillator, we can compute the kernel of these
operators: ker(D + C) = Ce−
1
2
‖v‖2 · 1 and ker(D − C) = Ce− 12‖v‖2 · vol. The index of the former
one is 1 as we have mentioned, and that of the latter one is (−1)dim(V ). Thus, the statement holds
when V is even-dimensional.
Remark 2.20. The most natural homomorphism between KKG(A,B) and KKG(S⊗̂A,S⊗̂B) is σS ,
which will appear in the following section. Unfortunately, it can be not an isomorphism, because
KKG(A,B) and KKG(S⊗̂A,S⊗̂B) can be not isomorphic. Roughly speaking, this operation is
given by
KKG(A,B) 3 x 7→
(
x 0
0 x
)
∈M2(KKG(A,B)) ∼= KKG(S⊗̂A,S⊗̂B)
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for G-C∗-algebras A and B.
There is a trick to solve this non-triviality using the crossed product by Z2 (although we do not
consider this kind of tricks after this remark). By the grading homomorphism S , we can define a
Z2-action on S. We can also define a Z2-action on C2 by (a, b) 7→ (b, a). Then, [bS ] and [dS ] are
Z2-equivariant KK-elements. In fact, the Z2-action on S ⊕S is given by (f1, f2) 7→ (S(f2), S(f1)),
and similarly for L2(R)gr⊕L2(R)gr. Thus, by the operation jZ2 and a KK-equivalence C2oZ2 ∼= C,
we have a KK-equivalence S o Z2 ∼= C. Thus, the operation
σSεoZ2 : KKG(A,B)→ KKG(Sε o Z2⊗̂A,Sε o Z2⊗̂B)
is isomorphic.
Suppose that a C∗-algebra B can be regarded as a “graded suspension of A”. The C∗-algebra of
a Hilbert space [HKT] is an example of such a C∗-algebra. If we can define a Z2-action on B which
can be regarded as “S⊗̂id on S⊗̂A” in some sense, it will be possible define the “K-homology of
A” by KK(B o Z2,S o Z2), by “using” the preceding paragraph.
3 Equivariant index theorem for finite-dimensional manifolds
In this section, we recall the index theorem for complete Riemannian manifolds with proper cocom-
pact actions [Kas1, Kas3]. We will also prove several necessary results. Then, we will reformulate
it for even-dimensional Spinc-manifolds. In particular, we will rewrite the KK-theoretical topo-
logical index following the idea explained at the end of Section 2.2. Finally, we will give a twisted
equivariant versions of them.
3.1 The precise statement of the index theorem
We recall the precise statement of the index theorem [Kas1, Kas3] and we prepare necessary KK-
elements. Let X be a complete Riemannian manifold and let G be a locally compact second
countable Hausdorff group acting on X in an isometric, proper, cocompact way. Let W be a
G-equivariant Clifford bundle: A G-equivariant Hermitian bundle over X equipped with a G-
equivariant bundle homomorphism c : TX → End(W ) such that c(v) is skew-adjoint and c(v)2 =
−‖v‖2idW . Take a G-equivariant Dirac operator D on W . In this setting, we have the following
three objects. µ denotes the modular function of G.
Definition 3.1. (1) A dense subspace Cc(X,W ) of L
2(X,W ) admits a pre-Hilbert Cc(G)-module
structure
(s1 | s2)CoG (g) := µ(g)−1/2
∫
X
(
s1(x)
∣∣ g · [s2(g−1 · x)])Wx dx,
s · b :=
∫
G
µ(g)−1/2(g · s)b(g−1)dg
for s1, s2, s ∈ Cc(X,W ) and b ∈ Cc(G). The pair of the completion of this pre-Hilbert module and
the extension of the operator D : C∞c (X,W )  defines an element of KK(C,CoG) and it is called
the analytic index of D, and it is denoted by indCoG(D). See the beginning of [Kas3, Section 5].
(2) The triple (L2(X,W ), pi,D) is an unbounded G-equivariant Kasparov (C0(X),C)-module,
where pi is given by left multiplication. The corresponding KK-element is denoted by [D] ∈
KKG(C0(X),C), and it is called the index element of D. See [Kas3, Lemma 3.7].
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(3) The triple (C0(X,W ), pi, 0) is an unbounded X oG-equivariant Kasparov (C0(X), Clτ (X))-
module, where pi is given by left multiplication. Note that C0(X,W ) admits a left Cliff −(TX)-
module structure, and thus it admits a right Hilbert Clτ (X)-module structure, thanks to Lemma
2.4. The corresponding RKK-element is denoted by [σClD ] ∈ RKKG(X;C0(X), Clτ (X)), and it is
called the Clifford symbol element of D. See [Kas3, Definition 3.8].
The following is the precise statement of the index theorem. The task of the remainder of this
subsection is to explain the details on this result, and to prove several related equalities.
Theorem 3.2 ([Kas1, Kas3]). (1) indCoG(D) is determined by [D] by a KK-theoretical procedure
called the analytic assembly map.
(2) KKG(C0(X),C) and RKKG(X;C0(X), Clτ (X)) are isomorphic (Poincare´ duality). Un-
der this isomorphism, [D] corresponds to [σClD ].
(3) Consequently, indCoG(D) is completely determined by [σ
Cl
D ]. The explicit formula to compute
indCoG(D) from [σ
Cl
D ] is called the topological assembly map in the present paper.
Let us begin with Poincare´ duality. The geometrical setting defines the following KK-elements.
See also Definition 2.13 (2).
Definition 3.3. (1) The Dirac element of X is defined by
[dX ] := [(L
2(X,Cliff +(TX)), pi,D)] ∈ KKG(Clτ (X),C),
where D =
∑
i êi∇LCei for an orthonomal base {ei} of each tangent space and the Levi-Civita
connection ∇LC, and pi is given by the Clifford multiplication by the left. See [Kas3, Definition 2.2].
(2) There is a positive real ε such that the injectivity radius at any x ∈ X is greater than 2ε,
because the group action is cocompact. Let Ux be the ε-ball centered at x in X and let Θx be the
vector field on Ux defined by
Θx(y) := − logy(x) = (d expx)logx(y) Eulx(logx(y)) = “
−→xy”,
where logx : Ux → TxX is the local inverse of expx : TxX → X, and Eulx is the Euler vector
field on TxX centered at the origin. The local Bott element [ΘX,1] is defined by the element of
RKKG(X;C0(X), C0(X)
::::::
⊗̂Clτ (X)) represented by the family of Kasparov modules
({Clτ (Ux)}x∈X , {1x}x∈X , {ε−1Θx}x∈X) ,
where 1x denotes the homomorphism C0(X)x ∼= C → LClτ (X)(Clτ (Ux)) given by z 7→ zid, and
Θx denotes left multiplication by Θx, namely [Θxf ](y) := Θx(y)f(y). This family is organized
into a single Kasparov module (C0(U,Cliff +(T
fiberU), pi,Θ), where U := {(x, y) | x ∈ X, y ∈ Ux}
is a fiber bundle over X equipped with the diagonal G-action g · (x, y) = (g · x, g · y), T fiberU =∐
x∈X
∐
u∈Ux TuUx, and pi is left multiplication. When we define a C0(X)-algebra structure on
C0(X)⊗̂Clτ (X) by the product over the second tensor multiple, we obtain another local Bott
element [ΘX,2] ∈ RKKG(X;C0(X), C0(X)⊗̂Clτ (X)
:::::::
). See [Kas3, Definition 2.3].
Remark 3.4. Local Bott elements come from other RKK-elements of the “narrower” C∗-algebra:
[ΘX,1] ∈ RKKG
(
X;C0(X), C0(U) ·
(
C0(X)
::::::
⊗̂Clτ (X)
))
,
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[ΘX,2] ∈ RKKG
(
X;C0(X), C0(U) ·
(
C0(X)⊗̂Clτ (X)
:::::::
))
.
Strictly speaking, the local Bott elements given in the Definition should be denoted by [ΘX,1]⊗̂[ιU,X×X ],
and similarly for [ΘX,2], where the canonical inclusion C0(U)·
(
C0(X)⊗̂Clτ (X)
:::::::
)
↪→ C0(X)⊗̂Clτ (X)
:::::::
is denoted by ιU,X×X . In the present paper, by an abuse of notation, we use the same symbols to
represent them unless we need to emphasize the difference, namely “[ΘX,1]⊗̂[ιU,X×X ] = [ΘX,1]” and
“[ΘX,2]⊗̂[ιU,X×X ] = [ΘX,2]”.
Fact 3.5 (Theorem 4.1 and Theorem 4.6 of [Kas3]). We define a homomorphism PD : KKG(C0(X),C)→
RKKG(X;C0(X), Clτ (X)) by
PD(x) := [ΘX,2]⊗̂X,C0(X)⊗̂Clτ (X):::::
{
σX,Clτ (X) (x)
}
,
and we call it the Poincare´ duality homomorphism.
(1) PD is isomorphic and its inverse is given by the following composition:
RKKG(X;C0(X), Clτ (X)) fgt−→ KKG(C0(X), Clτ (X)) −⊗̂[dX ]−−−−−→ KKG(C0(X),C).
(2) PD([D]) coincides with [σClD ].
Let us explain the assembly maps.
Definition 3.6 (Theorem 3.14 of [Kas2]). (1) Let A and B be XoG-C∗-algebras, and let (E, pi, F )
be an XoG-equivariant Kasparov (A,B)-module. Cc(G,E) admits a pre-Hilbert Cc(G,B)-module
structure and a ∗-homomorphism pi o lt : Cc(G,A) → LCc(G,B)(Cc(G,E)) given by the following
operations: For e, e1, e2 ∈ Cc(G,E), a ∈ AoG, b ∈ B oG and g ∈ G,
(e1 | e2)Cc(G,B) (g) :=
∫
G
g′−1.
(
e1(g
′)
∣∣ e2(g′g))E dg′,
[e · b](g) :=
∫
G
e(g′)ga′.[b(g′−1g)]dg′,
pi o lt(a)(e)(g) :=
∫
G
pi(a(g′))g′.[e(g′−1g)]dg′.
By the completion with respect to the above inner product, we obtain a Hilbert B o G-module
E o G and a ∗-homomorphism pi o lt : A o G → LBoG(E o G). These operations are compatible
with the C(X/G)-algebra structures on A o G and B o G. We define an operator F˜ on E o G
by [F˜ e](g) := F [e(g)]. Then, the triple (E oG, pi o lt, T˜ ) is an (X/G)o {e}-equivariant Kasparov
(AoG,BoG)-module. The correspondence (E, pi, F ) 7→ (EoG, piolt, F˜ ) induces a homomorphism
jG : RKKG(X;A,B)→ RKK(X/G,AoG,B oG)
and it is called the descent homomorphism.
(2) By the same construction, we can define a homomorphism
jG : KKG(A,B)→ KK(AoG,B oG)
for arbitrary G-C∗-algebras A,B. It is called the descent homomorphism.
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The following is obvious by definition.
Lemma 3.7. The following diagram commutes:
RKKG(X;A,B) jG−−−−→ RKK(X/G,AoG,B oG)
fgt
y yfgt
KKG(A,B)
jG−−−−→ KK(AoG,B oG).
Since the G-action on X is proper and cocompact, there is a compactly supported continuous
function c : X → R≥0 satisfying
∫
G c(g
−1 · x)dg = 1 for every x ∈ X. Such a function is called a
cut-off function. It is easy to see that all such functions are homotopic by the linear homotopy.
Definition 3.8. (1) A cut-off function c defines a projection c of C0(X) o G by {c(g)}(x) :=
µ(g)−1/2
√
c(x)c(g−1 · x). The corresponding KK-element is denoted by [cX ] ∈ KK(C, C0(X)oG).
(2) The analytic assembly map µG : KKG(C0(X),C)→ KK(C,CoG) is defined by
µG(x) := [cX ]⊗̂C0(X)oG {jG(x)} .
(3) The topological assembly map νG : RKKG(X;C0(X), Clτ (X)) → KK(C,C o G) is
defined by
νG(y) := [cX ]⊗̂C0(X)oG {fgt ◦ jG(y)} ⊗̂Clτ (X)oG{jG([dX ])}.
In Theorem 3.2 (3), we stated that there is an explicit formula to compute the analytic index
of D from its symbol. It is the topological assembly map. The proof is quite formal.
Proposition 3.9 ([Kas3, Theorem 5.6]). µG(x) = νG ◦ PD(x).
Proof. we have the following commutative diagram:
KKG(C0(X),C)
−⊗̂[dX ]←−−−−− KKG(C0(X), Clτ (X)) fgt←−−−− RKKG(X;C0(X), Clτ (X))
jG
y yjG yjG
KK(C0(X)oG,CoG)
−⊗̂jG[dX ]←−−−−−−− KK(C0(X)oG,Clτ (X)oG) fgt←−−−− RKK(X/G;C0(X)oG,Clτ (X)oG)
[cX ]⊗̂−
y [cX ]⊗̂−y
KK(C,CoG) −⊗̂jG[dX ]←−−−−−−− KK(C, Clτ (X)oG).
The top right square commutes by Lemma 3.7. The top left square commutes thanks to [Kas2,
Theorem 3.11]. The bottom left square commutes thanks to the associativity of the Kasparov
product. Thus, νG(y) = µG(fgt(y)⊗̂[dX ]) for every y ∈ RKKG(X;C0(X), Clτ (X)). Thanks to Fact
3.5 (2), we obtain the result.
Related to Fact 3.5 (1), we have the following result. We will use a corollary of it later. For the
details on differential geometrical facts used in the following, see [KN1, KN2, Sak] for example.
Lemma 3.10 (See [Kas3, Theorem 2.4]). [ΘX,1] ∈ RKKG
(
X;C0(X), C0(U) ·
(
C0(X)
::::::
⊗̂Clτ (X)
))
and [dX ] are mutually inverse in the following sense:
[ΘX,1]⊗̂X,C0(U)[C0(X):::: ⊗̂Clτ (X)]
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
= 1X,C0(X){
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
} ⊗̂X,C0(X)[ΘX,1] = 1X,C0(U)·(Clτ (X)⊗̂C0(X):::: ).
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Proof. The former is proved in [Kas2, Theorem 4.8]. We deduce the latter one from the former one
by the rotation trick.
Let U ×X U :=
{
(u, v, x) ∈ X3 | u, v ∈ Ux
}
. On the C0(X)-algebra
C0(U ×X U) ·
{
Clτ (X)⊗̂Clτ (X)⊗̂C0(X)
::::::
}
,
we can define two automorphisms: flip∗ is defined by the pullback of the diffeomorphism flip :
(u, v, x) 7→ (v, u, x), and j∗ is defined by that of j : (u, v, x) 7→ (−u, v, x), where−u := expx(− logx(u)).
For the moment, we suppose that [flip∗] = [j∗] in the RKK-group, which will be proved in the fol-
lowing paragraphs. We use a similar argument of the proof of Lemma 2.14.{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
} ⊗̂X,C0(X)[ΘX,1]
=
{
1X,C0(U)·(Clτ (X)⊗̂C0(X):::: )
⊗̂X,C0(X)[ΘX,1]
}
⊗̂X,C0(U×XU)·[Clτ (X)⊗̂Clτ (X)⊗̂C0(X):::: ]{
[flip∗]⊗̂X,C0(U×XU)·[Clτ (X)⊗̂Clτ (X)⊗̂C0(X):::: ]1X,C0(U)·(Clτ (X)⊗̂C0(X):::: )⊗̂X,C0(X)[ιU,X×X ]⊗̂
{
σX,C0(X)[dX ]
}}
=
{
1X,C0(U)·(Clτ (X)⊗̂C0(X):::: )
⊗̂X,C0(X)[ΘX,1]
}
⊗̂X,C0(U×XU)·[Clτ (X)⊗̂Clτ (X)⊗̂C0(X):::: ]{
[j∗]⊗̂X,C0(U×XU)·[Clτ (X)⊗̂Clτ (X)⊗̂C0(X):::: ][ιU,X×X ]⊗̂
{
σX,C0(X)[dX ]
}}
= [j∗]⊗̂X,C0(U×XU)·[Clτ (X)⊗̂Clτ (X)⊗̂C0(X):::: ]
{
[ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}}
= [j∗].
Thus,
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
} ⊗̂X,C0(X)[ΘX,1] is an isomorphism in RKK-theory. Since the left
and right inverse are the same, we obtain the result.
Let us prove the equality [flip∗] = [j∗]. We would like to use the “rotation homotopy”. Take
other neighborhoods of the diagonal
U√2ε :=
{
(u, v, x) ∈ X3 | ρ(u, x)2 + ρ(v, x)2 < 2ε2} and
Uε :=
{
(u, v, x) ∈ X3 | ρ(u, x)2 + ρ(v, x)2 < ε2} .
Then, we can define continuous maps flipU√2ε , jU
√
2ε
, flipUε and jUε in an obvious way. Each space
admits a fiber bundle structure over X by the projection onto the third factor, and it is obvious
that Uε ⊆ U ×X U ⊆ U√2ε. On U√2ε, we can consider the rotation homotopy
U√2ε × [0, pi/2] 3 ((u, v, x), t) 7→ (u cos t− v sin t, u sin t+ v cos t, x) ∈ U√2ε,
between flipU√2ε and jU
√
2ε
, where u cos t−v sin t is defined by the exponential map on the fiber U√2ε
at x: exp
U√2ε|x
(x,x) (logx(u) cos t−logx(v) sin t), and similarly for u sin t+v cos t. Thus, [flip∗U√2ε ] = [j
∗
U√2ε
]
in the RKK-group.
The new neighborhoods of the diagonal are related to U ×X U by Uε i1−→ U ×X U i2−→ U√2ε.
Thus, we have G-equivariant commutative diagrams
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U ×X U i2−−−−→ U√2ε
flip
y yflipU√2ε
U ×X U i2−−−−→ U√2ε,
and
U ×X U i2−−−−→ U√2ε
j
y yjU√2ε
U ×X U i2−−−−→ U√2ε.
These induce a G-equivariant homotopy equivalence
i2 ◦ flip = flipU√2ε ◦ i2 ∼ jU√2ε ◦ i2 = i2 ◦ j,
and hence [flip∗]⊗̂[i∗2] = [j∗]⊗̂[i∗2]. Thus, it suffices to prove that [i∗2] is invertible. It suffices to find
a homotopy inverse. Let r : U√2ε → Uε be the map (u, v, x) 7→ (2−1/2u, 2−1/2v, x). It is equivariant
and continuous because the exponential maps are equivariant with respect to the isometric group
action. We define k := i1 ◦ r : U√2ε → U ×X U . It is a homotopy inverse of i2. In fact, both of
i2 ◦ k and k ◦ i2 are given by the same formula (u, v, x) 7→ (2−1/2u, 2−1/2v, x). These are homotopic
to the identity by Ht(u, v, x) := ((1− t+ 2−1/2t)u, (1− t+ 2−1/2t)v, x).
Corollary 3.11. Let [−ΘX,1] be the RKK-element defined by({Clτ (Ux)}x∈X , {1x}x∈X , {−ε−1Θx}x∈X) .
If X is even-dimensional and orientable, [−ΘX,1] = [ΘX,1].
Proof. By the above proposition, it suffices to prove that
[−ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
= [ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
.
The right hand side is given by the bounded transformation of({
L2(Ux,Cliff +(TUx))
}
x∈X , {1x}x∈X ,
{
D − ε
−1Θx√
1− ε−2Θ2x
}
x∈X
)
,
where D is the Dirac operator given by the same formula of Definition 3.3.
Let us compare it with [ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
. Fix an orientation of
X. On the Clifford algebra of an oriented vector space, we can define the volume element by
e1e2 · · · edim(V ) for an oriented orthonormal base {e1, e2, · · · , edim(V )}. The same construction on
each tangent space defines a global section on Cliff +(TUx), and it is denoted by {volx}x∈X . A
simple computation on the Clifford algebra gives the following formulas:
vol ◦ ei = (−1)dim(X)−1eivol and vol ◦ êi = (−1)dim(X)êi ◦ vol.
Note that volx ∈ Clτ (Ux) commutes with ∇LCv for any tangent vector v. Therefore, since dim(X)
is even, (
D − ε
−1Θx√
1− ε−2Θ2x
)
◦ volx = volx ◦
(
D +
ε−1Θx√
1− ε−2Θ2x
)
.
Thus, the family {volx}x∈X gives an isomorphism between [−ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
and [ΘX,1]⊗̂X,C0(X):::: ⊗̂Clτ (X)
{
[ιU,X×X ]⊗̂σX,C0(X)[dX ]
}
.
20
3.2 A reformulation of the index theorem for even-dimensional Spinc-manifolds
There are no C∗-algebras which play roles of C0-algebras for infinite-dimensional manifolds. How-
ever, there are constructions of C∗-algebras which play roles of “the suspension of the Clifford
algebra-valued function algebra of infinite-dimensional manifolds” [HKT, HK, Tro, DT, GWY, Yu].
Although C0 and Clτ are different, they are RKK-equivalent for even-dimensional Spinc-
manifolds. Thus, there is a possibility to generalize KK-theoretical results on an even-dimensional
Spinc-manifolds formulated in the language of C0-algebra, to some infinite-dimensional manifolds
by using the C∗-algebras of Hilbert manifolds. This is the fundamental idea of [T4]. In this pa-
per, the author rewrote the latter half of the inverse of the Poincare´ duality homomorphism, and
formulate a substitute for it for proper LT -spaces. Moreover, he computed it for a special case.
In this subsection, we follow the same idea. Basically, we need to replace a single C∗-algebra
C0(X) with Clτ (X). Moreover, since it is easy to introduce the concept of an infinite-dimensional
version of the “C0(X)-algebra C0(X)”, we will remove the “C0(X)-algebra Clτ (X)” from the theory.
Let us begin with the RKK-elements to identify C0 and Clτ at the KK-theory level. As
mentioned in Fact 2.2, an irreducible left Cliff −(V )-module S admits a right Hilbert Cliff +(V )-
module structure, and S∗ admits a left Cliff +(V )-module structure. Thus, the following two RKK-
elements make sense.
Definition 3.12. Let X be an even-dimensional Riemannian Spinc-manifold equipped with an
isometric proper cocompact G-action. We suppose that the G-action lifts to a Spinor bundle (S, c).
Then its dual (S∗, c∗) is also G-equivariant.
(1) C0(X,S) has a Hilbert Clτ (X)-module structure by the above observation, and it admits
a left C0(X)-module structure given by [pi(f)s](x) := f(x)s(x) for f ∈ C0(X), s ∈ C0(X,S) and
x ∈ X. We define an RKKG-element [S] by
[S] := (C0(X,S), pi, 0) ∈ RKKG(X;C0(X), Clτ (X)).
(2) C0(X,S
∗) has a Hilbert C0(X)-module structure, and it admits a left Clτ (X)-module struc-
ture given by [c∗(f)s](x) := c∗(f(x))s(x) for f ∈ Clτ (X), s ∈ C0(X,S∗) and x ∈ X. We define an
RKKG-element [S∗] by
[S∗] := (C0(X,S∗), c∗, 0) ∈ RKKG(X;Clτ (X), C0(X)).
Fact 2.2 shows that Clτ (X) ∼= End(S∗). Using it, one can prove the following result.
Lemma 3.13. (1) These two RKKG-elements give an RKKG-equivalence:
[S]⊗̂X,Clτ (X)[S∗] = 1X,C0(X) and [S∗]⊗̂X,C0(X)[S] = 1X,Clτ (X).
(2) Consequently, fgt([S]) and fgt([S∗]) gives a KKG-equivalence between C0(X) and Clτ (X).
Using these RKKG- and KKG- equivalences, we reformulate the Kasparov index theorem. We
suppose that the injectivity radius is greater than 2ε everywhere (it is always possible if X admits an
isometric cocompact group action), and we put A(X) := Sε⊗̂Clτ (X). Although Sε is not essential
for the following definition (and it is possible to replace ε with another number), it plays an essential
role to reformulate the theory further using the Bott homomorphisms of Definition 2.15.
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Definition 3.14 (See also Section 2.5 of [T4]). Let X be an even-dimensional complete Riemannian
Spinc-manifold and let G be a locally compact second countable Hausdorff group acting on X in
an isometric, proper and cocompact way. We assume that the G-action lifts to the Spinor bundle.
Suppose that the injectivity radius is greater than 2ε everywhere. Let W be a G-equivariant Clifford
bundle and let D be a G-equivariant Dirac operator on W .
(1) We reformulate KK-elements appearing in the index theorem as follows:
• [D˜] := σSε
(
fgt[S∗]⊗̂[D]) ∈ KKG(A(X),Sε);
• [σ˜ClD ] := σSε
(
[σClD ]⊗̂[S∗]
) ∈ RKKG(X;Sε⊗̂C0(X),Sε⊗̂C0(X));
• [d˜X ] := σSε ([dX ]) ∈ KKG(A(X),Sε);
• [c˜X ] := σSε ([cX ]) ∈ KK(Sε,Sε⊗̂[C0(X)oG]);
• [Θ˜X,1] := σSε ([ΘX,1]) ∈ RKKG(X;Sε⊗̂C0(X), C0(X)
::::::
⊗̂A(X)); and
• [Θ˜X,2] := σSε
(
[ΘX,2]⊗̂σ1C0(X) ([S∗]) ⊗̂σ2X,C0(X) (fgt[S])
)
∈ RKKG(X;Sε⊗̂C0(X),A(X)⊗̂C0(X)
::::::
).
(2) The corresponding homomorphisms to PD, µG and νG are denoted with tilde:
• P˜D(x˜) := [Θ˜X,2]⊗̂
(
σ2X,C0(X)(x˜)
)
: KK(A(X),Sε)→ RKKG(X;Sε⊗̂C0(X),Sε⊗̂C0(X));
• µ˜G(x˜) := [c˜X ]⊗̂σSε (fgt (jG([S]))) ⊗̂jG(x˜) : KK(A(X),Sε)→ KK(Sε,Sε oG); and
• ν˜G(y˜) := [c˜X ]⊗̂ (fgt ◦ jG([y˜])) ⊗̂σSε
{
jG(fgt[S]⊗̂[dX ])
}
: RKKG(X;Sε⊗̂C0(X),Sε⊗̂C0(X)) →
KK(Sε,Sε oG).
Proposition 3.15. These reformulated objects satisfy the following index theorem type equalities:
[σ˜ClD ] = P˜D[D˜], [D˜] = fgt
(
[S∗]⊗̂[σ˜ClD ]⊗̂[S]
)
⊗̂[d˜X ] and µ˜G([D˜]) = ν˜G([σ˜ClD ]).
Proof. The following facts show the statement: The Kasparov product is associative; jG commutes
with the Kasparov product; fgt commutes with jG; Fact 3.5; σSε commutes with the Kasparov
product; σSε commutes with σ2X,C0(X)’s; [S]⊗̂[S∗] = 1C0(X); [S∗]⊗̂[S] = 1Clτ (X); σSε (µG([D])) =
µ˜G([D˜]) and σSε
(
νG([σ
Cl
D ])
)
= ν˜G([σ˜ClD ]). We leave the details to the reader.
Remark 3.16. The formulas on the inverse of the Poincare´ duality and the analytic assembly map
are not satisfying, because the factor [S] or [S∗] appears. Since there is no C0 in the theory of
infinite-dimensional manifolds, what we can formulate is not “fgt” itself but the composition of it
and [S∗]⊗̂ − ⊗̂[S], and similarly for j. We do not study infinite-dimensional versions of them in
the present paper. We will mention this problem in Section 6.4 in order to explain what the next
problem is.
Notations 3.17. From now on, the reformulated Poincare´ duality homomorphims and the assembly
maps are denoted without tildes: PD([D˜]) := P˜D([D˜]), µG([D˜]) := µ˜G([D˜]) and νG([σ˜ClD ]) :=
ν˜G([σ˜ClD ]).
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In order to generalize the reformulated KK-elements to infinite-dimensional manifolds, we will
rewrite the local Bott elements using Proposition 2.19 and Corollary 3.11. We begin with the
explicit description of [Θ˜X,2] in the language of fields of Kasparov modules. By an abuse of notation,
A(Ux) denotes Sε⊗̂Clτ (Ux) (note that we define A(X) only for manifolds whose injectivity radius
is bounded below).
Lemma 3.18. [Θ˜X,2] is represented by
σSε
({Clτ (Ux)}x∈X , {1}x∈X , {ε−1Θx}x∈X) ,
or equivalently σSε [ΘX,1] after the isomorphism A(X)⊗̂C0(X)
::::::
∼= C0(X)
::::::
⊗̂A(X).
Proof. We first explicitly describe the collection terms σ1C0(X)([S
∗]) and σ2X,C0(X) ◦ fgt([S]) in the
language of fields. Noticing that the C0(X)-algebra C0(X)⊗̂Clτ (X)
:::::::
is given by the family
{C0(X)⊗̂Cliff +(TxX)}x∈X , we find that σ1C0(X)([S∗]) ∈ RKK(X;C0(X)⊗̂Clτ (X):::::::, C0(X)⊗̂C0(X)::::::)
is given by the family ({C0(X)⊗̂S∗x}x∈X , {id⊗̂c∗x}x∈X , {0}x∈X)
as a family of Kasparov modules. Similarly, σ2X,C0(X)◦fgt([S]) ∈ RKK(X;C0(X)⊗̂C0(X)::::::, Clτ (X)⊗̂C0(X)::::::)
is given by ({C0(X,S)⊗̂Cx}x∈X , {µ⊗̂1}x∈X , {0}x∈X)
as a family of Kasparov modules, where µ : C0(X) → L(C0(X,S)) is given by the pointwise
multiplication.
Therefore, at the level of fields of modules, thanks to Cliff +(TxX)⊗̂Cliff +(TxX)S∗x ∼= S∗x,[
C0(Ux)⊗̂Cliff +(TxX)
] ⊗̂C0(X)⊗̂Cliff +(TxX) [C0(X)⊗̂S∗x] ⊗̂C0(X)⊗̂Cx [C0(X,S)⊗̂Cx]
∼= [C0(Ux)⊗̂S∗x] ⊗̂C0(X)⊗̂Cx [C0(X,S)⊗̂Cx]
∼= C0(Ux, S)⊗̂S∗x.
The isomorphism is given by the formula
[f⊗̂u]⊗̂[g⊗̂v]⊗̂[h⊗̂w] 7→ (−1)∂h(∂u+∂v)fgh⊗̂c∗(u)vw
for f ∈ C0(Ux), u ∈ Cliff +(TxX), g ∈ C0(X), v ∈ S∗x, h ∈ C0(X,S) and w ∈ Cx.
One can easily check that the family of operators {ε−1Θx(•)⊗̂id⊗̂id}x∈X satisfies the conditions
to be the triple Kasparov product. Under the above identification, this operator is transformed into
1⊗̂ε−1Θx(•). More concretely
1⊗̂ε−1Θx(•)[f⊗̂s](y) := (−1)∂ff(y)⊗̂c∗(ε−1Θx(y))(s).
Next, we identify the trivial bundle Ux×S∗x with S∗|Ux by the parallel transformations along the
geodesics starting from x. We choose a connection ∇S∗ on S∗ such that it is compatible with the
Levi-Civita connection ∇LC and the Clifford multiplication c∗ in the following sense : For a section
s ∈ C∞(X,S∗) and vector fields v, w ∈ X (X), we have ∇S∗v [c∗(w)s] = c∗(∇LCv w)s + c∗(w)(∇S
∗
v s).
There always exists such a connection because there exists a Spin structure on each small open
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set and we can use the patchwork argument in this context [BGV, Corollary 3.41]. Let P xy be
the parallel transformations of TX, along the unique minimal geodesic traveling from x to y, with
respect to ∇LC. We use the same symbol for that of S∗ with respect to ∇S∗ . Thanks to the
condition imposed on ∇S∗ , we have P xy [c∗(v)s] = c∗(P xy (v))P xy (s) for v ∈ TxX and s ∈ S∗x.
We must compute Θy(x) under this identification. Let γ : [0, 1] → X be the minimal geodesic
traveling from x to y. By definition, Θy(x) = −γ˙(0), Θx(y) = γ˙(1) and P xy (γ˙(0)) = γ˙(1). Thus,
we have P xy (Θy(x)) = −Θx(y). Consequently, we have P xy (c∗(Θy(x))s) = −c∗(Θx(y))P xy (s). Since
c∗ corresponds to the left Clifford multiplication under the identification S∗⊗̂S ∼= Cliff +(TX), the
following diagram commutes:
C0(Ux, S)⊗̂S∗x Px−−−−→ C0(Ux, S∗⊗̂S)
1⊗̂c∗(Θ•(x))
y y−Θx(•)
C0(Ux, S)⊗̂S∗x Px−−−−→ C0(Ux, S∗⊗̂S),
where Px is defined by
Px[f⊗̂s](y) := (−1)∂f(y)∂sP xy (s)⊗̂f(y)
and the right vertical arrow −Θx(•) means left multiplication by −Θx(•) under the identification
C0(Ux, S
∗⊗̂S) ∼= Clτ (Ux). Thus, [Θ˜X,2] is represented by
σSε
({Clτ (Ux)}x∈X , {1}x∈X , {−ε−1Θx}x∈X) .
Since X is orientable (this is because X is Spinc), we can use Corollary 3.11, and we finish the
proof.
We can further rewrite the above by a family of the Bott homomorphisms of Definition 2.15.
We define a ∗-homomorphism βx : Sε → A(X) by
βx(f)φ(y) :=
{
f(X⊗̂1 + 1⊗̂Θx(y))φ(y) y ∈ Ux
0 y /∈ Ux.
In order to prove that this is a continuous section, let us study f(X⊗̂1 + 1⊗̂Θx(y)). We can divide
f into two parts: f(t) = f0(t
2)+tf1(t
2) for f0, f1 ∈ C0[0, ε2). Then, the value of f(X⊗̂1+1⊗̂Θx(•))
at (s, y) ∈ (−ε, ε)×X is given by
f0(s
2 + ρ(x, y)2) + (s · 1 + Θx(y))f1(s2 + ρ(x, y)2),
where ρ is the distance function on X and “1” in the second term is the multiplicative identity of
the Clifford algebra. Since f0 and f1 vanishes on t
2 ≥ ε2, βx(f)φ(y) vanishes on the boundary of
Ux, and consequently βx(f)φ is continuous on X.
Proposition 3.19. [Θ˜X,2] is represented by the field of Kasparov modules
({A(X)}x∈X , {βx}x∈X , {0}x∈X) .
Proof. By the same argument of Proposition 2.19 and the above result, we notice that [Θ˜X,2] is
represented by ({A(Ux)}x∈X , {βx}x∈X , {0}x∈X). It is homotopic to ({A(X)}x∈X , {βx}x∈X , {0}x∈X)
by βx(Sε)A(X) ⊆ A(Ux).
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The following example explain the geometrical meaning of the reformulated index theorem.
Example 3.20. We have reformulated the Poincare´ duality homomorphism, the index element and
the Clifford symbol element. Let us compute them for the following case. Let E be a G-equivariant
Hermitian vector bundle with a G-invariant metric connection ∇E over X. Let DE be the Dirac
operator defined by
DE :=
∑
idE⊗̂c(vn) ◦ ∇E⊗̂Svn : C∞c (X,E⊗̂S) ,
where {vn} is an orthonomal base of the tangent space.
In this situation, the reformulated KK-elements are given by the following:
• [D˜E ] = σSε
(
L2(X,E⊗̂Cliff +(TX)), pi,D′E
)
, where D′E =
∑
id⊗̂c(vn) ◦ ∇E⊗̂Cliff +(TX)vn and pi
denotes the Clifford multiplication on the left c∗; and
• [σ˜ClDE ] = σSε (C0(X,E), pi, 0).
Therefore, the reformulated Poincare´ duality homomorphism is a map which assigns to the KK-
element corresponding to the Dirac operator twisted by E the RKK-element corresponding to its
coefficient E.
3.3 A convenient description of the topological assembly map
The goal of this subsection is to describe all the ingredients of the topological assembly map in
more convenient form. This is essential to define a substitute for the topological assembly map for
proper LT -spaces.
Let us begin with the descent homomorphism forRKK-theory. The key ingredient is the formula
to describe crossed products of X oG-C∗-algebras using the generalized fixed-point algebras [EE,
Theorem 2.14]. It is easy to give the field description of this result. Using it and its Hilbert module
version, we can describe the descent homomorphism in the language of fields.
We first give a review of the proof of [EE, Section 2]. In order to explain it, we need the concept
of generalized fixed-point algebras. Let G be a locally compact second countable Hausdorff
group and let X be a σ-compact locally compact Hausdorff space equipped with a proper G-action.
Let A be an X oG-C∗-algebra, whose action is denoted by αA : G→ Aut(A). With the G-action
on X ×X given by g : (x, y) 7→ (gx, gy), we can define a C0(X ×G X)-C∗-algebra C0(X ×G A), by
the set of all continuous functions f : X → A satisfying the following conditions: it is G-invariant
f(x) = αg[f(g
−1 · x)]; and the norm function X ×G X 3 [(x, y)] 7→ ‖f(x)(y)‖ ∈ R≥0 vanishes at
infinity, where we regard A as the section algebra over X. The generalized fixed-point algebra of A
is defined by the restriction of the C0(X ×G X)-C∗-algebra C0(X ×G A) to the orbit space of the
diagonal set ∆(X)/G ∼= X/G:
AG,α := C0(X ×G A)|∆(X)/G.
Example 3.21. When X = G and A = C0(G), whose action is defined by left translation “lt”,
C0(G×G C0(G)) is C0(G). The isomorphism is induced by the homeomorphism G×G 3 [(g, h)] 7→
h−1g ∈ G. The restriction to ∆(G)/G is the fiber at [(e, e)], which is C. Thus, the generalized
fixed-point algebra C0(G)
G,lt is, as everyone expects, given by C = C(G/G).
Using the concept of generalized fixed-point algebras, we can describe crossed products. We
need the following ingredients: the unitary representation R of G on L2(G) given by Rgφ(x) :=
φ(xg)
√
µ(g); the action AdR : G → Aut(K(L2(G))) given by AdRg(k) := Rg ◦ k ◦ R−1g for
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k ∈ K(L2(G)). By using it, we can define a G-action on K(L2(G))⊗̂A by (AdR⊗̂α)g(k⊗̂a) :=
AdRg(k)⊗̂αAg (a) for a ∈ A, k ∈ K(L2(G)) and g ∈ G.
Proposition 3.22 ([EE]). Let G be a locally compact second countable Hausdorff group and let
X be a σ-compact locally compact Hausdorff space equipped with a proper G-action. We assume
that G is amenable, for simplicity. Let A be an X o G-C∗-algebra, whose action is denoted by
αA : G → Aut(A). Then, the crossed product AoαA G is isomorphic to the generalized fixed-point
algebra
(K(L2(G))⊗̂A)G,AdR⊗̂α
as C0(X/G)-algebras.
In the language of u.s.c. fields of C∗-algebras and integral kernels, this result is described as
follows.
Proposition 3.23. Let A := ({Ax}x∈X ,ΓA ) be the u.s.c. field associated to A. Then,
AoG ∼= C0
(
X ×G,AdR⊗̂αA
{
K(L2(G))⊗̂Ax
}
x∈X
)
,
where a section of the field
{
K(L2(G))⊗̂Ax
}
x∈X is continuous if and only if it can be approximated
by finite sums of k⊗̂a for k ∈ K(L2(G)) and a ∈ ΓA (See also Definition 4.32 for details).
Let f ∈ Cc(G,A). The integral kernel of the corresponding equivariant section X →
{
K(L2(G))⊗̂Ax
}
x∈X
is given by
x 7→
[
(g, h) 7→ µ(h)−1αAg−1 [f(gh−1)(gx)]
]
,
where µ is the modular function of G. When we regard it as a function on X ×G×G, we denote
it by kf (g, h;x).
Remark 3.24. Note that f(gh−1)(gx) is the evaluation of f(gh−1) ∈ A at g · x. Thanks to “αAg−1”,
kf (g, h;x) ∈ Ax.
Under the above isomorphism, let us compute [cX ] ∈ KK(C, C0(X) o G). Recall that [cX ] is
defined by the projection element c(g)(x) = µ(g)−1/2
√
c(x)c(g−1 · x) of C0(X) o G for a cut-off
function c : X → R≥0. Thus, the integral kernel corresponding to c is given by
kc(g, h;x) = µ(h)
−1c(gh−1)(g · x) = µ(g)−1/2
√
c(g · x) · µ(h)−1/2
√
c(h · x).
Put cx(g) := µ(g)
−1/2√c(g · x). It is an L2-unit vector; in fact, ‖cx‖2L2 = ∫ cx(g)µ(g)−1dg =∫
c(g · x)µ(g)−1dg = ∫ c(g−1 · x)dg = 1. Thus, the operator given by the above integral kernel is
the rank one projection to C√cx. This projection is denoted by P√cx . Since the Hilbert K(L2(G))-
module corresponding to a rank one projection is always isomorphic to L2(G)∗ by k 7→ √cx∗ ◦ k,
we obtain the following.
Lemma 3.25. For a cut-off function c : X → R≥0, we put cx(g) := µ(g)−1/2
√
c(g · x). Then, the
corresponding KK-element [cX ] is given by the family of rank one projections x 7→ P√cx. In the
language of modules, it is represented by(
C0
(
X ×G,R L2(G)∗
)
, 1, 0
)
.
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We would like to describe the descent homomorphism in the language of “generalized fixed-point
modules” which is defined in an obvious way. Before that, we need to recall that Proposition 3.22
follows from the following lemma and the fact that C0(G)oG is isomorphic to K(L2(G)).
Lemma 3.26 ([EE, Lemma 2.9 and Lemma 2.8]). (1) Let G be a locally compact second countable
Hausdorff group and let K be a compact subgroup of G. Let A be a G-C∗-algebra, whose action
is denoted by α. Suppose that an action β : K → Aut(A) commuting with α is given. Then, the
inclusion ι : AK → A induces an isomorphism
AK oG→ (AoG)K ,
where BK for a K-C∗-algebra B is the subalgebra consisting of all K-invariant elements of B.
(2) Let α and β be commuting actions of G on A. We define the following two C∗-algebras:
Using the G-action on AoαG given by [β˜gF ](h) := βg[F (h)], we define C0(X×G,β˜ (AoαG)); Using
the G-action τ⊗̂α on C0(X ×G,β A) given by [(τ⊗̂α)gF ](x) := αg[F (g−1x)], we define the crossed
product C0(X ×G,β A)oτ⊗̂α G. Then, they are isomorphic:
C0(X ×G,β A)oτ⊗̂α G ∼= C0(X ×G,β˜ (Aoα G)).
Remark 3.27. (2) follows from (1) by the following argument: The fiber of the left hand side at
x ∈ X is AGxoαG; The fiber of the right hand side at x is [AoαG]Gx ; They are isomorphic thanks
to (1). Proposition 3.22 follows from (2) by a formal argument.
Let us describe the descent homomorphism. For simplicity, we deal with only actually equivari-
ant Kasparov modules. Note that every RKKG-element has such a representative because we can
use the averaging procedure thanks to the properness of the G-action on X. See [Kas3, Section 5].
See also Corollary 4.40.
Proposition 3.28. (1) Let G be a locally compact second countable Hausdorff group and let X be
a σ-compact locally compact Hausdorff space equipped with a proper G-action. We assume that G
is amenable, for simplicity. Let A and B be X o G-C∗-algebras, and let (E, pi, F ) be an X o G-
equivariant Kasparov (A,B)-module. The G-action on E is denoted by αE. We assume that F is
actually equivariant: g(F ) = F for every g ∈ G. Then, the descent homomorphism is given by
jG(E, pi, F ) =
(
[K(L2(G))⊗̂E]G,AdR⊗̂αE , [id⊗̂pi]G, [id⊗̂F ]G
)
,
where [id⊗̂pi]G(a) and [id⊗̂F ]G are induced maps from id⊗̂pi(a) and id⊗̂F to the fixed-point module,
respectively.
(2) In the language of u.s.c. fields, jG(E, pi, F ) can be written as follows. Let A := ({Ax}x∈X ,ΓA ),
B := ({Bx}x∈X ,ΓB), E := ({Ex}x∈X ,ΓE ) be the u.s.c. fields associated to A, B and E, re-
spectively. Let pi = {pix}x∈X and F = {Fx}x∈X be the field description of pi and F . Then,
jG (E , {pix}x∈X , {Fx}x∈X) is given by(
C0
(
X ×G,αE⊗̂AdR
{
Ex⊗̂K(L2(G))
}
x∈X
)
, {pix⊗̂id}x∈X , {Fx⊗̂id}x∈X
)
.
Proof. (2) is obvious from (1).
We first prove that E o G is isomorphic to the fixed-point module [K(L2(G))⊗̂E]G,AdR⊗̂αE
as bimodules. By the “same” argument of the proof of Proposition 3.22, we have an isometric
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homomorphism from the left hand side to the right hand side as bimodules. This is possible
because all the algebraic operations on E o G (right B o G-action, left A o G-action and the
B oG-valued inner product) are given by the parallel formulas of the corresponding operations on
crossed products. For example, the right action of b ∈ Cc(G,B) on e ∈ Cc(G,E) looks like the
“multiplication of e and b in a crossed product algebra”, although e and b live in different places.
This argument does not guarantee that the isometry is surjective. Thus, what we need to prove is
the analogue of Lemma 3.26 (1) for Hilbert modules: Let K be a compact subgroup of G. We suppose
that K acts on B and E, whose actions are denoted by βB : K → Aut(B) and βE : K → Aut(E),
and we also suppose that they are compatible in the following sense βEk (eb) = β
E
k (e)β
B
k (b) and
βBk ((e1 | e2)) =
(
βEk (e1)
∣∣βEk (e2)). We assume that the K-actions β’s commute with the G-actions
α’s. Then, the inclusion ι : EK → E induces an isomorphism
EK,β
E
oα G→ (E oα G)K,βE
as Hilbert modules.
We borrow an idea from [LG, Lemma 4.1]. We prove that this statement is derived from Lemma
3.26 (1). Let us consider the C∗-algebra KB(E ⊕B). It is decomposed into four components:
KB(E ⊕B) =
(
KB(E) E
E∗ B
)
.
Note that the product on the matrix algebra KB(E⊕B) contains all the information on the Hilbert
module E as follows: For k ∈ KB(E), e, e1, e2 ∈ E and b ∈ B,(
0 e
0 0
)(
0 0
0 b
)
=
(
0 eb
0 0
)
;
(
k 0
0 0
)(
0 e
0 0
)
=
(
0 ke
0 0
)
; and
(
0 0
e∗1 0
)(
0 e2
0 0
)
=
(
0 0
0 (e1 | e2)B
)
,
where e∗1 is the map x 7→ (e1 |x)B.
Moreover, the group action preserves the decomposition into 2× 2-matrices:
g ·
(
k e
f b
)
=
(
g(k) g(e)
g(f) g(b)
)
for g ∈ G, k ∈ KB(E), e ∈ E, f ∈ E∗ and b ∈ B, and similarly for the K-action. Thus, we have
KB(E ⊕B)K =
(
KB(E)K EK
[E∗]K BK
)
and
KB(E ⊕B)oG =
(
KB(E)oG E oG
E∗ oG B oG
)
.
Applying Lemma 3.26 (1) to KB(E ⊕B), we obtain the isomorphism(
KB(E)K oG EK oG
[E∗]K oG BK oG
)
∼=
(
[KB(E)oG]K [E oG]K
[E∗ oG]K [B oG]K
)
as C∗-algebras. Therefore, we have an isomorphism between EK o G and [E o G]K as Hilbert
modules.
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Finally, we prove the property on F˜ . We use the language of fields and integral kernels. Let
F = {Fx}x∈X . For e ∈ Cc(G,E), the integral kernel of the corresponding element of [K(L2(G))⊗̂E]G
is given by ke(g1, g2;x) = µ(g2)
−1g−11 [e(g1g
−1
2 )(g1x)]. Thus,
k
F˜ e
(g1, g2;x) = µ(g2)
−1g−11
[{
F˜ e
}
(g1g
−1
2 )(g1x)
]
= µ(g2)
−1g−11
[
Fg1x
{
e(g1g
−1
2 )(g1x)
}]
= Fx
{
µ(g2)
−1g−11 [e(g1g
−1
2 )(g1x)]
}
= Fx[ke(g1, g2;x)],
where we have used the actual G-equivariance of F at the third equality.
The final tool to define the original topological assembly map is the “descent of the Dirac
element” jG([dX ]). According to Definition 3.14, for the reformulated one, we need
σSε ◦ jG(fgt[S]⊗̂[dX ]) ∈ KK(Sε⊗̂(C0(X)oG),Sε⊗̂(CoG)).
Thus, we compute jG(fgt[S]⊗̂[dX ]).
The KK-element fgt[S]⊗̂[dX ] is given by the index element [D] of the following Spinc-Dirac
operator D. In fact, since Cliff +(TX)
∼= S∗⊗̂S, we have C0(X,S)⊗̂L2(X,Cliff +(TX)) = L2(X,S).
Put D :=
∑
n c(vn) ◦ ∇Svn for an orthonormal base {vn}. pi denotes left multiplication of C0(X) on
L2(X,S). Then, fgt[S]⊗̂[dX ] can be represented by
(
L2(X,S), pi,D
)
.
We explicitly compute jG([D]) with the same spirit of Proposition 3.28. We do not need to
assume that S is a Spinor bundle, and so we compute it in the following (slightly more general)
situation: On a Clifford bundle E equipped with a G-equivariant Clifford multiplication c : TX →
End(E) and a G-equivariant Clifford connection ∇E, we have an equivariant Dirac operator D =∑
n c(vn)◦∇Evn. Note that G has a unitary representation on L2(G) by Rgφ(h) :=
√
µ(g)φ(hg), and
G acts on (CoG) by rtg(b)(h) := b(hg). The latter action gives Hilbert CoG-module automorphisms
with respect to the following Hilbert module structure: b · a := a∨ ∗ b and (b1 | b2)CoG := (b2 ∗ b∗1)∨
for a, b, b1, b2 ∈ C o G, where b∨(g) :=
√
µ(g)
−1
b(g−1). See Definition 3.1 for the origin of this
Hilbert module structure.
The following definition will be justified in the following proposition.
Definition 3.29. Let X be a complete Riemannian manifold equipped with an isometric proper
action of a locally compact second countable Hausdorff group G. For simplicity, we suppose that G
is amenable. Let E be a G-equivariant Clifford bundle over X equipped with a G-equivariant Dirac
operator D.
(0) Let Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
be the set of compactly supported continuous
sections k : X ×G×G→ E satisfying the equivariance condition
k(g1, g2;x) =
√
µ(g)αEg k(g1g, g2g; g
−1x),
where “compactly supported” means that the closure of the set {x ∈ X | k(•, •, x) 6= 0} /G is com-
pact. It has a pre-Hilbert Cc(G)-module structure by the following operations: For k, k1, k2 ∈
Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
, b ∈ Cc(G), x ∈ X and g, g1, g2 ∈ G.
(k1 | k2)(CoG) (g) :=
√
µ(g)
−1
∫
X
c(x)
∫
G
∫
G
(
k1(η, ξ;x)
∣∣ k2(η, g−1ξ;x))E dηdξdx;
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k · b(g1, g2;x) :=
∫
G
k(g1, η
−1g2;x)b(η−1)
√
µ(η)
−1
dη.
(1) We define a Hilbert (CoG)-module
L2
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
by the completion of Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
with respect to the above inner
product.
(2) We define a ∗-homomorphism
pi o lt : C0(X)oG→ LCoG
(
L2
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
))
under the identification C0(X)oG ∼= C0(X ×G K(L2(G))), by the formula
[pi o lt(a)k](g1, g2;x) :=
∫
G
ka(g1, η;x)k(η, g2;x)dη.
(3) For k ∈ Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
, we define an element k(g1, g2) ∈ Cc(X,E)
by k(g1, g2)(x) := k(g1, g2;x). We define C
∞
c
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
by the sub-
set consisting of all smooth sections. Associated to D, we define an unbounded operator D on
C∞c
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
by
D(k)(g1, g2;x) := D[k(g1, g2)](x).
SinceD(k) is smooth andG-invariant, D is well-defined as a map on C∞c
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
.
Its extension to an appropriate domain is denoted by the same symbol.
Proposition 3.30. (0) Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
is a pre-Hilbert Cc(G)-module
and pi o lt is actually a ∗-homomorphism.
(1) This (C0(X) o G,C o G)-bimodule is isomorphic to L2(X,E) o G by the following corre-
spondence: For e ∈ Cc(G,Cc(X,E)) ⊆ L2(X,E)oG, we define ke by
ke(x)(g1, g2) :=
√
µ(g2)
−1
g−11
[
e(g1g
−1
2 , g1x)
]
.
We regard it as “a function on G × G ⊗̂ an element of Ex”. This family defines an element of
Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
.
(2) For e ∈ Cc(G,Cc(X,E)),
Dke = kD˜e.
Thus, we denote D by D˜ from now on. Consequently, jG([D]) is represented by(
L2
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
, pi o lt, D˜
)
.
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Proof. (0) Simple computations show the statement. We leave it to the reader.
(1) We denote the correspondence e 7→ ke by Ψ. We need to check the following things: (a) Ψ is
a left module homomorphism; (b) Ψ is a right module homomorphism; (c) Ψ is isometric; and (d)
The image of Ψ is dense.
(a) For e ∈ Cc
(
X ×G {E⊗̂L2(G)⊗̂(CoG)}
)
and a ∈ Cc(X ×G K(L2(G))),
kpiolt(a)(e)(g1, g2;x)
=
√
µ(g2)
−1
αE
g−11
[
pi o lt(a)(e)(g1g−12 ; g1x)
]
=
√
µ(g2)
−1
αE
g−11
[∫
G
a(η; g1x)α
E
η [e(η
−1g1g−12 ; η
−1g1x)]
]
dη
=
√
µ(g2)
−1
αE
g−11
[∫
G
µ(η−1g1)αEg1 [ka(g1, η
−1g1;x)]αEη
(√
µ(g2)α
E
η−1α
E
g1 [ke(η
−1g1, g2;x)]
)
dη
]
=
∫
G
ka(g1, η
−1g1;x)ke(η−1g1, g2;x)µ(η−1g1)dη
=
∫
G
ka(g1, η
−1;x)ke(η−1, g2;x)µ(η−1)dη
=
∫
G
ka(g1, η;x)ke(η, g2;x)dη
= [pi o lt(a)k](x)(g1, g2),
where we used the definitions of ka and ke at the second equality, the left invariance of the measure
at the fifth equality, and the property of the modular function at the sixth equality.
(b) It is obtained by a similar calculation of (a).
(c) For e1, e2 ∈ Cc(G,L2(X,E)),
(ke1 | ke2)(CoG) (g)
=
√
µ(g)
−1
∫
X
c(x)
∫
G
∫
G
(
ke1(g1, g2;x)
∣∣ ke2(g1, g−1g2;x))Ex dg1dg2dx
=
√
µ(g)
−1
∫
X
c(x)
∫
G
∫
G
(√
µ(g2)
−1
αE
g−11
e1(g1g
−1
2 ; g1x)
∣∣∣√µ(g−1g2)−1αEg−11 e2(g1g−12 g; g1x))Ex dg1dg2dx
=
∫
G
∫
G
∫
X
c(x)
(
e1(g1g
−1
2 ; g1x)
∣∣ e2(g1g−12 g; g1x))Eg1x µ(g2)−1dxdg2dg1
=
∫
G
∫
G
∫
X
c(g−11 x) (e1(g2;x) | e2(g2g;x))Ex dxdg2dg1
=
∫
G
(e1(g2) | e2(g2g))L2(X,E) dg2
= (e1 | e2)(CoG) (g),
where we have used the definition of ke at the second equality, Fubini’s theorem at the third one,
the G-invariance of the measure on X and the left invariance of the measure on G at the fourth
one, and the definition of the cut-off function at the fifth one.
(d) For k ∈ Cc
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G)⊗̂(CoG)}
)
, we prove that there exists e ∈ Cc(G,Cc(X,E)) ⊆
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L2(X,E)oG such that ke = k. In fact, if we put e(η;x) :=
√
µ(η)
−1
k(1, η−1;x), we obtain
ke(g1, g2;x) =
√
µ(g2)
−1
αE
g−11
e(g1g
−1
2 ; g1x)
=
√
µ(g2)
−1
αE
g−11
[√
µ(g2g
−1
1 )k(1, g2g
−1
1 ; g1x)
]
=
√
µ(g2)
−1
αE
g−11
[√
µ(g2g
−1
1 )
√
µ(g1)α
E
g1k(1 · g1, g2g−11 g1; g−11 g1x)
]
= k(g1, g2;x),
where we used the G-invariance of k at the third equality.
(2) One can easily prove this statement by using the definition of ke and the G-invariance of D.
We leave it to the reader.
Moreover we can define descent homomorphism in terms of only unbounded Kasparov modules
for actually equivariant unbounded Kasparov modules [T4, Definition-Proposition 2.10], by the
same formula. Thus, this result immediately follows from (1) and (2).
Remarks 3.31. (1) On the fiber Ex⊗̂L2(G)⊗̂(CoG) at x ∈ X, we can define a Hilbert CoG-module
structure by the following operations:
(e⊗̂φ⊗̂b′) · b := e⊗̂φ⊗̂[b∨ ∗ b′],(
e1⊗̂φ1⊗̂b1
∣∣ e2⊗̂φ2⊗̂b2)CoG := (e1 | e2)Ex (φ1 |φ2)L2(G) (b2 ∗ b∗1)∨,
where b∨(g) :=
√
µ(g)
−1
b(g−1). Moreover, (pi o lt)x(ax) is given by id⊗̂ax⊗̂id for ax ∈ K(L2(G)).
These operations vary continuously on X, and hence we obtain a locally trivial bundle of Hilbert
CoG-module. This structure naturally induces the above bimodule structure to the section space.
(2) This Hilbert module bundle structure is given by the tensor product of the locally trivial
Hilbert bundle E⊗̂L2(G) and the trivial Hilbert CoG-module bundle X × CoG. Thus, in order
to use the formulas, we will often denote symbolically a section of this bundle as φ⊗̂ψ, where φ is
regarded as a map X → E⊗̂L2(G) and ψ is regarded as a map X → C oG. In this notation, the
above bimodule structure can be described as follows:
[pi o lt(a)φ⊗̂ψ](x) = [idEx⊗̂a(x)]φ(x)⊗̂ψ(x),
[φ⊗̂ψ · b](x) = φ(x)⊗̂[b∨ ∗ ψ(x)],(
φ1⊗̂ψ1
∣∣φ2⊗̂ψ2)(CoG) = ∫
X
c(x) (φ1(x) |φ2(x))Ex⊗̂L2(G) [ψ2(x) ∗ ψ1(x)∗]∨dx,
where b∨(g) :=
√
µ(g)
−1
b(g−1). These formulas will be adopted as the definition of the descent
homomorphism for proper LT -spaces.
We can further rewrite these simple formulas in much more algebraic way, under the following
assumptions.
Assumption 3.32. Until the next subsection, we suppose the following conditions on X and G:
• G is a finite-dimensional unimodular Lie group, and H is a closed Lie subgroup of the center
of G;
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• The H-action given by the restriction of that of G, is free and smooth; and
• The orbit map H 3 h 7→ h · x ∈ X is isometric for each x ∈ X.
For v ∈ h = Lie(H), we denote the infinitesimal action of v on L2(X,E) by dαEv :
dαEv s(x) =
d
dt
∣∣∣∣
t=0
αEexp(tv)s(exp(−tv) · x).
The associated operator on L2(X,E)oG is denoted by d˜αEv as usual.
Lemma 3.33. For e ∈ C∞c (G,C∞c (X,E)) and v ∈ h, kd˜αEv e is computed as follows:
k
d˜αEv e
(x) = dR−vke(x) + drt−vke(x).
Proof. The following computation shows it:
k
d˜αEv e
(g1, g2;x) = α
E
g−11
dαEv e(g1g
−1
2 ; g1x)
= αE
g−11
d
dt
∣∣∣∣
t=0
αEexp(tv)e(g1g
−1
2 ; exp(−tv)g1x)
= αE
g−11
d
dt
∣∣∣∣
t=0
αEexp(tv)e(g1 exp(−tv)[g2 exp(−tv)]−1; [g1 exp(−tv)]x)
= αE
g−11
d
dt
∣∣∣∣
t=0
αEexp(tv)α
E
g1 exp(−tv)ke(g1 exp(−tv), g2 exp(−tv);x)
=
d
dt
∣∣∣∣
t=0
ke(g1 exp(−tv), g2 exp(−tv);x)
= dR−vke(g1, g2;x) + drt−vke(g1, g2;x).
Example 3.34. Suppose that H = G = R, X = R2 and E = X × C. Let us consider the G-action
on X given by g : (x, y) 7→ (x+ g, y), and its lift on E given by g : ((x, y), z) 7→ ((x+ g, y), z). We
denote the infinitesimal generator 1 ∈ g of G by v. Then, dαEv = − ∂∂x .
Let e : G → C∞c (X,E) be a smooth function. Then, ke is a smooth function on G ×G ×X =
R × R × R2. The coordinate is denoted by (g1, g2;x, y). Then, dRv = ∂∂g1 , drtv = ∂∂g2 . Since
ke(g1, g2;x, y) = e(g1 − g2;x+ g1, y), we have
k
d˜αEv e
(g1, g2;x, y) = − ∂
∂x
e(g1 − g2;x+ g1, y)
= − ∂
∂g1
e(g1 − g2;x+ g1, y)− ∂
∂g2
e(g1 − g2;x+ g1, y)
= dR−vke(g1, g2;x, y) + drt−vke(g1, g2;x, y).
This is the most fundamental case of the above formula.
Notations 3.35. In order to emphasize how d˜αEv acts on each fiber, we denote the above formula
by k
d˜αEv e
= idE⊗̂dR−v⊗̂id(ke) + idE⊗̂id⊗̂drt−v(ke).
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Let D be the Dirac operator given by∑
i
c(ei)dα
E
−ei +Dbase,
where c(ei) is the Clifford multiplication of the vector field induced by ei ∈ h, and Dbase =
∑
n c(vn)◦
∇Evn is the “Dirac operator for the base direction”, where {vn} is an orthonomal base of the normal
bundle of the H-orbit.
The following is fundamental.
Lemma 3.36. Let V → X be a G-equivariant vector bundle (it can be a C∗-algebra bundle, a
Hilbert space bundle, or a Hilbert module bundle). We say two elements v, w ∈ V are H-equivalent
if w = h · v for some h ∈ H. Consequently, if v ∈ Vx, w = h · v ∈ Vhx. Then, the quotient
space under the H-equivalence admits a G/H-equivariant vector bundle structure over X/H. A
G-invariant section on V defines a G/H-invariant section on V/H and vice versa.
Notations 3.37. By regarding V/H as the “restriction of V to local slices”, and taking into account
the above lemma, we often denote Cc(X ×G V ) by Cc(X/H ×G/H V ). Following this notation, the
function spaces appearing in Definition 3.29 are also denoted by C0
(
X/H ×G/H K(L2(G))
)
,
C0
(
X/H ×G/H {E⊗̂K(L2(G))}
)
and L2
(
X/H ×G/H {E⊗̂L2(G)⊗̂(CoG)}
)
.
Let us rewrite jG([D]) in an algebraic way. A cut-off function c : X → R≥0 induces a cut-off
function c on X/H by the orbit integral c(x) :=
∫
H c(h
−1x˜)dh, where x ∈ X/H and x˜ is a lift of x.
The following is obvious by the arguments so far.
Proposition 3.38. (1) L2
(
X/H ×G/H {E⊗̂L2(G)⊗̂(CoG)}
)
admits a Hilbert (C o G)-module
structure given by the following operations: For
φ⊗̂ψ, φ1⊗̂ψ1, φ2⊗̂ψ2,∈ L2
(
X/H ×G/H {E⊗̂L2(G)⊗̂(CoG)}
)
(for the remark on this notation, see Remark 3.31 (2)) and b ∈ CoG,
• [φ⊗̂ψ] · b(x) = φ(x)⊗̂[b∨ ∗ ψ(x)]; and
• (φ1⊗̂ψ1 ∣∣φ2⊗̂ψ2)(CoG) = ∫X/H c(x) (φ1(x) |φ2(x))Ex⊗̂L2(G) [ψ2(x) ∗ ψ1(x)∗]∨dx.
(2) This Hilbert module admits a left module structure
pi o lt : C0
(
X/H ×G/H K(L2(G))
)→ LCoG (L2 (X/G×G/H {E⊗̂L2(G)⊗̂(CoG)}))
given by [pi o lt(a)φ⊗̂ψ](x) = [idEx⊗̂a(x)φ(x)]⊗̂ψ(x).
(3) D denotes the operator∑
i
[idE⊗̂dRvi⊗̂id + idE⊗̂id⊗̂drtvi ]⊗̂c(vi) +Dbase.
Then, jG([D]) is represented by(
L2
(
X/H ×G/H {E⊗̂L2(G)⊗̂(CoG)}
)
, pi o lt, D
)
.
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3.4 Twisted equivariant version
In the previous three subsections, we supposed that the G-action on X lifts to the Clifford bundle.
In this subsection, we will study the case of a Clifford bundle over X which admits an action of a
U(1)-central extension of G which is compatible with the G-action on X. It is a natural situation for
Hamiltonian loop group spaces. The formulas proved this subsection will be adopted as definitions
in Section 6.
More concretely, we will describe parallel results for the following setting. For a continuous
U(1)-central extension of G
1→ U(1) i−→ Gτ p−→ G→ 1,
we suppose that G (not Gτ ) acts on a complete Riemannian manifold X in an isometric, proper
and cocompact way, and that X has a G-equivariant Spinor bundle (S, c). We consider a Hermitian
vector bundle pi : F → X equipped with a Gτ -action satisfying αFi(z) = zidF and pi(g ·f) = p(g) ·pi(f)
for z ∈ U(1), g ∈ G˜ and f ∈ F . Such a vector bundle is said to be τ-twisted G-equivariant. We
would like to study the τ -twisted G-equivariant index of S⊗̂F . Needless to say, it is possible to deal
with this problem as a Gτ -twisted problem. However, we need more economical formulas in order
to generalize them to infinite-dimensional manifolds. We refer to [T3, Section 3.3] for the detailed
arguments.
Notations 3.39. Let 1→ U(1) i−→ Gτ p−→ G→ 1 be a U(1)-central extension of G.
(1) A function f from Gτ to a vector space (Hilbert spaces, C∗-algebras, Hilbert modules, and
so on) is said to be at level q if f(i(z)g) = zqf(g).
(2) The set of compactly supported continuous function on Gτ at level q, is denoted by Cc(G, qτ).
Other types of function spaces are denoted in the same way: C∞c (G, qτ), L2(G, qτ), and so on.
(3) Let A be a G-C∗-algebra. It is automatically a Gτ -C∗-algebra through the homomorphism
p : Gτ → G. The subalgebra Aoqτ G of AoGτ is defined by the completion of Cc(G, qτ) in AoGτ .
It is called the qτ-twisted crossed product of A by G. For a Hilbert A-module E, we define
E oqτ G in the same way.
Definition 3.40. We suppose the same conditions.
(1) Let A and B be separable G-C∗-algebras. They are automatically equipped with the Gτ -
actions. A Gτ -equivariant Kasparov module (E, pi, F ) satisfying the following is said to be qτ-
twisted G-equivariant:
αEi(z)(e) = z
qe for all z ∈ U(1).
We define KKqτG (A,B) by the set of homotopy classes of qτ -twisted G-equivariant Kasparov (A,B)-
modules for q ∈ Z. These are direct summands of KKGτ (A,B), that is to say, KKGτ (A,B) =⊕
q∈ZKK
qτ
G (A,B).
(2) Let (E, pi, F ) be a qτ -twisted G-equivariant Kasparov (A,B)-module. Then, we can define
a Kasparov (A o(p−q)τ G,B opτ G)-module (E opτ G, pi o lt, F˜ |EopτG). By the correspondence
(E, pi, F ) 7→ (E opτ G, pi o lt, F˜ |EopτG), we define a homomorphism
jpτG : KK
qτ
G (A,B)→ KK(Ao(p−q)τ G,B opτ G).
It is called the partial descent homomorphism. When we should emphasize “q” in the partial
descent homomorphism, jpτG is denoted by j
pτ
G,q.
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(3) In the same situation, we define the analytic assembly map
µpτG : KK
pτ
G (C0(X),C)→ KK(C,Copτ G)
by µpτG (x) := [cX ]⊗̂C0(X)oGjpτG,p(x) (see the following remark).
(4) We do the parallel constructions for RKK-theory:
RKKqτG (X;A,B) ⊆ RKKGτ (X;A,B),
jpτG : RKKqτG (X;A,B)→ RKK(X;Ao(p−q)τ G,B opτ G) and
νpτG : RKKpτG (X;C0(X), Clτ (X))→ KK(C,Copτ G).
Remarks 3.41. (1) We use the notation of the twisted K-theory, because a central extension of a
group acting on a space is a special example of a twisting. See [FHT1] for the details.
(2) The Kasparov product takes the following form:
KKpτG (A,A1)×KKqτG (A1, B)→ KK(p+q)τG (A,B).
In particular, we can still define the Poincare´ duality homomorphism by the same formula:
PD : KKpτG (C0(X),C) ∼= RKKpτG (X;C0(X), Clτ (X)).
Moreover, µpτG = ν
pτ
G ◦ PD. The reformulated version
PD : KKpτG (A(X),Sε) ∼= RKKpτG (X;Sε⊗̂C0(X),Sε⊗̂C0(X)),
µpτG = ν
pτ
G ◦ PD : KKpτG (A(X),Sε)→ KK(Sε,Sε opτ G)
can be easily proved.
(3) Let us briefly explain the reason why jpτG,p (which is defined on KK
pτ
G (C0(X),C)) takes values
in KK(C0(X)oG,C opτ G). Let a : Gτ → C0(X) be at level q, and let e : Gτ → E be at level p.
Then
pi o lt(a)(e)(g) =
∫
Gτ
pi(a(h))αEh (e(h
−1g))dh
=
∫
G
∫
U(1)
pi(a(zh))αE
zh
(e([zh]−1g))dh
=
∫
G
∫
U(1)
zqpi(a(h))zp
{
αE
h
(z−pe(h−1g))
}
dh.
This integral vanishes unless q = 0.
(4) By definition, [cX ] is an element of KK(C, C0(X) o Gτ ). However, since i(U(1)) acts on
C0(X) trivially, the projection c ∈ C0(X) o Gτ is at level 0. Therefore, [cX ] belongs to the direct
summand KK(C, C0(X)oG). We used this fact to define µpτG .
The above assembly maps contain all the information of the assembly maps for Gτ in the
following sense. Note that Copτ G is contained in CoGτ as a direct summand. Thus, we have an
injection KK(C,Copτ G) ↪→ KK(C,CoGτ ).
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Proposition 3.42. The following two diagrams commute:
KKpτG (C0(X),C)
  //
µpτG

KKGτ (C0(X),C)
µGτ

KK(C,Copτ G) 
 // KK(C,CoGτ )
RKKpτG (X;C0(X), Clτ (X)) 
 //
νpτG

RKKGτ (X;C0(X), Clτ (X))
νGτ

KK(C,Copτ G) 
 // KK(C,CoGτ ).
Let us describe the twisted versions of Proposition 3.23, Proposition 3.28 and Proposition 3.38.
Note that G acts on K
(
L2(G, qτ)
)
by the formula
AdRg(k) := Rg˜ ◦ k ◦Rg˜−1 ,
where g˜ is a chosen lift of g ∈ G. The ambiguity of the choice of a lift is cancelled out. The same
argument of [Loi, Proposition 4.8] shows the following.
Proposition 3.43. Let A be an X oG-C∗-algebra and let A := ({Ax}x∈X ,ΓA ) be the u.s.c. field
associated to A. Then, we have an isomorphism
Aoqτ G ∼= C0
(
X ×G,AdR⊗̂αA
{
K(L2(G, qτ))⊗̂Ax
}
x∈X
)
.
Let a ∈ Cc(G,A). The integral kernel of the corresponding equivariant section is given by
x 7→
[
(g, h) 7→ µ(h)−1αAg−1 [a(gh−1)(gx)]
]
,
where a(gh−1)(gx) is the evaluation of a(gh−1) ∈ A at gx. The above integral kernel is also denoted
by ka(g, h;x).
Note that K
(
L2 (G, pτ) , L2 (G, (p− q)τ)) is a Hilbert K (L2 (G, pτ))-module by the following
operations: For k, k1, k2 ∈ K
(
L2 (G, pτ) , L2 (G, (p− q)τ)) and b ∈ K (L2 (G, pτ)),
k · b := k ◦ b, and (k1 | k2)K(L2(G,pτ)) := k∗1 ◦ k2.
This Hilbert module admits a left K
(
L2 (G, (p− q)τ))-module structure
pi : K
(
L2 (G, (p− q)τ))→ LK(L2(G,pτ)) (K (L2 (G, pτ) , L2 (G, (p− q)τ)))
given by pi(a)(k) := a ◦ k.
Let {Vx} be a qτ -twisted XoG-equivariant u.s.c. field of vector spaces. Then, G acts on neither
K(L2(G, pτ), L2(G, (p−q)τ)) nor {Vx}x∈X , but it does act on {K(L2(G, pτ), L2(G, (p−q)τ))⊗̂Vx}x∈X
by the following: For F ∈ K(L2(G, pτ), L2(G, (p− q)τ)), v ∈ Vx, g˜ ∈ Gτ and z ∈ U(1),
Rzg˜ ◦ F ◦R(zg˜)−1⊗̂(zg˜) · v = [zp−qRg˜] ◦ F ◦ [z−pRg˜−1 ]⊗̂zq(g˜ · v) = Rg˜ ◦ F ◦Rg˜−1⊗̂g˜ · v.
With this observation, we can describe the twisted descent homomorphism for RKK-theory in the
language of fields.
Proposition 3.44. Let A and B be X o G-C∗-algebras and let (E, pi, F ) be a qτ -twisted X o
G-equivariant Kasparov (A,B)-module. We suppose that F is actually equivariant. Let A :=
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({Ax}x∈X ,ΓA ), B := ({Bx}x∈X ,ΓB) and E := ({Ex}x∈X ,ΓE ) be the u.s.c. fields associated to A,
B and E, respectively. Then, we have an isomorphism
E opτ G ∼= C0
(
X ×G,αE⊗̂AdR
{
Ex⊗̂K(L2(G, pτ), L2(G, (p− q)τ))
}
x∈X
)
as bimodules. Moreover, pio(p−q)τ lt corresponds to {pix⊗̂id}x∈X and F corresponds to {Fx⊗̂id}x∈X .
Therefore, jpτG (E , {pix}x∈X , {Fx}x∈X) is represented by(
C0
(
X ×G,αE⊗̂AdR
{
Ex⊗̂K(L2(G, pτ), L2(G, (p− q)τ))
}
x∈X
)
, {pix⊗̂id}x∈X , {Fx⊗̂id}x∈X
)
.
The following is the twisted version of Proposition 3.30. Let [D] = (L2(X,E), pi,D) be an index
element of a G-equivariant Dirac operator.
Proposition 3.45. We define a (C0(X)opτ G,Copτ G)-bimodule(
L2
(
X ×G,αE⊗̂R⊗̂rt {E⊗̂L2(G, pτ)⊗̂(Co−pτ G)}
)
, pi o lt, D˜
)
in the same way of Definition 3.29. Then, it is isomorphic to jpτG,0([D]) by the correspondence e 7→ ke
given by
ke(g1, g2;x) :=
√
µ(g2)
−1
g−11
[
e(g1g
−1
2 , g1x)
]
.
Remarks 3.46. (1) Since e ∈ E oqτ G is at level q, ke is at level q with respect to g1, and it is at
level −q with respect to g2.
(2) The Hilbert (C o G)-module structure on C o G used in Definition 3.29 is defined by
e · b := b∨ ∗ e and (e1 | e2)CoG = [e2 ∗ e∗1]∨ for e, e1, e2, b ∈ C o G. The correspondence b 7→ b∨
exchanges Copτ G and Co−pτ G. Thus, Co−pτ G has a Hilbert Copτ G-module structure by these
formulas.
Let us give the twisted version of Proposition 3.38. We work on the same situation. We can
compute k
d˜αEv e
by the same argument of Lemma 3.33. Take a linear splitting s : g ↪→ gτ . For v ∈ h
and e ∈ C∞c (Gτ , C∞c (X,E)) at level p,
k
d˜αEv e
(x) = dR−s(v)ke(x) + drt−s(v)ke(x).
Note that the right hand side is independent of the choice of s, because the infinitesimal generator
of i(U(1)) acts on L2(G, pτ) as p
√−1id, and on Co−pτ G as −p
√−1id, respectively.
Proposition 3.47. (1) L2
(
X/H ×G/H {E⊗̂L2(G, pτ)⊗̂(Co−pτ G)}
)
admits a Hilbert C opτ G-
module structure, and it admits a ∗-homomorphism
pi o lt : C0
(
X/H ×G/H K(L2(G))
)→ LCopτG (L2 (X/H ×G/H {E⊗̂L2(G, pτ)⊗̂(Co−pτ G)}))
by the same formulas of the untwisted cases Proposition 3.38.
(2) We define an operator D on L2
(
X/H ×G/H {E⊗̂L2(G, pτ)⊗̂(Co−pτ G)}
)
by∑
i
[idE⊗̂dRs(vi)⊗̂id + idE⊗̂id⊗̂drts(vi)]⊗̂c(vi) +Dbase.
Then, jpτG,0([D]) is represented by(
L2
(
X/H ×G/H {E⊗̂L2(G, pτ)⊗̂(Co−pτ G)}
)
, pi o lt, D
)
.
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4 Index problem on proper LT -spaces
From this section, we start the study of infinite-dimensional spaces. The aim of this section is to
explain the precise setting of the problem and formulate the main result. First, we will define proper
LT -spaces and set up the concrete problem. We will clarify what is necessary to formulate. Second,
we will review representation theory of LT from [FHT2]. In addition, we will recall the substitute
for the “τ -twisted group C∗-algebra of LT” from [T3]. Third, we will introduce RKK-theory for
non-locally compact spaces. The detailed study on this subject will be done in [NT]. Finally, we
will study LT -equivariant KK-theory, which was introduced in [T4] but the study on general theory
was left. In this subsection, we will prove that the Kasparov product is well-defined and associative
for reformulated LT -equivariant KK-theory. Then, we will formulate the main results.
4.1 The geometrical setting
We define the loop group of the circle group T = S1 as a Hilbert Lie group as follows. In this
setting, the paper is full of circle groups, and hence we must distinguish all of them: The target of
the loop group is denoted by T ; The source of loops is denoted by Trot; When we consider a central
extension by a circle group, we denote it by U(1).
Definition 4.1. (1) Let UL2m be the completion of{
f ∈ C∞(Trot,R)
∣∣∣∣ ∫ f(θ)dθ = 0}
with respect to the “L2m-metric”
‖f‖2L2m :=
1
pi
∫ 2pi
0
∣∣∣∣∣∣∣∣ ddθ
∣∣∣∣m f(θ)∣∣∣∣2 dθ
for m ≥ 12 , where
∣∣ d
dθ
∣∣m is given by the functional calculus of the self-adjoint operator ddθ on
C∞(Trot,R).
(2) Let ΠT ⊆ t be the kernel of exp : t → T , which can be identified with the set of homotopy
classes of free loops on T : ΠT ∼= pi1(T ) ∼= Z. We define the Hilbert Lie group LTL2m by
LTL2m := T ×ΠT × UL2m .
It is canonically identified with the set of “L2m-loops” by the following correspondence: For an L
2
m-
loop l, there is an element n ∈ ΠT and an L2m-map f : S1 → R satisfying l(θ) = exp(θn) exp(f(θ));
The T -component is given by exp
(∫
S1 f(θ)dθ
)
; The UL2m-component is given by u(θ) := f(θ) −∫
Trot f(θ)dθ.
(3) Each of UL2m and LTL2m has a rotation symmetry given by the same formula θ0 · u(θ) :=
u(θ + θ0).
(4) The Hilbert space Lt∗
L2m−1
:= Ω1
L2m−1
(Trot, t) consisting of t-valued 1-forms over Trot can be
regarded as the set of connections on the trivial T -bundle over Trot. Thus, it admits an LTL2m-action
defined by the gauge transformation: l · A(θ) := A(θ) + dl(θ)l(θ)−1. We denote the holonomy map
by hol : Lt∗
L2m−1
→ T .
(5) If m′ > m, there exist continuous homomorphisms UL2
m′
→ UL2m and LTL2m′ → LTL2m , and
these make two inverse systems. The inverse limits of them are denoted by U and LT , and they
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are identified with the set of C∞-loops, thanks to the Sobolev embedding theorem1. We can do the
same thing of (4) for this case: We define Lt∗ := Ω1C∞(Trot, t); It is equipped with the holonomy
map hol : Lt∗ → T ; It is equipped with an LT -action given by the gauge transformation.
Remarks 4.2. (1) Although the standard norm of UL2m is given by ‖f‖2L2m :=
1
pi
∫ 2pi
0
∣∣(1 +4)m/2f(θ)∣∣2 dθ,
we use the above, in order to simplify the formulas. The same kind of simplification is mentioned
in [Fre].
(2) The gauge action given in (4) is isometric, proper and cocompact. Thus, the LTL2m-manifold
Lt∗
L2m−1
satisfies the setting of the index theorem of [Kas3], except that the manifold and the group
are infinite-dimensional. In fact, manifolds which we study in the present paper, are different from
it by compact sets.
(3) The Lie algebra Lie(UL2m) of UL2m can be identified with itself. That of LTL2m is isomorphic
to t⊕ Lie(UL2m).
(4) The holonomy map is given by the following composition: Lt∗
L2m−1
∫
−→ t exp−−→ T.
Definition 4.3 (See [T3]). Let M be an even-dimensional compact Riemannian T -equivariant
Spinc-manifold equipped with a T -invariant smooth map φ : M → T . We define an LTL2m-manifoldML2m for 1/2 ≤ m by the fiber product
ML2m
Φ−−−−→ Lt∗
L2m−1
Hol
y yhol
M
φ−−−−→ T
and we call a proper LT -space. The induced maps are denoted by Hol and Φ as above.
Remarks 4.4. (1) A proper LT -space is a Hilbert manifold equipped with an isometric, proper and
cocompact LTL2m-action, and it has a proper smooth equivariant map ML2m → Lt∗L2m−1 induced by
φ. Apply this construction for m =∞, we obtain an ILH-manifoldM, where we omit the subscript
L2∞.
(2) We can also say that φ is T -equivariant with respect to the adjoint action on T : φ(t0.x) =
t0φ(x)t
−1
0 , since T is commutative. If one wants to replace T with some noncommutative group, one
needs to assume that φ : M → G is equivariant with respect to the adjoint action. See [AMM, Mei1]
for details.
Example 4.5. Let M be an S1-symplectic manifold. Then, by perturbing the symplectic form, M
admits an S1-valued moment map φ [McD]. Then, the induced proper LT -space is a Hamiltonian
LT -space [AMM]. In this case, the induced map ML2m → Lt∗L2m−1 is called the moment map. In
this sense, proper LT -spaces are obvious generalizations of Hamiltonian LT -spaces.
A proper LT -space has the following simple topological type. Although there are no directly
corresponding results for noncommutative loop groups, the following is related to the abelianization
of [LMS].
Lemma 4.6 ([T3]). Let ML2k = Mφ ×hol Lt
∗
L2k−1
be a proper LT -space. Let t ⊆ Lt∗
L2k−1
be the
subspace consisting of constant sections. Then, M˜ := Φ−1(t) ⊆ ML2k is a smooth manifold and it
1The resulting Lie groups are ILH-Lie groups. “ILH” stands for “Inverse Limit of Hilbert”. See [Omo] for details.
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is a principal ΠT -bundle over M . Moreover, it is a global slice of the t× UL2k-action, and hence we
have ML2k ∼= M˜ × UL2k .
The goal of our project is to formulate and prove an LT -equivariant index theorem for proper
LT -spaces. We investigate the topological aspects of this project in the present paper. In order to
explain the problem precisely, we need to introduce a U(1)-central extension and a Spinor of LT .
In the following, we identify t and R to simplify the notations. Inner products are represented like
products of real numbers.
Definition 4.7 (See [PS, FHT2, T3]). (1) For f1, f2 ∈ UL2m , we define a two-cocycle
τ(f1, f2) := exp
(
i
pi
∫
Trot
f1(θ)f
′
2(θ)dθ
)
∈ U(1).
The central extension U τL2m
is given by UL2m × U(1) equipped with the multiplication given by
(f1, z1) · (f2, z2) := (f1 + f2, z1z2τ(f1, f2)) for f1, f2 ∈ UL2m . The lift of the Trot-action is given by
θ · (f, z) = (θ · f, z),
(2) Let κτ : ΠT → Hom(ΠT ,Z) be an injective homomorphism such that κτ (n,m) ∈ 2Z. Then,
we can define a 1-dimensional representation κτ (n/2) : T → U(1) for n ∈ ΠT in an obvious
way. This representation is also denoted by κτn/2. We define a U(1)-central extension (T × ΠT )τ
of T × ΠT by (T × ΠT ) × U(1) whose multiplication is defined by ((t1, n1), z1) · ((t2, n2), z2) =
((t1t2, n1 + n2), z1z2κ
τ
n1/2
(t2)κ
τ
n2/2
(t1)
−1) for (t1, n1), (t2, n2) ∈ T ×ΠT .
(3) The U(1)-central extension of LTL2m is defined by the exterior tensor product: LT
τ
L2m
:=
(T ×ΠT )τ  U τL2m .
In order to define a Spinor space, we need to specify a base of LtL2m .
Notations 4.8. (1) On Lie(UL2m), we take a complete orthonomal system
cos θ, sin θ,
cos 2θ
2m
,
sin 2θ
2m
,
cos 3θ
3m
,
sin 3θ
3m
, · · · .
The corresponding tangent vectors are denoted by (e1, f1, e2, f2, · · · ) and the coordinate with respect
to this base is denoted by (x1, y1, x2, y2, · · · ).
(2) We define an unbounded operator d on Lie(UL2m) by du := du/dθ, which is the infinitesimal
generator of the Trot-action. We introduce the complex structure J there by d/|d|: Concretely,
J(en) = −fn and J(fn) = en. We introduce the following complex orthonormal base:
zn :=
1√
2
(
en +
√−1fn
)
and zn :=
1√
2
(
en −
√−1fn
)
.
(3) The finite-dimensional approximation UL2m,N is the subgroup whose Lie algebra is given by
the linear span of
e1, f1, e2, f2, · · · , eN , fN .
The algebraic inductive limit with respect to the natural inclusion UL2m,N ↪→ UL2m,N+1 is denoted
by Ufin. We define d, J and the complex base on UL2m,N in the same way of (1) and (2).
For convenience of the reader, we explicitly describe the Lie bracket on Lie(UL2m). One can prove
the following by a simple calculation.
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Lemma 4.9. We denote the infinitesimal generator of i(U(1)) by K. Then, [en, fn] = n
1−2mK and
[zn, zn] = −
√−1n1−2mK.
Let us introduce the Spinor space. In addition, we introduce its dual and other two Clifford
multiplications on the tensor product of the Spinor and its dual, which will be used to define a
KK-element substituting for the index element in the next section.
Definition 4.10. (1) The Spinor space SU of Lie(UL2m) is defined by the exterior algebra of the
negative part of the complexfication of Lie(UL2m):
• SU,fin :=
∧alg⊕
n>0Czn.
• SU is the completion of SU,fin with respect to the metric given by
(zi1 ∧ zi2 ∧ · · · ∧ zin | zj1 ∧ zj2 ∧ · · · ∧ zjm)SU =
{
1 (n = m and i1 = j1, i2 = j2, · · · , in = jm)
0 (otherwise),
where we have assumed that i1 < i2 < · · · < in and j1 < j2 < · · · < jm.
• The Clifford multiplication is defined by
γ(zn) :=
√
2zn∧
γ(zn) := −
√
2znc,
where c is the interior product (zn∧)∗.
The unit vector corresponding to “1” in the exterior algebra SU is denoted by 1f , where “f” comes
from “fermion”.
(2) The dual of (SU , γ) is naturally a left Cliff +(Lie(UL2m))-module. We explicitly construct it
as follows:
• S∗U,fin :=
∧alg⊕
n>0Czn.
• S∗U is the completion of S∗U,fin with respect to the parallel way of SU .
• SU and S∗U are mutually dual by the bilinear pairing
〈zi1 ∧ zi2 ∧ · · · ∧ zin , zj1 ∧ zj2 ∧ · · · ∧ zjm〉 :=
{
1 (n = m and i1 = j1, i2 = j2, · · · , in = jm)
0 (otherwise),
where we have assumed that i1 < i2 < · · · < in and j1 < j2 < · · · < jm.
• The Clifford multiplication is given by
γ∗(zn) = −
√
2znc ◦ S∗U
γ∗(zn) = −
√
2zn ∧ ◦S∗U .
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The unit vector corresponding to “1” in the exterior algebra S∗U is denoted by 1
∗
f .
(3) We define two other Clifford multiplications on S∗U ⊗̂SU by
c(v) :=
1√
2
(
id⊗̂γ(v)−√−1γ∗(v)⊗̂id)
c∗(v) :=
√−1√
2
(
id⊗̂γ(v) +√−1γ∗(v)⊗̂id)
for v ∈ Lie(Ufin). Note that c(v)2 = −‖v‖2id and {c∗(v)}2 = ‖v‖2id. See [FHT2, T4] for details.
The geometrical situation of the problem of the present paper is the following.
Problem 4.11. Let M be an even-dimensional compact Riemannian T -equivariant Spinc-manifold
equipped with a T -invariant smooth map φ : M → T and letM = Mφ×holLt∗ be the corresponding
proper LT -space. Suppose that a T -equivariant Spinor bundle SM and a τ -twisted LTL2k
-equivariant
line bundle L over M, are given. The pullback of SM to M˜ is denoted by SM˜ . We define an LT -
equivariant Spinor bundle SM overM by the exterior tensor product of SM˜ and the trivial bundle
U×SU . Then, formulate and prove the index theory for the τ -twisted LT -equivariant Clifford module
bundle L⊗̂SM.
Remark 4.12. The assumption that M is even-dimensional and Spinc is not essential. One can
remove this assumption by considering “K-theoretical orientation sheaf” Cliff +(Hol
∗TM).
The main result of the present paper is the topological side of the above problem: a construction
of two homomorphisms substituting for the Poincare´ duality homomorphism and the topological
assembly map. In order to explain them, we need to introduce the substitute for the τ -twisted
group C∗-algebra of LT , a non-locally compact version of RKK-theory, and LT -equivariant KK-
theory. The following three subsections are devoted to them.
4.2 A review of the representation theory of LT
In this subsection, we give a review of the representation theory of LT and recall the construction
of a substitute for the τ -twisted group C∗-algebra of LT .
We have defined the central extension
1→ U(1) i−→ LT τL2m
p−→ LTL2m → 1
for any m ≥ 1/2 in Definition 4.7. Recall that Trot-action of LTL2m lifts to the central extension
LT τL2m
. With this lift, we define the concept of positive energy representation. The unitary group
U(V ) of a Hilbert space V is equipped with the compact-open topology
Definition 4.13 ([PS]). A positive energy representation (PER for short) of LTL2m at level τ
on a separable Hilbert space H, is a continuous homomorphism ρ : LT τL2m
→ U(H) satisfying the
following:
• ρ is at level 1, that is to say, ρ(eLT , z) = zidH for (eLT , z) ∈ i(U(1)) ⊆ LT τL2m ;
• ρ lifts to LT τL2m o Trot; and
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• The orthogonal decomposition H = ⊕Hn given by the weight of the circle action defined by
the restriction of ρ to Trot, satisfies the following: dimHn < ∞ for all n and Hn = 0 for
all sufficiently small n’s. We may impose that Hn = 0 for all n < 0, by retaking the lift to
LT τL2m
o Trot.
We introduce several standard notions of representation theory (the irreducibility, the direct
sum and so on) in an obvious way. In particular, the dual representation of a PER is at level −1
and of “negative energy”.
We can also define the concept of PERs of T ×ΠT , UL2m and its subgroups in an obvious way. It
is known that U τL2m
has the unique PER up to isomorphism as an infinite-dimensional version of the
Stone-von Neumann theorem (See [Kir, Theorem 2.4]). See also [PS, FHT2, T1] for details. We will
construct it by the following recipe: First,we define a PER of the finite-dimensional approximation
U τL2m,N
; Second, we define a homomorphism from the PER of U τL2m,N
to that of U τL2m,M
for N < M ;
Finally, we take the Hilbert space inductive limit of this system and it is the desired PER. We define
it at the infinitesimal level.
Definition 4.14. (1) On L2(RN ), we define an infinitesimal representation dρ of U τL2m,N and an
action of the infinitesimal generator d of Trot, by the following operators:
dρ (en) := n
1
2
−m ∂
∂xn
;
dρ (fn) :=
√−1n 12−mxn×;
dρ(d) :=
i
2
N∑
n=1
n
[(
− ∂
2
∂x2n
+ x2n − 1
)]
.
(2) Let L2(RN )fin be the subspace which is algebraically spanned by functions of the form
“polynomial × e− ‖x‖
2
2 ”. Obviously, the operators dρ (en)’s, dρ (fn)’s and dρ(d) preserve it.
Remark 4.15. By using the complex base of the Lie algebra, we can rewrite dρ(d) as
dρ(d) = −√−1
∑
n
n2mdρ(zn)dρ(zn).
This expression is more appropriate than the above for the infinite-dimensional case.
With the above representation of UL2m,N , we define a PER of UL2m as follows:
Definition 4.16. (1) We define an isometric embedding
IN : L
2(RN ) 3 f 7→ f⊗̂ 1
pi1/4
e−
x2N+1
2 ∈ L2(RN+1)
for each N . Note that IN ’s are equivariant: dρ(d)◦IN = IN ◦dρ(d) and IN ◦dρ(v) = dρ(v)◦IN for v ∈
UL2m,N . The former equivariance is because
1
pi1/4
e−
x2N+1
2 belongs to the kernel of dρ(zN+1)dρ(zN+1).
Note that IN ’s preserve L
2(RN )fin’s.
(2) We define L2(R∞) by the Hilbert space inductive limit lim−→L
2(RN ), and L2(R∞)fin by the
algebraic inductive limit lim−→
alg L2(RN )fin. On L2(R∞)fin, we can define the operators
dρ (en) , dρ (fn) and dρ(d)
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since the embeddings IN ’s are equivariant. The extension of these operators are denoted by the
same symbols.
Notations 4.17. The “infinite tensor product” 1
pi1/4
e−
x21
2 ⊗̂ 1
pi1/4
e−
x22
2 ⊗̂ · · · defines a unit vector de-
noted by 1b, where “b” comes from “boson”.
We can do the same things for the dual representation, that is to say, we can define a continuous
homomorphism ρ∗ : U τL2m → U(L
2(R∞)∗) in the standard way, which is at level −1, and L2(R∞)∗ has
the “highest weight vector” 1∗b . Then, ρ
∗ induces a ∗-isomorphism Op : CoτUL2m,N → K(L2(RN )∗).2
On the right hand side, we have a natural connecting homomorphism K(L2(RN )∗)→ K(L2(RN+1)∗)
given by k 7→ k⊗̂P , where P is the one-dimensional projection onto Ce− 12x2N+1 . With this idea, a
substituting C∗-algebra for the τ -twisted group C∗-algebra of UL2m has been defined in [T1].
Definition 4.18. (1) We define a C∗-algebra Coτ UL2m by the C
∗-algebra inductive limit:
Coτ UL2m := lim−→
N→∞
K(L2(RN )∗).
It is naturally isomorphic to K
(
L2(R∞)∗
)
. When we regard an element b ∈ Coτ UL2m as an
element of K
(
L2(R∞)∗
)
by the natural identification, it is denoted by Op(b). This symbol comes
from “Operator”. The rank one projection onto C1∗b is denoted by PC1∗b .
(2) We define a C∗-algebra Coτ LTL2m by
Coτ LTL2m := Coτ (T ×ΠT )⊗̂Coτ UL2m .
(3) For every N ∈ N, we define [Coτ UL2m,N ]fin ⊆ K(L2(RN )∗) by the set of finite-rank operators
preserving L2(RN )∗fin. These subspaces are preserved by the connecting homomorphisms. Hence
the algebraic inductive limit lim−→
alg[Coτ UL2m,N ]fin makes sense, and it is denoted by [Coτ UL2m ]fin.
We define a dense subalgebra [Coτ LTL2m ]fin of Coτ LTL2m by the algebraic tensor product
[Coτ LTL2m ]fin := C
∞
c (T ×ΠT , τ)⊗̂alg[Coτ UL2m ]fin.
Notations 4.19. A PER of LTL2m is given by the tensor product of those of T ×ΠT ’s and UL2m ’s.
Thus, we can define a ∗-homomorphism Coτ LTL2m → L(H) for a PER H. This homomorphism is
denoted by “Op”, following the notation of Definition 4.18 (1).
Remarks 4.20. (1) The rank one operator appearing in the definition of the connecting homomor-
phism K(L2(RN )∗)→ K(L2(RN+1)∗) is given by the Gaussian
vac(aN+1, bN+1) :=
N1−2m
2pi
e−
(N+1)1−2m
4
(a2N+1+b
2
N+1)
2A function f on UτL2m,N
at level p defines the trivial operator on a representation space (V, σ) at level q, unless
p+ q = 0. This is because the integral∫
Uτ
L2m,N
f(g)σ(g)dg =
∫
U
L2m,N
∫
U(1)
zpf(g)zqσ(g)dzdg
vanishes unless p+ q = 0.
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on UL2m,N+1 	 UL2m,N . This is proved by a simple calculation using the definition of ρ and piρ, and
we leave it to the reader.
(2) A finite rank operator preserving L2(RN )fin is given by a finite linear combination of
[dρ(z1)]
α1 [dρ(z2)]
α2 · · · [dρ(zN )]αN ◦ PC1∗b ◦ [dρ(z1)]β1 [dρ(z2)]β2 · · · [dρ(zN )]βN .
One can prove the following formulas by integration by parts and the Leibniz rule:
dρ(zk) ◦Op(f) = Op
([
−k− 12 +m
(
∂
∂ak
+
1
2
k1−2mak
)
+
√−1k− 12 +m
(
∂
∂bk
+
1
2
k1−2mbk
)]
f
)
,
Op(f) ◦ dρ(zk) = Op
([
−k− 12 +m
(
∂
∂ak
+
1
2
k1−2mak
)
−√−1k− 12 +m
(
∂
∂bk
+
1
2
k1−2mbk
)]
f
)
.
By this formula, one finds that [C o UL2m,N ]fin is the set of functions of the form “polynomial ×
Gaussian”. Therefore, [Co UL2m ]fin is regarded as the set of “functions” of the form “polynomial ×
Gaussian”.
We have used the G-action “rt” on CoG to compute the descent homomorphism in Definition
3.29, which is given by rtgf(h) := f(hg) for f ∈ Cc(G) and g, h ∈ G. In addition, we define another
action “lt” by ltgf(h) := f(g
−1h). For a unitary representation ρ : G → U(V ), we can define a
∗-homomorphism piρ : C o G → L(V ). By simple calculations, we have piρ(ltgf) = ρg ◦ piρ(f) and
piρ(rtgf) = piρ(f) ◦ ρg−1 . If G is a Lie group, we can also define “dlt” and “drt” and they satisfy
piρ(dltXf) = dρX ◦ piρ(f) and piρ(drtXf) = piρ(f) ◦ dρ−X for X ∈ g.
Since Coτ LTL2m is not defined by the completion of Cc(LTL2m , τ), the original definitions of
“lt” and “rt” do not work. However, the right hand sides of piρ(ltgf) = ρg ◦ piρ(f) and piρ(rtgf) =
piρ(f) ◦ ρg−1 still make sense. With this observation, we introduce the LT -counterparts of “lt” and
“rt”.
Definition 4.21. (1) For b ∈ Coτ UL2m and g ∈ U τL2m , we define ltgb := Op
−1 (ρg ◦Op(b)) and
rtgb := Op
−1 (Op(b) ◦ ρg−1). We define the infinitesimal versions of “lt” and “rt” in an obvious
way.
(2) They and the corresponding actions on T × ΠT , induce two LT τL2m-actions on Coτ LTL2m .
We use the same symbols “lt” and “rt” to denote these new actions.
4.3 RKK-theory for non-locally compact action groupoids
The goal of this subsection is to define “RKK-theory for non-locally compact action groupoids”
based on the idea which we have explained in the last several paragraphs of Section 2.2. In the
present paper, we deal with only action groupoids. We do not explain the whole story and we will
merely define necessary concepts and prove several easy results. For more general cases and details,
see [NT]. I emphasize that the primitive idea of this theory is due to Shintaro Nishikawa. I thank
him for allowing me to introduce this theory before the collaboration paper [NT].
For simplicity, in this subsection, we work under the following assumption. It is satisfied for
proper LT -spaces.
Assumption 4.22. Throughout this subsection, X is assumed to be a metrizable space. In par-
ticular, we have Urysohn’s lemma: For any closed subsets C,C ′ ⊆ X with C ∩ C ′ = ∅, there exists
a continuous function f : X → [0, 1] such that f |C = 0 and f |C′ = 1. We also suppose that G is a
topological metrizable group and it acts on X continuously. Then, G × X is also metrizable.
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Let us introduce the substitute for the concept of “X o G-C∗-algebras”. We begin with the
definition of upper semi-continuous fields (u.s.c. fields, for short) of Banach spaces.
Definition 4.23 ([Dix, Definition 10.1.2]). (1) A u.s.c. field of Banach spaces over X is a pair
E = ({Ex}x∈X ,ΓE ) of a family of Banach spaces {Ex}x∈X parameterized by X , and a subset ΓE of{
s : X →∐x∈X Ex | s(x) ∈ Ex} satisfying the following conditions:
• ΓE is a complex vector space by the pointwise operations;
• The evaluation homomorphism ΓE 3 s 7→ s(x) ∈ Ex is surjective;
• The function X 3 x 7→ ‖s(x)‖ ∈ R≥0 is upper semi-continuous for each s ∈ ΓE ; and
• A section s : X → ∐x∈X Ex is an element of ΓE if the following is satisfied: For every
x ∈ X and every  > 0, these exists a neighborhood Ux, of x and an s′ ∈ ΓE such that
‖s(y)− s′(y)‖ ≤  for y ∈ Ux,.
(2) A u.s.c. field E = ({Ex}x∈X ,ΓE ) is Z2-graded if every Ex is Z2-graded: Ex = E0,x⊕̂E1,x,
and both of Ei = ({Ei,x}x∈X ,ΓEi) (i = 0, 1) are u.s.c. fields, where
ΓEi := {s ∈ ΓE | s(x) ∈ Ei,x for every x ∈ X} .
Remark 4.24. If the function X 3 x 7→ ‖s(x)‖ is continuous for every s ∈ ΓE , the field is called a
continuous field of Banach spaces.
Definition 4.25. Let E1 = ({E1,x}x∈X ,ΓE1) and E2 = ({E2,x}x∈X ,ΓE2) be two u.s.c. fields of
Banach spaces over X .
(1) A family of bounded linear maps φ = {φx : E1,x → E2,x} is called a homomorphism
between E1 and E2 over X if it satisfies the following: For every s ∈ ΓE1 , the resulting section
φ(s) : x 7→ φx(sx) also belongs to ΓE2 . It is said to be injective/surjective/isomorphic/isometric if
every φx is injective/surjective/isomorphic/isometric.
(2) A homomorphism φ : E1 → E2 over X between Z2-graded u.s.c. fields of Banach spaces is
even if it preserves the Z2-grading, and is odd if it reveres the Z2-grading.
Remark 4.26. A Z2-graded u.s.c. field of Banach space E admits an isometric isomorphism  =
{x} : E → E such that x(e0,x + e1,x) = e0,x − e1,x, where ei,x ∈ Ei,x for i ∈ {0, 1} and x ∈ X . It
is called the grading homomorphism. A homomorphism is even and odd if and only if it commutes
and anti-commutes with , respectively.
As mentioned in [TXLG, Appendix], the “total space” E˜ :=
∐
x∈X Ex admits the unique topol-
ogy so that ΓE is the set of all continuous sections of the bundle E˜ → X . Then, the above
homomorphism {φx} defines a continuous bundle map φ : E˜1 → E˜2. We can construct the pullback
of a u.s.c. field of Banach spaces by a continuous map F : Y → X . This field over Y is denoted by
F ∗E .
Using this construction, we can define the concept of continuous group actions. See also [LG,
Definition 3.5]. By the G-action on X , we define two continuous maps s, r : G × X → X by
s(g, x) := x and r(g, x) := g · x.
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Definition 4.27. (1) Let E = ({Ex}x∈X ,ΓE ) be a u.s.c. field of Banach spaces over X . A
continuous G-action on E is an isomorphism α : s∗E → r∗E over G × X satisfying the following
commutative diagram for every x ∈ X and g ∈ G:
Ex
α(g,x) //
α(hg,x) ""
Eg·x
α(h,g·x){{
E(hg)·x
An isomorphism α(g,x) is also denoted by (αg)x, by regarding αg as an automorphism on E . If every
isomorphism is isometric, this action is said to be isometric. A u.s.c. field of Banach spaces over X
equipped with a G-action is said to be X o G-equivariant.
(2) For X oG-equivariant u.s.c. fields of Banach spaces E1 and E2, a homomorphism φ : E1 → E2
over X is said to be X o G-equivariant if it satisfies (αg)x ◦ φx = φg·x ◦ (αg)x.
More interesting types of fields, including fields of C∗-algebras or those of Hilbert modules, can
be defined.
Definition 4.28. (1) Let A = ({Ax},ΓA ) be a u.s.c. field of Banach spaces. It is a u.s.c. field
of C∗-algebras over X if the following conditions are satisfied:
• Each fiber Ax is a C∗-algebra;
• ΓA is closed under the multiplication and the adjoint; and
• The norm satisfies the C∗-condition ‖a∗a‖ = ‖a‖2 for each x ∈ X and a ∈ Ax.
For u.s.c. fields of C∗-algebras A1 and A2 over X , a homomorphism φ : A1 → A2 over X
is called a ∗-homomorphism if it preserves the multiplication and the adjoint. We define the
concepts of Z2-graded u.s.c. fields of C∗-algebras, even/odd ∗-homomorphisms, in the same way for
fields of Banach spaces.
(2) A u.s.c. field of C∗-algebras A = ({Ax},ΓA ) over X is said to be locally separable if
the following condition is satisfied: For every x ∈ X , there exists an open neighborhood Ux and a
countable set of continuous sections {an} ⊆ ΓA such that {an(y)} ∈ Ay is dense for every y ∈ Ux.
(3) Let A = ({Ax},ΓA ) be a u.s.c. field of C∗-algebras. A u.s.c. field of Banach spaces
E = ({Ex},ΓE ) is a u.s.c. field of Hilbert A -modules over X if the following conditions are
satisfied:
• Each fiber Ex is a Hilbert Ax-module;
• ΓE is closed under the multiplication by ΓA , and the inner product of two elements e1, e2 ∈ ΓE
defines an element of ΓA ; and
• The Banach space norm of e ∈ Ex is given by ‖e‖Ex =
√
‖ (e | e)Ex ‖Ax .
(4) A u.s.c. field E of Hilbert A -modules over X is said to be locally countably generated
if the following condition is satisfied: For any x ∈ X, there exist a countable set {sn}n∈N ⊆ ΓE and
an open neighborhood Ux such that the Ay-linear span of {sn(y)}n∈N ⊆ Ey is dense in Ey for every
y ∈ Ux.
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(5) A u.s.c. field of C∗-algebras A over X is said to be X o G-equivariant if an isometric
G-action on A is given and each (αg)x preserves the multiplication and the adjoint. We define the
concept of X o G-equivariant Hilbert A -modules in a parallel way.
Remark 4.29. Let E be a locally countably generated u.s.c. field of Hilbert A -modules over X .
Then, thanks to the proof of [MS, Lemma 5.9] and a partition of unity, we can find a countable set
{sn} ⊆ ΓE so that {sn(x)} spans Ex over Ax for every x ∈ X . Moreover, E can be written as an
orthogonally complementable submodule of the trivial bundle l2(N)⊗̂A . This result will be proved
in [NT].
Let us give typical examples.
Example 4.30. (1) Let C(X ) be the ∗-algebra consisting of C-valued continuous functions on X .
Then,
C (X ) = ({Cx}x∈X , C(X ))
is an X oG-equivariant continuous field of C∗-algebras by the “trivial” action (αg)x : Cx 3 z 7→ z ∈
Cg·x. Note that the single C∗-algebra C0(X ) is trivial if X is not locally compact. In this sense, the
concept of u.s.c. fields of C∗-algebras is more general than single C∗-algebras.
(2) Let E = ∐x∈X Ex → X be a G-equivariant locally trivial Hilbert space bundle whose fibers
are separable, and let C(X , E) be the set of continuous sections. Then,
E = ({Ex}x∈X , C(X , E))
is an X o G-equivariant continuous field of Hilbert C (X )-modules.
(3) For a G-C∗-algebra A and a G-equivariant Hilbert A-module E, A⊗̂C (X ) = ({A}, C(X , A))
is an X oG-equivariant continuous field of C∗-algebras and E⊗̂C (X ) = ({E}, C(X , E)) is an X oG-
equivariant continuous field of Hilbert A⊗̂C (X )-module by the diagonal action. These fields are
said to be trivial.
Let us define the filed of adjointable operators and that of compact operators for a u.s.c. field
of C∗-algebras B and a u.s.c. field of Hilbert B-modules E .
Definition 4.31. Let B be an X o G-equivariant u.s.c. field of C∗-algebras and let E be a locally
countably generated X o G-equivariant u.s.c. field of Hilbert B-modules.
(1) The filed of adjointable operators L (E ) = LB(E ) over E is defined by the family of C
∗-
algebras {L(Ex)}x∈X and the set of sections ΓL (E ) given by the following: A section x 7→ Tx is
continuous if and only if, for any continuous section ξ = {ξx}x∈X ∈ ΓE , the new sections x 7→ Txξx
and x 7→ (Tx)∗ξx are again continuous.
(2) We define a single C∗-algebra LB(E ) by the set of bounded sections{{Tx} ∈ ΓL (E ) | ‖Tx‖ is bounded}
by the pointwise operations and the norm ‖{Tx}‖ := supx∈X ‖Tx‖.
(3) A continuous section {Fx} ∈ ΓL (E ) is a locally finite rank operator if the following
condition is satisfied: For each point x ∈ X , there exists an open neighborhood Ux and contin-
uous sections e1, f1, · · · , en, fn of E such that Fy =
∑
ei(y)⊗̂[fi(y)]∗ on Ux, where the operator
ei(y)⊗̂[fi(y)]∗ is defined by Ey 3 v 7→ ei(y) (fi(y) | v)By ∈ Ey.
(4) The filed of B-compact operators K (E ) = KB(E ) over E is defined by the family of C
∗-
algebras {K(Ex)}x∈X and the set of sections ΓK (E ) given by the following. A section x 7→ Tx ∈
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K(Ex) is continuous if and only if there exists a net of locally finite rank operators {{(Fλ)x}x∈X }λ∈Λ
satisfying the following condition: For any  > 0 and x ∈ X, there exists an open neighborhood
U,x and λ0 such that λ ≥ λ0 implies ‖Ty − (Fλ)y‖ <  on y ∈ U,x.
The field K (E ) is an X oG-equivariant u.s.c. field of C∗-algebras, where the G-action is defined
by (α
K (E )
g )x(kx) := (α
E
g )x ◦ kx ◦ (αEg−1)g·x. This will be proved in [NT]
Definition 4.32. Let A = ({Ax},ΓA ) and B = ({Bx},ΓB) be X o G-equivariant u.s.c. fields of
C∗-algebras.
(1) Let E1 = ({E1,x},ΓE1) be an X o G-equivariant u.s.c. field of Hilbert A -modules, and
let E2 = ({E2,x},ΓE2) be an X o G-equivariant u.s.c. field of Hilbert B-modules. Suppose that
an X o G-equivariant ∗-homomorphism pi = {pix}x∈X : A → LB(E ) is given. Then, we define
an X o G-equivariant u.s.c. field of Hilbert B-modules E1⊗̂A E2 by ({E1,x⊗̂AxE2,x}x∈X ,ΓE1⊗̂A E2),
where a section s is an element of ΓE1⊗̂A E2 , if for every x ∈ X and for every  > 0 there exists
a neighborhood Ux, of x and finitely many sections {s1,i} ⊆ ΓE1 and {s2,i} ⊆ ΓE2 such that
‖s(y) −∑i s1,i(y)⊗̂s2,i(y)‖ <  on y ∈ Ux,. For an adjointable operator T on E1, we can define
T ⊗̂id in an obvious way.
(2) In particular, we can define the pushout as follows. Let σ : A → B be an X oG-equivariant
∗-homomorphism. It gives a Hilbert B-module B equipped with a ∗-homomorphism σ : A → B ⊆
LB(B). We define the pushout σ∗(E ) by E ⊗̂AB.
Remark 4.33. Let I be the closed interval [0, 1]. For an X oG-equivariant u.s.c. field of C∗-algebras
A , we define another equivariant u.s.c. field A I by ({Ax⊗̂C(I)}x∈X ,ΓA I), where ΓA I is defined
by the same way of (1) of the above definition. Then, we have a ∗-homomorphism
evt = {evt,x : AxI = Ax⊗̂C(I) 3 a⊗̂f 7→ a · f(t) ∈ Ax}.
Therefore, for an X o G-equivariant u.s.c. field of Hilbert A I-module E , we can define the “evalu-
ation at t of E ” by evt,∗E . We will use this construction to define the homotopy equivalence.
For this tensor product construction and T ∈ LA I(E ), T ⊗̂id is denoted by evt,∗(T ) ∈ LA (evt,∗(E )).
Now, we can extend RKK-theory to our infinite-dimensional setting.
Definition 4.34. Let A = ({Ax},ΓA ) and B = ({Bx},ΓB) be locally separable X oG-equivariant
u.s.c. fields of C∗-algebras.
(1) An X o G-equivariant Kasparov (A ,B)-module is a triple (E , pi, F ) satisfying the fol-
lowing conditions:
• E = ({Ex},ΓE ) is a locally countably generated X o G-equivariant u.s.c. field of Z2-graded
Hilbert B-modules.
• pi = {pix} is an X o G-equivariant even ∗-homomorphism A → LB(E ).
• F = {Fx} ∈ LB(E ) is an odd element and it satisfies the following conditions: For any a ∈ ΓA ,
all the sections
x 7→ [pix(ax), Fx], x 7→ pix(ax)(Tx − T ∗x ) and x 7→ pix(ax){1− (Tx)2}
belong to ΓKB(E ), and the section
G × X 3 (g, x) ∈ ag·x{Fg·x − (αg)x ◦ Fx ◦ (αg−1)g·x} ∈ KBg·x(Eg·x)
belongs to Γr∗KB(E ).
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(2) The set of isomorphism classes of G-equivariant Kasparov (A ,B)-modules is denoted by
EXoG(A ,B). It is an abelian semigroup, whose addition is defined by (E1, pi1, F1) + (E2, pi2, F2) :=
(E1 ⊕ E2, pi1 ⊕ pi2, F1 ⊕ F2).
(3) Two elements (E0, pi0, F0), (E1, pi1, F1) ∈ EXoG(A ,B) are said to be homotopic if there
exists (E , pi, F ) ∈ EXoG(A ,BI) such that (Ei, pii, Fi) is isomorphic to evi,∗(E , pi, F ) for i = 0, 1.
This is obviously an equivalence relation. Such a triple is called a homotopy between (E0, pi0, F0)
and (E1, pi1, F1).
(4) The set of homotopy classes of X o G-equivariant Kasparov (A ,B)-modules is denoted by
RKKG(X ;A ,B). The homotopy class of (E0, pi0, F0) is denoted by [(E0, pi0, F0)] ∈ RKKG(X ;A ,B).
(5) If G is equipped with a U(1)-central extension, we define RKKτG(X ;A ,B) in the same way
of Definition 3.40.
RKKG(X ;A ,B) is an abelian group, whose addition is induced by the addition in EXoG(A ,B).
In fact, the direct sum operation is homotopy invariant, because the direct sum of the homotopies
gives a homotopy between the direct sums.
We can also define the concept of Kasparov products.
Definition 4.35. Let A , A1 and B be locally separable X o G-equivariant u.s.c. fields of C∗-
algebras. Let (E1, pi1, F1) ∈ EXoG(A ,A1) and let (E2, pi2, F2) ∈ EXoG(A1,B).
(1) For s1 ∈ ΓE1 , we define Ts1 : E2 → E1⊗̂A1E2 by ΓE2 3 e2 7→ [x 7→ s1,x⊗̂s2,x ∈ E1,x⊗̂A1,xE2,x] ∈
ΓE1⊗̂A1E2 . An element F ∈ LB(E1⊗̂E2) is a F2-connection if[(
F 0
0 F2
)
,
(
0 Ts1
T ∗s1 0
)]
∈ ΓKB(E⊕E2)
for any s1 ∈ ΓE1
(2) (E1⊗̂E2, pi, F ) ∈ EXoG(A ,B) is a Kasparov product of (E1, pi1, F1) and (E2, pi2, F2)
if F is an F2-connection satisfying the following: For arbitrary a ∈ ΓA , there exists a con-
tinuous section P ∈ LB(E ) whose value at each point is positive, such that the section x 7→
pix(ax)[Fx, F1,x⊗̂id]pix(ax)∗ − Px belongs to ΓKB(E1⊗̂E2).
Theorem 4.36 ([NT]). We suppose that the G-action on X is proper and there exists a local
slice at every point of X . We further suppose that A ,A1 and B are locally separable. Then,
for arbitrary (E1, pi1, F1) ∈ EXoG(A ,A1) and (E2, pi2, F2) ∈ EXoG(A1,B), there exists a Kasparov
product (E1⊗̂E2, pi, F ) ∈ EXoG(A ,B). It is well-defined at the RKK-level, and it is associative.
The Kasparov product of x ∈ RKKG(X ;A ,A1) and y ∈ RKKG(X ;A1,B) is denoted by
x⊗̂A1y ∈ RKKG(X ;A ,B).
We have used the fact that an equivariant RKK-element is represented by an actually equivari-
ant RKK-cycle in Proposition 3.28. An analogous result for non-locally compact groupoids which
satisfies a certain condition, will be proved in [NT]. For this time, we prove it for a special case,
which will be necessary for the main theorem.
We begin with a useful criterion to be operator homotopic.
Lemma 4.37 (See [JT, Lemma 2.1.18]). Let A and B be X o G-equivariant u.s.c. fields of C∗-
algebras. Suppose that (E , pi, F ), (E , pi, F ′) ∈ EXoG(A ,B) satisfy the following: For any a ∈ ΓA ,
there exists a continuous section P ∈ LB(E ) whose value at each point is positive such that the
section x 7→ pix(ax)[Fx, F ′x]pix(ax)∗−Px belongs to ΓKB(E ). Then, (E , pi, F ) is homotopic to (E , pi, F ′)
as equivariant Kasparov modules.
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Proof. We define two C∗-subalgebras QA (E ) and IA (E ) of LB(E ) by
QA (E ) :=
{
T ∈ LB(E ) | The section x 7→ [pix(a(x)), Tx] belongs to ΓK (E ) for any a ∈ ΓA
}
IA (E ) :=
{
T ∈ QA (E ) | The section x 7→ pix(a(x))Tx belongs to ΓK (E ) for any a ∈ ΓA
}
Note that IA (E ) is a two-sided ideal of QA (E ). Since F and F
′ belongs to QA (E ), so does [F, F ′].
We check that [F, F ′] ≥ 0 mod IA (E ). For each state ω of LBx(Ex)/KBx(Ex) and each a ∈ Ax for
x ∈ X, let us consider the state of QA (E )/IA (E ) defined by [T ] 7→ ω(qx(pix(a)Txpix(a)∗)), where
[T ] is the equivalence class of T in QA (E )/IA (E ) and qx is the natural projection LBx(Ex) →
LBx(Ex)/KBx(Ex). This new state is denoted by µ(ω, a, x). Then, the set of all such states
{µ(ω, a, x)} is a faithful family of states ofQA (E )/IA (E ). This is because
∏
x∈X evx : QA (E )/IA (E )→∏
x∈X QAx(Ex)/IAx(Ex) is injective and the set {µ(ω, a, x)}ω,a is a faithful family ofQAx(Ex)/IAx(Ex)
for each x ∈ X . Since µ(ω, a, x)([F, F ′]) = ω(pix(a)[F, F ′]pix(a)) = ω(qx(Px)) ≥ 0 for each a, ω, x,
the commutator [F, F ′] ≥ 0 mod IA (E ). The remainder of the proof is the same with that of [JT,
Lemma 2.1.18] and left to the reader.
Definition 4.38. Let A ,B be locally separable X o G-equivariant u.s.c. fields of C∗-algebras and
let C and D be separable G-C∗-algebras. Suppose that all of C⊗̂A , D⊗̂A , C⊗̂B and D⊗̂B are
X o G-equivariant u.s.c. fields of C∗-algebras (see the following remark). We define the following
two operations:
σX ,A : KKG(C,D)→ RKKG(X ;C⊗̂A , D⊗̂A )
by (E, pi, F ) 7→ ({E⊗̂CAx}x∈X , {pi⊗̂idAx}x∈X , {T ⊗̂idAx}x∈X ), and
σC : RKKG(X ;A ,B)→ RKKG(X ;C⊗̂A , C⊗̂B)
by ({Ex}, {pix}, {Fx}) 7→ ({C⊗̂CEx}, {idC⊗̂pix}, {idC⊗̂Fx}).
Remark 4.39. Even for locally compact cases, it is non-trivial whether tensor product of a u.s.c.
field of C∗-algebras and a single C∗-algebra is again a u.s.c. field [KW]. However, even for infinite-
dimensional cases, it is obvious that the tensor product of a single nuclear C∗-algebra and a locally
trivial field of C∗-algebras is again u.s.c. This is the case which we will deal with in the following
sections.
Corollary 4.40. Let C and D be separable G-C∗-algebras, and let (E, pi, F ) be a G-equivariant Kas-
parov (C,D)-module. Then, σG,C (G)(E, pi, F ) is operator homotopic to the family ({E}g∈G , {pi}g∈G , {g(F )}g∈G).
Proof. Let c ∈ ΓC⊗̂C (G). By an easy computation, pi(cg)[F, g(F )]pi(cg)∗ is given by
2pi(cg)F
2pi(cg)
∗ + pi(cg)F · {pi(c∗g)(g(F )− F )}∗ + pi(cg)(g(F )− F ) · Fpi(cg)∗.
The first term is a positive element of LC⊗̂C (G)(E⊗̂C (G)). The second and the third ones are
continuous sections of K (C⊗̂C (G)). By Lemma 4.37, we obtain the result.
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4.4 Loop group equivariant KK-theory and the main result
Loop groups are non-locally compact. Although the LT -equivariant Kasparov modules and LT -
equivariant KK-groups make sense, and although the phrase “a Kasparov module is a Kasparov
product of other two Kasparov modules” makes sense, we encounter a serious trouble when we try
to study the Kasparov product at the level of KK-theory. In the previous paper [T4], such problems
are put off.
In this subsection, we re-introduce “LT -equivariant KK-theory” using the inductive limit of
LTL2m-equivariant KK-theory, and we will prove the desired properties on the Kasparov product.
This definition shares the same spirit with the concept of ILH-Lie groups of [Omo].
Let us begin with a fundamental construction on equivariant KK-theory. Let 12 ≤ m ≤ m′.
Suppose that A and B are LTL2m-C
∗-algebras. They are at the same time LTL2
m′
-C∗-algebras by
the inclusion im′,m : LTL2
m′
↪→ LTL2m . Thus, we can define a homomorphism
i∗m′,m : KKLTL2m (A,B)→ KKLTL2m′ (A,B)
by the pullback of the group action by im′,m. The family of homomorphisms {im′,m} satisfies the
condition to be a directed system i∗m′,m ◦ i∗m′′,m′ = i∗m′′,m for m′′ ≥ m′ ≥ m. Using it, we re-define
“LT -equivariant KK-theory” as follows.
Definition 4.41. (1) Let A and B be LT -C∗-algebras. Suppose that the LT -action on them
extends to LTL2m for some m ≥ 1/2. By the inductive limit of this system, we define
KKLT (A,B) := lim−→
m′→∞
KKLT
L2
m′
(A,B).
We call it the LT -equivariant KK-theory.
(2) We define M o LT -equivariant KK-group by the same construction. Let A and B be
M o LT -equivariant u.s.c. fields of C∗-algebras, which are obtained by ML2m o LTL2m-equivariant
u.s.c. fields of C∗-algebras for some m ≥ 1/2. Then, we define
RKKLT (A ,B) := lim−→
m′→∞
RKKLT
L2
m′
(A ,B).
We can define the concept of Kasparov products on KKLT -theory and on RKKLT (M)-theory.
For the latter one, we can do that at the level of RKKLT
L2m
(ML2m)-theory [NT]. For the former
one, we need an appropriate version of the Kasparov technical theorem.
The following statement is the copy of Theorem 1.4 of [Kas2] except that the two non-locally
compact groups LTL2
m′
and LTL2m appear. Note that the assumption of the statement is about the
LTL2m-equivariance and the conclusion is about the LTL2m′
-equivariance which is weaker than the
LTL2m-equivariance since m
′ > m. This result is sufficient for KKLT -theory.
Theorem 4.42. Let m′ > m ≥ 1/2.
Let J be a σ-unital LTL2m-algebra, A1 and A2 σ-unital subalgebras in M(J) such that A1 is an
LTL2m-algebra. Let ∆ be a subset in M(J) which is separable in the norm topology and derives3
A1 and φ : LTm′ → M(J) a bounded function. Assume that A1 · A2 ⊆ J , A1 · φ(LTL2m) ⊆ J ,
3On a Z2-graded algebra B, a subset S derives a subalgebra B′ if the graded commutator [d, b] ∈ B′ for every
d ∈ ∆ and b ∈ B′.
53
φ(LTL2m) · A1 ⊆ J , and the functions g 7→ aφ(g) and g 7→ φ(g)a are norm-continuous on LTL2m for
any a ∈ A1+J . Then, there are LTL2
m′
-continuous positive even elements M1,M2 ∈M(J) such that
M1 +M2 = 1, all elements Miai, [Mi, d],M2φ(g), φ(g)M2, g(Mi)−Mi belong to J for any ai ∈ Ai,
d ∈ ∆, g ∈ LTL2
m′
(i = 1, 2), and the functions g 7→M2φ(g) and g 7→ φ(g)M2 are norm-continuous
on LTL2
m′
.
Proof. In order to prove it, we follow the argument of [Kas2, Theorem 1.4]. We explain only the
necessary changes from it. See also [JT, Blac] for the detailed expositions on the technical theorem.
The proof of [Kas2, Theorem 1.4] is outlined as follows: (1) A lemma related to the quasi-
central and quasi-invariant approximate unit is verified; (2) Using this result, the technical theorem
is verified.
The corresponding result to (1) is the following (it is again the copy of Lemma of Theorem 1.4 of
[Kas2] except that the two groups LTL2
m′
and LTL2m appear): Let B be a C
∗-algebra with an LTL2m-
action, A a σ-unital LTL2m-C
∗-algebra which is an LTL2m-subalgebra of B, Y a σ-compact, locally
compact space, φ : Y → B a function satisfying the following condition: [φ(y), a] ∈ A for all a ∈ A
and y ∈ Y , and all the functions y 7→ [φ(y), a] are norm-continuous for all a ∈ A. Then, there is a
countable approximate unit {ui} for A which has the following properties: limi→∞ ‖[ui, φ(y)]‖ = 0
for all y ∈ Y and limi→∞ ‖g(ui) − ui‖ = 0 for all g ∈ LTL2
m′
. Both limits are uniform on compact
subsets of Y and bounded subsets of LTL2
m′
. Note that A is automatically LTL2
m′
-subalgebra because
the inclusion LTL2
m′
→ LTL2m is continuous.
In the proof of the lemma in [Kas2], an exhaustive sequence consisting of relatively compact
open subsets of G, was chosen. Then, the set Z in the proof of the lemma is compact, and hence the
proof works. In our case, the same argument does not work, because LTL2m is non-locally compact.
However, there is an exhaustive sequence X1 ⊆ X2 ⊆ · · ·LTL2
m′
consisting of bounded sets. Then,
thanks to the Rellich lemma, im′,m(Xi)’s are relatively compact. Take an exhaustive sequence
Y1 ⊆ Y2 ⊆ · · · ⊆ Y such that Yi is compact and
⋃
Yi = Y , just like the proof of [Kas2, Lemma 1.4].
Using these sequences and the same argument in that proof, we obtain an approximate unit {ui} of
A such that ‖[ui, φ(y)]‖ < i−1 for all y ∈ Yi and ‖g(ui)− ui‖ < i−1 for all g ∈ im′,m(Xi). Note that
the closure im′,m(Xi) is taken in the L
2
m-topology. Since im′,m(Xi) ⊆ im′,m(Xi), the approximate
unit {ui} satisfies the desired properties.
The argument to prove (2) from (1) still works for our case. We leave the details to the reader.
Remark 4.43. The above argument works for a topological group G which has an “approximation
from the outside by the compact homomorphism”. This concept is defined as follows: (1) For each
i ∈ N, suppose that a topological group Gi with a metric function which contains G as a dense
subgroup, is given; (2) Suppose that a continuous homomorphism ji′,i : Gi′ → Gi such that all
bounded sets are mapped to relatively compact sets, is given for every i < i′ ∈ N; (3) Suppose that
ji′,i ◦ ji′′,i′ = ji′′,i for all i < i′ < i′′ ∈ N; and (4) G = ∩i∈NGi. For such a group, we can define KKG-
theory by the inductive limit of KKGi-theory, and this theory has the Kasparov product. Needless
to say, we can replace N with a more general directed system including R≥1/2.
Thanks to the Rellich lemma, any mapping group C∞(M,G) for a compact manifold M and
a compact Lie group G satisfies the above conditions. In particular, KKC∞(M,G)-theory can be
defined.
By using this theorem, we can prove the desired properties on the Kasparov product in an
appropriate sense. For example, for x ∈ KKLT
L2m
(A,A1) and y ∈ KKLT
L2m
(A1, B), there exists a
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KK-element z ∈ KKLT
L2
m′
(A,B) which is a Kasparov product of i∗m′,m(x) and i
∗
m′,m(y) for m
′ > m.
Such desired properties and standard arguments on inductive limits guarantee the following.
Corollary 4.44. Let A,B,A1 and A2 be separable LT -C
∗-algebras whose actions continuously
extend to LTL2m for some m <∞. Then, the Kasparov product
KKLT (A,A1)×KKLT (A1, B)→ KKLT (A,B)
is well-defined. This product is denoted by (x, y) 7→ x⊗̂A1y. This Kasparov product is associa-
tive, that is to say, for x ∈ KKLT (A,A1), y ∈ KKLT (A1, A2) and z ∈ KKLT (A2, B), we have
(x⊗̂A1y)⊗̂A2z = x⊗̂A1(y⊗̂A2z).
Since LT τ satisfies the condition explained in Remark 4.43, the same arguments work for LT τ -
equivariant theory, and hence τ -twisted LT -equivariant KK-theory can be defined.
Corollary 4.45. Let A,B and A1 be separable LT -C
∗-algebras whose actions continuously extend
to LTL2m for some m < ∞. We can define KK
pτ
LT -theory for p ∈ Z, and we can prove that the
Kasparov product
KKpτLT (A,A1)×KKqτLT (A1, B)→ KK(p+q)τLT (A,B)
is well-defined and associative.
With this theory, we can state the main result of the present paper. A(ML2k) is a C
∗-algebra
playing the role of “Sε⊗̂Clτ (ML2k)”, which will be defined in Section 5.
Main-Theorem. Let M be a proper LT -space.
(1) We can define a homomorphism substituting for the Poincare´ duality homomorphism
PD : KKτLT (A(ML2k),Sε)→ RKK
τ
LT (M;Sε⊗̂C (M),Sε⊗̂C (M)).
This homomorphism assigns σSε([L]) to the “index element [D˜] of the Dirac operator twisted by a
τ -twisted LT -equivariant line bundle L” constructed in [T4].
(2) We can define a homomorphism substituting for the topological assembly map
ντLT
L2m
: RKKτLT
L2m
(ML2m ;C (ML2m),C (ML2m))→ KK(C,Coτ LTL2m).
This homomorphism assigns to [L] the “analytic index of the Dirac operator twisted by L” con-
structed in [T3], which is denoted by ind(DL).
(3) Consequently, we have ντLT
L2m
(PD([D˜])) = ind(DL).
Remark 4.46. In fact, what we will define for (1) is a homomorphism
KKτLT
L2m
(A(ML2k),S)→ RKK
τ
LT
L2m
(ML2m ;S⊗̂C (ML2m),S⊗̂C (ML2m))
for k ≥ 1/2 and m which is sufficiently larger than k. We will reformulate the “index element of the
Dirac operator twisted by a τ -twisted LT -equivariant line bundle L” in the next section in order to
fit the new construction of A(ML2k).
55
5 The Poincare´ duality homomorphism for infinite-dimensional
manifolds
In this section, we formulate the Poincare´ duality homomorphism for infinite-dimensional Hilbert
manifolds, and we compute it for proper LT -spaces. Strictly speaking, a modification of the Poincare´
duality homomorphism for the case of proper LT -spaces will be formulated and computed (see
Section 6.4 for this modification).
For this aim, we begin with an explanation of the concept of “C∗-algebras of Hilbert manifolds”
which was announced in [Yu]. Since we think this C∗-algebra is quite important, we will study it
for proper LT -spaces in details.
5.1 A C∗-algebra of a Hilbert manifold and Poincare´ duality homomorphism
The goal of this subsection is to formulate an infinite-dimensional version of the reformulated version
of the Poincare´ duality (see also Definition 3.14 and Proposition 3.19). In the present paper, we do
not prove that it is isomorphic. Instead, we will show that the homomorphism constructed in this
section, gives an appropriate result for proper LT -spaces in the sense that the answer is parallel to
Example 3.20. It will be done in the following two subsections.
Let us begin with the concept of “C∗-algebras of Hilbert manifolds” following [GWY, Yu].
Definition 5.1 (See [GWY]). Let X be a Hilbert manifold and let ε > 0. First, we consider the
space
Π(X ) :=
∏
(x,t)∈X×[0,ε)
Cliff +(TxX ⊕ tR),
where
tR :=
{
R (t 6= 0)
0 (t = 0).
This is a space of possibly non-continuous Clifford algebra-valued functions. Then, we consider the
C∗-algebra
Πb(X ) :=
{
s ∈
∏
(X )
∣∣∣ ‖s(x, t)‖ is bounded.}
equipped with pointwise algebraic operations (addition, multiplications and the adjoint) and the
uniform norm.
Definition 5.2 ([GWY, Yu]). (1) Let X be a Hilbert manifold. Suppose that its injectivity radius
is greater than 2ε everywhere for some 0 < ε ≤ ∞. Let x0, x ∈ X , and suppose that d(x, x0) < 2ε.
Then, x0 is contained in the image of expx : B2ε(TxX )→ X , and hence it is contained in the domain
of logx : expx(B2ε(TxX ))→ TxX . The local Clifford operator at x0 is defined by
Cx0(x, t) := (− logx(x0), t) ∈ TxX ⊕ tR,
or equivalently Cx0(x, t) =
(
(d expx0)x(logx0(x)), t
)
=“(−−→x0x, t)”.
(2) The Bott homomorphism βx0 : Sε → Πb(X ) centered at x0 ∈ X is defined by
βx0(f)(x, t) :=
{
f(Cx0(x, t)) (d(x, x0) < 2ε)
0 (d(x, x0) ≥ ε),
for f ∈ Sε, where f(Cx0(x, t)) is the functional calculus in the C∗-algebra Cliff +(TxX ⊕ tR).
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Definition 5.3 ([Yu]). The C∗-algebra A(X ) is defined by the C∗-subalgebra of Πb(X ) generated
by the image of the Bott homomorphisms:
A(X ) := C∗ ({βx0(f) | x0 ∈ X , f ∈ Sε}) .
Remark 5.4. This C∗-algebra depends on the choice of ε. If X is at the same time a Hilbert-
Hadamard space, and if we chose ∞ as ε, we obtain the same C∗-algebra constructed in [GWY].
Since this definition is parallel to [GWY, Definition 5.14], A(X ) has similar properties. The
same arguments work, except for [GWY, Lemma 5.8]. It is due to the fact that Hilbert-Hadamard
spaces are “non-positively curved”. We prove a corresponding result by the infinite-dimensional
version of the Rauch comparison theorem [Bil, Theorem 19]. See also [KN2, Sak].
Lemma 5.5. Let Y and Y˜ be Hilbert manifolds. Fix p ∈ Y and p˜ ∈ Y˜, and take an isometric
embedding I : Tp˜Y˜ ↪→ TpY. Suppose that both injectivity radii of Y and Y˜ are greater than 2ε, and
suppose that all the sectional curvatures of Y˜ are not greater than those of Y. For a smooth curve
c˜ : [0, 1] → Bε(p˜) ⊆ Y˜, we define c := expp ◦I ◦ exp−1p˜ ◦c˜ : [0, 1] → Bε(p) ⊆ Y. Then, we have an
inequality ∫ 1
0
‖c˙(t)‖dt ≤
∫ 1
0
‖ ˙˜c(t)‖dt.
For simplicity, we impose the following “bounded geometry type” assumption. Note that it is
automatically satisfied if X admits an isometric cocompact group action. In particular, a proper
LT -space satisfies this assumption.
Assumption 5.6. We suppose that X is a Hilbert manifold whose injectivity radius is bounded
below by 2ε. We also suppose that all the sectional curvatures of X are bounded above by δ. When
δ > 0, by retaking ε if necessary, we suppose that ε < pi/2
√
δ from the beginning.
Lemma 5.7 (Compare with [GWY, Lemma 5.8]). Let X be a Hilbert manifold satisfying Assump-
tion 5.6. For x, x0, x1 ∈ X satisfying d(x, x0), d(x, x1) < ε, we have an inequality
‖Cx0(x, t)− Cx1(x, t)‖ ≤ 2d(x0, x1).
Proof. We would like to apply the Rauch comparison theorem to the case when M˜ = X and
M = S∞(δ−1/2), where S∞(δ−1/2) is the infinite-dimensional sphere with radius δ−1/2. Pick up
y ∈ S∞(δ−1/2) and take an isometric embedding I : TxX → TyS∞(δ−1/2). We may assume that y
is the north pole. By the composition expy ◦I ◦ logx, we can define a local embedding from the ε-
neighborhood of x in X to that of y in S∞(δ−1/2). Note that this neighborhood of y in S∞(δ−1/2) is
contained in the northern hemisphere, thanks to the condition ε < pi
2
√
δ
. Let yi := expy ◦I ◦ logx(xi)
for i = 0, 1. Let c˜ be the unique minimal geodesic connecting x0 and x1, and let c := expy ◦I◦logx ◦c˜.
Then, thanks to the comparison theorem, we have the inequality L(c) ≤ L(c˜). Since c˜ is a geodesic,
L(c˜) = dX (x0, x1). Clearly, dS∞(δ−1/2)(y0, y1) ≤ L(c). Combining them, we obtain the inequality
dS∞(δ−1/2)(y0, y1) ≤ dX (x0, x1).
By definition of the Clifford operator and yi’s, expy I[−Cxi(x, t)] = yi. Since I is isometric, we
have ‖Cx0(x, t)−Cx1(x, t)‖ = ‖I[Cx0(x, t)]− I[Cx1(x, t)]‖. Therefore, in order to obtain the result,
it is sufficient to prove that dS∞(δ−1/2)(y0, y1) ≥ 12‖I[Cx0(x, t)]− I[Cx1(x, t)]‖.
Take the minimal geodesic c1 connecting y0 and y1 in S
∞(δ−1/2). Put c2 := logy ◦c1. Then,
L(c1) = dS∞(δ−1/2)(y0, y1) and L(c2) ≥ ‖I[Cx0(x, t)] − I[Cx1(x, t)]‖. Thus, it is sufficient to prove
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that L(c1) ≥ 12L(c2). By definition of c1 and c2, we have c˙1(t) = (d expy)c2(t)[c˙2(t)]. Since L(ci) =∫ 1
0 ‖c˙i(t)‖dt, it suffices to prove that ‖(d expy)z(v)‖ ≥ 12‖v‖ for all z which belongs to the northern
hemisphere and v ∈ TzS∞(δ−1/2). Now, this is clear by the following arguments: Consider the two
dimensional sphere S2(δ−1/2) ⊆ S∞(δ−1/2) which contains y, z and whose tangent space contains v;
Then, calculate the differential of expy at x using the polar coordinate system. We leave the details
to the reader.
In the same way of Corollary 5.12 of [GWY], we can prove the following.
Corollary 5.8. If a net {xi}i∈I ⊆ X converges to x0 ∈ X , we have
lim
i→∞
‖βx0(f)− βxi(f)‖ = 0
for every f ∈ Sε.
By this corollary, we can prove several important properties. Let Γ be a Hausdorff (possibly
non-locally compact) group. Suppose that Γ acts on X in an isometric and continuous way. Then,
Γ acts on
∏
b(X ) as follows: For an isometry φ : X → X and f ∈
∏
b(X ), we define
φ∗(f)(x, t) := Cliff +{(dφ)φ−1(x) ⊕ idtR}f(φ−1(x), t) ∈ Cliff +(TxX ⊕ tR),
where Cliff +{F} for a linear map F on a Hilbert space V is the induced homomorphism on
Cliff +(V ). This Γ-action on
∏
b(X ) gives a continuous action on A(X ) as follows.
Proposition 5.9. (1) For an isometry φ : X → X and x0 ∈ X ,
φ∗ ◦ βx0 = βφ(x0).
Consequently, φ∗ preserves A(X ).
(2) Therefore, Γ acts on A(X ). This action is continuous in the point-norm topology.
Proof. See [GWY, Section 6].
We summarize other necessary properties of A(X ). Thanks to Lemma 5.7 , one can prove them
in the same way of [GWY].
Proposition 5.10. Let X be a Hilbert manifold satisfying Assumption 5.6.
(1) A(X ) is separable whenever X is separable.
(2) When X is finite-dimensional, A(X ) coincides with the set of continuous sections vanishing
at infinity {
f ∈ C0(X × [0, ε),Cliff +(TX ⊕ tR))
}
.
This C∗-algebra is isomorphic to C0([0, ε),Cliff +(tR))⊗̂Clτ (X ).
(3) For a subset Y of X , we define A(X ,Y) by the C∗-subalgebra of A(X ) generated by
{βx(f) |x ∈ Y, f ∈ Sε} ,
following Lemma 7.2 of [GWY]. Then,
• A(X ,X ) = A(X );
58
• If Y ⊆ Z, we have A(X ,Y) ⊆ A(X ,Z);
• A(X ,Y) = A(X ,Y); and
• If Y1 ⊆ Y2 ⊆ · · · , we have A(X ,∪iYi) = lim−→iA(X ,Yi).
Consequently, if ∪iYi = X , we have A(X ) = lim−→iA(X ,Yi).
Remarks 5.11. (1) Sε is isomorphic to
C0([0, ε),Cliff +(tR))
by the following homomorphism. For f ∈ Sε, we have the even-odd decomposition f = f0 + f1,
where f0(t) =
f(t)+f(−t)
2 and f1 = f−f0. Then, we can define an element of C0([0, ε),Cliff +(tR)) by
s 7→ f0(s)1f +f1(s)v, where 1f is “1 ∈ Cliff +(tR))” and v is the unit vector of “tR” for s > 0. Note
that f1(0) = 0, and hence f1(s)v makes sense for any s ≥ 0. One can prove that the correspondence
f 7→ [s 7→ f0(s)1f + f1(s)v] is a ∗-isomorphism. By this description, we have a short exact sequence
0→ Clτ (0, ε)→ Sε → C→ 0.
We have used a similar exact sequence in the proof of 2.18.
(2) Therefore, (2) above gives an isomorphism A(X ) ∼= Sε⊗̂Clτ (X ) for finite-dimensional X .
This isomorphism has been used in Section 3.2 as a convention. Moreover, by (3), we have
A(l2(N)) ∼= lim−→N S⊗̂Clτ (R
N ), where we choose ε = ∞. The right hand side is the C∗-algebra
defined in [HKT].
(3) Since all of Cliff +(RN ), C0(RN ), Clτ (R) and C are nuclear, so is S⊗̂Clτ (RN ) (see [Mur,
Section 6.3–6.5]). Thus, its limit A(l2(N)) is again nuclear. This fact will be used in Section 5.3.
We can formulate an infinite-dimensional version of the Poincare´ duality homomorphism, by
imitating Proposition 3.19.
Definition 5.12. Let X be a Hilbert manifold satisfying Assumption 5.6. Suppose that a Hausdorff
group Γ acts on X in a proper and isometric way. Then, the reformulated local Bott element
is defined by
[Θ˜X ,2] := ({A(X )}x∈X , {βx}x∈X , {0}x∈X ) ∈ RKKΓ(X ,Sε⊗̂C (X ),A(X )⊗̂C (X )),
where the Γ-action on the filed A(X )⊗̂C (X ) is given by the diagonal action
A(X )x 3 a 7→ γ∗(a) ∈ A(X )γ.x.
Definition 5.13. We define the Poincare´ duality homomorphism by the Kasparov product
PD : KKΓ(A(X ),Sε) 3 [D] 7→ [Θ˜X ,2]⊗̂σ2X ,C (X )([D]) ∈ RKKΓ(X ,Sε⊗̂C (X ),Sε⊗̂C (X )).
We call the image of this map PD([D]) the symbol element of [D].
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5.2 The index element of [T4] and a study on C∗-algebras of Hilbert manifolds
We would like to apply the above construction for proper LT -spaces. The value of “PD” at the
index element of the “Dirac operator twisted by the τ -twisted LT -equivariant line bundle L” should
be σSε([L]), according to Example 3.20.
The task of this subsection is to define a KKτLT -element substituting for the reformulated index
element studied in Section 3.2. Although we have defined a similar KKτLT -element in [T4], we will
reconstruct it for the following two reasons. First, we adopted the C∗-algebra of a Hilbert space as
a substitute for the function algebra in [T4], which does not coincides with A(ML2k) in the present
paper. Second, the definition of the A(M)-module structure of the previous paper was not quite
natural, although the Hilbert space is natural. We would like to reconstruct it so that the module
structure looks natural. Instead, we must modify the Hilbert space.
Let us outline this subsection. Fix k > 1/2, l > 4 and m ≥ k+ l. We first study the C∗-algebra
A(ML2k). We will introduce a possibly bigger C
∗-algebra AHKT(ML2k) which is more convenient
to study the K-homological element. Thanks to it, we can deal with the UL2k
-part and the M˜ -
part separately. After that, we will reconstruct an equivariant unbounded Kasparov module which
plays a role of the reformulated index element, by the following steps: (1) We will define a Hilbert
space substituting for “L2(UL2k
,L)”; (2) We will prove that it admits a continuous UL2m-action L
which looks like the left regular representation; (3) We will define the AHKT(UL2k)-module structure
pi on the Hilbert S-module S⊗̂H substituting for “S⊗̂L2(UL2k ,L⊗̂S
∗
U ⊗̂SU )”; (4) We will define an
operator substituting for the Dirac operator∂ onH; (5) We will prove that the triple (S⊗̂H, pi, id⊗̂∂)
is an unbounded UL2m-equivariant Kasparov (AHKT(UL2k),S)-module; (6) We will prove that this
unbounded Kasparov module can be restricted to A(UL2k); and (7) We will finally prove that the
constructed element is independent of l as an element of KKτLT (A(ML2k),Sε). (1)–(5) have been
essentially done in [T4], but we will clarify the proofs. We will also give several different arguments
in order to investigate the C∗-algebra of a Hilbert space from the viewpoint of global analysis more.
When we use the same arguments or estimates of [T4], we will refer to the corresponding results
and we will omit the details.
At the KK-theory level, the index element we are going to construct is, roughly speaking, the
pullback of the one constructed in [T4] via the inclusion A(ML2k) → AHKT(ML2k). However, the
fact that A(ML2k) has a natural unbounded KK-element, is itself interesting. In addition, it is
important to know “how an element of A(ML2k) can be seen as a function on ML2k”. Our result is
useful to consider this problem.
Let us begin with the construction of AHKT(ML2k) inspired by [HKT]. See also [Tro]. We
will also introduce the alternative description of A(ML2k) related to AHKT(ML2k) with the idea of
Proposition 5.10 (3) and [GWY, Remark 7.7].
Recall that each C∗-algebra S and Sε has an (un)bounded multiplier X given by Xf(t) :=
tf(t). They correspond to one another under the zero-extension ι : Sε ↪→ S. We denote the
coordinate of UL2k,N
by (x1, y1, · · · , xN , yN ), and we denote the corresponding base of the Lie algebra
by {e1, f1, · · · , eN , fN}. The Clifford multiplication by v ∈ Lie(UL2k,N ) from the left is denoted by
v : Cliff +(Lie(UL2k,N
))→ Cliff +(Lie(UL2k,N )).
Definition 5.14. (1) We define an unbounded multiplier on Clτ (UL2k,M
	 UL2k,N ) by C
M
N+1 :=∑M
j=N+1(xj⊗̂ej + yj⊗̂fj). Using it, we define a Bott-homomorphism βMN : S⊗̂Clτ (UL2k,N × M˜) →
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S⊗̂Clτ (UL2k,M × M˜) for N ≤M by
βMN : f⊗̂h 7→ f(X⊗̂1 + 1⊗̂CMN+1)⊗̂h ∈S⊗̂Clτ (UL2k,M 	 UL2k,N )⊗̂Clτ (UL2k,N × M˜)
∼= S⊗̂Clτ (UL2k,M × M˜).
These make a directed system, namely βMN ′ ◦ βN
′
N = β
M
N for N ≤ N ′ ≤ M . We define a C∗-algebra
AHKT(ML2k) by the inductive limit of this system:
AHKT(ML2k) := lim−→
N
S⊗̂Clτ (UL2k,N × M˜).
The canonical homomorphisms are denoted by β∞N : S⊗̂Clτ (UL2k,N × M˜)→ AHKT(ML2k).
(2) In the same way, we define AHKT(UL2k) := lim−→N S⊗̂Clτ (UL2k,N ).
(3) Let Sfin be the subalgebra generated by the following two functions:
fev(t) :=
1
t2 + 1
and fod(t) :=
t
t2 + 1
.
Note that Sfin is a dense subalgebra of S thanks to the Stone-Weierstrass theorem. We define the
dense subalgebra AHKT(ML2k)fin by the subalgebra generated by
∪Nβ∞N
(
Sfin⊗̂algClτ,S (UL2k,N × M˜)
)
,
where Clτ,S stands for the set of Clifford algebra-valued Schwartz class functions.
Let us introduce an alternative description of A(ML2k) using Proposition 5.10 (3). Let β
M
N :
Sε⊗̂Clτ (UL2k,N × M˜)→ Sε⊗̂Clτ (UL2k,M × M˜) be the homomorphism given by
βMN : f⊗̂h 7→ f(X⊗̂1 + 1⊗̂CMN+1)⊗̂h
for N ≤M . These make a directed system and its limit
lim−→
N
Sε⊗̂Clτ (UL2k,N × M˜)
is isomorphic toA(ML2k) thanks to Proposition 5.10 (3). The canonical homomorphisms are denoted
by β∞N : Sε⊗̂Clτ (UL2k,N × M˜)→ A(ML2k).
This alternative description has the following advantages compared to the original one.
Lemma 5.15. (1) Thanks to the canonical isomorphism Clτ (UL2k,N
× M˜) ∼= Clτ (UL2k,N )⊗̂Clτ (M˜),
we have a ∗-isomorphism
A(ML2k) ∼= A(UL2k)⊗̂Clτ (M˜).
For the same reason, we have AHKT(ML2k) ∼= AHKT(UL2k)⊗̂Clτ (M˜).
(2) By the zero-extension ι : Sε ↪→ S, the unbounded multiplier X on S corresponds to the
bounded multiplier X on Sε. Consequently, we have the following commutative diagram
Sε⊗̂Clτ (UL2k,N × M˜)
βMN−−−−→ Sε⊗̂Clτ (UL2k,M × M˜)
ι⊗̂id
y yι⊗̂id
S⊗̂Clτ (UL2k,N × M˜)
βMN−−−−→ S⊗̂Clτ (UL2k,M × M˜).
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Therefore, we have a ∗-homomorphism A(ML2k)→ AHKT(ML2k) defined by the limit of
ι⊗̂id : Sε⊗̂Clτ (UL2k,N × M˜)→ Sε⊗̂Clτ (UL2k,M × M˜).
This homomorphism preserves the tensor product decomposition given in (1). The constructed
homomorphism is denoted by ι⊗̂id.
These two C∗-algebras admit LTL2k = UL2k × (T ×ΠT )-actions which look like left translations.
Lemma 5.16. (1) The isometric LTL2k
-action onML2k induces a continuous action denoted by “lt”
on A(ML2k) thanks to Proposition 5.9. It is given by ltg ◦ βx(f) = βg·x(f).
(2) The dense subgroup LTfin := Ufin × (T × ΠT ) acts on AHKT(ML2k) by the following: For
g ∈ UL2k,M × (T × ΠT ), we define ltg ∈ Aut(A(UL2k,M )) by left translation; For g ∈ LTfin and
a ∈ S⊗̂Clτ (UL2k,N × M˜), we define ltg[β
∞
N (a)] := β
∞
N ′(ltg(β
N ′
N (a))), where N
′ ≥ N is chosen so that
g ∈ UL2k,N ′ × (T ×ΠT ). This action extends to LTL2k as a continuous action.
(3) The action given above can be written as the tensor product of two actions on AHKT(UL2k)⊗̂Clτ (M˜),
that is to say, for g = (u, γ) ∈ UL2k × (T ×ΠT ), a ∈ AHKT(UL2k) and f ∈ Clτ (M˜),
ltg(a⊗̂f) = ltu(a)⊗̂ltγ(f).
(4) The ∗-homomorphism ι⊗̂id : A(ML2k) → AHKT(ML2k) is LTL2k-equivariant. Consequently,
the LTL2k
-action on A(ML2k) is written as the tensor product of the actions of UL2k and T ×ΠT .
Proof. (1) is automatic from Proposition 5.9. For (2), see [T4, Theorem 4.18]. (3) is obvious by
definition. (4) is also obvious by definition. Thanks to the continuity of the group actions proved
in (2), the ∗-homomorphism is LTL2k -equivariant.
Therefore, we can deal with the UL2k
-part and the M˜ -part separately. We concentrate on the
former one until Definition 5.35.
We re-define a Hilbert space substituting for the “L2-space of the line bundle L on UL2k”. In
[T4], we used the infinitely many copies of a Gaussian in order to define the “L2-space” by the
inductive limit. In the present paper, however, we use the infinite sequence of different Gaussians
which tends to the Dirac δ-function. This is because we would like to define the A(UL2k)-module
structure on a Hilbert Sε-module in a natural way.
Since the restriction of L to UL2k,N is topologically trivial, we can fix a trivialization and we
describe L2(UL2k,N
,L) as the set of scalar-valued functions with a τ -twisted UL2k,N -action.
Definition 5.17. Let l > 4.
(1) We define a dense subspace L2(UL2k,N
,L)fin of L2(UL2k,N ,L) by the set of
polynomial × (N !)
l/2
piN/2
e−
1
2
∑N
n=1 n
l(x2n+y
2
n).
(2) We define an isometric embedding
JN : L
2(UL2k,N
,L)fin →L2(UL2k,N+1,L)fin
∼= L2(UL2k,N ,L)fin⊗̂L
2(R2,L)fin
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by the following:
φ 7→ φ⊗̂
√
(N + 1)l
pi
e−
(N+1)l
2
(x2N+1+y
2
N+1).
Note that the Gaussian
√
(N+1)l
pi e
− (N+1)l
2
(x2N+1+y
2
N+1) is an L2-unit vector, and hence JN is an
isometric embedding. We denote the composition of these maps by
JMN := JM−1 ◦ JM−2 ◦ · · · ◦ JN : L2(UL2k,N ,L)fin → L
2(UL2k,M
,L)fin.
These make a directed system.
(3) The algebraic inductive limit of this system is denoted by
L2(UL2k
,L)fin.
We define a Hilbert space L2(UL2k
,L) by the completion of L2(UL2k ,L)fin.
Remarks 5.18. (1) L2(UL2k
,L) can be given by the Hilbert space inductive limit of the directed
system
· · · JN−1−−−→ L2(UL2k,N ,L)
JN−−→ L2(UL2k,N+1,L)
JN+1−−−→ · · · ,
where JN : L
2(UL2k,N
,L) → L2(UL2k,N+1,L) is the canonical extension of JN : L
2(UL2k,N
,L)fin →
L2(UL2k,N+1
,L)fin. The canonical homomorphism is denoted by J∞N : L2(UL2k,N ,L) ↪→ L
2(UL2k
,L).
(2) We will construct an unbounded Kasparov module using this Hilbert space, which depends
on l. However, the resulting KKτLT -element is independent of l as proved in Proposition 5.36.
(3) Incidentally, an element of L2(UL2k
,L) is an “asymptotically Dirac δ-function”. We will
explain the reason why we should adopt such a strange Hilbert space in Section 6.4.
Notations 5.19. We use the following symbols about the “Gaussians”:
vacNN (xN , yN ) :=
√
N l
pi
e−
Nl
2
(x2N+y
2
N ),
vacMN := J
M
N (vac
N
N ) = vac
N
N ⊗̂vacN+1N+1⊗̂ · · · ⊗̂vacMM ,
vac∞N := J
∞
M (vac
M
N ) = vac
N
N ⊗̂vacN+1N+1⊗̂ · · · ,
vac := vac∞1 .
The Hilbert space L2(UL2k,N
,L) admits a τ -twisted continuous UL2k,N -action L defined by the
following: For φ ∈ L2(UL2k,N ,L) and (g, z) ∈ U
τ
L2k,N
, we define
[L(g,z)φ](x) := zφ(x− g)τ(g, x).
Recall that τ(g, x) is given by
τ(g, x) = e
√−1∑Nn=1 n1−2k(anyn−bnxn)
for x = (x1, y1, · · · , xN , yN ), g = (a1, b1, · · · , aN , bN ) ∈ UL2k,N .
We need to prove that the action L extends to UL2m for m ≥ k+ l. We begin with an elementary
exercise of the Lebesgue integration.
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Lemma 5.20. On R2N , consider the Gaussian function vac(x) := pi−N/2e−‖x‖2/2 and an element
a ∈ R2N . For any  > 0, there exists ∆ > 0 such that ‖a‖ < ∆ implies that∫
R2N
|vac(x− a)− vac(x)|2dx < .
∆ can be chosen independently of N .
Proof. This is clear from the dominated convergence theorem, but we describe the complete proof
which will be useful in the following discussions.
We may assume that a is of the form (a1, 0, 0, · · · , 0) for a1 = ‖a‖, because the Gaussian is
rotation invariant. Then, the integral we are estimating becomes∫
R
pi−1/2
[
e−
(x−a)2
2 − e−x
2
2
]2
dx.
We can choose a large number K > 0 such that∫
|x|≥K
pi−1/2e−x
2
dx <

4
.
We may assume that a1 < K, and hence we have inequalities∫
x≥2K
pi−1/2
[
e−
(x−a1)2
2 − e−x
2
2
]2
dx ≤
∫
x≥2K
pi−1/2e−(x−a1)
2
dx <

4
; and
∫
x≤−2K
pi−1/2
[
e−
(x−a1)2
2 − e−x
2
2
]2
dx ≤
∫
x≤−2K
pi−1/2e−x
2
dx <

4
.
Finally, choose ∆ small enough so that the following holds:
4K · pi−1/2
[
e−
(x−∆)2
2 − e−x
2
2
]2
<

2
for all −2K ≤ x ≤ 2K. This is possible because the Gaussian is uniformly continuous. If |a| < ∆,
we have an inequality
4K · pi−1/2
[
e−
(x−a)2
2 − e−x
2
2
]2
<

2
for all −2K ≤ x ≤ 2K, and we obtain the result.
Proposition 5.21 (See also Proposition 4.7 of [T4]). Let m ≥ k+ l. The Hilbert space L2(UL2k ,L)
admits a continuous U τL2m
-action L such that the restriction of it to U τL2m,N
on the image of L2(UL2k,N
,L)
in L2(UL2k
,L) coincides with the left regular representation: [L(g,z)φ](x) = zφ(x− g)τ(g, x).
Proof. We have defined the UL2m,N -action L on L
2(UL2k,N
,L) for each N . These are compatible in
the following sense: Let iN,N+1 : UL2m,N ↪→ UL2m,N+1 be the canonical embedding; For g ∈ UL2m,N
and φ ∈ L2(UL2k,N ,L),
L(iN,N+1(g),z)JN (φ) = JN (L(g,z)φ).
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This means that Ufin acts on L
2(UL2k
,L)fin. Since this action is unitary, it extends to a Ufin-action on
L2(UL2k
,L). We would like to extend this action to the whole group UL2m by L(g,z)φ := limL(gi,z)φ
for φ ∈ L2(UL2k ,L) and g = lim gi in UL2m .
For this aim, it suffices to check that the Ufin-action is continuous in the L
2
m-topology. Concretely,
we need to prove the following: For any φ ∈ L2(UL2k ,L) and a net {(gi, zi)} ⊆ U
τ
fin converging
to (g, z) ∈ U τfin in the L2m-topology, the net {L(gi,zi)φ} converges to L(g,z)φ in norm. We would
like to find, for a positive real number  > 0, a large element i0 such that i ≥ i0 implies that
‖L(gi,z)φ− L(g,z)φ‖ < 3. Since L2(UL2k ,L)fin is dense in L
2(UL2k
,L), we can find φ′ ∈ L2(UL2k ,L)fin
satisfying ‖φ− φ′‖ < . Then, we have an inequality
‖L(gi,zi)φ− L(g,z)φ‖ ≤ ‖L(gi,zi)φ− L(gi,zi)φ′‖+ ‖L(gi,zi)φ′ − L(g,z)φ′‖+ ‖L(g,z)φ′ − L(g,z)φ‖
< 2+ ‖L(gi,zi)φ′ − L(g,z)φ′‖.
Thus, we may assume that φ ∈ L2(UL2k ,L)fin. By definition, φ is of the form φ0⊗̂vac
∞
N , for some
φ0 ∈ L2(UL2k,N−1,L) for sufficiently large N .
We may focus on vac∞N and we may assume that z = zi = 1 for each i. This is because
L(gi,zi)(φ0⊗̂vac∞N ) = L((ai,1,bi,1,··· ,ai,N−1,bi,N−1),zi))φ0⊗̂L((ai,N ,bi,N ,··· ),1)(vac∞N )
for gi = (ai,1, bi,1, · · · ) ∈ Ufin and g = (a1, b1, · · · ) ∈ Ufin; The first component converges to
L((a1,b1,··· ,aN−1,bN−1),z))φ0 in norm as i → ∞, thanks to a standard argument of Lebesgue inte-
gration. This also means that we may ignore the z-component. Moreover, by a standard argument
of group actions, we may assume that the limit g is the identity element.
Combining the arguments so far, we notice that we need to prove that ‖L(gi,1)vac − vac‖ → 0.
More concretely, we prove that∫
U
L2
k
,Mi
∣∣∣vacMi1 (x− gi)τ(g, x)− vacMi1 (x)∣∣∣2 dx1dy1 · · · dxMidyMi → 0
as i→∞, where Mi is chosen so that gi ∈ UL2k,Mi .
This integral converges to 0 by the following argument. First, we notice that∫
U
L2
k
,Mi
∣∣∣vacMi1 (x− gi)τ(gi, x)− vacMi1 (x)∣∣∣2 dx1dy1 · · · dxMidyMi
=
∫
U
L2
k
,Mi
∣∣∣vacMi1 (x− gi)τ(gi, x)− vacMi1 (x)τ(gi, x) + vacMi1 (x)τ(gi, x)− vacMi1 (x)∣∣∣2 dx1dy1 · · · dxMidyMi
≤ 2
∫
U
L2
k
,Mi
∣∣∣vacMi1 (x− gi)− vacMi1 (x)∣∣∣2 dx1dy1 · · · dxMidyMi
+ 2
∫
U
L2
k
,Mi
vacMi1 (x)
2 |τ(gi, x)− 1|2 dx1dy1 · · · dxMidyMi .
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For the former integral, by the change of variables given later,∫
U
L2
k
,Mi
∣∣∣vacMi1 (x− gi)− vacMi1 (x)∣∣∣2 dx1dy1 · · · dxMidyMi
=
∫
U
L2
k
,Mi
(Mi!)
l
piN
∣∣∣∣e− 12 ∑Mij=1 jl[(xj−ai,j)2+(yj−bi,j)2] − e− 12 ∑Mij=1 jl[x2j+y2j ]∣∣∣∣2 dx1dy1 · · · dxMidyMi
=
∫
U
L2
k
,Mi
1
piN
∣∣∣∣e− 12 ∑Mij=1[(Xj−Ai,j)2+(Yj−Bi,j)2] − e− 12 ∑Mij=1[X2j+Y 2j ]∣∣∣∣2 dX1dY1 · · · dXMidYMi ,
where Xj :=
√
jlxj and Yj :=
√
jlyj , and we introduced the notations Ai,j :=
√
jlai,j and
Bi,j :=
√
jlbi,j . Then, thanks to Lemma 5.20, this integral is arbitrary small when the norm{∑
j(A
2
i,j +B
2
i,j)
}1/2
is sufficiently small. This quantity is the L2k+l-norm of gi, and it is not
greater than the L2m-norm of gi since m ≥ k + l.
For the latter integral, we follow the same story of Lemma 5.20. Let  > 0. Note that the
function x 7→ |τ(gi, x)− 1|2 is bounded. We can find K > 0 such that∫
∑Mi
j=1(x
2
j+y
2
j )≥K
vacMi1 (x)
2 |τ(gi, x)− 1|2 dx1dy1 · · · dxMidyMi <

2
.
Thus, it suffices to prove that |τ(gi, x)− 1| < 2 on
{
x
∣∣∣ ∑Mij=1(x2j + y2j ) ≤ K}. For this aim, it
suffices to check that
∑Mi
j=1 j
1−2k(ai,jyj − bi,jxj) is uniformly small there. This quantity is bounded
above by √√√√Mi∑
j=1
(x2j + y
2
j )
√√√√Mi∑
j=1
j2−4k(a2i,j + b
2
i,j)
thanks to the Cauchy-Schwarz inequality.
√∑M
j=1 j
2−4k(a2i,j + b
2
i,j) is the L
2
1−k-norm and it is not
greater than the L2m-norm of gi.
In order to define a substitute for the index element associated to the line bundle L as an
unbounded UL2m-equivariant Kasparov (A(UL2k),Sε)-module, we set
H := L2(UL2k ,L)⊗̂S
∗
U ⊗̂SU ; and
Hfin := L2(UL2k ,L)fin⊗̂
alg
S∗U,fin⊗̂algSU,fin
and we consider the Hilbert Sε-module Sε⊗̂H. The next task is to define a left module structure
pi : A(ML2k)→ LSε(Sε⊗̂H).
We will construct it with the help of AHKT(UL2k) and the ∗-homomorphism ι⊗̂id : A(UL2k) →AHKT(UL2k). As essentially proved in [T4], AHKT(UL2k) admits a UL2m-equivariant ∗-homomorphism
pi : AHKT(UL2k)→ LS(S⊗̂H) as outlined in the following proposition.
Before that, we notice that we can define the “multiplication operators by {xn, yn}n∈N” on
L2(UL2k
,L)fin. Strictly speaking, for φ ∈ J∞N (L2(UL2k,N ,L)) ⊆ L
2(UL2k
,L)fin, xnφ is defined by
J∞N ′(xnJ
N ′
N (ψ)), where N
′ is chosen so that n ≤ N ′.
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Proposition 5.22. Let pi(C∞N ) be the infinite sum of unbounded operators on L
2(UL2k
,L)⊗̂S∗U ⊗̂SU
pi(C∞N ) :=
∞∑
k=N
(
xk⊗̂c∗(ek) + yk⊗̂c∗(fk)
)
.
This infinite sum strongly converges to an unbounded self-adjoint operator on L2(UL2k
,L)⊗̂S∗U ⊗̂SU .
Proof. It is proved by the same argument of [T4, Proposition 4.24]. The necessary change is only
the following: In the previous paper, we used the property that
“the L2-norms of n−lxn
√
1
pi
e−
1
2
(x2n+y
2
n) and n−lyn
√
1
pi
e−
1
2
(x2n+y
2
n) are small”,
but, in the present paper, we need to use the property that
“the L2-norms of xn
√
nl
pi
e−
nl
2
(x2n+y
2
n) and yn
√
nl
pi
e−
nl
2
(x2n+y
2
n) are small”
instead. This property is guaranteed because the Gaussian
√
nl
pi e
−nl
2
(x2n+y
2
n) is more localized as n
becomes bigger. We leave the details to the reader.
We have a ∗-representation of Clτ (UL2k,N ) on L
2(UL2k,N
)⊗̂S∗UN ⊗̂SUN by the combination of the
multiplication of scalar-valued functions and the Clifford multiplication c∗. We denote it by
µN : Clτ (UL2k,N
)→ LC(L2(UL2k,N )⊗̂S
∗
UN
⊗̂SUN ).
Definition-Proposition 5.23. (1) For everyN ∈ N, we define a ∗-homomorphism piN : S⊗̂Clτ (UL2k,N )→
LS(S⊗̂H) by
piN (f⊗̂h) := f(X⊗̂id + id⊗̂pi(C∞N+1))⊗̂µN (h)
with the canonical isomorphism
H ∼=
[
L2(UL2k
	 UL2k,N ,L)⊗̂S
∗
U	UN ⊗̂SU	UN
]
⊗̂
[
L2(UL2k,N
,L)⊗̂S∗UN ⊗̂SUN
]
.
Then, piN ’s satisfy the following commutative diagram:
S⊗̂Clτ (UL2k,N )
βMN //
piN ''
S⊗̂Clτ (UL2k,M )
piMww
LS(S⊗̂H)
and hence it defines a ∗-homomorphism
pi : AHKT(UL2k)→ LS(S⊗̂H).
(2) pi
(
ι⊗̂id(A(UL2k))
)
(S⊗̂H) ⊆ Sε⊗̂H. Therefore, we can regard pi ◦ ι⊗̂id as a map A(UL2k) →
LSε(Sε⊗̂H). We use the same symbol pi to denote pi ◦ ι⊗̂id, in order to simplify the notation.
(3) These homomorphisms are UL2m-equivariant in the following sense: For a ∈ AHKT(UL2k),
φ ∈ S⊗̂H and g ∈ UL2m , we have L(g,z)[pi(a)φ] = pi(ltg(a))(L(g,z)φ), and similarly for A(UL2k).
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Proof. (1) and (3) are obvious from the definitions and the computation for UL2k,fin
. See [T4,
Definition-Theorem 4.26 and Lemma 5.1].
We check (2) in detail. First, we notice that S ∼= C0(R≥0,Cliff +(tR)) ⊆ C0(R≥0)⊗̂Cliff +(R),
just like Remark 5.11 (1). Thus,
S⊗̂H ∼= C0([0,∞),H⊗̂Cliff +(tR));
Sε⊗̂H ∼= C0([0, ε),H⊗̂Cliff +(tR)).
We denote the base of R = TtR≥0 for t > 0 by e1 in the following.
It is sufficient to prove that pi ◦ ι⊗̂id(β∞N (f⊗̂a))(g⊗̂φ) ∈ Sε⊗̂H for f ∈ Sε, g ∈ S, a ∈
Clτ (UL2k,N
) and φ ∈ J∞M (L2(UL2k,M ,L))⊗̂S
∗
UM
⊗̂SUM , for the following reason: Sε⊗̂H is closed in
S⊗̂H; ∪Nβ∞N (Sε⊗̂
alg
Clτ (UL2k,N
)) is dense in A(UL2k); Sε⊗̂
algHfin is dense in Sε⊗̂H; and all the op-
erations are continuous. We may assume that N ≤M and f is smooth. By Lemma 5.26 (2) proved
later, we can prove that
pi ◦ ι⊗̂id(β∞N (f⊗̂a))(g⊗̂φ) = lim
N ′→∞
f(X⊗̂id + id⊗̂CN ′N+1)⊗̂µN (a)(g⊗̂φ),
and hence it is sufficient to prove that f(X⊗̂id + id⊗̂CN ′N+1)⊗̂µN (a)(g⊗̂φ) ∈ Sε⊗̂H for all N ′.
We may assume that φ is of the form φ1⊗̂φ2⊗̂vac∞M+1, where φ1 ∈ L2(UL2k,N ,L)⊗̂S
∗
UN
⊗̂SUN and
φ2 ∈ L2(UL2k,M 	 UL2k,N ,L)⊗̂S
∗
UM	UN ⊗̂SUM	UN and N ′ ≥M . Then,
f(X⊗̂id + id⊗̂CN ′N+1)⊗̂µN (a)(g⊗̂φ) = ±f(X⊗̂id + id⊗̂CN
′
N+1)(g⊗̂φ2⊗̂vacN
′
M+1)⊗̂µN (a)φ1⊗̂vac∞N ′ .
In order to compute f(X⊗̂id+id⊗̂CN ′N+1)(g⊗̂φ2⊗̂vacN
′
M+1), we use the set-theoretical description. We
regard this element as a section on [0,∞)×(UL2k,N ′	UL2k,N ). Suppose that f(t) = f0(t
2)+tf1(t
2)⊗̂e1
for f0, f1 ∈ C0([0, ε2)) (it is possible since f is smooth). Then,
f(X⊗̂id + id⊗̂CN ′N+1)(g⊗̂φ2⊗̂vacN
′
M+1)(t, x)
= f0(t
2 + ‖x‖2)g(t)φ2⊗̂vacN ′M+1(x) + tf1(t2 + ‖x‖2)g(t)φ2⊗̂vacN
′
M+1(x)
+ (−1)∂gf1(t2 + ‖x‖2)g(t)c∗(x)φ2⊗̂vacN ′M+1(x).
This function vanishes outside [0, ε)×(UL2k,N ′	UL2k,N ), and thus f(X⊗̂id+id⊗̂C
N ′
N+1)(g⊗̂φ2⊗̂vacN
′
M+1) ∈
Sε⊗̂L2(UL2k,M 	 UL2k,N ,L)⊗̂S
∗
UM	UN ⊗̂SUM	UN . Consequently, pi ◦ ι⊗̂id(β∞N (f⊗̂a))(g⊗̂φ) ∈ Sε⊗̂H.
Let us define “the Dirac operator ∂ twisted by L” acting on H. We define two operators R∂
and L∂, and then we define ∂ by a linear combination of them following [T4, Definition 5.2]. See
also [Kos, Was, FHT2, Mei2] for details on algebraic Dirac operators.
Definition 5.24 (Definition 5.2 of [T4]). (1) We define two linear maps from Lie(Ufin) to the set
of unbounded operators on L2(UL2k
,L)fin as follows: For φ ∈ L2(UL2k ,L)fin,
dR′(en)φ :=
∂φ
∂xn
+ inlynφ, and dR
′(fn)φ :=
∂φ
∂yn
− inlxnφ,
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dL′(en)φ := − ∂φ
∂xn
+ inlynφ, and dL
′(fn)φ := − ∂φ
∂yn
− inlxnφ.
The strict definition of ∂φ∂xn is the following: For φ = J
∞
N (ψ) ∈ J∞N [L2(UL2k,N ,L)],
∂φ
∂xn
:= J∞N ′(
∂JN
′
N (ψ)
∂xn
),
where N ′ is chosen to be greater than N and n. We linearly extend the maps dL′ and dR′ to
Lie(Ufin)⊗̂C.
(2) For φ ∈ Hfin, we define
L∂φ :=
∑
n
n−l/4
[
dL′(zn)⊗̂γ∗(zn)⊗̂id + dL′(zn)⊗̂γ∗(zn)⊗̂id
]
φ,
R∂φ :=
∑
n
n−l/4
[
dR′(zn)⊗̂id⊗̂γ(zn) + dR′(zn)⊗̂id⊗̂γ(zn)
]
φ,
∂φ :=
1√
2
R∂φ+
i√
2
L∂φ.
Remarks 5.25. (1) The summand dR′(zn)⊗̂id⊗̂γ(zn) + dR′(zn)⊗̂id⊗̂γ(zn) of R∂ can be rewritten
as dR′(en)⊗̂id⊗̂γ(en) + dR′(fn)⊗̂id⊗̂γ(fn), and similarly for L∂. Thus, they should be regarded as
Dirac operators.
(2) By the two Clifford multiplications
c(v) :=
1√
2
(
id⊗̂γ(v)− iγ∗(v)⊗̂id) and c∗(v) := √−1√
2
(
id⊗̂γ(v) + iγ∗(v)⊗̂id)
for v ∈ Lie(UL2k), we can rewrite the summand of ∂
√−1√
2
[
dL′(zn)⊗̂γ∗(zn)⊗̂id + dL′(zn)⊗̂γ∗(zn)⊗̂id
]
+
1√
2
[
dR′(zn)⊗̂id⊗̂γ(zn) + dR′(zn)⊗̂id⊗̂γ(zn)
]
can be rewritten as, by a direct computation,
n−l/4
{
∂
∂xn
⊗̂c(en) + ∂
∂yn
⊗̂c(fn)− nlxn⊗̂c∗(Jen)− nlyn⊗̂c∗(Jfn)
}
.
This operator resembles the Bott-Dirac operator studied in [HK]. In fact, we can compute the
spectrum of the square of this operator just like the Bott-Dirac case.
(3) Each of L∂φ, R∂φ and ∂φ is a finite sum for every φ ∈ Hfin. This is because the element
“vac” is killed by dR′(zn) and dL′(zn) for all n, and 1∗f ⊗̂1f is killed by γ∗(zn)⊗̂idSU and idS∗U ⊗̂γ(zn).Hfin is the common core of these operators.
(4) R∂ is essentially self-adjoint and L∂ is essentially skew-adjoint.4 They anti-commute with
one another. Consequently, ∂ is essentially self-adjoint. The self-adjoint extension of ∂ is denoted
by the same symbol.
Since our operator “has a liner potential”, any element of the “Sobolev space defined by ∂”
satisfies the following estimate on the “decay rate”.
Lemma 5.26. (1) The operator C : Hfin → H extends to a bounded operator from dom(∂) to H.
(2) CN1 also extends to a bounded operator from dom(∂) to H, and {CN1 } converges to C in
LC(dom(∂),H).
4Note that [γ(zn)]
∗ = −γ(zn), [γ∗(zn)]∗ = γ∗(zn), dL′(zn)∗ = −dL′(zn) and dR′(zn)∗ = −dR′(zn).
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Proof. We prove both statements at the same time.
We first take complete orthonomal systems (CONS for short) of H and dom(∂). For −→α =
(α1, α2, · · · ), −→β = (β1, β2, · · · ), −→ξ = (ξ1, ξ2, · · · , ξM ), and −→η = (η1, η2, · · · , ηN ) such that αi, βi ∈
Z≥0, αi = βi = 0 except for finitely many i’s, ξi, ηi ∈ N, N,M ∈ Z≥0, 0 < ξ1 < ξ2 < · · · < ξM , and
0 < η1 < η2 < · · · < ηN , we put
φ˜−→α ,−→β ,−→ξ ,−→η :=
(
dR′(z1)α1dL′(z1)β1dR′(z2)α2dL′(z2)β2 · · ·
)
vac⊗̂[zξ1 ∧ · · · ∧ zξM ]⊗̂[zη1 ∧ · · · ∧ zηN ],
and we put φ−→α ,−→β ,−→ξ ,−→η := ‖φ˜−→α ,−→β ,−→ξ ,−→η ‖−1φ˜−→α ,−→β ,−→ξ ,−→η . Then, {φ−→α ,−→β ,−→ξ ,−→η } is a CONS of H. We put
λ−→α ,−→β ,−→ξ ,−→η :=
∑
(4ml/2)αm +
∑
(4ml/2)βm + 4
∑
ξ
l/2
m + 4
∑
η
l/2
m . Since
∂2φ−→α ,−→β ,−→ξ ,−→η =
(∑
(4nl/2)αn +
∑
(4nl/2)βn + 4
∑
ξl/2n + 4
∑
ηl/2n
)
φ−→α ,−→β ,−→ξ ,−→η
= λ−→α ,−→β ,−→ξ ,−→η φ−→α ,−→β ,−→ξ ,−→η
the following is a CONS of dom(∂) with respect to the graph norm:{(√
1 + λ−→α ,−→β ,−→ξ ,−→η
)−1
φ−→α ,−→β ,−→ξ ,−→η
}
.
In order to prove the statement, we will prove that each operator xn⊗̂c∗(en) + yn⊗̂c∗(fn) =
zn⊗̂c∗(zn) + zn⊗̂c∗(zn) is bounded, and that the infinite sum
∑
n ‖zn⊗̂c∗(zn) + zn⊗̂c∗(zn)‖ is finite.
We consider (zn⊗̂c∗(zn) + zn⊗̂c∗(zn))φ for
φ =
∑
−→α ,−→β ,−→ξ ,−→η
c−→α ,−→β ,−→ξ ,−→η
√
1 + λ−→α ,−→β ,−→ξ ,−→η
−1
φ−→α ,−→β ,−→ξ ,−→η ∈ dom(∂).
Note that the graph norm of φ is
∑
−→α ,−→β ,−→ξ ,−→η |c−→α ,−→β ,−→ξ ,−→η |2.
By a simple computation, we notice the following formulas:
znφ =
1
2nl
{
dR′(zn) + dL′(zn)
}
φ and znφ = − 1
2nl
{
dR′(zn) + dL′(zn)
}
φ.
Thus, by the commutation relations on dR′s and dL′s,
zndR
′(zn)αndL′(zn)βnvac =
1
2nl
dR′(zn)αndL′(zn)βn+1vac− ndR′(zn)αn−1dL′(zn)βnvac,
zndR
′(zn)αndL′(zn)βnvac = − 1
2nl
dR′(zn)αn+1dL′(zn)βnvac− ndR′(zn)αndL′(zn)βn−1vac.
By ‖φ˜−→α ,−→β ,−→ξ ,−→η ‖2 =
−→α !−→β !∏(2nl)αn+βn (where −→γ ! := γ1!γ2! · · · for a multi-index −→γ = (γ1, γ2, · · · )),
znφ−→α ,−→β ,−→ξ ,−→η =
√
βn + 1
2nl
φ−→α ,−→β +en,−→ξ ,−→η −
n√
2nlαn
φ−→α−en,−→β ,−→ξ ,−→η ,
znφ−→α ,−→β ,−→ξ ,−→η = −
√
αn + 1
2nl
φ−→α+en,−→β ,−→ξ ,−→η −
n√
2nlαn
φ−→α ,−→β −en,−→ξ ,−→η ,
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where, for a multi-index −→γ = (· · · , γn−1, γn, γn+1, · · · ), we denote (· · · , γn−1, γn ± 1, γn+1, · · · ) by−→γ ± en. If αn = 0, we put n√
2nlαn
φ−→α−en,−→β ,−→ξ ,−→η := 0, and similarly for
n√
2nlβn
φ−→α ,−→β −en,−→ξ ,−→η .
Moreover, by definition,
c∗(zn)φ−→α ,−→β ,−→ξ ,−→η =
(
znc ◦ S∗⊗̂id + id⊗̂
√−1zn∧
)
φ−→α ,−→β ,−→ξ ,−→η
=: (−1)M
{
φ−→α ,−→β ,−→ξ \{n},−→η +
√−1φ−→α+en,−→β ,−→ξ ,−→η ∪{n}
}
.
Similarly,
c∗(zn)φ−→α ,−→β ,−→ξ ,−→η =
(
zn ∧ ◦S∗⊗̂id− id⊗̂
√−1znc
)
φ−→α ,−→β ,−→ξ ,−→η
=: (−1)M
{
φ−→α ,−→β ,−→ξ ∪{n},−→η −
√−1φ−→α ,−→β ,−→ξ ,−→η \{n}
}
.
Therefore,
{
zn⊗̂c∗(zn) + zn⊗̂c∗(zn)
}
φ−→α ,−→β ,−→ξ ,−→η is given by
(−1)M
(√
βn + 1
2nl
φ−→α ,−→β +en,−→ξ \{n},−→η −
n√
2nlαn
φ−→α−en,−→β ,−→ξ \{n},−→η
)
+ (−1)M
(√
βn + 1
2nl
φ−→α ,−→β +en,−→ξ ,−→η ∪{n} −
n√
2nlαn
φ−→α−en,−→β ,−→ξ ,−→η ∪{n}
)
+ (−1)M
(
−
√
αn + 1
2nl
φ−→α+en,−→β ,−→ξ ∪{n},−→η −
n√
2nlαn
φ−→α ,−→β −en,−→ξ ∪{n},−→η
)
+ (−1)M
(
−
√
αn + 1
2nl
φ−→α+en,−→β ,−→ξ ,−→η \{n} −
n√
2nlαn
φ−→α ,−→β −en,−→ξ ,−→η \{n}
)
.
Thus,
{
zn⊗̂c∗(zn) + zn⊗̂c∗(zn)
}
φ is given by
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
c−→α ,−→β ,−→ξ ,−→η√
1 + λ−→α ,−→β ,−→ξ ,−→η
(√
βn + 1
2nl
φ−→α ,−→β+en,−→ξ \{n},−→η −
n√
2nlαn
φ−→α−en,−→β ,−→ξ \{n},−→η
)
+
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
c−→α ,−→β ,−→ξ ,−→η√
1 + λ−→α ,−→β ,−→ξ ,−→η
(√
βn + 1
2nl
φ−→α ,−→β+en,−→ξ ,−→η ∪{n} −
n√
2nlαn
φ−→α−en,−→β ,−→ξ ,−→η ∪{n}
)
+
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
c−→α ,−→β ,−→ξ ,−→η√
1 + λ−→α ,−→β ,−→ξ ,−→η
(
−
√
αn + 1
2nl
φ−→α+en,−→β ,−→ξ ∪{n},−→η −
n√
2nlαn
φ−→α ,−→β−en,−→ξ ∪{n},−→η
)
+
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
c−→α ,−→β ,−→ξ ,−→η√
1 + λ−→α ,−→β ,−→ξ ,−→η
(
−
√
αn + 1
2nl
φ−→α+en,−→β ,−→ξ ,−→η \{n} −
n√
2nlαn
φ−→α ,−→β−en,−→ξ ,−→η \{n}
)
71
= −
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
 c−→α ,−→β−en,−→ξ ∪{n},−→η√
1 + λ−→α ,−→β−en,−→ξ ∪{n},−→η
√
βn
2nl
−
c−→α+en,−→β ,−→ξ ∪{n},−→η√
1 + λ−→α+en,−→β ,−→ξ ∪{n},−→η
n√
2nl(αn + 1)
φ−→α ,−→β ,−→ξ ,−→η
+
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
 c−→α ,−→β−en,−→ξ ,−→η \{n}√
1 + λ−→α ,−→β−en,−→ξ ,−→η \{n}
√
βn
2nl
−
c−→α+en,−→β ,−→ξ ,−→η \{n}√
1 + λ−→α+en,−→β ,−→ξ ,−→η \{n}
n√
2nl(αn + 1)
φ−→α ,−→β ,−→ξ ,−→η
−
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
− c−→α−en,−→β ,−→ξ ∪{n},−→η√
1 + λ−→α−en,−→β ,−→ξ ∪{n},−→η
√
αn
2nl
−
c−→α ,−→β+en,−→ξ ∪{n},−→η√
1 + λ−→α ,−→β+en,−→ξ ∪{n},−→η
n√
2nl(βn + 1)
φ−→α ,−→β ,−→ξ ,−→η
+
∑
−→α ,−→β ,−→ξ ,−→η
(−1)M
− c−→α−en,−→β ,−→ξ ,−→η \{n}√
1 + λ−→α−en,−→β ,−→ξ ,−→η \{n}
√
αn
2nl
−
c−→α ,−→β+en,−→ξ ,−→η \{n}√
1 + λ−→α ,−→β+en,−→ξ ,−→η \{n}
n√
2nl(βn + 1)
φ−→α ,−→β ,−→ξ ,−→η ,
where c−→α−en,−→β ,··· := 0 if αn = 0, and c−→α ,−→β −en,··· := 0 if βn = 0.
Let ?−→α ,−→β ,−→ξ ,−→η be ∣∣∣c−→α ,−→β−en,−→ξ ,−→η \{n}∣∣∣2
1 + λ−→α ,−→β−en,−→ξ ,−→η \{n}
βn
2nl
+
∣∣∣c−→α+en,−→β ,−→ξ ,−→η \{n}∣∣∣2
1 + λ−→α+en,−→β ,−→ξ ,−→η \{n}
n2
2nl(αn + 1)
+
∣∣∣c−→α−en,−→β ,−→ξ ∪{n},−→η ∣∣∣2
1 + λ−→α−en,−→β ,−→ξ ∪{n},−→η
αn
2nl
+
∣∣∣c−→α ,−→β+en,−→ξ ∪{n},−→η ∣∣∣2
1 + λ−→α ,−→β+en,−→ξ ∪{n},−→η
n2
2nl(βn + 1)
+
∣∣∣c−→α−en,−→β ,−→ξ ∪{n},−→η ∣∣∣2
1 + λ−→α−en,−→β ,−→ξ ∪{n},−→η
αn
2nl
+
∣∣∣c−→α ,−→β+en,−→ξ ∪{n},−→η ∣∣∣2
1 + λ−→α ,−→β+en,−→ξ ∪{n},−→η
n2
2nl(βn + 1)
+
∣∣∣c−→α−en,−→β ,−→ξ ,−→η \{n}∣∣∣2
1 + λ−→α−en,−→β ,−→ξ ,−→η \{n}
αn
2nl
+
∣∣∣c−→α ,−→β+en,−→ξ ,−→η \{n}∣∣∣2
1 + λ−→α ,−→β+en,−→ξ ,−→η \{n}
n2
2nl(βn + 1)
.
Then, ‖{zn⊗̂c∗(zn) + zn⊗̂c∗(zn)}φ‖2 is bounded by
8
∑
−→α ,−→β ,−→ξ ,−→η
?−→α ,−→β ,−→ξ ,−→η .
Since all of βn1+λ−→α ,−→β−en,−→ξ ,−→η \{n}
, 1(1+λ−→α+en,−→β ,−→ξ ,−→η \{n})(αn+1)
, · · · are bounded above by a constant (say
K) which is independent of −→α ,−→β ,−→ξ ,−→η and n, ?−→α ,−→β ,−→ξ ,−→η is bounded above by
K
(∣∣∣c−→α ,−→β −en,−→ξ ,−→η \{n}∣∣∣2 + ∣∣∣c−→α+en,−→β ,−→ξ ,−→η \{n}∣∣∣2 + ∣∣∣c−→α−en,−→β ,−→ξ ∪{n},−→η ∣∣∣2 + ∣∣∣c−→α ,−→β +en,−→ξ ∪{n},−→η ∣∣∣2
)
n2−l
+K
(∣∣∣c−→α−en,−→β ,−→ξ ∪{n},−→η ∣∣∣2 + ∣∣∣c−→α ,−→β +en,−→ξ ∪{n},−→η ∣∣∣2 + ∣∣∣c−→α−en,−→β ,−→ξ ,−→η \{n}∣∣∣2 + ∣∣∣c−→α ,−→β +en,−→ξ ,−→η \{n}∣∣∣2
)
n2−l.
Therefore, the operator norm of zn⊗̂c∗(zn) + zn⊗̂c∗(zn) is bounded by 64Kn2−l. Since l > 4, the
infinite sum
∑
n ‖zn⊗̂c∗(zn) + zn⊗̂c∗(zn)‖ ≤
∑
n 64n
2−l is finite.
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With this preliminaries, we can prove the following. Since we have proved almost the same
result in [T4, Section 5.1], we just outline the proof here for the convenience of the reader, and in
order to prepare the proof of the next result.
Lemma 5.27. The triple (S⊗̂H, pi, id⊗̂∂) defines an unbounded UL2m-equivariant Kasparov
(AHKT(UL2k),S)-module.
Proof. We need to check the following: (A) The pair is actually an unbounded Kasparov module;
and (B) This Kasparov module is equivariant.
(A) can be divided into the following steps: (0) S⊗̂H is a countably generated Hilbert S-
module, and id⊗̂∂ is a densely defined, regular, odd, and essentially self-adjoint operator; (1) The
set of a ∈ AHKT(UL2k) preserving dom(∂) and satisfying [a, id⊗̂∂] ∈ LS(S⊗̂H) is dense; and (2)
a(id⊗̂id + id⊗̂∂2)−1 belongs to KS(S⊗̂H) for any a ∈ AHKT(UL2k).
(0) is clear from the fact that H is a separable Hilbert space, and the arguments about ∂ so far.
(1) is proved like [T4, Proposition 5.10]. We give a slightly different and more concrete proof.5
We prove that pi
(
AHKT(UL2k)fin
)
preserves dom(id⊗̂∂) and that the commutator is bounded. Let
us check the simplest case: β∞0 (f) ∈ AHKT(UL2k)fin, and the general cases are left to the reader. We
notice that
pi(β∞0 (f))φ = f(X⊗̂id + id⊗̂pi(C∞1 ))φ = lim
N→∞
f(X⊗̂id + id⊗̂pi(CN1 ))φ
for φ ∈ Sfin⊗̂algHfin and f ∈ S, thanks to [T4, Lemma 5.8]. Since Sfin⊗̂algHfin is dense in S⊗̂H, and
since ‖pi(β∞0 (f))‖ is bounded by ‖f‖, we have pi(β∞0 (f))ψ = limN→∞ f(X⊗̂id + id⊗̂pi(CN1 ))⊗̂ψ for
arbitrary ψ ∈ S⊗̂H. By the fact that id⊗̂∂ is a closed operator, it is sufficient to prove the following:
(a) f(X⊗̂id+id⊗̂pi(CN1 ))φ ∈ dom(id⊗̂∂) for every N and (b) {(id⊗̂∂)◦f(X⊗̂id+id⊗̂pi(CN1 ))(φ)}N∈N
converges. We will also prove that the commutator is bounded at the same time. It is enough to
prove these properties for f = fev, fod.
We put f = fev in this paragraph. (a) is obvious because f(X⊗̂id + id⊗̂pi(CN1 )) is essentially
a multiplication operator by a smooth function vanishing at infinity on a finite-dimensional space.
For (b), we compute (id⊗̂∂) ◦ f(X⊗̂id + id⊗̂pi(CN1 ))(φ). Thanks to the formula on the graded
commutator [A,B−1] = −(−1)∂A∂BB−1[A,B]B−1, we have
(id⊗̂∂) ◦ fev(X⊗̂id + id⊗̂pi(CN1 ))(φ)
= [id⊗̂∂, fev(X⊗̂id + id⊗̂pi(CN1 ))]φ+ fev(X⊗̂id + id⊗̂pi(CN1 ))[id⊗̂∂(φ)]
= −fev(X⊗̂id + id⊗̂pi(CN1 )) ◦ [id⊗̂∂, 1 +X2⊗̂id + id⊗̂(CN1 )2] ◦ fev(X⊗̂id + id⊗̂pi(CN1 ))(φ)
+ fev(X⊗̂id + id⊗̂pi(CN1 ))[id⊗̂∂(φ)]
= −fev(X⊗̂id + id⊗̂pi(CN1 )) ◦
[
id⊗̂
{
N∑
n=1
n−
l
4 [2xn⊗̂c(en) + 2yn⊗̂c(fn)]
}]
◦ fev(X⊗̂id + id⊗̂pi(CN1 ))(φ)
+ fev(X⊗̂id + id⊗̂pi(CN1 ))[id⊗̂∂(φ)]
=: −Cl,N ◦ fev(X⊗̂id + id⊗̂pi(CN1 ))2(φ) + fev(X⊗̂id + id⊗̂pi(CN1 ))[id⊗̂∂(φ)],
5In [T4], we have used {e−X2 , Xe−X2} as a generating set of S. Then, pi(β(e−X2)) is given by “e−C2”. However,
it is difficult to say that it is given by
∑
n(n!)
−1Cn, because the infinite sum should be in the sense of uniform
convergence on compact sets, if we use similar arguments for finite-dimensional spaces. Instead, we use alternative
generators in this proof, for the following reasons: The values at these generators are simple to define; We would like
to give as many computations on A(X ) as possible.
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where we put
Cl,N := id⊗̂
{
N∑
n=1
n−
l
4 [2xn⊗̂c(en) + 2yn⊗̂c(fn)]
}
.
By the same argument of the previous lemma, Cl,N converges in LS(dom(id⊗̂∂),S⊗̂H). The
limit is denoted by Cl. Let us prove that −Cl,N ◦ fev(X⊗̂id + id⊗̂pi(CN1 ))2(φ) + fev(X⊗̂id +
id⊗̂pi(CN1 ))[id⊗̂∂(φ)] converges to−Cl◦fev(X⊗̂id+id⊗̂pi(C∞1 ))2(φ)+fev(X⊗̂id+id⊗̂pi(C∞1 ))[id⊗̂∂(φ)].
In fact,
− Cl,N ◦ fev(X⊗̂id + id⊗̂pi(CN1 ))2(φ) + fev(X⊗̂id + id⊗̂pi(CN1 ))[id⊗̂∂(φ)]
+ Cl ◦ fev(X⊗̂id + id⊗̂pi(C∞1 ))2(φ)− fev(X⊗̂id + id⊗̂pi(C∞1 ))[id⊗̂∂(φ)]
= fev(X⊗̂id + id⊗̂pi(CN1 ))2 ◦ (Cl − Cl,N )φ
+
{
fev(X⊗̂id + id⊗̂pi(C∞1 ))2 − fev(X⊗̂id + id⊗̂pi(CN1 ))2
} ◦ Clφ
+
{
fev(X⊗̂id + id⊗̂pi(CN1 ))− fev(X⊗̂id + id⊗̂pi(C∞1 ))
}
[id⊗̂∂(φ)].
Since ‖fev(X⊗̂id + id⊗̂pi(CN1 ))2‖ ≤ 1, the third line converges to 0. The fourth and fifth lines,
converge to 0 thanks to the strong convergence f(X⊗̂id + id⊗̂pi(CN1 )) → pi(β∞0 (f)) on S⊗̂H.
This means pi(β∞0 (fev))φ ∈ dom(id⊗̂∂). Moreover, by the above computation, the commutator
[id⊗̂∂, pi(β∞0 (fev))] is given by −Clfev(X⊗̂id+id⊗̂pi(C∞1 ))2, which is bounded. In fact, the operator
id⊗̂xn⊗̂c(en) ◦ fev(X⊗̂id + id⊗̂pi(C∞1 )) is bounded and its operator norm is not greater than 1, and
l/4 is greater than 1.
For fod = Xfev, one can prove (a) and (b) by the following formulas:
[id⊗̂∂, pi(β∞0 (Xfev))] = [id⊗̂∂,X⊗̂id + id⊗̂C]pi(β∞0 (fev))− (X⊗̂id + id⊗̂C)[id⊗̂∂, pi(β∞0 (fev))].
[id⊗̂∂,X⊗̂id + id⊗̂C] = id⊗̂id⊗̂
∑
n
n−l/4{c(en)c∗(en) + c(fn)c∗(fn)}.
We leave the details to the reader.
(2) follows from the same argument of the proof of [T4, Proposition 5.11]. We have computed the
spectrum of ∂2 in Lemma 5.26. By this computation, the number of combinations of multi-indices−→α , −→β , −→ξ , and −→η such that the corresponding eigenvalue is less than K is finite, for every K ∈ R.
Thus, (1 +∂2)−1 is a compact operator on H. Therefore, pi(a) ◦
{
id⊗̂(1 +∂2)−1
}
is S-compact.
For (B), we need to check the following: The UL2m-action preserves dom(id⊗̂∂); g(id⊗̂∂)− id⊗̂∂
is bounded for each g ∈ UL2m ; and the map g 7→ g(id⊗̂∂)− id⊗̂∂ is continuous.
In order to prove them, we compute the difference g(∂)−∂. For this aim, we compute L(g,1) ◦
dL′(v) ◦ L(−g,1) and L(g,1) ◦ dR′(v) ◦ L(−g,1) for v = en, fn. First, we suppose g ∈ UL2m,N and we
compute the difference on φ ∈ L2(UL2k,N ,L) for n ≤ N . For g = (a1, b1, · · · , aN , bN ),
L(g,1) ◦ dL′(en) ◦ L(−g,1)φ(x)
= dL′(en) ◦ L(−g,1)φ(x− g)τ(g, x)
=
{
−∂L(−g,1)φ
∂xn
(x− g) + inl(yn − bn)L(−g,1)φ(x− g))
}
τ(g, x)
=
{
− ∂φ
∂xn
(x)τ(−g, x− g)− in1−2kbnφ(x)τ(−g, x− g) + inl(yn − bn)φ(x)τ(−g, x− g)
}
τ(g, x)
= dL′(en)φ(x) + i
(
−n1−2k − nl
)
bnφ(x).
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By similar computations, we obtain the following formulas:
L(g,1) ◦ dL′(fn) ◦ L(−g,1) = dL′(fn) + i
(
n1−2k + nl
)
an;
L(g,1) ◦ dR′(en) ◦ L(−g,1) = dR′(fn) + i
(
n1−2k − nl
)
bn;
L(g,1) ◦ dR′(fn) ◦ L(−g,1) = dR′(fn) + i
(
−n1−2k + nl
)
an.
Let Jg be
∑N
j=1(−bjej + ajfj) ∈ Lie(UL2m,N ). Then,
g(∂)−∂ = 1√
2
id⊗̂id⊗̂γ
∑
n≤N
n−l/4
[
−i
(
−n1−2k + nl
)
bnen + i
(
−n1−2k + nl
)
anfn
]
+
i√
2
id⊗̂γ∗
∑
n≤N
n−l/4
[
−i
(
n1−2k + nl
)
bnen + i
(
n1−2k + nl
)
anfn
] ⊗̂id
=
i√
2
id⊗̂id⊗̂γ
((
−|d|1−2k−l/4 + |d|3l/4
)
Jg
)
+
−1√
2
id⊗̂γ∗
((
|d|1−2k−l/4 + |d|3l/4
)
Jg
)
⊗̂id.
Since g ∈ Ufin, the above is a finite sum and it is bounded. The operator norm of this difference is
bounded above by the L2m- norm of Jg because m ≥ k + l ≥ 1− 2k − l/4, 3l/4.
More generally, if g ∈ UL2m , L(g,z) preserves dom(∂), and g(∂) −∂ is bounded, because both of(|d|1−2k−l/4 + |d|3l/4) Jg and (−|d|1−2k−l/4 + |d|3l/4) Jg belong to Lie(UL2m) .
Since all the maps
UL2m 3 g 7→
(|d|1−2k−l/4 + |d|3l/4) Jg ∈ Lie(UL2k),
UL2m 3 g 7→
(−|d|1−2k−l/4 + |d|3l/4) Jg ∈ Lie(UL2k),
Lie(UL2m) 3 v 7→ id⊗̂γ(v)⊗̂id ∈ L(H)
are continuous, the map g 7→ g(id⊗̂∂)− id⊗̂∂ is continuous.
Remark 5.28. We have chosen strange Hilbert space and operator in order to consider the L2k-
topology for arbitrary k > 1/2 and make A(UL2k) act there. If k were 1/2 and l were 0,
R∂ is
actually equivariant and it is the setting dealt in [T4].
This lemma gives an element of KKτU
L2m
(AHKT(UL2k),S). By the pullback via ι⊗̂id, and thanks
to Definition-Proposition 5.23 (2), it is possible to obtain a substitute for the index element at
the KK-theory level. However, we explicitly describe the unbounded Kasparov module which is
naturally defined by the pullback of the above index element via ι⊗̂id for the following reasons.
First, the Kasparov module we are constructing is an ingredient of the index element of the whole
manifold ML2k and it is defined by the tensor product of two KK-elements. Unbounded Kasparov
modules have an advantage when dealing with exterior tensor products. Second, in our opinion, the
C∗-algebra A(X ) constructed by [Yu] should be studied much more. It has an advantage comparing
with that constructed in [HKT], in that the former looks more geometrical. On the other hand,
the former has a big disadvantage, in that the definition is abstract. We believe the following
constructions can be useful to study the A(X ) overcoming this disadvantage.
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Definition-Proposition 5.29. The triple (Sε⊗̂H, pi, id⊗̂∂) defines an unbounded UL2m-equivariant
Kasparov (A(UL2k),Sε)-module. The corresponding KK-element is denoted by [˜∂] and called the
index element.
The non-trivial thing is only the following: there is a dense subalgebra of A(UL2k) consisting of
“C1-elements”, where we say an element a of A(UL2k) is a C
1-element if it preserves dom(id⊗̂∂)
and [id⊗̂∂, pi(a)] is bounded. It is highly non-trivial because AHKT(UL2k)fin∩ ι⊗̂id(A(UL2k)) is empty.
Notice that the set of all C1-elements is a subalgebra.
We divide the proof into the following steps.
Lemma 5.30. X⊗̂id + id⊗̂C has dense range.
Proof. We first notice that C has dense range. We have essentially proved it as [T4, Proposition
4.24]. We need to modify the definition of the Clifford operator and to replace the phrase “CN1 ±√−1id has dense range” with the phrase “CN1 has dense range”. It is correct because CN1 is self-
adjoint, it is injective, and ran(CN1 )
⊥ = ker(CN1 ) = 0 (note that we are working on “L2-spaces” not
on “C0-spaces”).
We prove that arbitrary element of S⊗̂H can be approximated by elements in the range of
X⊗̂id + id⊗̂C. It is sufficient to prove that g⊗̂φ can be approximated for φ ∈ H and g ∈ S
satisfying the following: g is compactly supported and ‖g‖ = 1. Let  > 0. Since C has dense
range, there exists ψ ∈ H satisfying ‖Cψ − φ‖ < /2. Thus, if we can find A ∈ S⊗̂H such that
‖(X⊗̂id + id⊗̂C)A − g⊗̂Cψ‖ < /2, we have ‖(X⊗̂id + id⊗̂C)A − g⊗̂φ‖ < . Therefore, we may
assume that φ = Cψ, from the beginning. In addition, we suppose that ‖ψ‖ ≤ 1 and ‖φ‖ ≤ 1.
Let us find such an approximate solution A by the approximate spectral decomposition of the
operator X. Pick up a positive real number ∆ < /16 such that |s− t| < ∆ implies |g(t)− g(s)| <
/16. This is possible because g is compactly supported. We define a bump function ρ0 around 0
by
ρ(t) :=

1 + t∆ t ∈ [−∆, 0]
1− t∆ t ∈ [0,∆]
0 otherwise
and we define a bump function at x by ρx(t) := ρ(t − x). Let xn := n∆ for n ∈ Z. We notice the
following properties:
(1ρ) ‖Xρx − xρx‖ ≤ ∆;
(2ρ) {ρxn}n∈Z gives a continuous partition of unity; and
(3ρ) For all t ∈ R, # {n ∈ Z≥0 | ρxn(t) 6= 0} is at most 2.
Let us consider
A := g(0)ρ0⊗̂ψ +
∑
n∈Z>0
(
ρxn⊗̂
g(xn)xn + g(−xn)C
x2n + C
2
φ+ ρ−xn⊗̂
−g(−xn)xn + g(−xn)C
x2n + C
2
φ
)
Note that A is a finite sum because g is compactly supported. We verify the inequality ‖(X⊗̂id +
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id⊗̂C)A− g⊗̂φ‖ < . Since the grading homomorphism on S exchanges ρxn and ρ−xn ,
(X⊗̂id + id⊗̂C)A− g⊗̂φ
= Xg(0)ρ0⊗̂ψ + g(0)ρ0⊗̂Cψ +
∑
n>0
(
Xρxn⊗̂
g(xn)xn + g(−xn)C
x2n + C
2
φ+ ρ−xn⊗̂
g(xn)xnC + g(−xn)C2
x2n + C
2
φ
)
+
∑
n>0
(
Xρ−xn⊗̂
−g(−xn)xn + g(xn)C
x2n + C
2
φ+ ρxn⊗̂
−g(−xn)xnC + g(xn)C2
x2n + C
2
φ
)
−
∑
n∈Z
ρxng⊗̂φ
= Xg(0)ρ0⊗̂ψ + g(0)ρ0⊗̂Cψ − ρ0g⊗̂φ
+
∑
n>0
(
Xρxn⊗̂
g(−xn)C
x2n + C
2
φ+ ρxn⊗̂
−g(−xn)xnC
x2n + C
2
φ+ ρ−xn⊗̂
g(xn)xnC
x2n + C
2
φ+Xρ−xn⊗̂
g(xn)C
x2n + C
2
φ
)
+
∑
n>0
(
Xρxn⊗̂
g(xn)xn
x2n + C
2
φ+ ρxn⊗̂
g(xn)C
2
x2n + C
2
φ− ρxng⊗̂φ
)
+
∑
n>0
(
Xρ−xn⊗̂
−g(−xn)xn
x2n + C
2
φ+ ρ−xn⊗̂
g(−xn)C2
x2n + C
2
φ− ρ−xng⊗̂φ
)
= Xg(0)ρ0⊗̂ψ + g(0)ρ0⊗̂φ− ρ0g⊗̂φ
+
∑
n>0
(
(Xρxn − xnρxn)⊗̂
g(−xn)C
x2n + C
2
φ+ (xnρ−xn +Xρ−xn)⊗̂
g(xn)C
x2n + C
2
φ
)
+
∑
n>0
(
(Xρxn − xnρxn)⊗̂
g(xn)xn
x2n + C
2
φ+ g(xn)ρxn⊗̂φ− ρxng⊗̂φ
)
+
∑
n>0
(
(Xρ−xn + xnρxn)⊗̂
−g(−xn)xn
x2n + C
2
φ+ g(−xn)ρ−xn⊗̂φ− ρ−xng⊗̂φ
)
.
The norm of the first line is less than /4 because ‖g(0)Xρ0⊗̂ψ‖ < |g(0)| ·∆ · ‖ψ‖ ≤ /16 and
‖g(0)ρ0 − ρ0g‖ ≤ /16.
The norm of each summand of the second line is less than /8 because ‖Xρ±xn ∓ xnρ±xn‖ <
∆ < /16, |g(xn)| ≤ 1 and ‖ Cx2n+C2φ‖ = ‖
C2
x2n+C
2ψ‖ ≤ 1 for n ∈ Z6=0. Thanks to the property (3ρ),
we notice the norm of the sum is less than /4.
The norm of each summand of the third line is less than /8 because ‖g(xn)ρxn⊗̂φ−ρxng⊗̂φ‖ =
‖g(xn)ρxn − ρxng‖ · ‖φ‖ < /16, and∥∥∥∥ xnx2n + C2φ
∥∥∥∥ = ∥∥∥∥ xnCx2n + C2ψ
∥∥∥∥ = ∥∥∥∥ C/xn1 + (C/xn)2ψ
∥∥∥∥ ≤ ‖ψ‖ ≤ 1,
where C/xn
1+(C/xn)
2 is obtained by the operator calculus F (C/xn) for F (t) =
t
1+t2
. The norm of the
sum is less than /4 for the same reason of the second line.
The fourth line can be dealt with the same way. We omit the details.
We have introduced the infinite sum Cl = id⊗̂
{∑∞
n=1 n
− l
4 [2xn⊗̂c(en) + 2yn⊗̂c(fn)]
}
. Thanks
to the above lemma, we can define an operator Cl{X⊗̂id + id⊗̂C}−1 on the range of X⊗̂id + id⊗̂C
which is dense in S⊗̂H. It extends to a bounded operator on S⊗̂H by the following lemma.
Lemma 5.31. Cl{X⊗̂id + id⊗̂C}−1 is bounded on ran
(
X⊗̂id + id⊗̂C).
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Proof. It suffices to prove that xn⊗̂c(en){X⊗̂id + id⊗̂C}−1 is bounded and its norm is at most 1.
For any g⊗̂φ ∈ S⊗̂H such that Xg ∈ S and Cφ ∈ H, we have
‖{id⊗̂xn⊗̂c(en)}(X⊗̂id + id⊗̂C)−1(X⊗̂id + id⊗̂C)(g⊗̂φ)‖2
= ‖{id⊗̂xn⊗̂c(en)}(g⊗̂φ)‖2
= ‖ ({id⊗̂xn⊗̂c(en)}(g⊗̂φ) ∣∣ {id⊗̂xn⊗̂c(en)}(g⊗̂φ))S ‖S
= ‖g∗g‖ (xn⊗̂c(en)(φ) ∣∣xn⊗̂c(en)(φ))H
= ‖g∗g‖ (x2n⊗̂id(φ) ∣∣φ)H .
On the other hand,
‖(X⊗̂id + id⊗̂C)(g⊗̂φ)‖2
= ‖ ((X⊗̂id + id⊗̂C)(g⊗̂φ) ∣∣ (X⊗̂id + id⊗̂C)(g⊗̂φ))S ‖
= ‖(Xg)∗Xg (φ |φ) + g∗g (Cφ |Cφ) ‖
≥ ‖g∗g‖ (Cφ |Cφ) ,
where we have used the definition of the norm of S to prove the last inequality: The norm is defined
by the maximum value, and hence the norm of the sum of two non-negative elements is not less
than the norm of each summand. Noticing that
(Cφ |Cφ) =
∑
m
(
(
x2m⊗̂id(φ)
∣∣φ) + (y2m⊗̂id(φ) ∣∣φ)) ≥ (x2n⊗̂id(φ) ∣∣φ)H ,
we have the inequality
‖{id⊗̂xn⊗̂c∗(en)}{X⊗̂id + id⊗̂C}−1(X⊗̂id + id⊗̂C)(g⊗̂φ)‖2 ≤ ‖(X⊗̂id + id⊗̂C)(g⊗̂φ)‖2.
Since the subspace spanned by
{
g⊗̂φ ∈ S⊗̂H ∣∣ such that Xg ∈ S and Cφ ∈ H} is dense, we find
that Cl{X⊗̂id + id⊗̂C}−1 is bounded on ran
(
X⊗̂id + id⊗̂C).
We have defined pi in an abstract and algebraic way. We need the following analytic and
quantitative property for even elements of S. The even part of a Z2-graded algebra A is denoted
by A0. The following proof reminds us of the chain rule.
Lemma 5.32. If g ∈ S0 is the C1-limit of a sequence of (Sfin)0, pi(β∞0 (g)) preserves dom(id⊗̂∂)
and the commutator with id⊗̂∂ is bounded.
Proof. As a preliminary, we study the commutator [pi(a), id⊗̂∂] more, for a ∈ AHKT(UL2k)fin. An
element f of (Sfin)0 can be written as f(t) = p(fev(t)) = p
(
1
1+t2
)
for some polynomials p. This is
because f is given by a linear combination of fαod ·fβev for β ∈ N and α ∈ 2N, and f2od = fev−f2ev. Let
us compute the commutator [id⊗̂∂, pi(β∞0 (f))]. First, we compute it for the monomial p(X) = Xm.
By a standard algebraic technique on commutators,[
id⊗̂∂, pi(β∞0 (p(fev)))
]
=
m−1∑
α=0
(
1
1 +X2⊗̂id + id⊗̂C2
)α+1(
−2
∑
n
id⊗̂n−l/4 (xn⊗̂c(en) + yn⊗̂c(fn)))( 1
1 +X2⊗̂id + id⊗̂C2
)m−α
=
(
Cl(X⊗̂id + id⊗̂C)−1
) · (−2m)(X⊗̂id + id⊗̂C)( 1
1 +X2⊗̂id + id⊗̂C2
)m+1
.
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Note that Cl commutes with
(
1
1+X2⊗̂id+id⊗̂C2
)α+1
. Since [p ◦ fev]′(t) = −2mt(1 + t2)−m−1, we
notice that [
id⊗̂∂, pi(β∞0 (f))
]
= Cl{X⊗̂id + id⊗̂C}−1f ′(X⊗̂id + id⊗̂C)
= Cl{X⊗̂id + id⊗̂C}−1pi(β∞0 (f ′)).
Therefore, for general polynomial p and f = p ◦ fev,[
id⊗̂∂, pi(β∞0 (p ◦ fev))
]
= Cl{X⊗̂id + id⊗̂C}−1pi(β∞0 (f ′))
for f ∈ (Sfin)0.
Let us prove the statement. By the assumption, there exists a sequence {gm} ⊆ (Sfin)0 such
that gm → g in the C1-topology. We need to prove that pi(β∞0 (g)) is a C1-element. We have proved
that pi(β∞0 (gm))φ ∈ dom(id⊗̂∂) for φ ∈ dom(id⊗̂∂) in (1) of (A) of the proof of Lemma 5.27. By
the above preliminary,
id⊗̂∂ ◦ pi(β∞0 (gm))φ = [id⊗̂∂, pi(β∞0 (gm))]φ+ pi(β∞0 (gm))id⊗̂∂φ
= Cl{X⊗̂id + id⊗̂C}−1pi(β∞0 (g′m))φ+ pi(β∞0 (gm))id⊗̂∂φ
→ Cl{X⊗̂id + id⊗̂C}−1pi(β∞0 (g′))φ+ pi(β∞0 (g))id⊗̂∂φ
as m→∞. It means that pi(β∞0 (g))φ ∈ dom(id⊗̂∂) and id⊗̂∂pi(β∞0 (g))φ = limm id⊗̂∂pi(β∞0 (gm))φ.
Moreover, [id⊗̂∂, pi(β∞0 (g))] = Cl{X⊗̂id+id⊗̂C}−1pi(β∞0 (g′)) is a bounded operator. Thus pi(β∞0 (g))
is a C1-element.
The above lemma gives an analytic condition to judge whether an element of AHKT(UL2k) is of
C1 or not. Next, we need to know the C1-closure of β∞0 ((Sfin)0).
Lemma 5.33. An even function f ∈ C1(R) such that f ∈ S and (X2 + 1)f ′ ∈ S, is the C1-limit of
a sequence of (Sfin)0. In particular, any element of ι((Sε)0) ∩ C1(R) is the C1-limit of a sequence
of (Sfin)0.
Proof. Since f2od = fev − f2ev,
Sfin = fevC[fev]⊕ fodC[fev]
as a vector space. Since (X2 + 1)f ′ ∈ S, there is a sequence of polynomials {pn} such that
{fodpn(fev)} uniformly converges to (X2 + 1)f ′. Thus, for any , there exists n0 such that n ≥ n0
implies that |(t2 + 1)f ′(t)− fod(t)pn(fev(t))| < /pi on R, and hence∣∣∣∣f ′(t)− 1t2 + 1fod(t)pn(fev(t))
∣∣∣∣ < pi(t2 + 1) .
It means that∣∣∣∣f(t)− ∫ t−∞ 1s2 + 1fod(s)pn(fev(s))ds
∣∣∣∣ = ∣∣∣∣∫ t−∞
(
f ′(s)− 1
s2 + 1
fod(s)pn(fev(s))
)
ds
∣∣∣∣
≤
∫ t
−∞
∣∣∣∣f ′(s)− 1s2 + 1fod(s)pn(fev(s))
∣∣∣∣ ds
<
∫ t
−∞

pi(s2 + 1)
ds
=

pi
(
arctan(t) +
pi
2
)
< .
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Since [fαev]
′ = −2αfod[fev(t)]α, we have∫ t
−∞
1
s2 + 1
fod(s)(fev(s))
βds =
−1
2(β + 1)
[fev(t)]
β+1.
Hence, the function t 7→ ∫ t−∞ 1s2+1fod(s)pn(fev(s))ds belongs to Sfin. This sequence converges to f
in the C1-topology.
Lemma 5.34. Any element of (Sε)1 ∩ C2(R) is the C1-limit of a sequence of fod(Sfin)0.
Proof. Let f ∈ (Sε)1∩C2(R). Then, t−1f(t) is defined on R and of C1 (the value of this function at 0
is defined by f ′(0)). Hence, f−1od ·f(t) := 1+t
2
t f(t) is of C
1. Note that it is an even element. Moreover,
(X2 + 1)[f−1od · f ]′ ∈ Sε ⊆ S. Thanks to the previous lemma, we have a sequence {fn} ⊆ (Sfin)0
converging to f−1od · f in the C1-topology. Then, the sequence {fodfn} converges to fod · f−1od · f = f
in the C1-topology.
Proof of Definition-Proposition 5.29 : The necessary change from the proof of Lemma 5.27 is
just the following: The set of C1-elements of A(UL2k) is dense. Combining Lemma 5.30–5.34, we
notice that all the elements of ∪Nβ∞N ([Sε∩C2(R)]⊗̂
alg
Clτ,S (UL2k,N
)) are of C1. The other conditions
are obvious.

Let us define the substitute for the index element on the whole manifold ML2k .
Recall the isomorphism A(ML2k) ∼= A(UL2k)⊗̂Clτ (M˜). We prepare the index element for the M˜ -
direction. Let L|
M˜
be the restriction of L to M˜ , which is a τ -twisted T×ΠT -equivariant line bundle.
It admits a (T×ΠT )τ -invariant connection, by the averaging procedure using a cut-off function with
respect to the T × ΠT -action on M˜ . We have assumed that (SM , γM ) is a T -equivariant Spinor
bundle over M . We define (S
M˜
, γ
M˜
) by the lift of this bundle to M˜ , and similarly for (S∗
M˜
, γ∗
M˜
).
Then, we define a (T ×ΠT )τ -equivariant Dirac operator DM˜ by
D
M˜
:=
∑
n
c
M˜
(vn) ◦ ∇
L|
M˜
⊗̂S∗
M˜
⊗̂S
M˜
vn ,
where c
M˜
(v) := 1√
2
(
id⊗̂γ
M˜
(v)−√−1γ∗
M˜
(v)⊗̂id
)
and {vn} is an orthonormal base of the tangent
space. Moreover, H := L2(M˜,L|
M˜
⊗̂S∗
M˜
⊗̂S
M˜
) admits a ∗-representation µ of Clτ (M˜) given by the
Clifford multiplication c∗
M˜
(v) :=
√−1√
2
(
id⊗̂γ
M˜
(v) +
√−1γ∗
M˜
(v)⊗̂id
)
for v ∈ TM˜ . We denote the
KK-element corresponding to (H,µ,D
M˜
) by [D˜
M˜
] ∈ KKτT×ΠT (Clτ (M˜),C) (the reformulated index
element for even-dimensional Spinc-manifold).
We define D := ∂⊗̂id + id⊗̂DM˜ on H⊗̂H.
Definition 5.35. The index element [D˜] ∈ KKτLT
L2m
(A(ML2k),Sε) is the corresponding KK-
element to the unbounded τ -twisted LTL2m-equivariant Kasparov (A(ML2k),Sε)-module(Sε⊗̂H⊗̂H, pi⊗̂µ, id⊗̂D) .
80
Recall that our construction has an artificial parameter l and m. Although the conditions that
l > 4 and m ≥ l + k are the keys of our quantitative arguments, we hope that our object is
independent of them. As we expect, at the KKτLT -theory level, the index element is independent of
them.
We have fixed l and m so far. From now on, we compare two Kasparov modules defined using
two different parameters (l,m) and (l′,m′). In order to distinguish them, ?l denotes an object ?
which is defined with (l,m), for example, Hl, ∂l, Dl, pil, vacl, dL′l(zn) and so on. The objects defined
independently l is denoted without the subscript l, for example SU and zn depend only on k.
Proposition 5.36. For l, l′ > 4, the equivariant unbounded Kasparov module constructed with
(l,m) is homotopic to that constructed with (l′,m′), as LTL2
m′′
-equivariant Kasparov modules for
m′′ ≥ max{m,m′}, that is to say, i∗m′′,m[D˜l] = i∗m′′,m′ [D˜l′ ] in KKτLT
L2
m′′
(A(ML2k),Sε).
Remark 5.37. By this result, the corresponding element of KKτLT (A(ML2k),Sε) to [D˜l] is indepen-
dent of l. The resulting element is denoted by [D˜].
Proof. It suffices to deal with the UL2k
-part. For −→α = (α1, α2, · · · ), −→β = (β1, β2, · · · ), −→ξ =
(ξ1, ξ2, · · · , ξM ), and −→η = (η1, η2, · · · , ηN ) such that αi, βi ∈ Z≥0, αi = βi = 0 except for finitely
many i’s, ξi, ηi ∈ N, N,M ∈ Z≥0, 0 < ξ1 < ξ2 < · · · < ξM , and 0 < η1 < η2 < · · · < ηN , we put
φ˜−→α ,−→β ,−→ξ ,−→η (s)
:=
(
dR′(1−s)l+sl′(z1)
α1dL′(1−s)l+sl′(z1)
β1 · · ·
)
vac(1−s)l+sl′⊗̂[zξ1 ∧ · · · ∧ zξM ]⊗̂[zη1 ∧ · · · ∧ zηN ] ∈ Sε⊗̂H(1−s)l+sl′ .
We construct a homotopy, that is to say, an UL2
m′′
-equivariant Kasparov (A(UL2k),Sε⊗̂C(I))-module
(E, σ,D). The UL2
m′′
-equivariant Hilbert Sε⊗̂C(I)-module E is given as follows:
• Let Efin be the pre-Hilbert Sε⊗̂C(I)-module given by the C(I)-linear span of the∐
s∈[0,1] Sε⊗̂H(1−s)l+sl′-valued section
s 7→ f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)
for f ∈ Sε and multi-indices −→α ,−→β ,−→ξ ,−→η satisfying the above condition.
• The pre-Hilbert module structure is given by the following formulas: For ψ,ψ1, ψ2 ∈ Efin and
f⊗̂F ∈ Sε⊗̂C(I),
[ψ · f⊗̂F ](s) := [ψ(s) · f ] · F (s) ∈ Sε⊗̂H(1−s)l+sl′
(ψ1 |ψ2)E (s) := (ψ1(s) |ψ2(s))Sε⊗̂H(1−s)l+sl′ .
• The Hilbert module E is the completion of Efin with respect to the above inner product.
• The U τ
L2
m′′
-action is given by the pointwise action {(g, z) · (ψ)}(s) := L(g,z)(ψ(s)).
We need to prove that the inner product of two elements ψ1, ψ2 ∈ Efin is indeed an element of
Sε⊗̂C(I). For this aim, it suffices to prove that the function
s 7→
(
f⊗̂φ˜−→α ,−→β ,−→ξ ,−→η (s)
∣∣∣ f ′⊗̂φ˜−→
α′,
−→
β′ ,
−→
ξ′ ,
−→
η′
(s)
)
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is continuous. If −→α = −→α′ , −→β = −→β′ , −→ξ = −→ξ′ , and −→η = −→η′ , that function is given by
s 7→ f∗f ′−→α !−→β !
∞∏
m=1
(2m(1−s)l+sl
′
)αm+βm ,
and if not, the function is identically zero. Both functions are continuous (note that αm = 0 and
βm = 0 except for finitely many m’s, and hence the above infinite product is in fact a finite product
of continuous functions).
We define σ : A(UL2k)→ LSε⊗̂C(I)(E) by σ(a)(ψ)(s) := pi(1−s)l+sl′(a)(ψ(s)), and we define D by
D(ψ)(s) := ∂(1−s)l+sl′ [ψ(s)]. Then, the triple (E, σ,D) is obviously a UL2
m′′
-equivariant unbounded
Kasparov (A(UL2k),Sε⊗̂C(I))-module.
Let us prove that the evaluation of (E, σ,D) at s = 0 gives (Sε⊗̂Hl, pil,Dl) and similarly for
s = 1. We prove it for arbitrary s ∈ I. What we need to prove is that evs(E) is isomorphic to
Sε⊗̂H(1−s)l+sl′ . For this aim, it suffices to prove that the evaluation at s is surjective. It suffices to
find an isometric embedding as a Banach space js : Sε⊗̂H ↪→ E satisfying js(v)(s) = v. We define
it as follows: For f ∈ Sε and ψ−→α ,−→β ,−→ξ ,−→η (s) ∈ H(1−s)l+sl′ , we define js(f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)) by
t 7→
√∏
m
(2m)[(t−s)l+(s−t)l′](αm+βm)f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (t).
Since the function appearing as the coefficient is continuous, the above function belongs to E. In
the remainder of this proof, we prove that js is isometric.
If −→α = −→α′ , −→β = −→β′ , −→ξ = −→ξ′ , and −→η = −→η′ , the inner product of js(f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)) and
js(f
′⊗̂ψ−→
α′,
−→
β′ ,
−→
ξ′ ,
−→
η′
(s)) is given by the function on t(
js(f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s))
∣∣∣ js(f ′⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)))Sε⊗̂C(I) (t)
= f∗f ′−→α !−→β !
∏
m
(2m)[(t−s)l+(s−t)l
′](αm+βm)
∏
m
(2m)[(1−t)l+tl
′](αm+βm)
= f∗f ′−→α !−→β !
∏
m
(2m)[(1−s)l+sl
′](αm+βm)
=
(
f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)
∣∣∣ f ′⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s))Sε .
Taking the C∗-norm of both sides, we find that js is isometric.6 Consequently, js extends to
Sε⊗̂H(1−s)l+sl′ , and it satisfies evs(js(v)) = v for all v ∈ Sε⊗̂H(1−s)l+sl′ .
If not, both sides are zero, and we finish the proof.
In the following, we again fix l and m, and we do not study this kind of problems.
6The C∗-norm of the right hand side is the maximum norm of the function u 7→
f(u)f ′(u)
(
ψ−→α ,−→β ,−→ξ ,−→η (s)
∣∣∣ψ−→α ,−→β ,−→ξ ,−→η (s)), and that of the left hand side is the maximum norm of the function
(u, t) 7→
(
js(f⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s))
∣∣∣ js(f ′⊗̂ψ−→α ,−→β ,−→ξ ,−→η (s)))Sε⊗̂C(I) (t, u), where u is the variable for Sε and t is that for
C(I). Since it is constant with respect to t, js is isometric.
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5.3 The Poincare´ duality homomorphism for proper LT -spaces
The task of this subsection is to apply the Poincare´ duality homomorphism to the index element
constructed in the previous subsection.
We consider the restriction of the local Bott element [Θ˜M
L2
k
,2] toML2m and we denote it by the
same symbol:
[Θ˜M
L2
k
,2] ∈ RKKLT
L2m
(ML2m ;Sε⊗̂C (ML2m),A(ML2k)⊗̂C (ML2m)).
Let [L] ∈ RKKτLT
L2m
(ML2m ;C (ML2m),C (ML2m)) be the RKK-element defined by(
{Lx}x∈M
L2m
, {1}x∈M
L2m
, {0}x∈M
L2m
)
.
The goal of this subsection is to prove that PD([D˜]) = σSε([L]). For this aim, it is convenient to
divide the problem into the UL2m-part and the M˜ -part. Thus, we rewrite the local Bott element by
the tensor product of those of UL2m and M˜ . We begin with a technical lemma.
Lemma 5.38. We define the following ∗-homomorphisms: ∆ : S → S⊗̂S by ∆(f) := f(X⊗̂id +
id⊗̂X) and ev0 : S → C by ev0(f) = f(0). The same formulas define homomorphisms on Sε.
(1) (id⊗̂ev0) ◦∆ = id. The same formula holds for Sε.
(2) Let A and B be Z2-graded C∗-algebras equipped with odd unbounded multipliers with compact
resolvent DA and DB. Suppose that ∆(f) =
∑
f1i ⊗̂f2i . Then, we have f(DA⊗̂id + id⊗̂DB) =∑
i f
1
i (DA)⊗̂f i2(DB) on A⊗̂B,
Proof. (1) It is mentioned in [HG, P. 14] as an exercise. For Sε, one can prove it by considering the
commutative diagram
Sε ∆−−−−→ Sε⊗̂Sε
ι
y yι⊗̂ι
S ∆−−−−→ S⊗̂S.
(2) The homomorphism S 3 f 7→ f(DA) ∈ A is denoted by βA, and similarly for B. With these
notations, the statement can be written as βA⊗̂βB ◦∆ = βA⊗̂B, where DA⊗̂B := DA⊗̂id + id⊗̂DB.
Since both sides are ∗-homomorphisms, it suffices to prove it for generators. We choose fe(t) := e−t2
and fo(t) = te
−t2 as generators. Thanks to
∆(fe) = fe⊗̂fe and ∆(fo) = fo⊗̂fe + fe⊗̂fo,
and thanks to computations on functional calculus in [HKT, Appendix A.4], we have
βA⊗̂βB ◦∆(fe) = fe(DA)⊗̂fe(DB) = βA⊗̂B(fe);
βA⊗̂βB ◦∆(fo) = fo(DA)⊗̂fe(DB) + fe(DA)⊗̂fo(DB) = βA⊗̂B(fo).
The local Bott homomorphism for a Hilbert manifold X at x is denoted by βXx when it is
necessary to emphasize the manifold to consider it.
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Lemma 5.39. Let [Θ˜M
L2
k
,2
′
] be theML2moLTL2m-equivariant Kasparov (Sε⊗̂C (ML2m),A(ML2k)⊗̂C (ML2m))-
module defined by the exterior tensor product of the following Kasparov modules:{A(UL2k)}g∈UL2m ,
{
β
U
L2
k
g
}
g∈U
L2m
, {0}g∈U
L2m
 and
(
{Clτ (Vx)}x∈M˜ , {1}x∈M˜ ,
{
ε−1Θx
}
x∈M˜
)
,
where Vx is the ε-neighborhood of x in M˜ . Then, [Θ˜M
L2
k
,2
′
] is homotopic to [Θ˜M
L2
k
,2].
Proof. We define [Θ˜M
L2
k
,2
′′
] ∈ RKKLT
L2m
(MLT
L2m
;Sε⊗̂Sε⊗̂C (ML2m),A(UL2m)⊗̂A(M˜)⊗̂C (ML2m))
by the exterior tensor product of the following Kasparov modules:{A(UL2k)}g∈UL2k ,
{
β
U
L2
k
g
}
g∈U
L2
k
, {0}g∈U
L2
k
 and
(
{Sε⊗̂Clτ (Vx)}x∈M˜ , {1Sε⊗̂id}x∈M˜ ,
{
1Sε⊗̂ε−1Θx
}
x∈M˜
)
,
where 1Sε⊗̂id(f)(g⊗̂φ) := fg⊗̂φ for f, g ∈ Sε and φ ∈ Clτ (M˜).
We define ev0⊗̂idClτ (M˜) : A(M˜) 3 f⊗̂h 7→ f(0)h ∈ Clτ (M˜). It gives a KK-element [ev0⊗̂id] ∈
KKT×ΠT (A(M˜), Clτ (M˜)). It suffices to prove the following formulas in the RKK-group:
(1) [Θ˜M
L2
k
,2
′
] = [∆]⊗̂[Θ˜M
L2
k
,2
′′
]⊗̂[ev0⊗̂idClτ (M˜)].
(2) [Θ˜M
L2
k
,2] = [∆]⊗̂[Θ˜M
L2
k
,2
′′
]⊗̂[ev0⊗̂idClτ (M˜)].
(1) By Lemma 3.18, [Θ˜
M˜,2
]⊗̂[ev0⊗̂id] = [ev0]⊗̂C[ΘM˜,1]. Thus, [Θ˜ML2
k
,2
′′
]⊗̂[ev0⊗̂idClτ (M˜)] is given
by
[Θ˜M
L2
k
,2
′′
]⊗̂[ev0⊗̂idClτ (M˜)] = [Θ˜UL2k ,2]⊗̂C
(
[ev0]⊗̂C[ΘM˜,1]
)
=
{A(UL2k)⊗̂Clτ (Vx)}(g,x)∈UL2
k
×M˜ ,
{
β
U
L2
k
g ⊗̂ev0⊗̂idClτ (M˜)
}
(g,x)∈U
L2
k
×M˜
, {id⊗̂ε−1Θx}(g,x)∈U
L2
k
×M˜
 .
Let us compute the triple Kasparov product. First, we notice that β
U
L2
k
g ⊗̂ev0⊗̂idClτ (M˜) ◦∆(f)
is given by β
U
L2
k
g (f)⊗̂idClτ (M˜). In fact, for ∆(f) =
∑
i f
1
i ⊗̂f2i ,
β
U
L2
k
g ⊗̂ev0⊗̂idClτ (M˜) ◦∆(f) =
∑
i
β
U
L2
k
g (f
1
i )⊗̂ev0(f2i )idClτ (M˜)
= β
U
L2
k
g
(∑
i
f1i ev0(f
2
i )
)
⊗̂id
Clτ (M˜)
= β
U
L2
k
g (f)⊗̂idClτ (M˜),
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where we have used the formula (id⊗̂ev0) ◦∆ = idSε at the second equality. Therefore, the triple
Kasparov product is given by [Θ˜M
L2
k
,2
′
].
(2) By the proof of Proposition 3.19,
(
{Sε⊗̂Clτ (Vx)}x∈M˜ , {1Sε⊗̂id}x∈M˜ ,
{
1Sε⊗̂ε−1Θx
}
x∈M˜
)
is
homotopic to
(
{A(Vx)}x∈M˜ , {βM˜x }x∈M˜ , {0}x∈M˜
)
. Thus, the Kasparov product(
{Sε⊗̂Clτ (Vx)}x∈M˜ , {1Sε⊗̂id}x∈M˜ ,
{
1Sε⊗̂ε−1Θx
}
x∈M˜
)
⊗̂[ev0⊗̂id]
is represented by (
{Clτ (Vx)}x∈M˜ ,
{
(ev0⊗̂id) ◦ βM˜x
}
x∈M˜
, {0}
x∈M˜
)
.
It is easy to see that (ev0⊗̂id) ◦ βM˜x : Sε → Clτ (Vx) is given by f 7→ [y 7→ f(Cx(y))]. We denote it
by βM˜,0x .
Thus, the triple Kasparov product [∆]⊗̂[Θ˜M
L2
k
,2
′′
]⊗̂[ev0⊗̂id] is given by{A(UL2k)⊗̂Clτ (Vx)}(g,x)∈U
L2m
×M˜
,
{(
β
U
L2
k
g ⊗̂βM˜,0x
)
◦∆
}
(g,x)∈U
L2m
×M˜
, {0}
(g,x)∈U
L2m
×M˜
 .
We would like to “apply” Lemma 5.38 (2) to β
U
L2
k
g ⊗̂βM˜,0x ◦ ∆ : Sε → Sε⊗̂Sε → A(UL2k)⊗̂Clτ (Vx).
For this aim, we extend this homomorphism to S by embedding Clτ (Vx) into another C∗-algebra.
Let Wx be the 2ε-ball of x equipped with the new Riemannian metric ds
2
New given by (the old one
is denoted by ds2Old)
ds2New(y) := ρ(r(x, y))ds
2
Old(y),
where ρ is a smooth function : [0, 2ε)→ R>0 such that ρ′(s) ≥ 0 on s ∈ [0, 2ε), ρ(s) = 1 on s ∈ [0, ε]
and lims→2ε
∫ s
0
√
ρ(s)ds =∞. Then, the new metric is complete, and the Clifford operator on Wx
with respect to the new metric is with compact resolvent. Thus, we can define a ∗-homomorphism
S → Clτ (Wx). Since the ε-ball at x in Wx is isometric to Vx, we have the following commutative
diagram:
Sε ∆ //
ι

Sε⊗̂Sε
β
U
L2
k
g ⊗̂βM˜,0x //
ι⊗̂ι

A(UL2k)⊗̂Clτ (Vx)
(ι⊗̂id)⊗̂ι

S
∆
// S⊗̂S
β
U
L2
k
g ⊗̂βWx,0x
// AHKT(UL2k)⊗̂Clτ (Wx),
where each zero-extension is denoted by ι. Thanks to the following commutative diagram verified
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by Lemma 5.38 (2) and the fact that C
U
L2
k
g ⊗̂id + id⊗̂CWxx = C
M
L2
k
(g,x) on Vx, we finish the proof:
S ∆ //
id

S⊗̂S β
U
L2
k
g ⊗̂βWx,0x // AHKT(UL2k)⊗̂Clτ (Wx)
∼=

S
β
U
L2
k
×Wx
(g,x) // AHKT(UL2k ×Wx)
Sε
ι
OO
id

β
M
L2
k
(g,x)
// A(UL2k × Vx)
(ι⊗̂id)⊗̂ι
OO
id⊗̂ι

Sε
β
M
L2
k
(g,x)
// A(ML2k).
Remark 5.40. Since the Kasparov module
(
{Clτ (Vx)}x∈M˜ , {1}x∈M˜ ,
{
ε−1Θx
}
x∈M˜
)
represents
[ΘX,2]⊗̂σ1C0(X) ([S∗]) ⊗̂σ2X,C0(X) (fgt[S]), we write the above result as
[Θ˜M
L2
k
,2] = [Θ˜U
L2
k
,2]⊗̂C
(
[Θ
M˜,2
]⊗̂σ1
C0(M˜)
([S∗]) ⊗̂σ2
M˜,C0(M˜)
(fgt[S])
)
.
Note that the bounded transformation D 7→ D√
1+D2
commutes with the group action D 7→
g(D) = L(g,z) ◦D ◦ L(−g,z−1). By Corollary 4.40, σU
L2m
,C (U
L2m
)([˜∂]) is represented by(
{Sε⊗̂H}g∈U
L2m
, {pi}g∈U
L2m
, {g(∂)}g∈U
L2m
)
.
With the preparation so far, we can prove the main theorem of this section.
Theorem 5.41. PD([D˜]) = σSε([L]).
Proof. Thanks to [D˜] = [˜∂]⊗̂C[D˜M˜ ] and Lemma 5.39, we can divide the problem into the UL2m-part
and the M˜ -part. It suffices to check that
[Θ˜U
L2
k
,2]⊗̂A(U
L2
k
)[˜∂] = σSε
(
[L|U
L2
k
]
)
, and
(
[Θ
M˜,2
]⊗̂σ1
C0(M˜)
([S∗]) ⊗̂σ2
M˜,C0(M˜)
(fgt[S])
)
⊗̂
Clτ (M˜)
(
[D˜
M˜
]
)
= [L|
M˜
].
For the second one, see Proposition 3.15 and Example 3.20.
Let us prove the first one. Since we would like to discuss it in the unbounded picture, we rewrite
the statement using AHKT(UL2k). We introduce and recall several notations:
• TheKK-element corresponding to the Kasparov (AHKT(UL2k),S)-module constructed in Lemma
5.27 is denoted by [˜∂HKT] ∈ KKU
L2m
(AHKT(UL2k),S) in this proof.
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• The canonical embedding A(UL2k)→ AHKT(UL2k) is denoted by ι⊗̂id.
• The canonical embedding Sε → S is denoted by j, in order to distinguish it from ι.
Then, it is obvious that [˜∂]⊗̂[j] = [ι⊗̂id]⊗̂[˜∂HKT]. Since [j] is invertible in KK-group, we have
[˜∂] = [ι⊗̂id]⊗̂[˜∂HKT]⊗̂[j]−1. Associated to it, we consider
[Θ˜U
L2
k
,2,HKT] := [j]
−1⊗̂[Θ˜U
L2
k
,2]⊗̂[ι⊗̂id] ∈ RKKU
L2m
(UL2m ;S⊗̂C (UL2m),AHKT(UL2k)⊗̂C (UL2m)).
Then, we have
[Θ˜U
L2
k
,2]⊗̂[˜∂] = [j]⊗̂[Θ˜U
L2
k
,2,HKT]⊗̂[˜∂HKT]⊗̂[j]−1.
Thus, it suffices to prove that [Θ˜U
L2
k
,2,HKT]⊗̂[˜∂HKT] = σS([L|U
L2m
]).
Note that [Θ˜U
L2
k
,2,HKT] is represented by(
{AHKT(UL2k)}g∈UL2m , {βg}g∈UL2m , {0}g∈UL2m
)
.
In fact, [j]⊗̂
(
{AHKT(UL2k)}g∈UL2m , {βg}g∈UL2m , {0}g∈UL2m
)
is clearly [Θ˜U
L2
k
,2]⊗̂[ι⊗̂id]. Thus, the
Kasparov product [Θ˜U
L2
k
,2,HKT]⊗̂ [˜∂HKT] is given by the field of Kasparov modules(
{S⊗̂H}g∈U
L2m
, {pi ◦ βg}g∈U
L2m
, {g(id⊗̂∂)}g∈U
L2m
)
.
We prove this RKK-element is σS
(
[L|U
L2m
]
)
. This is equivalent to the following by Lemma
2.18:
[b±]⊗̂
(
{Sε⊗̂H}g∈U
L2m
, {pi ◦ βg}g∈U
L2m
, {g(id⊗̂∂)}g∈U
L2m
)
⊗̂[d±] = [L|U
L2m
],
[b±]⊗̂
(
{Sε⊗̂H}g∈U
L2m
, {pi ◦ βg}g∈U
L2m
, {g(id⊗̂∂)}g∈U
L2m
)
⊗̂[d∓] = 0
(double signs are in the same order).
We prove only [b+]⊗̂ (· · · ) ⊗̂[d+] = [L|U
L2m
]. By a direct computation,
(· · · ) ⊗̂[d+] =
(
{L2(R)gr⊗̂H}g∈U
L2m
, {f 7→ f(X⊗̂id + id⊗̂Cg)}g∈U
L2m
, {d⊗̂id + id⊗̂g(∂)}g∈U
L2m
)
,
where Xφ(t) := tφ(t) for φ ∈ L2(R)gr. Next, S⊗̂S
{
L2(R)gr⊗̂H
}
is isomorphic to L2(R)gr⊗̂H, by
f⊗̂φ⊗̂ψ 7→ f(X⊗̂id + id⊗̂Cg)φ⊗̂ψ. Under this isomorphism, X⊗̂S idL2(R)gr⊗̂H is given by X⊗̂id +
id⊗̂Cg. Noticing it, we find that the triple Kasparov product is given by({
L2(R)gr⊗̂H
}
g∈U
L2m
, {1}g∈U
L2m
,
{
(d+X)⊗̂id + id⊗̂g(∂)
}
g∈U
L2m
)
.
In fact, it is obvious that {(d + X)⊗̂id + id⊗̂g(∂)} is an (d⊗̂id + id⊗̂g(∂))-connection for S.
Moreover,
[X⊗̂id+id⊗̂Cg, (d+X)⊗̂id+id⊗̂g(∂)] = (2X2+)⊗̂id+g
(
id⊗̂
∑
n
n−l/4{c(en)c∗(en) + c(fn)c∗(fn)}
)
.
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The first term is positive modulo bounded, and the second term is bounded. The essential point
of this computation is, roughly speaking, that the “potential term” of ∂ commutes with C, which
is because the vector xnJen + ynJfn (the potential of the n-th summand of ∂) is orthogonal to
xnen + ynfn (the n-th summand of C) at each point. This formal argument is justified as follows.
The positivity condition to be a Kasparov product is, strictly speaking, the following: The quadratic
form
ψ⊗̂φ 7→ ((X⊗̂id + id⊗̂Cg)(ψ⊗̂φ) ∣∣ id⊗̂g(∂)(ψ⊗̂φ)) + (id⊗̂g(∂)(ψ⊗̂φ) ∣∣ (X⊗̂id + id⊗̂Cg)(ψ⊗̂φ))
is positive modulo bounded. Since Cg = g ◦ C ◦ g−1, g(∂) = g ◦ ∂ ◦ g−1 and the UL2m-action is
isometric, it is given by
lim
N→∞
{(
(X⊗̂id + id⊗̂CN0 )(ψ⊗̂g(φ))
∣∣ id⊗̂∂(ψ⊗̂g · φ)) + (id⊗̂∂(ψ⊗̂g · φ) ∣∣ (X⊗̂id + id⊗̂CN0 )(ψ⊗̂g · φ))} ,
thanks to the definition of C. In this expression, we can do the above formal argument.
The Kasparov module
({
L2(R)gr⊗̂H
}
g∈U
L2m
, {1}g∈U
L2m
,
{
(d+X)⊗̂id + id⊗̂g(∂)
}
g∈U
L2m
)
is ho-
motopic to ({
ker(d+X)⊗̂ ker(g(∂))
}
g∈U
L2m
, {1}g∈U
L2m
, {0}g∈U
L2m
)
by the family version of the argument to prove that KK(C,C) ∼= Z. Since ker(d+X)⊗̂ ker(g(∂)) ∼=
C and the U τL2m-action is at level 1, it is [L|UL2m ].
6 Topological assembly map for proper LT -spaces
The aim of this section is to construct an infinite-dimensional version of the topological assembly
map for proper LT -spaces, and to compute it. The main result of this section is the following:
The value of the topological assembly map at the value of the Poincare´ duality of the index element,
coincides with the analytic index constructed in [T3]. This is an analogous result of Proposition
3.15. In addition, as a concluding remark, we will explain what we should do after the present
paper.
6.1 Crossed products and descent homomorphisms for proper LT -spaces
We have explained the description of crossed products and the descent homomorphism for RKKτG-
theory in terms of fields of Hilbert modules in Section 3.3. Imitating it, we define substitutes for
the descent homomorphisms for proper LT -spaces. For this aim, we need to introduce a substitute
for “L2(UL2k
,L⊗q)” for each q ∈ Z.
Definition 6.1. (1) For q ∈ Z, we define a new U τL2m-action R at level −q on L
2(UL2k
,L) by
R(g,z)φ(x) := z
−qφ(x+ g)τ(g, x)q
for g ∈ Ufin and φ ∈ L2(UL2k ,L)fin. This representation extends to U
τ
L2m
as a continuous homomor-
phism. This −qτ -twisted UL2m-representation space is denoted by L2(UL2k ,L
⊗q).
(2) The −qτ -twisted T ×ΠT -action on L2(T ×ΠT ,L⊗q) induced by the right regular represen-
tation of (T ×ΠT )τ , is denoted by R.
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(3) The Hilbert space L2(LTL2k
,L⊗q) is defined by the tensor product
L2(LTL2k
,L⊗q) := L2(UL2k ,L
⊗q)⊗̂L2(T ×ΠT ,L⊗q),
and it is equipped with a −qτ -twisted representation R of LT τL2m = U
τ
L2m
U(1) (T × ΠT )τ defined
by R(g1,g2,z)φ1⊗̂φ2 := R(g1,z)φ1⊗̂R(g2,1)φ2 for (g1, g2, z) ∈ LT τL2m , φ1 ∈ L
2(UL2k
,L⊗q) and φ2 ∈
L2(T ×ΠT ,L⊗q).
Definition-Proposition 6.2. (1) Let A = ({Ax}x∈M
L2m
,ΓA ) be an ML2m o LTL2m-equivariant
u.s.c. field of C∗-algebras. Then, the set of invariant sections
C
(
M˜ ×T×ΠT
{
K
(
L2(LTL2k
,L⊗q)
)
⊗̂Ax
}
x∈M˜
)
for the T × ΠT -action defined by the restriction of the LTL2m-action AdR⊗̂αA , is an (M/T ) o{e}-equivariant C∗-algebra. We regard the constructed C∗-algebra as the “qτ-twisted crossed
product of A by LTL2m” and we denote it by A oqτ LTL2m .
(2) Let B = ({Bx}x∈M
L2m
,ΓB) be an ML2m o LTL2m-equivariant u.s.c. field of C∗-algebras,
and let E = ({Ex}x∈M
L2m
,ΓE ) be a pτ -twisted ML2m o LTL2m-equivariant u.s.c. field of Hilbert
B-modules. Then, the set of invariant sections
C
(
M˜ ×T×ΠT
{
K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
⊗̂Ex
}
x∈M˜
)
for the T × ΠT -action defined by the restriction of the LTL2m-action AdR⊗̂αE (this action is un-
twisted. See the exposition before Proposition 3.44), is a Hilbert B oqτ LTL2m-module. We regard
the constructed Hilbert module as the “qτ-twisted crossed product of E by LTL2m”, and we
denote it by E oqτ LTL2m .
(3) Let (E , pi, F ) be a pτ -twistedML2moLTL2m-equivariant Kasparov (A ,B)-module. We define
the ∗-homomorphism
id⊗̂pi : A o(q−p)τ LTL2m → LBoqτLTL2m (E oqτ LTL2m)
by id⊗̂pix(k1⊗̂ax)(k2⊗̂ex) := k1 ◦ k2⊗̂pix(ax)(ex) and the operator
id⊗̂F ∈ LBoqτLTL2m (E oqτ LTL2m)
by id⊗̂Fx(k2⊗̂ex) := k2⊗̂Fx(ex), for k2 ∈ K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
, k1 ∈ K
(
L2(LTL2k
,L⊗q)
)
,
ax ∈ Ax and ex ∈ Ex. Then, the triple(
E oqτ LTL2m , {id⊗̂pix}x∈ML2m , {id⊗̂Fx}x∈ML2m
)
is an (M/T )o {e}-equivariant Kasparov (A o(q−p)τ LTL2m ,B oqτ LTL2m)-module. It is denoted by
jqτLT
L2m
(E , pi, F ) and the correspondence (E , pi, F ) 7→ jqτLT
L2m
(E , pi, F ) is called the partial descent
homomorphism.
89
Proof. (1) This is obvious from the fact that
C
(
M˜ ×T×ΠT
{
K
(
L2(LTL2k
,L⊗q)
)
⊗̂Ax
}
x∈M˜
)
∼= C
(
M˜ ×T×ΠT
{
K
(
L2(T ×ΠT ,L⊗q)
) ⊗̂Ax}x∈M˜) ⊗̂K(L2(LTL2k ,L⊗q))
∼= C0(M˜)oqτ (T ×ΠT )⊗̂K
(
L2(LTL2k
,L⊗q)
)
.
(2) One can prove it in the same way.
(3) For a ∈ ΓA , k ∈ K
(
L2(LTL2k
,L⊗(q−p))
)
, e ∈ ΓE and k′ ∈ K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
,
[id⊗̂pix(k⊗̂ax), id⊗̂Fx](k′⊗̂e) = k ◦ k′⊗̂[pix(ax), Fx](ex)
= (k ◦ ?)⊗̂[pix(ax), Fx](k′⊗̂ex),
where k ◦ ? means the operator k′ 7→ k ◦ k′. The second component x 7→ [pix(ax), Fx] is an element
of ΓK (E ) because (E , {pix}, {Fx}) is a Kasparov (A ,B)-module. The first one
k ◦ ? : K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
→ K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
is K
(
L2(LTL2k
,L⊗q)
)
-compact as proved in the next paragraph. Consequently, the section x 7→
[id⊗̂pix(k⊗̂a), id⊗̂Fx] is a B o LTL2m-compact operator.
What we need to prove is that k ◦ ? is a K
(
L2(LTL2k
,L⊗q)
)
-compact operator on
K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
. For this aim, we may assume that k is a single Schatten
form φ⊗̂ψ∗ as an operator on the Hilbert space. Then, the operator k ◦ ? can be written as the
composition of the following: For a unit vector λ ∈ L2(LTL2k ,L
⊗q),
K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
(ψ⊗̂λ∗)∗

K
(
L2(LTL2k
,L⊗q)
)
φ⊗̂λ∗

K
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
.
This is a single Schatten form onK
(
L2(LTL2k
,L⊗q), L2(LTL2k ,L
⊗(q−p))
)
as the HilbertK
(
L2(LTL2k
,L⊗q)
)
-
module. In particular, it is compact.
For the same reason, the section
x 7→ id⊗̂pix(k⊗̂ax)(1− id⊗̂F 2x ) = (k ◦ ?)⊗̂pix(ax)(1− F 2x )
defines a B oqτ LTL2m-compact operator.
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Remarks 6.3. (1) Since we have assumed that the LTL2m-action onML2m is co-compact, the crossed
product is not C0(· · · ) but C(· · · ). If the action were just “co-locally compact”, the crossed product
would become C0(· · · ) which is the set of continuous sections whose norms vanish at infinity in the
quotient space ML2m/LTL2m . Note that the norm function is defined on the quotient space because
the norm is invariant under the LTL2m-action.
(2) L2(LTL2k
,L⊗q) and L2(LTL2k ,L
⊗(q−p)) are trivially graded, and hence signs coming from the
gradings do not appear.
We must prove that jpτLT
L2m
makes sense at the level of KK-theory.
Proposition 6.4. Let A and B be ML2m o LTL2m-equivariant u.s.c. fields of C∗-algebras. Then,
the correspondence jqτLT
L2m
is homotopy invariant and hence it defines a homomorphism
RKKpτLT
L2m
(ML2m ;A ,B)→ RKK
(
M/T ;A o(q−p)τ LTL2m ,B oqτ LTL2m
)
.
Proof. Let
(
E˜ , {pix}x∈M
L2m
, {F˜x}x∈M
L2m
)
be a homotopy between (E1, pi1, F1) and (E2, pi2, F2), which
is a pτ -twisted ML2m o LTL2m-equivariant Kasparov (A ,B⊗̂C(I))-module. The Kasparov(
A o(q−p)τ LTL2m ,B oqτ LTL2m⊗̂C(I)
)
-module(
E˜ oqτ LTL2m , {id⊗̂pix}, {id⊗̂F˜x}
)
gives a homotopy between jqτLT
L2m
(E1, pi1, F1) and j
qτ
LT
L2m
(E2, pi2, F2).
Let us introduce an infinite-dimensional version of [cX ], imitating Lemma 3.25.
Take a cut-off function c
M˜
: M˜ → R≥0 with respect to the T ×ΠT -action. It defines a function
c
M˜,x
: T × ΠT → R≥0 by cM˜,x(g) := cM˜ (g · x). Note that T × ΠT is unimodular and the modular
function does not appear here.
The Hilbert space L2(UL2k
) has a unit vector “vac”. We regard it as the “square root of a
cut-off function on UL2k
”. Recall that a cut-off function on a locally compact group with respect to
left translation is just a non-negative-valued L1-unit function. The rank one projection onto the
one-dimensional subspace Cvac is denoted by Pvac.
Definition 6.5. Under the identification
C (ML2m)o LTL2m ∼= C
(
M˜ ×T×ΠT
{
K
(
L2(UL2k
)
)
⊗̂K(L2(T ×ΠT )
})
,
the Mishchenko line bundle
[
cM
L2m
]
∈ KK
(
C,C (ML2m)o LTL2m
)
is defined by the equivariant
family of rank one projections
P : x 7→ Px := Pvac⊗̂P√c
M˜,x
.
Proposition 6.6.
[
cM
L2m
]
is represented by the following Kasparov module:
(
C0
(
M˜ ×T×ΠT L2
(
LTL2k
)∗)
, 1, 0
)
,
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where the Hilbert module structure is given as follows: For equivariant sections f, f1, f2 : M˜ →
L2(LTL2k
)
∗
and b : M˜ → K
(
L2(LTL2k
)
)
,
• (f · b)(x) := f(x) ◦ b(x); and
• (f1 | f2)C (M
L2m
)oLT
L2m
(x) := f1(x)
∗ ◦ f2(x), where f1(x)∗ is an element of
[
L2
(
LTL2k
)∗]∗ ∼=
L2(LTL2k
) by the Riesz representation theorem.
Proof. We construct an isomorphism
Φ : P ·
[
C0
(
ML2m ×LTL2m K
(
L2(LTL2k
)
))]
→ C0
(
M˜ ×T×ΠT L2
(
LTL2k
)∗)
by the formula
Φ(P · f)(x) := [vac⊗̂√c
M˜,x
]∗ ◦ f(x),
where [vac⊗̂√c
M˜,x
]∗ is the Riesz dual of vac⊗̂√c
M˜,x
. We need to verify the following: (1) Φ is
well-defined; (2) Φ is isometric right module homomorphism; and (3) Φ is surjective.
(1) We need to check that Φ(P · a) is T ×ΠT -equivariant, that is to say, Φ(P · a)(g−1x) ◦R−1g =
Φ(P · a)(x). By definition, a satisfies the equivariant condition
Rg ◦ a(g−1x) ◦R−1g = a(x).
Since Φ(P · a)(x) = [vac⊗̂√c
M˜,x
]∗ ◦ a(x), it is sufficient to verify that [vac⊗̂√c
M˜,x
]∗ is T × ΠT -
invariant. Since “vac” is T × ΠT -invariant, it suffices to deal with the √cM˜,x-part. We can prove
the invariance as follows:
Rg
(√
c
M˜,g−1·x
)
(h) =
√
c
M˜,g−1·x(hg)
=
√
c
M˜
(hgg−1 · x)
=
√
c
M˜
(hx)
=
√
c
M˜,x
(h).
(2) Φ is clearly a module homomorphism. We check that it is isometric. For
a1, a2 ∈ C0
(
ML2m ×LTL2m K
(
L2(LTL2k
)
))
, since P = P ∗ = P 2,
(P · a1 |P · a2)C (M
L2m
)oLT
L2m
(x) = [P · a1(x)]∗ ◦ P · a2(x)
= a1(x)
∗ ◦ P ◦ a2(x)
= a1(x)
∗ ◦ [vac⊗̂√c
M˜,x
] ◦ [vac⊗̂√c
M˜,x
]∗ ◦ a2(x)
=
(
[vac⊗̂√c
M˜,x
]∗ ◦ a1(x)
)∗ ◦ ([vac⊗̂√c
M˜,x
]∗ ◦ a2(x)
)
= (Φ(P · a1) |Φ(P · a2)) (x).
(3) For φ ∈ C
(
M˜ ×T×ΠT L2
(
LTL2m
)∗)
, let us consider the compact operator-valued function a
defined by
x 7→ [vac⊗̂√c
M˜,x
] ◦ φ(x).
It gives an equivariant section thanks to the same argument for (1), and clearly Φ(P · a) = φ.
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In the remainder of this subsection, we prove several properties of the crossed products and the
descent homomorphism for proper LT -spaces, in order to show how appropriate our constructions
are. Since these results will not be used in the following, the reader can skip them. For the same
reason, we will often skip the detailed proof.
We begin with an infinite-dimensional version of the following fundamental property: The
crossed product by a semi-direct product group is obtained by the iterated crossed product. We
are interested in this property for the following reason: LTL2m has the canonical decomposition
ULT
L2m
× T × ΠT , and this decomposition is partially inherited to the central extension LT τL2m =
U τLT
L2m
 (T ×ΠT )τ ; It has an alternative description (U τL2m ×ΠT )oT, where the T -action is defined
by
Adt((u, z), n) := ((u, zκ
τ
−n(t)), n)
for (u, z) ∈ U τL2m , n ∈ ΠT and t ∈ T . This factorization is valid also for LG for a compact Lie
group G. Although LG does not have a subgroup corresponding to UL2m , it does have a subgroup
corresponding to U τL2m
×ΠT . Thus, the following observation can be useful even for the case of LG.
We can define the concept of (twisted) crossed products by UL2m and UL2m ×ΠT as follows.
Definition 6.7. (1) For q ∈ Z, we define L2(UL2k ×ΠT ,L
⊗q) := L2(UL2k ,L
⊗q)⊗̂L2(ΠT ,L⊗q), and
we define a T -action on it by the following: For φ ∈ L2(UL2k ,L
⊗q), ψ ∈ Cc(ΠT ,L⊗q), t ∈ T and
n ∈ ΠT ,
t · [φ⊗̂ψ](n) := [κτn(t)]qφ⊗̂ψ(n).
It admits the “right regular representation” R : U τL2m
× ΠT → Aut
(
L2(UL2k
×ΠT ,L⊗q)
)
, which is
compatible with the above T -action.
(2) For an ML2m o LTL2m-equivariant u.s.c. field of C∗-algebras A , we define the qτ-twisted
crossed product of A by UL2m ×ΠT by
A oqτ (UL2m ×ΠT ) := C
(
M˜ ×ΠT
{
K
(
L2(UL2k
×ΠT ,L⊗q)
)
⊗̂Ax
}
x∈M˜
)
.
(3) In the same setting, we define a substitute for the qτ-twisted crossed product of A by
UL2m
A oqτ UL2m := C0
(
M˜,
{
K
(
L2(UL2k
,L⊗q)
)
⊗̂Ax
}
x∈M˜
)
similarly.
Remark 6.8. Since M˜ is non-compact, we need to use C0 (· · · ) instead of C (· · · ) in (3).
It is obvious that A oqτ (UL2m ×ΠT ) is an M o T -equivariant C∗-algebra and A oqτ UL2m is an
M˜ o (T × ΠT )-equivariant C∗-algebra. We will prove that these algebras are related in a natural
way which is analogous to the following fundamental result.
Lemma 6.9 (See [Wil, Proposition 3.11]). Let G = N oH be the semi-direct product of two locally
compact amenable groups N and H, and let A be a G-C∗-algebra. Suppose that N admits a U(1)-
central extension N τ : 1 → U(1) i−→ N τ p−→ N → 1, and suppose that the H-action on N lifts to
N τ . Then, the semi-direct product N oH admits a U(1)-central extension N τ oH by the natural
homomorphisms: 1→ U(1) io1−−→ N τ oH poid−−−→ N oH → 1. Then, we have a ∗-isomorphism
Aokτ G ∼= (Aokτ N)oH.
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Proposition 6.10. For an ML2m o LTL2m-equivariant u.s.c. field of C∗-algebras A and q ∈ Z,
A oqτ (UL2m ×ΠT ) ∼= A oqτ UL2m oqτ ΠT
as M o T -equivariant C∗-algebras, and
A oqτ LTL2m
∼= A oqτ (UL2m ×ΠT )o T ∼= A oqτ UL2m oqτ (T ×ΠT )
as (M/T )o {e}-C∗-algebras.
Proof. We prove only A oqτ LTL2m
∼= A oqτ UL2moqτ (T×ΠT ), and the others are left to the reader.
Recall that A oqτ UL2m is defined by
C0
(
M˜,
{
K
(
L2(UL2k
,L⊗q)
)
⊗̂Ax
}
x∈M˜
)
.
Since the T ×ΠT -action on K
(
L2(UL2k
,L⊗q)
)
is trivial, A oqτ UL2m is isomorphic to
C0
(
M˜, {Ax}x∈M˜
)
⊗̂K
(
L2(UL2k
,L⊗q)
)
as M˜ o (T ×ΠT )-C∗-algebras. Thus, the qτ -twisted crossed product of this C∗-algebra by T ×ΠT
is isomorphic to
C0
(
M˜, {Ax}x∈M˜
)
oqτ (T ×ΠT )⊗̂K
(
L2(UL2k
,L⊗q)
)
∼= C
(
M˜ ×T×ΠT
{
K(L2(T ×ΠT ,L⊗q))⊗̂Ax
}
x∈M˜
)
⊗̂K
(
L2(UL2k
,L⊗q)
)
∼= C
(
M˜ ×T×ΠT
{
K(L2(LTL2k ,L
⊗q))⊗̂Ax
}
x∈M˜
)
= A oqτ LTL2m .
Remarks 6.11. (1) A oqτ (UL2m ×ΠT ) carries information of the central extension of T ×ΠT as the
T -action on
{
K
(
L2(UL2k
×ΠT ,L⊗q)
)
⊗̂Ax
}
x∈M˜
. However, A oqτ UL2m does not know this kind
of information. This is the reason why two kinds of crossed products o and oqτ appear in the
statement.
(2) The isomorphism A oqτ (UL2m ×ΠT )o T ∼= A oqτ UL2m oqτ (T ×ΠT ) can be proved by the
isomorphism A oqτ (UL2m ×ΠT ) ∼= A oqτ UL2m oqτ ΠT and Lemma 6.9.
In a finite-dimensional setting, a crossed product is a noncommutative analogue of the quotient
space. A fixed-point algebra is a more straightforward substitute. It is especially useful for a proper
free action. Since the UL2m ×ΠT -action on ML2m is proper and free, it is worth trying to construct
fixed-point algebras for the UL2m ×ΠT -action and those for the UL2m-action.
Definition 6.12. (1) For anML2moLTL2m-equivariant u.s.c. field of C∗-algebrasA =
(
{Ax}x∈M
L2m
,ΓA
)
,
we define the fixed-point algebra A
U
L2m by C0(M˜, {Ax}x∈M˜ ).
(2) In the same setting, we define A
U
L2m
×ΠT by C(M˜ ×T×ΠT {Ax}x∈M˜ ).
94
Lemma 6.13. (1) A
U
L2m
×ΠT is an M o T -equivariant C∗-algebra.
(2) A
U
L2m is an M˜ o (T ×ΠT )-equivariant C∗-algebra.
(3) The generalized fixed-point algebra of A
U
L2m with respect to the ΠT -action
(
A
U
L2m
)ΠT
, is
isomorphic to A
U
L2m
×ΠT as M o T -equivariant C∗-algebras.
(4) A
U
L2m is RKKT×ΠT (M˜ ;−,−)-equivalent to A o UL2m, and similarly for A
U
L2m
×ΠT and
A o
(
UL2m ×ΠT
)
.
Proof. We leave the proofs of the first three statements to the reader.
For (4), we must specify the RKK-elements giving the equivalences. We will do that only for
A
U
L2m . We define
[IA ,U
L2m
] ∈ RKKT×ΠT (M˜ ;A UL2m ,A o UL2m) and
[JA ,U
L2m
] ∈ RKKT×ΠT (M˜ ;A o UL2m ,A
U
L2m )
by
[IA ,U
L2m
] :=
(
C0(M˜, {Ax⊗̂L2(UL2k)
∗}
x∈M˜ ), {id⊗̂1}x∈M˜ , 0
)
and
[JA ,U
L2m
] :=
(
C0(M˜, {Ax⊗̂L2(UL2k)}x∈M˜ ), {id⊗̂Op}x∈M˜ , 0
)
,
where id⊗̂1(a)(a′⊗̂φ) := aa′⊗̂φ and id⊗̂Op(a⊗̂k)(a′⊗̂ψ) := aa′⊗̂kψ for a, a′ ∈ Ax, φ ∈ L2(UL2k)
∗,
ψ ∈ L2(UL2k) and k ∈ K(L
2(UL2k
)). It is clear that [IA ,U
L2m
] and [JA ,U
L2m
] are mutually inverse,
thanks to the isomorphisms V ⊗̂CV ∗ ∼= K(V ) and V ∗⊗̂K(V )V ∼= C for a Hilbert space V .7
Example 6.14. As everyone expects, we have isomorphisms C
(ML2m)UL2m ∼= C0(M˜) and
C
(ML2m)UL2m×ΠT ∼= C(M).
With the fixed-point algebra construction, we can define another kind of descent homomorphism
following [Kas2, Theorem 3.4]. This construction looks quite natural, and it is perhaps much more
acceptable than jLT
L2m
.
Definition 6.15. (1) LetB =
(
{Bx}x∈M
L2m
,ΓB
)
be anML2moLTL2m-equivariant u.s.c. field of C∗-
algebras. For anML2moLTL2m-equivariant Kasparov (A ,B)-module (E , pi, F ), we define the fixed-
point module E
U
L2m
×ΠT by C(M˜ ×ΠT {Ex}x∈M˜ ). The restriction of {pix : Ax → LBx(Ex)}x∈ML2m
to the fixed-point algebra A
U
L2m
×ΠT is denoted by piUL2m×ΠT : A UL2m×ΠT → L
B
U
L2m
×ΠT
(
E
U
L2m
×ΠT
)
,
and the restriction of {Fx}x∈M
L2m
to E
U
L2m
×ΠT is denoted by FUL2m×ΠT . We denote(
E
U
L2m
×ΠT , piUL2m×ΠT , FUL2m×ΠT
)
by λ
U
L2m
×ΠT (E , pi, F ).
(2) Similarly, we define λ
U
L2m (E , pi, F ).
7Note that V ⊗̂CV ∗ is not a Hilbert space but a Hilbert K(V )-module. The correspondence φ⊗̂ψ 7→ [λ 7→ φ 〈ψ, λ〉]
gives an isometric isomorphism. On the other hand, V ∗⊗̂K(V )V is isomorphic to C by the correspondence ψ⊗̂φ 7→
〈ψ, φ〉. This is isomorphic because the tensor product is taken over K(V ).
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We define two homomorphisms jU
L2m
×ΠT and jUL2m in the same way of jLTL2m . Five “decent
homomorphisms” are related to each other as follows.
Proposition 6.16. (1) λ
U
L2m
×ΠT (E , pi, F ) is an MoT -equivariant Kasparov
(
A
U
L2m
×ΠT ,BUL2m×ΠT
)
-
module. Similarly, λ
U
L2m (E , pi, F ) is an M˜o(T×ΠT )-equivariant Kasparov
(
A
U
L2m ,B
U
L2m
)
-module.
(2) Both constructions λ
U
L2m
×ΠT and λUL2m are homotopy invariant. Thus, they define homo-
morphisms
λ
U
L2m
×ΠT : RKKLT
L2m
(ML2m ;A ,B)→ RKKT (M ;A
U
L2m
×ΠT ,BUL2m×ΠT ) and
λ
U
L2m : RKKLT
L2m
(ML2m ;A ,B)→ RKKT×ΠT (M˜ ;A
U
L2m ,B
U
L2m ).
(3) λ
U
L2m
×ΠT = λΠT ◦ λUL2m .
(4) Under the RKK-equivalence of crossed products and fixed-point algebras, j’s correspond to
λ’s, that is to say, the following two diagrams commute:
RKKLT
L2m
(ML2m ;A ,B)
jU
L2m
×ΠT
//
λ
U
L2m
×ΠT ,,
RKKT (M ;A o (UL2m ×ΠT ),B o (UL2m ×ΠT ))
∼=

RKKT (M ;A UL2m×ΠT ,BUL2m×ΠT ),
RKKLT
L2m
(ML2m ;A ,B)
jU
L2m //
λ
U
L2m ,,
RKKT×ΠT (M ;A o UL2m ,B o UL2m)
∼=

RKKT×ΠT (M ;A UL2m ,BUL2m ).
Proof. (1) and (3) are clear. For (2), consider the parallel construction of Proposition 6.4 (2).
(4) We prove only the latter one. Let (E , pi, F ) ∈ RKKLT
L2m
(ML2m ;A ,B). Then,
jU
L2m
(E , pi, F ) =
(
C0(M˜, {Ex⊗̂K(L2(UL2k))}x∈M˜ ), {pix⊗̂id}x∈M˜ , {Fx⊗̂id}x∈M˜
)
and
λ
U
L2m (E , pi, F ) =
(
C0(M˜, {Ex}x∈M˜ ), {pix}x∈M˜ , {Fx}x∈M˜
)
.
We may assume the non-degeneracy AxEx = Ex for every x. Thus, the Kasparov module(
C0(M˜, {Ex}x∈M˜ ), {pix}x∈M˜ , {Fx}x∈M˜
)
represents the Kasparov product [IA ,U
L2m
]⊗̂jU
L2m
(E , pi, F )⊗̂[JB,U
L2m
], because V ∗⊗̂K(V )K(V )⊗̂K(V )V ∼=
C for a Hilbert space V .
A parallel property of (3) holds for j’s.
Proposition 6.17. At the level of Kasparov modules, jpτLT
L2m
= jT ◦ jpτU
L2m
×ΠT = jT ◦ j
pτ
ΠT
◦ jpτU
L2m
.
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Remarks 6.18. (1) This is clear from the same argument of Proposition 6.10.
(2) The equality jU
L2m
×ΠT = jΠT ◦ jUL2m can be proved as a corollary of Proposition 6.16.
As the final result of this subsection, we prove that the descent map preserves the Kasparov
product for proper LT -spaces.
Proposition 6.19. Let A ,A 1,B be ML2m o LTL2m-equivariant locally separable u.s.c. fields of
C∗-algebras. Then, the following diagram commutes
RKKq1τLT
L2m
(ML2m ;A ,A1)×RKK
q2τ
LT
L2m
(ML2m ;A1,B)
⊗̂−−−−→ RKK(q1+q2)τLT
L2m
(ML2m ;A ,B)
j
(p−q2)τ
LT
L2m
×jpτLT
L2m
y yjpτLTL2m
RKK(M/T ; ?1, ?2)×RKK(M/T ; ?2, ?3) ⊗̂−−−−→ RKK(M/T ; ?1, ?3),
where the ?’s stand for the following:
?1 := A o(p−q1−q2)τ LTL2m ,
?2 := A1 o(p−q2)τ LTL2m ,
?3 := B opτ LTL2m .
The same is true for jpτU
L2m
, jpτU
L2m
×ΠT , λ
U
L2m and λ
U
L2m
×ΠT .
Proof. We deal with only the most important one jpτLT
L2m
. Let (E1, pi1, F1) be a q1τ -twisted ML2m o
LTL2m-equivariant Kasparov (A ,A 1)-module, and let (E2, pi2, F2) be a q2τ -twisted ML2m o LTL2m-
equivariant Kasparov (A,B)-module. Let (E , pi, F ) be a representative of the Kasparov product of
these two Kasparov modules, where E = E1⊗̂E2. We need to prove that
jpτLT
L2m
(E , pi, F ) = j
(p−q2)τ
LT
L2m
(E1, pi1, F1) ⊗̂jpτLT
L2m
(E2, pi2, F2) .
Let us prove that the bimodules are isomorphic. Since
E1 o(p−q2)τ LTL2m = C
(
M˜ ×T×ΠT
{
E1,x⊗̂K(L2(LTL2k ,L
⊗(p−q2)), L2(LTL2k ,L
⊗(p−q1−q2)))
}
x∈M˜
)
;
E2 opτ LTL2m = C
(
M˜ ×T×ΠT
{
E2,x⊗̂K(L2(LTL2k ,L
⊗p), L2(LTL2k ,L
⊗(p−q2)))
}
x∈M˜
)
;
A1 o(p−q2)τ LTL2m = C
(
M˜ ×T×ΠT
{
A1,x⊗̂K(L2(LTL2k ,L
⊗(p−q2)))
}
x∈M˜
)
;
E opτ LTL2m = C
(
M˜ ×T×ΠT
{
Ex⊗̂K(L2(LTL2k ,L
⊗p), L2(LTL2k ,L
⊗(p−q1−q2)))
}
x∈M˜
)
,
we have a natural isomorphism
E opτ LTL2m
∼= E1 o(p−q2)τ LTL2m⊗̂A1o(p−q2)τLTL2mE2 opτ LTL2m
as (A o(p−q1−q2)τ LTL2m ,B opτ LTL2m)-bimodules, thanks to the isomorphismK(V2, V1)⊗̂K(V2)K(V3, V2) ∼=
K(V3, V1) for Hilbert spaces V1, V2, V3
The conditions on F can be easily proved, and we leave the details to the reader.
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6.2 The “descent of the Dirac element”
The final tool to define the topological assembly map is the “descent of the reformulated Dirac
element”. In this subsection, we define an infinite-dimensional version of it, by imitating Proposition
3.45.
In this formula, a Hilbert C oτ G-module C o−τ G appears. We begin with the LTL2m-version
of it.
Definition 6.20. (1) We define a Hilbert Coτ LTL2m-module Co−τ LTL2m by the following:
• We define C∗-algebras Co−τ UL2m and Co−τ LTL2m in the same way of Definition 4.18 by
replacing K
(
L2(R∞)∗
)
and C oτ (T × ΠT ) with K
(
L2(R∞)
)
and C o−τ (T × ΠT ). When
we regard an element φ of Co−τ UL2m as an element of K
(
L2(R∞)
)
, we denote it by Op(φ).
• For a function b on (T×ΠT )τ , we define b∨(g) := b(g−1). This operation exchanges Coτ (T ×ΠT )
and Co−τ (T ×ΠT ).
• Similarly, we define φ∨ := Op−1(tOp(φ)) for φ ∈ Co−τ UL2m or Coτ UL2m . This correspon-
dence exchanges Coτ UL2m and Co−τ UL2m .
• We define a Hilbert Coτ LTL2m-module structure on Co−τ LTL2m by the following: For
φ⊗̂ψ, φ1⊗̂ψ1, φ2⊗̂ψ2 ∈ Co−τ UL2m⊗̂[Co−τ (T×ΠT )] = Co−τ LTL2m and a⊗̂b ∈ Coτ UL2m⊗̂[Coτ
(T ×ΠT )] = Coτ LTL2m ,
φ⊗̂ψ · a⊗̂b := a∨ ∗ φ⊗̂b∨ ∗ ψ;(
φ1⊗̂ψ1
∣∣φ2⊗̂ψ2) := (φ2 ∗ φ∗1)∨⊗̂(ψ2 ∗ ψ∗1)∨.
(2) We define a dense subspace (Co−τ LTL2m)fin just like Definition 4.18 (3). It has a pre-Hilbert
(Coτ LTL2m)fin-module structure.
The above Hilbert module is equipped with an LT τL2m
-action denoted by “rt”. See also Definition
4.21.
Definition 6.21. (1) We define an LT τL2m
-action “rt” on the Hilbert (Coτ LTL2m)-module Co−τ LTL2m
by the tensor product of the following actions:
• For φ ∈ Co−τ UL2m and u ∈ U τL2m , we define Op(rtuφ) := Op(φ) ◦ ρu−1 , and
• For ψ ∈ Cc(T ×ΠT ,−τ) ⊆ Co−τ (T ×ΠT ) and γ ∈ (T ×ΠT )τ , we define rtγψ(x) := ψ(xγ).
(2) The infinitesimal version of “rt” is denoted by drtX for X ∈ Lie(LTfin). It is an operator
defined on (Co−τ LTL2m)fin. Its extension is also denoted by the same symbol.
With this Hilbert module, we define a substitute for “the descent of the Dirac element”. We
denote the exterior tensor product of the Spinor bundles SU and SM˜ by SM. Take a cut-off function
c : M˜ → R≥0 with respect to the T × ΠT -action. We refer to [T3, Section 6.2.1] for the “fiber”
of the following Kasparov module. See Remark 3.31 (2) for the strict definitions of the following
symbolic formulas.
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Definition 6.22. (1) We define a Hilbert Coτ LTL2m-module
L2(ML2k , SM)oτ LTL2m = L
2
(
M˜ ×T×ΠT
{
SU ⊗̂SM˜,x⊗̂L2
(
LTL2k
,L
)
⊗̂Co−τ LTL2m
}
x∈M˜
)
by the completion of C
(
M˜ ×T×ΠT
{
SU ⊗̂SM˜,x⊗̂L2
(
LTL2k
,L
)
⊗̂Co−τ LTL2m
}
x∈M˜
)
by the follow-
ing operations: For φ, φ1, φ2 : M˜ → SU ⊗̂SM˜ ⊗̂L2
(
LTL2k
,L
)
and ψ,ψ1, ψ2 : M˜ → Co−τ LTL2m such
that k1 = φ1⊗̂ψ1, k2 = φ2⊗̂ψ2 ∈ L2(ML2k , SM)oτ LTL2m , and b ∈ Coτ LTL2m ,
• [φ⊗̂ψ · b](x) := φ(x)⊗̂[ψ(x) · b]; and
• (φ1⊗̂ψ1 ∣∣φ2⊗̂ψ2)CoτLTL2m := ∫M˜ (φ1(x) |φ2(x)) (ψ1(x) |ψ2(x))CoτLTL2m c(x)dx.
(2) We define a left C
(ML2m)oτ LTL2m-module structure
pi oτ lt : C
(ML2m)oτ LTL2m → LCoτLTL2m (L2(ML2k , SM)oτ LTL2m)
as follows: For a ∈ C (ML2m)oτ LTL2m , φ : M˜ → SU ⊗̂SM˜ ⊗̂L2 (LTL2k ,L), ψ : M˜ → Co−τ LTL2m
such that k = φ⊗̂ψ ∈ L2(ML2k , SM)oτ LTL2m ,
[pi oτ lt(a)(φ⊗̂ψ)](x) := [pix(a(x))(φ(x))]⊗̂ψ(x).
(3) By using the identification
L2(ML2k , SM)oτ LTL2m
∼= L2
(
M˜ ×T×ΠT
{
S
M˜,x
⊗̂L2 (T ×ΠT ,L) ⊗̂[Co−τ (T ×ΠT )]
}
x∈M˜
)⊗̂
L2
(
UL2k
,L
)
⊗̂Co−τ UL2m⊗̂SU ,
we define an operator D˜ by
D˜ :=
(∑
i
c(ei)∇SM˜ei ⊗̂idCo−τ (T×ΠT )
)⊗̂
id
+ id
⊗̂(∑
n
{(
n−2ldR′(zn)⊗̂id + id⊗̂
√
ndrtzn
)
⊗̂γ (zn) +
(
n−2ldR′(zn)⊗̂id + id⊗̂
√
ndrtzn⊗̂γ (zn)
)})
.
We denote
∑
i c(ei)∇
S
M˜
ei ⊗̂idCo−τ (T×ΠT ) by D˜base.
(4) TheKK-element corresponding to the unbounded Kasparov (C (ML2m)oτ LTL2m ,Coτ LTL2m)-
module (
L2(ML2k , SM)oτ LTL2m , pi oτ lt, D˜
)
is denoted by
jτLT
L2m
(
fgt[S]⊗̂
[
d˜M
L2m
])
∈ KK(C (ML2m)oτ LTL2m ,Coτ LTL2m)
(we will prove that the above triple is actually an unbounded Kasparov module later). We regard
it as the “descent of the reformulated Dirac element”.
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Remarks 6.23. (1) The “fiber” of this KK-element is almost the same with [˜∂R] discussed in [T3,
Theorem 6.8].
(2) The tensor product between the M˜ -part and the UL2m-part is denoted by
⊗̂
, and others are
denoted by ⊗̂.
(3) We have defined neither jτLT
L2m
nor fgt[S]. Although we have defined a KK-element “[d˜M
L2m
]”
in [T4], we have not proved any relationships between “[d˜M
L2m
]” and “jτLT
L2m
(
fgt[S]⊗̂
[
d˜M
L2m
])
”.
We will give a comment on this issue in Section 6.4.
Theorem 6.24. The triple
(
L2(ML2k , SM)oτ LTL2m , pi oτ lt, D˜
)
is an unbounded Kasparov(
C (ML2m)oτ LTL2m ,Coτ LTL2m
)
-module.
Proof. We need to prove the following properties: (1) The operator D˜ is well-defined and essentially
self-adjoint; (2) For “smooth” a ∈ C (ML2m)oτ LTL2m , the commutator
[
pi oτ lt(a), D˜
]
is bounded;
(3) For any a ∈ C (ML2m)oτ LTL2m , pi oτ lt(a)
(
1 + D˜2
)−1
is Coτ LTL2m-compact. We refer to [T3,
Theorem 6.8] for several estimates of this proof.
(1) Let us consider the dense subspace
C∞
(
M˜ ×T×ΠT
{
S
M˜
⊗̂L2(T ×ΠT ,L)⊗̂[Co−τ (T ×ΠT )]
})⊗̂alg
L2
(
UL2k ,L
)
fin
⊗̂alg[Co−τ UL2m ]fin⊗̂
alg
SU,fin
of L2(ML2k , SM)oτ LTL2m . Note that the (T×ΠT )-action on L
2
(
UL2k
,L
)
fin
⊗̂[Co−τ UL2m ]fin⊗̂SU,fin
is trivial, and hence the above is actually a subspace of L2(ML2k , SM)oτ LTL2m . On this subspace,
D˜ acts as
D˜base
⊗̂
id + id
⊗̂∑
n
(
n−2ldR′(zn)⊗̂id⊗̂γ (zn) + n−2ldR′(zn)⊗̂id⊗̂γ (zn)
)
+ id
⊗̂∑
n
{
id⊗̂√ndrtzn⊗̂γ (zn) + id⊗̂
√
ndrtzn⊗̂γ (zn)
}
=: D˜base
⊗̂
id + id
⊗̂
D˜2 + id
⊗̂
D˜3.
D˜base is well-defined and essentially self-adjoint by a finite-dimensional argument. D˜2 is well-defined
and essentially self-adjoint just like Definition-Theorem 5.29. For D˜3, see [T3, Lemma 6.9].
(2) The “smooth algebra” is the dense subspace
C∞
(
M˜ ×T×ΠT F (C∞c (T ×ΠT ,L))
)⊗̂alg
F
(
L2
(
UL2k
,L
)
fin
)
,
where F (V ′) for a Hilbert space V and its dense subspace V ′ ⊆ V is the set of finite rank operators
on V preserving V ′. Let us verify that the commutator of
a
⊗̂
k ∈ C∞
(
M˜ ×T×ΠT F (C∞c (T ×ΠT ,L))
)⊗̂alg
F
(
L2
(
UL2k
,L
)
fin
)
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and D˜ is a bounded operator. Since drt commutes with k, and a commutes with the Clifford actions
on S
M˜
and SU , we obtain
[a
⊗̂
k, D˜] = [a, D˜base]
⊗̂
k + a
⊗̂
[k, D˜2].
The first term is a bounded operator, thanks to the ordinary argument of the descent ho-
momorphism for unbounded Kasparov modules. For the second one, we put k =
∑
φi⊗̂ψ∗i for
φi, ψi ∈ L2
(
UL2k
,L
)
fin
. Since [k, D˜2] =
∑
i[φi⊗̂ψ∗i , D˜2], it is sufficient to prove that each com-
mutator is bounded. Thus, we may assume that k is a single Schatten form k = φ⊗̂ψ∗. For
ξ⊗̂s⊗̂b ∈ L2
(
UL2k
,L
)
fin
⊗̂SU,fin⊗̂[Co−τ UL2m ]fin,
[k, D˜2](ξ⊗̂s⊗̂b)
= k
∑
n
{
n−2ldR′(zn)(ξ)⊗̂γ (zn) (s) + n−2ldR′(zn)(ξ)⊗̂γ (zn) (s)
}
⊗̂b
−
∑
n
{
n−2ldR′(zn) ◦ k(ξ)⊗̂γ (zn) (s) + n−2ldR′(zn) ◦ k(ξ)⊗̂γ (zn) (s)
}
⊗̂b
=
∑
n
{
φ
(
ψ
∣∣∣n−2ldR′(zn)(ξ)) ⊗̂γ (zn) (s) + φ(ψ ∣∣∣n−2ldR′(zn)(ξ)) ⊗̂γ (zn) (s)} ⊗̂b
−
∑
n
{
n−2ldR′(zn)[φ (ψ | ξ)]⊗̂γ (zn) (s) + n−2ldR′(zn)[φ (ψ | ξ)]⊗̂γ (zn) (s)
}
⊗̂b
=
∑
n
{
φ
(
{n−2ldR′(zn)}∗(ψ)
∣∣∣ ξ) ⊗̂γ (zn) (s) + φ({n−2ldR′(zn)}∗(ψ) ∣∣∣ ξ) ⊗̂γ (zn) (s)} ⊗̂b
−
∑
n
{
n−2ldR′(zn)(φ) (ψ | ξ) ⊗̂γ (zn) (s) + n−2ldR′(zn)(φ) (ψ | ξ) ⊗̂γ (zn) (s)
}
⊗̂b
=
∑
n
({[
φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗
]
⊗̂γ (zn) +
[
φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗
]
⊗̂γ (zn)
}
⊗̂id
)
ξ⊗̂s⊗̂b
−
∑
n
({[
n−2ldR′(zn)(φ)⊗̂ψ∗
]
⊗̂γ (zn) +
[
n−2ldR′(zn)(φ)⊗̂ψ∗
]
⊗̂γ (zn)
}
⊗̂id
)
ξ⊗̂s⊗̂b,
where φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗ stands for the Schatten form λ 7→ φ
({n−2ldR′(zn)}∗(ψ) ∣∣λ), and
similarly for other terms of the last two lines. Thus, the commutator can be divided into four parts:∑
n
φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗⊗̂γ (zn) +
∑
n
φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗⊗̂γ (zn)
−
∑
n
n−2ldR′(zn)(φ)⊗̂ψ∗⊗̂γ (zn)−
∑
n
n−2ldR′(zn)(φ)⊗̂ψ∗⊗̂γ (zn) .
Since dR′(zn)∗ = −dR′(zn) is an “annihilator”, and since φ, ψ ∈ L2(UL2k ,L)fin, the second and
third terms are finite sums of finite rank operators, which are obviously bounded.
For the first and fourth terms, we prove that the infinite sums converge in operator norm. We
deal with only the first one. For this aim, we take an orthonormal base of L2(UL2k
,L). First, we put
φ˜−→α ,−→β :=
(
dR′(z1)α1dL′(z1)β1dR′(z2)α2dL′(z2)β2 · · ·
)
vac,
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and we put φ−→α ,−→β := ‖φ˜−→α ,−→β ‖−1φ˜−→α ,−→β . Since ‖φ˜−→α ,−→β ‖2 =
∏
n(2n
l)αn+βnαn!βn!, we obtain
dR′(zn)φ−→α ,−→β =
√
2nl(αn + 1)φ−→α+en,−→β ,
where −→α + en := (· · · , αn−1, αn + 1, αn+1, · · · ).
We have assumed that ψ is a finite linear combination of φ−→α ,−→β ’s. Thus, we may assume that
ψ = φ−→α ,−→β from the beginning, since a finite sum of bounded operators is again bounded. We have
‖φ⊗̂[{n−2ldR′(zn)}∗(φ−→α ,−→β )]∗⊗̂γ (zn) ‖ ≤ 2n−3l/2‖φ‖
√
αn + 1.
Since αn = 0 except for finitely many n’s, the infinite sum
∑
n φ⊗̂[{n−2ldR′(zn)}∗(ψ)]∗⊗̂γ (zn)
converges in norm.
(3) See also [T3, Lemma 6.12] for details of the following argument. We prove this property
by the following two steps: For a ∈ C(M˜ ×T×ΠT K(L2(T × ΠT ,L))) and k ∈ K
(
L2
(
UL2k
,L
))
,
(a) a
⊗̂
k⊗̂id(1 + [D˜base
⊗̂
id + id
⊗̂
D˜3]
2)−1 is compact; (b) the difference a
⊗̂
k(1 + [D˜base
⊗̂
id +
id
⊗̂
D˜3]
2)−1 − a⊗̂k(1 + [D˜base⊗̂id + id⊗̂D˜2 + id⊗̂D˜3]2)−1 is also compact.
(a) First, we recall how Coτ LTL2m-compact operators look like. Note that the tensor product
of a Coτ UL2m-compact operator and a C oτ (T × ΠT )-compact operator is a Coτ LTL2m-compact
operator. Since Coτ UL2m = K(L
2(R∞)∗), a Hilbert Coτ UL2m-module is isomorphic to V ⊗̂L2(R∞)
for some Hilbert space V . Thus, Coτ UL2m-compact operator is k⊗̂idL2(R∞) for k ∈ K(V ). For
example, Co−τ UL2m = K(L
2(R∞)) can be regarded as L2(R∞)⊗̂L2(R∞)∗ ∼= L2(R∞)∗⊗̂L2(R∞).
With this observation, we consider the spectral decomposition of D˜3
2
. By the identification
[Co−τ UL2m ]fin⊗̂
alg
SU,fin ∼= L2(R∞)fin⊗̂algL2(R∞)∗fin⊗̂
alg
SU,fin, we rewrite D˜3 as
idL2(U
L2
k
,L)⊗̂idL2(R∞)⊗̂Dalg := idL2(U
L2
k
,L)⊗̂idL2(R∞)⊗̂
∑
n
{√
ndρ∗zn⊗̂γ (zn) +
√
ndρ∗zn⊗̂γ (zn)
}
.
The spectral decomposition of Dalg can be computed just like the proof of (2) of (A) of Lemma 5.27.
The property we need is that D2alg has discrete spectrum bounded below with finite multiplicity,
that is to say, D2alg =
∑
n λnPn, where λn ≥ 0, # {λn | λn < K} is finite for any K > 0, Pn is
the orthogonal projection onto a finite-dimensional subspace of L2(R∞)∗fin⊗̂
alg
SU,fin, and Pn’s are
mutually orthogonal.
Thanks to this spectral decomposition, and thanks to the fact that D˜base
⊗̂
id anti-commutes
with id
⊗̂
D˜3,
1 + [D˜base
⊗̂
id + id
⊗̂
D˜3]
2 = 1 + D˜base
2⊗̂
id + id
⊗̂
idL2(U
L2
k
,L)⊗̂idL2(R∞)⊗̂
∑
n
λnPn
=
∑
n
{
1 + λn + D˜base
2
}⊗̂
idL2(U
L2
k
,L)⊗̂idL2(R∞)∗⊗̂Pn.
Thus, the operator a
⊗̂
k(1 + D˜base
2⊗̂
id + id
⊗̂
D˜3
2
)−1 is rewritten as∑
n
a
{
1 + λn + D˜base
2
}−1⊗̂
k⊗̂idL2(R∞)∗⊗̂Pn.
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Notice that D˜base is the operator for the descent of the index element of a Dirac operator “Dbase”,
and hence a
{
1 + λn + D˜base
2
}−1
is Coτ (T×ΠT )-compact. Moreover, since k is a compact operator
and since Pn is a finite rank operator, k⊗̂idL2(R∞)⊗̂Pn is Coτ UL2m-compact. Thus, each summand
is Coτ LTL2m-compact. Finally, thanks to the estimate∥∥∥∥∥a
{
1 + λn + D˜base
2
}−1⊗̂
k⊗̂idL2(R∞)⊗̂Pn
∥∥∥∥∥ ≤ ‖a‖ · 11 + λn · ‖k‖,
and the fact that Pn’s are mutually orthogonal, the above infinite sum converges in norm because
λn →∞ as m→∞. Therefore, it is a Coτ LTL2m-compact operator.
(b) One can prove the statement by the argument of the proof of the latter half of [T3, Lemma
6.12]. We leave the details to the reader.
6.3 The topological assembly map for proper LT -spaces
In this subsection, we define an proper LT -spaces version of the topological assembly map, and we
will prove that the value of it at [L] is given by the analytic index constructed in [T3]. Combining
this result and Theorem 5.41, we will prove the main result of the present paper.
Definition 6.25. We define a homomorphism substituting for the topological assembly map
ντLT
L2m
: RKKτLT
L2m
(ML2m ;C (ML2m),C (ML2m))→ KK(C,Coτ LTL2m)
by
ντLT
L2m
(y) := [cM
L2m
]⊗̂fgt
(
jτLT
L2m
(y)
)
⊗̂jτLT
L2m
(
fgt[S]⊗̂
[
d˜M
L2m
])
.
According to the index theorem explained in Section 3.2, the value of the topological assembly
map at the RKK-element corresponding to a vector bundle E, coincides with the index of the Dirac
operator twisted by E. In order to prove a parallel result for our case, we recall the definition of
the analytic index from [T3, Definition 6.18]
Definition 6.26. (1) We define a pre-Hilbert Coτ LTL2m-module structure on
C∞c (M˜,LM˜ ⊗̂SM˜ )
⊗̂alg
(Co−τ UL2m)fin⊗̂SU,fin
by the following operations: For f, f1, f2 ∈ C∞c (M˜,LM˜ ⊗̂SM˜ ), φ, φ1, φ2 ∈ (Co−τ U)fin, s, s1, s2 ∈
SU,fin, b1
⊗̂
b2 ∈ [Coτ (T ×ΠT )]
⊗̂
Coτ UL2m and γ ∈ (T ×ΠT )τ ,
• (f⊗̂φ⊗̂s) · (b1⊗̂b2) := ∫(T×ΠT )τ γ(f)b1(γ−1)dγ⊗̂(b∨2 ∗ φ)⊗̂s; and
•
(
f1
⊗̂
φ1⊗̂s1
∣∣∣ f2⊗̂φ2⊗̂s2)
CoτLTL2m
(γ) :=
∫
M˜
(
f1(x)
∣∣ γ.f2(γ−1.x)) dx[φ∗2 ∗ φ1]∨ (s1 | s2)SU .
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The completion of this pre-Hilbert module is denoted by EL.
(2) On this Hilbert module, we define an unbounded operator DL by the following:
DL :=
∑
n
c(ei) ◦ ∇LM˜ ⊗̂SM˜ei
⊗̂
id(Co−τLTL2m )fin⊗̂SU
+ id
L2(M˜,L
M˜
⊗̂S
M˜
)
⊗̂∑
n
(√
ndrtzn⊗̂γ (zn) +
√
ndrtzn⊗̂γ (zn)
)
.
The self-adjoint extension of DL is also denoted by the same symbol. The analytic index ind(DL)
is defined by [(EL,DL)] ∈ KK(C,Coτ LTL2m).
Remark 6.27. The index is given by the exterior tensor product of the index of Dbase and the
KK-element given in [T3, Definition 6.18].
Theorem 6.28. ντLT
L2m
([L]) = ind(DL).
Proof. We prove the result by the following steps. (1) We will compute the Kasparov product[
cM
L2m
]
⊗̂fgt
(
jτLT
L2m
([L])
)
. Then, we will prove ντLT
L2m
([L]) = ind(DL). For this aim, we will
prove the following: (2) The modules of both sides are isomorphic; (3) DL satisfies the connection
condition; (4) It satisfies the positivity condition. In fact, (4) is immediate from the fact that the
operator of the KK-element given in (1) is 0.
(1) Let us compute the Kasparov product
[
cM
L2m
]
⊗̂fgt
(
jτLT
L2m
([L])
)
. As proved in Proposition
6.6,
[
cM
L2m
]
is represented by (
C0
(
M˜ ×T×ΠT L2(LTL2k)
∗)
, 1, 0
)
.
As defined in Definition-Proposition 6.2, jτLT
L2m
([L]) is represented by(
C0
(
M˜ ×T×ΠT
{
K
(
L2
(
LTL2k
,L
)
, L2
(
LTL2k
))
⊗̂L
M˜
})
, pi oτ lt, 0
)
.
Therefore, the Kasparov product we are computing is given by(
C0
(
M˜ ×T×ΠT
{
L2
(
LTL2k
,L
)∗⊗̂L
M˜
})
, 1, 0
)
.
(2) We would like to prove that the Kasparov product of the above and jτLT
L2m
(
fgt[S]⊗̂
[
d˜M
L2m
])
coincides with ind(DL). First, we prove that the modules are isomorphic.
C0
(
M˜ ×T×ΠT [L2
(
LTL2k ,L
)∗
⊗̂L
M˜
]
)
⊗̂
C0
(
M˜×T×ΠT K
(
L2
(
LT
L2
k
,L
)))
L2
(
M˜ ×T×ΠT
{
L2
(
LTL2k ,L
)
⊗̂Co−τ LTL2m⊗̂[SU ⊗̂SM˜ ]
})
∼= L2
M˜ ×T×ΠT

(
L2
(
LTL2k ,L
)∗
⊗̂L
M˜,x
)
⊗̂
K
(
L2
(
LT
L2
k
,L
))
(
L2
(
LTL2k ,L
)
⊗̂Co−τ LTL2m⊗̂SM,x
)
x∈M˜

∼= L2
(
M˜ ×T×ΠT
{
Co−τ LTL2m⊗̂LM˜ ⊗̂SM|M˜
})
,
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thanks to V ∗⊗̂K(V )V ∼= C for a Hilbert space V . The isomorphism is given by
[φ⊗̂l]⊗̂
C0
(
M˜×T×ΠT K
(
L2
(
LT
L2
k
,L
)))[ψ⊗̂b⊗̂s] 7→ 〈φ, ψ〉 b⊗̂l⊗̂s
for φ : M˜ → L2
(
LTL2k
,L
)∗
, l : M˜ → L
M˜
, ψ : M˜ → L2
(
LTL2k
,L
)
, b : M˜ → Co−τ LTL2m and
s : M˜ → SM|M˜ such that φ⊗̂l and ψ⊗̂b⊗̂s are equivariant sections.
For the next step, we describe this isomorphism in detail. We can factorize L2
(
LTL2k
,L
)
,
L2
(
LTL2k
,L
)∗
and Co−τ LTL2m into the T ×ΠT -part and the UL2m-part. Since T ×ΠT acts on the
latter factor trivially, φ can be approximated by finite sums of functions of the form x 7→ φ1(x)⊗̂φ2
for φ1 : M˜ → L2(T × ΠT ,L)∗ and φ2 ∈ L2
(
UL2k
,L
)∗
. Similarly, ψ, b and s can be approximated
by finite sums of functions of the following forms, respectively: x 7→ ψ1(x)⊗̂ψ2, x 7→ b1(x)⊗̂b2
and x 7→ s1(x)⊗̂s2 for ψ1 : M˜ → L2(T × ΠT ,L), ψ2 ∈ L2
(
UL2k
,L
)
, b1 : M˜ → C o−τ (T × ΠT ),
b2 ∈ Co−τ UL2m , s1 : M˜ → SM˜ and s2 ∈ SU . Using these factorizations, we identify the vector
spaces as follows:
C0
(
M˜ ×T×ΠT
{
L2
(
LTL2k
,L
)∗⊗̂L
M˜
})
∼= C0
(
M˜ ×T×ΠT
{
L2 (T ×ΠT ,L)∗⊗̂LM˜
})⊗̂
L2
(
UL2k
,L
)∗
;
L2
(
M˜ ×T×ΠT
{
L2
(
LTL2k
,L
)
⊗̂Co−τ LTL2m⊗̂SM|M˜
})
∼= L2
(
M˜ ×T×ΠT
{
L2 (T ×ΠT ,L)⊗̂Co−τ (T ×ΠT )⊗̂SM˜
})⊗̂
L2
(
UL2k
,L
)
⊗̂Co−τ UL2m⊗̂SU ;
L2
(
M˜ ×T×ΠT
{
Co−τ LTL2m⊗̂LM˜ ⊗̂SM|M˜
})
∼= L2
(
M˜ ×T×ΠT
{
(Co−τ (T ×ΠT )) ⊗̂LM˜ ⊗̂SM˜
})⊗̂
Co−τ UL2m⊗̂SU .
Under these identifications, the isomorphism [φ⊗̂l]⊗̂[ψ⊗̂b⊗̂s] 7→ 〈φ, ψ〉 b⊗̂l⊗̂s can be described as(
φ1⊗̂l
⊗̂
φ2
)
⊗̂
(
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2
)
7→ (〈φ1, ψ1〉 b1⊗̂l⊗̂s1)⊗̂ (〈φ2, φ2〉 b2⊗̂s2) .
Note that 〈φ2, φ2〉 (b2⊗̂s2) is independent of x ∈ M˜ .
(3) Let us check the connection condition. Let us consider
C∞c
(
M˜ ×T×ΠT
[
L2(T ×ΠT ,L)∗⊗̂LM˜
])⊗̂alg
L2
(
UL2k
,L
)∗
fin
.
It is a dense subspace of C0
(
M˜ ×T×ΠT
{
L2
(
LTL2k
,L
)∗⊗̂L
M˜
})
. We prove that the commutator
[(DL 0
0 D˜
)
,
(
0 Te
T ∗e 0
)]
=
(
0 DL ◦ Te − Te ◦ D˜
D˜ ◦ T ∗e − T ∗e ◦ DL 0
)
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is bounded for an element e of the above dense subspace. We may assume that e is a finite sum of
elements of the form φ1⊗̂l
⊗̂
φ2 for φ1 : M˜ → L2(T ×ΠT ,L)∗, l : M˜ → LM˜ and φ2 ∈ L2
(
UL2k
,L
)∗
fin
satisfying the equivariance condition g · [φ1⊗̂l(g−1x)] = φ1⊗̂l(x) for g ∈ T × ΠT . We may assume
e = φ1⊗̂l
⊗̂
φ2 from the beginning, because a finite sum of bounded operators is again bounded.
DL ◦ Tφ1⊗̂l⊗̂φ2
(
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2
)
− T
φ1⊗̂l
⊗̂
φ2
◦ D˜
(
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2
)
= DL 〈φ1, ψ1〉 (b1⊗̂l⊗̂s1)
⊗̂
〈φ2, ψ2〉 (b2⊗̂s2)− Tφ1⊗̂l⊗̂φ2
∑
j
c(ej) ◦ ∇SM˜ej
(
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2
)
− T
φ1⊗̂l
⊗̂
φ2
((
ψ1⊗̂b1⊗̂s1
)⊗̂∑
n
{(
n−2ldR′(zn)ψ2⊗̂b2 + ψ2⊗̂
√
ndrtznb2
)
⊗̂γ (zn) (s2)
})
− T
φ1⊗̂l
⊗̂
φ2
((
ψ1⊗̂b1⊗̂s1
)⊗̂∑
n
{(
n−2ldR′(zn)ψ2⊗̂b2 + ψ2⊗̂
√
ndrtznb2
)
⊗̂γ (zn) (s2)
})
=
∑
j
c(ej) ◦ ∇LM˜ ⊗̂SM˜ej
{〈φ1, ψ1〉 (b1⊗̂l⊗̂s1)}
⊗̂ 〈φ2, ψ2〉 (b2⊗̂s2)
+ 〈φ1, ψ1〉 (b1⊗̂l⊗̂s1)
⊗̂
〈φ2, ψ2〉
∑
n
(√
ndrtznb2⊗̂γ (zn) (s2) +
√
ndrtznb2⊗̂γ (zn) (s2)
)
− T
φ1⊗̂l
⊗̂
φ2
∑
j
c(ej) ◦ ∇SM˜ej
(
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2
)
− T
φ1⊗̂l
⊗̂
φ2
((
ψ1⊗̂b1⊗̂s1
)⊗̂∑
n
{(
n−2ldR′(zn)ψ2⊗̂b2 + ψ2⊗̂
√
ndrtznb2
)
⊗̂γ (zn) (s)
})
− T
φ1⊗̂l
⊗̂
φ2
((
ψ1⊗̂b1⊗̂s1
)⊗̂∑
n
{(
n−2ldR′(zn)ψ2⊗̂b2 + ψ2⊗̂
√
ndrtznb2
)
⊗̂γ (zn) (s2)
})
=: ∆1 + ∆2 + ∆3 + ∆4 + ∆5.
We prove that the unbounded terms are cancelled out. Let us begin with the computation of ∆1.
The trivial connection on the trivial bundles M˜ × L2
(
UL2k
,L
)
, M˜ × Co−τ UL2m or M˜ × SU , is
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denoted by ∇. Thanks to the Leibniz rule,
∆1 =
∑
j
c(ej)
{〈∇ejφ1, ψ1〉 b1⊗̂l⊗̂s1 + 〈φ1,∇ejψ1〉 b1⊗̂l⊗̂s1}⊗̂ 〈φ2, ψ2〉 b2⊗̂s2
+
∑
j
〈φ1, ψ1〉 c(ej)
(
∇ejb1⊗̂l⊗̂s1 + b1⊗̂∇Lej l⊗̂s1 + b1⊗̂l⊗̂∇
S
M˜
ej s1
)⊗̂
〈φ2, ψ2〉 b2⊗̂s2
=
∑
j
c(ej)
{〈∇ejφ1, ψ1〉 b1⊗̂l⊗̂s1 + 〈φ1, ψ1〉 b1⊗̂∇Lej l⊗̂s1}⊗̂ 〈φ2, ψ2〉 b2⊗̂s2
+
∑
j
〈φ1, ψ1〉 c(ej)
(
∇ejb1⊗̂l⊗̂s1 + b1⊗̂l⊗̂∇
S
M˜
ej s1
)⊗̂
〈φ2, ψ2〉 b2⊗̂s2
+
∑
j
〈
φ1,∇ejψ1
〉
b1⊗̂l⊗̂c(ej)s1
⊗̂
〈φ2, ψ2〉 b2⊗̂s2.
Note that the assignment ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2 7→ “the first line of the above” does not contain
derivations. Therefore, it is a bounded operator (notice that a finite sum of bounded operators is
bounded). The remainder terms are canceled by ∆3 thanks to the Leibniz rule.
Finally, ∆2 + ∆4 + ∆5 is
− T
φ1⊗̂l
⊗̂
φ2
(
[ψ1⊗̂b1⊗̂s1]
⊗̂∑
n
{
n−2ldR′(zn)ψ2⊗̂b2⊗̂γ (zn) (s2) + n−2ldR′(zn)ψ2⊗̂b2⊗̂γ (zn) (s2)
})
= −〈φ1, ψ1〉 b1⊗̂l⊗̂s1
⊗̂∑
n
(〈
φ2, n
−2ldR′(zn)ψ2
〉
b2⊗̂γ (zn) (s2) +
〈
φ2, n
−2ldR′(zn)ψ2
〉
b2⊗̂γ (zn) (s2)
)
= −〈φ1, ψ1〉 b1⊗̂l⊗̂s1
⊗̂∑
n
(〈
n−2l[dR′(zn)]∗φ2, ψ2
〉
b2⊗̂γ (zn) (s2) +
〈
n−2l[dR′(zn)]∗φ2, ψ2
〉
b2⊗̂γ (zn) (s2)
)
.
For the same reason of Theorem 6.24, the correspondence
ψ1⊗̂b1⊗̂s1
⊗̂
ψ2⊗̂b2⊗̂s2 7→ ∆2 + ∆4 + ∆5
is bounded.
One can prove that D˜ ◦ T ∗e − T ∗e ◦ DL is bounded in the same way of the above. Therefore, DL
satisfies the connection condition.
(4) Since [0⊗̂id,DL] = 0 ≥ 0, DL satisfies the positivity condition.
Combining it and Theorem 5.41, we obtain the following main result of the present paper.
Corollary 6.29. ντLT (PD[D˜]) = σSε
(
ind(DL)
)
.
6.4 Next problems
As a concluding remark of the present paper, we explain what we should do in order to com-
plete the index theory for proper LT -spaces. Then, we will give a comment to improve our
theory as mentioned in Remarks 5.18 (3). Roughly speaking, this “improvement” is to replace
KKLT
L2m
(A(ML2k),Sε) with KKLTL2k (A(ML2k),Sε). We will explain why we needed to use the
former one in the present paper, and why we want to replace it.
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Recall the big diagram in the proof of Proposition 3.9. The infinite-dimensional version of it
should be of the following form. Dotted arrows have not been defined. Undefined symbols will be
explained later as Conjecture 6.30. We omit the subscripts of LT and M for simplicity.
KKτLT (A(M),Sε)
j˜τLT

PD
,,
KKτLT (A(M),A(M))−⊗̂[d˜M′]
oo
j˜τLT

RKKτLT (M;Sε⊗̂C (M),Sε⊗̂C (M))
f˜gt
oo
jτLT

KK(Sε⊗̂?1,Sε oτ LT )
σSε [cM]⊗̂−

KK(Sε⊗̂?1,Sε⊗̂?2)−⊗̂jτLT (fgt[S]⊗̂[d˜M])
oo
σSε [cM]⊗̂−

RKK(M/LT ;Sε⊗̂?1,Sε⊗̂?2)
fgt
oo
KK(Sε,Sε oτ LT ) KK(Sε,Sε⊗̂?2),−⊗̂j˜τLT (fgt[S]⊗̂[d˜M])
oo
where ?1 stands for C (M)o LT and ?2 stands for C (M)oτ LT . [d˜M
′
] ∈ KKLT (A(M),Sε) is the
reformulated Dirac element defined in [T4] (we change the symbol from this paper).
Conjecture 6.30. (1) We can define a substitute for the descent homomorphism
j˜pτLT,q : KK
qτ
LT (A(M),Sε)→ KK(Sε⊗̂C (M)o(p−q)τ LT ,Sε opτ LT )
and satisfies
jτLT (fgt[S]⊗̂[d˜M]) = j˜τLT,0([d˜M
′
]).
(2) We can define a substitute for the descent homomorphism
j˜pτLT,q : KK
qτ
LT (A(M),A(M))→ KK(Sε⊗̂C (M)o(p−q)τ LT ,Sε⊗̂C (M)opτ LT )
satisfying the following: For x ∈ KKq1τLT (A(M),A(M)) and y ∈ KKq2τLT (A(M),Sε),
jpτLT,q1+q2(x⊗̂y) = j
(p−q2)τ
LT,q1
(x)⊗̂jpτLT,q2(y).
As a corollary, the top left corner of the above big diagram commutes.
(3) We can define a homomorphism
f˜gt : RKKqτLT (X;Sε⊗̂C (M),Sε⊗̂C (M))→ KKqτLT (A(M),A(M))
and it satisfies the following commutative diagram
RKKqτLT (M;Sε⊗̂C (M),Sε⊗̂C (M))
f˜gt−−−−→ KKqτLT (A(M),A(M))
j˜pτLT
y yjpτLT
RKK(M/LT ;Sε⊗̂?1,Sε⊗̂?2) fgt−−−−→ KK(Sε⊗̂?1,Sε⊗̂?2),
where ?1 := C (M)o(p−q)τ LT and ?2 := C (M)opτ LT . As a corollary, the top right corner of the
above big diagram commutes.
(4) The homomorphisms PD and y 7→ f˜gt(y)⊗̂[d˜M
′
] are mutually inverse.
108
As a corollary of this conjecture, a substitute for the analytic assembly map will be defined
by µτLT (x) := σSε [cM]⊗̂j˜τLT (x) for x ∈ KKLT (A(M),Sε), and the index theorem type equal-
ity µτLT (x) = ν
τ
LT (PD(x)) will hold. By the results of the present paper, we have µ
τ
LT ([D˜]) =
σSε
(
ind(DL)
)
. If the index theorem is completed, we will have various applications as we have
explained in Section 1.
Next, let us discuss the “improvement” we have in mind. We will explain the reason why we
need it. Unfortunately, we do not have concrete ideas on this problem. From now on, we write the
subscripts L2k’s again, because it is essential.
Seeing Definition 5.35, everyone would wish the following.
Conjecture 6.31. There is a “collect” index element [D˜] ∈ KKLT
L2
k
(A(ML2k),Sε) such that
i∗m,k[D˜] ∈ KKLTL2m (A(ML2k),Sε)
is the index element defined in this paper, where im,k : LTL2m → LTL2k is the canonical embedding
and i∗m,k is the restriction of the LTL2k-action to LTL2m.
Probably, our direct and naive method does not work for this problem. In order to explain the
reason of this, we explain the reason why we needed to use KKLT
L2m
(A(ML2k),Sε).
Let us attempt to do the same thing of Section 5.2 for l = 0 and m = k. Then, vac ∈ L2(UL2k)
looks like the Gaussian “
∏
N pi
−1/2e−(x2N+y2N )/2”. Thus, if we try to define pi : AHKT(UL2k) →
LS(S⊗̂H) in the same way of the present paper, for fe(t) := e−rt2 ∈ S for arbitrary r > 0,
pi(β∞0 (fe))vac looks like
pi−∞/2e−(
1
2
+r)
∑
N (x
2
N+y
2
N ).
By the eigenfunction expansion, vacNN := pi
−1/2e−(
1
2
+r)(x2N+y
2
N ) can be written as
∑
α,β
cα,β
dR′(zN )αdL′(zN )βvacNN
‖dR′(zN )αdL′(zN )βvacNN‖
,
where dR′(zN )’s are defined for l = 0. Since cα,β is independent of N and |cα,β| < 1 (this is because
‖pi(β∞0 (fe))vac‖ ≤ ‖fe‖‖vac‖ = 1), the infinite tensor product
pi(β∞0 (fe))vac =
⊗
N
∑
αN ,βN
cαN ,βN
dR′(zN )αNdL′(zN )βNvacNN
‖dR′(zN )αNdL′(zN )βNvacNN‖
=
∑
α1,β1,α2,β2,···
(∏
N
cαN ,βN
)
dR′(z1)α1dL′(z1)β1dR′(z2)α2dL′(z2)β2 · · · vac
‖dR′(z1)α1dL′(z1)β1dR′(z2)α2dL′(z2)β2 · · · vac‖
must be zero. For example, the coefficient of “vac” is “(c0,0)
∞”, which is zero because |c0,0| < 1.
This is the reason why we need to assume that l is positive to define the ∗-homomorphism pi.
This argument is rather algebraic. From the analytic or geometric point of view, the trouble
of this observation is due to the fact that pi(β∞0 (fe)) is “too localized to give an operator on the
L2-space”. Therefore, in [T4], a strange definition of pi is adopted, so that pi(a) looks like an
“asymptotically constant function”. Conversely, in the present paper, we adopted a strange Hilbert
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space so that each element of H looks like an “asymptotically Dirac δ-function”. The cost we have
paid is that the natural UL2m-action on our Hilbert space L
2(UL2k
) does not extend to UL2k
. This
made us work in the strange setting: The Poincare´ duality homomorphism is a homomorphism from
the KK-group of A(ML2k) to RKKLTL2m (ML2m ;−,−)-group.
As long as we regard proper LT -spaces as ILH-manifolds, the above problem is not essential.
The statement in the form of Section 4.4 looks natural. Moreover, this setting is convenient from
the view point of LT -equivariant KK-theory, Definition 4.41.
However, if one hopes to fix the Sobolev level and regard a proper LT -space as a fixed Hilbert
manifold, our construction is not satisfying, and the above conjecture must be investigated.
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