We describe a way of assigning labels to the vertices of any undirected graph on up to n vertices, each composed of n/2+ O(1) bits, such that given the labels of two vertices, and no other information regarding the graph, it is possible to decide whether or not the vertices are adjacent in the graph. This is optimal, up to an additive constant, and constitutes the first improvement in almost 50 years of an n/2+O(log n) bound of Moon. As a consequence, we obtain an induceduniversal graph for n-vertex graphs containing only O(2 n/2 ) vertices, which is optimal up to a multiplicative constant, solving an open problem of Vizing from 1968. We obtain similar tight results for directed graphs, tournaments and bipartite graphs.
INTRODUCTION
An adjacency labeling scheme for a given family of graphs is a way of assigning labels to the vertices of each graph from the family such that given the labels of two vertices in the graph, and no other information, it is possible to determine whether or not the vertices are adjacent in the graph. The labels are assumed to be composed of bits and are required to be of the same length. The goal is, of course, to make the labels as short as possible. An adjacency labeling scheme can * A full version of this paper can be found in [6] .
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Various other types of labeling schemes were also considered. In a distance labeling scheme, given the labels of two vertices it should be possible to deduce the distance between them in the represented graph. In a routing scheme, we may want to be able to identify the first edge on a shortest path, or an almost shortest path, between the two vertices. There is a vast literature on these subjects. When the graphs considered are rooted trees, we may want to be able to decide whether a vertex is an ancestor of another vertex, given just the labels of the two vertices, or to be able to compute the label of their Nearest Common Ancestor (NCA). (See next section and the survey of Gavoille and Peleg [32] .)
Closely related to adjacency labeling schemes are induceduniversal graphs. A graph G = (V, E) is said to be an induced-universal graph for a family F of graphs, if for every graph G of F there is an induced subgraph of G that is isomorphic to G. Induced-universal graphs were introduced by Rado [47] . Kannan et al. [34] note that a family F has an L-bit adjacency labeling scheme if and only if it has an induced-universal graph on at most 2 L vertices. Moon [40] showed that the family of all n-vertex undirected graphs has an induced-universal graph on O(n2 n/2 ) vertices. To do that, he implicitly constructs an adjacency labeling scheme for n-vertex graphs that assigns each vertex an ( n/2 + lg n )-bit label. 1 Moon [40] uses a simple counting argument to show that adjacency labels for n-vertex graphs must contain at least (n − 1)/2 bits, and that any induceduniversal graph for n-vertex graphs must contain at least 2 (n−1)/2 vertices, showing that his upper bounds are not far from being optimal. Closing the gap between the upper and lower bounds is mentioned as an open problem in Vizing [51] . Bollobás and Thomason [11] show that a random graph on n 2 2 n/2 vertices is, with high probability, an induced-universal graph for the family of n-vertex undirected graphs. While succinct adjacency labeling schemes and small induced-universal graphs for various families of graphs were subsequently constructed (see the next section for a summary), no progress was made on the most basic problem of finding adjacency labeling schemes and induceduniversal graphs for the family of all n-vertex graphs.
Here, we obtain an adjacency labeling scheme for n-vertex graphs that assigns each vertex an ( n/2 + 4)-bit label, which is optimal up to a small additive constant. As a consequence, we also get an induced-universal graph of size O(2 n/2 ) which is optimal up to a small multiplicative factor.
Using our techniques we also obtain an (n + 3)-bit adjacency labeling scheme for n-vertex directed graphs, an ( n/2 + 4)-bit adjacency labeling scheme for n-vertex tournaments, thus improving an ( n/2 + lg n )-bit bound of Moon [41] , and finally an ( n 4 + O(1))-bit adjacency labeling scheme for n-vertex bipartite graphs, improving an ( n 4 + 2 lg n )-bit scheme of Lozin and Rudolf [39] . All these results are again optimal up to a small additive constant and give rise to induced-universal graphs that are optimal up to a small multiplicative factor.
The basic challenge
To illustrate the most basic technical challenge, we briefly consider the simplest case of directed graphs. Suppose that there is an adjacency labeling scheme that assigns each vertex of an n-vertex graph an L-bit label. As given the labels of two vertices we can determine whether the vertices are adjacent, the labels of all the vertices determine the graph. As n(n − 1) bits are needed to represent a general n-vertex directed graph, we get that L ≥ n − 1, i.e., each label must contain at least n − 1 bits. (For a formal version and a slight strengthening of this argument, see [6] .)
Suppose now that each vertex u in an n-vertex graph has a distinct index ind(u) ∈ {0, 1, . . . , n − 1} assigned to it. The graph can then be represented using the adjacency matrix A = (aij), where aij = 1 if and only if there is an edge from the vertex whose index is i to the vertex whose index is j. We can let the label of u be the (n − 1)-bit string adj(u) which is simply the ind(u)-th row of the adjacency matrix with the diagonal element omitted. Given the labels adj(u) and adj(v) of two vertices u and v, and their indices ind(u) and ind(v), we can easily decide whether there is an edge from u to v in the graph. Such an edge exists if and only if ind(v) < ind(u) and adj(u)[ind(v)] = 1, or ind(v) > ind(u) and adj(u)[ind(v) − 1] = 1. (As can be seen adj(v) is not even required here.)
This labeling scheme seemingly matches the trivial lower bound. Unfortunately, it is not a valid adjacency labeling scheme. To determine whether u and v are adjacent, we need to know not only their labels, but also their indices. (In the sequel, we thus refer to adj(u) as the tag, and not the label of u.)
We can of course obtain a valid adjacency labeling scheme by letting the label of a vertex be an encoding of both its index and its tag. But, the resulting labels would then be of length n + lg n − 1. The fundamental question is whether these extra lg n bits are needed. We show that they are not needed. Using a careful choice of indices, we can encode both indices and tags using only n + O(1) bits.
Theoretical significance
Keeping label sizes small is well-motivated by practice, but this cannot be said about our improvement of the adjacency label size for undirected graphs from n/2 + lg n to n/2 + O(1) bits. What makes this theoretically interesting is that it is a clean combinatorial performance measure for a basic computer science question bringing us within an additive constant of the (n − 1)/2 bit lower bound. Moreover, this resolves an equivalent mathematical question on universal graphs that remained open for almost 50 years. We note that many other labeling papers obtain 'lower-order' improvements for much more specialized classes of graphs. For example, in [17, 8] the label size for trees is reduced from lg n + O(lg lg n) to lg n + O(lg * n), which is further reduced in [35] to lg n + O(1) for binary trees. (For many related results, see Section 2.)
Lower-order improvements are interesting for problems that are sufficiently clean and fundamental, especially if the improvements require interesting new ideas. For example, the Elias omega code [24] , which uses only n + lg n + lg lg n + . . . + O(lg * n) bits to represent an n-bit input in a prefix-free fashion, where n is not known in advance, is only a lowerorder improvement over the much simpler Elias delta code that uses n + 2 lg n + O(1) bits. A simple protocol for the universal relation [36] uses n+lg * n bits. This is improved in [48] to n+2. Finally, we note that many of the improvements in the area of succinct data structures (see, e.g., [22, 26, 27, 43, 44, 45] and the references therein), focus on redundancy, i.e., the space used in addition to the information theoretic lower bound, which is often a lower-order term with respect to overall space used.
Organization of paper
The rest of this paper is organized as follows. In Section 2 we provide a concise summary of related results. In Section 3 we give a formal definition of adjacency labeling schemes and discuss some variants of the definition. In Section 4 we describe the two building blocks used to obtain all our results. The first one of these building blocks, which is the cornerstone of all our constructions, is a labeling scheme for very unbalanced bipartite graphs. The labels produced by this labeling scheme vary drastically in size. Our second building block is a spreading scheme used to smooth the differences in the label sizes. Combining the two schemes we manage to assign all vertices labels of the same size, thus conforming to the formal requirement. In Section 5 we present our new labeling schemes for directed graphs. In Section 6 we present our new labeling schemes for undirected graphs. The labeling schemes for directed graphs are presented first as they are somewhat simpler. In Section 7 we present our results for bipartite graphs. The schemes for bipartite graphs require some additional new ideas. In Section 8 we briefly discuss the issue of efficient decoding. In Section 9 we discuss the construction of induced-universal graphs. In the full version of the paper [6] we also obtain adjacency labeling schemes for tournaments and present lower bounds that show that our constructions are essentially optimal. We end in Section 10 with some concluding remarks and open problems.
SUMMARY OF RELATED RESULTS
A summary of known upper and lower bounds on the size of induced-universal graphs for various families of graphs is given in Table 1 . Corresponding results for adjacency labeling schemes can be obtained by taking logarithms. We improve the first three upper bounds, making them asymptotically tight.
An induced-universal graph for a family F is a graph that contains each graph from F as an induced subgraph. A universal graph for F, on the other hand, is a graph that contains each graph from F as a subgraph, not necessarily induced. A clique on n vertices is clearly a universal graph for Graphs excluding a fixed minor Ω(n)
Planar graphs Ω(n)
Planar graphs of bounded degree Ω(n) O(n 2 ) Chung [17] Outerplanar graphs Ω(n) n(log n) O(1) Gavoille-Labourel [31] Outerplanar graphs of bounded degree Ω(n) O(n) Chung [17] Graphs of treewidth k n2 Ω(k) n(log n k ) O(k) Gavoille-Labourel [31] Graphs of arboricity k
Forests
Forests of bounded degree Ω(n) O(n) Chung [17] Trees of depth d Ω(n) O(nd 3 ) Fraigniaud-Korman [29] Caterpillars Ω(n) O(n) Bonichon et al. [13] Table 1: Induced-universal graphs for various families of graphs. All families considered, except tournaments, are families of undirected graphs. The results for graphs of maximum degree at most d assume that d is a constant. The Ω(n d/2 ) lower bound for d odd is due to Butler [16] . In the result for families of graphs with an excluded minor, the O(1) term in the exponent depends on the fixed minor excluded.
all n-vertex graphs. The challenge is to construct universal graphs with as few edges as possible. Chung [17] shows that universal graphs can be used to construct induced-universal graphs. Using universal graphs constructed by Babai et al. [9] , Bhatt et al. [10] and Chung et al. [21, 18, 19, 20] , she obtains her induced-universal graphs cited in Table 1 .
The induced-universal graphs for planar graphs, outerplanar graphs, graphs excluding a fixed minor, and bounded degree graphs listed in Table 1 also rely on her ideas. Alon and Capalbo [2, 3] , improving many previous results, show that for every fixed d, there is a graph with O(n 2−2/d ) edges which is universal for n-vertex graphs of maximum degree at most d, which is asymptotically optimal. Esperet et al. [25] use this result to obtain their induced-universal graphs for graphs of fixed maximum degree d, where d is odd. Distance labeling schemes were considered by many authors. See, e.g., Peleg [46] and Gavoille et al. [33] and the references therein. Labeling schemes for flow and connectivity were considered by Katz et al. [37] and Korman [38] .
Labeling schemes for answering ancestor and NCA queries in trees were considered, among others by, Abiteboul et al. [1] , Alstrup et al. [7, 4, 5] and Fraigniaud and Korman [30] .
Routing schemes were also considered by many authors. See, e.g., Eilam et al. [23] , Fraigniaud and Gavoille [28] , Thorup and Zwick [50, 49] and the references therein.
PRELIMARIES
We begin with a formal definition of adjacency labeling schemes. For concreteness, we assume throughout the paper that every n-vertex graph is defined on the vertex set V = [n] = {0, 1, . . . , n − 1}. Every n-vertex graph can of course be made a graph on V = [n] by mapping its vertices to [n]. In Definition 3.1, the family Fn can be a family of undirected graphs or of directed graphs. If Fn is a family of undirected graphs, we should of course have Edge(x, y) = Edge(y, x), for every x, y ∈ {0, 1} L .
Many of the papers on adjacency labeling schemes say that a family Fn admits an L-bit adjacency labeling scheme if and only if given any graph G ∈ Fn, it is possible to assign each vertex u of G an L-bit label such that given the labels of two vertices u and v it is possible to decide whether they are adjacent in G. It is not difficult to check that this definition is equivalent to our definition. We explicitly refer to the encoding function Label, that assigns labels to the vertices of a given graph, and Edge, the decoding function, that given two labels decides whether the vertices they belong to are adjacent.
An adjacency labeling scheme (Label, Edge) for a family Fn is said to satisfy the distinctness property if and only if for every graph G = (V, E) from Fn, and every two distinct vertices u, v ∈ V we have Label(G)(u) = Label(G)(v). Not every labeling scheme satisfies this property. (Of course, if Label(G)(u) = Label(G)(v), then u and v must have the same set of neighbors in G.) Some of the published lower bounds for adjacency labeling schemes rely on the distinctness property. Similar lower bounds can be obtained, however, without relying on it. (See [6] .) The distinctness property is required if we want to convert a labeling scheme into an induced-universal graph.
All our labeling schemes satisfy the distinctness property. Furthermore, for all our labeling schemes it is possible to define an index function Ind : {0, 1} L → [n] such that for every graph G ∈ Fn and every u = v ∈ [n] we have Ind(Label(G)(u)) = Ind(Label(G)(v)). However, we would not in general have Ind(Label(G)(u)) = u. Our labeling schemes make an essential use of the freedom to reassign names, i.e., indices from [n], to the vertices of the graph. Adjacency labeling schemes that possess such an index function are said to be indexing.
If F is a family of graphs, we let Fn be the n-vertex graphs of F, and F ≤n the graphs of F with at most n vertices. If every n -vertex graph G of F, where n < n, can be extended into an n-vertex graph G of F, e.g., by adding n − n isolated vertices, then a labeling scheme for Fn, can also be used as a labeling scheme for F ≤n . A family F that satisfies this property is said to satisfy the extension property.
When a labeling scheme is used, it is essentially assumed that L, the length of the labels, is known. (Various coding issues arise if L is not known, or if labels are not of the same length.) We may assume that n, the number of vertices in the graph, or an upper bound on this number, is also known. This can be justified as follows. Assume that F satisfies the extension property defined above. Let LF (n) be the length of the labels assigned by the labeling scheme to the vertices of n-vertex graphs of F. We may assume, without loss of generality, that LF (n) is non-decreasing in n. Given a label size L, we can find the largest n for which LF (n) = L and then infer that the encoded graph has at most n vertices. The same process should of course be followed when assigning the labels to the vertices.
BUILDING BLOCKS
In this section we present our two main new ideas. The new ideas give rise to the two main building blocks used in all our constructions. Both building blocks are labeling schemes for bipartite graphs. They assign each vertex u both an index ind(u) and an adjacency tag adj(u). The pair (ind(u), adj(u)) may be viewed as the adjacency label of u. The first scheme needs the freedom to assign indices to the vertices. The second scheme can use indices already assigned to the vertices.
The adjacency tags assigned to the vertices are usually not of the same length. Thus, the resulting labeling schemes do not conform to Definition 3.1. They can still be used, however, as building blocks, to construct labeling schemes that do conform to Definition 3.1. To that end, the graph G = (V, E) to be encoded is partitioned into k subgraphs Gi = (Vi, Ei),
, used in the encoding of all subgraphs, and a separate adjacency tag adji(u) for each subgraph. (If u ∈ Vi, then adji(u) is empty.) The label of u is then taken to be the tuple (ind(u), adj1(u), . . . , adj k (u)). Given ind(u), it would be possible to deduce the length of the tags adj1(u), . . . , adj k (u). While individual tags may have different lengths, the resulting labels would all have the same length.
A bipartite graph G = (U, V, E), where |U | = k, |V | = n − k, U ∩ V = ∅, and of course E ⊆ U × V , is said to be (k, n − k)-bipartite graph. We usually assume, without loss of generality, that U = [k] = {0, 1, . . . , k − 1} and V = [k, n) = {k, k + 1, . . . , n − 1}. Such a bipartite graph can clearly be represented as a k × (n − k) Boolean adjacency matrix A = AG.
A labeling scheme for very unbalanced bipartite graphs
Our main new idea is a labeling scheme for (k, n − k)bipartite graphs G = (U, V, E) where k n. The labeling scheme assigns indices to the vertices of V , thus permuting the columns of the adjacency matrix A = AG, in a way that enables a succinct encoding of the rows of A.
Every n-bit string is of the form 0 t
Each such maximal block of consecutive 0s or 1s is called a run. If A = (ai,j) is a k × n Boolean matrix and π ∈ Sn is a permutation on [n], we let A π = (a π i,j ) be the k × n matrix defined by a π i,j = a i,π(j) . For convenience, we start the numbering of the rows and columns of A from 0.
Lemma 4.1. Let A be an k × n Boolean matrix. Then, there exists a permutation π ∈ Sn such that the i-th row of A π is composed of at most 2 i +1 runs. Furthermore, if the i-th row is composed of 2 i +1 runs, then the first run is a run of 0s. (Recall that row indices start from 0.)
Proof. As a warm-up, we begin by proving a slightly weaker statement. We prove that there is a permutation π ∈ Sn for which the i-th row of A π , for 0 ≤ i < k, is composed of at most 2 i+1 runs. We view the columns as binary representations of numbers where the bit in row i is the i-th most significant bit. For every j ∈ {0, 1, . . . , 2 k − 1}, let Ij be the set of indices of the columns of A that contain the k-bit binary representation of j. Any permutation π that sorts the columns in non-decreasing lexicographic order, i.e., places the indices in I0 first, then those of I1, and so on, ending with the indices in I 2 k −1 , satisfies the required condition.
To tighten the bound and obtain the claim of the lemma, we order the blocks I0, I1, . . . , I 2 k −1 using a gray code. The k-bit gray code is an ordering of the k-bit words such that two consecutive words differ in a single position. For first gray codes are: 0, 1 and 00, 01, 11, 10 . Furthermore, if g0, . . . , g 2 b −1 is the b-bit gray code, then 0g0, . . . , 0g 2 b −1 , 1g 2 b −1 , . . . , 1g0 is the (b + 1)-bit gray code. It is easy to verify by induction that the number of times the i-th significant bit in a gray code changes is exactly 2 i . Thus, any permutation π that orders the blocks Ij according to a gray code has the property that the i-th row in A π is composed of at most 2 i + 1 runs. The number of runs may be smaller as some of the index sets Ij may be empty. If the number of runs is exactly 2 i + 1, then the first run is a run of 0s. . Thus, any n-bit string composed of at most 2 i + 1 runs can be specified using L(n, i) = lg R(n, i) bits.
Proof. To represent an n-bit word composed of r nonempty runs, we need to represent the r−1 endpoints of the first r−1 runs. (The first run always starts at position 1, and the r-th run always end at position n.) There are thus n−1 r−1 possibilities. (We have n − 1 here, as n is the endpoint of the last run, and is therefore not allowed to be the endpoint of any other run.) We need to multiply this number by 2, as the first run may be a run of 0s or a run of 1s. Summing up we get the desired result. Lemma 4.1 states that if the i-th row of A π is composed of 2 i + 1 runs, then the first run is a run of 0s. Thus, in the sequel we can actually replace R(n, i) and L(n, i) by R (n, i) = n−1 2 i +2 2 i −1 j=0 n−1 j and L (n, i) = lg R (n, i) . This, however, would have only a negligible effect.
Let
be the binary entropy function. It is well known that k j=0 n j ≤ 2 H(k/n)n , for k ≤ n/2. This gives us the following useful upper bound on L(n, i). 
Proof. Let G = (U, V, E) be a bipartite graph. For every i ∈ [k], let ui ∈ U be such that ind1(ui) = i. Let A ∈ {0, 1} k×(n−k) be the adjacency matrix of G in which the i-th row corresponds to ui. The ordering of the columns of A is arbitrary. Let π ∈ S n−k be a permutation, whose existence follows from Lemma 4.1, for which the i-th row of A π is composed of at most 2 i + 1 runs. For every j ∈ [n − k], let vj ∈ V be the vertex whose column is the j-th column of A π and let ind2(vj) = j.
The tag adj1(ui) is simply an encoding of the i-th row of A π , composed of at most 2 i +1 runs. By Lemmas 4.2 and 4.3, we can encode this row using i = L(n − k, i) ≤ L(n, i) ≤ H 2 i /n n + 1 bits, as required. (Note that as i ≤ k − 1 and k ≤ lg n, we have 2 i ≤ n/2, so Lemma 4.3 can indeed be applied.)
If is not difficult to check that, for every u ∈ U and v ∈ V , given just ind1(u), adj1(u) and ind2(v), it can be determined whether (u, v) ∈ E. Indeed, ind1(u) tells us which row of the adjacency matrix corresponds to u. Using ind1(u) and adj1(u) we can reconstruct this row. The bit in position ind2(v) then tells us whether (u, v) ∈ E.
In the present setting, ind1(u) can be inferred from the length of adj1(u). However, when the scheme of Lemma 4.4 is used as a building block in the construction other labeling schemes, adj1(u) forms a part of a larger label and ind1(u) is then used to infer the length of adj1(u).
In Section 8 we consider a modification of the scheme of Lemma 4.4 that allows decoding, i.e., determining whether two vertices are adjacent, in constant time, in an appropriate model of computation.
As can be expected, the sum k−1 i=0 L(n, i) plays an important role in the sequel. As L(n, i) ≤ H(2 i /n)n + 1, we get that k−1 i=0 L(n, i) ≤ 2k +
It is not difficult to verify thatH(α) is well defined, i.e., that the sum converges for any value of α. It is also not difficult to check numerically thatH( 
A spreading labeling scheme for bipartite graphs
We now present a second labeling scheme for (k, n − k)bipartite graphs used to counterbalance the labeling scheme of Proof. For every i ∈ [k], let ui ∈ U be the vertex for which ind1(ui) = i. For every j ∈ [n − k], let vj ∈ V be the vertex for which ind2(vj) = j. Let A = (ai,j) be the adjacency matrix of G in which the i-th row corresponds to ui and the j-th column corresponds to vj. We start with each vertex ui, for i ∈ [k], holding a (n − k)-bit tag adj1(ui) that specifies its adjacencies to all vertices of V , i.e., the i-th row of the adjacency matrix A. Each vertex of vj ∈ V starts with an empty tag adj2(vj). Our goal is to move i bits from adj1(ui), for i ∈ [k], to the tags adj2(vj) of some vertices of V in such a way that each tag adj2(vj) will contain roughly the same number of bits. This can be easily done in the following manner. Let s0 = 0 and si = ( i−1 j=0 j ) mod (n − k), for i > 0. We examine the vertices u0, u1, . . . of U one by one. Vertex ui removes bit ai,s i +j , for j ∈ [ i], from its tag and appends it to the tag of vertex vs i +j . In both cases, si + j is computed modulo n − k. As the tags of the vertices of V acquire bits in a round-robin manner, none of them ends up with more than L = ( k−1 i=0 i)/(n − k) bits. Given the indices and the tags ind1(u),adj1(u) and ind2(v), adj2(v) of two vertices u ∈ U and v ∈ V , and given all the i's, it is easy to check whether they are adjacent. Suppose that i = ind1(u) and j = ind2(v). If j is not in the (possibly wrapped) interval [si, si+1), then the adjacency bit ai,j is contained in adj1(u). Otherwise, it is contained in adj2(v). Furthermore, the position of ai,j in adj1(u) or adj2(v) is easily calculated. If ai,j is in adj1(u), then it is in position j, if j < si < si+1, in position j − i, if si < si+1 ≤ j, or in position j − si+1, if si+1 ≤ j < si. If ai,j is not in adj1(u), then it is position s i +((j−s i ) mod (n−k) n−k of adj2(v), wherē s0 = 0 andsi = i−1 j=0 j , for i > 0, where the summation this time is not modulo n − k. (Note, in particular, that u only needs to knowsi and i.)
A slightly improved spreading lemma, used to fine-tune our results, can be found in the full version of this paper [6] .
DIRECTED GRAPHS
Let G = (V, E) be a directed graph on V = [n]. As we saw in the introduction, the naïve labeling scheme of n-vertex directed graphs, without self-loops, assigns to each vertex an (n + lg n − 1)-bit label. We provide the first improvement over this naïve bound. Furthermore, our bound is optimal up to a small additive constant. Next, we use the spreading scheme of Lemma 4.5 to represent G[B, A], viewed as a bipartite graph (A, B, E ). We use the indices ind1(i) and ind2(j) assigned to the vertices of A and B above. We apply Lemma 4.5 with i = (k − 1) + i, for i ∈ [k]. As k = lg n − 2 and 0 ≤ i ≤ k − 1, we have i ≤ H(2 k−1 /n)n + 1 ≤ H(1/4)n + 1 ≤ 0.82n + 1. Therefore, i ≤ n − k, for i ∈ [k], as required by Lemma 4.5. Vertex i of A is thus assigned an ((n−k)− i )-bit tag adj2(i). Each vertex of B is assigned a ∆-bit tag adj3(j), where ∆ = ( k−1 i=0 ((k − 1) + i))/(n − k) . Next, we use the naïve labeling scheme to encode G[A] and G [B] . We again use the indices ind1(i) and ind2(j) already assigned to the vertices. Each vertex i ∈ A gets a (k − 1)-bit tag adj4(i). Each vertex j ∈ B gets an ((n − k) − 1)-bit tag adj5(j).
Combing the indices ind1 and ind2 assigned separately to the vertices of A and B, we let ind
For simplicity, we also use ind(u), where u ∈ V , to denote the lg n -bit binary encoding of ind(u).
Finally, we assign vertex i of A a label composed of the concatenation of ind(i), adj1(i), adj2(i) and adj4(i), and vertex j of B a label composed of the concatenation of ind(j), adj3(j) and adj5(j).
Vertex i of A is thus assigned a label of length
Each vertex of B is assigned a label of length lg n + ∆ + (n − k − 1) = n + 1 + ∆ .
As k = lg n − 2, we have 2 k−1 /n ≤ 1 4 , and thusH(2 k−1 /n) ≤H( 1 4 ) < 2.16. It is not difficult to verify that for n ≥ 100 we have k(k+1) n−k < 0.5 and n n−kH ( 1 4 ) < 2.5, and thus ∆ ≤ 3. The label of each vertex is thus composed of at most n + 4 bits. We can easily pad the labels of the vertices so that they all contain exactly n + 4 bits.
Given the labels of two vertices it is possible to determine whether they are adjacent. The index of a vertex, residing in the first lg n bits of its label, tells us whether the vertex is a vertex of A or of B. It also allows us to break the label into the different tags composing it. Given the indices of two vertices we can easily decide which of the tags to use to determine whether the two vertices are adjacent.
Theorem 5.1 is also valid for n < 100, but for that we need to rely on the exact definition of L(n − k, i) and not just on the convenient upper bounds L(n − k, i) ≤ L(n, i) ≤ H(2 i /n) + 1. The n+4 bound of Theorem 5.1 can be improved to n+3. When n is a power of 2, for example, this is easy. Note that in this case 2 k−1 /n = 1 8 . AsH( 1 8 ) < 1.346, we get that ∆ ≤ 2. Essentially the same calculation works if n is close, from below, to a power of 2, as then 2 k−1 /n is not much larger than 1 8 . To get the n + 3 for all sufficiently large values of n, some more work needs to be done. We need to use the slightly more economical way of encoding indices and a slightly modified spreading lemma. The details can be found in [6] .
The results in this section are for directed graphs without self-loops. Directed graphs with self-loops could of course be handled by adding a single bit to each label.
We defer the treatment of efficient decoding issues to Section 8.
UNDIRECTED GRAPHS
Our scheme for undirected graphs is slightly more complicated than the scheme of directed graphs, as we need to break the graph into more parts. The main ideas, however, are the same. We start with a simple ( n/2 + lg n )-bit scheme for n-vertex undirected graphs which is implicit in Moon [40] . Theorem 6.1. [Moon [40] ] For any n ≥ 1, there is a labeling scheme that receives an n-vertex undirected graph G = (V, E), with distinct indices ind(u) ∈ [n] assigned to its vertices, and assigns each vertex an n/2 -bit adjacency information tag adj(u). For every two vertices u, v ∈ V , given (ind(u), adj(u)) and (ind(v), adj(v)) it is possible to determine whether (u, v) ∈ E.
Proof. Let ui ∈ V be the vertex for which ind(ui) = i. Let A = (ai,j) be the adjacency matrix of the graph where the i-th row and column correspond to ui. The tag adj(ui) is composed of the n/2 -bit string ai,i+1, ai,i+2, . . . , a i,i+ n/2 , where the addition in the second index is modulo n. This corresponds to arranging the vertices u0, u2, . . . , un−1 in a circle, with each vertex remembering its adjacencies to the n/2 vertices following it in the circle.
Given (ind(u), adj(u)) and (ind(v), adj(v)) we can eas-
We note that when n is even, there is slight redundancy in the scheme just describe, as the adjacency bit a i,i+n/2 , for every i ∈ [n], is stored twice. We exploit that later to fine-tune our results. Theorem 6.1 yields, of course, an ( n/2 + lg n )-bit labeling scheme. Using our techniques, we can reduce the size of the labels to n/2 + 6. Theorem 6.2. For any n ≥ 400, there is an adjacency labeling scheme for n-vertex undirected graphs that assigns each vertex an ( n/2 + 6)-bit label.
Proof. Let G = (V, E) be an undirected graph where V = [n]. We partition V into four disjoint sets A0, A1, B0 and B1 were |A0| = |A1| = k = lg n −3, |B0| = n 2 −k and |B1| = n 2 − k. For concreteness, we let A0 = [0, k), B0 = [k, n 2 ), A1 = [ n 2 , n 2 +k) and B1 = [ n 2 +k, n). We partition G into the disjoint union of the four bipartite graphs G[A0, B0], G[A0, B1], G[A1, B0], G[A1, B1] and the two undirected graphs G[A0 ∪ A1] and G[B0 ∪ B1].
We assign arbitrary distinct indices to the vertices of A0. For concreteness, we let ind (i) = i, for every i ∈ A0. Similarly, we let ind (i) = i − n 2 , for every i ∈ A1. We now use Lemma 4.4 to encode G[A0, B0] and G[A1, B1]. This assigns distinct indices ind (j) ∈ [ n 2 − k ] to all vertices j ∈ B0, and distinct indices ind (j) ∈ [ n 2 −k ] to all vertices j ∈ B1. We define distinct indices ind(u) ∈ [n] to all vertices of V as follows. If u ∈ A0, then ind(u) = ind (u). If u ∈ B0, then ind(u) = ind (u)+k. If u ∈ A1, then ind(u) = ind (u)+ n 2 . Finally, if u ∈ B1, then ind(u) = ind (u) + n 2 + k. The labeling scheme of Lemma 4.4 also assign the i-th vertices of A0 and A1 an i-bit tag, where i = L( n 2 − k, i) ≤ L( n 2 , i). (We refrain from explicitly naming the tags.)
To compensate for the i bits assigned to the i-th vertex of A0 and the i-th vertex of A1, and to leave room for the representation of G[A0 ∪A1], we use Lemma 4.5 to represent G[A0, B1] and G[A1, B0], with i = k + i, for i ∈ [k]. It is easy to verify that i ≤ n 2 − k, for i ∈ [k], as required by Lemma 4.5. The i-th vertices of A0 and A1 thus get tags composed of ( n 2 − k) − i bits, and each vertex of B0 ∪ B1 gets a tag composed of ∆ = ( k−1 i=0 (k + i)/( n 2 − k) bits. (Tags are padded, if necessary.)
Finally, we use the simple labeling scheme of Theorem 6.1 to represent G[A0 ∪ A1] and G[B0 ∪ B1]. We again use the indices already assigned to the vertices. Each vertex of A0 ∪ A1 is thus assigned a k-bit tag, while each vertex of B0 ∪ B1 is assigned a ( n 2 − k)-bit tag. As in the proof of Theorem 5.1, the label assigned to a vertex is the concatenation of the binary representation of its index, and the tags assigned to it for each part of the graph it participates in.
The i-th vertices of A0 and A1 are thus assigned a label of length
Each vertex of B0 ∪ B1 is assigned a label of length
As k = lg n − 3, we have 2 k /n ≤ 1 4 , and thusH(2 k /n) ≤ H( 1 4 ) < 2.16. It is not difficult to verify that for n ≥ 400 we have k(k+2) n 2 −k < 0.5 and n 2 n 2 −kH ( 1 4 ) < 2.5, and thus ∆ ≤ 3. Each vertex is therefore assigned a label of at most n 2 +6 bits. Given the labels of two vertices it is possible to decide whether they are adjacent or not.
A different approach that can be used to prove Theorem 6.2 is the following. We partition the vertex set V = [n] into three sets A, B and C, where |A| = k, |B| = n−k . The length of the labels produced seems to be essentially the same as those produced in the proof of Theorem 6.2.
A improved ( n/2 + 4)-bit labeling scheme for n-vertex undirected graphs can be found in the full version of this paper [6] .
BIPARTITE GRAPHS
In this section we design an almost optimal ( n 4 + O(1))-bit adjacency labeling scheme for bipartite graphs. In addition to the ideas of the previous sections, a new idea is used to obtain the result.
The following theorem follows easily form Lemma 4.5.
Theorem 7.1. For every 0 ≤ r < n 2 , there is a labeling scheme for ( n 2 − r, n 2 + r)-bipartite graphs, with distinct indices attached to their vertices, that assigns each vertex an n 4 − r 2 n -bit tag. Given the indices and tags of two vertices, and given r, it is possible to determine whether the two vertices are adjacent.
Proof. To represent an ( n 2 − r, n 2 + r) bipartite graph we need ( n 2 − r)( n 2 + r) = n 2 4 − r 2 bits. Using the spreading lemma we can split these bits almost evenly among the vertices, giving each vertex a tag of n 4 − r 2 n bits.
The challenge is again to absorb the lg n index bits, and to do so in a way that works simultaneously for all values of the bias r. If r is not known in advance, we can add a lg n -bit encoding of it to the labels of the vertices. (As we only need to reconstruct r from the labels of two vertices from opposing sides, 1 2 lg n bits are actually enough, but this would not matter.) If r ≥ √ 2n lg n, then as n 4 − r 2 n < n 4 − 2 lg n, we can easily absorb the 2 lg n bits used to represent r and the index of each vertex and still obtain labels of size at most n 4 . As expected, the difficult task is handling bipartite graphs that are almost balanced, i.e., r < √ 2n lg n. We begin by designing an adjacency labeling scheme for perfectly balanced bipartite graphs. The proof of the following theorem is similar to the proofs of Theorem 5.1 and 6.2, though the graph has to be broken into yet more parts.
Theorem 7.2. There is an adjacency labeling scheme for ( n 2 , n 2 )-bipartite graphs that assigns each vertex an ( n 4 +O (1))bit label. The label of each vertex is composed of a distinct index from [n], and an ( n 4 − lg n + O(1))-bit tag. Proof. The proof is similar to the proofs of Theorems 5.1 and 6.2, though the amount of details increases yet again. Let G = (U, V, E) be an ( n 2 , n 2 ) bipartite graph. We split U into four sets A0,0, B0,0, A1,0, A1,0 of sizes k, n 4 − k, k and n 4 − k, respectively, where k = lg n − 4. We similarly split V into four sets A0,1, B0,1, A1,1, A1,1. We now use Lemma 4.4 to assign tags to the graphs G[A0,0, B0,1], G[A1,0, B1,1], G[A0,1, B0,0], G[A1,1, B0,1] and use the spreading lemma to assign tags to the remaining subgraphs. Using calculations similar to the ones made in the proofs of Theorems 5.1 and 6.2, we get the claimed result.
To obtain an ( n 4 +O(1))-bit scheme for all bipartite graphs, we design a scheme for almost biased bipartite graphs in which most vertices do not need to know the bias r. Theorem 7.3. There is an adjacency labeling scheme for n-vertex bipartite graphs that assigns each vertex an ( n 4 + O(1))-bit label. The label of each vertex is composed of a distinct index from [n], and an ( n 4 − lg n + O(1))-bit tag. Proof. As explained after Theorem 7.1, there is a simple ( n 4 + O(1))-bit scheme for all ( n 2 − r, n 2 + r)-bipartite graphs, where r ≥ √ 2n lg n. We design a new ( n 4 + O(1))-bit scheme for all ( n 2 − r, n 2 + r)-bipartite graphs, where r < √ 2n lg n. By combining the two schemes, we obtain an ( n 4 + O(1))-bit scheme for all bipartite graphs. (The first bit of each label indicates whether the first or second scheme is used.)
As we have an O(1) term in the statement of the Theorem, and not a specific constant, we allow ourselves to ignore divisibility and integrality issues and avoid the use of ceilings and floors.
Let R = n 4/5 . Let G = (U, V, E) be a ( n 2 − r, n 2 + r)bipartite graph, where r < √ 2n lg n. Note, in particular, that r ≤ 2R 2 n = 2n 3/5 . Partition U into a set U0 of size n 2 − R and a set U1 of size R − r. Similarly, partition V into a set V0 of size n 2 − R and a set V1 of size R + r. We view the vertices of U0 and V0 as ordinary, and the vertices of U1 and V1 as special. The graph G is thus partitioned into the disjoint union of the four bipartite graphs G[U0, V0], G[U0, V1], G[U1, V0] and G[U1, V1]. The main idea is to assign the ordinary vertices of U0 ∪V0 labels that do not depend on r. The labels of the special vertices of U1 ∪ V1 would contain an encoding of r, but as they form only a negligible fraction of all vertices, this could be 'smoothed' out.
We start by encoding G[U0, V0] using the scheme of Theorem 7.2. Each vertex of U0 ∪ V0 gets a distinct index in [n − 2R] and an ( n 4 − R 2 + O(1))-bit tag. (The label of each vertex includes an encoding of its index.) We assign the vertices of U1 ∪ V1 distinct indices from [n − 2R, n).
We next use the spreading technique of Lemma 4.5 to encode G[U1, V0]. We find it more informative to redo the relevant calculations here. We need to split the (R − r)( n 2 − R) bits describing the adjacencies in G[U1, V0] between the vertices of U1 and V0. As the tag of each vertex of V0 is already of size n 4 − R 2 + O(1), and as we want the tag of each vertex of V0 to be of size n 4 + O(1), each vertex of V0 gets R 2 of these bits. (As |U1| = R − r, this corresponds to applying Lemma 4.5 with i = R 2 − r, for every i ∈ [ n 2 − R], on G[V0, U1]. Note that the sides here are reversed.) The number of bits each vertex of U1 receives is thus
(Note that a corresponds to L of Lemma 4.5.) The R 2 bits that each vertex of V0 gets are appended to its tag. Vertices of V0 do not know the meaning of these bits, as they do not know r, but the vertices of U1 do, as they will know r.
Similarly, each vertex of U0 gets R 2 additional bits, and the number of bits left for each vertex of V1 is
Next, we verify that b ≤ n 4 if and only if r ≤ 2R 2 n−4R . As we assumed that r ≤ 2R 2 n < 2R 2 n−4R , this condition is satisfied. It can also verified that a ≤ n 4 for every r < R. (To see this check that if r = 0, then a = n 4 − R 2 , and that a is a decreasing function of r for 0 ≤ r < R, as the derivative of a is terms of r is − R( n 2 −R) 2(R−r) 2 .) We still need to represent G[U1, V1] by splitting the corresponding adjacency bits between the vertices of U1 and V1. We again use the spreading technique of Lemma 4.5. Overall, there are (R − r)(R + r) = R 2 − r 2 such adjacency bits. We need to verify that we can accommodate them without any vertex of U1 and V1 getting more than n 4 bits overall. A simple 'volume' argument can be used to show that we still have enough space in the tags of the vertices of U1 and V1. More specifically, we know that all adjacencies between U0 ∪ U1 and V0 ∪ V1 can be encoded using at most n 4 bits per vertex. As each vertex of U0 and V0 already has n 4 bits, and as all adjacencies between U0 and V0, U0 and V1, and U1 and V0 were encoded, there is enough room left in the tags of U1 and V1 to encode the adjacencies between these two sets. We can also verify it using a simple direct calculation. The total number of bits currently used by vertices of U1 and V1 is (R−r)a+(R+r)b = ( n 2 −R)R. The total capacity of these vertices is 2R · n 4 = Rn 2 , and Rn 2 − ( n 2 − R)R = R 2 > R 2 − r 2 . Thus, there is indeed enough space.
One problem still remains. The label of each vertex of U1 ∪ V1 should also contain 2 lg n bits specifying the index of the vertex and r. Thus, while the labels of all vertices of U0 ∪ V0 are all of size n 4 + O(1), the labels of the vertices of U1 ∪ V1 are currently of size n 4 + 2 lg n + O(1). This can be easily fixed, however, by persuading each vertex of U0 and V0 to hold one more adjacency bit to V1 and U1, respectively. The number of bits in the labels of U1 and V1 decreases by ( n 2 −R) R+r 2 lg n, leaving more than enough room in the label of each vertex to store its index and r.
Finally, given the labels of two vertices, it can be determined whether they are adjacent.
EFFICIENT DECODING
In the full version of the paper [6] we show that the schemes of the preceding sections could be modified so that two vertices need to exchange only O(lg n) bits of information between them, in a constant number of communication rounds, and spend only O(1) computation time, to decide whether they are adjacent or not.
INDUCED-UNIVERSAL GRAPHS
As observed by Kannan et al. [34] , an L-bit adjacency labeling scheme for a family Fn yields immediately a 2 L -vertex induced-universal graph for Fn. Thus, using Theorem 6.2 we obtain, in particular, an induced-universal graph for nvertex undirected graphs containing only O(2 n/2 ) vertices, resolving the open problem of Moon [40] and Vizing [51] .
CONCLUDING REMARKS
We presented improved adjacency labeling schemes for directed, undirected and bipartite graphs. Our schemes are almost optimal. They give rise to almost optimal induceduniversal graphs for these families of graphs. We also presented slightly improved lower bounds. Closing the small remaining gaps between our upper and lower bounds is an interesting open problem.
An oriented graph is a directed graph with no anti-parallel edges. We believe that using our techniques it is also possible to design an ( lg 3 2 n+O(1))-bit adjacency labeling scheme for n-vertex oriented graphs. We also believe that the techniques we used for bipartite graphs could also be used to design almost optimal schemes for other hereditary families of graphs. (For more on hereditary families of graphs see Bollobás and Thomason [12] .) 
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