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Abstract
The problem of minimizing a quadratic form over the standard simplex
is known as the standard quadratic optimization problem (SQO). It is NP-
hard, and contains the maximum stable set problem in graphs as a special
case. In this note we show that the SQO problem may be reformulated
as an (exponentially sized) linear program.
JEL code: C61
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1 Introduction
The standard quadratic optimization (SQO) problem is to find the global mini-





where Q ∈ Sn (the space of symmetric n×n matrices), and ∆n is the standard
simplex in IRn, namely
∆n =
{
x ∈ IRn :
n∑
i=1
xi = 1, x ≥ 0
}
.














λ : Q− λeeT ∈ Cn
}
,
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where Cn denotes the cone of n× n symmetric copositive matrices:
Cn :=
{
M ∈ Sn, xT Mx ≥ 0 ∀x ∈ IRn, x ≥ 0
}
.
The SQO problem is NP-hard since it contains the maximum stable set





xT (A + I)x (2)
where A is the adjacency matrix of a given graph G, and α(G) is the stability
number (co-clique number) of G.
Other applications of SQO include portfolio optimization, game theory, and
population dynamics problems (see the review paper by Bomze [1] and the
references therein). A recent application is the estimation of crossing numbers
in certain classes of graphs [6].
Although, SQO is NP-hard, it allows a polynomial time approximation
scheme (PTAS). This was shown by Bomze and De Klerk [2], and a differ-
ent proof was subsequently given by Nesterov [14]. This result was extended
to optimization of forms of any fixed degree over ∆ by De Klerk, Laurent and
Parrilo [5]; see also Faybusovich [7].
In this note we show that the SQO problem (1) has an (exponentially sized)
linear programming (LP) reformulation. This was known for the special case of
computing the stability number of a graph from the work by Sherali and Adams
[18], but is new for the general SQO problem to the best of our knowledge.
This result adds to the growing literature on NP-hard problems that allow
exact LP or semidefinite programming (SDP) reformulations of exponential size;
see Lasserre [9] and Laurent [12] for the latest results.
The LP reformulation also suggests a hierarchy of LP approximations of (1)
with optimal values that converge finitely to the optimal value p of (1) from
above. We compare this to two convergent hierarchies of LP approximations
from the literature. The first is based on a theorem by Polyá on forms positive on
the simplex, and was studied by several authors [2, 4, 5, 7, 8, 15, 19]. The second
employs a representation theorem by Krivine and others, and was introduced
by Lasserre [10, 11].
Both these hierarchies give sequences of lower bounds that converge to p, but
the convergence is not finite in general. We will review relevant counterexamples
from the literature in Section 6.
Notation
• AJK : submatrix of A with rows indexed by the index set J and columns
by the index set K.
• If α ∈ Z n+ and x ∈ IR
n then |α| :=
∑n






• If α, β ∈ Z n+, then α  β means αi ≤ βi (i = 1, . . . , n).
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• In: identity matrix of size n × n (or of size determined by the context if
the subscript is omitted).
• en all-ones vector of size n (or of size determined by the context if the
subscript is omitted).
• If A ∈ Sn, A  0 (A  0) means A is positive semi-definite (negative
semi-definite).
2 A characterization of matrix copositivity
The following theorem gives a characterization of copositive matrices. We in-
clude a proof for completeness.
Theorem 1 (Gaddum [3]). If M ∈ Sn, the following two statements are equiv-
alent:
(a) M is copositive;
(b) For all J ⊆ {1, . . . , n}, the following system has a solution:
MJJxJ ≥ 0, xJ ≥ 0, eT|J|xJ = 1. (3)
Proof. Proof of (a) =⇒ (b):
Assume that M is copositive, and let I = {1, . . . , n}. By the Farkas lemma, the
system (3) has no solution if and only if the following system has a solution:
My ≤ −e, y ≥ 0.
Since y 6= 0, one has yT My ≤ −eT y < 0, a contradiction.
Proof of (b) =⇒ (a):
The proof is by induction on n; the case n = 1 is trivial, so assume that n > 1
and that the required result holds for all matrices of order less than n. These
assumptions imply that the system (3) has a solution for any J ⊆ {1, . . . , n},
and that MJJ is copositive if |J | < n.
Let x̄ be the solution of (3) corresponding to J = {1, . . . , n}, and let x ≥ 0
be given. Let λ ≥ 0 be such that x− λx̄ ≥ 0 but x− λx̄ 6> 0. Now
xT Mx = (x− λx̄)T M(x− λx̄) + λ(2x− λx̄)T Mx̄.
The right hand side terms are both nonnegative since all proper principal sub-
matrices of M are copositive by assumption, 2x− λx̄ ≥ 0, and Mx̄ ≥ 0.
3 LP reformulation of standard quadratic opti-
mization
Using Theorem 1 we may rewrite the copositivity requirement Q−λeeT ∈ Cn as




xJ ≥ 0, xJ ≥ 0, eT|J|xJ = 1.
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Using eT|J|xJ = 1, this system is the same as
QJJxJ − λe|J| ≥ 0, xJ ≥ 0, eT|J|xJ = 1.
Thus we obtain the following LP reformulation of (1):
p = max
{
























= n2n (including the non-
negativity of the variables), and there are 2n equality constraints.




zJ : QJJyJ ≤ zJe|J|, yJ ∈ ∆|J| ∀J ⊆ {1, . . . , n}
 .




‖QJJyJ‖∞ : yJ ∈ ∆|J| ∀J ⊆ {1, . . . , n}
 .





xT (A + I)x
where A is the adjacency matrix of a given graph G, and α(G) is the stability
number (co-clique number) of G.




λ : A + I − λeeT ∈ Cn
}





λ : AJJxJ + xJ − λe|J| ≥ 0, xJ ∈ ∆|J| ∀J ⊆ {1, . . . , n}
}
.
An optimal solution of the LP reformulation is obtained by choosing λ = 1α(G)
and xJ ∈ ∆|J| as the normalized incidence vector of any maximum stable set
SJ in the subgraph induced by the vertices in J for each J ⊆ {1, . . . , n}.




4 Relation to the KKT conditions
Since problem (1) satisfies the Slater condition, the KKT conditions are neces-
sary for optimality. The KKT optimality conditions are given by:
Qx ≥ λe, x ∈ ∆n, (5)
as well as
xT Qx = λ. (6)




e, then we call x̄ a KKT point of problem (1).
The conditions (5) and (6) imply the complementarity condition:
xi
(
(Qx)i − xT Qx
)
= 0 i = 1, . . . , n. (7)
Note that the conditions (5) form a subset of the constraint set of the LP
reformulation (4), corresponding to J = {1, . . . , n}.







λ : QJJxJ − te|J| ≥ 0, xJ ∈ ∆J
}
. (8)
The inner maximization problems are related to the KKT conditions of the SQO
problems obtained by restricting the optimization in (1) to a specific face of ∆n,
namely the face obtained by setting xi = 0 if i /∈ J :
min
{
xTJ QJJxJ : xJ ∈ ∆|J|
}
. (9)
Lemma 1. If problem (9) has a positive KKT point xJ > 0, then the optimal
value of problem (8) is simply tJ = xTJ QxJ .
Proof. Since xJ is a KKT point it satisfies the complementarity condition (7).





The dual of problem (8) is
min
{
t : QJJy − te|J| ≤ 0, y ∈ ∆|J|
}
.
Note that t = xTJ QJJxJ and y = xJ is a feasible solution to this problem. Since
it is also feasible to the primal problem (8) with the same objective value, it is
an optimal solution to both problems.
The values tJ in (8) do not always correspond to objective values at KKT









Now 12 = p := minx∈∆2 x
T Qx, and the unique global minimizer is x∗ = [0, 1]T .
This is also the unique KKT point, since Q  0, i.e. we have a convex optimiza-
tion problem. However, one has
t{1,2} = max {t : Qx ≥ te2, x ∈ ∆2} = 1,
which corresponds to x = [1, 0]T .
Theorem 2. Assume that x∗ is a global minimum of the SQO problem (1) and
the support of x∗ is J .
Then, if (tJ , xJ) is an optimal solution of (8), one has tJ = p, and xJ defines
an optimal solution of (1).
Proof. If x∗ is a global minimum of (1) with support J , then the vector x∗J ∈ ∆|J|
formed by the positive components of x∗ is a global minimum of (9). Thus




 0 0 10 0 −1
1 −1 0
 .
Now − 12 = p := minx∈∆3 x




The problem also has other KKT points, namely all points of the form
x = [α, (1− α), 0]T , α ∈ [0, 1].
It is easy to verify that
t{1,2,3} = 0, t{1,2} = t{1,3} = 0, t{2,3} = −
1
2
, t{1} = t{2} = t{3} = 0.
Thus p = minJ⊆{1,2,3} tJ = − 12 . Since the support of the global minimizer x
∗
is {2, 3}, the minimum p corresponds to t{2,3}.
5 A hierarchy of LP relaxations
One can define a hierarchy of LP relaxations that approximate (1) as follows:
p(r) = max
{




for r = 1, 2, . . . , b 12nc.
Note that — for fixed r — the number of constraints and variables are
polynomial in n, and p(r) can therefore be obtained in polynomial time.
We can summarize our main results in the following theorem.
Theorem 3. Let p denote the optimal value of problem (1) as before, and define
p(r) as in (10) for r = 1, 2, . . . , b 12nc. One has p
(r) ≥ p (r = 1, 2, . . . , b 12nc) with
equality in the following cases:
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1 problem (1) has an optimal solution with support of cardinality at most
r or at least n− r;
2 r = b 12nc;
3 Q  0 and r ≥ 1;
4 Q = A + I where A is the adjacency matrix of a graph G and r ≥
min{α(G), n− α(G)}.
Proof. Item 1 follows from Theorem 2, and item 2 is a consequence of item 1.
In item 3, the objective is concave since Q  0 and the global minimum is
therefore attained at an extreme point of the simplex, i.e. at a standard unit
vector. In particular, it follows that p = mini Qii. By considering index sets
J = {i} in (10), we get the inequalities p(1) ≤ Qii (i = 1, . . . , n). Since we know
that p(1) ≥ p, the result follows.
The result in item 4 follows from Theorem 2, since each global minimizer of
problem (2) is the normalized incidence vector of a maximum stable set.
6 Relation to existing LP approximations
In this section we compare the hierarchy of LP relaxations (10) of the previous
section to two hierarchies from the literature.
6.1 Relaxation using Polyá’s theorem
Polyá [16] gave the following representation theorem for polynomials positive
on the simplex (see also [17]).








only has nonnegative coefficients if r is sufficiently large.
This suggests the following polynomial-time LP approximations of (1):
ρ(r) := max t
such that
(





only has nonnegative coefficients.
Note that, for fixed r, this problem may easily be reformulated as an LP with
one variable and number of constraints polynomial in n.
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Indeed, if p(x) =
∑
α aαx













Thus the coefficients of
(





r depend linearly on the
coefficients of
(
xT Qx− t(eT x)2
)
, which in turn depend linearly on t.
One has ρ(r) ≤ p, and, by Polyá’s theorem, ρ(r) → p as r →∞.
Bomze and De Klerk [2] showed that this approach yields a polynomial time
approximation scheme for problem (1). However, the convergence ρ(r) → p is








so that p = minx∈∆n x
T Qx = 0, with global minimizer x1 = x2 = 12 .
However, one will not have ρ(r) = 0 for any finite value of r. Indeed, if r
































(( 12r + 1)!)
2
< 0.
6.2 Relaxation using Krivine’s theorem
The following is a special case of a theorem due to Krivine, Becker and Schwartz,
Marshall, and Vasilescu. For a discussion of the general result, see Lasserre [11],
and the references therein.
To simplify the presentation it will be useful to work with the standard
simplex in the inequality form {x ∈ IRn+ |
∑n
i=1 xi ≤ 1}.
Theorem 5. Assume f ∈ IR[x1, . . . , xn] is positive on {x ∈ IRn+ |
∑n
i=1 xi ≤ 1}.


















for finitely many positive coefficients {cαβ}.
This representation theorem suggests another hierarchy of LP approxima-
tions for (1), due to Lasserre [10, 11]. In order to apply the theorem to (1) we
eliminate the variable xn in (1) via xn = 1−
∑n−1
i=1 xi in order to work with the
simplex in inequality form.
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Thus we now consider (1) in the form
p = minxT Ax + bT x
subject to {x ∈ IRn+ |
∑n
i=1 xi ≤ 1}.
The LP approximations of Lasserre, when applied to this problem, take the
form
ν(r) := max t
such that there exist nonnegative values cαβ so that

















for nonnegative integer vectors α, β such that |α|+ |β| ≤ r.
Once again, one has ν(r) ≤ p, and, by Krivine’s theorem, ν(r) → p as
r → ∞. However, this convergence is not finite in general, as the following
example shows.
Example 5 (Lasserre). minx2−x subject to 0 ≤ x ≤ 1. The global minimizer
is x = 12 with optimal value p = −1/4.
The LP relaxations take the form:
ν(r) := max t
so that





for some nonnegative values cij . Note that, for t = −1/4, the equality can never
hold (look at x = 12 ).
7 Conclusion
We have given an LP reformulation of the standard quadratic optimization
(SQO) problem (see (1)). This reformulation also suggests a hierarchy of polynomial-
time solvable LP’s whose optimal values converge finitely to the optimal value
of the SQO problem. We have also reviewed the fact that the hierarchies of LP
relaxations from the literature do not share the finite convergence property for
SQO.
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