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The response of Y3Fe5O12/Cu/Ni81Fe19 trilayer structures to excitation by a femtosecond laser pulse has been
studied in optical pump-probe experiments and compared with the response of Y3Fe5O12 (YIG) and Ni81Fe19
reference samples. The optical pump induces a partial demagnetization of the Ni81Fe19, a large thermal gradient
within the YIG, and temperature differences across the interfaces within the sample stack. When a moderate
magnetic field is applied close to normal to the sample plane, so as to quasialign the YIG magnetization with
the field and cant the Ni81Fe19 magnetization from the plane, ultrafast demagnetization initiates precession of
the Ni81Fe19 magnetization. The transient temperature profile within the samples has been modeled using a
one-dimensional finite-element computational model of heat conduction, while the magnetization dynamics are
well described by a macrospin solution of the Landau-Lifshitz-Gilbert equation. The precessional response of
the Ni81Fe19 layers within the trilayers and the Ni81Fe19 reference sample are very similar for pump fluences of
up to 1.5 mJ/cm2, beyond which irreversible changes to the magnetic properties of the films are observed. These
results suggest that the spin Seebeck effect is ineffective in modifying the precessional dynamics of the present
YIG/Cu/Ni81Fe19 samples when subject to ultrafast optical excitation.
DOI: 10.1103/PhysRevB.96.134431
I. INTRODUCTION
Pure spin currents, for which there is no associated transport
of charge, have the potential to control a new generation
of spintronic devices that are environmentally friendly and
energy efficient. Spin currents carry angular momentum that
can induce or modify magnetization dynamics by generating a
spin transfer torque (STT) when absorbed by a ferromagnetic
(FM) film. Electrical generation of spin currents has been
achieved through spin diffusion in nonlocal transport devices
[1] and by means of the spin Hall effect [2,3]. Alternatively,
thermal generation of spin current can result from a class of
spin Seebeck effects [4] (SSEs) and has been observed in
spin-polarized metals [5], semiconductors [6], and insulators
[7]. The SSE can be observed in thin films in transverse
and longitudinal configurations where the direction of the
temperature gradient, and hence the spin current, lies parallel
and perpendicular to the plane of the film, respectively. While
resistive heating elements may be deposited upon a thin film
to perform electrical measurements of the transverse SSE,
great care must be taken to separate out other parasitic effects
[8]. On the other hand, a temperature gradient may easily be
generated perpendicular to the plane by heating with a focused
laser beam. The spin current generated by the longitudinal
SSE (LSSE) has been detected by means of the inverse spin
Hall effect in a Pt overlayer [9]. Most recently, the first direct
optical measurements of spin current driven from a FM to a
nonmagnetic layer, by an interfacial temperature difference,
were reported [10].
Slonczewski suggested a scheme for optically induced
magnetization reversal within a multilayered structure con-
sisting of an insulating FM material such as a ferrite, a
nonmagnetic metallic spacer layer, and a FM metal layer
[11]. It was proposed that heating the ferrite layer could
generate a magnon spin current by means of the LSSE.
The spin current would then be carried through the spacer
layer by spin-polarized conduction electrons, before being
absorbed in the FM metal layer, generating a STT that could
be used to switch the magnetization. The effect could be
used either as the primary mechanism for writing data or
for the optimization of an existing method such as heat-
assisted magnetic recording. Optically induced magnetization
dynamics are conveniently explored in all-optical pump-probe
experiments. Recent studies have explored whether optical
excitation of one FM layer in a metallic spin valve structure
can generate spin currents that perturb the magnetization of
the other FM layer [12–14]. The samples were designed so
that the remanent magnetization lay out of the sample plane in
the optically pumped FM layer, but in plane in the other FM
layer, so as to maximize the strength of the Slonczewski-type
STT. For these metallic structures, the LSSE is expected to
arise mainly due to the spin-dependent Seebeck effect [5]
(SDSE) rather than the SSE due to magnon transport [15].
However, if optical absorption occurs directly in the first
FM layer, then STT associated with superdiffusive electron
spin transport obscures that due to the smaller longitudinal
SSE [12]. If optical absorption instead occurs in an optically
thick nonmagnetic (NM) metallic layer directly adjoining the
first FM layer, then ultrafast demagnetization can occur by
transport of thermalized electrons from the NM to the first
FM, with thermalized electrons also carrying spin angular
momentum between the first and second FM layers [13]. A
smaller but much longer lived (∼100 ps) STT can then arise
due to the LSSE and is found to noticeably affect the phase of
precession in the second FM layer [14]. In the present study, we
instead explore Y3Fe5O12/Cu/Ni81Fe19 spin valve structures in
which the Y3Fe5O12 (YIG) layer is an electrical insulator so
that the effects of superdiffusive spin currents from the YIG
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TABLE I. Composition of the samples studied. For samples T2 and T3 a piranha etch was applied
to the surface of the YIG layer before deposition of the metallic overlayers.
Sample Composition
R1 GGG/Cu (8 nm)/Ni81Fe19 (2 nm)/Al (2 nm)
R2 GGG/YIG (140 nm)/Cu (8 nm)/Al (2 nm)
T1 GGG/YIG (66.5 nm)/Cu (8 nm)/Ni81Fe19 (2 nm)/Al (2 nm)
T2 GGG/YIG (62 nm)/ Cu (8 nm)/Ni81Fe19 (2 nm)/Al (2 nm)
T3 GGG/YIG (62 nm)/Cu (3.5 nm)/Ta (1 nm)/Cu (3.5 nm)/Ni81Fe19 (2 nm)/Al (2 nm)
are eliminated and where the influence of a longitudinal SSE
associated with magnons in the YIG layer can be assessed in
the absence of the SDSE.
II. EXPERIMENTAL CONSIDERATION
The structure of the samples studied is shown in Table I.
All samples were fabricated upon single-crystal Gd3Ga5O12
gadolinium gallium garnet (GGG) substrates of (111) orien-
tation. The GGG substrate has the same crystal structure as
and similar lattice constant (1.2383 nm) to YIG (1.2376 nm),
while the thermal expansion coefficients are also similar.
The YIG was grown by RF sputtering in an argon/oxygen
atmosphere, with 5% oxygen, at a pressure of 2.4 mTorr. The
flow rates were 22.8 and 1.2 cm3/min at STP for the argon
and oxygen, respectively, while the growth rate was 0.22 Å/s.
The samples were then annealed in air for 2 h, being heated
to 850 °C at 7 °C per minute before being cooled at a similar
rate to avoid damage of the film due to thermal shock. In
some cases, a piranha etch [16] was applied to the surface
of the YIG film after annealing to remove dead layers and
improve surface quality. The samples were then placed back in
the sputtering chamber for deposition of the metal layers. X-ray
measurements were made on calibration samples to determine
the sample thickness. It is now known that interdiffusion occurs
at the GGG/YIG interface [17] but is limited to about 6 nm.
Therefore, the YIG thickness was chosen to be ∼60 nm so that
the upper part of the film had the composition of pure YIG. A
copper layer thickness of 8 nm was chosen to eliminate any
interlayer exchange coupling between the YIG and Ni81Fe19
layers, while being short compared to the spin diffusion length
so that there should be negligible attenuation of the spin current
while passing through the Cu layer. The absorption length for
transverse spin current within the Ni81Fe19 is expected to be
∼1 nm [18] and so a thickness of 2 nm was chosen so that
the spin current should be mostly absorbed and exert a large
torque on the magnetic moment of the Ni81Fe19 layer. A control
sample was fabricated with a 1-nm Ta layer in the middle of
the Cu spacer to produce strong spin scattering and hence
reduce the transport of spin angular momentum from YIG to
Ni81Fe19.
All-optical pump-probe measurements were performed
with a Ti:sapphire ultrafast regenerative amplifier laser system
providing pulses of typically 74-fs duration at a repetition rate
of 100 kHz. The 800-nm-wavelength pump beam was aligned
at near normal incidence, while the frequency-doubled 400-nm
probe beam was aligned 15° from the normal, with both
beams passing through a conical hole in the pole piece of an
electromagnet specifically designed for polar magneto-optical
Kerr effect (MOKE) measurements [19]. The experimental
geometry is shown in Fig. 1. The pump and probe beams
had s and p polarization, respectively, and were focused to
spots of 120 and 40 μm full width half maximum diameter,
respectively, as determined by a laser beam profiler. The pump
pulse is partially absorbed in the metallic overlayers of the
sample, before passing through the optically transparent YIG
and GGG. The electrons excited within the metal thermalize
within a few hundred femtoseconds, at which point the
electron temperature exceeds that of the lattice and maximum
demagnetization of the Ni81Fe19 occurs [20]. The electron
and lattice temperatures then converge on picosecond time
scales and the magnetization of the Ni81Fe19 begins to recover
as the electron temperature falls. A significant temperature
difference is created initially across the YIG/Cu interface,
which then falls as heat is transported into the YIG so that
a large thermal gradient develops within the YIG layer. The
temperature gradient is expected to generate a magnon spin
current in the YIG, which is converted into an electronic













FIG. 1. Schematic representation of the optical pump-probe
experiment.
134431-2
THERMALLY INDUCED MAGNETIZATION DYNAMICS OF . . . PHYSICAL REVIEW B 96, 134431 (2017)
difference across the YIG/Cu interface also leads to spin-flip
scattering of electrons in the Cu from magnons in the YIG,
producing a further contribution to the spin current. The total
spin current is expected to pass through the Cu layer with
minimal attenuation and then be absorbed within the Ni81Fe19
layer generating a STT.
The time-delayed probe pulse senses the total magnetic
response of the sample structure by means of the MOKE. The
probe beam was directed into an optical bridge detector in
which a Glan-Thompson beam splitter directs two orthogo-
nally polarized beams onto two photodiodes. The sum and
difference of the two photodiode outputs are proportional to
the intensity and Kerr rotation angle, respectively. The pump
beam intensity was modulated with a mechanical chopper at
690 Hz and lock-in amplifiers used to measure the change
in polarization and intensity induced by the pump. Due to
the small angle of incidence, the measured Kerr rotation
is predominantly due to the out-of-plane component of the
magnetization via the polar MOKE, although the in-plane
magnetization component that lies within the optical plane of
incidence can also make a small contribution via the longitu-
dinal MOKE.
Typically, measurements were performed with a magnetic
field of 3 kOe applied at an angle of 2.8° relative to the film
normal, with the in-plane field component perpendicular to
the plane of incidence. This field is sufficient to quasialign
the YIG magnetization with the field, while the Py magne-
tization is canted out of plane by the order of 20°. Ultrafast
demagnetization then reduces the out-of-plane demagnetizing
field associated with the Ni81Fe19 magnetization, modifying
its equilibrium configuration and initiating precession. If the
magnetic field is applied exactly normal to the plane of the
sample, the precession frequency is very sensitive to any
slight misalignment of the field orientation. For this reason,
the field was deliberately misaligned by 2.8° so as to obtain
a well-defined precession frequency. The large angle induced
between the YIG and Ni81Fe19 magnetization is also expected
to increase the initial Slonczewski STT acting upon the
Ni81Fe19 so that its effect upon the precessional dynamics
can be more easily observed.
III. THEORETICAL CONSIDERATION
Since the diameter of the focused probe spot is one-third
that of the pump spot and also much larger than the thickness
of the YIG/Cu/Ni81Fe19 trilayer, the magnetization dynamics
may be reasonably described by a macrospin solution of the
Landau-Lifshitz-Gilbert (LLG) equation with additional terms
that describe STT. Assuming that the orientation of the YIG
layer magnetization remains fixed, which will be justified by
measurements to be presented for the YIG reference film R2,
the LLG Slonczewski equation of motion for the Ni81Fe19 free
layer in the macrospin limit may be written as
∂M
∂t




− aM × (M × p) + bM × p. (1)
The first term on the right-hand side describes the torque
on the Ni81Fe19 free layer magnetization M due to Heff , the
sum of the external, anisotropy, and demagnetizing fields,
while γ is the gyromagnetic ratio. The second term describes
the Gilbert damping, where α is the dimensionless Gilbert
damping parameter. The third and fourth terms represent
the Slonczewski antidamping (in-plane) and fieldlike (out-of-
plane) STT terms due to injection of a spin current and p is
a unit vector parallel to the magnetization of the YIG. The
fourth term is usually assumed to be negligible for metallic
nonmagnetic spacer layers supporting diffusive transport and
so is neglected in this work. The constant a determines the
size of the antidamping torque and can be written as a =
|g|μBηJs/2edM [2], where g is the spectroscopic splitting
factor, μB is the Bohr magneton, η is the efficiency of transfer
of spin current from one layer to another, which ranges from
0 to 1, d is the thickness of the free layer, and Js is the spin
current density expressed in charge units.
Let us choose a Cartesian coordinate system in which the
z axis lies normal to the film plane and the x axis lies parallel
to the in-plane component of the external applied field H, so
that Hy = 0. The orientation of the magnetization may then
be defined by the polar angle θ that it describes relative to
the z axis and the azimuthal angle ϕ defined relative to the x
axis. Any in-plane uniaxial anisotropy field is assumed to be
small compared to the external applied field so that it may be
neglected. The effective field acting on the magnetization then
has components
Heff,ϕ = −Hx sin ϕ, (2)
Heff,θ = Hx cos ϕ cos θ − Hz sin θ + 4πM cos θ sin θ. (3)
The equilibrium orientation of the magnetization in the
absence of a spin current is found by setting the effective
fields equal to zero, yielding
ϕ0 = 0, Hx cos θ0 − Hz sin θ0 + 4πM cos θ0 sin θ0 = 0. (4)
Assuming that the dynamic components of M and Heff are
small, Eq. (1) is expected to have harmonic solutions of the
form
θ = θ0 + θ1e−iωt , ϕ = ϕ1e−iωt , (5)
where θ1  θ0. After linearizing, Eq. (1) takes the form of
simultaneous linear equations for θ1 and ϕ1, which have
nonvanishing solutions when
ω2
|γ |2 = Hx(Hx sin θ0 + Hz cos θ0 − 4πM cos 2θ0)/ sin θ0. (6)
In the experimental configuration described within the
preceding section, excitation of the sample by a femtosecond
laser pulse leads to a time-dependent demagnetizing field
associated with ultrafast demagnetization and recovery of
the magnetization within the Ni81Fe19 layer and potentially a
time-dependent STT generated by the transient thermal profile
and SSE within the YIG layer. In these circumstances Eq. (1)
is instead solved numerically.
Lateral heat diffusion at the surface of the sample may be
ignored, because the laser spot diameter is much larger than
the stack thickness. The transient temperature profile may then
be obtained from a numerical solution of the one-dimensional
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TABLE II. Assumed parameter values for optical and thermal calculations with an ambient temperature of 300 K. Values were taken from
standard handbooks except where indicated otherwise.
Parameter Al2O3 Py Cu YIG GGG Unit
density 3890 8700 8930 5170 7080 kg/m3
thermal conductivity 1–4.5a 27b 150c 6.63d 7.94d W/m/K
heat capacity 880 430 385 578 400 J/kg/K
refractive index n (800 nm) 1.759 2.2 + j3.6e 0.24991 + j5.0337 2.19 + j2.48 × 10−6f 1.95




















where T is the temperature and z = 0 corresponds to the
position of the interface between the Al cap and the underlying
layer (either Ni81Fe19 or copper), with positive z corresponding
to the direction into the substrate. The calculation assumes
a single temperature for simplicity since the focus of the
present study will be on magnetization dynamics that occur on
time scales greater than 100 ps when the lattice and electron
systems are assumed to be in mutual thermal equilibrium.
A two-temperature model is generally required to describe
the response to optical excitation on shorter time scales.
Here D is the thermal diffusivity (D = κ/ρCp), κ is the
thermal conductivity, ρ is the density, and Cp is the heat
capacity per unit mass within a particular layer. The source
term g(z,t) describes the power density absorbed from the
optical pump pulse. The source term is calculated from
a multilayer transmission and reflection model for light
propagation within a thin film [21]. Optical absorption is
assumed to occur only within the lossy Ni81Fe19 and/or copper
FIG. 2. Change in temperature T as a function of position z
within trilayer sample T1 at selected time delays for a pump fluence
of 1.32 mJ/cm2. The TBR has been included within the calculation.
layers, with other layers in the stack being lossless, i.e., having
negligible extinction coefficients (imaginary component of
refractive index). The Al capping layer undergoes natural
oxidation when exposed to atmosphere and is also assumed
to be lossless. The ambient temperature before application
of the pump pulse is assumed to be 300 K, while the
parameters of individual layers used in the optical absorption
and heat flow calculations are listed in Table II. The thermal
boundary resistance values associated with the interfaces
between different layers are not well known and may depend
upon the detailed interface structure. A value of 1/Rth =
2.49×108 W/m2/K was assumed for the Al2O3/Cu interface
[30], while values of 2×108 and 1×109 W/m2/K were
deduced for Al2O3/Ni81Fe19 and Ni81Fe19/Cu, respectively.
A value of 1/Rth = 2.04×108 W/m2/K was assumed for
YIG/GGG [31], while values of 2×108 and 1×108 W/m2/K
were deduced for Cu/YIG and Cu/GGG, respectively.
There is still debate about which features of the temperature
profile are most important for the injection of spin current
into the Cu layer by means of the SSE [32]. Therefore, both
the change of temperature T and the gradient T were
calculated throughout the structure of trilayer sample T1. The
FIG. 3. Change of temperature T as a function of time at
selected positions within the trilayer sample T1. The curve plotted for
a depth of 10 nm within the sample corresponds to the YIG side of the
Cu/YIG interface. The TBR has been included within the calculation.
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FIG. 4. Temperature gradient as a function of time for two
positions within the YIG layer of the trilayer sample. The values
assumed for the TBR at the Cu/YIG interface are shown within the
legend.
spatial variation of T in trilayer sample T1, induced by a
pump pulse with fluence of 1.32 mJ/cm2, is shown for selected
times in Fig. 2. The time is measured from the peak value of
the pump pulse, which is assumed to have a Gaussian temporal
profile. The time dependence of T at selected depths within
the sample is shown in Fig. 3, specifically in the center of the
Ni81Fe19 and Cu layers, at the Cu/YIG interface, and 40 nm
FIG. 5. Polar MOKE loops obtained from (a) the Ni81Fe19
reference sample R1, (b) the YIG reference sample R2, and (c) the
trilayer sample T1, using ultrafast laser pulses of 400-nm wavelength.
The magnetic field was applied parallel to the sample normal in (c)
and at angle of 2.8° in (a) and (b).
below the Cu/YIG interface within the YIG. The temperature
gradient at these last two positions is plotted in Fig. 4 for
two different values of the thermal boundary resistance (TBR)
at the Cu/YIG interface, demonstrating the sensitivity of the
calculation to this parameter.
IV. RESULTS
The magnetic anisotropy of the fabricated samples was
first investigated by polar MOKE measurements using the
400-nm-wavelength probe beam generated by the ultrafast
laser system as shown in Fig. 5. Polar MOKE loops obtained
from the reference Ni81Fe19 (R1) and YIG (R2) films are shown
in Figs. 5(a) and 5(b), respectively, while the loop for trilayer
T1 is shown in Fig. 5(c). The observation of sharp saturation
features for the two constituent layers within the trilayer
indicates that there is negligible dipolar or exchange coupling
between the two layers. Indeed, the observed saturation fields
for the trilayer are similar to those observed for the reference
samples. The saturation field Hsat corresponds to the effective
demagnetizing field (4πMeff) for a particular layer. In the case
that there is negligible perpendicular anisotropy, of either bulk
or interfacial origin, the saturation magnetization may be im-
mediately calculated. Within pump-probe measurements the
time-resolved MOKE (TRMOKE) signal in general contains
contributions due to both reduction and reorientation of the
magnetisation. Therefore, the reduction of the spontaneous
magnetization was first determined from pump-probe mea-
surements made with a magnetic field applied close to the
sample normal, and of strength sufficient to quasialign the
magnetization with the field, so as to suppress precession.
For all samples TRMOKE scans were measured for
both positive and negative applied fields and the difference
calculated to remove nonmagnetic effects. The difference
scans are presented in Fig. 6. Figure 6(a) shows the TRMOKE
response obtained from the GGG/YIG/Cu reference sample R2
with a field of 6.4 kOe applied normal to the sample plane. The
maximum demagnetization, of up to about 3%, is observed at
a time delay of around 0.7 ns. Since the YIG is transparent, the
temperature within the YIG layer rises on a time scale of about
1 ns due to thermal conduction from the metallic overlayers, as
shown in Fig. 3. Therefore, the reduction of the magnetization,
and hence the demagnetizing field, has a rather long rise
time and is ineffective in stimulating uniform precession
within the YIG. This lack of precession, and the fact that the
applied field is greater than the out-of-plane saturation value,
justifies the assertion made in the theoretical consideration
that the orientation of the YIG layer within trilayer samples
can be considered fixed during pump-probe measurements.
Figure 6(b) shows TRMOKE signals obtained from the
Ni81Fe19 reference sample R1 for different pump fluences
when a field of 12.4 kOe was applied parallel to the sample
normal. The results of similar measurements made upon
trilayer samples T1 and T3 are shown in Figs. 6(c) and 6(d),
respectively. As expected, the demagnetization signal from the
Ni81Fe19 rises on time scales of hundreds of femtoseconds and
the response of the Ni81Fe19 dominates the signals obtained
from the trilayer samples. A small-amplitude oscillation is
superimposed upon the demagnetization signal in Fig. 6(c),
indicating that precession has not been completely suppressed
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FIG. 6. TRMOKE measurements showing the optically induced
reduction of the spontaneous magnetization, with data for different
pump fluence values offset for clarity. Measurements were made with
fields of (a) 6.4 kOe applied normal to the plane of the YIG reference
sample R2, (b) 12.4 kOe applied normal to the Ni81Fe19 reference
sample R1 (the inset has an expanded time axis), (c) 12.4 kOe applied
normal to the trilayer sample T1, and (d) 13 kOe applied at 2.8° from
the normal to the trilayer sample T3.
in this one case. The demagnetization response may still be
extracted by smoothing the oscillatory component. Therefore,
the data from Figs. 6(b)–6(d) provide a good estimate of
the time dependence of the Ni81Fe19 saturation magnetization
within samples R1, T1, and T3.
Although not clearly visible due to the range of the time
axis in Fig. 6(a), the TRMOKE data for the YIG reference
sample R2 exhibit high-frequency oscillations with frequency
of about 95 GHz for time delays up to 0.1 ns. The raw scans
acquired for positive and negative field polarities are shown in
Fig. 7. A sharp peak is now observed at zero time delay with
polarity that is unaffected by reversal of the applied magnetic
FIG. 7. TRMOKE data obtained from the YIG reference sample
R2 for four different values of pump fluence. The red (black) curves
were measured with a field of 6.4 kOe applied parallel to the positive
(negative) z axis. The phase of oscillation is seen to change by π rad
when the field is reversed.
field. This most likely arises from breakthrough of the transient
reflectivity signal from the Cu layer into the rotation channel
of the detector as a result of a slight misalignment of the
incident probe beam polarization [19]. On longer time scales
oscillations are observed that exhibit a phase shift of π rad
when the magnetic field is reversed, suggesting that they are
associated with a magnetic excitation rather than an acoustic
phonon. Since the exchange modes of YIG have been predicted
[33] and observed [34] to lie above 1 THz, it seems more likely
that the mode observed in the present study is a dielectric mode
with some coupling to the magnetization of the YIG [35]. The
frequency of the dielectric mode is expected to depend upon
the dimensions of the confining dielectric layer [36]. This may
explain why the mode was observed in the thicker YIG layer of
reference sample R2 but not within the thinner YIG layers of
the trilayer structures. Given that the character of the mode is
not known, the mechanism for its excitation is also unclear, but
is unlikely to be associated with the thermal demagnetization
of the YIG that occurs on longer time scales as shown in
Fig. 6(a).
Measurements were next made with a field of variable
strength applied at 2.8° relative to the sample normal. Figure 8
shows the TRMOKE signals acquired from the Ni81Fe19
reference sample R1 and trilayer samples T1, T2, and T3. The
experimental data generally consist of an oscillatory response
superimposed upon a multiexponential decaying background.
To extract parameters such as the frequency and amplitude of
oscillation and various relaxation times, the experimental data





























× cos[2πf (t − t0) + 2πβ(t − t0)2 + φ] + C. (8)
Here the first term describes an exponential relaxation of
the sample convolved with Gaussian pump and probe pulses,
where A is the amplitude, t0 is the time at which the centers of
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FIG. 8. TRMOKE signals recorded at different applied magnetic
field values, with the field applied at 2.8° to the sample normal and for
a fixed pump fluence of 0.66 mJ/cm2, from (a) the Ni81Fe19 reference
sample R1 and trilayer samples (b) T1, (c) T2, and (d) T3.
the pump and probe pulses coincide at the sample, w defines
the pulse width, t1 is the relaxation time, and erf is the Gaussian
error function. The second phenomenological term describes
a damped oscillatory response of the sample, where B is the
amplitude, f is the frequency of oscillation, t2 describes the
relaxation of the oscillatory component, β is a parameter that
adds a linear chirp to the oscillation, and φ is the initial phase of
the cosine oscillation. The third term with value C represents
a constant offset. Equation (8) was fitted to the experimental
data for positive values of the time delay immediately after the
fall of the initial ultrafast demagnetization peak.
The TRMOKE signals acquired from samples R1 and
T1–T3 at a fluence of 0.66 mJ/cm2 for a range of field values
are plotted in Fig. 8 and have been fitted to Eq. (8). The first
FIG. 9. Field dependence of parameter values extracted for
samples R1 and T1–T3 from Fig. 8. (a) Ultrafast peak height measured
from the raw experimental data. (b) Amplitude B, (c) frequency f ,
and (d) relaxation time t2 of oscillation obtained by fitting the data of
Fig. 8 to Eq. (8). The curves in (c) are calculated from Eqs. (4) and
(6) for values of g = 2 and M = 800, 700, and 637 emu/cm3.
term in Eq. (8) has amplitude A that tends to increase with
field value and relaxation time t1 that shows no clear field
dependence, and is most likely associated with the recovery of
the spontaneous magnetization. The third offset term is small
and may arise from inductive pickup within the measurement
electronics. The fitted parameter values from the second term
are of principal interest here. The amplitude, frequency, and
relaxation time of the oscillations have been plotted in Fig. 9,
together with the height of the initial peak taken from the
raw experimental data in Fig. 8. Although not plotted, a chirp
parameter was generally required, reflecting a gradual change
in frequency of order 0.01 GHz/ns that occurs as the sample
temperature decreases and the spontaneous magnetization
recovers. The phase of oscillation varied somewhat between
different samples but was only weakly dependent upon the
applied field value. Similar trends are observed in Fig. 9 for
all four samples. The height of the ultrafast peak rises initially,
but then appears to saturate near Hsat, as might be expected
since the polar component of the magnetization dominates the
measured signal. The oscillation amplitude is seen to increase
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FIG. 10. TRMOKE data obtained for different pump fluence
values, with a field of 3 kOe applied at an angle of 2.8° relative
to the sample normal, for (a) the Ni81Fe19 reference sample R1 and
trilayer samples (b) T1, (c) T2, and (d) T3.
initially as the applied field is increased, reaching a maximum
at a field value somewhat smaller than Hsat before decreasing
as the field is increased further. There is a strong similarity
in the field dependence of the frequencies obtained from the
four samples, while the variation of the relaxation time t2 is
broadly similar for all samples. The t2 relaxation times for
samples R1, T1, and T2 are most similar at low field before
becoming more scattered as the field increases towards Hsat.
However, the relaxation times for sample T3 appear to be
systematically smaller.
Figure 10 shows TRMOKE signals obtained from samples
R1 and T1–T3 for different pump fluence values when a bias
field of 3 kOe was applied at 2.8° from the normal to the plane
of the sample. The red curves are fits to Eq. (8) and in each
case begin from the time delay at which the sample response
has settled into a simple damped oscillatory relaxation. For
some large fluence values the first half cycle of oscillation
FIG. 11. Pump fluence dependence of parameter values extracted
for samples R1 and T1–T3 from Fig. 10. (a) Ultrafast peak height
measured from the raw experimental data. (b) Amplitude, (c)
frequency, and (d) relaxation time t2 of oscillation obtained by fitting
the data of Fig. 10 to Eq. (8).
exhibits an anomalous behavior and so has been excluded
from the fitting. Measurements were performed in order of
increasing pump fluence, with the measurement at the lowest
fluence value being repeated after each increase in fluence. For
sample T1 a noticeable change in the sample response at low
fluence was first observed after exposure to a pump fluence
of 2.65 mJ/cm2, suggesting that this is the threshold value at
which damage to the sample occurs. For the other samples
the pump fluence remained sufficiently small that the damage
threshold was not reached.
The parameter values obtained from the TRMOKE data of
Fig. 10 are shown in Fig. 11. The ultrafast demagnetization
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peak is seen to exhibit a roughly linear increase with pump
fluence for all samples, with values that are generally larger
for R1 and T1 compared to T2 and T3. Deviations from the
monotonic trend, e.g., between 1 and 1.25 mJ/cm2 for sample
R1, may indicate some drift in the overlap of the pump and
probe spots upon the sample surface. The variation in peak
height observed between different samples, which is generally
similar to that observed in Fig. 9, may reflect differences
in the optical constants of the four samples that influence
the absorption of the pump pulse. The oscillation amplitude
shows a more complicated behavior. For T2 and T3, the
samples that received the piranha etch, the amplitude increases
slowly at first but then rises dramatically when the fluence
exceeds 1 mJ/cm2, whereas for R1 and T1 the amplitude
increases more strongly for low fluence before decreasing
above 1 mJ/cm2. It should be noted that the excitation
and evolution of precessional oscillations depend upon the
temperature of the Ni81Fe19 layer at times after the rise of the
ultrafast demagnetization peak. The temperature profile and
its temporal evolution are sensitive to the thermal parameters
of the stack, which may vary between samples and may have a
nonlinear dependence upon the pump fluence. Therefore, the
complicated variation of the precession amplitude may not be
surprising. On the other hand, the frequency and relaxation
time t2 of the oscillatory response show similar behavior for
all samples up to a fluence of about 1.5 mJ/cm2. In this region
the frequency decreases gradually with increasing fluence,
while the relaxation time decreases more strongly with some
outlying data points. For example, the anomalously small
relaxation time t2 for sample T3 at a fluence of 0.44 mJ/cm2
occurs because the oscillatory signal does not exhibit a simple
exponential decay in this case. Beyond a fluence of 1.5 mJ/cm2
both frequency and relaxation time show increased scatter.
From Fig. 10, the phase of oscillation (not plotted in Fig. 11)
shows only a weak dependence upon pump fluence until a
threshold of 1.21, 1.21, and 1.33 mJ/cm2 for R1, T1, and T2,
respectively, whereas a threshold does not appear to be reached
for T3. Again, the fitted chirp parameter, also not shown,
corresponds to a frequency decrease of order 0.01 GHz/ns.
In order to gain greater insight into the origin of the
observed precessional oscillations, numerical solutions of
Eq. (1) were first calculated for the simplest structure, the
Ni81Fe19 reference film R1. Excitation by the pump pulse
leads to an initial modification of the magnetic parameters
of the sample on a time scale that is short compared to
the period of precession. These same parameters then relax
more gradually towards their ambient values with increasing
time delay. As a first approximation, the Gilbert damping
parameter α and the spectroscopic splitting factor g were
assumed to be independent of time delay with values of 0.01
and 2, respectively. The spontaneous magnetization varies
strongly with time delay. An ambient value of 637 emu/cm3
was determined from the out-of-plane saturation field in
Fig. 5(a), while the time dependence of the magnetization was
obtained by linear interpolation between the fluence values
used for measurements with a large out-of-plane field shown
in Fig. 6(b). Any volume or surface-type magnetocrystalline
anisotropy was assumed to be negligible. The numerical
solution yields the time-dependent magnetization, which may
then be turned into a Kerr rotation, for comparison with the
FIG. 12. Simulated (red curves) and TRMOKE data for different
pump fluences for the Ni81Fe19 reference sample R1. The assumed
time dependence of the magnetic parameters is described in the text.
experimental data, by normalizing the out-of-plane component
of magnetization to the height of the polar hysteresis loop.
For small values of the pump fluence it was found that
good agreement between the phase of the measured and
calculated oscillations could be obtained by adding 10% of
the longitudinal magnetization component (i.e., the component
that lies both in the plane of the sample and within the plane
of optical incidence) to the polar magnetization component
in the simulation, as shown in Fig. 12. Some contribution
from the longitudinal Kerr effect is expected when the probe
beam is incident at 15° to the sample normal, but its size
relative to the polar Kerr signal has a complicated dependence
upon the optical parameters of the different layers within
the sample and is not easily calculated from first principles.
Indeed, this may explain the small but noticeable difference
in phase values observed between the samples R1 and T1–T3.
The frequency and phase of the oscillations are in reasonable
agreement for all but the largest fluence value, where the
assumption that the damping parameter is independent of
delay time may become inadequate. This suggests that the
numerical macrospin solution of Eq. (1) may be used to obtain
a qualitative understanding of the trilayer sample response to
STT generated by means of the SSE as long as the pump
fluence is not too large.
Solution of Eq. (1) for the trilayer samples requires that the
time dependence of the STT terms be known. Neglecting the
fieldlike term, the amplitude of the antidamping torque a is
assumed to be proportional to the spin current Js generated by
the SSE. At present, there is no consensus as to whether the
spin current is driven by the temperature difference across the
YIG/Cu interface, shown in Fig. 2, which depends strongly
upon the thermal boundary resistance, or the temperature
gradient shown in Fig. 4, which depends strongly upon the
position z relative to the surface of the sample. In either
case the calculated temporal dependence is complicated and
subject to assumptions made about the parameters shown in
Table II. Clearly, a STT that exhibits a supralinear decrease
with increasing time will have the greatest influence upon
the short time-scale dynamics and influence the phase of
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FIG. 13. (a) Calculated TRMOKE signals for different spin
current densities stated in charge units of A/cm2. Also shown is
the trajectory of the Ni81Fe19 layer magnetization for spin current
densities of (b) Js = −104 A/cm2 and (c) Js = −3.2×106 A/cm2.
precession more strongly than its subsequent damping. Since
the measurements of Fig. 10 did not show any systematic
variation of this phase, it is more fruitful to consider the
precessional oscillations that occur on longer time scales.
Calculations were performed for the simplest case, in which
the time dependence of the STT is described by a Heaviside
(step) function, as shown in Fig. 13, in order to establish an
upper bound for the magnitude of the STT operating on these
time scales. Again, the Ni81Fe19 layer was assumed to have
g = 2 and α = 0.01, while its magnetization was assumed to
have the same time dependence as for sample R1 in Fig. 12,
and 10 % of the longitudinal magnetization component was
included in the calculation of the magneto-optical response.
In the absence of spin current the Ni81Fe19 magnetisation
exhibits a damped elliptical precession about its equilibrium
orientation. Increasing the spin current density with positive
sign leads to increased damping of the precession, while a spin
current density of negative sign leads to reduced damping. In
both cases, the phase of oscillation changes gradually with
the magnitude of the spin current. Beyond a threshold value
of order −106 A/cm2 the damping is fully compensated and
the amplitude of precession begins to increase with time until
the magnetization switches to a new trajectory for which the
magnetization precesses about the normal to the plane of the
sample.
V. DISCUSSION
The optically induced dynamics of trilayer and reference
single-layer structures have been presented for different values
of the pump fluence and applied field in Figs. 6–8 and 10. All
the structures containing a Ni81Fe19 layer (R1 and T1–T3)
show clear precessional oscillations of the Ni81Fe19 magneti-
zation that are induced by ultrafast demagnetization when the
static magnetization of the Ni81Fe19 is canted with respect
to the applied field. In contrast, the YIG does not exhibit
uniform mode precession because it demagnetizes more
slowly (∼100 ps) by means of the spin-lattice interaction. The
frequency of precession of the Ni81Fe19 is well described by an
analytical solution of the linearized Landau-Lifshitz equation
as shown in Fig. 9. Both the polar saturation field, shown in
Fig. 5, and the field dependence of the precession frequency
depend upon the effective 4πM thin-film demagnetizing field.
These measurements suggest that the effective demagnetizing
field is somewhat smaller for samples R1 and T1 compared
to T2 and T3, for which the surface of the YIG was etched
before deposition of the metallic layers. The difference may
result from a difference in the spontaneous magnetization of
the Ni81Fe19 layer, or surface anisotropy at its interfaces that
we have hitherto ignored, or perhaps due to roughness or
discontinuities in the structure of the Ni81Fe19 layer.
For the trilayer structures, numerical solutions of the full
Landau-Lifshitz equation presented in Fig. 13 clearly show
that the relaxation time of the precessional oscillations should
be noticeably modified by the presence of STT generated by
the SSE as the magnitude of the spin current density increases
from 104 to 105A/cm2. The relaxation of the precessional
oscillations is shown in Figs. 8 and 10, while the extracted
relaxation times are shown in Figs. 9 and 11. There is no
conclusive systematic difference between the damping of the
oscillations in R1, T1, and T2, at least for pump fluences up to
1.5 mJ/cm2, while there is a general tendency towards greater
damping in T3. Since there is no YIG layer in R1, it therefore
seems unlikely that there is significant STT generated by the
SSE within any of the samples studied here. Rather, the larger
damping within T3 may be associated with pumping of spins
into the Cu spacer layer by the precessing Py magnetization,
which are scattered strongly by the inserted Ta layer. There are
more significant differences in the behavior of the TRMOKE
signals acquired at the largest fluences shown in Fig. 10.
Notably, the phase of the first half cycle of oscillation may be
modified. However, a very similar effect was again observed
for both samples R1 and T1, and attempts to reproduce this
phase shift using our simple model proved to be unsuccessful.
On the other hand, since irreversible changes were observed
in the response of T1 for a fluence of 2.56 mJ/cm2, the
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high-fluence behavior may also be influenced by reversible
structural changes induced by the pump pulse. A more detailed
understanding of such effects is required to understand the
observed variations in phase.
The thermal modeling presented in Figs. 2–4 shows that
excitation by femtosecond laser pulses may induce transient
temperature changes of hundreds of degrees Kelvin and
temperature gradients of up to 1010 K/m that exceed those
realized in conventional transport measurements by many
orders of magnitude. Although the values of many of the
parameters used in the modeling are poorly known, one might
still expect the STT generated by the SSE to be maximized
in such experiments. The lack of any evidence for STT
influencing the dynamics observed in this study suggests that
either the YIG/Cu interface is ineffective in transmitting spin
current in the present samples or the spin current generated
by the LSSE during the first few nanoseconds after optical
excitation has magnitude of order 104 A/cm2 or smaller.
The former explanation seems unlikely since YIG/Pt samples
fabricated in the same growth system have exhibited spin Hall
magnetoresistance [37], current drive ferromagnetic resonance
with a spin-orbit torque contribution [38], and large dc inverse
spin Hall effect voltages when precession was excited in the
YIG [39]. Therefore, high spin transmissivity can also be
expected at the YIG/Cu interfaces studied here.
Recent static studies of the LSSE in YIG/metal thin film
structures have considered the variation of the LSSE coef-
ficient σLSSE = VLSSELz/(LT ), where VLSSE is the voltage
induced along a planar strip of the metal with length L and Lz
is the total thickness of the layers supporting the temperature
difference T . It was found that σLSSE increases with YIG
thickness but then saturates when the thickness exceeds the
average propagation length of the thermal magnons [40],
which was determined by Guo et al. to be about 1 μm at 300 K
[32]. Guo et al. also observed that σLSSE exhibited a maximum
at a temperature that increased with decreasing YIG thickness.
As the temperature is reduced the magnon propagation length
increases, causing σLSSE to increase, until it becomes limited
by the thickness of the YIG. Further reduction of temperature
leads to a smaller population of thermal magnons with fixed
propagation length so that σLSSE then decreases. The same
authors also observed that σLSSE was reduced when a 2-nm
Cu layer was inserted between YIG and Pt layers, suggesting
that interface structure influences the transmission of the spin
current.
From these published LSSE measurements it is possible to
estimate the magnitude of the spin current generated within
the optically stimulated measurements presented here. Guo
et al. obtained a value of σLSSE ∼ 0.03 μV/K at 300 K for
a YIG film of 150 nm thickness with an overlayer of Pt
of thickness dPt = 5 nm. They also stated values of θH =
0.068, ρPt = 0.42 μm, and λPt = 2 nm for the spin Hall
angle, resistivity, and diffusion length of the Pt, respectively.
The associated spin current density, expressed in charge units,
is then given approximately by JS = σLSSEdPt∇T/(θPtρPtλPt).
A thermal gradient ∇T of 2×109 K/m, similar to that which
might be expected close to the Cu/YIG interface from Fig. 4,
then yields a spin current density of order 5×103 A/cm2. From
Fig. 13, this is about an order of magnitude too small to have a
noticeable effect upon the damping of the precession reported
in the present work. While the strength of the SSE may be
increased substantially in thicker films at temperatures of about
100 K [32], this is unlikely to be attractive for applications in
data storage technology. Instead it may be more productive to
adjust the thermal parameters of the stack so as to sustain a
larger temperature gradient within the YIG layer.
Heating by femtosecond laser pulses can also generate
significant temperature differences across a YIG/metal inter-
face because optical absorption occurs preferentially within
the metal. In the recent study of Kimling et al. [10], which
employed pump fluences comparable to those in the present
study, it was inferred that a temperature difference of order
10 K can be generated across the YIG/metal interface over
time scales of order 100 ps. For YIG/Cu, the spin current
density was found to be equal to the temperature difference
across the interface multiplied by a factor of approximately
3×108 A m−2 K−1. From Fig. 3, calculated for a pump fluence
of 1.32 mJ/cm2, the temperature difference across the Cu/YIG
interface corresponds to the difference of the curves plotted
for depths of 6 and 10 nm and is at a maximum value of
order 100 K after 10 ps, corresponding to a maximum spin
current density of 3×106 A/cm2, before decreasing to the
order of 1 K after 1 ns. This should manifest as a deviation
from simple exponential damping, with noticeably different
damping during the first few hundred picoseconds. However,
the data in Figs. 8 and 10 are well described by simple
exponential damping, while Figs. 9 and 11 do not suggest
any significant difference in damping between sample R1
and samples T1 and T2. It may be that the TBR, and hence
the temperature difference across the Cu/YIG interface, is
smaller than assumed in our calculations or that the spin
transmissivity of the interface is smaller for our samples.
Improved understanding of the interface is required to produce
larger temperature differences simultaneously with high spin
transmissivity so that useful torques may be obtained.
In summary, the optically induced dynamics of
YIG/Cu/Ni81Fe19 spin valves and YIG and Ni81Fe19 reference
structures have been investigated in ultrafast pump-probe mea-
surements. While the precessional dynamics of the Ni81Fe19
can be well understood in terms of a simple macrospin model,
there is no evidence for the presence of STT associated
with spin current generated by means of the LSSE within
the YIG layer. The experimental approach developed here
may be useful in exploring other structures in which a fuller
consideration of thermal and interfacial properties may be used
to generate larger thermal gradients and interfacial temperature
differences and hence larger spin currents.
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