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Abstract 
Substitution spans many areas in programming language theory. It plays a central role in the 
lambda calculus (hence functional programming), in first and higher-order unikation (hence logic 
~ro~ramming), in parameter passing methods (hence imperative programming), etc. Recently re- 
searchers became interested in shifting from the usual atomic, coarse grained view of substitution 
to a more refined, h e  grained one. Substitution is promoted from the metalevel (our language of 
discourse) to the object-level (our language of study). This is interesting when studying the opera- 
tional interpretation of the formalisms in question. Calculi of object-level or explicit substitution is 
the concern of this thesis. The following three study axes are developed. 
First we consider perpetual rewrite strategies in lambda calculi of explicit substitutions. These 
are rewrite strategies that preserve the possibility of inhite derivations. Also, we study how to 
characterize inductively the set of terms that do not possess infinite derivations (the strongly nor- 
malizing terms). Polymorphic lambda calculus with explicit substitutions shall receive our attention 
too, including properties such as subject reduction and strong normalization. 
Secondly, we put the G-calculus of M.Abadi and L.Cardelli augmented with explicit substitutions 
under the microscope. This calculus is at the level of the lambda calculus but is based on objects 
instead of functions. Properties such as simulation of the lambda calculus, confluence and preserva- 
tion of strong normalization (terms which are strongly normalizing in q are also strongly normalizii 
in q with explicit substitutions) are considered. 
Finally, we address the task of reducing higher-order rewriting to first-order rewriting. We fix 
a variant of Z-Khasidashvili's ERS (dubbed SERSdb) as our departing formalism and provide a 
conversion procedure to encode any ERS as a &-&order rewrite system in which a rewrite step 
takes place modulo an equational theory determined by a calculus of explicit substitutions. The 
latter is achieved with the aid of a macro-based presentation of calculi of explicit substitutions, thus 
parametrizing the conversion procedure over any calculus of explicit substitutions in compliance 
with the aforementioned presentation. The conversion procedure is in charge of encoding higher- 
order pattern matching and substitution in the first-order framework. Properties relating the rewrite 
relation in the higher-order framework and that of the resulting first-order system are studied in 
detail. We then identify a class of SERSdb for which the resulting first-order system does not 
require the equational theory to implement higher-order pattern matching, thus contenting itself 
with syntactic matching. It is argued that this class of systems is appropriate for transferring results 
from the first-order framework to the higher-order one. As a non-trivial example we study the 
transfer of the (strong) standardization theorem. 
Resumen 
La operaci6n de sustituci6n constituye un engranaje bhico en los fundamentos de la teoria de 
lenguajes de programaci6n. Juega un rol central en el lambda cdculo (por ende, en lenguajes de 
programaci6n funcional), en unificac6n de primer orden y de orden superior (por ende, en lenguajes 
de programaci6n basados en el paradigma lbgico), en modalidades de pasaje de parhetros (por 
ende, en lenguajes de programacibn imperatives), etc. Recientemente, investigadores en informhtica 
se han interesado en el pasaje de la noci6n usual de la sustituci6n, athmica, y de gruesa granularidad, 
hacia una noci6n m6.s refinada, de m6s fina granularidad. La noci6n de sustituci6n es transportada 
del metalenguaje (nuestro lenguaje de discurso) al lenguaje objeto (nuestro lenguaje de estudio). 
Como consecuencia de ello se obtienen 10s llamados cdculos de sus~tuciones expMcih. Estos son 
de sumo inter& a la hora de estudiar la interpretaci6n operational de 10s formalism05 en cuesti6n y 
constituyen los objetos de inter& de esta tesis. Se desarrollan los siguientes tres ejes de estudio: 
Primero, se consideran estrategias de reescritura perpetuas en lambda cdculos con sustituciones 
explicitas. Estas son estrategias de reescritura que preservan la posibilidad de reducciones jnfinitas. 
Se propone una caracterizaci6n inductiva del conjunto de t6rminos que no poseen reducciones in- 
finitas (los llamados fuertemente normalizantes). Un lambda cBlculo polim6rfico con sustituciones 
explicitas tambi6n es analizado, incluyendo propiedades tales como subject reduction y normalizaci6n 
fuerte. 
Segundo, colocamm el r-chlculo de M. Abadi and L. Cardelli enriquecido con sustituciones 
explicitas bajo el microscopio. Este cdculo se encuentra en un nivel semejante de abstraccibn 
al lambda cdculo pero se basa en objetos en lugar de funciones. Propiedades tales como simulaci6n 
del lambda chlculo, confluencia y presemi6n de la normalizaci6n fuerte (aquellos tCrminos que son 
fuertemente normalizantes en c tambi6n lo son en c con sustituciones explicitas) son consideradas. 
Finalmente, dirigimos nuestra atenci6n a la tarea de relacionar la reescritura de orden superior con 
aquella de primer orden. Fijamos una variante de los ERS (apodados SERSdb) de 2. Khasidashvili 
como nuestro formalismo de orden superior de partida y definimos un proceso de wnversi6n que 
permite codiicar cualquier SERSdb como un sistema de reescritura de primer orden. En este liltimo, 
cada paso de reescritura se lleva a cab0 maul0 una teoria ecuacional determinada por un chlculo de 
sustituciones explicitas. La misma se formula de manera genkica a travb de m a  presentacidn de 
cdculos de sustituciones explicitas basada en macros y axiomas sobre estas macros, parametrizando 
de esta manera al procedimiento de conversi6n sobre cualquier cdculo de sustituciones explicitas que 
obedece la presentaci6n basada en macros. El procedimiento de conversi6n se encarga de codi6car 
pattern matching de orden superior y sustitucidn en el entorno de reescritura de primer orden. 
Asimismo, propiedades que relacionan la noci6n de reescritura en el orden superior con aquella de 
primer orden son analizadas en detalle. Se identsca una clase de SERSdb para 10s cuales el sistema 
de primer orden resultante de su conversi6n no requiere una teoria ecuacional para implementar 
pattern matching de orden superior, bastando para ello matching sint&tico. Tambihn se arguments 
que esta clase de sistemas de orden superior es apropiada para transferir resultados del entorno 
de reescritura de orden superior a aquella de primer orden. A mod0 de ejemplo netrivial de ello, 
estudiamos la transferencia del teorema de standarizacibn (fuerte). 
Le calcul peut 6tre considkrk comme la thhe  consistant B la transformation d'un objet, la donne'e, en un objet 
nouveau, le ~6suI ta t ,  en utilisant certaines r2gbs de transformataon. Un systhme de r6criture de termes [K1092] 
est un modhle calculatoire dans le sens oh les objets sont spkcfiks comme des s6quences de symboles et les rkgles 
de transformations comme des ensembles de paires d'objets capturh par un schkma ou r2gle de rke'criture. Un 
premier exemple de systkme de r6criture de termes est le Xcalculus [Chu41], cr& par A. Church dans les 
annkes 1930. Les objets s'appellent Xtermes et reprksentent des fonctions ; la seule rhgle de transformation 
est la r&gle P qui code le processus d'application d'une fonction B son argument. Par exemple, le terme   AX.^" 
reprhnte la fonction identitk, l'occurrence la plus B gauche de "x" joue le m6me r6e que le paramhtre formel 
d'une fondion ou proc6dure dans un langage imgratif de programmation (tel que Pascal). 
Le A-terme  A AX.^) 4" est un exemple d'application d'une fonction B son argument, il reprksente la fonction 
identit6 appliquQ B la reprkentation de l'entier 4. On remarque que l'application est dknotke par la juxtaposition 
des termes. On peut dors calculer en appliquant effectivement la fonction B l'argument piice B la rhgle P : 
oii M et N dknotent des A-termes arbitraires et x une variable arbitraire. L'expression (Ax.M)N est aussi 
n o m &  le membre gauche de la rkgle et abrCgCe LHS. Les symboles a{. 4- *I1 qui apparait dans le membre 
droit (abrdgk dhrmais  RHS) de la rkgle reprhnte l'ogration de substitution dans le mCta-langage : M{x + 
N) reprhnte donc le Xterme qui rbulte du remplacement des occurrences de la variable x (le paramhtre 
formel) dans M par N (le paramhtre actuel). En rCalitk, seules les occurrences dites libres de la variable x sont 
remplack, mais nous reviendrons sur les dktails techniques plus tard. Un A-terme de la forme (Ax.M)N est 
appel6 un &radical. L'exemple suivante illustre un calcul en un seul pas de la rkgle P : 
On dit que le Xterme (Ax.x)4 se prdduit au terme 4. Un A-terme sans  radical est une P-fome n o d e  ou 
plus simplement fome nomale. Le Xterme 4 est en particulier une forme normale. 
Il est possible de montrer que le A-calculus avec la seule rkgle P peut reprknter ou coder toutes les fonctions 
calculables (plus formellement les fonctions partielles r&ursives). Ce fait de m6me que sa formulation simple 
et concise justifie l'intCr6t de la communautk informatique pour ce formalisme. ll est cependant diflicile de 
concevoir des programmes concrets h i t s  sous forme de Xtermes. Les langages de programmation fonctionnels 
(comme, par exemple, ML [MTHW], Haskell m 8 8 ]  et CAML [WL93]) sont essentiellement des reprhntations 
utilisables en pratique du A-calculus. M6me s'ils ont considkrablement kvoluk ces cinq dernikres a n n k ,  iIs 
partagent tous comme fondement thbrique le Xcalculus. En fait, pour tous ces langages, le Xcalculus fournit 
un sdnario de preuve convenable pour 1'Ctude de nouvelles constructions de langages. 
Certaines questions auparamt n6gligkes sont desormais ktudik par les informaticiens car le A-calculus est 
considkr6 comme la base de certains langages de programmation : 
a Le processus de calcul s'arr6te-t-il B partir d'un A-terme quelconque ? 
a &ant donnk un Xterme avec au moins deux P-radicaw, cew-ci peuvent-ils 6tre rduits dans un ordre 
quelconque ? 
a Peut-on considkrer le nombre de pas de P-rkduction comme une bonne mesurede la consommation des 
ressources de calcul ? Par exemple, les pas suivants de prMuction ont-ils le m6me milt ? 
'on utiIisera w pour dhoter un trou qui sera rempJac6 dans la suite par des expressions. 
Le premier de ces points, la "tenninaison" ou "nomIisation forte", a kt4 Btudike en profondeur. Le X- - 
calculus, tel que nous l'avons prhenti, ne jouit pas de la propdetd de t-. L'exemple le plus simplea = 
pour illustrer ceci est le Xterme AA oh A = Xz.xx. 
Cependant, pour des ensembles restreints de termes3 on a montrk que la propriktk de t e r m i n k n  est vraie. 
Revenons au deuxikme point. Le thkrkme de Church-Rosser, peuGtre le premier thkorkme syntaxique 
important dkvelop* pour le A-calcul, dit que si deux Xtermes Ml et M2 sont obtenus B partir d'un autre X- 
terme A4 c o m e  rhultats de P-rkductions, alors il existe un autre A-terme M3 tel que Ml et M2 se PrBduisent 
(en un nombre convenable de pas) B Ms. Ce fait est illustrk ainsi : 
oh la flkche +p dknote zero ou plusieurs pas de Frkduction (ce qu'on appelle aussi P-dkrivation). Par 
codquent, si l'on dbduit diffkrents radicaux dans M on trouve toujours un r6duit cornmun (M3 dans la figure). 
Une conskuence importante de ce fait est que si un A-terme poss?.de une forme normale, alors eUe est unique. 
Quant au troisikme point, celui de 17analyse raffin6e des proprietks des pdkrivations (que nous appeuerons 
"techniques d'implantation"), cornme par exemple les techniques de partage d'information sur les graphes et 
les machines abstraites. Une idCe relativement rCcente est de donner B 170@ration de substitution dms le 
mkta-langage (le langage du discours) le droit de citoyennetk dans le langage-objet (le langage d'ktude) en 
l'introduisant comme un nouvel op6rateur. Ceci entraine l'addition de nouvelles rkgles de rk&riture, donnant 
lieu au calcul dit mla l  de substitutions qui permet de d&rire son mkanisme. De cette mani'ere, la prkgle doit 
Etre modi£i& en remplqant la substitution du mkta-langage par le nouvel op6rateur de substitution explicite qui 
le sgcifie. Comme r&ultat de cette transformation on obtient un A-mlalw de substitutions qlicites. Avant 
de prksenter un exemple, nous Ctudierons l'opkration de substitution dans le mkta-langage (celle qui est u t W e  
dans le membre droit de la rkgle ,f3) sur laquelle sont fondks les calculs de substitutions explicites. Comme il 
a 4th dit plus haut, M{x t N }  reprhnte le A-terme obtenu en remplaqant les occurrences de la variable x 
(le paramktre formel) dans M par N (le paramktre actuel). Cette notion est dkfinie en considkrant toutes les 
formes possibles de M, c'est-&dire : une variable, une abstraction (un terme de la forme Xy.P, o~ P est un 
A-terme et y une variable) ou bien une application d7un Xterme B un autre Xterme : 
def (PQ)(x t N} - P{x t N}Q{x c N) 
(Ay .P) {x + N} ef Ay . (Pix + N}) 
X{X i- N }  ef N 
Y{x + N l  dzf - Y 
La premikre clause peut Etre lue ainsi : le rhultat de la substitution des occurrences de x par N dans P Q  est 
l'application des termes resultant de la substitution des occurrences de x par N dans P et Q. Nous pouvons 
supposer qu'il n'y a pas de terme de la forme Ax.M1 dans M, gr&e B la possibilitk de renommer les variables 
dites l i k ,  un rapport dktaillk de ce fait se trouve au chapitre 2 de la these. La dedeme clause peut s'expliquer 
d'une mani6re semblable et les deux derniGres sont Cvidentes. Par cons$uent, {x t N }  traverse M jusq'aux 
variables et finalement les variables sont remplacks par une copie de N ou restent inaltkrk en m6me temps 
que la copie de N est rejet&. Si les clauses de cette ddiinition sont orient& de gauche B droite et les accolades 
remplach par des crochets, en internalisant ainsi l'ograteur de substitution du mkta-langage comme un nouvel 
2 ~ n  effet, on a montr8 que AA est le A-terme le plus petit (ayant le moins de symboles) qui admet une /3-raudion in- 
finie lRSSX99, Omega th&r&me de arensen]. 
3 ~ a r  exemple, les termes simplement typb ou les termes avec des types polymorphes [GLT89]. 
ograteur dans le langage-objet, nous obtenons le Ax-calcul [Ros92, Blo97] : 
(Ax.M)N d ~ ~ t ~  M(x := N) 
(PQ)(x:=N) P(x:=N)Q(x:=N) 
(Ay.P)(x := N) + L ,  Ay.(P(x := N)) X # Y  
X(X := N) +var  N 
Y(X := N) + varf Y X Z Y  
Maintenant un terme est soit une variable, soit une application d'un terme B un autre terme (reprCsent6, comme 
auparavant, par juxtaposition), soit une abstraction, soit un terme de la forme P(x := Q) appelC une "cl6ture". 
De la mEme manibre que la portCe de x (terme dam lequel les occurrences de x sont liCes) dans Ax.M est M, le 
terme P est la portie de x dans P(x := Q). Alors le RHS de la rbgle Beta est un terme nouveau dans le calcul 
et peut Etre considCrC comme une substitution en attente qui devra Etre exbuthe. Le calcul de substitutions de 
Ax est obtenu B partir de Ax en enlevant la Beta-rbgle et sera dCnot8 par x. Chaque pas de Pr6duction peut 
Btre sirnu16 dam le Ax-calcul. ConsidCrons, par exemple, le premier pas de la pdkrivation dkrite plus haut. Il 
peut Btre simulC dans Ax comme suit : 
L'un des EnCfices des calculs de substitutions explicites est que la substitution peut maintenant Etre calculCe 
d'une fapn contr616e. Par exemple, certaines substitutions en attente peuvent ne pas Etre exCcutCes, comme 
l'illustre l'exemple suivant : 
(AY.(Ax.~)(YY))N +Beta ((Ax.z)(YY)) (Y := N) 
+APP (Ax.%) (Y := N)(YY) (Y := N) 
+Lam (Ax.z(Y := N)) (YY) (Y := N) 
+ Varf (AX.%) (YY) (Y := N) 
+Beta z(x := (YY) (Y := N)) 
-+ Varf 
Il faut remarquer qu'il n7a pas CtC n&essaire de calculer la substitution (yy)(y := N), en r6duisant ainsi le temps 
de calcul et la duplication super£lue du terme N. Les calculs de substitutions explicites seront le principal sujet 
d7Ctude de cette thbse. 
En prksence d'un calcul de substitutions explicites pour le A-calculus il est nature1 de se demander si les 
propriCt6s dynamiques (celles du Xcalculus) sont toujours valides. Nous CnumCrons trois exemples : 
Simulation : Si un Xterme M se PrCduit B N alors M devrait aussi se rMuire B N dans le calcul de 
substitutions explicites. Ceci est cohkrent avec notre vue des calculs de substitutions explicites en tant 
qu'analyse plus p r k k  de la /?-rauction, et par la suite du processus de substitution. 
Church-her  : Le Xcalculus jouit de la propriCtC de Church-Rosser. Son calcul de substitutions explicites 
devrait en jouir aussi. Si l'on interprbte le "sens" d'un terme comme sa forme normale (dam notre cadre 
simpUiC des termes sans forme normales n'ayant pas de "sens"), alors l'absence de cette propriCtC pourrait 
rendre quelques termes "ambigus" (termes avec plus d'une forme normale). Ceci est bien sGr indkiable 
puisque, comme nous l'avons dCjB remarque, il n'y a pas de A-termes a m b i i  dans le Xcalculus. 
Pr&ervation de la Normalisation Forte (PSN) : Si un Xterme n7admet pas de dCrivations infinies dans le 
A-calculus, alors quand on rMuit ce mBme terme dans le calcul de substitutions explicites on ne devrait pas 
engendrer une dCrivation infinie non plus. Le processus d'augmenter le A-calculus avec des substitutions 
explicites peut 6tre vu comme un processus d7enrichiiement de dCrivations. N7importe quelle paire de 
Xtermes M et N tels que M ++p N EnCficie d'une riche provision de dCrivations alternatives. PSN 
garantit que l'on enrichit avec prkaution. 
Il y a encore des autres propriCt6s telles que la normalisation forte du calcul de substitutions associC (qui 
dans notre exemple serait x) . 
Compte rendu de la thhse 
Le corps principal de cette thhe est divisC en trois parties : 
Partie1 { Chapitre 3 : PergtuitE dans le calcul de substitutions explicites Ax Chapitre 4 : PedtuitC dans le calcul de substitutions explicites A w s  
Partie I1 { Chapitre 5 : Enregistrements et substitutions explicites pour les objets et les fonctions 
Chapitre 6 : Une notation de De Bruijn pour la rC&riture d'ordre sugrieur 
Chapitre 7 : De la rC&riture d'ordre sugrieur B la r&criture du premier ordre 
Chapitre 8 : Transfert de la standardisation 
Celles-ci sont prCcCd6es par une brsve introduction aux thbries de rC&riture, Xcalculus et calculs de substitu- 
tions explicites (chapitre 2). Dans la suite nous prkentons un rCsum6 du contenu de ces parties en dCtaillant 
les principaux rCsultats obtenus dam chacune d'entre elles. 
Partie I : Perpetuite dans les calculs de substitutions explicites 
La premikre partie de la thhe Ctudie la pedtuit6 dans les calculs de substitutions explicites : la contraction 
de radicaux qui prkerve la pmibilit6 de dCrivations iniinies, ces radicaux sont appelks des radicaux perp6tuels. 
Une stratkgie de r&criture qui rCduit toujours un radical pedtue l  est appel6e stratkgie de rkhiture perpdtuelle. 
Par exemple, la stratkgie "plus B gauche" (celle qui rCduit le radical le plus B gauche) n'est pas pedtuelle pour 
le Xcalculus. En effet, il s d t  de considkrer le A-terme M = (Ax.y)(AA) oii A = Ax.xx. Alors M admet une 
FdCrivation infhie, tout simplement en rauisant le radical le plus B droite : 
(Ax.y)(AA) +p (Ax. y)(AA) +p . . . 
Mais si l'on rCduit le radical le plus B gauche dam M on obtient le terme N = y qui est une forme normale. 
C o m e  le lecteur peut observer, ceci est dO b la nature d'effacement du radical contract6 puisque le sous-terme 
AA n'apparait plus dans N ,  il a CtC effack. L'intCrgt des stratdgies peetuelles est que, si elles normalisent un 
terme M, alors ce terme est fortement normalisant (c'est b dire, toutes les derivations commenqant par M sont 
finies). Par exemple, nous utiliserons nos Ctudes sur la pep5tuit6 pour caractkriser inductivement l'ensemble 
de tous les termes du Ax-calcul qui sont fortement Ax-normalisables. Par "inductivement" nous voulons dire 
que l'ensemble sera d&rit comme le plus petit ensemble vCrXant certaines rkgles, de la mGme manisre que l'on 
d k i t  l'ensemble des A-terrnes ou l'ensemble des thkorsmes d'un certain syst6me logique [Acz77]. Nous utilisons 
aussi la perp6tuitC pour donner une preuve de normalisation forte d'un lambda calcul polymorphe avec des 
substitutions explicites. 
Les stratCgies de rC&riture perpCtuelles pour le A-calculus ont CtC introduites dans [BBKV76], une Ctude 
d'ensemble r&ente est [RSSX99]. Un systkme de rCCcriture de termes (TRS) est dit unzformkment normalisable 
si tous ses radicaux sont perpktuels. Un TRS est dit orthogonal ou dkterministe si le membre gauche de chaque 
rhgle a au plus une occurrence de chaque variable et si il n'y a pas de superposition. En fin, on a les TRS 
non-effa~ants : dans un terme quelconque les arguments dktermink par le LHS d'une r6gle apparait a m i  
dans les arguments dkterrnink par le RHS. J.W. Klop w1080] a montrC que tous les CRS orthogonaux non- 
effqants (et alors tous les TRS du premier ordre orthogonaux non-effqants) sont UniformCment normalisables, 
en gdndralisant ainsi le Thbrkme de Church [CR36] qui Ctablit que le XI-calcu14 est uniformkment normalisables. 
Quant B la caracterisation des radicaux pergtuels 2. Khasidashvili [Kha94, KhaOl] a montrC que tous les 
radicaux non-effaqants sont pergtuels dans les ERS (et donc que tous les radicaux non-effqants sont pergtuels 
dans les TRS orthogonaux du premier ordre), en gCnCralisant ainsi le ThCorkme de Conservation [BBKV76] qui 
Ctablit que les PI-radicaux (i.e. les P-radicaux dam XI) sont perpktuels dans le A-calculus. Les abreviations 
CRS et SERS sont des noms de formalismes de rC&riture d'ordre sugrieur, le lecteur peut trouver plus de 
details dans le chapitre 6 de la thhe. On peut se rCfCrer iL [KOOOla] pour une Ctude exhaustive des stratkgies de 
r&criture peetuelles et une caractCrisation des radicaux peetuels  dans les systkmes de r&riture de termes 
d'ordre sugrieur . 
Tous ces rbultats sont formulCs pour des systgmes orthogonaux, mais le calcul de substitutions explicites 
Ax n'est pas orthogonal. Les rkultats sur la perpktuitC dCjb dkveloppb ne peuvent donc pas s'appliquer. 
Nous Ctudierons pergtuitC dans le Ax-calcul en adaptant une technique introduite iL I'origine pour montrer 
* ~ e  XI-calcul est obtenu B partir du Xtalculus en restreignant la formation des termes : toute abstraction h . M  doit contenir 
au moins une occurrence libre de la variable x clans M. 
vii 
prtkrvation de la normalisation forte des calculs de substitutions explicites [BBLRD96]. Les applications de 
cette ktude sont : 
l formulation d'une dknition inductive de l'ensemble des termes fortement Ax-nonnalisables, 
l deux stratkgies de r&riture pep5tuelles pour Ax, l'une d'elles est calculable, 
l une preuve de normalisation forte d'un calcul typ6 polymorphe avec des substitutions explicites. 
Nous ktudions aussi Aws.  Le Aws-calcul [DG99] est un calcul de substitutions explicites fondk sur la notation 
de De Bruijn (une notation pour le termes dam lequel les variables sont cod& par des nombres) qui est 
considkrablement plus compliquk que Ax & cause de la prkence de la composition des substitutions. Nous 
dkveloppons pour A w s  un programme d'ktude semblable B celui que nous venom de dkrire pour Ax, la seule 
diffkrence ktant que nous ne traitons pas un calcul polymorphe avec des substitutions explicites fondk sur Aws. 
Pour o£frir au lecteur une idke sih la W e r e  de composer des substitutions nous donnons un exemple de rkgle 
qui fait cette t&&e dans le Ax-calcul : 
M(x := N) (y := 0) +, M(x := N(y := 0)) si y n'est pas libre dans M 
Dans le chapitre 4 de la thbse nous dkveloppons une stratkgie de rkkcriture pergtuelle pour A w s  et nous 
formulons une caractkrisation inductive du Aws-termes qui terminent. 
Rkcemment, des travaux suppl6mentaires sur la peMtuitk pour des systkmes non-orthogonaux, avec des 
applications B des calculs de substitutions explicites, ont 6th dkvelopp& [KOOOlb]. 
Proposition de Perp6tuitB et quelques applications 
Le chapitre 3 de la thkse commence par considkrer les rkultats fondamentaux de la technique de preuve 
dkvelopges par P. Lescanne et a1 dans [BBLRD96] afin de d6montrer la prkservation de la normalisation 
forte de Av, un autre calcul de substitutions explicites que nous introduisons brigvement dans le chapitre 2. 
Cette technique est fond& sur l'assignation d'une mesure aux dkrivations et sur l'application d'un argument 
de minimalitk, semblable B celui que Nash-Williams [NW63] a utilisk pour arriver B une contradiction dans 
la preuve du thkorkme de Kmkal. Nous appliquons cette mEme technique pour dkmontrer la proposatzon de 
pe.rp6taitt Cette proposition dit que si M se rkkrit dam N B l'aide du calcul de substitutions x et M p d d e  
une Ax-dkrivation infhie, alors N aussi. Dans le cas oG la rkgle de rkkriture Varf est u t W  pour obtenir N de 
M, nous devons demander additionnellement que le terme klimink par cette rkgle soit fortement Ax-normalisable. 
Cette proposition est suffisante pour pouvoir formuler une caractkrisation inductive de l'ensemble des Ax- 
termes qui terminent, c'est B dire qui ne sont pas la source d'une dkrivation infinie. En effet, sept schkmas 
d'infkrence sont proposh et b partir de la proposition mentionnke auparavant, nous montrons que ces s c h k m  
capturent exactement l'ensemble des Ax-termes qui termbent. 
Ensuite, nous considkrons des stratkgies perp6tuelles pour le Ax-calcul. Une Ax-stratkgie de rkkriture est 
une fonction 3(0) de Ax-termes en termes telle que pour tout Ax-terme M on a M -+A, 3(M), B l'exception 
du cas oii M soit une forme normale. Dans ce dernikre cas nous avons F(M) = M. On dit qu'une stratkgie est 
pep5tuelle si cox,(M) implique cox,(T(M)), oii ~ x x ( M )  indique que M est la source d'une dkrivation infinie 
dans Ax. 
Nous formulons deux stratkgies de rkkriture pour Ax. Nous montrons qu'elles sont pergtuelles B l'aide de 
la proposition de perp6tuitC. Les dew stratkgies consistent B rkkcrire l'un des Ax radicaux le plus B gauche, B 
exception du cas oc ce radical est un Varf-radical y(x := Q). Dans ce dernikre cas soit un radical dam Q est 
rMuit soit le Verf-radical lui mEme est rkduit selon des conditions sur Q. 
Le problkme suivant sur les stratkgies maximales est rest6 ouvert. Soit 3 une Ax stratkgie de rScriture. 
Dkhissons LF(M) '!Z! mh{n ( F ( M )  est une Ax-forme normale) ou F' (M) ef M et F + ~ ( M )  Ef F ( F  (M)) . 
Alors on dit que 3 est maximal ssi M posskle une Ax-forme normale et LF(M) c6hcide avec la longueur max- 
imale d'une dkrivation qui mkne M B sa forme normale. La stratkgie FW(e) (Dknition 3.16, Section 3.2.2 de 
la t h h )  est elle maximale? 
Lambda calcul polymorphe avec substitutions explicites 
Le polymorphisme est une discipline de types qui permet aux fonctions de s'appliquer sur des arguments de 
diffkrents types. Ceci aide B la rkutiiation de code et, avec les fonctions d'ordre supkrieur, est l'un des 
ingreklients essentiels de n'importe quel langage de programmation moderne. Un exemple clmique de fonction 
polymorphe est la fonction identitk I = k . x .  Notons que pour un terme quelconque, cette fonction retourne une 
copie de ce terme, sans regarder la nature du terme en question. Ainsi, pour chaque type r on dit que I p d e  
type r + r.  Ceci peut 6tre rendu interne dans le langage des types en assignant le type Vr.7 -+ r B I ,  oh r joue 
le r6e d'une variable de type, qui vrtrie sur tous les klkments de l'univers de types. Le syst6me F [Gir72, GLT891 
est un ensemble de r6gles de typage pour typer des types polymorphes et deux r&gles de r&iture : le rsgle 
/3 et une r&gle pour instancier des variables de type par des types arbitraires. Nous augmentons le calcul F 
avec des substitutions explicites, en obtenant F,. Comme nous pouvons abstraire pas seulement de variables 
de terme mais aussi de variables de type, deux notions diitinctes de substitution seront introduites et ktudicks : 
substitution de terme et substitution de type. On considhe alors les propriktb suivantes : 
Prbervation de types : la prbervation de types est dkmontrke pour F,. Ce r W t a t  n'est pas vrai pour 
d'autres formulations de lambda calculs avec substitutions explicites bas% sur Ax p10971. Cette situation 
a ktk ensuite inveke dans [Blo99, Bldl],  elle peut donc Stre vue comme une solution indkpendante B ce 
probl2me. Un travail en relation avec nos rksultats est celui de C. Muiioz [Muii97b] qui dC£init un lambda 
calcul typ6 avec substitutions explicites (bask sur une variante linkaire B gauche du calcul Xu) et types 
dkpendants. Il dkmontre la prkservation de types pour ce calcul en introduisant des annotations de type 
dans le constructeur de substitutions . de Xu. Notre solution consiste B considkrer des contextes de 
typage dans lesquels une notion d'kgalitk de types modulo un calcul de substitutions explicites pour les 
substitutions de types sont pris en compte. 
Normalisation forte : nous dkmontrons que tous les termes polymorphes typables sont fortement nor- 
malisables. La preuve est obtenue en appliquant la technique des candidats de r6ductibilitk de J-Y. Gi- 
rard [Gir72], m6me si nous suivons plut6t la prhntation donnke par J. Gallier [Galgo]. La rkductibilitk 
pour dkmontrer des proprikt& de calculs avec substitutions explicites apparait d'abord dans pVruii97bI 
et [Rit93], nkanmoins elle est seulement utilisck pour dkmontrer la normalisation faible. En ce qui concerne 
la normalisation forte, il y a eu aussi d'autres contributions ind6pendantes [Rit99, DM1, HerOO]. L'idke 
que nous suivons consiste B di:hir une fonction d'effacement Ewe(.) qui klimine toute l'information de 
types d'un terme typ6 dans F,, en produisant un Ax-terme non typ6. 
- Montrer que si un terme rbultant de l'effacement de l'information de types est fortement Ax- 
normalisable, alors le terme original est fortement F,-normalisable. 
- Nous obtenons ainsi le rbultat suivant : si M est F,-typable alors Erase(M) est fortement Ax- 
normalisable. Nous gknkralisons ce but en montrant que si M est typable alors Erue(M) suivi d'une 
s6quence de substitutions explicites est fortement Ax-normalisable, ceci implique clairement que lui 
m6me est fortement Ax-normalisable. 
- Le point prkdent  est dkmontrk B l'aide de la technique des candidats de rkductibilitC oii les candidats 
sont des sous-ensembles de Ax-termes qui terminent. La proposition de pe1p6tuitC est cruciale pour 
que cette technique puisse 6tre appliquke. 
Partie 11: Subtitutions explicites pour un calcul 21 objets 
Nous considkrons ici un calcul avec substitutions explicites pour modkliser des langages orientks objets en 
enrichisant le c-calcul de M. Abadi et L. Cardelli LAC961 avec des substitutions explicites. Le q-calcul est un 
formalisme qui se trouve au mGme niveau d'abstraction que le lambda calcul, mais qui se base sur des objets 
B la place que sur des fonctions. On peut le considkrer un calcul minimal dam le sens qu'il s'av&re difficile de 
concevoir un calcul plus simple pour modkliser des constructions des langages orient& objets. Un objet dans le 
q-calcul est une collection de mithodes, les seules structures calculatoires dans le formalisme. 
Le q-calcul est Turing complet dans le sens qu'il peut reprkenter toutes les fonctions calculables. En 
particulier, ce rksultat est dkmontrk [AC96] en proposant une traduction du lambda calcul dans le c-calcul. La 
tradudion simple et klkgante qui achBve ce codage est appelck la traduction fonction-objet. Maintenant, si on 
fixe un calcul de substitutions explicites, disons e, pour rendre la mkta-substitution dans q au niveau objet, il est 
naturelle d'esp6rer que le calcul de substitutions explicites rbultant ce soit capable de coder Ae. Par exemple, 
si on consid6re des substitutions explicites B la v pBLR.D96] pour augmenter le q-calcul, obtenant ainsi qv, on 
voudrait vkrifier que Av est codable dans ~ v ,  et ainsi qv serait au moins si expressif que le lambda calcul. Dans 
un contexte oh les variables likes son dknotkes par des noms et pas par des indices, D. Kesner and P.E. Martinez 
L6pez [KML98] ont vkak  que Ax peut 6tre simulk dans q. Pour vkrifier cette propriktk de simulation ils 
ont adapt6 la tradudion fonction-objet en introduisant une nouvelle notion de substitution appelke substitutaon 
d'iravocation. Cette substitution se comporte differemment de la notion usuelle de substitution car elle reprhnte 
plut6t un remplacement qu'une notion de substitution d'ordre sugrieur. De plus, dans l'environnement avec 
indices et substitutions explicites pr&enti dans cette thke, nous avons vC:rifiB que les enTegisCfements sont aussi 
nikessaires pour coder le Xe dans ce via une traduction fonction-objet. Le chapitre 5 de la thkse Btudie un 
calcul du premier-ordre avec explicit substitutions pour le q-calcul avec enregistrements comme constructem 
primitif;.;. Simulation du Xu-calcul, confluence et preservation de la normalisation forte conferment le centre 
d'attention de ce chapitre. 
L'etude des calculs avec substitutions explicites s'est initibe dam le domaine du A-calculus, cependant il 
y a eu plusieurs travaux dans le domaine plus gen6ral de la rk&riture d'ordre supkrieur c o m e  sous le nom 
des CRS [Kl080], en particulier les Explicit Combinatory Reduction Systems [BR96] et les explicit Reduction 
Systems (XRS) de Pagano [Pag98]. Ces formalismes, mtme s'ils sont definis dans un cadre d'ordre supkrieur 
travaillent avec un calcul de substitutions explicites fixe (C dans le cas des Ekplicit CRS et a* dans le cas des 
XRS).  Nous verrons que notre calcul de substitutions explicites propos6 comme une implementation du s-calcul 
n'est une instance d'aucun de ces deux formalismes mentiom& auparavant. Au moment de la redaction de cette 
the nous avons appris l'existence d'une formalisation independante du c-calcul publi6e par M-0. Stehr [SteOO] 
et bas& sur une reprkentation alternative qui utilise les termes avec la notation de Berkling. Cette notation 
peut Gtre vue comme le resultat de fusionner les indices de De Bruijn et les noms de variables. Ce notation 
serve pas pour r&oudre nos problkmes. 
Un autre travail melangeant calculs avec substitutions explicites et calculs orient& objets est celui de F. Lang 
et a1 [LLL98]. Le merite de ce travail est de donner un environnement un56 pour etudier la skmantique 
opkrationnelle de plusieurs calculs B objets, donc il peut ttre vu comme une approche orthogonale B la notre. 
De plus, ce formalisme est bas5 sur une extension du XUbj-calcul FHM941 plut8t que du c-calcul. Comme le 
XUbj-calcul inclut le Xcalculus, les traductions fonction-objet ne sont pas necessaires dam ce cadre. 
L'incorporation de substitutions explicites 21 < 
Le e-calcul avec substitutions explicites et indices de De Bruijn, que nous appellerons cdb,-calculus, est p rhn te  
dans le chapitre 5 de la thkse. Ce calcul introduit deux formes de substitution dam le langage objet : substitution 
ordinaire et substitution d'invocation. Les rkgles de rCduction pour les substitutions ordinaires sont basks sur le 
calcul Xu de P. Lescanne et al. Mais nous avons aussi des enregistrements (explicites) dans le langage objet de 
qdb,. La section 5.4.1 de la thkse explique pourquoi nous avons besoin des enregistrements comme constructem 
primitif;.; dans le langage. 
Les substitutions de la forme a/ sont appelhes szlbstatzltions ordinaires tandis que les substitutions contenant 
@ I  sont appelks sabstitutions d'invocation. L'ajustement des indices sera different pour ces deux types de 
substitutions. Une autre caracthistique interessante de qdb, est qu'elle p d d e  une forme limit& de composition 
de substitutions. 
Comme nous l'avons dit auparavant les enregistrements peuvent ttre simd& dam le < d b - ~ a l ~ ~ l u s  d'une 
manikre tr5s naturelle. Cette situation n7est plus valable lorsque les substitutions explicites sont introduites 
dam le formalisme et lorsque l'on veut wder le Xu-calcul dans le sdb,-calculus B l'aide d'une traduction fonction- 
objet. Les details se trouvent dans la section 5.4.1 de la thkse. 
En£in, quelques propriCtCs de <dbes sont Ctudibes. La premiGre d'entre elles dit que de la mtme manikre 
que c est capable de simuler Xcalculus, le <dam-calcul peut simuler Xu. On regarde aussi quelques proprietes 
essentielles qui sont demand& pour n'importe quel calcul avec substitutions explicites qui implhente un 
autre calcul oh la substitution est au niveau du langage du discours. La premikre de ces propriCtb est la 
confluence; on utilise pour la demontrer la methode d'inthrpretation [Har89]. La deuxikme est la priservation 
de la normalisation forte. On utilise pour la demontrer une technique due B Bloo et Geuvers [BH98]. Cette 
propriete est l'un des ingraents essentiels dans n'importe quel implementation via des substitutions explicites, 
surtout s'il y a quelque forme d'interaction entre les substitutions comme dam notre cas. 
Partie 111: de la rehcriture d'ordre suphrieur 21 la r44criture du premier ordre 
La partie 111 de la t h h  concerne la traduction de la r6kriture d'ordre sugrieur B la reikriture du premier 
ordre modulo une thkrie Cquationnelle. La rehiture (de termes) d'ordre sugrieur wncerne la transformation 
de termes en presence de mecanismes de liaison pour les variables et des substitutions. Sa thkrie a commence 
avec le travail pionnier de J.W. Klop en 1980 dans sa thke p1080]. L'exemple paradigmatique de systkme de 
r&kriture d'ordre sugrieur est le A-calculus. La notion de substitution dam ce calcul est une operation m6ta 
qui peut ttre vue comme la consCquence de l'existence d'un symbole spkcial appeli: synabo2e de liaison qui a 
le pouvoir de lier des variables dam les termes. Ceci a pour condquenee que la substitution ne peut pas 8tre 
wnsiidQ6e comme la notion usuelle de remplacement du premier orbe, mais plutht m e  une ah qui 
doit respecter le statut (libre ou liC) de chaque variable. Dans ce sens, il est juste de dire que la substitution 
est un 'remplacement respectueux'. Cependant, il serait erron6 de considher la substitution comme un concept 
trivial : la thCorie de la rScriture d'ordre sup6rieur est considCrablement plus compliquC que c e k  du premier 
ordre. 
Plusieurs formalismes de rC&riture d'ordre sup6rieur (HORS) existent, la recherche dans ce domaine est 
actuellement t r h  active. Dans le travail fondateur de J.W. Klop [Klo80] les Combinatmy Reduction Systems 
(CRS) ont kt4 introduits. Plusiews formalismes ont CtC dCfinis plus tard : les Expression Redzcction Sys- 
tems (ERS) de Z. Khasidashvili [Kha9O], les Higher-Order Rewrite System (HRS;) de T. Nipkow [Nipgl], les 
Higher-Mer Term R d e  System D.A. Wolfram [Wo193], les Higher-Order term Rewriting System de V. 
van Omtrom et I?. van R a d o n k  [OR941 qui recouvrent plusieurs autfes formalismes [Oos94, Raa961 et les 
Explicit Redaction Sgstems (XRS) de B. Pagano [Pag98] qui utilisent les indices de De Bruijn. La thkse de F. 
van Rsamsdonk prQente une Ctude d'ensemble dans ce domaine [Raa96]. 
MGme si au niveau mCta l'ex4cution d'une substitution est toujours atomicpe, le miit de son calcul dCpend 
de la forme des termes, en particulier si la capture de variables doit 4b-e 6vitke en utilisant des renommage 
de variables licks (a-conversion). En condquence, il y a un in tCt  bien pratique pour essayer d7Cviter 17a- 
conversion, car n'importe quelle implantation d'un systkme de rCkritm-e dJordre sup6rieur doit inclure des 
instructions concr&tes pow appliquer des substitutions. C o m e  nous l'avons dCjh mentiom6, il y a une technique 
standard introduite par De Bruijn, appelck la notation des indices de De Bruijn, pour Cviter la a-conversion. 
La reprkntation des variables via des indices dlimine complktement la capture de variables. Cependant, les 
fmmalismes de De Bruijn ont &C Ctudib uniquement pour quelques s-mes particdiem (et uniquement au 
niveau des termes) et il nPy pas de formalisme &ndd de rScriture d'ordre sup4rieur avec indices. Nous Ctudions 
ce problkme dam cette thhe en ne nous focalisant pas uniquement sur les termes (comme il est usuellement 
fait dans la littkrature pour le Xcalcul [KR98]) mais aussi sur les mdta-termes, qui sont les objets syntaxiques 
utilis& pour exprimer un systhme de r66critm-e d'ordre sup6rieur. Plus pr&i&ment, nous introduisons une 
notation de De Bruijn pour les ERS, en obtenant ainsi la classe SE&. En effet, nous formulons une version 
simplif?& des ERS que nous appelons SimplGed ERS (SERS), et ensuite nous considCrons une notation de 
De Bruijn pour ce formalisme. La raison du choix du formalisme ERS est que sa syntaxe est plus proche du 
A-calcul. Ainsi la rkgle de r%criture P s'&rit c o m e  app((Xx.M), N) -+ M[x t N j  oa M et N ddnotent deux 
termes quelconques. 
Le formalisme SERS peut 8tre vu wmme l'intwface d'un langage de programmation fond6 sur la rCkriture 
d'ordre sup6rieur. Comme l'utilisation de formalismes fond& sur les variables avec noms sont n k a i r e s  pour 
l'interaction des humains avec les ordinateurs d'une m e r e  amicale, les ressources techniques tels que les 
indices de De Bruijn (et, plus tard, les substitutions explicites) ne doivent pas 6tre visibles, autrement dit, elles 
doivent &re consider& comme une d&iion d'implantation. Un point clC sera l'dtude d4taillke de la relation 
entre les SERS et les SERSda. Les dClhitions d6veloptks dans ce chapitre fournissen des traductions de la 
syntaxe d'ordre suptiriewe avec noms vers celui des indices et vice-versa. Ces traductions sont des extensions h 
l'ordre sup6rieur des traductions qui ont Ctk pr&ent& dans [Cur93], et aussi Ctu&Ces dam w98]. 
Quant aux formalismes de rdkriture d'ordre supdrieure b& sur des indices de De Bruijn, il y a au rnoins, & la 
connaissance de l'auteur, trois classes : les &licit CRS [BR96], les Expficit Reduction S y s t m  (XRS) [Pag98], 
et le Calculus of Indexed Names and Named Indices (CINNI) [SteOO]. Dam [gR96] des substitutions explicites 
8, la Ax @m92, Blo971 sont ajoutkes au formalisme CRS comme un premier pas vers l'utilisation de la r&riture 
d'ordre sugrieure avec des substitutions explicites pour la modClisation de l'ex&ution des programmes fonc- 
tionneb d'une fqon fid'ele. Comme ceci est fait dam un environnement de variables avec mms, l'a-conversion 
doit 6tre prise en compte dans ces systkmes. La classe des XRS de B. Pagano constitue le premier formalisme 
de r6hiture d'ordre sup6rieur qui utilise la notation des indices de De Bruijn et des substitutions explicites. 
Ils sont pr&nt& comme une gkndralisation du A@*-calcul [CHL96] mais aucune comexion avec des formal- 
ismes bien Ctablis comme les CRS, les ERS et les HRS & Ctk Ctablie. En effet, l'expression de r&gles naturelles 
des SERS dans le formalisme des XRS n'est pas triviale. On peut consid&er w m e  exemple un systkme de 
r-ture pour des expressions logiques tel que si inzply(el, ea) se rdduit h une wnstante h e  alors el implique 
logiquement h ea. Une rkgle de r&riture possible serait : 
Un essaie naif pour reprbnter cette rkgle dam un XRS pourrait 8tre : 
- 1  
l C  i C 
I 'f- 
I 
Mais elle n'a pas l'effet d&irk paxce que WM et WM correspondent B 3xVyM et Vx3yM mais Qx3yM et 
Vy3xM ne sont pas 4quivaients. Observer que mcme si nous incorporons des substitutions explicites aux XRS, 
ce problhme se manifeste d6jB au niveau des indices de De Bruijn. Autre exemple qui peut Ctre int6ressant est 
la rhgle qui exprime l'extensionalit6 fonctionnelle q : 
Ax.(app(M,x)) 4 M si x n'apparait pas libre dans M 
qui est usuellement exprim& dans un syst2me fond6 sur des indices de De Bruijn et substitutions explicites par 
la r6gle vab suivante : 
X(app(M, 1)) + N si M =& N[fl 
oh M =E N signifie que M et N sont kuivalents modulo la thbrie des substitutions explicites E (on peut 
prendre par exemple v) .  Ni la r&gle imp ni v d b  peuvent &re exprim& dam le formalisme XRS. Tls n'ont 
donc pas, en principe, le meme pouvoir d'expression que les ERS. Quant aux systhmes de M-0.Stehr [SteOO] 
mentionnb plus haut le mcme probl&me appardt : aucune relation n'est ktablie avec les systhmes de r6&riture 
d'ordre sup6rieur. 
SystBmes de r6duction d'expressions simplifi&s 
Le chapitre 6 de la th6se introduit le formalisme de rkr i ture  d'ordre sup6rieur de variables avec noms appelk 
SERS. Ce formalisme est une simplification convenable des ERS de Khasidashvili [KhaW] qui consiste B 
restreindre les symboles de liaison aux symboles qui lient une seule variable et B restreindre la substitution B la 
substitution simple (en opposition avec la substitution simultanke ou parallhle). 
Un exemple d'un SERS est le Xcalculus, obtenu avec la signature qui contient le symbole fonctionnel app 
et le symbole l ieu A, aussi comme les SERS-r&gles de recriture : app(Aa.X, Z) + p  X[a t Z]. Observer que 
nous avons des symboles de fondion (tel que app), des symboles de liaison (tel que A), des m6ta-variables pour 
les termes (telles que X et Z) et des m6ta-variables pour les variables li6 (telle que a). Nous avons aussi des 
m6ta-variables pour les variables libres. Tant app(Xa.X, Z) comme X[a + Z] sont appelb mgta-temes et sont 
utilisb pour d6finir des r&gles de rkriture. L'expression e[e + e] est appelee l'ophteur de mkta-substitution 
et reprknte une substitution suspendue. 
Un autre exemple est le Ax-calcul [BR96, Ros921. Il est d6hit  en considkrant la signature qui contient les 
symboles fonctionnels {app, subs} et les symboles de liaison (A, a), avec les SERS-r&gles de r&criture suivantes : 
app(Xa.X, Z) - + B ~ ~ ~  subs(aa.X, Z) 
ds(aa.(app(X,Y)), Z) +A, app(subs(aa.X, Z), subs(aa.k; Z)) 
ds(aa.A@.(X), Z) + L ~ ~  XP.(subs(aa.X, Z)) 
d s ( a a . a ,  Z) +VUT z 
subs(aa.P, Z) +vorf P 
Le 6 dans la demi&re rkgle reprknte une variable libre (c'est un exemple d'une m6ta-variable pour les 
variables libres), donc elle ne peut pas recevoir en assignation la mSme variable que celle ass&p& B a. 
Les rhgles de r&riture sont instancik B l'aide des vduations pour pouvoir obtenir la relation de r&riture 
sur les termes. Une valuation assigne tout simplement des termes aux mkta-variables pour les termes, des 
variables aux m6ta-variables pour les variables et elle ex6cute les substitutions suspendues qui sont repr&en& 
par l'op6rateur de mkta-substitution. Bien s b ,  tout cela doit Stre fait avec attention, l'ensemble des valuations 
admissabbs est identifie et ce sont uniquement ces valuations qui peuvent Gtre util ish pour instancier des 
r&gles de r&criture. Par exemple, le Aq-calcul est obtenu en ajoutant la SERS-r&gle de r&riture suivante au 
A-calculus : Aa.(app(X, a)) +, X. Une valuation admissible serait une valuation telle que la variable assignke 
B a n'apparait pas libre dans le terme assign6 B X. 
SystBmes de reduction d'expressions simplifi&s avec des indices 
On introduit le syst2me de r66criture d'ordre sup6rieur avec indices de De Bruijn, appel6 SERSda, en utilisant 
des exemples. En particulier, nous consid6rons d'abord le cas du lambda calcul avec des indices de De Bruijn : 
app(AX,, Z,) 4 X,[Z,]. Les expressions app(AX,, Z,) et X,[Z,] sont appelb mita-termes de De Bmi*. 
Bien qu'il y n'a pas plus de m6ta-variables pour les variables li& nous avo? encore des m6ta-variables pour les 
termes (telle que X,) et des m6ta-variables pour les variables libres (voir ,f? dans l'exemple dessous). Noter que 
maintenant les m6ta-variables pour les termes portent une htiquette, et que ces 6tiquettes foment une partie 
inegrale de ces mkta-variables. Une m6ta-variable de la forme Xl indique qu'elle appardt d-us un nombre 
d'op4rateurs de liaisw, notammmt un pour chaque symbole dam l'&quette I ,  L'aphtian & droite est 
nommk I'opkmteur de rnkta-dstitution de De Bruijn et reprhnte une substitution de De Bruijn suspendue. 
Un deuxikme exemple est le systkme suivant qui est obtenu en traduisant le Ax-calcul h l'aide de la traduction 
que nous d6veloppons dans le chapitre 6 de la thbe : 
~PP(AX,, 2,) -' subs (ax,, 2,) 
sub443PP(Xa7 Yd)' 2,) + aIJIJ(&s(aXa, Z,), s w a y , ,  2,)) 
subs(a(A(xp,)), 2,) + X(subs(a(Xap),Zp)) 
subs(a(l), 2,) + 2, 
sabs(a(s(P)), 2,) -' 3 
La rkgle subs(a(A(Xp,)), 2,) + X(subs(a(X,p), Zp)) est intkressante parce qu'elle montre l'utilisation de la 
commutation des symboles de liaison (confronter Xg, et Xap) et elle illustre en mQme temps comment quelque 
sorte d'ajustement sera nkcessaire pour d e r  de Zp vers 2,. 
En effet, des valuations seront n6cessaires pour instancier des rhgles de r&criture et obtenir de cette &on 
la  relation de rkduction sur les termes. Ces valuations doivent respecter les ktiquettes des m6ta-variables. 
Consid6rons pour l'instant la SERS-rkgle de r&criture : 
et son traduction dans les formalisme SERSda : 
Une valuation est dite valide si elle respecte les Ctiquettes des mkta-variables. Par exemple, si Xg, est 
instanci6e avec l'indice 1 alors Xap doit Qtre instancihe avec l'indice 2. Quand on fait de la'instantiation des 
r&gles de r&criture de De Bruijn, uniquement des valuations valides seront utilSes. 
Une des propriCt6s 6lCmentaires qui nous intCesse est le rapport entre les formalismes SERS et SERSdb. Nous 
montrons que la r&criture dans le formalisme SERS peut Qtre simulQ dans celle de SERSdb et viceversa. Pour 
le-premier cas nous avons besoin de d6fhir plusieurs traductions (que nous appelons T(o) sans distinction) : 
de termes vers termes de De Bruijn, de m6ta-termes vers m6ta-termes de De Bruijn et de valuations vers 
valuations de De Bruijn. Apr2s nous ktudions des propri6tds de base de ces traductions. Comrne nous l'avons 
d6jh mentionn6, le dernier exemple en haut est obtenu en traduisant le Ax-calcul comme un SERS. Une fois que 
ces traductions sont fk6es nous pouvons montrer que si s se r&rit en t dans le formalisme SERS en utilisant 
la rhgle de r6kritu-e (G, D), alors T(s) se rScrit en T(t) dans le formalisme SERSdb en utilisant la rsgle de 
rScriture De Bruijn T(G, D). 
Quant au dewikme point on prochde d'une fa~on similaire pour obtenir les traductions U(o). Pourtant, ce 
point a besoin d'un travail plus technique que le prkdent  puisque la traduction d7un terme de De Bnijn (ou 
un mkta-terme de De Bruijn) peut ne pas donner un terme unique (ou mkta-terme). Dans le cas oil dew termes 
dB6rents sont obtenus ils seront a-kuivalents (ou v-kquivalents - une notion d6hie dans le chapitre 6 - dans 
le cas des mCta-termes). Une question additionnelle qui nous int6resse est la garantie que les valuations de De 
Bruijn valides soient traduites vers des valuations admissibles dans le formalisme SERS. En h, nous montrons 
que si a se r k h i t  dans b dans le formalisme SERSdb en utiliiant la rkgle de r&riture (L, R), alors U(a) se 
r&crit dans U(b) dans le formalisme SERS en utilisent la rkgle U(L, R). 
La partie finale du chapitre 6 6tudie la rapport entre les traductions mentionn6es dans le paragraphe 
prkdent.  Celle ci donne lieu B dew r6sultats qui disent, respectivement, qu'ktant dorm6 un mkta-terme 
M alors U(T(M)) est &uivalent B M (dans un sens prkcis, voir la section 6.1 de la th&se), et qu'6tant dorm6 
un mkta-terme de De Bruijn A alors T(U(A)) est identique i A. Ces r6sultats sont u t W  pour montrer que la 
confluence est pr&rv& en traduisant un systbme de r&criture SERS vers un systkme de r6critu-e SERSdb. 
Plus prkiskment nos montrons que, d'un cotk, si R est un SERS qui est coduent alors T(R) est un SERSda 
confluent aussi. D'autre c6tk, nce montrons que si R est un SERSdb coduent alors U(R) est un SERS confluent. 
D e  la r&&criture d'ordre supgrieur vers la S c r i t u r e  de premier ordre 
Comme nous l'avons d6jB dit ci-dessus, l'op6ration de substitution ne peut pas Ctre ca&& comme m e  op6ration 
simple de remplacement telle que la substitution dam les thbries du premier ordre. En codquence, des 
chercheurs se sont intCress6s par la formalisation de la substitution d'ordre sup6rieure B I'aide de sabstitations 
explicites, de telle f q n  que les formalismes/syst&mes d'ordre sup6rieur soient exprimable dans des formal- 
ismes/systkmes du premier ordre : la notion de variable li& n'existe plus et la substitution devient du rem- 
placement. Un exemple bien connu de la combinaison d'iidices de De Bruijn et de substitutions explicites est 
la formulation des dXCrents calculs du premier ordre pour le A-calculus [ACCLSl, BBLRD96, KR95, DGOl]. 
D'autres exemples sont les traductions de l'unification d'ordre supkrieur vers la &cation du premier ordre 
modulo [DHKOO], la logique d'ordre sup6rieur vers celle du premier ordre modulo [DHKOl], la d6monstration 
automatique d'ordre supkrieur vers celle du premier ordre modulo [DHK98], etc. 
Le cas du Xdculus est intkessant mais en mCme temps pas toute 6 fait reprkentatif des probl6mes que 
l'on peut trouver quand on fait du codage de syst6mes d'ordre sugrieur vers le premier ordre. La raison c'est 
que dans ce cas particulier il suffit de se dgbarrasser de l'a-conversion et de promouvoir la substitution du 
niveau mkta au niveau objet. En effet, le remplacement des variables usuelles par des indices de De Bruijn 
et l'introduction de substitutions explicites suflisent pour rendre un systbme du premier ordre, tels que les 
exemples pr6cCdents le montrent. Pourtant, c7est ne pas le cas pour des systbmes de r6kriture d'ordre sup6rieur 
arbitraires. Cette B dire, 17Climination de 1'0-conversion et l'introduction de substitutions explicites n'est pas 
suffisante pour obtenir un systkme simple (dans le sens de la rkkcriture du premier ordre modulo une thhrie 
Cquationelle vide). La raison est que dans la rekcriture d'ordre sup6rieur5 le LHS des r2gles de rscriture sont 
des motifs d'ordre supkrieur [Nip91, 00~941. En cons6quence il faut coder aussi le atrage des mot& d'ordre 
sup6rieur quand on se dirige vers le formalisme du premier ordre. Un exemple simple de cet fait est le cas de la 
qda-r6gle de rC&riture : 
N~PP(XO, 1)) -+q,, X E  
Noter que X, du membre droit de la rkgle, qui n'apparait pas dans un contexte de liaison, est en relation 
avec l'occurrence de X, B gauche, que cette fois ci apparait sous un contexte de liaison. Ceci peut Ctre vu 
comme la raison pour laqueue la rkgle qdb  avait r q u  tellement d'attention [Rio93, Har92, Bri95, Kes961, atrage 
syntaxique ne suffit donc pas. On peut bien dire que le test d'occurrence est m e  caractkristique du filtrage 
d'ordre supCrieur qui ne peut pas 8tre trait6 au premier ordre. Dans l'exemple de la r&gle qdb le ledeur peut 
vdrifier que le terme X(app(3,l)) se r&crit en 2. Dans un formalisme de r&criture du premier ordre avec des 
substitutions explicites on a la formulation alternative : 
Cependant, pour vCri6er que le terme du premier ordre 3 soit de la forme X [ l ]  le filtrage du premier ordre 
ne s a t  plus : nous avons besoin d'E-atrage, c'est B dire, atrage modulo une thkorie 6quationnelle E. ~ t a n t  
dorm6 un calcul de substitutions E nous aurons besoin de r h u d r e  l'kuation 3 f X[T]. 
Un autre exemple, peut Ctre moins Cvident, est obtenu par la rkgle de commutation C : 
imply(30.VP.X, VP.3a.X) t true 
qui exprime le fait que la formule qui apparait dam le premier argument de la fonction imply implique le 
deuxibme argument. La traduction naive vers le premier ordre, notamment amply(3(V(X)), V(3(X))) --t true, 
n'est Cvidemrnent pas correcte. Autant nous prendrons son codage dans le formalisme des indices de De Bruijn 
SERSdb et aprh nous le traduirons vers le premier ordre en utilisant la conversion qui est present& dans le 
chapitre 7 de la thbse en obtenant Cf, : 
Maintenant, la r&gle Cfo a exactement la signif?cation que l'on attends. 
Le but du chapitre 7 est de donner un algorithme de conversion, appel6 la Prockdure de Conversion, 
qui permet de coder la r66criture d'ordre sup6rieur dans la rScriture du premier ordre modulo une thbrie 
Cquationelle E. Ceci est intCressant du point de vue theorique parce que le pouvoir d7expression des syst6mes 
de rC&ritm-e d'ordre supdrieur et du premier ordre n'est pas le m8me. Pourtant, un sujet plus pratique se 
5 ~ a n s  le formalisme SERS les LHS sont toujours des motifs d'ordre sup6ieur, mais c'est ne pas le cas pour d'autres formalisme8 
cornme par exemple les HRS. 
manifeste, la possibilitC de transfirer des rkultats dCvelopp6s dans les systkmes du premier ordre vers ceux 
d'ordre sup&ieur, Dass le chapitre 8 nous tr-w le TIu5013:me de StandarWon de ia r&riture du 
premier ordre vers celle d'ordresup6rieur. Des techniques concernant la coduence, terminaison, complCtion, 
des stratkgies d'Cvaluation, etc., doivent Etre CtudiCes. Ce n'est pas encore clair comment on peut transfgrer 
des techniques telles que dependency pairs [AGOO], semantic labelling [Zan95] ou compl&ion [BD88] vers la 
r W t u r e  d'ordre sup6rieur. MEme les techniques qu'ont 6th d6jB formulk pour l'ordre sup6rieur comme le 
RPO pour les systkmes d'ordre sup6rieur [JR99], sont beaucoup plus compliquh que dans ses versions du 
premier ordre correspondantes [Der82, KL801. Nous obtenons aussi une caradirisation de la classe des SERSdb 
(qui inclut le Xcalculus) telle que chaque SERSdb peut Etre traduit B un systkme de rScriture du premier ordre 
complet (E = 0). Nous argumentons que ces systhmes, appelk SERSdbessentiellement du premier ordre , sont 
plus convenables pour transferer des propriktb. 
Un comrnentaire ha1  sur la Procdure de Conversion concerne le fait que nous n'ajouterons pas un calcul de 
substitutions explicites concret B cette proc6dure. Nous avons plut8t choisit de t r a d e r  avec une formulation 
abstraite des calcul de substitutions explicites comme il a 6th fait dans [Kes96, KesOO] pour traiter la coduence 
de plusieurs lambda calculs avec substitutions explicites. En cokquence, la m6thode que nos proposons peut 
Etre utilisk avec plusieurs calculs de substitutions explicites tels que a [ACCL91], a+ [HL89], v [BBLFtD96], 
f [Kes96], d [Kes96], s [KR95], x &RD95]. 
La proc6dure d e  conversion me 
La section 7.2 de la thbe introduit le formalisme du premier ordre appelC "Explicit Expression Reduction 
Systems" (ExERS) u t W  pour traduire les systkmes de rscriture d'ordre sugrieur fondb sur les indices de De 
Bruijn aux systkmes du premier ordre. Un ExERS est un systime de rChiture du premier ordre contenant :I - '  
- 
Un ensemble de rkgles de rScriture propres gouvernant le comportement des symboles de fonction et de 
liaison dans la signature. 
Un ensemble de rkgles de r&riture des substitutions, appel6 le alcul de substitution gouvernant le 
comportement des symboles de substitution dans la signature, et u t W  pour propager et ex~cuter/Climiner 
les substitutions. 
Un ensemble de rkgles de r&criture arbitraires ne remplit pas nkessairement les conditions requises par un 
calcul de substitutions. Pour cela nous donnons une prbentation gCnCrale fondCe sur des macros. N'importe 
quelle instance de ce calcul, obtenue en associant des op6rateurs de substitution fix& B ces macros, sera donc 
considCre un calcul de substitutions. Des propriCtCs supplCmentaires imp& i ces calculs fourniront ce que 
nous appelons Basic Substitution Calculi qui sera dCnotC par W. Cette id& a Ct6 introduite par D. Kesner [Kes96, 
KesOO] pour donner une preuve unique de confluence comprenant toute une &rie de calculs de substitutions 
explicites fond& sur des indices de De Bruijn. Nous Enacions ainsi de ce fait en pouvant rMuire la r66criture 
d'ordre sugrieur B un cadre du premier ordre oh le calcul de substitutions peut &re n'importe quel calcul de 
substitutions explicites qui s'adapte B notre prbentation fondCe sur des macros. Nous ne sommes donc pas 
obligQ de restreindre notre 6tude fL un calcul particulier de substitutions explicites. 
La rC&riture dans un ExERS Rw est tout simplement la r&riture dans un systkme du premier ordre R mod- 
ulo W-6galitC. Cependant, nous fournissons aussi un sousensemble des ExERS appelC syt2mes de premier ordre 
simples (FExERS), dCnotb aussi Rw oti 72 est un systkme de racriture du premier ordre dans lequel la rCkriture 
est donnCe tout simplement par les r6gles de R U W. Pour qu'un ExERS remplisse les conditions d'un FExERS 
nous exigeons que les LHSs des rkgles ne contiennent aucune occurrence de l'op6rateur de substitution. Par 
exemple, si W est un calcul de substitution de base tel que le a-calcul et R = {app(XX, Y) X[wns(Y, id)]) 
alors RW est un FExERS, et si R' = R U {X(app(X[shifl], 1)) +,,, X), est un ExERS. Alors nous avons 
l[app(Xl, c) .id] 4.~- l[l[c.id] .id]. Aussi, X(app(3,l)) 4% 2. La dernihre rduction est obtenue en remarquant 
que X(app(3,l)) =, X(app(2[fl, 1)) -+q, 2. 
Nous prCsentons brsvement des exemples #applications de la Procidure de Conversion, un algorithme pour 
traduire un systkme de rC&riture d'ordre sugrieur dans le formalisme SERSda vers un ExERS du premier ordre. 
La Proc6dure de Conversion est assez compliquCe puisque plusieurs conditions, essentiellement par rapport aux 
Ctiquettes des mCta-variables, doivent Stre v6rifiCes pour qu'une valuation puisse Etre admise comme valide. On 
peut considdrer, par exemple, la qdb-rkgle X(app(X,, 1)) + X,. La condition sur les valuations SERSdb pour 
participer B la relation de rkkriture induite sur les termes est qu'elle soit valide, comme nous le prbentons 
au chapitre 6. La validit4 assurera, dans ce cas, que la mkta-variable X, ne soit pas instmci& avec l'indice 
1. La Procaure de Conversion devra codifier cette condition dans le cadre du premier ordre. L7id6e est 
de remplacer toutes les occurrences des mkta-variables Xr par une variable du premier ordre X suivie d'une 
substitution explicite d'actualisation des indices approprikes qui calcule les valuations valides. Alors, le r&ultat 
serait : X(app(X[shifi], 1)) + X. Cependant, celui-ci est un exemple simple, mais dans la situation g6n6rale 
l'ajout des mxros ship ne sera pas suflisant. Un t6moin de ce fait est la rbgle de commutation de symboles de 
liaison C-rkgle que nous avons vu plus haut. 
Voici quelques exemples de conversion de rbgles oh nous avons fix6 W comme le a-calcul. Nous encourageom 
le lecteur B se rkf6rer au chapitre 7 de la thhe pour des d6tails suppl6mentaires. 
Le systkme r&ultant de la Procklure de Conversion est cod6 comme un ExERS. Dans quelques cas ce dernier 
systkme peut Etre cod6 comme un FExERS oh la rauction est d6finie sur les termes du premier ordre et le 
filtrage est tout simplement celui du premier ordre (filtrage syntaxique), en arrivant & un systkme de premier 
ordre simple. 
Propri6tBs de la pro&dure de conversion et des systbmes essentiellement du premier ordre 
- 
SERSdb-rt?gle de re'icriture 
x(am(Xa, 1)) + X, 
WWL,)) + X(X(X,ff)) 
f(x(x(x,,)), x(x(x,,))) + ~ x , )  
~ P P  (AX,, 2,) +Pdb Xa BZel 
Nous 6tudions aussi la connexion entre la rkkriture d'ordre sup6rieur et la r6kriture du premier ordre modulo : 
la Proposition de Simulation dit que tout pas de r6kritw-e d'ordre sugrieur peut Etre simul6 ou implant6 par 
la r&riture de premier ordre, et la P~oposition de Projection dit que les pas de r6kritu-e dans la version du 
premier ordre d'un systkme R d'ordre sup6rieur peuvent Etre projet& dans R. La Proposition de Simulation 
dtablit que si a se r&crit en b dam un SERSdb R alow a aussi se r6krite en b dans la version du premier ordre 
f0(72)~. La Proposition de Projection Ctablit que les d6rivations dans un ExERS ou FExERS ~ O ( R ) ~  peuvent 
Etre projeth dans des dkrivations dans 72: si a se rbkrit en b dans ~ O ( ' R ) ~  alors W(a) se r&rit en W(b) 
dans 72 oh W(a) est la W forme normale de a. Ceci assure que nous n'ajoutons pas des d6nuBes de sens dans 
le sy&me traduit au premier ordre. Des propri6tk suppl6mentaires des d6ivations projetks sont 6 tudih  au 
chapitre 8, oh des d6rivations standard sont consid6rks. 
Fmalement nous fournissons un critkre trGs simple appel6 condition-fo que peut Etre utilis6 pour dkider si 
un systkme de r6kriture d'ordre sup6rieur peut Stre traduit dans un systgme de r&criture de premier ordre 
simple (i.e. modulo une thbrie Cquationnelle vide). En particulier, nous pouvons v6rifler que plusieurs calculs 
d'ordre sup6rieur dans la litthrature, tel que le lambda calcul, satisfont cette propri6b5. Comme le lecteur 
peut remarquer d7apr& le chapitre 7 oh la condition-fo est d6finie en d6tai1, plusieurs r&ultats concernant les 
systBmes d'ordre sugrieur (ex. peMtuit6 [KOOOla], standardisation [Me196]) exigent line'arite' d gauche (me 
mkta-variable peut apparatre au plus une fois dans le LHS d'une rhgle), et wmplttement e'tendu ou locale (si 
une m6ta-variable X ( t l ,  . . . , t,) apparat dans le LHS d'une rkgle de r&criture alors t l ,  . . . , t, est la liste des 
variables liks par dessus). Le ledeur peut trouver int6ressant de remarquer aussi que ces conditions ensemble 
semblent impliquer la condition-fo. Une preuve de ce fait entranerait le dkveloppement de rQultats dans les 
systhmes de r&criture d'ordre superieur ou via une traduction convenable au formaliime SERSdb ; nous le 
laissons comme travail futur. 
Bien &r, tous les systGmes de r&criture du premier ordre sont des SERSdb essentiellement du premier ordre, 
d'ot~ ces dernsres systkmes ne sont pas nbcessairement lin6aire B gauche. Aussi, un SERSdb orthogonal n'est-il 
pas nkessairement essentiellement du premier ordre, l'exemple principal de ce fait &ant le systhme dont la seule 
rbgle est r]db. Nous ihstrons cette situation. 
conversion 
X(~PP(X[TI, 1)) -+ X 
W X )  + A(X(X[2.1- (T T)1)) 
f (x(x(x[r  0 TI)), x(x(x[t  TI))) + ~ ( x [ T I )  
app (AX, Z) + x [Z . id] 
f \ 
Essentiellement du premier ordre 
L J 
Il nous semble juste de dire, d'une manikre informelle, qu'un syst6me SERSda est essentiellement du prermer 
ordre si le atrage de motifs d'ordre sugrieur peut 6tre reduit au filtrage syntaxique du premier ordre. Nous 
soutenons que les systkmes SERSdb essentiellement du premier ordre sont approprick pour transferer des 
r&ultats des systkmes du premier ordre. C o m e  6vidence de notre t h h  nous entreprenons dans le chapitre 8 
la t6che de transfCrer une propriete non triviale des systkmes de rScriture du premier ordre (lin&i-e B gauche) 
B cette classe de systkrnes: le ThCorkme de Standardisation. 
Transfert de la standardisation 
La proddure de conversion est interessante d'au moins deux points de vue. De la perspective d'expressiviti 
elle Btablit comment la r&riture d'ordre sup4rieur peut 2tre codee comme la r&criture du premier ordre 
modulo une thkorie Cquationnelle, et d 'deurs  elle caractkrise un sousensemble des SERSdb pour lesquelles la 
thbrie 6quationnelle est vide. De la perspective pratique elle ouvre la possibilitk de transfkrer des r&ultats 
du cadre du premier ordre ver celui d'ordre supkrieur. Le chapitre 8 de la thkse essaye de poursuivre cette 
dedere perspective plus en detail. Exadement, nous Ctudions comment lever le Thhr6me de Standardisation 
du premier ordre B l'ordre sugrieur. 
Concretement, nous montrons le Thbrkme de Standardisation pour la classe des systkmes de r6&ritw-e 
d'ordre sup6rieur (lin6aire B gauche) qui sont essentiellement du premier ordre. Ceci prouve que certaines 
techniques d6velopp6es pour le premier ordre sont applicables B la classe des systkmes de r&criture d'ordre 
sugrieur qui sont essentiellement du premier ordre. Nous retrouvons une notion similaire (m2me un peu 
plus forte) B celle de systcme d'ordre superieur essentiellement du premier ordre dans 1'Ctude de strategies 
perpetuelles [KOOOlb] aussi bien que dans l'dtude de standardisation axiomatique [Me1961 lorsqu'on regarde 
les conditions imposQs au formalisme d'ordre superieur pour que les preuves fonctionnent. 
Le transfert de la standardisation est accompli en utilisant des idea dues B P-A. Melliks. En effet, 
dans [Me1001 il montre le resultat suivant : toute d6rivation standard v de M 2~ N dam Xu oh N est en 
a- forme normale est projet& sur une derivation standard a(v) de a(M) B N dans le A-calculus. Nous mon- 
trons que, en effet, ceci est vrai non seulement pour le Xcalculus, mais pour tous les systhmes essentiellement 
du premier ordre, dans lequel nous retrouvons bien evidemment le A-calculus. Nous baptisons ce r&ultat le 
transfert de standadsation g6n6ralzs6 : si R est un SERSdb likaire B gauche et essentieuement du premier 
ordre alors toute derivation standard v de M B N dans fo(R), oh N est en a-forme normale est projet& sur 
une derivation standard o(v) de o(M) B N dans R. 
La procdure resultante pour standardiser une SERSda-derivation 'Y consiste en : 
t . J  
1. "Implanter" la SERSdb-derivation 'Y comme une FExERSdkrivation v en utilisant la Proposition de 
Simulation. 
2. Appliquer la standardisation du premier ordre B v [Bout351 pour obtenir une derivation (b du premier ordre 
standard. 
3. Projeter la derivation (b en utilisent la Proposition de Projection pour obtenir a(#). Utiliser ensuite le 
resultat du transfert de standardisation g6neraIk4 pour conclure que a(#) est une derivation standard 
dans le cadre de l'ordre supkrieur. 
Nous pouvons signaler qu'un Enbfice supplkmentaire de notre r h l t a t  est la possibilit6 d'btudier la thbrie 
des d6rivations "n&essairesn pour les systkmes linkaire b gauche et non-orthogonaux en appliquant la technique 
d6velopph dans [1Me100]. Ceci est laisd comme travail futur. 
En montrant b travers un exemple concret (le thkor&me de standardisation) comment transfkrer des r&ultat 
du premier ordre vers l'ordre su@rieur, notre contribution nous pousse encore plus B l'ktude des propriktb 
d'ordre sup6rieur a travers leurs images au premier ordre. Notre traduction des syst2mes d'ordre su&rieur 
vers le premier ordre ouvre la porte a une nouvelle approche technique pour comprendre les systkmes d'ordre 
sup6rieur. 
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Chapter 1 
Introduction 
Computation may be seen as the task of transforming some given input object into some new output object by 
means of transformation mles. A Term Rewrite System [Klo92] is a model of computation in the sense that 
objects are speciiied as sequences of symbols and transformation rules as sets of pairs of objects captured by 
rewrite schemas or rules. An early example of a Term Rewrite System is the A-calculus [Chu41], devised by 
A.Church in the 1930s. The objects are called A-terms and they represent functions; the only transformation 
rule is the @rewrite rule, which represents the result of applying a function to an argument. For instance, the 
term   AX.^' represents the identity function, the leftmost occurrence of 'x' plays a similar role as that of the 
formal parameter of a function or procedure in imperative programming languages such as Pascal. The Xterm 
   AX.^) 4' represents function application, namely the identity function applied to the representation of the 
number four. Note that application is represented by juxtaposition. We may compute by actually applying a 
function to an argument by means of the @rewrite rule: 
where M and N denote arbitrary Xterms, and x an arbitrary variable. The symbol e{e t m ) l  appearing on 
the right-hand side (RHS) of the rule denotes the operation of metalevel substitution: M{x c N) stands for 
the Xterm resulting from replacing the occurrences of the variable x (the formal parameter) in M by N (the 
actual parameter). In fact, just the so called free variable occurrences of x are replaced but we shall leave these 
details for the moment. A Xterm of the form (Ax.M)N, where M and N denote arbitrary A-terms rand x an 
arbitrary variable, is called a @redex. An example of a one-step computation using the @rewrite rule is: 
The Xterm (Ax.x)4 is said to @reduce or /?-contract to the Xterm 4. A A-term without occurrences of a @redex 
is called a @-normal fom, or simply a normal form. The A-term 4 is a normal form. 
The Xcalculus with just the @rewrite rule may be shown to represent or encode all computable functions 
(formally defined as the partial recursive functions). This fact, together with its simple formulation, justses its 
appeal to the Computer Science community. However, it is hard to imagine writing even simple programs by 
laying out A-terms. Functional programming languages are user-friendly versions of the Xcalculus. Examples 
of these languages are: ML [MTHSO], Haskell [HW88] and CAML [WL93]. Although they have evolved a great 
deal over the years, they may be seen to share the Xcalculus as a common theoretical foundation. Thus, for 
these languages, the Xcalculus provides a convenient test-bed for studying new language features. 
Some previously irrelevant issues arise with the interest of Computer Science in Xcalculus as a basis for 
programming languages: 
l Does computation eventually terminate for any Xterm? 
l Given a Xterm with two or more predexes, can they be computed in any order? 
In terms of consumption of computational resources, say CPU time, is the number of @rewrite steps a 
faithful measure? For example, do the following rewrite steps 'cost' the same? 
'We shall often use the 'e' symbol as a place holder at metalevel. 
1 
(XiAElER 1. INTRODUCTION 
Termination or Strong Normalization, the first issue, has been studied rather thoroughly. The A-calculus, 
as we have presented it above, does not enjoy termination. The simplest example2 is the A-term AA where 
A = Ax.xx. 
(Ax.xx)A - t p  (xx){x i- A} = AA t p  AA +p . . . 
However for restricted subsets3 termination may be shown to hold. Let us address the second issue. The 
C h u r c h - h r  Theorem is perhaps the first important syntactic result developed for the A-calculus4. It states 
that if two Xterms MI and M2 result from some other Xterm M by a number of prewrite steps, then there 
exists some Xterm M3 such that both MI and M2 reduce via some number of @rewrite steps to M3 (MI and 
Mz are said to be 'joinable'). This may be illustrated as follows: 
where the +p arrow denotes zero or more 0-rewrite steps. Thus if we contract different redexes in M we 
may always lind a common reduct. An important consequence of the Church-Rosser property is that if a Xterm 
has a normal form then it is unique. 
As regards the third issue, a finer analysis of the properties of ,&rewrite sequences or /?-derivations (analysis 
which we shall boldly call implementation techniques), also much work has been done. Graph sharing mech- 
anisms and Abstract Machines are common to this area. A recent approach is to promote the substitution 
operation from the metalevel (the language of discourse) to the object-level (the language of study) by introduc- 
ing it as a new term. This entails the addition of new rewrite rules, which make up the substitution cal~ulus, 
to describe its behaviour. Also, the &rewrite rule must be modified by replacing metalevel substitution with 
the new explicit substitution operator which implements it. As a result of this process we obtain a calculzls of 
explicit mbstitzltions for the A-calculus. Before looking at an example, let us take a closer look at metalevel 
substitution (the operation used on the RHS of the /?-rewrite rule) on which calculi of explicit substitution are 
based. As already mentioned, M{x i- N} stands for the A-term resulting fiom replacing the occurrences of the 
variable x (the formal parameter) in M by N (the actual parameter). This notion is defined by considering all 
the possible forms M may take, namely a variable, an abstraction (a term of the form Ay.P for some Xterm P 
and variable y) or an application of a Xterm to another Xterm: 
(PQ){x i- N} P{x i- N}Q{x + N} 
(Ay.P){xc N} 'kf Ay.(P{x+N}) X # Y  
x{x + N} ef N 
Y{x + N l  def = Y 
The first clause may be read as follows: the result of substituting the occurrences of x by N in P Q  is that of 
substituting the occurrences of x by N in P on one hand, and applying the resulting term to the one obtained 
by substituting the occurrences of x by N in Q, on the other. We may assume that there is no term of the 
form Xx.P in M, this stems from the possibility of changing the names of so called bound variables, a detailed 
account of which may be found in Chapter 2. The second clause may be explained similarly, and the final two 
clauses speak for themselves. So the {x + N) may be seen to traverse M until it reaches a variable, in which 
case this variable is either replaced by a copy of N, or is left unaltered and at the same time a copy of N is 
discarded. 
By orienting the clauses of this definition from left to right and replacing the curly brackets by square ones, 
thus promoting the substitution operator into new operator in the object-language as discussed above, we obtain 
21t may be proven that indeed AA is the smallest A-term, in the sense of the number of variables, applications and A-symbols, 
admitting an infinite &rewrite derivation [RSSX99, %rensen's Omega Theorem]. See a h  [Ler76] 
3Such as the simply typable terms, or the polymorphically typable terms [GLT89]. 
4AI-ca l~u l~  to be precise, see introduction to Chapter 3. 
1.1. IIOT SPOTS b 
the Ax-calculus [Ros92, Blo971: 
(Ax.M)N - + B ~ ~ ~  M(x := N) 
(PQ)(x := N) P(x := N)Q(x := N) 
(Ay.P)(x := N) - t ~ ,  Ay.(P(x := N)) X # Y  
X(X := N) --tvar N 
Y(X := N) +Varf Y x # Y  
So now a term is either a variable, an application of a term to another term (represented by juxtaposition, as 
before), an abstraction, or a term of the form P(x := Q) cded a closzlre. Thus the RHS of the Beta-rewrite rule 
is a new term in the calculus, and may be seen as a pen- substitution yet to be executed. The substitution 
calculus of Ax is obtained from Ax by disregarding the Beta-rewrite rule, and is abbreviated x. Each @rewrite 
step may be simulated in the Ax-calculus by means of a number of Ax-rewrite steps, namely a Beta-rewrite step 
followed by a number of x-rewrite steps. Consider, for example, the iirst Prewrite step of the above mentioned 
infkite @derivation. It may be simulated in Ax as follows: 
A benefit of calculi of explicit substitutions, among others, is that substitution may now be computed in a 
controlled manner. For example, some pending substitutions may not need to be executed, as illustrated below: 
(Av.(Ax-~)(YY))N +Beta  A AX.^) (YY)) (Y := N) 
-'App (Ax.2) (Y := N )  (YY) (Y := N) 
-'Lam (Ax.z(Y := N)) (YY) (Y := N )  
+Varf (h -2 )  (YY) (Y := N) 
-'Beta Z(X := (w)(Y := N)) 
-+ Varf 2 
Note that there has been no need to compute the substitution (yy)(y := N) thus reducing computation time 
and unnecessary duplication of the term N. Calculi of explicit substitutions shall constitute the main theme of 
this thesis. 
When confronted with a calculus of explicit substitutions for the Xcalculus, it is only natural to wonder 
whether its fundamental dynarnicd properties (those of the A-calculus) are retained. We list three examples: 
Simulation: If a A-term M p-rewrites to N then M should also rewrite to N in the calculus of explicit 
substitutions. Tnis is coherent with our view of calculi of explicit substitutions as a kegrained analysis 
of the @rewrite step, and hence of the process of substitution. 
a Church-Rosser: The A-calculus enjoys the Church-Rosser property. Its explicit substitution calculus should 
do so too. If one interprets the 'meaning' of a term as its normal form (hence in our simplified5 form 
setting terms without normal form have no 'meaning'), then failure of Church-Rosser could render some 
terms 'ambiious' (terms with more than one normal form). This is certainly undesirable since as already 
mentioned, there are no 'ambiguous' A-terms in the Xcalculus. 
Preservation of Strong Normalization (PSN): If a Xterm admits no infinite P-rewrite derivation then when 
computing the same term in the calculus of explicit substitutions no infinite rewrite derivation should arise 
either. The process of augmenting the A-calculus with explicit substitutions may be seen as a process of 
enrichment of derivations. Any pair of Xterms M and N such that M ++p N is benefited with a rich 
supply of alternative derivations. PSN guarantees that we enrich with caution. 
Fhrther properties axise such as strong normalization of the substitution calculus (which in our example 
would be x): All the rewrite derivations of the substitution calculus should terminate. 
1.1 Hot Spots 
Although the origins of explicit substitution dates back to the work of N.G.de Bruijn [Bru78] and also P- 
L.Curien [Cur86, Cur931, only in the last decade has it received full attention (PROO) provides a survey). A 
wide range of research subjects have arised of which we shall mention just a few: 
51ndeed, it is simplified since in A-calculus it is terms without a so called head-nod  form that may be interpreted as having 
no 'meaning' [Bar84, Th.16.1.31. 
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Discovering a A-calculus with explicit substitutions simultaneously satisfying coduence on open terms 
(CR), simulation of one-step ,@rewrites (Simulation), and preservation of strang normahation has been 
an important source of research. Although Simulation and CR are simpler to obtain, P-A.MeWes has 
shown that preservation of strong normalization may not hold [Mel95]. A first step was taken by 
C.Mufioz [Mufi96]: the AC-calculus satisfies CR and PSN but not Simulation (however, it simulates innner- 
most p-rewrite steps). A further attempt was the Ase-calculus by F.Kamareddine and A.Rios [KR97]: 
Ase enjoys CR and Simulation, and for some time it was not known if PSN held, however only recently 
B.GuiUaume came up with a proof of failure of PSN [Gui99]. Based on the latter proof, B.Guillaume 
and R.David proposed the Aws-calculus [DG99], a calculus which satisfies PSN and CR. It, moreover, 
satisfies Simulation provided A-terms are decorated with certain labels, which may be seen as representing 
application of the weakening rule when considering a typing discipline. Thus, although compliance with 
Simulation is somewhat questionable, A w s  appears to be the furthest one may get today in the direction 
of a calculus satisfying all three of the above mentioned properties. Further work in this direction is the 
calculus of H. Goguen and J.Goubault-Larrecq [GGLOO] based on extended K, S and I combinators. 
Various techniques for proving preservation of strong normhation in calculi of explicit substitutions have 
appeared. The fist  of these proofs of PSN seems to have been given independently by R.Bloo [Blo95] 
and P.Lescanne [BBLRD96] (see [Blo97] for historical remarks). Later, R.Bloo and H.Geuvers provided 
a new technique for proving PSN based on recursive path orders [BH98]. In this thesis we shall have a 
chance of taking a closer look at this technique, together with the one by P.Lescanne. E.Ritter introduced 
a technique for proving PSN based on Girard's 'candidats de reductibilit? [Rit99]. In order to prove 
PSN for the Aws-calculus B.GuUaume and R.David [DG99, DGOl] have seen themselves in the need of 
introducing yet a further proof technique based on constricting strategies (see Chapter 4 of this thesis for 
further details), since previous techniques seem not to be applicable. Perhaps the most recent is that of 
V.van Oostrom et al [KOOOlb] for Ax based on standardization. This plethora of methods suggests that 
no sufficiently general technique for proving PSN has yet been found. 
Reducing higher-order formalisms/problems to a first-order setting has been a further area of active re- 
search in explicit substitutions. Perhaps a word on our intended meaning of 'reducing' is in order: three 
ingredients are required, some higher-order formalism/problem, some ht-order formalism/problem, and 
an encoding of the former into the latter. The prime example is that of the lambda calculus. Calculi of 
explicit substitutions such as A a  [ACCLSl], Av [BBLRD96] and A s  [KR95] are first-order-formulations 
of the lambda calculus. Indeed, by introducing de Bruijn indices notation [Bru72, Bru781 and explicit 
substitutions a first-order term rewrite system (no binding operators, substitution - as defined above -, 
nor a-conversion present) is obtained in which each /?-rewrite step may be encoded. G.Dowek, T.Hardin, 
and G.Kirchner [DHK95] reduce higher-order unification to &st-order m c a t i o n  modulo the calculus 
of explicit substitutions A a  [ACCL91], they also consider the case of higher-order pattern unification 
in [DHKP98]. M.Ayala-Rinc6n and F.Kamareddine do the same using the Xse-calculus of explicit substi- 
tutions [ARKOO]. Other examples are that of reducing higher-order logic to ht-order modulo [DHKOl] 
and higher-order theorem proving to first-order modulo [DHK98]. In this thesis we shall address the issue 
of reducing higher-order rewriting to first-order rewriting modulo. 
&tending the notion of explicit substitution calculi beyond the A-calculus has also deserved much at- 
tention. R.Bloo and K.Rose define Explicit Combmatory Reduction Systems [BR96] by augmenting 
J.W.Klop's Combinatory Reduction Systems (CRS) [Klo80] with explicit substitutions. Explicit Combi- 
natory Reduction Systems are not first-order rewrite systems since they require dealing with a-conversion. 
B.Pagano defines Explicit Reduction Systems (XRS) [Pag98] a first-order formalism of higher-order rewrit- 
ing, based on an extension of the Xufi-calculus [HL89], which caters for arbitrary binders and function 
symbols (and not just lambda abstraction and application as in the lambda calculus). Since no relation 
with existing higher-order rewrite formalisms such as HRS [Nip91], CRS [Klo80], ERS [KhaSO], etc. is 
established, in the light of our above mentioned interpretation of 'reducing', we are inclined not to consider 
this work as reducing higher-order rewriting to first-order rewriting. More recently, M-0.Stehr introduced 
the Calculus of Indexed Names and Named Indices (CINNI) [SteOO], based on so called Berkling's notation 
- a convenient amalgamation of de Bruijn indices and names notation (see [SteOO] for references). It is 
a ht-order calculus which allows the encoding of binders and substitution. However, as in the case of 
XRS no relation is established with existing &her-order rewrite systems. We shall study an encoding of 
Z.Khasidashvili's ERS [KhaSO] in a first-order setting with the aid of explicit substitutions. 
1.2. OVERVIEW OF THE THESIS 
1.2 Overview of the Thesis 
This thesis is divided into three parts which conform its main body. The latter is preceded by a brief introduction 
to the theories of rewriting and lambda calculus followed by an overview of some basic calculi of explicit 
substitutions and their outstanding properties. 
Part I In Part I we study perpetual rewrite strategies in two calculi of explicit substitutions, namely, Ax and 
Aws. A perpetual strategy is one that preserves the possibility of infinite derivations. Current literature 
on perpetual strategies in term rewriting require that the property of orthogonality be fulfilled, however 
calculi of explicit substitution are not orthogonal6. We exploit the techniques developed for proving preser- 
vation of strong normalization in order to obtain perpetual strategies for calculi of explicit substitutions. 
Moreover, we also obtain a characterization of the strongly normalizing terms (those admitting no infinite 
derivations). The latter is particularly welcome in the setting of A w s  due to the presence of substitution 
composition which complicates matters. Perhaps a word or two on substitution composition may portray 
the difliculties encountered when present in a calculus of explicit substitutions. 
Consider the Ax-calculus. In a term of the form P(x := Q) let us call Q the body of the substitution. 
The point is that in the Ax-calculus the bodies of substitutions are sealed units: although Ax-rewrite steps 
may take place inside them, they do not interact in any way with other subterms of the term in which 
they occur - in the sense that there is no rewrite rule that 'combines' a body of a substitution with some 
other term. Indeed, by inspecting the rewrite rules of the Ax-calculus one may observe that the bodies 
of all substitutions on the RHSs occur identically on their respective LHS. When a rule allowing the 
composition of substitution is introduced, such as: 
M(x := N)(Y := 0 )  +, M(x := N(y := 0 ) )  if y does not occur free in M 
this no longer holds. In the c-rewrite rule, the substitution body N(y := 0) does not occur on the LHS. 
As a consequence, bodies of substitutions which behaved well as sealed units in the sense that they were 
not sources of inkite derivations may no longer do so. For example, the term z(x := yy) (y := A) has two 
substitution bodies, namely, yy and A. Both are terminating terms. However, if we apply the c-rewrite 
rule we obtain z(x := (yy)(y := A)) where a new substitution body (yy)(y := A), source of an i&te 
Ax-derivation, has appeared. To sum up, devising perpetual rewrite strategies and characterizing the 
strongly normahzing terms in Aws shall require more work than for Ax, this is developed in Chapter 4. 
Chapter 3 deals with the Ax-calculus for which we also show how we may take advantage of our studies on 
perpetuality in proving strong normalization of a polymorphic lambda calculus with explicit substitutions. 
Polymorphism is a typing discipline that allows functions to be applied to arguments of possibly different 
types. This promotes code reuse and, in the presence of higher-order functions, is one of the essential 
ingredients in any modern functional programming language. The classical example of a polymorphic 
function is the identity function I = Ax.%. Note that given some term, this function returns a copy of 
it, regardless of the nature of the term in question. Thus, for any type r we say that I has type T -+ r .  
This may be internabzed in the language of types by assigning the type Vr.7 -+ r to I, where r plays the 
role of a type variable, ranging over all elements in the universe of types. System F [Gir72, GLT89] is a 
set of typing rules for typing polymorphic terms, together with two rewrite rules: the &rewrite rule, and 
a rewrite rule for instantiating type variables by arbitrary types. We shall augment the F-calculus with 
explicit substitutions obtaining F, and, in addition to strong normahation, also study subject reduction 
for the extended typing rules. Since in F we may abstract not only term variables but also type variables, 
two distinct notions of substitution shall be introduced and studied: term and type substitutions. Subject 
Reduction and Strong Normalization are then considered. The proof of the latter property is obtained by 
applying J-Y.Girard's 'candidats de reductibilit8 proof technique [Gir72]. The work reported in Chapter 3 
of this part of the thesis has been published as [Bon99a, BonOl]. Chapter 4 is joint work with A.Arbiser 
and A.Rios. 
Part I1 Part I1 introduces the q-calculus of M.Abadi and L.Cardelli [AC96]. This calculus is at the level of 
the lambda calculus but is based on objects instead of functions. Objects are composed of methods. The 
basic operations on objects are method invocation and method override. Fields may be represented as 
methods which do not use their self parameter (Section 5.3). An encoding of the lambda calculus in q, 
 his should be considered a virtue, not a defect1 
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the function-object translation, is provided in [AC96]: each &rewrite step may be encoded as a number 
of $-rewrite steps. This encoding makes use of fields and metalevel substitutb~~ We dull augment Prith 
explicit substitutions B la Xu [BBLRD96], previously shifting to a de Bruijn indices notation, obtaining 
the ~b,-calculus. An attempt to encode Xu in by extending in a natural way the function-object 
translation shall reveal two obstacles: 
1. encoding application: explicit substitutions interfere with the encoding of fields as methods which 
do not use their self parameter. 
2. encoding abstraction: the use of metalevel substitution in the function-object translation requires a 
new notion of explicit substitution in order to be encoded soundly in this setting. 
The first issue is taken care of by introducing fields as primitive constructs, the second by introducing 
the notion of invoke substitution. Simulation of Xu is then seen to hold. Finally, we consider confluence 
and preservation of strong normalization. A weak form of composition between explicit substitution and 
invoke substitution (which is also explicit) shall require the latter issue to be considered with care. The 
work reported in this part has been published as [Bon99b]. 
Part 111 Part I11 is concerned with reducing higher-order rewriting to -order rewriting modulo. This part 
is subdivided into three chapters. An important requirement was fked at the ofFset: a well-established 
higher-order rewrite formalism was to be used as the departing formalism. Chapter 6 introduces (a 
simplification of) Z.Khasidashvili's Expression Reduction Systems (ERS) Kha901, and introduces a de 
Bruijn notation for it in order to get rid of a-conversion. The result is the SERSdb rewrite formalism. 
Chapter 7 introduces the ht-order rewrite formalism with explicit substitutions ExERS. We then present 
an encoding, called the Conversion Procedure, translating any higher-order rewrite system into first-order 
rewriting modulo an equational theory E (in the ExERSformalism). The latter equational theory is that 
of the substitution calculus. In other words, a rewrite step M +R N in a higher-order SERSda 72 may 
be encoded as a rewrite step 
M =& M' +f0('R) N' =& N 
where M' +fo (z )  N' is a rewrite step in the iirst-order version of R (the &st-order rewrite system 
resulting from applying the Conversion Procedure to 72) and M =E M' implements higher-order pattern 
matching. Assuming the substitution calculus SE from which & originates is a confiuent first-order term 
rewrite system, and that M, N are terms without closures, it may be proved that in fact we have: 
That is to say, a higher-order rewrite step is encoded as a series of SE expansions, followed by a first-order 
rewrite step in fo(R), and finally a series of rewrite steps in the substitution calculus7. Finally, we provide 
a simple syntactical criterion to determine a subclass of the SERSdb systems which may be encoded as 
full first-order systems in the sense that M = M', where '=' denotes syntactical equality. It is fair to say 
that, for these systems, higher-order pattern matching may be directly encoded as syntadic ht-order 
matching. In other words, in order to determine if a rewrite rule is applicable to some term syntactic 
matching suffices. This class includes many systems such as, for example, the A-calculus. Chapter 8 
argues that for this subclass of systems techniques developed for first-order rewriting may be lifted or 
transferred to higher-order rewriting. It does so by transferring the Standardization Theorem [CF58, 
m91,  Klo80, Bou85, Me1961. This is achieved by generalizing a result due to P-A.MelliGs WelOO]. The 
material reported in chapters 6 and 7 of this part is joint work with D.Kesner and A.Rios and has been 
published as [BKROO, BKROl]. 
Finally, we conclude and discuss further research directions. Also, the conclusions pertaining to each chapter 
have been grouped together in this final chapter. 
There is no interdependence between parts I, I1 and 111, they may be read in any order. Due to the rather 
technical nature of this thesis the reader is advised not to cover all proofs on a first reading, notably in chapters 6 
and 7. In the hope of contributing to readability I have moved some of the more routine proofs to an appendix. 
This work has been typeset using and =-pic. 
- - - 
7A similar decomposition of higher-order rewrite steps is studied extensively by V. van Oostrom and F. van Ftaamdonk [OR94, 
00~941 in order to define a general formalism for higher-order rewriting encompassing many knawn higher-order rewrite systems in 
the literature, See Chapter 7 for further details. 
Chapter 2 
Rewriting, Lambda Calculus and 
Explicit Substitutions 
This chapter presents the theory and basic results of rewriting, lambda calculus and calculi of explicit substitu- 
tions relevant to this thesis. We shall first give a brief overview of abstract rewriting and shall also consider term 
rewriting. We then present the lambda calculus with variable names followed by the lambda calculus where the 
variable names are replaced by certain numbers, called de Bruijn indices [Bm72, Bm781. Finally, we provide a 
brief overview of some calculi of explicit substitutions. 
The primary aim of this chapter is to fix notation and by no means pretends to be a tutorial on the subject. 
As we go along we shall provide the reader with pointers to appropriate literature. 
2.1 Rewriting 
Rewriting is a model of computation in that a class of objects together with a class of transformation rules 
specifying how these objects may be transformed into other objects, is provided. Depending on the choice of 
objeds we may have different flavours of rewriting. If the objects are terms (i.e. elements of the algebra of 
terms as defined in universal algebra) then we speak of term rewriting, if the objects are graphs then we speak 
of graph rewriting, and so on. 
For a survey on rewriting the reader may wish to consult [Hue80, DJ90, Klo921. Recently a text book on 
rewriting has appeared [BN98]. 
Definition 2.1 An Abstract Rewrite System (ARS) R is a pair (A, R) where A is a set of objects and R is a 
binary relation on A (i.e. R A x A). We call R the rewrite relation or the reduction relation of R. If a, b E A 
and (a, b) E R then we write aRb or a +a b and say that a 72-rewrites or 72-reduces to b. If 72 is clear from the 
context we just say that a rewrites or reduces to b. 
Note that Abstract Rewrite Systems axe indeed abstract since no further requirements than those of Defini- 
tion 2.1 axe demanded. 
We use the '=' symbol to denote equality of objects in A. Also, we write +a for the smallest reflexive and 
transitive relation containing +a. Furthermore, =a stands for the smallest reflexive, symmetric and transitive 
relation containing +a. A Sequence of the form: 
is called a (finite) 72-derivation from a0 to a,. Let a,-,, al, . . . , %, . . . be elements of A. A sequence of the form 
is an inhi te  R-derivation from ao. 
Definition 2.2 Let 72 = (A, R) be an ARS. 
We say 72 satisfies the diamond property if for every a, b, c E A such that a +a b and a c there exists 
d E A such that b +a d and c +a d. 
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F - '  
We say R is wnfluent if for every a, b, c E A such that a ++.R b and a +.R c there exists d E A such that -.  -- 
- b +a d and c +.R d .  i 
We say R is Church-Rosser if for every a, b E A such that a =.R b there exists d E A such that a "72. d 
and b ++R d. 
The items comprising Definition 2.2 are depicted in Figure 2.1. 
Figure 2.1: Properties of ARS 
It may be shown that R is confluent if and only if R is Church-Rosser. Note that if R is confluent then it 
is locally confluent; the converse is not true, as the following example illustrates: 
n 
a-b c-E 
k/ 
However if R is terminating then the converse does hold. 
Definition 2.3 Let R = (A, R) be an ARS 
An element a E A is said to be in R-normal form if there is no b E A such that a +.R b. 
If a 4 .R  b and b is a R-normal form then b is said to be a 73-normal f o m  of a. 
An element a E A is R-normalizing if there exists a %normal form of a. If all elements of A are 
R-normalizing then we say R is weakly normalizing. 
An element a E A is strongly R-normalizing if every R-derivation starting from a is finite (thus ending in 
a %normal form). If all elements of A are strongly %normalizing then we say 73 is strongly normalizing. 
We use SNR for the set of elements in A that are strongly R-normaking. 
An element a E A is R-finitely branching if the set {b ( a +.R b} is finite. 73 is finitely branching if every 
a E A is 72-finitely branching. 
When R is clear from the context we often omit the prefix 'a' in the above defined notions. 
Note that if a term is not strongly 72-normalizing then it admits at least one inki te  %derivation. If an ,-:. 
element a E A admits an infinite R-derivation then we write OOR(~).  ,. 
Another word used to designate strongly normalizing ARS is 'terminating'. Confluence and termination are 
two of the most important properties studied in ARS. 
Lemma 2.4 (Newman's Lemma) Let R be an ARS. If R is terminating and weakly confluent then it is 
confluent. 
See [Hue801 for a proof. 
Below IN stands for the natural numbers including the number zero. 
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Definition 2.5 Let 7E = (A, R) be an ARS. We define the function m d n ( . )  : A + IN U (m) as 
n if there is a %derivation a 4 . ~  al 4 . ~  a2 ... +.R an 
such that for any 'R-derivation a 4 . ~  a: +* a; ... +.R a h  we have rn 5 n 
ca otherwise 
Thus if a E A is strongly R-normalizing and %finitely branching , mmdR(a )  returns the length of the 
longest R-derivation from a otherwise it returns the special symbol 00. 
The proof of the followhg result is left to the reader. 
Lemma 2.6 Let R = (A, R1 U R2) and S = (B, >) be ARS's such that S is strongly normalkii. If 
1. (A, R2) is strongly normalizing, and 
2. there exists a function f : A -t B such that a 4 ~ ,  b implies f (a) > f (b) and a -t~, b implies f (a) 2 f (b)', 
then 7E is strongly normalizing. 
We shall now consider term rewriting. More precisely, we shall present first-order term rewriting: the set of 
objects are first-order terms. 
Dehition 2.7 (Fist-Order Terms) A signature C is a pair (Cf, V) where Cf is a set of function symbols, 
each of which is equipped with a natural number called its arity, and V is a denumerably W t e  set of objects 
called v a d l e s .  The set of first-order terms generated by C is the smallest set 7-i such that: 
2. foreveryfunctionsymbolg~ Cf ofarityn,foreveryal, ..., an €7-iwehaveg(al,...,a,J €Ic. I fn=O 
then we just write g. 
The set 7-i is known as the term algebra over signature 22. A term without variables is called a ground term. 
Definition 2.8 (Subterm) Let a, b E 7c. We say that a is a subtem of b i£E a b holds. The latter is defined 
as the smallest reflexive relation such that: if c d then c C g(al,. . . ,%-I, d, %+I,. . . , h) for all g E Cf of 
arity n and for all al, . . . ,%-I, ai+l,. . . ,a, E Ic. If a is a subterm of b and a # b then we say that a is a strict 
subtenn of b, written a C b. 
Given some term a E 7c we may replace the variables in a by other terms. This operation is known as 
(Warder) substitution, and is spedied in terms of assignments. 
Definition 2.9 (Assignment) Let C = (Xi, V) be a signature. An assignmentover C is a function p : V + 7~ 
such that p(x) # x for only finitely many variables. An assignment can be extended homomorphically to a 
mapping p : Tc + Ic as follows: 
a x )  def - P(X) 
def p(g(al,...,an)> = g(P(al),+-.,ij(%)) 
where g E Cf of arity n. This extension is referred to as a substitution and is abbreviated p (i.e. without the 
overlining). 
Thus a substitution replaces Samultaneou-sly all occurrences of variables by their respective pimages. 
Definition 2.10 (Unifiable Terms) Let C be a signature. Two terms a, b E 7-i are said to be unifiable if 
there exists a substitution p over C such that p(a) = p(b). This substitution is known as a unifier of a and b. 
The notion of unifiable terms shall be required when de-g orthogonal ht-order term rewrite systems 
(Definition 2.12). 
' ~ h e  relation > is defined in S as expected: a 2 b iff a > b or a = b. 
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Definition 2.11 (First-Order Term Rewrite System) A fist-order tern reunite system (TRS) over C is 
a pair R = (C, R) where C = (Xf, V) is a signature and R is a set of pairs af terms ( E ,  r )  in Tx called remite 
rules (1 is the LHS~ and r the RHS of the rule) such that: 1 is not a variable, and the set of variables in r are 
included in that of I. 
The rewrite relation induced by R is written a +.R b and defined as: 
p substitution, (1, r )  E R a +.R b, g E Cf of arity n 2 1 
~ ( l )  P(T) da1? . . -  , Q - ~ I ~ , ~ ~ + I ~ . . - , % )  +72g(al,-.., %-l,b,%+l, --. ,  %) 
Note that if the LHS of a rewrite rule were allowed to be a variable then the resulting TRS would be trivially 
non-terminating. The same happens if we permit occurrences of variables on the RHS which do not occur on 
the left-hand side. In the latter case we also risk rendering our TRS trivially non-confluent. 
Definition 2.12 (Orthogonal Term Rewrite Systems) Let 72 = (C, R) be a TRS. 
A term a is linear if all variables occur at most once in a. R is said to be left-linear if the LHS of each 
rule in R is linear. 
Let (I, r) and (g, d) be rewrite rules in R. If there exists a non-variable subterm 1' of 1 such that 1' and g 
are M a b l e ,  then (I, r) and (g, d) are said to overlap. Since by this definition every rewrite overlaps with 
itself we shall rule out this case, in other words, if 1' = 1, and I' and g are d a b l e  then we shall demand 
that (1, r) and (g, d) are different rewrite rules. R is said to be non-overlapping or non-ambiguozls if R 
does not contain a pair of overlapping rewrite rules. 
If R is left-linear and non-overlapping then we say it is orthogonal. 
Orthogonal TRS enjoy good properties. In particular, all orthogonal TRS are confluent [Huego]. 
2.2 The Lambda Calculus 
The theory of lambda calculus was introduced by A.Church in the 1930s [Chu32] as part of a more general theory 
related to his studies on the foundations of mathematics. By orienting the equations of the theory we obtain 
. a confluent rewrite system, a result which was first proved for the equational theory in order to establish its 
consistency. The lambda calculus deals with functions and function application, and at the same time achieves 
a high level of abstraction by using an intuitive set of constructors to represent them and just one rule, namely 
the application of a function to an argument. Terms represent functions and the functions are put to work by 
applying them to arguments. The strength of the calculus lies in that an argument can be another function. In 
fact, a function may by applied to (a copy of) itself. 
We shall present a brief introduction to the lambda calculus. First we introduce the usual presentation with 
variables, then we shall consider a presentation in which variables are replaced with numbers called indices. For 
further details the reader is referred to the standard reference par84]. See also KriSO]. 
2.2.1 The Lambda Calculus with Names 
Definition 2.13 Let V be a denumerably infkite set of variables. 
The set of terms of the lambda calculus are called lambda terms or Xterms and denoted Ix. They are 
deked as the smallest set such that the following three conditions hold: 
- i f x € V t h e n x E % ,  
- if MI, M2 E then (MI M2) E IA, and
- if M E TA and x E V then (Xx.M) E 7~. 
We shall often abbreviate definitions of terms by using BNF-style notation. In this case we would write: 
M ::= x I (MM) I (Xx.M) 
2 ~ ~ ~ . s t a n d s  for left-hand side and RHS for right-hand side. 
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where x ranges over the objects in V. 
Zn order not to clutter the notation of terms with many parenthesis some conventions are taken into 
mount. Application associates to the left and binds stronger than abstraction. For example, Ax.wxy 
stands for (XS.((WX)~)). A term of the form M1M2 is called an application, a term of the form Ax.M is 
called ran abstraction. The symbol 'A' is called a binder and x in 'Ax' is called a bindang variable. 
The set of f i e  variables of a lambda term M is denoted FV(M) and defined as: 
FV ($1 !Ef 
FV(M1M2) %f FV(Ml)UFV(Ma) 
FV(Ax.M) sf FV(M) \ (x} 
where '\' is the subtraction operation on sets. A lambda term M is closed if FV(M) = 0. The occurrences 
of (non-binding) variables in a term which are not free are said to be bound. Thus, if M = Ax.wxy then 
FV(M) = {w, y), and x is a bound variable. The term M = Ax.y has no bound variables. Note that two 
different occurrences of the same variable need not be both bound nor free, as illustrated by the following 
example: (Ax.x)x. 
We shall use letters M, N, 0, P, . . . to denote arbitrary lambda terms. The subterm relation is defined as in 
the ht-order case by considering the signature Cx = (Cf, V) where the set of function symbols Cf consists of 
the application symbol and an idbite number of 'binder' symbols Ax, one for each x E V. 
It is common to identify terms differing only in the names of the variables they bind. For example, Ax.x and 
Xy.y are considered as representing the same function, namely the identity function. Terms identified in this 
way (by renaming their bound variables) are called a-conve9-tible or a-equivalent. We write =, for the relation 
of a-conversion. Def. 2.14 below shall provide a formal dehitim of a-conversion. 
Note that the subterm relation is not compatible with renaming in the following sense: if P 5 Q and 
P' =, P ,  then not necessarily do we have P' C Q. Likewise, if P Q and Q' =, Q, then not necessarily do 
we have P Q'. For an example of the first case consider P = Ax.%, Q = Ay.Ax.x, and P' = Xz.2. The second 
case may be illustrated in a similar way. 
Renaming is important for d e w  substitution. Substitution is the notion corresponding to replacement 
as seen in TRS. However, in TRS any variable may be replaced by any term, whereas in the lambda calculus 
only the free variables may undergo such a transformation. This is a key difference. Indeed, let us consider the 
lambda terms as first-order terms by using the signature CA as defined above. Then the assignment p(x) = y 
and p(z) = z for all z # x applied to the term M = Ay.x yields p(Ay.x) = Ay.y. The problem with this result 
is that a variable which enjoyed the status of being free in M, namely x, has now been replaced by a variable 
which is bound (y). Had we first renamed the bound variable y in M to z yielding AZ.X then applying p we 
would have obtained Xz.y, which is intuitively what we expect if abstractions are considered as representing 
functions. 
Definition 2.14 (Substitution) The result of substituting a term N for all free occurrences of a variable 
x in a term M is written M{x t N} and defined inductively3 as follows: 
x{x c N} %! N 
YCX + N) def - Y i f x f y  
(MI Ma)(% t N} Ml (x c N) Ma{x c N) 
def (Ay.Ml)(x t N) - Xz.Ml{y c z}{x c N) where z does not occur at all in Xy.Ml, x or N 
a-conversion of lambda terms, denoted =, is the smallest equivalence relation such that: 
ifM(x+y}=,N then Ax.M =, Ay.N 
if MI =, Nl and M2 =, N2 then M1M2 =, N1N2 
31n full precision, it is defined by induction on the length of M, that is to say the number of variables, abstractions and 
applications in M. 
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The important clause of the definition of substitution is the last one: when a substitution traversing a term 
reaches a lambda binder we rename its bound variable to a f i s h  one in order to avoid unwmted capture of 
variables. Note that any variable z satisfying the conditions of this clause may be selected. Thus one may think 
of M i x  t N )  as a class of terms rather than just one term. The terms in this class are a-equivalent. Therefore, 
substitution is defined on a-equivalence classes of terms. It  may be shown that it is well-defined: 
Lemma 2.15 If MI =, Mz and NI =, N2 then MI(% t N l }  =, MZ(X e Nz} .  
The following variable convention is adopted in order to ease the presentation of the calculus. 
Remark 2.16 (Variable Convention) Names of bound variables are different from the names of free vari- 
ables, and moreover, different occurrences of the lambda binder have different binding variables. 
Thus we consider (Xy.y)x instead of (Xx.x)x, and (Xx.xx)(Xy.yy) instead of (Xx.xx)(A~.xx) .  We shall 
identify a-equivalent terms, thus '=' shall stand for '=,', unless otherwise stated. 
Substitution satisfies the following property. 
Lemma 2.17 (Substitution Lemma) M ( x  c N } { y  c O }  = M { y  t O){X + N ( ~  + 0)) if 4 FV(O). 
The P-rewrite rule is stated as follows. 
Definition 2.18 (&rewrite rule) We say M /?-rewrites to N 8 M +p N ,  where the latter relation is deked 
by the following inference schemes: 
The leftmost inference scheme of Def. 2.18 is called the @-rewrite axiom. It is the only inference scheme which 
makes use of substitution. The substitution M { x  t- N )  takes place at the metalevel, thus it is external to the 
calculus. The ,&rewrite rule is sometimes defined by exhibiting just the @rewrite axiom and then demanding 
that the 'contextual closure7 of this axiom be taken4. Contextual closure means we should add the remaining 
inference schemes of Def. 2.18 to the @rewrite axiom. We too shall follow this practice in order to shorten the 
presentation, whenever possible. Nevertheless, in this chapter and for expository purposes we present the full 
inference schemes for some of the calculi. Let us see an example of a @derivation in the lambda calculus. 
Example 2.19 Let A = Xx.xx. We may apply A to itself and obtain the following &derivation: 
Since we have identified a-equivalent terms it must be veri6ed that the ,&rewrite relation is well-defined. 
Indeed, the following result holds: 
Lemma 2.20 If M =, M f  and M +p N then there exists a lambda term N' =, N such that M' +p N f .  
Two further properties satisfied by the @-rewrite relation par841 are: 
Lemma 2.21 If M +p M', then for every lambda term N we have: 
1. M { x  c N }  +p M'{x + N } .  
This may be proved by induction on M in the first item, and by induction on N in the second one. 
The abstract rewrite system induced by the lambda calculus is obtained by setting A = 7j, and R = +p. 
We thus say that the lambda calculus is confluent if the induced abstract rewrite system is, and likewise for 
the other notions we saw in the previous section. Example 2.19 shows that the lambda calculus is not strongly 
normalizing. 
Proposition 2.22 (Confluence of the  lambda calculus) The ARS (TA, +p) is confluent. 
See par841 for a proof. 
4~ometimes, just the axiom is provided and the fact that the contextual closure must be taken is left implicit. In this case the 
axiom is called We" and so we speak of the &rule. 
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2.2.2 The Lambda Calculus with De Bruijn Indices 
The fact that the definition of substitution (Def. 2.14) is not a function on terms but rather on equivalence 
classes of terms may be seen as a drawback when implementing it on a computer. In particular, the selection 
of some appropriate variable z requires checking that it is not used already (we say z is a fresh variable). A 
simple solution5 to this problem is that of replacing variable names (an 'absolute addressing' mechanism) with 
de Bruijn indices [Bru72, Bru78] (a 'relative addressing' mechanism). A given occurrence of a bound variable 
in a term, say z, is replaced by a number which indicates to which binder it corresponds, counting upwards 
in the tree representation of the term starting from the occurrence of this variable. For example, Xx.(Xy.(q)) 
is replaced by X(X(21)). This situation is depicted in Figure 2.2, where the 'Q' symbol stands for application. 
Note that although the tree representation of a term has not yet been defined formally, we leave it on intuitive 
level for the t i e  being. A formal definition is given in Chapter 8 (Section 8.2). 
Figure 2.2: An example de Bruijn term 
The identity function h . x  is replaced by XI, also Xy.y is replaced by X I .  Representation of free variables is 
retrieved from a given ordering of the variables in such a way that an occurrence of a variable n represents the 
(n - m)-th free variable in the aforementioned ordering when n > m and there are m lambda binders above 
this occurrence n. For example, the term Az.(yz) is written as X(23) assuming y = XI and z = x2. 
Since variable names are no longer used there is no need for a-conversion. So can we say that substitution 
in the presence of de Bruijn indices notation is reduced to replacement? Certainly not. Consider (X1)Ql e a% 
where a is any indexed term, and bgn + c% stands for the result of replacing all occurrences of the index n in 
b for c. Then if we use replacement we obtain (Xl)gl + a 3  = Xu, an unexpected result since the index 1 in 
A 1  represents a bound variable and hence cannot be substituted for any term at all. When traversing a lambda 
symbol the index to be replaced should be incremented by one. 
A further inconvenience may arise with unwanted capture of free indices (i.e. indices representing free 
variables), analogous to the case of variable names already discussed. An example is (X2)gl c 11. Assuming 
the above mentioned problem on bound indices has been solved, we have, 
The index 1 which is substituted for 2 (i.e. the rightmost occurrence of the symbol 1 in the expression (X2)Ql c 
1%) reprents  the h t  variable in the reference context, however after the substitution has taken place the same 
index 1 is bound in XI .  Thus when traversing a lambda bider  substitution shall have to do some index adjusting. 
All in all the de Bmijn indices notation takes care of some problems (non-determinism in the definition of 
substitution) but introduces others (index adjustment). 
We now introduce the formal demtions. The lambda calculus as introduced in Section 2.2.1 shall be referred 
to as the named lambda calculus. 
Definition 2.23 The de Bruijn terms of the indexed lambda calculus, denoted T,, , are defined as: 
a ::= n I (aa) I (Xu) 
where n is a natural number greater than zero. Notational conventions similar to those of the named 
lambda calculus are adopted in order not to clutter the notation. 
S~here  are other possible solutions which are not dealt with in this thesis such as the use of de Bruijn levels bR.D95] and 
Berklings notation [SteQO]. \ 
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The set of free indices of a de Bruijn term a, denoted FI(a), is defined as: 
FI(n) {n) 
FI(ala2) '%! FI(al) U FI(a2) 
FI(Xa1) e FI(al)\\l 
where for every set of indices S, the operation S\j is defined as {n - j I n E S and n > j}. 
There are some presentations of de Bruijn indices notation in which the first index is 0 rather than 1. 
However, this is largely a matter of taste. 
We shall use letters a, b, c, . . . for indexed lambda terms. The subterm relation is defined as in the firsborder 
case by considering the signature (Cf, V) where Cf consists of the application operation, the lambda binder 
and all the indices interpreted as constants. The full set of first-order terms thus obtained is called the set of 
open de Bruijn terms. We restrict our attention to the induced subterm relation over the restricted set of closed 
terms, that is, those terms that do not have occurrences of firsborder variables (objects in V). 
We s h d  now consider the definition of substitution in the de Bruijn indices setting. As mentioned above, 
this requires introducing a family of functions that perform index updating, namely the updating finctions. 
Definition 2.24 (Indexed substitution) The result of substituting a term b for the index n in a term a is 
denoted agn t b] and defined: 
(ala2)gn c bl) % algn c bl)a2gn t b] 
(Xalgn + b] 9 X(algn + 1 c b)) 
m - 1  i f m > n  
mgn + b 3  { i?&(b) i f m = n  
m i f m e n  
where for i > 0 and n > 1 we define the updating functions Uc(m) as follows: 
Note how the index n is incremented by one unit when substitution traverses a lambda binder in the second 
clause of the definition of substitution. Also, the reason for defining mgn c bl) ef m - 1 if m > n is that 
de Bruijn substitution shall be generated by the (de Bruijn version of the) @rewrite rule, hence the decrement 
follows from the fact that a lambda binder has been eliminated. So one might say that this defhition is tailored 
for the lambda calculus. 
A minor simplification is to define mgn + b) ef ~;-l(b) when m = n and modify the definition of the 
updating functions accordingly by allowing superindices to be zero and defining e ( m )  ef m + n when m > i. 
The Substitution Lemma (Lemma 2.17) may also be formulated in the indexed lambda calculus. In this 
formulation condition x $! F V ( 0 )  of Lemma 2.17 is reflected as a condition on the indices in the de Bruijn 
indices setting, namely that i < n. 
Lemma 2.25 (Substitution Lemma for the Indexed Lambda Calculus) Let a, b, c E Tj,,. Then for all 
n , i > 1 s u c h t h a t i ~ n w e h a v e a ~ i t b l ) ~ n c c ] = a ~ n + 1 t c ) ~ i c b { n - i + 1 t c ] ] .  
The &a-rewrite rule is stated as follows. 
Definition 2.26 (/?,ia-rewrite rule) We say a &-rewrites to b 8 a -+pa b, where the latter relation is dehed 
by the following inference schemes: 
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The leftmost inference scheme of Def. 2.26 is called the pdb-rewrite h m n .  Once again, it is not uncommon 
to present the Pdb-rewrite rule by taking the contextual closure of the Pdb-rewrite axiom, and exhibiting just 
this axiom. In the indexed lambda calculus the infinite derivation of Example 2.19 takes the following form. 
Example 2.27 Let Ada = A(11). We may apply Adb to itself and obtain the following pdb-derivation: 
Note that UJ(Adb) = A(Ut(l)Ut(l)) = X(11) since 1 5 1. 
As in the named lambda calculus, the indexed lambda calculus induces an abstract rewrite system by taking 
the pair (A, R) where A = TA, and R = +p,, . 
Proposition 2.28 (Confluence of the indexed lambda calculus) The ARS (Ix,, +pa) is coduent. 
See [KR98] for a proof. The latter proof is based on translations between terms with variables and indexed 
terms. 
2.3 Calculi of Explicit Substitutions 
This section introduces the concept of explicit substitutions and provides a brief overview of some calculi of 
explicit substitutions. The central idea is to depart from the lambda calculus and introduce new rules for 
computing the substitution process from within the language, rather than interpret it as a metalevel operation. 
However since we have provided the reader with two different presentations of the lambda calculus, the named 
lambda calculus and the indexed lambda calculus, the calculi of explicit substitutions which we shall overview in 
this section shall, accordingly, be based either on the named lambda calculus or on the indexed lambda calculus. 
Since variable names provide a more user-friendly environment we shall begin the section by considering the 
Ax-calculus. After that, three calculi of explicit substitutions based on the indexed lambda calculus shall be 
dealt with, Xu, Xu and Aws. Note that this amounts to a small fraction of the calculi of explicit substitutions 
published in the literature. A recent survey including pointers to relevant literature is [KROO]. 
2.3.1 The Ax-calculus 
The Ax-calculus [Ros92, Blo97] is a calculus of explicit substitutions for the named lambda calculus. We shall 
follow R.Bloo's exposition of the calculus from [Blo97]. 
As the reader may recall, the @rewrite axiom (Def. 2.18) takes the following form: 
The expression M { x  t N }  denotes a term, namely the one resulting from M  by substituting all free occurrences 
of the variable x in M with N. Therefore, the substitution takes place in one go, as an atomic operation. In 
calculi of explicit substitutions this operation is computed from within the calculus by means of new rewrite 
rules. The @rewrite axiom is replaced by the following Beta-rewrite axiom: 
This time, the expression M ( x  := N) is just a new term in the language, and no substitution operation is 
fired. One may regard M ( x  := N )  as a term with a pending substitution. This pending substitution is called a 
substitution or a closure. The intended meaning of M ( x  := N) is of course the term resulting from substituting 
all free variable occurrences of x  in M by N .  However since substitution is left pending in M ( x  := N )  new 
rules must be introduced in order to compute it. These additional rules determine the substihtaon calczlls. 
As a result one /?-rewrite step shall be refined into a series of smaller rewrite steps in the calculus of explicit 
substitutions. Fist a Beta-rewrite step shall create a closure, then the rules of the substitution calculus are 
put to work in order to compute the pending substitution. 
L? 
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Definition 2.29 Let V be a denumerably infinite set of variables. The terms of Ax, denoted Th, are defined 
inductively as follows: 
M ::= x 1 (MM) I (Xx.M) I (M(x := M)) 
where x ranges over V. A term is called pure if it contains no subterms of the form Ml(x := Ma). Similar 
notational conventions to that of the lambda calculus are adopted. Furthermore, we shall adopt the convention 
that substitution associates to the left and binds stronger than both application and abstraction. 
It is instructive to compare the definition of the Xx-terms to that of the terms of the lambda calculus 
(Def. 2.13). An extra binder has been added. We shall use letters M, N, 0, P, . . . for Xx-terms, and u, v ,  w, x, y, z 
for variables. A term of the form 'M(x := N)' is pronounced 'M where N is substituted for x'. We call M the 
target of the substitution, N its body, and x the substitution variable. 
In Chapter 3 we shall make use of the size of a Xx-term. The size of a Xx-term is the number of variables, 
applications, abstractions and substitutions in it. This may be formalized as follows: 
Definition 2.30 The size of a Xx-term M is written IMI and defined inductively as follows: 
For example, lXx.(yy)(z := u)l is 6. 
Definition 2.31 The set of free variables of a Xx-term M, denoted FV(M), is defined inductively as follows: 
FV(x) Ef {%} 
FV(MlM2) def - FV(M1) U FV(M2) 
FV(Xx.M) ef FV(M)\{x} 
FV(Ml(x := Ma)) ef (FV(M1) \ {x)) U FV(M2) 
From this definition one may see that a closure acts as a new binder in the language, in a term Ml(x := Mz) 
all free variable occurrences of x in MI are said to be bound by the closure. 
Since we are still in the presence of variable names in the extended language of Ax we must extend the notion 
of a-conversion accordingly. This requires h t  defining metalevel substitution. Note however that metalevel 
substitution shall not be used in the rewriting process, except for possible renamings of bound variables. 
Definition 2.32 (Metalevel Substitution and a-conversion) Substitution in Xx is defbed induc- 
tively as follows: 
x{x c N} e N 
Y(. + N I  def - Y i f x # y  
(M1Mz){x +- N} def - M1{xtN)M2{x+N) 
(XY.MI){X + N) 5 Xz.M1{y+z){xt N} 
where z does not occur at all in Xy.Ml, x or N 
def 
MI (y := Mz){x -+ N) - MI{Y +- z}{x + N}(z := MZ{X + N}) 
where z does not occur at all in MI, M2, y or N 
a-conversion (denoted =,) on Xx-terms is deked as the least equivalence relation such that: 
if M{x t y} =, N then Xx.M =, Xy.N 
if MI =, Nl and MZ =, NZ then MI M2 =, Nl N2 
if MI {x c y} =, Nl and M2 =, Nz then MI (x := Mz) =, Nl (y := N2) 
We write [MI, for the a-equivalence class of M. 
2.3. CALCULI OF EXPLICIT SUBS?TITUTIONS 
A variable convention similar to the one adopted for the lambda calculus is adopted here. 
Remark 2.33 (Variable Convention for Ax) Names of bound variables are different from the names of free 
variables, and Goreover, Werent occurrences i f  the lambda binder and the substitution binder have different 
binding variables. 
We now consider the rewrite rules of the Ax-calculus. 
Definition 2.34 We say M Ax-rewrites to N iff M +A, N, where the latter relation is dehed by the following 
inference schemes: 
Beta 
(Ax.M)N +A, M(x := N) 
Lam (Ay.M)(x := P )  +AX Ay.(M(x := P)) Var x(x := P)  +h P 
An equivalent presentation, as discussed in Def. 2.18 for the A-calculus, is given in F i e  2.3. If these 
rules are adopted as axiom schemes and the contextual closure is taken (meaning that the remaining inference 
schemes of Def. 2.34 are added to these axiom schemes) then we obtain the inference schemes of DyfA 
the presentation of Figure 2.3 may be seen as a shorthand for that of Def. 2.34. 
,"" $ 
:$ -+ .  
(As.M)N + ~ ~ t ~  M(x := N) 
(MN)(x := P) +A,, M(x := P)N(x := P )  
(Ay.M)(x := P)  +L,, Ay.(M(x:= P)) 
X(X := P)  + v a r  P 
M(x := P)  + G c  M 
Figure 2.3: Alternative presentation of Ax 
The Gc-rule is referred to as the garbage collection rule; the substitution body P in this rule is called garbage. 
The Ax-calculus without the Beta-rule is called the substitution calculzls of Ax and is denoted by x. We write 
x \ Gc for the rewrite system x without the Gc-rule. The x-calculus is strongly normalizing and confluent, and 
its normal forms are pure terms [Blo97, Ch.131. 
Lemma 2.35 The x-calculus is strongly normalizing, confluent, and the x-normal forms are pure terms. 
Thus if M E TAX then we use x(M) to denote its unique x-normal form. The reason for calling x the 
substitution calculus is that the following result holds: 
Lemma 2.36 Let M, N E TAX and y E V. Then x(M(y := N)) = x(M)(y t x(N)}. 
Thus indeed the usual metalevel notion of substitution (Def. 2.14) may be computed stepby-step via the 
x-calculus. 
A variant of the Ax-calculus is the Ax--calculus whose rules are those of the Ax-calculus except for the 
Gc-rule which is replaced by the more restricted garbage collection rule y(x := P) +varf y where x # y. Note 
that Ax is more general than Ax- in the sense that 4 ~ ~ -  C + A ~  but + x X f t  -+h-. 
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Remark 2.37 Every Ax--redex is a Ax-redex. 
The abtract rewrite system (A, R) induced by Ax is obtained by setting A = 5, and R =+k. Thus 
notions such as confluence and normalization make sense in Ax too. For example, 
l SNxx stands for the set of Ax-terms that are strongly Ax-normalizing. 
l If M E SNxx then maxredx,(M) denotes the length of the longest Ax-derivation startiig from M to 
its (unique, see Lemma 2.39 below) Ax-normal form. Note that since there are only a finite number of 
Ax-redexes in any Ax-term, we may conclude Ax is bitely branching. 
Defbition 2.38 A substitution (x := N) is called void in M(x := N) if x $ FV(x(M)). Void redzlction, 
denoted Zxx, is Ax-rewriting inside the body of a void substitution. More precisely, it is obtained by the 
inference scheme: 
N +h N' x 4 FV(x(M)) 
M(x := N) +A, M(x := N') 
together with the last five inference schemes of Def. 2.346. 
The following two results are taken from [Blo97]. 
Lemma 2.39 (Simulation, Projection, Confluence) l (Simulation). Let M, N be terms in 7~. If
M +p N then M f A, N. 
l (Projection). Let M, N be terms in 5 , .  
1. If M +A, N then x(M) +p x(N). 
2. If M - f ~ ~ t ~  N is not a void reduction then x(M) Sp  x(N). 
l (Confluence). The ARS (TAX, 4 ~ ~ )  is confluent. 
Perhaps the most interesting property enjoyed by Ax is preservation of strong normalization (PSN): if a is 
strongly P-normalizing then a is strongly Ax-normalizing. The proof of this fact is not straightforward. Several 
techniques have been introduced for proving PSN of which we shall see a few in Part I of this thesis. As regards 
the Ax-calculus in particular, the most appropriate source for further information is [Blo97]. We provide a new 
proof of this result in Section 4.1.2, of Chapter 3. 
Proposition 2.40 Let Axm {M E 5, I VN C M, x(N) E SNxx). Then Axm = SNxx. 
The above characterization of SNxx fist  appeared in [BG96]. The same work includes in the list of future 
research lines the study of an inductive characterization of the set SNA,. By inductively we mean describing the 
set as the smallest set closed under some set of rules, as when defining the set of A-terms or the set of theorems 
of some logic system [Acz77]. This shall be dealt with in Chapter 3. Note that since all strongly Pnormalizing 
pure terms are in Axm one obtains PSN of Ax. 
Proposition 2.41 (PSN of Ax) The Ax-calculus enjoys preservation of strong normalization. 
Finally, we define Ax-rewrite strategies. They shall be used in Chapters 3 and 4. 
Definition 2.42 (Ax-Rewrite Strategy) 1. A one-step Ax-rewrite strategy is a function F(e) : zx -+ 5, 
such that for all M E TAX we have M +A, T(M), unless M is in normal form, in which case 3 ( M )  = M. 
2. A many-step Ax-rewrite strategy is a function T(o) : TAX 4 TAX such that for all M E Tx, we have 
M SAX F(M), unless M is in normal form, in which case 3(M)  = M. 
3. A strategy is called Ax-perpetual if WA,(M) implies mh(F(M)) .  
"ere the occurrences of +A. have been replaced by Zxx. 
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If F(e) is a one-step Xx-rewrite strategy then an F(e)-derivation is a derivation of the form M +A, 
3(M) + x ~  3(3(M)) . . .. Similarly, if 3(e)  is a many-step Ax-rewrite strategy then an F(e)-derivation 
is a derivation of the form M f A, 3(M)  f F(.F(M)) f x, . . .. Likewise, we may define rewrite strate- 
gies for other calculi such as the lambda calculus. If our interest in Ax-strategies is that they construct valid 
Ax-derivations in a deterministic manner then Def. 2.42 shall suffice. However, note the following: 
A strategy as defined above does not necessarily indicate which redex occurrence to contract in order 
to go from M to F(M), it is possible that there be more than one. Consider for example the term 
M = x(y := N)(y := N) where y $! FV(N) and x # y. Then M +A, x(y := N) by rewriting two different 
Gc-redex occurrences which we indicate by underlining them: x(y := N) (y := N) or x(y := N) (y := N). 
l A further source of ambiguity is when a redex occurrence does not suffice to determine which rewrite rule 
should selected to rewrite, this occurs in rewrite systems where two different rules overlap at the root 
position and the result of applying either of them is the same (see the example of the parallel-or rewrite 
system in [KOOOla]). 
In Chapter 3 we shall study perpetual rewrite strategies for Ax. When formulating the strategies we shall 
indicate the redex occurrence to be contracted and the rewrite rule too. 
2.3.2 The Xu-calculus 
The k t  calculus of explicit substitutions based on de Bruijn indices notation that we shall look at is the 
Xu-calculus of P.Lescanne [Les94, BBLRD961. 
Definition 2.43 The terms of the Av-calculus, denoted TA,, are defined by the following two sorted grammar: 
Terms M ::= n 1 (MM) I (AM) I (M[s]) 
Subst s ::= T I M/ 1 $ (s) 
where n is a natural number greater than zero. Once again, the 'C' symbol is used for the subterm relation, 
and it is defined as expected. Terms of sort Terms without subterms of the form M[s] are called pure terms. 
In contrast to the h-calculus terms may be of two sorts, namely Terms or Subst. Terms of the former 
sort speak for themselves, terms of the latter sort represent substitutions. A substitution may have one of 
the following forms: either it is a shift substitution (T), or it is a simple substitution (MI), or it is a lift of a 
substitution s (9 (s)). The usual conventions that application and e[e] associate to the left, and that e[e] binds 
stronger tha;n application which binds stronger than A, are adopted. Also repeated application of lift is defined 
as follows: fiO (s) ef s, fin+' (s) =$ (qn (s)). All substitutions in Av are of the form 9" (MI) or fin (T) for n 
some natural number. 
Definition 2.44 We say M Av-rewrites to N iff M +A, N, where the latter relation is defined by the contextual 
closure of the following inference axioms: 
The Av-calculus without the Beta-rewrite rule is the substitution calculus, or the v-calculus. The shift 
and simple substitutions may be seen as basic substitutions, whereas the lift operator adjusts substitutions. 
Shift represents the substitution which increments all the free indices of its target by one unit. For example, 
l[f] 2. However (Al)[t] +A, A1, since the index 1 is not free in the term X I .  
Note how the lift substitution operator is introduced when a substitution traverses the lambda binder in 
rule Lam. fi (s) indicates that if s assigns some term M to index n then it should now do so to index n + 1. 
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Also it indicates that if M is ever aesigned to some index n + 1 then the free indices in M  nus st de adjusted 
since they shall now appear under a new lambda binder (the one. s h a  just traversed), These two obsemtiom 
are expressed by the rules RVarLij3 and FVarL2jZ. 
Lemma 2.45 The v-calculus is strongly normalking, conftuent, and the u-normal forms me pure terms. 
The relation between explicit substitution and the updating operators and implicit substitutions is expressed 
in the following lemma. 
Lemma 2.46 (Relating explicit and  metaleve1 substitution) Let M, N E 7x, of sort Terms. Then: 
Other properties of the Xu-calculus are: 
Lemma 2.47 (Simulation, Projection, Confluence) (Simulation). Let M, N be terms in TA,. If 
M +pa N then M f x, N. 
(Projection). Let M, N E Tx, of sort Terms. If M -+A, N then v(M) ++p, v(N). 
(Confluence). The ARS (Z,, + A ~ )  is coniluent. 
As Ax, Xu also enjoys preservation of strong normalization [BBLRD96]. The technique which is used to 
prove this result shall be studied in detail in Chapter 3. 
Proposition 2.48 (PSN of Xu) The Xu-calculus enjoys preservation of strong normalization. 
2.3.3 The Xu-calculus 
The Xu-calculus was introduced by M.Abadi et al [ACCL91] and has its roots in the work of P-L.Curien [Cur86]. 
It is usually regarded as the first calculus of explicit substitutions whose properties such as coduence and 
strong normalization of the substitution calculus were studied. For some time it was not known if Xu enjoyed 
preservation of strong normalization until P-A.Melli&s introduced a counterexample in [Me195]. An analysis of 
this counterexample is provided in R.Bloo's PhD thesis [Blo97]. 
Definition 2.49 The terms of the Xo-calculus, denoted T A ~ ,  are defined by the following two sorted grammar: 
Terms M ::= 1 ) (MM) 1 (AM) 1 (M[s]) 
subst s ::= 7 l i d I M . s l s o s  
Indices greater than 1 are expressed with the aid of explicit substitutions: 2 1[T], 3 % l[r o TI, and so 
on. Once again, the 'E' symbol is used for the subterm relation, and it is defined as expected. Terms of sort 
Terms without subterms of the form M [s] are called pure t e r n .  
Definition 2.50 We say M Xa-rewrites to N iff a +A, b, where the latter relation is defined by the contextual 
closure of the following inference schemes: 
(MN) [sl 
(AM) [sl 
M [sl it1 
1[M . S] 
1 [id] 
M [N , id] 
( M . s ) o t  + ~ a p  M[t] (s o t) 
id o s + I ~ L  s 
(81 0 32) O s3 +Ass S l 0  (s2 O 93) 
T 0 (M . s) 3Sh~ftCons S 
7 oid +ShiftId T 
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Although both Xu and X a  have terms of sort Terms and Subst, only Xu provides inference schemes for 
rewriting substitutions. Indeed, the last five rules of Def. 2.50 rewrite terms of sort Subst. Also, in contrast to 
Xu, X a  provides composition of substitutions, if s and t are substitutions (i.e. terms of sort Subst) then s o t 
denotes their composition: first apply substitution s then apply substitution t. 
Xu without the Beta-rewrite rule is called the substitution calculus and is denoted a .  
Lemma 2.51 The a-calculus is strongly normalizing, confluent, and the a-normal forms axe pure terms. 
See [ACCLgl, Ri093, Zan951. 
Note that although there is no rule of the form s o id + s or of the form M[id] -t M they are admissible in 
the sense that all its ground instances may be simulated in the a-calculus [ACCLSl]. 
The following lemma relates Xa-reduction and preduction, and also mentions confluence. 
Lemma 2.52 (Simulation, Projection, Confluence) l (Simulation). Let M, N be terms in ?A,. If 
M +pdb N then M f A, N .  
(Projection). Let M, N E TAU of any sort. If M +xu N then a(M) +a,, u(N). 
l (Confluence). The ARS (Ix,, -txo) is confluent. 
The Xa-calculus exhibits a more complex dynamical nature than Ax and Xu. This is due to the presence 
of substitution composition. A consequence of this fact is failure of preservation of strong normalization. This 
result was proved by P-A.Melli&s [Me1951 and came somewhat as a surprise. Also, it has contributed significantly 
to boost researchers' interest in calculi of explicit substitutions. 
2.3.4 The Aws-calculus 
The Xvs-calculus is a calculus of explicit substitutions based on de Bruijn indices notation which also enjoys the 
presence of substitution composition however in a different way than that of X a .  Moreover, so called update tags 
are also present. A term with an update tag is of the form (i)M, indicating that all free indices in M should 
be incremented by i units. Substitutions have the form M[i/N, j] indicating that indices i must be replaced by 
( i )N  and that there was a tag (j) embracing the Beta-redex that fired the substitution. The following rewrite 
step illustrates how substitutions may be composed in Xws: 
4[0/00,O][O/XOO,O] +XU. 4[O/(OO)[O/XOO, OI,1] +- -
s t sot 
There are no updating tags in the above two terms. Note that, as originally introduced in [DG99, DGOl], 
de Bruijn indices start from 0 instead of 1. 
As the reader may have noted there is no explicit operator in the language to denote the compmition of 
substitutions as in the case of Xa. In k t  there is only one sort, namely the sort of terms. However, a substitution 
may be composed with another one in the sense of the example above or may even jump over another one as 
described in the c2 rewrite rule of Def. 2.58. 
Just as Xu 'implements' the indexed lambda calculus, Xws also implements a calculus. This calculus, called 
Xv, is very simiIar to the indexed lambda calculus but, as already mentioned, difTers in that it includes so called 
updating tags. So before going into the details of the Xws-calculus we shall briefly go over Xv. 
Definition 2.53 (The Xw-calculus) The set of terms M E TAU is defked as: 
M ..- N 1 (k)N where k E INo 
N ::= n ( AM I MM where n E INo 
The (e). operator is the updating or update operator. Note that no two consecutive updating operators may 
appear in a term in TAW. The updating operator has higher precedence than the application operator, so (k)PQ 
means ((k)P)Q. The Xv-calculus is defined on the set TAW by the rules: 
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where m is given by the m(ixing)-rule: (i)(j)M +, (i + j)M. Metalevel substitution .{a/*, *} is dehed 
where i, j E IN 
Intuitively a term of the form (k)M represents the term M where all free indices have been incremented by 
k units. The mixing rule allows all adjacent updating tags to be fused, and hence the reducts of & and to 
be terms in 7,,. Note that it is the presence of the update tags that has forced the usual Pdb-rewrite rule to be 
split in two, namely @l and P2. 
Example 2.54 Here is an example of a Xv-derivation. 
It is instructive to establish the relation between Xw and the Ada-calculus. For this we need the following 
translation from Xw-terms to de Bruijn terms. E : 7x, + 7xdb is defined as follows: 
The relation between this new notion of metalevel substitution and the usual notion of metalevel substitution 
as dehed in Def. 2.24 is as follows: E(M{i/N, j}) = U!+~(E(M))~~ t E(N)]. This may be used to show: 
Lemma 2.55 1. Let M, N E TA,. If M +A, N then E ( M )  +pd, E(N). 
2. Let M E 7xu  and P E TA, such that E(M) +pas P. Then there exists N E 7x, such that M +A, N and 
E(N) = P. 
Definition 2.56 (Terms in Xvs) The set of terms of the Xvs-calculus, denoted 7x,, is defined as follows: 
.[a/., e] is called the substatution operator. Terms without occurrences of the substitution operator are called 
pure terms. Positions in terms are defined as usual; we use MIp to denote the subterm of M occurring at 
pmition p. 
Remark 2.57 For the readers familiar with the As-calculus [KR95] the translation into A s  of (k)P is &(P), 
and of P[i/Q, j] is d + , ( p ) u i ~ .  
We s h d  use (z) to denote the sequence of explicit updating operators (kl) . . . (k). In particular, if we 
want to stress the fact that n > 0 we write (z+). Also, we shall use c 2 to abbreviate Cy=l where (z) is 
(kl). . . (kn). The following characterization of the Aws-terms may be proved by induction on M. 
- 
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2.3. CALCULI OF EXPLICfl SUBSTITUTIONS 
Definition 2.58 (The Xws-calculus) The Xws-calculus is defined by the following rewrite rules: 
The B-calculus is just rules b l  and b2. The substitution us-calculus is the Xws-calculus without the rules bl  
and b2. The pcalculus is the us-calculus without the m-rule. In [DGOl] it is proved that p and w s  are strongly 
normalizing and confluent. We use NFp to denote the set of pnormal forms. Note that pure terms are not 
necessarily in substitution normal form (i.e. in ws-normal form) since they may contain m-redexes. 
The Xws-calculus is the first7 lambda calculus with explicit substitutions to satisfy simulation of onestep 
j?-rewrite reductions, confluence on open terms and preservation of strong normalization. 
Lemma 2.59 (Simulation, Projection, Confluence) 
M -+A, N then M LA,. N. 
(Simulation). Let M, N be terms in 7x,. If 
(Projection). Let M, N E 7ks. If M +A,, N then ws(M) +A, ws(N). 
(Confluence). The ARS (5,. , is confluent. I - 
- In fact, if the grammar of Def. 2.58 is enlarged with metavariables X, Y, . . . obtaining the set of open tejnns, 
say I& : 
M ::= n I X ( AM ( M M  ( (k)M I M[i/M, j] where n,i, j, k E No 
where X ranges over the set of metavariables, then the ARS (TW,, is confluent too, where +A,. is 
just Xws-rewriting but over the terms in 7.,,. We say that X w s  is confluent on open terms. 
Proposition 2.60 (PSN) X w s  enjoys preservation of strong normalization. 
See [DGOl] for a proof. 
?Together, it seems [DGOl], with the work by H.Goguen and J.Goubault-Larrecq [GGWIO]. 
 o ow ever, see Lemma 2.59(1) and note that the terms M and N belong to f i ,  and not IAdb. 
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Part I 
Perpetuality in Calculi of Explicit 
Substitutions 

Chapter 3 
Perpetuality in Ax 
Part I of this thesis studies perpetuality in calculi of explicit substitution. Perpetuality studies the contraction 
of rewrite steps that preserve the possibiity of i . t e  derivations. We shall mainly be concerned with perpetual 
redezes, in other words redexes whose contraction preserves the possibility of inkite derivations. A rewrite 
strategy which always contracts a perpetual redex is called a perpetual rewrite strategy. For example, the 
leftmost strategy is not perpetual for the A-calculus. Indeed, consider the Xterm M = (Xx.y)(AA) where 
A = Ax.xx. Then M admits an infinite @derivation, simply contract repeatedly the rightmost /?-redex: 
(Ax. y) (M) +p (Ax. y) (AA) +p . . . 
Yet by contracting the leftmost P-redex in M we obtain the term N = y which is a normal form. As the reader 
may observe, this is due to the erasing nature of the redex contracted since the subterm AA no longer appears 
in N, it has been erased. The XI-calculus is obtained from the Xcalculus by restricting term formation: for 
every abstraction Ax.M there is at least one free variable occurrence of x in M. In the XI-calculus all redexes 
are perpetual [CR36]. The interest in perpetual strategies is that if they normalize a term M then this term is 
strongly normalizing, that is, all derivations starting from M are finite. For example, we shall apply our studies 
on perpetuality for characterizing inductively the set of all the terms in Ax that are strongly Ax-normalizing. 
By inductively we mean describing the set as the smallest set closed under some set of rules, as when defining 
the set of A-terms or the set of theorems of some logic system [Acz77]. We shall also apply it for proving strong 
normalization of a typed polymorphic lambda calculus with explicit substitutions. 
Perpetual rewrite strategies for the Xcalculus were introduced in [BBKV76], a recent survey is [RSSX99]. A 
Term Rewrite System is called uniformly normalizable if all redexes are perpetual. J.W.Klop [K1o80I1. showed 
that aJl non-erasing orthogonal CRSs (hence all non-erasing orthogonal Term Rewrite Systems) enjoy this 
property, thus generalizing Church's Theorem [CR36] stating that the XI-calculus is uniformly normalizable. In 
the direction of characterizing perpetual redexes, Z.Khasidashvili [Kha94, KhaOl] proved that all non-erasing 
redexes are perpetual in orthogonal ERSs (hence all non-erasing redexes are perpetual in orthogonal Term 
Rewriting Systems), thus generalizing the Conservation Theorem [BBKV76] stating that &-redexes (i.e. /?- 
redexes in XI) are perpetual in the Xcalculus. See WOOOla] for a thorough treatment of perpetual rewrite 
strategies and a characterization of perpetual redexes in higher-order term rewrite systems. 
All these results are formulated for orthogonal systems, but the calculus of explicit substitutions Xx is not 
orthogonal. Indeed, the Beta-rewrite rule and the App-rewrite rules overlap forming a critical pair. 
Thus the results on perpetuality already developed do not apply. So we study perpetuality in the Ax-calculus by 
adapting a technique originally introduced for proving preservation of strong normalization of c a l d i  of explicit 
substitutions [BBLRD96]. Applications of this study are a formulation of an inductive definition of the set 
of strongly Ax-normalizable terms, two perpetual rewrite strategies for Ax one of which is computable, and a 
-- - 
l~owexer, see [Oos96]. 
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proof of strong normalization of typed terms in a polymorphic lambda calculus with explicit substitutions, F,. 
System F [Gir72, GLT891 is a set of typing rules for typing polymorphic terms, together with two rewrite rules: 
the ,&rewrite rule, and a rewrite rule for instantiating type variables by arbitrary types. We shall augment 
the F-calculus with explicit substitutions obtaining F, and, in addition to strong normalization, we also study 
subject reduction for the extended typing rules. In fact the original motivation from which the work reported 
in this chapter resulted was an attempt to apply J.Y.Girard's 'candidats de reductibilit6' technique in order to 
prove strong normalization for F-. Reducibiity for proving properties of calculi of explicit substitution first 
appear in [Muii97b] and [Rit93], however only for proving weak normalization. As regards strong normalization, 
apart fiom this work, there have been independent contributions [Rit99, DLO1, HerOO]. The results developed in 
this chapter have been published in [Bon99a, BonOl]. Further work on perpetuality for non-orthogonal systems, 
with applications to calculi of explicit substitutions, has been developed in [KOOOlb]. 
Structure of the chapter 
We shall begin by going over the fundamental results behind the proof technique devised by P.Lescanne et 
al in [BBLRD96] to prove preservation of strong normalization for Av. This technique is based on assigning a 
measure on derivations and applying a minimah@ argument, B la Nash-Williams' [NW63] proof of Kzuskal's 
tree theorem, in order to arrive at a contradiction. We apply this technique in order to conclude that if M and 
N are Ax-terms then: 
1. if M = Pl (x  := P2)P3. .  . Pn E SNxx then N = (Ax.Pl)P2. .  Pn E SNk. 
2. if M +,\,, N and N E SNxx then M E SNx,. 
3. if M +G, N and P, N E S N k ,  where P is the garbage erased by the Gc-redex, then M E SNk.  
This shall suffice in order to provide an inductive characterization of the terms in SNxx and perpetual rewrite 
strategies for Ax. These strategies are not refinements of the usual strategies for the Xcalculus. In other words, 
if T ( o )  is some one-step rewrite strategy for the Xcalculus, hence M - t p  F ( M )  for all A-terms M not in normal 
form, then in the explicit substitution formulation 3;, of 3 ( 0 )  we shall not necessarily have M 3 ( M )  where 
the steps in the this derivation are of the form M -+AX Fx(M)  - t x x  Fx(Fx(M))  +A, . . . e ( M ) .  
A further application of the above mentioned result is the possibility of applying Girard's 'candidats de 
reductibiiti:' [Gir72] proof technique in order to prove strong normalization of a polymorphic lambda calculus 
with explicit substitutions. For this we formulate Fe,, a polymorphic A-calculus of explicit substitutions which 
incorporates two flavours of substitutions: term and type substitutions. Subject reduction is proved for F,. The 
latter result was shown to fail for other formulations of higher-order lambda calculi with explicit substitutions 
based on Ax [Blo97]. This situation was later reverted in [Blo99, Bldll], so it may be seen as an independent 
solution to this problem. Additional related work is that by C.Muiioz [Mu597b] who dehes a typed lambda 
calculus with explicit substitutions (based on a left-linear variant of Xu) and dependent types. He proves subject 
reduction for this calculus by introducing type annotations in the l l constructor of A a .  
Finally, we prove strong normalization for all polymorphically typable terms. 
3.1 The Perpetuality Proposition 
We shall begin our study on *te derivations in Ax. For this we recall the closure tracing technique introduced 
in [BBLRD96] for proving preservation of strong normalization for the calculus Xv. In [BBLRD96] infinite 
derivations starting from pure terms are studied since it is PSN which is of interest, here we study infinite 
derivations starting from any term. On the way we shall encounter some simplifications on this technique as a 
tool for proving PSN. 
An overview of the Ax-calculus is given in Chapter 2. The reader already familiar with this calculus of 
explicit substitutions may read on, otherwise we recommend taking a glimpse at Section 2.3.1 before continuing. 
Nonetheless, we recall some of the properties of Ax which we shall use in this sedion. 
Definition 2.38. A substitution (x  := N) is called void in M ( x  := N) if x 4 FV(x(M)) ;  M is said to be 
the target of the substitution and N its body. Void reduction, denoted S A X ,  is Ax-reduction inside the body of 
a void substitution. 
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A Ax-wntezt, or simply a context, is a Ax-term with a 'hole'. More precisely, if we use the distinguished 
variable to denote this hole then a context is just a term with exactly one occurrence of O. An example is 
Ax.O(y := 2). 
Let us recall how prewrite steps may be executed via the Ax-calculus: 
Lemma 2.39 (Projection). Let M, N be terms in .irk. Then 
1. If M +k N then x(M) +p x(N). 
2. If M + ~ ~ t ~  N is not a void reduction then x(M) x(N). 
Consider some inhite Ax-derivation (b : Mo +A, Ml +A, . . .. Since x is strongly normalizing an innmxe 
number of Beta-rewrite steps must take place in 4. If all these Beta-rewrite steps were not void then we would 
obtain an P-derivation from the pure term x(Mo), using the Projection Lemma. Therefore, if we already 
know that x(Mo) is strongly /?-normalizing, then we may conclude that at some point on, in (b, all Beta-rewrite 
steps are void. In fact, it may be shown that at some point on in (b all Ax-rewrite steps are void. This result is 
the s t a r t i i  point of P.Lescanne et al's method for proving PSN. We formalize it below (see [Blo97, Proposition 
4.151). 
Lemma 3.1 If Mo, MI,. . . E TAX such that x(Mo) E SNp and Mo +xx MI d x x  . . . is an infinite Ax-derivation 
then there is a k E IN such that for all i 2 k, Mi 5 x X  Mi+l. 
Proof. Since x is strongly normalizing we may assume the infinite Ax-derivation has the form Mo +, 
MI + ~ ~ t ~  M2 +, Ms.. .. NOW by Lemma 2.39(1) we have x(Mo) +p x(M2) +p x(M4) +p x(M6). . ., where 
by Lemma 2.39(2) we have x(M2,) $p x(M2,+2) if M2n+l + B e t a  M2n+2 is not void. 
Now since x(Mo) E SNp there is a j E IN such that for all i 2 j we have M2ifl zBeta M2i+2. We must now 
prove that from some point onwards not only the Beta-reductions are void but also the x-reductions. This is 
done by defining an interpretation h on TAX: 
(i + h ( ~ ) )  x h ( ~ )  if z E FV(X(M)) h(M(z := N)) !Ef if z $ FV(x(M)) 
In the last clause of the demtion of h note that if z 4 FV(x(M)) then h(N) is neglected, hence any 
reduction steps inside N shall not alter h(M(a := N)). In fact one may verify that: 
if M J A x  N then h(M) = h(N), and 
if M +, N is not void then h(M) > h(N). 
Thus there must be a k > j such that for all i 2 k we have that not only sBeta MZi+2 but also 
Mai s x  M2i+l. 
Note that in contrast to [BBLRD96] there has been no need to define internal/external positions (since they 
have been captured by the definition of h) and to prove commutation of internal/external reductions in order 
to prove Lemma 3.1 [BBLRD96, Lemma 131. This is clearly an advantage since commutation results are long, 
tedious and technical. It thus suggests a simplsed variant of the proof technique introduced in [BBLRD96] for 
proving PSN. 
So now we know that if (b : Mo +A, MI +A, . . . is an infinite Ax-derivation and x(Mo) is strongly /3- 
normalizing, then at some point on in (b all Ax-rewrite steps are void. We shall see that from (b we may learn 
of the existence of an S t e  Ax-derivation in which from some point on all Ax-rewrite steps take place within 
the 'same' closure. This requires the notion of a skeleton of a term which first appeared in [KR95]. The 
corresponding concept in terms of positions occurs under the name frontier in [BBLRD96]. 
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Definition 3.2 (Skeleton) The skeleton of a term M in Ih, denoted SK(M), is defined inductively as follows 
SK(x) def -
SK(NlN2) SK(Nl)SK(Na) 
SK(Ay.N) Ay.SK(N) 
def SK(Nl(z:=N2)) = SK(Nl)(z:=*) 
where the 'e' symbol may be seen as a place-holder (much the same as the '0' symbol in a context). 
Intuitively, the skeleton of a term is the part where only reductions which do not take place in bodies of 
substitutions are possible. 
Remark 3.3 Note that if M SAX N then SK(M) = SK(N). 
Lemma 3.4 If Mo, MI,. . . E 7xx such that ~ ( M o )  E SNg and Mo +A= MI + A ~  . . . is an infinite Ax-derivation 
then there exists k E IN, a variable y, a context C and Ax terms P, Qk, Qk+l, &k+2, . . . such that 
where for i > k the i + 1-rewrite step takes place in Qi. 
Proof. Consider an iniinite Ax-derivation + : M = MI tAX M2 -fAX Ms. .  . s t d i g  from M,  Then since 
x(M) E SNp we may apply Lemma 3.1 and obtain a k E IN such that for all i 2 k we have Mi zh Mi+l. And 
hence by Remark 3.3 we have SK(Mk) = SK(Mi) for all i 2 k. 
Now as there are only a finite number of closures in SIC(Mk) and, since the reductions within these closures 
are independent in the sense that they occur in parallel positions, by Konig's Lemma an inhi te  derivation must 
take place within the same closure in SK(Mk). Thus Mk = C[P(y := Qk)] for some context C and 
is an W t e  Ax-derivation starting from M. 
Finally, Lemma 3.4 together with the fact, proved below, that closures may be traced back shall provide all 
the tools for proving our main perpetuality result. 
Lemma 3.5 (Onestep closure tracing) Let M, N E 5, with M +A, N = C[P(y := Q)]. Then, 
1. either M = C' [P' (y := Q)] for some context C', 
2. or, M = @[PI (y := Q')] for some context C' and Q' -+A, Q, 
3. or, M = C[(Xy.P)Q]. 
Proof. We use induction on M and consider the following two cases: 
The reduction takes place at the root. First note that if P(y := Q) occurs in a subterm of N which is 
'also a subterm of M then for some context C' and P' = P the first item holds trivially. Also note that 
this includes the cases where the rule applied at the root is V ~ T  or Gc. Otherwise we must have one of 
the following: 
- M = (Ay.P)Q +Beto P(y := &) = N with C = 0 .  Then the third item holds. 
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- M = (M1M2)(y := Q) - f A p p  M1(y := Q) M2(y := Q) = N where P is MI or Mz. Then we take 
P' = M1M2 and C' = and the first item holds. 
- M = (Xz.P)(y := Q) + L ~ ~  Xz.P(y := Q) = N. Then we take C' = 0, P = Xz.P and item one 
holds. 
The reduction is internal. 
- M = x. The result holds vacuously. 
- M = M1M2 with either M1 +A, Mi, or M2 +A, M;. We consider the first case, the other being 
similar. Thus N = MiM2. We have two further cases to consider. 
* The subterm P(y := Q) occurs in Mi. We then use the induction hypothesis. 
* The subterm P(y := Q) occurs in Mz. Then the first item trivially holds. 
- M = Xz.M1 with MI +A, Mi. We use the induction hypothesis. 
- M = MI (Z := M2) with 
* either, MI +h Mi and N = M ~ ( z  := Mz). Then if P(y := Q) occurs in Mi we use the induction 
hypothesis. If it occurs in Ma then the first item trivially holds. Finally, if N = P(Y := Q) then 
we take C' = 0, Pf = MI and the first item holds. 
* or, M2 +h Mi and N = M1(z := Mi). Then if P(Y := Q) occurs in MI then the first item 
trivially holds. If it occurs in Mi then we use the induction hypothesis. Finally, if N = P(y := Q) 
then we take C' = 0, Pf = MI and Q' = M2 and the second item holds. 
This result extends naturally to many-step derivations. It may be proved by induction on the number of 
rewrite steps. 
Lemma 3.6 (Closure tracing) Let MI,. . . , Mn E Tx, such that Ma +A, Ma+l for i E 1, .., n - 1, and 
Mn = C[P(y := Q)]. Then, 
1. either there is an i E 1, .., n - 1 such that Mi = C'[(Xy.P')Q'] for some context C' and Q' *h Q, 
2. or, MI = C' [Pf (y := Q')] for some context C' and Q' +A, Q. 
Dehition 3.7 (Derivation ordering) Let 4 and $J be two infinite derivations starting from a term MI. 
Then the derivation 4 :  MI-+^,,^^ MZ+A,,~~ M3.. . Mn+~x,p,Mn+l. . . is said to be smaller than the derivation 
20 M I + A ~ , ~ ~ M Z + A ~ , ~ ~ M ~  - . . M +X~,~, ,M;+~ . . . if pi = qi for i < n and q, is a proper prefix of pn. 
Remark 3.8 Suppose M = C[P(y := Q)] +, N. Then there are two possibilities: 
1. either, the reduction step takes place in Q, i.e. N = C[P(y := Q')] and Q +, Qf, 
2. or, it does not take place inside Q. 
In the second case we then have that the substitution body Q also occurs in N or else it was erased as a 
result of applying the Gc-rule (Q is subterm of garbage erased by Gc). This observation shall be made more 
precise in the following lemma. 
Lemma 3.9 Let M = C[P(y := Q)] +, N such that the x-reduction step does not take place inside Q, and 
let S be the term (substitution body) eliminated by the Gc-rule if it was applied, then 
either, Q occurs in N 
or, Q c S.  
Proof. By induction on the context C. 
C = 0. Then M = P(y := Q) -1, N. We have two further cases to consider: 
- the reduction takes place at the root. If the rule applied was App, Lam or Var then the first item 
holds. If the rule applied was Gc then S = Q and the second item holds. 
- the reduction is internal. Then we must have P +, P and the first item trivially holds. 
C = C'O (the case C = OC' is analogous). Then the reduction step M = Cf[P(y := Q)]O +, N must 
be internal and N = N1N2. We have two further cases to consider: 
- C1[P(y := Q)] 4, Nl and Nz = 0. Then the result follows from the induction hypothesis. 
- Nl = Ct[P(y := Q)] and 0 4, N2. Then the first item trivially holds. 
C = Av.Cf. Then the reduction M = Ay.Cf[P(y := Q)] +, N must be internal and the result follows by 
the induction hypothesis. 
C = Cr(x := 0) .  Thus Cf[P(y := Q)] (x := 0) +, N. We have two further cases to consider: 
- the reduction takes place at the root. If the rule applied is Gc then S = 0 and N = Cf[P(y := Q)] 
and the first item trivially holds. Suppose then that the ruIe applied is App, Lam or Var. Then 
C # and one of the following must hold: C' = CffR, C' = RCN or C' = Ay.C" for some context 
C". In all cases the h t  item holds. 
- the reduction is internal. Then we have two cases: 
* either, Cr[P(y := Q)] +, Nl and N = Nl(x := 0 )  in which case the result follows from the 
induction hypothesis. 
* or, 0 4, Nl and N = C1[P(y := &)](a: := Nl) and the k t  item holds. 
C = O(v := C'). Then we have M = O(v := C1[P(y := Q)]) +, N. We consider two cases: 
- the reduction takes place at the root. If the rule applied was App, Lam or Var then the first item 
holds. If the rule applied was Gc then S = C1[P(y := Q)] and the second item holds. 
- the reduction is internal. Then 
* either, 0 +x Nl and N = Nl (v := C' [P(y := Q)]) and the first item holds trivially. 
* or, Cf[P(y := Q)] 4, Nl and N = O(v := Nl) and the result follows from the induction 
hypothesis. 
Before proceeding to the main proposition of this section we would like to discuss the relation with the work 
in [BBLRD96] for proving PSN. 
What P. Lescanne et a1 do for PSN. They consider a minimal infinite Ax-derivation starting fiom a pwe 
term. Thus they can always trace back the closure (guaranteed to exist by Lemma 3.4) to its (unique) point 
of creation (here the Beta-rule) and obtain a smaller derivation than the original one, hence contradicting 
minimality . 
What we do for perpetzlality. Suppose M -4, N and N E SNxx. Given a minimal idki te  Ax-derivation 
starting from M we trace back the closure (guaranteed to exist by Lemma 3.4). But now there are two 
possible situations as dictated by Lemma 3.6: 
- either, the closure was created by a Beta-rule. We then argue as above and contradict minimality. 
- or, (an ancestor of) the body of the closure, say Q, belongs to the original term M. But then since 
M +x N we may reason as follows: 
* either, the substitution body Q also occurs in N, in which case we arrive at a contradiction since 7 
N E S N h  and Q $ SNxx, 
* or, Q is a subterm of garbage, i.e. M +c, N and Q C_ P where P is the substitution body 
eliminated by Gc, then by requiring that all eliminated garbage be strongly Ax-normalizing terms 
we arrive at a contradiction, 
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* or, the reduction step M +, N takes place inside the substitution body Q, i.e. Q +, Q' for some 
Q' c N. Then we may apply inductively the same reasoning in order to obtain a contradiction. 
Note that since,there are a fbite number of closures in M this case may not repeat itself an 
infinite number of times. 
These ideas may be formalized as follows. 
Lemma 3.10 Let M, N E TAX. 
1. Suppose M --tX\cc N and N E SNb then M E SNb. 
2. Suppose M = CIPl(z := Pa)] + G ~  CIPl] = N where the Gorewrite step takes place at the position of 
the hole, and P2, N E SNxx then M E SNxx. 
PTOO~. Both items are proved simultaneously by (course of values) induction on the number of occurrences 
n of the closure operator in M. Note that since M +, N by hypothesis there must be at least one occurrence 
of the closure operator in M. 
n = 1. Suppose that M $? SNx, and let q5 : M = MI --+A, M2 +& Ms.. . be a minimal infinite derivation 
starting from M. Now since N E SNxx then x(N) E SNp and hence x(M) E SNB (since x(M) = x(N)). 
Then by Lemma 3.4 we may construct the following infinite Ax-derivation, 
for some k E IN, position p, variable y, context C and Ax-terms P, Qk, Qk+1, QkS2, . . .. Note that the 
sequence (Qk, Qk+l, Qk+2, . . .) is an infinite Ax-derivation. 
Now by the closure tracing Lemma 3.6 there are two possibilities for the origin of the closure (y := Qk): 
- either, it was created sometime before by an application of the Beta-rule, i.e. there exists j < k, a 
context C' and a position pj such that: 
with Q +A, Qk. But then we may construct the infinite Ax-derivation 
Note that (6" is smaller than 4 since at step j we reduce a proper subterm of (Xy.Pt)Q and obtain 
nonetheless an infbite Ax-derivation. Thus we contradict the minimality of 4. 
- or, (an ancestor of) the body of the closure, belongs to the original term M, i.e. M = Ct[P' (y := Q)] 
for some context C' and terms P and Q with Q -nk Qk. Here we have two further cases to consider: 
1. either the reduction step M = C'[Pt(y := Q)] +, N takes place in Q, i.e. N = C'[Pt(y := Q')] 
and Q +x Q', 
2. or it does not take place inside Q. 
But the first case is not possible since n = 1 and therefore there are no occurrences of the closure 
operator in Q. So the reduction step M = C'[Pf (y := Q)] +, N does not take place inside Q, and 
therefore by Lemma 3.9, we have that either Q occurs in N (which is in SNx,) or is a subterm of 
garbage (i.e. Q G P2) and hence also is in SNx, as the additional requirement on application of 
Gorule states. Thus we arrive at a contradiction (closure tracing has determined that there is an 
infinite Ax-derivation starting from Q and, on the other hand, we have Q E SNxx). 
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n > 1. We start off as in the previous case; the only difference is when the closure tracing lemma determines 
that (an ancestor of) the body of the closure, belongs to the original term M, i.e. M = Cf[P'(g := Q)] 
for some context C and terms P' and Q with Q +AX Qk. Here it is possible that the reduction step 
M = C1[P'(y := Q)] -+, N takes place in Q, i.e. N = C1[P'(y := Q')] and Q 4, Q'. In this case, since 
N E SNxx we have Q' E SNxx and we may apply the induction hypothesis w.r.t. Q and obtain that 
Q E S N h .  Hence we obtain a contradiction. 
Proposition 3.11 (Perpetuality Proposition) Let M, N E Th. Then 
1. ir M = P ~ ( x  :=P2)P3.. .Pn E SNxx then N = (Ax.P1)P2..  Pn E S N h .  
2. if M - f x \ ~ c  N and N E SNx, then M E SNxx.  
3. if M = DIPl ( z  := P2)Iq-f Gc,qDIPl]q =N for some context D and Pa, N E SNxx then M E SNxX. 
Proof. The last two items have already been proved (Lemma 3.10). For the first item we consider the term 
PI (x := P2)Ps . . . Pn E S N h .  Then PI , .  . . , Pn E SNxx. Therefore, any infinite derivation starting from the 
term (Xx.Pl)P2 . . . Pn must have the form, 
where Pi +A,  Pi for i E l..n. Then there is an infinite derivation, 
contradicting the hypothesis. 
Remark 3.12 Note that the above technique may be applied to the explicit substitution formulation of the 
substitution lemma, more precisely, we have that if y 4 FV(P) and C[M(x := P)(y := N ( x  := P))] ,  is strongly 
Xx-normalizing then C[M(y := N)(x := P)lp is also strongly Xx-normalizing. Obviously this does not mean 
that we may add the inferred rule (i.e. M (y := N)  (x := P )  +c, M(x := P )  ( y  := N(x := P ) ) )  to Ax without 
(trivially) losing strong normalization. 
This remark shall be used in the proof of strong normalization for a polymorphic lambda calculus with 
explicit substitutions (Lemma 3.63). 
3.2 Some Applications of the Perpetuality Analysis 
This section considers some applications of the perpetuality analysis elaborated in Section 3.1: an inductive 
characterization of SNx,, two perpetual rewrite strategies for Ax, and strong normalization by reducibility for 
a polymorphic lambda calculus with explicit substitutions F,. This last issue shall be considered in detail in 
Section 3.3. The technique presented in this section is based on similar results obtained for the X-calculus with 
the p-rewrite rule [RS95]. 
3.2.1 Characterizing Terminating Terms in Ax 
We give an inductive characterization of the terms in SNx, by combining the technique presented by F. van 
Raamsdonk and P. Severi in [RS95] and the Perpetuality Proposition (Proposition 3.11). This characterization 
shall be used in the proof of perpetuality of some rewrite strategies studied in Section 3.2.2. 
Lemma 3.13 Every M E TAX is of one of the following forms: 
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4. Po(xl := Q1). . . (x, := Q,)Pl. . . Pn where m 2 1 and Po is not a closure (i.e. it is either a variable, an 
abstraction or an application). 
PTOO~. By induction on the term M. 
A word on notation before continuing: if M, Nl, . . . , N, E 7xx and XI,.  . . , x, E V for m 2 0 then we use 
M* to denote the term M(x1 := Nl) . . . (x, := N,). 
Definition 3.14 Let SN C Th be the smallest set closed under the inference schemes: 
PI, ..., Pn E S N  x E V  P E S N  
Rl R2 
sP1 ... Pn E S N  XX.P E S N  
W P 1  ... Pn E S N  x y*Pl ... P ~ E S N  N E S N  x € V  
R4 R5 
x(x := N ) * P l . .  . Pn E S N  y(x := * * P I . .  . Pn E SN 
(Mi(x  := N)Mz(x := N))* PI . . . Pn E S N  (Xy. M(x := N))* PI . . . Pn E S N  
R6 R7 
(M1M2)(x := N)* PI . . . Pn E SN (Xy.M)(x := N)* PI . . . Pn E SN 
where inference scheme (R5) is subject to the restriction x # y. 
Each inference scheme is quantified over n and m (if m also occurs in it). Thus for example inference scheme 
(225) should be read as: for all m 2 0 and n 2 0, if N E SN and y(xl := Nl) . . . (x, := N,)Pl.. . P, E SN 
and y # x then y(x := N)(xl := Nl) . . . (x, := N,)Pl . . . Pn E SN. 
Lemma 3.15 SNx, = SN. 
Proof. 
SNxx SN. Let M E SNxx. We prove by induction on (mmedxx(M), IM I), using the usual lexicographic 
ordering, that M E SN.  By Lemma 3.13 we have the following cases to consider: 
- M = xPl . . . Pn. Then since M is strongly Ax-normalizing, PI,. . . , Pn are strongly Ax-normahiing. 
By the induction hypothesis we have that PI,. . . , Pn E SN. Thus by inference scheme (Rl) we 
obtain xPl . . . Pn E SN (note that this case includes the base case, i.e. all variables are in SN). 
- M = Xx.P. As above P is strongly Ax-normalizing, and therefore by the induction hypothesis, 
P E SN. Using inference scheme (R2) we conclude that Xx.P E SN.  
- M = (Ax.Po)Pl . . . P,. Then since M - s B ~ ~ ~  Po (x := PI)&. . . Pn we have that Po(x := Pl)P2..Pn E 
SN,. By the induction hypothesis Po(% := Pl)P2 . . . Pn E SN, and thus by inference scheme (123) 
we conclude that M E SN. 
- M = Po(x1 := QI) . . . (x, := &,)PI . . . Pn where m 2 1 and Po is not a closure (i.e. not of the form 
P ( z  := Q')). Thus we have the following cases to consider: 
* Po = XI. Then Q1(x2 := Q2) . . . (xm := Qm)Pl . . . Pn E SNxx, and by the induction hypothesis 
this term belongs to SN.  Then by inference scheme (R4) we obtain that M E SN.  
* Po = y # 21. Then y(x2 := 92) . . . (x, := Q,)Pl. . . Pn E SNx, and by induction hypothesis 
it is also an element of SN. Also, since M E SNxx we have Q1 E SNx,, and by the induction 
hypothesis Q1 E SN. Then by inference scheme (R5) we obtain that M E SN. 
* P o  = X9.N. Then (Xy.N(xl := Q~))(xz := Q2) . . . (x, := Qm)Pl . . . Pn E SNAx. By the 
induction hypothesis (Xy.N(x1 := Ql))(zz := Q2) . . . (x, := Q,)Pl. . . Pn E SN. Then using 
inference scheme (R7) we obtain that M E SN. 
* Po = NlN2. Then we have (Nl(xl := Q1)Nz(xl := Ql))(x2 := Q2). . . (x, := Q,)Pl .. . Pn E 
SNxx. And (Nl (XI := Ql)N2(~1 := Ql))(xz := Qz) . . . ( ~ m  := Q,) PI . . . Pn E SN, by the 
induction hypothesis. Using inference scheme (R6) we may conclude that M E SN. 
SN C SNx,. B y  induction on the derivation of M E SN. 
- M = 2 9 . .  . Pn where P I , .   . , Pn E Sh/. By the induction hypothesis we have PI, .  . . , Pn E SNh. 
And therefore xPl . . . P, is also strongly Ax-normalizing. 
- M = Ax.P where P E SN. Similar to the previous case. 
- M = ( A ~ . P o ) p l .  . Pn where Po(x := PI)&.  . . P, E SJV. Then by induction hypothesis we have 
PO ( x  := PI) P2 . . . P, E S N k .  Thus by the Perpetuality Proposition 3.11(1), M E SNx,. 
- M = X I  ( X I  := Qi)  . . . (xm := Qm) P3. . . . Pn where Q 1 ( ~ 2  := Q2) . . . (xm := Qm)Pl . . . Pn E SN. 
Then by induction hypothesis Q1 (a2 := Q2) . . . (xm := &,)PI . . . Pn E SNxx and thus by the Per- 
petuality Proposition 3.11(2) we may conclude that M E SNx,. 
- M = ~ ( $ 1  := Q I )  . . . ( ~ m  := Q m ) 4 . - -  Pn where y # X I ,  Q I  E SN and y(x2 := Q2) . . . (x, := 
Qm)Pl.  . . Pn E SN. Then by induction hypothesis Q1 E SNx, and 
y ( ~ 2  ::= Q2) . . . (xm := Qm)Pl.  . . Pn E SNxx. And applying the Perpetuality Proposition 3.11(3) we 
0btain.M E SNx,. 
- M = ( N l N 2 ) ( ~ 1  := Q1) . . . ( ~ m  := Qm)P1 . . .Pn or M = (Ay.N)(xl := Q I )  (xm := Qm)Pl. . . Pn. 
Similar to the above cases using the Perpetuality Proposition 3.11(2). 
Some variations of Def. 3.14 are possible. Rule (R5) may be replaced by the following rule (R5') yielding 
the characterization SN': 
M*PI ... P n € S N  N E S N  ZEC, 
R.5' 
M(x := N)* PI . . . Pn E S N  
with the restriction that x $ F V ( M ) .  Then Lemma 3.15 may be proved for SN'. As a consequence, we also 
obtain SN = SN'. 
Another possible characterization of SNx,, as reported in [Xi961 for the A-calculus with &reduction, is 
SNxx = ( M  E Gx I H ( M )  < co) where 
and D is the union of the strict subterm relation and leftmost reduction for Ax (written here i.e. D s2 U 4 l  
where Ax.P 3 P, PQ 3 P, PQ > Q, P ( x  := Q) 3 P, P ( x  := Q) 3 Q. The proof relies on the Perpetuality 
Proposition. 
3.2.2 Perpetual Rewrite Strategies for Ax 
Here we extend the perpetual rewrite strategies for the lambda calculus presented in [BK82] and [BBKV76] 
to the calculus of explicit substitutions Ax, and, following [RS95], use the characterization of SNx, (Def. 3.14) 
to prove that they indeed constitute perpetual strategies. Section 2.3.1 provides the dehition of Ax-rewrite 
strategy. Recall that a Ax-rewrite strategy T(*) is called Ax-perpetual if mxx(M)  implies c o h ( F ( M ) )  
First we present the effective strategy F,(*). Then the strategy F(*) shall be considered. 
Definition 3.16 (The strategy 3,(e)) Let M be a tern in 7 x ,  which is not in normal form. Let M = C [ A ]  
where A is the leftmost Ax--redex2 of M. We d e h e  F,(*) as follows: 
3, ( ~ [ ( A Y  -P)QI def - C[P(Y :=&)I  
F,(C[(Xy.P)(z := Q ) ] )  C[Ay.P(z := Q)] 
FW(C[(PlP2)(y:=Q)]) '?2f C[Pl(y:=Q)P2(y:=Q)] 
~,(C[Y(Y := Q)] )  sf C[Q] 
if Q in normal form, 
F W ( C [ ~ ( y  :=Q ) 1 )  
'?2f { gL{y:=Fw(Q))]  otherwise 
In the last inference scheme we have y # z.  
2Recall that a Ax--redex is a Ax-redex. 
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The idea in F,(o) is to always contract the leftmost Ax--redex unless a (potentially idkite) term may be 
erased by the restricted garbage collection rule (the only rule which may erase subterrns). 
Proposition 3.17 F,(o) is a perpetual rewrite strategy for Ax. 
PTOO~. We prove that if F,(M) is strongly normalizing then M is strongly normalizing. For this, the 
characterization of Def. 3.14 shall be used. Thus we assume 3,(M) E SN and we shall show that M E SN 
by induction on the number of derivation steps of F w ( M )  E SN. By Lemma 3.13 we have the following cases 
to consider for M :  
l M = yPl,. . . P,. Then we have F,(M) = yPl . . . E-lF,(fi)&+l . . . P, where PI,  . . . , Pi-1 are in normal 
form. Then since F,(M) E SN we have F,(Pi) E SN. Then by the induction hypothesis P3 E SN and 
we can construct a derivation in SN of M. 
l M = Ay.P. Then we have F,(M) = Xy.F,(P). By the induction hypothesis P E SN. Hence, M E SN. 
l M = ( Ay .P) PI . . . P,. Then we have 3, ( M )  = P ( y  := P I )  Pz . . . Pn . Since Fm ( M )  E SN using inference 
scheme (R3)  we obtain that M E SN. 
l = Po(y1 := Q1) - . . (ym := &,)PI . . . Pn with m 2 1 and Po not a closure (i.e. not of the form 
P'(z := 9')). We consider four further cases: 
- Po = y1. Then F,(M) = Ql (y2 := Qz)  . . . (9, := &,)PI . . . P,. Then by using inference scheme 
(R4) we obtain M E SN. 
- Po = z # yl. Then we have two cases to consider: 
* Q1 is in normal form. Then F,(M) = z(yz := Qz)  . . . (ym := Qm)Pl . . . P,. Since Q1 E SNx, 
we have Q I  E SN. And then by using inference scheme (R5) we obtain M E SN. 
* Q1 is not in normal form. Then we have Fw(M)  = z(yl := F,(Ql)). . . (9, := Qm)P1.. . Pn. 
Now since F,(M) E SN then 3,(Q1) E SN and hence, by the induction hypothesis, Q1 E SN. 
Then we can construct a derivation in SN of M using clause (R5). 
- PO = PAP:. Then 3, (MI = (PL (YI := Q1)P; (YI := Q l ) )  (yz := 9 2 )  . . . (ym := Qm) PI . . . P,. Then 
by using inference scheme (R6) we obtain M E SN. 
- Po = Xz.6 .  Then F, ( M )  = (Az .6  (yl := Q I ) )  (y2 := Qz)  . . . (ym := Qm) PI . . . P,. Then by using 
inference scheme (R7) we obtain M E SN. 
Remark 3.18 Let F be a Ax-rewrite strategy and d e h e  
LF ( M )  %! min(n I F n ( M )  is in Ax-normal form) 
where P(M) ef M and F n t l ( M )  F ( P  ( M ) ) .  Then F is said to be maximal ifF LF ( M )  = m m e d h ( M )  
for every Ax-term M .  The question whether Fw(o) is maximal is left open. The perpetual rewrite strategy F, 
for the A-calculus [BBKV76] has been shown to be a maximal strategy [S$r96]. 
Definition 3.19 (The strategy F ( e ) )  Let M be a term in 7h which is not in normal form. Let M = C [ A ]  
where A is the leftmost Ax--redex of M. We define F(o)  as follows: 
~ ( c [ ( A Y  .P)QI def - C[P(Y := Q)1 
F(C[(Az.P)(y := Q)]) ef C[Xz.P(y := Q)] 
F(C[(PIPZ)(Y :=Q)I) sf ~C[PI(Y  :=Q)pz(y := Q ) I  
F(C[Y(Y := Q)] )  ef C[Q] 
In the last inference scheme we have y # z. 
Proposition 3.20 F(e) is a perpetual rewrite strategy for Ax. 
PTOO~. The proof is similar to that of Proposition 3.17. 
Note that these strategies are not refinings of the original ones (those defined on the Xcalculus with P 
reduction) in the following sense: if we start from a pure term M then the strategy for Ax yields a rewrite 
sequence consisting of a Beta-rewrite step followed by x-reduction to x-normal form, which corresponds to the 
P-reduction step induced by the original strategy. Before illustrating with an example we recall the strategy 
F, (e) [BBKV76]. 
Definition 3.21 (Fw(.)) Let M be a term in which is not in &normal form (denoted M # NFp). Let 
M = C[(Ay.P)Q] where (Ay.P)Q is the leftmost Predex of M. Then F,(M) is defmed as follows: 
Let M E 4. More generally, one may wonder whether there exists a positive integer n such M f A, Pw(M) 
and Pw(M) = F,(M). Consider the term M = (Ax.AAx)z where A = Ay.yy. Then F,(M) = AAz. On the 
other hand, for no positive integer n is P,(M) a pure term (and hence F,(M) f F,(M)) as the following 
portion of reduction of the strategy F,(e) suggests: 
+Am 
-)Am 
-)Lam 
'Beta  
- )Am 
+Am 
+Gc 
-) Var 
M 
(AAx) (x := z) 
(AA)(x := z) x(x := Z) 
A(x := Z) A(x := z) x(x := z) 
(Ay.(yy)(x := 2)) A(% := z) x(x := Z) 
(yy)(x := z)(y := A(x := 2)) x(x := z) 
(y(x := z) y(x := z))(y := A(x := 2)) x(x := z) 
y(x := z)(y :=A(% := z)) y(x :=z)(y :=A(%:= z))  x(x := Z) 
y(y := A(x := z)) y(x := z)(y := A(x := z)) x(x := Z) 
A(x := 2) y(x := z)(y := A(x := 2)) x(x := z) 
. . *  
We shall continue our discussion on perpetual rewrite strategies for Ax in Section 4.1. The interested reader 
is invited to skip to the aforementioned section resting assured that the material on the polymorphic lambda 
calculus with explicit substitutions to be present4 next may be read independently. 
3.3 The Polymorphic Lambda Calculus with Explicit Substitutions 
As a final application of our studies in perpetuality for Ax we shall formulate a polymorphic lambda calculus 
with explicit substitutions called Fes and prove the properties of subject reduction and strong normalbation 
(of its typed version). The first subsection presents the untyped F-calculus with explicit substitutions and then 
introduces its typed version. Subject reduction followed by strong normalization is considered next. 
3.3.1 F,: The Rewrite Rules 
In this subsection we introduce the polymorphic lambda calculus [Gir72, GLT89J with explicit substitutions. 
This rewrite system which we shall call F, will first be introduced as  an untyped calculus in the sense that no 
typing rules for terms shall be given, Section 3.3.2 shall deal with its typed version. 
Let Vt be an infinite set of type variables s, t, a,. . ., and V be an infinite set of term variables (referred to 
simply as variables) x, y, z, . . .. 
Definition 3.22 The set of types and terms (referred to, without distinction, as raw terms) of the F,-calculus 
is defined by the following two grammars, respectively: 
types a ::= t I 01 -+ 0 2  I Vt.a I o[t := o] 
terms M::=x(Ax:o.M(At.M~MN(Mo~M(x:=N)(M[t:=a] 
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The operator e(e := e) is called the term substitution operator and e[e := e] the type substitution operator. 
A term which does not contain occurrences of a (term or type) substitution operator is called a pure t e rn  
Likewise, a type which does not contain occurrences of the type substitution operator is called a pure type. 
We denote with 727 the set of all raw terms, i.e. those generated by the terms and types grammars, and 
7 the set of proper terms in R 7 ,  i.e. those generated by the terms grammar. Letters p, a, r, . . . are used for 
types, letters M, N, 0, P, Q, . . . are used for terms and letters A, B, C, .. . are used for raw terms. 
The set of free variables of a term M is denoted FV(M) and the set of free type variables of a raw term A 
is denoted FTV(A). We also use BV(M) and BTV(A) to denote the set of bound variables of M and bound 
type variables of A, respectively. Also, we sometimes use BTV(A, B) as a shorthand for BTV(A) U BTV(B). 
These notions are defined as usual; we give below the definition of FTV as an example. 
Definition 3.23 Let A be a raw term. The set of free type variables of A is defined as follows: 
m ( t )  %2 { t )  FTV(At.P) % FTV(P) \ { t }  
FTV(0 -+ 7 )  2 FTV(a) U FTV(7) FTV(PQ) FTV(P) U FTV(Q) 
FTV(Vt.0) $9 FTV(0) \ {t} ~ ( P U )  $9 FTV(P)  U FTV(0) 
FTV(a[t := 71) % (FTV(o) \ { t } )  U KT(7) FTV(P(z := Q))  FTV(P) U FTV(Q) 
FTV(x) 9 0  FTV(P[t := o]) e (FTV(P) \ { t ) )  U FTV(o) 
~ ( X X  : 0.P) e FTV(0) U FTV(P) 
As mentioned in Chapter 2, when dealing with calculi of explicit substitution and in order to obtain first 
order rewriting systems for the Xcalculus, it is not uncommon to use de Bruijn indices notation. Since our main 
objective is to concentrate on the properties of subject reduction and strong normalization we have chosen to 
use the variable name based Ax in order to minimize the 'noise' introduced by updating (i.e. .F(o)index updating 
in de Bruijn indices calculi) and thus provide the reader with a more intuitive setting. 
We recall the familiar notions of substitution and a-conversion for terms (types are treated similarly). The 
present definition extends Def. 2.32 to the extended syntax of F,,. 
def 
x{x t N) 
Y{X + N I  
def 
- 
(M1M2){x + N I  def - 
(Ax : u.M){x 6 N) def - 
(Xy : a. M){x c N) def - 
N 
Yl i f x # y  
MI {x + N) M2 {x + N) 
Ax : a.M 
Xy' : a.M{y t yf){x c N}, 
if 2/ $ FV(N) U {XI U (FV(M) \ {Y}) 
MI (x := M2{x + N)) 
MI{Y + dl{x + N)(Y' := +- N)), 
if yl$ f l ( N )  U {XI U (FV(M1) \ {Y)) 
At.M{x t N) 
M{x c N)u 
~ [ t  := a] 
M {t + s} {x c N} [s := a] 
if s $ FTV(N) U (FTV(M) \ {t)) 
Syntactical equality modulo a-conversion is thus the smallest equivalence relation verifying: 
i f M = P a u d A = B  then MA = PB 
if M = N , a  = T and y f! FV(N) \ {x} then Xx : a.M = Xy : T.N{x e y) 
i f M =  P , N = Q a n d  y $  FV(N)\{x} then M(x:=N) = P { x + ~ ) ( ~  :=Q) 
i f M = P a n d s $ F T V ( P ) \ { t )  then At.M = As.P{t c s} 
i f A = B , a = r a n d s $ F T V ( B ) \ { t }  then A[t:=a]=B{t+s}[s:=r] 
As in the untyped lambda calculus we shall adopt the following variable convention: we assume that the names 
of bound (term or type) variables shall always be chosen so that they differ from the free ones. Moreover, each 
occurrence of a (term or type) abstraction operator has a different binding variable. 
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(AX : a. M )  N  + ~ e t o 2  M ( x  := N )  
( h t . M ) ~    beta M [ t  := 71 
( M N ) ( x  := P )  +,app M ( x  := P ) N ( x  := P )  
(Xy : a .M)(x  := P )  +dam Xy : a . (M(x  := P ) )  
X ( X  := P )  a P  
M ( x  := P )  +zgc M  
(Mu)(x  := P )  t Z a m t  M ( x  := P ) a  
x  4 F V ( M )  
(At .M)(x := P)  t a  At. M ( x  := P )  
( M N ) [ t  := T ]  + M [ t : = ~ ] N [ t : = r ]  
(Xy : a.M)[ t  := r] +&lam Xy : a[t := r ] . (M[ t  := r])  
t [ t  := T ]  +ztvarl 7 
a [ t  := r] +ztgc a 
~ [ t  := T ]  +ztvar2 8 
(Mu)[ t  := r] +,tappt M [ t  := r]a[t := r] 
(Au.M)[t := r] -+dlamt Au.M[t := r] 
(a l+a2) [ t :=r ]  +& u l [ t : = r ] + u 2 [ t : = ~ ]  
(Va .a) [t : = T ]  + Vu.a[t := r] 
Figure 3.1: The Fa-calculus 
Definition 3.24 (F,, and subsystems) The F,-calculus is given by the rules in Figure 3.13. The F,- 
calculus without the rules Beta2 and rBeta is referred to as the ES-rewrite system (or ES-calculus). The 
Fe,-calculus without the Beta2 rule is called the EST-rewrite system. The third group of rules is called the 
ZT-rewrite system. 
As regards the choice of the rules perhaps it is worth mentioning that the Gorule may be replaced by the 
more restricted garbage collection rule RGc without decting the results. The same applies to the ztgc-rule and 
what might be called the restricted garbage collection rule for types t [ s  := T] --tdg, t .  Also, the ztvar2-rule 
may be replaced by the more general rule M[t  := r] +,tgce M .  
We shall now prove that the EST-rewrite system is strongly normalizii. Intuitively, one notes that the 
substitution calculus ES 'pushes' substitution operators deeper and deeper into a termltype until they are 
performed or eliminated. As for the rule rBeta one notes that it eliminates an occurrence of the binder A. 
Thus we shall first prove that the ES-rewrite system is strongly normalizing by interpreting it into a simpler 
calculus equipped with a well-founded reduction notion and showing that reduction is preserved. Then for the 
full system EST we use this result plus Lemmas 2.6 (see appendix) and 3.31. 
Definition 3.25 The set of terms constructed from the alphabet A = I*, A(., e ) ,  Ae, l + .,..a, e [ e ] ) ,  denoted 
S, is defined by the grammar a  ::= * ( X(a, a)  I Aa I a.a I a[alJ 1 a  t a.  Also, we d e h e  the following well-founded 
ordering I[] >> . >> *, A, A, + on the alphabet A. 
Assuming all symbols of A have multiset status, this well-founded ordering induces a well-founded Recursive 
Path Ordering (RPO) on the full set of terms S [Der82] denoted >-?; (see appendix). 
Definition 3.26 We define the translation 'R1(e) : R7 --t S as 
3The reason for prefixing the second group of rules with a z is somewhat arbitrary, however some resource for didhgukhing 
these rules from those of Ax was sought for since reduction between Fa and Ax is later compared (Lemma 3.48(2)). 
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def 
R1 (x) = R l  (t) - * R1 (M (x := N)) %f R i  (M) [RI (N)] 
R1 (MN) 2' R~(M).R~(N)  R ~ ( M [ ~  := r]) 2' R1(M)IR1(7)1 
def 
RI  (Ma) Ef z1 (M) . a l  (a) R l  (a + 7) - %(a) -+ 7E1(7) 
R1 (Ax : a.(M)) Ef A(Ri(a), Rl(M)) R l  (vt-0) 5 ARl(a) 
R l  (At-M) Ef ARl (M) 
Note that R1 (0) simply forgets all variables and all biding variables. For example R~(x (x  := y)) = *[*I. 
Lemma 3.27 The ES-rewrite system is strongly normalizing on RT. 
Proof. One shows that if A, B are raw terms in R 7  such that A + ~ s  B then we have Rl(A) +?; Rl(B). 
Since the ES-rewrite system is also locally confluent, by Newman's Lemma we may conclude that it is 
coduent. Thus if A E 727 then we shall use ES(A) to denote the unique ES-normal form of A. Since the ZT 
subcalculus is strongly normaliziig (it is included in ES) and locally confluent then by Newman's Lemma we 
may also conclude that it is confluent. Thus if a is a type then we use ZT(a) to denote its unique ZT-normal 
form. Also, we shall use =ZT to denote the reflexive, symmetrical and transitive closure of one step reduction 
in ZT. 
Remark 3.28 One may verify in the style of wo93, pp.6>64] that if a is a type then ZT(a) is a pure type 
and if A is a raw term then ES(A) is a pure term or type. Note that if M E 7 then ZT(M) not only may not 
be a pure term (for example if it has occurrences of the term substitution operator) but also may not have pure 
types since term substitutions may block the execution of type substitutions. 
Before proceeding to the property of strong normalization of EST, we mention some technical properties of 
ZT and ES which shall be used later. 
Lemma 3.29 Let p, a, r be pure types, P and Q terms in 7 ,  and 7 1 , ~ ~  any types. 
3. ES(P(x := Q)) = ES(P){x + ES(Q)). 
Proof. The first item is the substitution lemma and is proved by induction on p. The second item is h t  
proved for 71 and 72 pure types and then using Remark 3.28. Item three is dealt with in a similar fashion. Item 
four is similar, but uses the observation that for a type a, we have ES(a) = ZT(a) and also uses item (2). 
Next we extend the SN property of ES to the rewrite system EST, i.e. ES with the additional rule rBeta. For 
this we use Lemma 2.6 (see appendix). We thus define a translation Rz(0) from terms in 727 to S such that the 
conditions of Lemma 2.6 are met. The latter translation shall forget type applications and type substitutions. 
Definition 3.30 We defme the translation R2(o) : 727 - S as 
%(x) = %(o) Ef * R2 (At. M) ef AR2 (M) 
R2 (MN) ef R2(M).7& (N) R2(M (x := N)) &(M) l[a2(N)] 
R2 (Ma) ef R2 (M) q M [ t  :=TI) !Ef %(M) 
&(AX : a.(M)) 2' A(Rz(a), R2(M)) 
Lemma 3.31 Let M and N be terms in 7 .  Then 
1. If M d 7 B e t a  N then R2(M) +?; Rz(N), and 
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2. I f  M - t ~ s  N then R2(M) 2% R2(N). 
Proof. In both items we use induction on the reduction M +, N with r =  beta or r E ES. Let us 
consider the first item. Suppose the reduction is at the root. Then M = (At.P)r and N = P[t := r ]  and 
'Rz(M) = AR2(P) and Rz(N) = R2(P) and hence we obtain the desired result. If the reduction is internal 
then we apply the inductive hypothesis and the monotonicity of RPOs. 
The second item is similar. Note that if M +ZT N or M +,Qppt N then Rz(M) = R2(N). For the 
remaining rules we first consider the case where the reduction takes place at the root, for when the reduction 
is internal we may apply the induction hypothesis and the monotonicity of k ~ .  
r = zapp. Then M = (PQ) (x  := R) and N = P(x := R)Q(x := R) and R2(M) = (Q (P)  .R2(Q)) I[R2 (R)] 
and R2(N) = (R2(P) [%(R)]). (R2(Q) [722(R)]). Since 1 >> . we verify that 7&(M) 2% 732(P)I[R2 (R)] 
and R2(M) 'r_z R2(Q)[R2(R)]. Let us consider the first of these, the other one being similar. By the 
'equal heads' case we have (R2 (P)  .R2 (Q),  R2( R) ) k$ (R2 (P),  a2 (R))*. 
r = zlam. Then M = (Xy : a.P)(x := Q) and N = Xy : a.P(x := Q) and we have R2(M) = 
( A  ('R, (a), R2(P)) [ R 2  (Q)] and RZ ( N )  = X(%(a), R2 (P)  !R2(Q)]). Since O >> we must verify that 
R2(M) kI; 'R2(a) and R2(M) 2% R2(P)[R2(Q)]. The first is direct; for the second we may verify that 
(X(R2(4,7z2(P>>, R 2 ( Q ) )  k$ (R2(P), 'R2(Q)). 
r = war, zgc. The result follows by the subterm property of recursive path orderings. 
r = xlamt. Then M = (At.P)(x := Q) and N = At.P(x := Q) and R2(M) = (ARz(P))I[%(Q)] and 
R2(N)  = A(R2(P) [R2(Q)]). Then [I >> A and we must thus verify that %(M) 2% R2(P) [722(Q)I. We 
conclude using the 'equal heads' case. 
Corollary 3.32 The EST-rewrite system is strongly normalizing on 7. 
Definition 3.33 (The z and Xz-rewrite systems) Let us denote the rewrite system obtained by taking ES 
and eliminating the subsystem ZT and rules zappt and zlamt, the z-rewrite system. We defbe Xz as z and the 
rewrite rule Beta2. We recall these rules below. 
(AX : a.(M))N + B ~ ~ ~ B  M ( X  := N) 
(MN) (x := P) +zQpp M(x:=P)N(x:=P)  
(Xy : a.(M)) (x := P) -+dam Xy : a. (M(x := P)) 
X ( X  := P) +mar P 
M(x := P) +zgc M x $ F V ( M )  
The Xz and z calculi are the explicit substitution calculus for the simply typed lambda calculus (typed Ax) 
and its subcalculus for computing explicit substitutions (typed x), respectively. Note that from Lemma 3.27 we 
have that z is strongly normalizing. 
3.3.2 F',: The Typing Rules 
In this section we introduce the typing rules for F,. As already mentioned, in [Blo97] explicit substitutions were 
added to the Pure Type Systems formalism [Bar92]. Although we deal only with an explicit substitution version 
of F, already for this calculus subject reduction was shown to fail. The counterexample exhibited in [Blo97] is 
the pure term M = (As.(X f : s + s.Xx : s. fx))t. We refer the reader interested in Explicit Pure Type Systems 
(EPTS) to [Blo97]. After proving subject reduction for Fa, we conclude by showing how the typing rules deal 
with M. Independently in [Blo99, Bldl],  the notion of Explicit Type System is introduced, a presentation of 
pure type systems with explicit substitutions which enjoys the subject reduction property. 
Definition 3.34 (Type assignment) A type assignment is a h i t e  set of pairs (xl : 01,. . . , xn : an} such 
that the variables are pairwise distinct and each a3 is a (not necessarily pure) type. The domain of the type 
assignment is the set (x l , .  . . ,xn). I f  the types ai with i E l..n are pure then I' is said to be a p w e  type 
asszgnment. Type assignments are denoted with capital greek letters I', A, . . .. We use Dom(r) to denote the 
domain of I'. 
4A word on notation, (. . .) is used for multisets and ?;I is the usual extension of to multisets [Oos94, Chapter 11. 
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Definition 3.35 (Type judgement) A type judgement is an expression of the form I' D M : a where I' is a 
type assignment, M is a term in 7 and a is a pure type. If, moreover, I' is a pure type assignment and M is a 
pure term then r D M : a is said to be a pare type judgement. 
We shall sometimes use r ( x i )  = a* to denote the type assigned to the variable xi by the type assignment 
r = {xl : 01, .  . . , x ,  : a,). Also we use the abbreviation t 4 FTV(I ')  for t 4 F T V ( r ( y ) )  for every y E Dom(r). 
Definition 3.36 Let I' = { x l  : 01,. . . , x,  : a,) be a type assignment, t a type variable and r a type. Then 
r[t:=rl is any member of the set of type assignments { {x l  : a;, . . . , x ,  : a;} I 4 =ZT ai[t := r] for all i E l..n). 
Definition 3.37 (Derivable type judgements) The set of derivable type judgements in F, is defined by 
the typing rules given in Figure 3.2. The rule tabs is subject to the following restridion: t $ F T V ( r ) .  
x : a E r  
var 
~ D X  : ZT(u)  
I ' D M : ~ - + T  r D N : a  I ' , x : a D M : r  
a m  abs 
~ D M N : ~  I' D (Ax : a . (M))  : ZT(a)  + r 
D M : &.a r D M : a  
t a m  tabs 
r D M T :  ~ { t  t ZT(T) )  r D ( A ~ . M )  : vt.0 
r , x : a D M : r  I ' D N : Z T ( ~ )  r D M : a  
subs t s d s  
r ~ M ( x : = N ) : r  r~,:=,~ D ~ [ t  := T ]  :~ { t  +- ZT(T) )  
Figure 3.2: Typing rules of the F,-calculus 
Definition 3.38 A term M E 7 such that there exists a type assignment r and a pure type a such that the 
judgement r D M : a is derivable in the type system of F i e  3.2 is called typable. The set of typable terms is 
denoted 7'. 
In a typing judgement r D M : a the type a assigned to the term M is always a pure type. Also, we refer 
to the size of a derivation as the number of applications of rules it contains. 
Example 3.39 Two examples of type derivations follow. 
f : s + s , x : s D  f  : s + s  f  : s + s , x : s D x : s  
c%p 
f : s + s , z : s D  f x : s  
abs 
f  : s + s D h : s . f x : s + s  
t d s  
f  : t +  t D ( X x :  s . f x ) [ s : = t ]  : t + t 
abs 
D ( X ~  :t + t . (Xz  : S.  f ~ ) [ s  := t ] )  : (t + t )  + (t --, t )  
Note that for the application of tmbs in the upper type derivation we use (t + t )  =ZT ( s  -+ s)[s := t]. 
The typing rules of the usual (Church style presentation) of F is given by all rules in Figure 3.2 without rules 
subs and t sd s  and restricting all type judgements to pure type judgements. Thus when s w g  of derimble 
type judgements in F we shall explicitly mention so, otherwise we shall assume that the type system referred 
to is F,. 
h devising a rule for typing type substitutions our first intuition is that it should resemble an application 
of the rule for type variable abstraction followed by that of type variable application. But the introduction 
of a type substitution in a term M presents some difficulties. Consider a derivable premise r D M : a and 
suppose we add the type substitution [t := r]  to M in order to obtain I' D M[t := r ]  : a{t e ZT(7)) .  Then 
we immediately note that the context should not remain the same for if x E FV(M) then the type assigned 
to x by the type assignment r has now fallen under the scope of the type substitution. For example, consider 
the application of t abs  in the upper derivation of Ekample 3.39. The variable f, which has type s t s in the 
premise, has now fallen under the scope of type substitution [s := t], so its type must be affected accordingly. 
This motivates the use of I'[t:=71 in the rule h b s .  
An alternative approach could be to include the application of the type substitutions in the types of the 
variables in the type assignment r from the start. This requires some mechanism of control in order to ensure 
that the type substitution applied to the term M is the same as the one which has been applied to the type of 
the variable in the type assignment (and in the same order if more than one has been applied). 
We shall b t  consider the relation between typing in F and typing in F,. As expected, all terms typable 
in F are typable in F,,(the typing rules for F,  include those of F). And if a term is typable in F, then its 
ES normal form is typable in F (Lemma 3.42). 
The following result is used when showing that F has the subject reduction property. 
Lemma 3.40 Let r, x : r D M : a and D N : T be derivable pure type judgements in F. Then r D M{x t 
N )  : a is derivable in F. 
Proof. By induction on the size of the derivation of I?, x : T D M : a. 
Derivability is closed under type substitution in F. 
Lemma 3.41 Let r D M : a be a pure type judgement and r a pure type. If D M : a is derivable in F and 
BTV(M, a, I') n FTV(r) = 0 then r{t c r) D M{t +- T) : a{t c r) is derivable in F. 
Proof. By induction on the size of the derivation of I? D M : a. 
Note that the subs rule internalises Lemma 3.40 and rule tsubs internalises Lemma 3.41. 
Lemma 3.42 Let r D M : cr be a derivable type judgement in F,. Then ZT(r) D ES(M) : a is derivable in 
F. 
Proof. By induction on the derivation of I' D M : a using Lemmas 3.40 and 3.41 and Lemma 3.29(2) and 
(3). We shall consider the interesting cases. 
case subs. Then the derivation runs 
r , x : p D P : a  r D Q : Z T ( p )  
subs 
r D P ( x : = & )  : a  
By induction hypothesis we have that ZT(I?), x : ZT(p) D ES (P) : a and ZT (r)  D ES(Q) : ZT(p) are 
derivable type judgments in F. Then by Lemma 3.40 we have that ZT(r) I> ES(P){x t ES(Q)}  : a is a 
derivable type judgement in F. Finally applying Lemma 3.29(3) we are done. 
a case (tsds). Then the derivation runs 
A D P : ~  
tsubs 
Ap..,] D P[t := r ]  : pit + ZT(7)) 
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where I' = and a = p{t t ZT(r)) .  Remark that p is pure. Then by the induction hypothesis the 
type judgement Z T ( A )  D ES(P) : p is derivable in F. Applying Lemma 3.41 we obtain that Z T ( A )  {t  c 
Z T ( r ) }  D ES(P){t t Z T ( r ) )  : p{t + ZT(r )}  is derivable in F. We conclude by observing the following: 
- By Lemma 3.29(4) we have ES(P[t := r])  = ES(P){t c ZT(r)}.  
- On the other hand, suppose x : pl E A. Then we have x : pz E with pz = z ~  pl[t := r]. Since 
ZT is coduent and SN we have ZT(p2) = ZT(pl[t := 7-1) = L  3.B(2) ZT(pl){ t  t ZT(r ) ) ,  which 
concludes the case since we then have ZT(A[t,=,l) = Z T ( A ) { t   ZT(r ) ) .  
In order to prove the subject reduction property for F,, we need two auxiliary results, the weakening lemma 
and the context reduction lemma. 
Lemma 3.43 (Weakening) If I' D M : a is a derivable type judgement, and x : r is such that x $! Dom(r) U 
B V ( M ) ,  and B T V ( M )  n F T V ( r )  = 0 then r, x : r D M : a is a derivable type judgement. 
Proof. By induction on the size of the derivation of D M : a.  The interesting cases are 
case (obs). Then the derivation runs 
r , y  : ~ D P : ~ '  
abs 
r D Xy : p.P: ZT(p) + p' 
Now by the conditions of the lemma we have x # y and thus by induction hypothesis we obtain 
r , y : p , ~ : ~ D P : p '  
abs 
r , z : r D X y : p . P : Z T ( p ) + p '  
case (tsubs). Then the derivation runs 
where I? = AIt:=pl and a = af{ t  t ZT(p)).  Then by induction hypothesis we have 
Note that since t E BTV(P[t  := p]) by the condition of the lemma we have t $! FTV(r) and therefore 
r[t := p] +,tg, 7. 
We shall need the following lemma for the subject reduction property, it states that if a context types a 
term P with type a then the context resulting from rewriting the original one also types P with a. 
Lemma 3.44 (Context reduction) Let I?,% : r D P : a be any derivable type judgement and suppose 
r +ZT r', then r, x : r' D P : a is a derivable type judgement. 
Proof. By induction on the size of the derivation of r, x : r D P : a. 
rr case (var). We have two further subcases to consider. 
- P = x. Then a = ZT(r ) .  And since r +ZT T' we have Z T ( r )  = Z T ( r f ) .  Then I?, x : r' D x : Z T ( r )  
is a derivable type judgement. 
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- P = y # x. Then c = ZT(p) with y : p E I' and we are done. 
cases (app), (abs), (taw), (szlbs) and (tabs). We use the induction hypothesis. For the case (tabs) note 
that if T -+ZT T' then FTV(7/) G FTV(r). 
case (tsubs). Then the derivation runs 
A , x : p ~ P ' : u ~  
tsubs 
A[t:=,,],x : T D P'[t := a11 : az(t + ZT(ul)) 
where T =ZT p[t := all. But then T' = z ~  p[t := all. And we may construct the following derivation (see 
Def. 3.36): 
Lemma 3.45 (Subject reduction) Let I' D M : a be a derivable type judgement and suppose M -+po N .  
Then I? D N : a is a derivable type judgement. 
Proof. By induction on the reduction M +F, N using Lemmas 3.43 and 3.44 (see appendix). 
We finish this section with the counterexample [Blo97, Prop.7.271 mentioned in the introduction of the 
section that states that the EPTS F x  does not verify the subject reduction property and we show how this 
situation is remedied. 
Example 3.46 Consider the pure term M = (As.(A f : s 4 s.Ax : s. fx))t. It is typable in F, 
f : s - + s , x : s D  f  : s + s  f : s + s , x : s D x : s  
aPP f  : s + s , x : s D  f x : s  
abs 
f : S + S D X X : S . ~ X : S + S  
obs 
p X f  : S + S . X ~ : S . ~ ~ : ( ~ + S ) + ( S + ~ )  
tabs 
~ h s . ( X f :  s +  S A X :  s . ~ x ) :  VS. (S+ S )  + ( S  + S )  
D(As.(X f  : s  + SAX : s .  f ~ ) ) t  : (t + t )  -+ (t --t t )  
Now we have the following reduction sequence: 
The last term is also typable as illustrated by Example 3.39 (as well as the intermediate term Af : (s -, 
.)Is := t].(Ax : s. fx)[s := t ] ) .  
3.3.3 Strong Normalization of Typed F, 
In this subsection we prove the strong normalization property for the typed F, calculus. We follow the 
presentation given by Gallier in [Galgo]. The idea is to define an erasing function Erase(.) that when applied 
to a typed term in F,, eliminates all typing information producing an untyped Ax-term, and proceed as follows: 
1. show that if a term resulting from erasing all type information, say Erase(M), is strongly Ax-normalizing 
then the original term, i.e. M, is strongly Fe,-normalizing. 
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2. thus, the result follows if we can show that Erase(M) is strongly Ax-normalizing for typable M. We gen- 
eralize this goal by showing that if M is typable then Eruse(M) concatenated by a series of explicit sub- 
stitutions is strongly Ax-normalizing; clearly this implies that Erase(M) itself is strongly Ax-normalizing. 
3. this previous goal is proved by using the candidates of reducibility technique where the candidates are 
suitable subsets of SNxx. 
Although we have chosen to give a direct proof of strong normalization of F, by means of the reducibility 
technique, other proofs relating strong normalization of F, to that of F are possible [Blo99, Bldl].  
We shall begin by considering the type information erasing function and then consider the reducibility proof. 
Definition 3.47 (Erasing function) We define the function Erase(.) : 7 - 7xx, 
Erase (x) def - x Erme(At. M) Erase(M) 
Erase(MN) sf Erase(M)Erase(N) h e ( M o )  Era.se(M) 
Erase(M(s := N)) Eme(M) (x := Erase(N)) Erase(M[t := a]) % &ase(M) 
@ue(Ax : a.(M)) Xx.(Erase(M)) 
We recall that x is the substitution calculus of Ax. It propagates the substitution operators until they are 
performed or eliminated. The following lemma shows that a F,-rewrite step may collapse to a Ax-term via the 
erasing function or be simulated by a Ax-rewrite step. 
Lemma 3.48 Let M, N E 7'. 
1. If M t, N with r E (F, \ Az) then h e ( M )  = Erase(N). 
2. If M +x, N then h e ( M )  +x, Erase(N). 
Proof. Both items are proved by induction on the rewrite step M -4, N with r E (F, \ Az) and r E Xz, 
respectively. We prove the second item: 
The reduction takes place at the root. 
- r = Beta2. Then M = (Ax : a.(P))Q and N = P(x := Q), and therefore we have Eme(M) = 
(Xx.(Eruse(P))) Erase(Q) and Erase(N) = Es-ase(P) (a: := Eruse(Q)). Thus Erase(M) +~,t,  
Erase (N). 
- r = zap .  Then M = (PQ)(x := R) and N = P(x := R)Q(x := R). And therefore on one hand 
EPmse(M) = (Erase(P)Ensse(Q))(a: := Eruse(R)) and on the other Erase(N) = Erase(P)(x := 
Eruse (R))Erase(Q) (x := Erase(R)) and by the rule app we are done. 
- r = zlam. Then M = (Ay : a.P)(x := Q) and N = Ay : o.P(x := Q). And therefore ETase(M) = 
(Xy.Erase(P))(x := Erase(Q)) and we abo have Erase(N) = Xy.Erase(P)(x := h e ( Q ) )  and by 
the rule hna we are done. 
- T = var or T = gc. We resolve as above. 
The reduction is internal. In all cases we use the induction hypothesis and compatibility of +h. Also 
note that in the cases where the context is Pa or P[t := a] only reductions in P may have taken place. 
Proposition 3.49 Let M be a term in I+. If there is an infinite Fes-derivation starting from M, then there 
is an infinite Ax-derivation starting from Erase(M). 
Proof. Suppose we have an infinite F,-derivation starting from M. Then since the rewrite system S = 
Fe, \ Xz is strongly normalizing (as a consequence of Corollary 3.32) the derivation must have the form M = 
MI +s M2 +xz  M3 -WS M4 -'h Ms.. . where the reductions +x, occur infinitely many times. Then by 
Lemma 3.48 we obtain an infinite Ax-derivation starting from Erase(M). 
Next, our aim shall be to show that if M is a typable term in the polymorphic lambda calculus with explicit 
substitutions then the untyped Ax-term Erase(M) is strongly Ax-normalizing, thus allowing us to conclude that 
M is strongly FeS-no&ing. As already mentioned, we shall use Tait's version of Girard's candidates of 
reducibility technique [Tai75]. 
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The proof of strong normalization of F, 
In this section we apply Tait's version of the technique of candidates of reducibility in which the candidates are 
untyped Ax-terms. 
Definition 3.50 (Substitution) A substitution is a function (b : V ---, Th such that 4(x) # x for only hitely 
many x f V. The finite set {x I +(x) # x) is called the domain of 4 and is denoted Dom(4). When 4 has 
domain Dom(I') for some type assignment J? of interest we write 4 : I' - TAX. 
Definition 3.51 (P-substitution) A substitution 4 is called a p(aralle1)-substitution if for every xi E Dom(4) 
we have xi 4 Uz,D,,(&) FV(4(x)).  
Definition 3.52 (Explicification of a substitution) Let (b be a (possibly p )  substitution and let [i l ,  . . . , in] 
def be any ordering of the variables in Dom(4). Then an explicifimtzon & ';rx, - Tk of (b is defined as ?(M) = 
M ( x ~ ,  := &(x+,)) .. . ( 2 6 ,  := ( 5 ( ~ i , ) ) .  
Intuitively a psubstitution represents a parallel substitution. Usually when one defines a substitution (b 
and applies it to a term, the substitution process takes place 'in parallel'. Since Ax incorporates sequential 
substitution into the objectrlevel and in order to apply the usual reducibility technique we give conditions 
(definition of psubstitutions) on these sequential substitutions so that they may behave as desired. It should 
be noted that the explicification of a substitution 4 is not the usual notion of universal algebra that we are 
accustomed to, rather 4 takes a term and applies the substitution (b in an 'explicit' way be means of pending 
explicit substitutions. The notion of explicitication depends on the ordering of the variables of Dom(4) given 
by its user. 
DefMtion 3.53 Let C and D be sets of untyped terms in Tk. Then we define the function space of C in D, 
denoted [C + Dl, as [C -, Dl = { M  E 5, I VN E C, MN E D). We refer to [o -+ e] as the function space 
corastructo~. 
Definition 3.54 A nonempty family of sets of (untyped) terms in Ex, C, is called type closed if it vedes the 
following properties 
1. every C E C is nonempty, 
2. C is closed under the function space constructor, 
3. given any C-indexed family (Ac)cEc of sets in C, then n,,, AC E C, and 
4. every C E C is closed under a-equivalence. 
Note that since we identify a-equivalent terms at the metalevel the last item of this dekition is trivially 
satisfied. We shall use the notation M E UC to say that M is an untyped Ax-term in C for some member C of 
the family C. 
Definition 3.55 (Assignment) Let C be a type closed family. An assignment is a function q : V - C. Given 
a set C E C and a type variable t we use q[t := C ]  to denote the assignment such that for all v E V we have 
q[t := C](v)  = C if v = t and q[t := C](v)  = q(v) otherwise. Although the e[e := el symbol has already been 
used for the closure operator we expect the overloading not to cause any confusion. 
Definition 3.56 Given an assignment q : V 4 C, for every pure type a,  the set [ d q  is deked as 
ltlq ef q(t) if t E v 
def 
B(ai -+ ~2)Rs - [[ailq + Uazllrll 
BVt-~llv 5 n,,[.lq[t := c] 
In the following lemma we assume by the variable convention that the bound type variables in a do not 
occur free in T. The third item is referred to as "Girard's trick" [Ga190]. The proof may be found in [Gd90]. 
Lemma 3.57 1. Given two assignments ql : V - C and q2 : V - C, for every pure type a, if ql and 
agree on FTV(a) then [a]m = [ a ] ~  
2. Let a and T be pure types. Then for every assignment q : V - C we have [a{t c r ) ] q  = [a]q[t := [ ~ j q ] .  
3. Let C be a type closed family. Then for every assignment q : V - C, for every pure type a ,  we have 
LfJIrl E C. 
In order to prove strong normalization on typable terms we impose some conditions on the members of a 
type closed family. Before proceeding we recall some notation: if M, Nl ,  . . . , Nm E TAX and X I , .  . . , xm E V then 
we use M* to denote the term M(xl  := Nl)  . . . (x ,  := Nm) for m 2 0. 
Definition 3.58 We say that a family C of sets of untyped Ax-terms is a family of candidates of redaddity iff 
it is type closed and satisfies the following. For every set C E C we have, 
R1. For every variable x E V ,  x E C .  
R2. For aU M, N E TA,, if  M ( x  := N )  E C then (Xx.M) N E C 
R3. For all M E UC and for all m 2 0, and Nl , .  . . ,Nm E UC if M* E C then x ( x  := M)* E C 
R4. F o r a U M , N ~ U C a n d f o r e v e r y x ~ V a n d a l l m > O a n d N ~ ,  ..., N m ~ U C i f M * ~ C a n d x # F V ( M )  
then M ( x  := N)* E C .  
R.5. For all M1,M2 E TAX, for every x E V andallm 2 0 ,  and N , N l ,  ..., Nm E U C  i f ( M l ( x : =  N)M2(x  := 
N))* E C then (MlMa)(x := N)* E C .  
R6. For all M E  7h, for every x E V ,  and all m 2 0, and N, Nl, . .  . ,Nm E UC,  if (Xy.M(x := N))* E C and 
y 4 F V ( N )  then (Xy.M)(x := N)* E C .  
R7. F o r d M , N ~ 7 ~ , f o r d m L O , f o r a l l P , N ~ ,  ..., Nm~UC,ify4FV(P)andM(x:=P)(y:=N(x:= 
P))* E C then M ( y  := N ) ( x  := P)* E C.  
Condition (R7) is the explicit version of the substitution lemma (Lemma A.4). 
Now we may prove (roughly) that if a term in 7 is typable with type a then its image via any explicification 
of a psubstitution 4 (satisfying the conditions of the lemma) is in the member set of the family C interpreting 
the type a. 
Lemma 3.59 Let C be a family of candidates of reducibility. For every derivation of I? D M : a for some term 
M E 7, for every assignment q : V - C ,  for every psubstitution 4 : I' - 7~, ,  if 4 ( x )  E [ZT(I'(x))]q for 
every x E Dom(r), then for every explicification 3 of 4 we have  rase(^)) E [anq. 
Proof. By induction on the size of the derivation of I' D M : a. 
Base case. Then the derivation consists solely of I' D x : ZT(p)  where x : p E I'. Now by hypothesis we 
know that #(x) E [ZT(p)lJq. Let [xl , .  . . , sn] be any ordering of the variables in Dom(I') and suppose 
xj  = x. Then we reason as follows 
hypothesis 
(R4), 4 psubs 
@4), type judg. 
Inductive case. Let k + 1 be the length of this derivation. We analyse the last derivation rule applied, 
- app. Thus the derivation ends as follows, 
I ' D M : r + a  I ' D N : T  
I ' D M N : u  aPP 
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Then by the induction hypothesis we have that  rase(^)) E [r .r cr]q and also that $(&ase(N)) E 
[ T ] ~  for any explicification 3 of +. By the definition of [r -- olq we hsve $ ( & a g e ( ~ ) ) q ( ~ m s e ( ~ ) )  E 
[crlq. That is, 
Emse(M) (XI := +(xl))..(xn := +(xn)) Erase(N)(xl := +(xl)) ..(x, := +(x,)) E [a]q. Then applying 
condition (R5) repeatedly we obtain, 
Since this applies for any explicScation 3 of + meeting the conditions of the lemma we are done. 
- ubs. Then the derivation ends as follows: 
r , x : r D M : p  
abs 
r ~ X x : r . M :  ZT(7)-tp 
I .  , Let N be any term in [ZT(r)]q and 4 any explicification of + with ordering of variables [XI,. . . , x,]. 
We choose a representative in the a-equivalence class [(Xx.Erase(M))(xl := +(XI)) . . . (x, := +(xn))]a, 
say (Xx'.Erase(M'))(xi := +(XI)) . . . (dn := +(x,)) (note that renaming commutes with the erasing 
function) such that 
1. x' $ FV(+(xi)) for i E l..n and x' # FV(N) and xi # x' for i E l..n, and 
2. xi $ FV(+(xj)) and xi $ FV(N), for i, j E l..n. 
We have to rename x in order to avoid name clashes (first item). But since we are working with p 
substitutions this entails more renaming (second item) so that we may be able to apply the induction 
hypothesis when it is needed. Note that since + is a psubstitution no renaming takes place inside 
the +(xi)s in the representative of the a-equivalence class chosen. 
Let +' be the resulting psubstitution, i.e. the substitution defined as 
Since the induction hypothesis holds for every derivation of length 5 k and for every assignment q 
satisfying the conditions of the lemma, we have that for every explicification p of +', p ( f i a s e ( ~ ' ) )  E 
[plq. In particular, Era.se(M')(xi := +(XI)). . . (x; := +(xn))(x1 := N) E I[p]q. 
Then by condition (R2) we obtain that (Xx'.Erase(M')(x< := +(XI)) . . . (x; := +(x,)))N E w q  
Since this is valid for every N E [ZT(r)]q then by definition of [ZT(r) -+ p]q we have that, 
AX'. Erase(M')(xi := +(XI)) . . . (d, := +(~n) )  E nZT(7) -t p ] ~  
Finally since d $ FV(+(xi)) for i E l..n (first item above) we may apply condition (R6) repeatedly 
obtaining, (Ax'. Erase(M1)) (xi := +(XI)) . . . (xk := +(x,)) E [ZT(r) 4 p]q 
And by closure under a-equivalence we conclude, 
- subs. Then the derivation ends as follows 
Let 4 be any psubstitution with domain I' satisfying the conditions of the lemma. Now we choose 
a representative of the equivalence class 
[Erase(Ml) (x := Eruse(M2) (XI := +(XI)) . . . (x, := +(x,)))]~ 
say Eme(Mi)(d := Erase(Mz)(xl := +(XI)). . . (x, := +(xn))), such that 
1. XI $ Dom(r), and 
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2. x' $! F V ( & ~ S ~ ( M ~ ) )  (and thus x' $! FV(4(x j ) )  with j E l..n). 
Let 4' be the substitution 4' : (I?, x' : r )  - TAX deked as 
Note that due to the fist  and second item, and that xi $ F V ( $ ( E T ~ ~ ~ ( M ~ ) )  with i E l..n (since 
they are all bound and 4 is a psubstitution) the resulting substitution is a psubstitution. 
Since the induction hypothesis holds for any derivation of length 5 k and for every assignment satisfy- 
ing the conditions of the lemma, on one hand for every explicification $ of 4 we have 3 ( ~ r a s e ( M ~ ) )  € 
[ZT(r)]q .  Another application of the induction hypothesis to the derivation ending in the left 
premise of the application of subs allows us to infer that for every explicification of 4' we have 
- 
qY(Erase(Mi)) E [u]q. In particular we have, 
Erase(Mi)(xl := 4(x l ) )  . . . (x ,  := q5(xn))(xf := Erase(M2)(xl := +(xl))  . . . (x ,  := 4(xn)) )  E [a]q. 
Since x' $ FV(4(x i ) )  (item 2) we may apply condition (R7) repeatedly and obtain Erase(Mi)(x' := 
~ ~ ( M z ) ) ( x I  := + ( X I ) )  . - - (xn := 4(xn))  E [a]q. 
And since [a]q is closed under mequivalence 
Erase(Ml)(x := Erase(M2))(xl := 4(x1)) .  . . (x ,  := 4(xn))  
= Erase(Ml(x := M z ) ) ( ~ l  :=  XI)). . . (xn := 4(xn))  
- 
= qj(Erase(M1 ( x  := M2))) E [ d q  
- tapp. Then the derivation ends as follows 
By the induction hypothesis, for any expliciflcation 4 of 4 we have  ra rase(^)) E pt.p]q. Now since 
[V t .~]q  = ncecb]q[ t  := C ] ,  we have q ( h s e ( ~ ) )  E b ] q [ t  := C ]  for every C E C. In particular 
ir we take C = [ZT(r ) ]q  E C, we have  rase(^)) € I[p]q[t := [ZT(r)]q] .  By Lemma 3.57(2) we 
have that Cp{t t Z T ( r ) ) ] q  = b ] q [ t  := [ZT(r)]q] ,  and therefore $ ( ~ r a s e ( ~ r ) )  = rase(^)) E 
CpV ZT(.r))llrl. 
- tabs. The derivation ends as follows. 
r ~ M : p  
tabs 
D (At.M) : Vt.p 
where t $ FTV(I '(x))  with x E Don(r ) .  
Then t 4 F T V ( Z T ( r ( x ) ) )  for every x E Dom(r) (since if r -+ZT r' then F T V ( r f )  G F T V ( r ) )  and 
by Lemma 3.57(1) we have [ZT(r (x ) ) ]q  = [ZT(r(x) )]q[ t  := C ]  for every C E C. Since the induction 
hypothesis holds for every derivation of length 5 k ,  for every q, and for every psubstitution 4 
satisfying the conditions of the lemma, it holds for every C E C when applied to the derivation 
I 'D M : p, to every q[t := C ]  and to every psubstitution 4 such that 4 ( x )  E [ZT(I'(x))]q. Therefore, 
for every C E C and for every expliciflcation 3 of 4 we have  rase(^)) E b ] q [ t  := C] .  And thus 
- 
q5(Erase(At. M ) )  = q ( ~ r a s e ( ~ ) )  E ncEc b ] q [ t  := C ]  = ([Vt.p]q. 
- tsabs. The derivation ends as follows. 
A D P : ~  
t s d s  
D P[t := r] : p(t + Z T ( r ) )  
Let q be any assignment and 4 any psubstitution with domain A,:.,] meeting the conditions of the 
lemma. Consider any x : ul E and its corresponding x : a2 E A. Then by hypothesis we 
have #(a)  E IIZT(nl)]q and since a1 = z ~  a2[t := r] then ZT(a l )  = ZT(az){t  c Z T ( r ) }  using the 
fact that ZT is complete and Lemma 3.29(2). Thus [ZT(al )]q  = [ZT(a2)(t  + ZT(?)}]q =L 3.57(2) 
[ZT(az)Dv[t := [ZT(r)1771. 
We apply then the induction hypothesis with psubstitution 4 and assignment q[t := [ z T ( ~ ) ] q ]  
and obtain that for every explicification 3 of q5 we have F(&ase(~))  E [p]q[t := [ Z T ( T ) ] ~ ] .  But 
since E m e ( P )  = Erase(P[t := r]) and by Lemmas 3.57(2) and 3.29(2) we may conclude that 
- 
qj(Erase(P[t := 71)) E [p{t t ZT(r))]q .  
D&&iun 3.80 (SekUFgted sek) Let S be a mnempty set of terms in Tk. 
2. k t S b e & d .  A m b a i e t C ~ S w h i c h i s d ~ d e ~ ~ u i v r 3 o e i s c d d ~ m ~ ~ t h e ~  
camditima hold 
56. h d M l , M g € T ~ , i k ~ ~ h ~ E V  d h d m ~ O , a n d N , N ~ ,  ..., N , ~ S ~ d a l l n > O  
a d  PI,.. - , Pn E S if (Ml(x := q M a ( a :  * PI.. . P, E C then (MIMa){x := N)*Pl.. . P,, E C, 
S 8 . F o r d M ~ T ~ , E c g ~ x ~ V , s ; n d a l l m 2 O , m d N , N ~  ,..., N m ~ S , d d n ~ Q a n d  
fir..  .,Pm E S if (X&!.kf(x :=IY))*Pl.. .P, f C then (Ay.lM){z P N)*Pl . . . P, E 0- 
87. For all M $ N E T ~ ,  fbrallfa>O,fordP,Nr ,..., N, f S,BorallnlOarndPl ,..., P, E Sif 
$! FV(P) and MQ :=P)($I:= N(x :=P))*Pl ... Pm E C M(y :=N) (Z:=  P)*Pf ... P, EC. 
I;wmna 3 .a  Let S be a mnempb c l d  aet of terms in Tk, let C be the f . y  of saturated s u k b  of S, 
aTld 888- that S is saturated. Then C is a family of cmdidsta of rqludb'&. 
hf. Nok that conditions (S1)-(57) imply mdi&m @l)-(a7], xespedivdy. Themhe we are l&. to 
m 5 f y t h a t C i a a t y p e d d f a d y .  F irs to fdn&&ttheMyCis -&ceS~C.  Also, 
By mdition ( S t )  each saturated gub& IS nonmpv since it contaias all W a  
Let C a u d D h ~ ~ s u b s e t s o f S .  Wemmtshowbhat [ C - ~ D ] = { M E T ~  IVNf C, MNED) 
is a saturated a u b t  of S. 
- [ C + D ]  i samktofS.  k t M ~ [ C - + n ] .  & c e t ~ k ~ e ~ l e x € C , w e h a v e M x € D .  
AndsiaaeSisdwd, M E S .  
- (Sl]. SinceDf a ~ t u r a t a d ~ o f S ~ e t l , b y ( S l ~ f o r e v e r y ~ ~ a ~ ' V a a d f o r d n > O  
d P l ,  ..., Pn,P E S w e h a v e x P ~  ... P n P f D .  Sbce h i s i sd d foreveryP  E G, wehave &... P,f [C4D]. 
- (sz). Let M and N be my bmm myh. kt Pl...Pm be term in $. Suppase that M{x := 
nr)R...P, f [C + Dl. Thmfbr every P E C m have M(x := IV)Pl...P,P E D. Since 
Dismhsrated, by (S2) w e h  ( k . M ]  NPl ... P,PE D. S h c x t l i h  holds faevery P E C, 
( h . M )  NPl. .  . P, E [C + Dl. 
- (53). Lek M h a  term in S. Let NI ,..., N, and Pl. , .P,  ba term in 9. Su- that M{EI := 
Nl) ... (h := NAPl ... P, E [C 4 Dl. Thm fw e m  P E C M ( x ~  := Nl) ... {zm ,:= 
Nm)Pl ... P a E  R and&ceD is a ~ ~ h ~ a h d m b s e t o f S b $  (S3)X(~C:=M)(XI =Nl) ...(x := 
N,) q... P,P E D. Since kbia h o b  for every P E C we ham x(s := EUP){sl := Nl) ...( := 
N,)R . . . P, E [C -r Dj. 
a N& that gropwti%s (31)-(5'1) of saturated au&h of S me premmd unda arbitrary W~W&OW, and 
thus for the C - h d d  family Elf aturated subsets of S, (&)ce we have ncec Ac is a safmakd subset 
of 9. 
Proposition 3.62 Let S & a ~ t y ~ & o f t e r m a i n T x , M C b e t b e M y o f d ~ t e d s u W  
ofS, a n d m e t h a t  Sissatilrratsd. L e t M  ~TthattypechedcsderthetypeassignmeatP= {xl  : 
mi, - . . , x,, : off) aud let 21,. . . , % be b h  variables. Then h e ( M ) ( x i ,  := a). . . (G, := q,) E S where 
ill.. .,in is m y  ordering of the &bles in D m O .  
Prim$ By I;emmta 3.61 we have that C is a M y  of candidate of reducibility. F'hdlyI we condude by 
I;emma 3.57(3} and Lemma 3-59. 
in order to p m  properties of h e ( M )  when M is a typable polymorphic term we need saturated 
sets satkfyhg the prows. Jn p&uh, &m we are h h e h d  in strongly Ax-nondhhg terms (SN-) 
we iddl prove that hhe et MA, is a c l o d  saturated set. The key ingredient in the proof of this is the 
PeFphdity Propdw. 
b 3.63 The eet SNx, is a c l a d  saturated &. 
h f .  We must verify that SNk h c h i d  and veda (S1)-(S7). Note that if Mx b shongly h-normakable 
t h m M h , s o S i V x , i s & d .  Weareleft tockkthat  SNhverSes 
(Sl). Suppose f i  . . . P, E S N h  then for every variable s E V ,  =PI .. . P! is strongly Xx-nomdkhg. 
r (S2). By the PerptuaIiQ Propdon 3.11(1). 
Tkehednce SNh b a m n e m p t y c l ~ s u M o f T ~ a n d i s i W ~ a t e d , i f m ~ ~ ~ y  
af saturated subs& of SNh we obtain, by Lemma 3.61, a fan@ of c&z1didatm of reducibility. Thia h us 
b m = h u e .  
C 0 1 0 ~  3.04 Let M be a term in 7". Then M is sbongly F,-ao&i. 
PParf. SuppmeMf 2". Thenthereisatypeamigmnent I:=(xl : UI, ..., x- :m,)andapurekype~ 
such that r P M : o is a derriv~ble type judgement. 
I& 21,. . . , zn be  fmh variables. Thea by Propwition 3.62 we have h e ( M ) { a ,  := a) . . . (a, := h} f 
SNx, *mil, ...,& is a q ~  o r d a d t h e  d b k  inDan@). But h w e  dm have h e ( i l d )  E S3Vk 
and finally by Prodtion 3.49 rn may conclude that M is skrorgly F,-mrm-. 
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Chapter 4 
Perpetuality Xws 
This chapter studies perpetuality in the Xws-calculus. It does so by exploiting the proof technique introduced 
in [DG99, DGOl] for proving preservation of strong normalization of Xws.  The Xws-calculus is a calculus of 
explicit substitutions based on de Bruijn indices notation which is considerably more involved than Ax due to 
the presence of substitution composition. Indeed, although in contrast to the case of Ax-terms the Xws-terms 
are decorated with updating tags (Def. 2.53), it is the presence of rewrite rules allowing substitutions to be 
composed which introduces technical difficulties which are not present in Ax. A term with an update tag is 
of the form ( i )M,  indicating that all free indices in M should be incremented by i units. Substitutions have 
the form M [ i / N ,  j] indicating that indices i must be replaced by ( i )N and that there was a tag (j) embracing 
the Beta-redex that flred the substitution. The following rewrite step illustrates how substitutions may be 
composed in Xws: 
sot 
Note that, as originally introduced in [DG99, DGOl], de Bruijn indices start from 0 instead of 1 as introduced 
in Section 2.2.2. There are no updating tags in the above two terms. The example below shall include updating 
tags . 
The Xvs-calculus is the first1 lambda calculus with explicit substitutions to satisfy simulation of one-step ,B 
rewrite reduction2, coduence on open terms and preservation of strong normalization. It is often mentioned that 
an advantage of calculi of explicit substitutions is that substitutions may be executed in a controlled manner. 
They may be delayed, for instance, in order to avoid unwanted duplication of the body of the substitution. 
However, in such a case all substitutions 'above' the delayed instance are blocked. This is witnessed in the 
Ax-calculus for example. The interest in X w s  is that these substitutions 'above' the delayed one may jump 
(provided certain conditions are fumed) over it thanks to rewrite rules for substitution composition. This 
constitutes an interesting scenario for the study of rewrite strategies. 
As already mentioned in Chapter 3 the literature on perpetual rewrite strategies requires orthogonality, a 
property which is not fulfilled by Xws. Hence these results do not apply. Furthermore, the closure tracing 
technique used in Chapter 3 is not applicable either due to the presence of substitution composition. Indeed, 
although as in Ax, rewrite steps in infinite Xws-derivations must be void (Def. 2.38) from some point on, the sub- 
stitution body which is source of an infinite Xws-derivation may have been created by composing substitutions. 
An example follows. 
The substitution body (OO)[O/XOO,O] shall be the source of an iniinite Xws-derivation. It does not seem possible 
to trace back this body and make use of the minimality argument. 
Recently, an extension of uniform normalization (all redexes are perpetual) to non-orthogonal systems was 
presented in [KOOOlb]. Due to the fact that decent terms are not preserved by vs-reduction (see Section 4.2.4) 
the technique developed in that work does not seem to be directly applicable either. 
lTogether, it seems [DGOl], with the work by H.Gogu.cn and J.Goubault-Larrecq [GGUM]. 
2~owever, see Section 4.2. 
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In this chapter we d e h e  a perpetual rewrite strategy for Xws and use it to prove that an inductive char- 
acterization of a class of terms in Xws captures exactly those that are strongly Xws-normalizing. The results 
build on the so called conskricting, and in particular zoom-in strategies of the lambda calculus [Gra96, RSSX99, 
Me196, KOOOla]. The strategy may be summarized as follows: 
Step 1. Given a Xws-term M admitting an S n i t e  Xws-derivation we obtain a subterm N of M still having 
an infinite Xws-derivation, but such that every strict subterm of N is strongly Xws-normalizing. Thus N. 
is a 'minimal' subterm of M admitting an m i t e  Xws-derivation. 
-'I 
Step 2. The resulting term N may have a Beta-redex as head redex3 or a us-redex, where us is the 
substitution calculus of Xws. Now in the former case the Beta-redex is easily seen to be perpetual, that 
is to say, contracting this redex does not result in a term which is strongly Xvs-normalizing. However in 
the latter case it is not clear that the head us-redex (or any us-redex for that matter) is perpetual. This 
problem is due to the non-orthogonality of Xws. We solve it by introducing a labelling strategy, described 
briefly in Step 3. 
Step 3. Given a minimal (in the sense discussed above) Xws-term N admitting an idni te  Xws-derivation, 
the labelling strategy labels an explicit substitution operator in N, yielding &J. The resulting labelled 
substitution operator enjoys the property that it may be eliminated from & (by computing it) via a notion 
of labelled rewriting that preserves the possibility of infinite Xws-derivations. The proof that this notion 
of labelled rewriting is perpetual relies on the proof technique used for proving preservation of strong 
normalization of X w s  [DG99, DGOl]. 
The perpetual rewrite strategy shall then be used to show that a certain set of terms determined by four 
inductive rule schemas are exactly the set of strongly Xws-normalizing terms. 
Structure of the chapter 
Due to the technical complications arising in Xws,  partly because of the 'noise' introduced by the updating 
tags, but more fundamentally due to the presence of substitution composition, we have chosen to present the 
basic ideas in the context of the Ax-calculus. Of course, substitutions may not be composed in Ax, however 
we believe that the effort is nonetheless worthwhile from an expository point of view. It helps pinpoint the 
main steps outlined above, and prepares the reader for the material on X w s  that follows. After introducing 
the labelled Aws-calculus we study the labelling strategy for Xws. This shall constitute the core of the chapter. 
Finally, we formulate the rewrite strategy and prove it perpetual. We end the chapter with the characterization 
of the strongly Xws-normalizii terms. 
The material presented in this chapter is joint work with A.Arbiier and A.Rios [ABROO]. 
In this section we formulate a perpetual zoom-in Ax-strategy, in preparation for Section 4.2 on Xws. 
Definition 4.1 Let M E 'irk such that wXX(M). A subterm N of M such that mAX(N) and every proper 
subterm of N is strongly Ax-normalizing, is called a minimal pe.rpetua1 subtem. 
An m t e  Ax-derivation is called constricting [Gra96, RSSX991 if it is of the form 
where the Mi are minimal perpetual subterms and the redex contracted in the step Cl [. . . Ci[Mi]. . .] -+A, 
Cl[. . . Cd[Ci+l[Mi+l]].  .] is a subterm of Mi. A (onestep) perpetual rewrite strategy 3 ( e )  for Ax is called 
constricting if any inhite T(*)-derivation M +A, 3(M) +A, 3(T(M)) -tx, . . . is constricting. In the 
+ 
case that F(e) is a many-step rewrite strategy then it is constricting if any infinite T(o)-derivation M +Ax 
+ T(M) +xx T(F(M)) f x, . . . is constricting. A zoom-in rewrite strategy is a constricting strategy which in 
3Actually, there are two 'Beta' rules in Xws however at the moment it is the intuitive grasp we are seeking so we shall ignore 
this issue for the time being. 
each term contracts the leftmost redex of a minimal subterm with an infinite derivation. The strategies .F,(e) 
and 370) of Def. 3.16 and 3.19, respectively, are not mom-in strategies since in M = (Ax.x)(AA) they contract 
the leftmost Beta-redex (yielding x(x := AA)). However, this redex is not the leftmost redex of a minimal 
subterm of M admitting an infinite Ax-derivation since AA is a subterm of M with this property. For the same 
reason, neither of the strategies are constricting either. 
The chapter aims at introducing a constricting strategy which is partly zoom-in in the sense that in a term 
M, if the leftmost redex of a minimal subterm N with an m i t e  derivation is a Beta-redex, then it contracts 
it. If not, then the leftmost Ax-redex of this subterm is an x-redex. At this point we need some indication of 
which redex to contract. For this we introduce a labelling strategy which amounts to a function which selects an 
x-redex in N to compute. By compute we mean label or mark the x-redex in N and then contract, repeatedly, 
all marked x-redexes until none are left. The whole process shall yield a many-step Ax-rewrite strategy. 
Of course, from the Perpetuality Proposition 3.11 we know that contracting any x-redex (and in particular 
the leftmost one) in N shall yield a full perpetual zoom-in strategy. However, this result does not hold for Aws, 
but rather a more restricted one (Corollary 4.40). Therefore, since this section's aim is to introduce the work 
done for Avs in the context of Ax in order to get a grip of the main ideas, we shall use the labelling strategy 
also for Ax, as discussed above. 
The reader not familiar with Ax is referred to Section 2.3.1 of Chapter 2. 
4.1.1 The Labelled Substitution Calculus 
We shall begin by defining labelled terms and labelled Ax-rewriting. Labels shall allow us to mark x-redexes, 
Beta-redexes shall not be labelled. Compare the definition of labelled terms below with that of the Ax-terms, 
denoted TAX (Def. 2.29). 
Definition 4.2 (Labelled Ax-terms) The labelled Ax-terms, denoted Tx,, - are given by the following gram- 
mar: 
M ::= ~ ~ A X . M ~ M M ~ M ( X : = M ) ~ M ( ( X : = N ) ) W ~ ~ ~ ~ N E T ~ ~  
The e((e := e)) operator is called the labelled substitutzon operator. Note that the body of a labelled substitution 
operator is a Ax-term (and thus contains no occurrences of the labelled substitution operator). The set of free 
variables of a term M is denoted FV(M) and defined as usual. In the sequel we shall refer to e(e := e) as  the 
mlabelled substitution operator. 
So for instance x((x := y))((y := z)) is a valid labelled Ax-term, however x((x := y((y := z)))) is not since the 
term y((y := a)) is not a Ax-term. The labels shall allow us to trace the computation of substitutions. We now 
present the rewrite rules that compute labelled substitutions. 
Definition 4.3 (The x, and &-rewrite systems) The &-rewrite system is given by the Ax-rewrite sys- 
tem together with the x-rewrite system. The x-rewrite system is defined by the following rewrite rules: 
(MN) ((x := P)) + J A ~ ~  M ((I := P)) N ((x := P)) 
(Ay.(M))((x := P)) + l h m  Ay.(M((x := P))) 
X((X := P)) +~V*T P 
M ((x := P)) +IGC M 
Reduction in the &rewrite system is called labelled reduction. The =-rewrite system is the x-rewrite system 
together with the following composition rule: 
P(x := Q)((y := R)) +, P((y := R))(x := Q((y := R))) 
Note that the orewrite rule allows labelled substitutions to jump over unlabelled substitutions. However, no 
jumping is allowed between substitutions of the same kind, i.e. labelled or not. 
Lemma 4.4 (Properties of xc) The =-rewrite system is strongly normalizing and confluent. The set of 
xc-normal forms is Th. 
- 
Proof. Confluence is a consequence of strong normalization and local confluence of (all three critical pairs 
are joinable), by applying Newman's Lemma (Lemma 2.4). That the set of =-normal forms is TAX follows from 
a close study of the rewrite rules of z. 
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We now prove strong normalization by means of a translation to a set of ground terms equipped with a 
well-founded ordering obtained by the recursive path ordering (RPO) method [Der82]. Consider the alphabet (*, Q!, o(e), *((a)), A(@)) and the terms S over this alphabet defined as a ::= * ( @(a, a) I A(a) I a(a) ( a((a)). Then 
the well-founded precedence (0) >> () >> @, A(), * induces a well-founded order on S, denoted +?;, as dictated 
by the RPO method (where a l l  function symbols are assigned multiset status). Finally we show, by induction 
on M, that if M +, - N then T(M) rz T(N) where T is the translation defined as follows: 
T(x) def - * 
T(MN) ef @(T(M), T(N)) 
T(Ax.M) ef A(T(M)) 
T(M(x:=N)) T(M)(T(N)) 
T(M ((x := N))) T(M)((T(N))) 
A s  an example consider the case M = P(x := Q)((y := R)) +, P((y := R))(x := Q((y := R))) = N. Then 
T(M) = (T(P) (T(Q))) ((T(R))) and T(N) = (T(P) ((T(R)))) (T(Q) ((T(R)))) - Now since (0) 0 we must verify 
two subcases: 
1. T(M) +?; T(P) ((T(R))). According to the equal heads case we must verify that (T(P) (T(Q)), T(R)) +h 
(T(P), T(R)) where >-$ is the usual multiset extension of +?;. Since T(P) is a subterm of T(P)(T(Q)) 
we are done. 
2. T(M) +?; T(Q) ((T(R))). Similar to the case above. 
Labelled substitutions may be eliminated in two ways: by erasing all labelling information (Def. 4.5) or by 
executing the labelled substitutions (Lemma 4.4). The process of erasing labelling information shall be referred 
to as 'unlabelling'. 
Definition 4.5 (Unlabelliig for 7 ,  For M E TAX - we define [MI E z, as: 
I.1 def - x 
1.4. PJ Ef X X . ~  
Pa "=" H M  
LP(x:=Q)J H(x:=LQJ) 
def [P((x := Q))j = [Pj (x := Q) 
Let us now see how labelled rewriting and unlabelled rewriting may be related. The following result may be 
proved by induction on M. 
Lemma 4.6 (Unlabelling rewrite projection and lifting) Let M, N E 7, - and MI, N' E 7xX.  The follow- 
ing diagrams hold: 
M '- N M N M ----....---- 
- .  
P N  
Ax i -
L.J 1 l.J i L.1 I!, i L*, 1 bJ i 
Y Y Y Y Y 
l ~ j  . . . . . . . . . .. + [NJ ...........> lq 
AX M' 7 iVNI 
(a) (b) ( 4  
Definition 4.7 (The hi and Axe-rewrite systems) Reduction in the &-rewrite system may be partitioned 
into reduction in the hi and Axe-rewrite systems, i.e. & = ki td Axe, where: 
1. The &*-rewrite system is Ax-reduction in the bodies (denoted AxLreduction, i.e. the contextual closure of 
+R:  if M +h N then P((x := M)) + R  P((x := N))) of labelled substitutions together with x-reduction. 
2. The Axe-rewrite system is Ax-reduction over Tx, except inside the bodies of labelled substatzltaon operators. 
Remark 4.8 Let us denote with 7F those terms in TAX such that all bodies of labelled substitution operators 
- 
- 
are strongly Ax-normalizing terms4; thus %e C Ix,. Note that 7e is closed with resped to h U  creduction. 
This may be verified by a close inspection oTthe rewrite rules and Tbserving that no new bodies of substitutions 
are created. In particular, TF - is closed with respect to &-reduction. 
So we know that any &-derivation consists of ki and Axe steps. If the derivation starts from a term in 7xY and is e t e  then in fact we shall wnclude that there are infinitely many Axe-rewrite steps. We shall 
- 
reach this conclusion by showing that ki is terminating on the set of terms in %.$-. -
Lemma 4.9 The &"rewrite system is strongly normalizing on qe. - 
Proof. The idea is to d e k e  a strictly positive total function h  such that h(Ml)  > h(M2) if MI +xxi Ma. 
This function results from merging the original interpretation used to show that the x-calculus is SN z d  the 
idea that each Ax-rewrite step in the body of a labelled substitution must be taken into account. 
Consider the strictly positive total functions g  : 5, - IN" and h  : fix -- IN'' 
def 
g(x> - 1  
s ( M N )  ef g(M)  + g(N)  + 1  
g(Ax.M) = g ( M ) + l  
g(M(x := N ) )  ef g(M)  + g ( N )  + 1  
h (x )  def - 1  
h ( M N )  s! h ( M ) + h ( N )  + 1  
h(A2.M) e! h ( M )  + 1  
h ( M ( x  := N ) )  h ( M )  + h ( N )  + 1  
h(M((x  := N ) ) )  h(M)(m-edxx(N) + -g(N) + 1) 
where for N E SNxx we have mmg(N)  mm{g(P)  I N ++A, P ) .  We now proceed to verify that h(Ml)  > 
h(M2) if MI +xxi - M2 by induction on the pmition where the rewrite step takes place. 
The rewrite step is at the root. Let m m e d x x ( P )  = n and mmg(P)  = m in the following rewrite steps: 
- ( U p p ) .  Then h( (MN)( (x  := P)))  = ( h ( M )  + h ( N )  + l ) ( n  + m + 1) > h ( M ) ( m  + n + 1) + h ( N ) ( m  + 
n + 1) + 1  = h((M((x  := P)))(N((x := P)))). 
- (&am). Then h((Ay.M)((x := P)))  = ( h ( M )  + l)(n+m+ 1) > h(M)(m+n+ 1)  + 1  = h(Ay.M((x := 
a)). 
- (War). Then h(x((x := P)))  = n + m + 1 > h ( P )  by definition of m. Indeed, note that m = 
mmg ( P )  2 g(P)  = h ( P )  since P E f ix .  
- (ZGc). Then h(M((y  := P)))  = h ( M ) ( n  + m + 1) > h ( M ) ,  as in the previous case. 
- (Axi). Suppose M((x := P)) + h i  M((x  := P')) (recall that a Axi-rewrite step at the root is a 
Ax-rewrite step in P ) .  
Then h ( M )  ( m d h ( P )  +maxg(P) + 1) > h ( M )  (mamedh(P1) +masg (PI) +1) since mmredh(P) > 
m d x x ( P 1 )  and mmg ( P )  > mmg(P'). 
The rewrite step is internal. Then we wnsider each possible context: if MI = M3M4 or Ml = Ax.M3 or 
Ml = M3(x := M4) then we use the induction hypothesis. If MI = M3((x := P)) then the &"rewrite step 
must be in M3 (it cannot be in P since there are no labelled substitution operators in P )  and we may also 
use the induction hypothesis yielding h(M3) > h(M4) and thus h(M3)(n + m + 1) > h(Mi) (n  + m + 1). 
Lemma 4.10 (Labelled rewrite projection) Let M ,  N E Tx,. The following diagram holds: 
I- stand for 'strongly normalizing bodies', and the underlining in & recalls the reader that it is just 4 ~ h e  l tters 'snb' in E~ 
the bodies of labelled sub~kutions which are referred to. 
CHAPTER 4. PERPETUALITY IN AwS 
The proof of Lemma 4.10 is by induction on M and requires using metalevel substitution (Def. 2.32). Also, 
Lemma 4.11 is by induction on M. 
Lemma 4.11 (Axe-rewrite projection) Let M, N E Tk The following diagram holds: 
We would like to bring the reader's attention to the fad that for the proofs of Lemmas 4.10 and 4.11 to go 
through the full power of the garbage collection rule (Gc-rule) is needed. Consider the outcome if the restricted 
garbage collection rule (x(y := P )  +,c, x) were used instead: M = x(y := z)((x := P)) +Axe x((x := P)) = N 
yet xc(M) = P(Y := z) and xc(N) = P but in general we do not have xc(M) -+,c, xc(N). 
As a consequence of Lemmas 4.10 and 4.11 we have the following result: 
Corollary 4.12 (Perpetuality of labelled rewriting) Let M E T,?. If there is an Mnite &-derivation 
- 
from M then there is an infinite Ax-derivation from =(M). IF Proof. Suppose there is an inkite &-derivation starting from M. Then since the &-rewrite system is 
strongly normalizing on %$ (Lemma 4.9) this derivation must have the form: 
- 
Then applying Lemma 4.10 (extended to many step reduction and noting that ki c Xx) and Lemma 4.11 we 
may construct the following diagram and conclude the prooE 
r Note that since &-reduction includes Ax-reduction Corollary 4.12 also holds if & is replaced by Ax in its 
statement. It is possible to strengthen this result and prove that each =-reduction step is &-perpetual. This 
. leads to a new proof of perpetuality of the strategies presented in Section 3.2.2 and allows to infer the other 
results presented in that chapter, such as the inductive characterization of the set SNk and termination of 
typed F,. The reader may find further details in [ABROO]. 
4.1.2 A Digression: PSN 
Corollary 4.12 shall be the main result used in proving perpetual our rewrite strategy (Def. 4.26). Although in 
this chapter we are not interested in proving preservation of strong normahation, we would like to show how 
Corollary 4.12 may be used for this purpose. 
We shall use M E w k  as an abbreviation for M E Ix r l  ooh, i.e. the set of pure terms that admit idni te  
Ax-derivations. Given a pure term M such that oo~x(M) (hence M E wxx) the following zoom-in fanction V(o) 
allows us to obtain a 'minimal' (in the sense that all strict subterms are strongly Ax-normaliziig terms) pure 
term N such that also N E wx, and N M. This definition is a variant of Definition 4.8 in [RSSX99]. 
Definition 4.13 (Zoom-in function on pure terms) V(a) : MA,+ '/x is defined: 
Lemma 4-14 (Properties of V(a)) For all M E  MA^ we have: 
1. V(M) = (XX.P)Q~ for some P, Q, 2 E SN A,. 
2. V(M) G M. 
3. V(M) E MA,. 
Lemma 4.15 (Lifting lemma) Let M E w k  with V(M) = (XX.P)Q~. Then there exists an infinite &- 
derivation starting from V(M) ef P((x := Q))& i.e. the following diagram holds: 
where Beta, just stands for leftmost Beta-reduction where a labelled substitution operator is introduced instead 
of an mhbelled one. . 
P m j  The proof follows from Lemma 4.6(c) and the fact that any infinite Xx-derivation starting from V(M) 
may be transformed into another one in which the first reduction step is a Betal-reduction step. . 
Lemma 4.16 Let M E MA,. Then there exists N E wxX such that M -+p N. 
Proof. Let M E ~ k ,  Then by Lemma 4.14(3) we have V(M) E w k .  Using the Lifting Lemma (Lemma 4.15) 
we may construct the top part of the following diagram: 
The bottom part is completed by using Corollary 4.12. Finally, since V(M) M there is a pure context 
(a context without occurrences of the substitution operator) C such that M = C[V(M)] and N = CIN1] with 
N E W A X .  
The following mom-in strategy was proved perpetual for the A-calculus by MeWm [Me196]. Here we present 
the zoom-in strategy on pure t e r n  based on our Def. 4.13. It is perpetual for the Xx-calculus too (see proof of 
Corollary 4.18). 
Definition 4.17 (Zoom-in strategy for pure terms) Let M E MA,. The mom-in strategy Z(a): MA,--, 
7~ is defined as: 
Z(X@Q~)  %f x @ z ( Q ) ~  if @ E SNxx, Q 6 SNxx 
Z(h.P) def - Xx.Z(P) 
z((xx.P)Q~) !zf P{X + &)2 if P , Q , ~ E  S N ~ ~  
Z((XX.P)Q~) (xx.z(P))Q~~ if P 6 SNAx 
z ( ( h . p ) d s d )  ((xx.P)Qz(s)~ if P , ~ E  SNAx,S  $ S N k  
Finallyl we conclude the section by showing PSN for Ax. 
Corollary 4.18 (PSN for Ax) Let M E wk then M E oop. 
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Proof. By applying repeatedly Lemma 4.16 we obtain an inhite @derivation starting from M. See [ABROO] 
for details. 
M 2 V(M) E wx, 
s 4 4 
z(M) 2 N1 
S 
Z(Z(M)) 2 
P S 
Z(Z(Z(M))) 2 
4.1.3 The ZX(.) Perpetual Strategy 
In this section we introduce a substitution labelling strategy for Ax. This consists in defining a strategy over 
a class of terms (the domain of the labelling strategy) which selects an occurrence of a substitution operator 
that may safely be computed while preserving the possibility of infinite Ax-derivations. But before proceeding 
we present the zoom-in function for Ax. 
Given a term M admitting an infinite Ax-derivation, the strategy Zx(e) shall zoom-in into the term in order 
to select the redex to contract. The same effect is obtained by the following zoom-in function, the only difference 
being that this function just selects the minimal subterm where the strategy ~ x ( e )  shall find its redex without 
actually contracting any redex at all. 
Definition 4.19 (Zoom-in function) Let M E 7h such that oox,(M). We define Vx(M) by induction on 
M: 
vx ( s~QE)  ef Vx(Q) ~ ~ Z J E S N ~ ~ , Q $ S N ~  
Vx(Ax. P )  Ef Vx(P) 
v~((A~.P)QZ) def - (AX.P)Q~ if P, Q, E E S N ~ ,  
vx((xs .p)~Z)  ef VX(P) if P $Z SNA, 
VX((XX. P)QsZ) ef Vx (S) if P, a E SNA,, S 4 SNxx 
def VX(P(X := Q)E) - P(X := Q)E if P, Q, Z E SNA, 
Vx(P (x := Q)2) Ef Vx (P) i fP$SNxx  
( P X  := Q ) )  Ef Vx(Q) i f P € S N x x , Q $  S N k  
VX(P(X := Q ) G S ~ )  Vx(S) if P, Q, d E SNxx, S $ SNAX 
Vx(e) satisfies some properties for which we shall require the following definition of decent terms which first 
appeared in [Blo97]. 
Definition 4.20 (Decent terms) We define the set of decent t e r n  Tgb c & as: M E TAyb iff the bodies 
of the substitutions in M are Ax-strongly normalizing5 (i.e. if Nl(x := N2) M then Nz E SNAx). 
The set of decent terms is closed under x-rewriting, in other words, x-rewriting does not introduce sub- 
stitutions whose bodies possess S n i t e  Ax-derivations if there were none in the fkst place. This fails for the 
Aws-calculus, as we shall see. 
Lemma 4.21 (Preservation of decent terms by x-reduction) Let M E If M += N then N E 
l s n b  
Ax ' 
The proof follows from a close inspection of the x-rewrite rules. Now back to the properties of Vx(e). 
Lemma 4.22 (Properties of Vx(*)) For all M E TAX such that mxX(M) we have: 
1. Vx(M) = (AX.P)Q~ or Vx(M) = P(x := Q)Z for some P, Q ,Z  E SNx, (hence Vx(M) E 7zb). 
5 ~ h e  l tters 'stab' in %e stand for 'strongly normalizing bodies'. Note that they are not underlined so as to remind the reader 
that it is the bodies of unlabelled substitution operators which are referred to. Likewise, Ax is not underlined to remind the reader 
that we are dealing with Ax-terms (no labels are present). 
Now depending on the result of Vx(M) two situations may arise. The action to be taken by a ( * )  shall 
depend on this result. 
1. If Vx(M) = (Ax.~)Qfl with P, Q, 5 E SNh, then Zx(M) shall simply contract the leftmost Beta-redex 
of Vx(M). Hence constituting a mom-in strategy as commented in the introduction of this section. 
2. However, if Vx(M) = P(x := Q)Z for some P, Q, 2 E SNh, then Zx(e) must decide which x-redex to 
contract in Vx(M). This task shall be derived to the labelling strategy. The latter shall select, in this 
case, the innermost-leftmost substitution, label it, and compute it by means of the =rewrite system. 
This division of the strategy ~ x ( e )  shall prove convenient for analysing the more complex case of Aws. 
Let us now address the labelling strategy. First some notation: we call an occurrence Nl(x := Nz) C M of 
a substitution operator innennoit if Nl E TA, that is to say, if Nl is a pure term. 
Definition 4.23 (Innermost substitution labelling) Let M E q:b then a denotes the term M where the 
innermost-leftmost substitution has been labelled if M is not pure, and M otherwise. Thus : 7gb - 7xF - 
(see Remark 4.8 for the definition of %*). -
We now define a (many-step) x-reduction strategy that reduces innermost substitution operators. 
Definition 4.24 (Substitution labelling strategy) The substitution labelling strategy for Ax is given by 
the (many-step) x-reduction strategy La(*) : 7Ayb - Tgb as h ( M )  xc (m.  The domain of the labelling 
strategy is the set 7gb. 
Note that we may just as well have dehed Lx(e) as h ( M )  %if x(M) since the composition rule is not 
used in the reduction M +, xc(M) due to the fact that it is innermost substitutions that are labelled. 
Note that Lx(e) is an x-strategy, indeed: if M is not pure then A, xc(M) and hence by Lemma 4.6(a) 
M = Ax )xc(M)I = xc(M). Also, LX(M) E %yb by Lemma 4.21. 
Lemma 4.25 (Properties of ~ x ( e ) )  1. The Lx(e) strategy is x-normalizing: for all M E 7-Yb there exists 
n 2 0 such that Lxn(M) is in x-normal form. 
2. The Lx(e) strategy is Ax-perpetual: let M E q,nb and also ooxx(M). Then oox,(Lx(M)). 
Proof. The first item is a consequence of strong normalization of the x-rewrite system. The second item 
follows from Corollary 4.12. Indeed, since oox,(M) then by Lemma 4.6(c) M has an W t e  &-derivation. 
Corollary 4.12 yields COAX(XC(M)). 
Note that if M E 7gb such that ooxx(M), then from repeated application of the Lx(e) strategy to Vx(M) 
we obtain x(Vx(M)) E w h .  
Definition 4.26 (The Zx(e) Strategy) Let M E 7xx such that coh(M), and let C be the context such that 
M = C[Vx(M)]. We define zx(M) as: 
Note how in the sixth clause, the Lx(e) strategy is in charge of selecting the closure to compute. By the 
observation just before Lemma 4.25, Zx(e) is indeed a many-step Ax-rewrite strategy. It is also perpetual. 
Lemma 4.27 The a (* )  strategy is perpetual. 
This may be proved for -(M) by induction on M using Lemma 4.25(2). 
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4.2 Zooming-in on X w s  
Next we shall consider the setting of the Aws-calculus. In the lines of the work developed in the previous section 
we shall formulate a perpetual rewrite strategy for Xws.  Also, an inductive characterization of the terms in 
SNxws shall be given. As already mentioned, due to the presence of rewrite rules allowing the composition 
of substitutions the problem is technically more demanding. A brief introduction to the Xws-calculus may be 
found in Section 2.3.4 of Chapter 2. Although the rewrite rules of Xws are reproduced below for the reader's 
convenience she/he is advised to take a quick look at the aforementioned section. 
Warning on notation to the reader familiar with Xws: in order to be consistent with the nomenclature 
used in Chapter 3 we have adopted the term labelled instead of tagged as used in [DGOl]. Thus, for example, 
well-tagged terms in the terminology of [DGOl] shall be referred to as well-labelled here. 
4.2.1 The labelled Aws-calculus 
We begin this section by characterizing the set of Xws-terms as given in Def. 2.56 of Chapter 2. 
Lemma 4.28 Every term M in TAWS has exactly one of the following forms: 
1. (Z)ng 
We recall from Def. 2.58 the rewrite rules of the Xws-calculus. 
+ l/N,jl) 
MI [ilN, jlM2 [ilN, j l  
(k+ j - l )M i < k  
(k)M[i - k/N,j] i l k  
n n < i 
(i)N n = i  
n + j - 1  n > i  
M[k/N[i - k/P, j], j + l  - 11 k s i < k + l  
M[i-1+1/P,j][k/N[i-k/P,j],l] k + l < i  
(i + j) M 
The B-calculus is just rules b l  and b2. The substitution ws-calculus is the Xws-calculus without the rules b l  
and b2. The pcalculus is the us-calculus without the m-rule. 
Before recalling the labelled Xws-calculus from [DGOl] we defhe the labelled Xws-terms. 
Definition 4.29 (Labelled terms) The set of labelled terms, denoted TAW,, - is deked as: 
M ::= n I AM I M M  1 (k)M I M[i/M, j] I N[i/P, j] where n,i, j, k E INo and N, P E Ix, 
The o[o/o, 01 operator is called the labelled substitution operator. Note that the target and body of a labelled 
substitution operator are terms without occurrences of labelled substitution operators. 
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Definition 4.30 (Labelled rewriting) The labelled Aws-calculus, denoted a, consists of the Xws-calculus 
together with the following set of rewrite rules (called the =-calculus): 
A(M[i + 1/N, jl) 
MI [i/N, jlM2 [i/N, jl 
(k+ j - l )M i < k  
- k/N, jB i 2 k  
n n < i  
(i)N n = i 
n + j - 1  n > i  
M[k/N[i - k/P, j], j +1 - 11 k < i < k + l  
Mui - I + 1/P, jl[k/N[i - k/P, j], 11 k + 1 5 i 
Note that there is no lm-rule (labelled version of the m-rewrite rule) in the =-calculus (this simpmes some 
proofs). 
In our exposition on Ax, the labelled Ax-calculus of Section 4.1.1, after introducing it we immediately 
considered properties of its substitution calculus (x) and showed how Ax-rewriting related to &-rewriting by 
an unlabelling function. Here we shall do the same. However, in contrast to Ax we shall not rewrite all labelled 
terms, but instead consider labelled rewriting on a restricted set of terms of the set TA,. The reason is that 
substitution composition must be taken into account. This restricted set of labelled Awzerms shall be seen to 
behave correctly in the presence of substitution composition when perpetuality is under the microscope. 
- 
Let us consider an example in order to shed further light on this issue. Let M be a Ax-term such that 
ooxx(M). Rom Corollary 4.12 it follows that any x-redex in M such that the body of the substitution involved 
in this x-redex (denoted by the letter P in Def. 2.34) is strongly Ax-normalizing, is a Ax-perpetual redex. Indeed, 
it sufiices to label this substitution, apply Corollary 4.12, and project the resulting &-derivation with the help of 
items (a) and (b) of Lemma 4.6. However, this does not hold in Aws. Consider the term M = 4[0/00,0][O/X00,0]. 
Then, as illustrated in the introduction of this chapter, oox,,(M). Also, the term 00 is clearly strongly Aws- 
norm&i  (in fact it is in normal form). However, the ws-redex (more precisely, the n3-redex) involving the 
only substitution whose body is the term 00 is not perpetual since the resulting term is 3[O/A00,0], which 
no longer admits an W t e  Aws-derivation. The problem is that we have erased a substitution that could 
potentially be combined with some other substitution by means of subetitution composition, on its way to 
constructing an infinite derivation. 
The restricted set of Aws-terms are called well-labelled terns. This notion is due to R.David and B.Guillaume 
and is the key to the proof of PSN for A w s  [DGOl]. 
Remark 4.31 In order to convey the intuition behind Def. 4.32 assume we are given a non-pure term M E 55,. 
We would like to know if the term resulting from labelling some substitution operator in M occurring at position 
p is well-labelled. For this, and before labelling any substitution, three conditions must be met: 
SN body. The body of the substitution operator at p is a Aws-strongly normalizii term. We do not wish the 
l a b e m  strategy to erase terms having an infinite derivation. 
Safe propagation. The substitution at p, once labelled, may safely be propagated by the =-calculus until it 
is completely executed. In other words, there are no substitutions 'below' p and which could potentially 
block the propagation of the labelled substitution operator. 
Non-interaction. Substitution operators above p or substitution operators which may be created above p 
may not interact with (the substitution operator at) p in the sense that they may not compose with p. 
Intuitively, this seeks to uphold compliance with the SN body condition. 
The predicate B(o, 0) veri£ies the Safe propagation condition and 'H(0,o) all three of them. 
Definition 4.32 (Well-labelled terms) A term M is called well-labelled if there exists m E IN such that 
H(M, m). We use WL to denote the set of well-labelled terms. The H(o,o) z, - x IN relation makes use of 
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the B(o, e) TAWS x IN relation. Both are dehed below: 
iE B(M,m+l )  
iE B(M, m) and B(N, m) 
I i 5 mand B (M,m- i )  or i > m  i < m < i + j a u d B ( N , m - i )  B(M[i /N, j ] ,m)  iff or i+ j 5 m and B (N ,m- i )  and B(M,m-  j+1 )  
i f f  H(M, m + 1) 
ifE H(M,m) and H(N,m)  
i 5 m a n d H ( M , m - i )  
iff { or 
i > m a n d M € Z ,  
I m < i a n d M , N ~ ? ; \ ,  or H(M[i/N,  j],  m) iff i 5 m < i + j and H(N, m - i)  and M E %, or i + j  5 m a n d H ( N , m - i )  andN(M,m-  j+1)  
H(M [i /N,  j l ,  m) i f f  i = m, M, N E Txss, N E SNx,, and B(M, m) 
Example 4.33 Let M = 4[0/ (0)  (X00) (0) (XOO), 11. Then 4101 (0)  (X00) (0) (XOO),  11 is not well-labelled since 
the SN body condition fails. 
Let N = 4[2/00,0] [O/X(00), 01. Then the term 4[2/00,0] [O /X(O O ) ,  01 is not well-labelled since safe propa- 
gation fails. Indeed, the labelled substitution may not be computed by =-rewriting because it is 'blocked' by 
the innermost substitution. 
Let 0 = 4[0/00,0] [O/X(00), 01. Then 4[0/00,0]1[O/X(OO), 01 is not well labelled since the non-interaction 
condition fails: 0 , 4[0/00[O/X00,0], 11. However, 4[0/00,0] [O/X(00), On is well-labelled. 
Now that we have restricted the terms and singled out the 'good' ones we continue by defining an appropriate 
unlabelling function and relating labelled rewriting to unlabelled rewriting, as done for Ax in the previous 
chapter. 
Definition 4.34 (Unlabelling for Th) We define 1.1 : 5, - + fi,, given by 
Note that in the last clause it is unnecessary to define LM[i/P, j l  as LMj [ i / l f l ,  j] since the term Ml[i/P, j ]  
requires that M, P E fivs (so in this case [Mj = M and p] = P ) .  
Having defined labelled and unlabelled Xws-rewriting the following lemma relates these notions. 
Lemma 4.35 (Unlabelling rewrite projection and lifting) Let M, N ,  Q E 7- and P' E WL. The fol- 
lowing diagrams hold: 
............... 
M,-N M x , - N  
pt 
* Qt Avs . 
- .  
1.1 j l.J i L.j ; 
Y P P Y 
p-1 .....$...* [Nj [Mj ........... 1 
Xvs * N J  P-XEWL XWS 
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See [ABROO] for the proof. 
Lemma 4.36 (Properties of well-labelled terms) 1. If M E NFp (i.e. M is a pure term) then B(M, m) 
holds for all m 2 0. 
2. If M E ?-Aus (i.e. M contains no labelled substitution) then ?f(M, m) holds for all m > 0. 
3. I ~ M E  W L a n d N c M t h e n N E  WL. 
4. The set WL is closed under &-rewriting; i.e. for all M, N E ;Txw,, - if M E WL and M +& N, then 
N E WL. 
As in the &-calculus labelled substitutions may be eliminated by executing them (Lemma 4.37) or by erasing 
them (Def. 4.34). 
Lemma 4.37 (Properties of ws)  The =-rewrite system is strongly normalizing and coduent on the set of 
well-labelled terms. The =-normal forms of well-labelled terms do not contain occurrences of the labelled 
substitution operator, i.e. if M E WL then =(M) E TA,,. 
Definition 4.38 (The Xw$ and Xwse-rewrite systems) Reduction in the &-rewrite system may be par- 
titioned into reduction in the hi and Xwse-rewrite systems, i.e. ;\ws = &' H Awse, where : 
1. The &-rewrite system is Aws-rewriting in the bodies of labelled substitutions (i.e. the contextual closure 
of +R: if M +xss N then P[i/M, j] +R P[i/N, j]) together with =-rewriting. 
2. The Awse-rewrite system is Aws-rewriting over I& except inside the bodies of Eabelled substitution opera- 
tors. 
Lemma 4.39 (labelled rewrite projection) Let M be a well-labelled term. The following diagrams hold: 
M-N 
Aus' 
ws(M) --..-.-* =(N) us(M) ..-.+.* WS(N) 
- Am Arts 
The following key result analogous to Corollary 4.12 in the setting of Ax is formulated in [DGOl]. Its proof 
follows from Lemma 4.39 and the fact that &*-rewriting is strongly normalizing on the set of well-labelled 
terms [DGOl, Lemma 8.191 
Corollary 4.40 (Perpetuality of labelled rewriting) Let M E WL. If M has an inkite b-derivation 
then =(M) has an infinite Xws-derivation. 
Note how, in Corollary 4.40, the set of terms is restricted to the well-labelled terms. Compare this with 
Corollary 4.12 for Ax where the full set of labelled terms is considered. 
4.2.2 The Labelling Strategy for Xws 
We shall now study how to replay the analysis behind the Zx(e) Ax-perpetual strategy in the Aus-calculus. We 
shall first begin by introducing the zoom-in function which selects the minimal subterm where Zws(e) shall h d  
its redex. If the leftmost redex of the resulting term is a b l  or b2-redex then all works smoothly. However, if 
this is not the case then we shall be in the need of introducing a labelling strategy. 
Definition 4.41 (Decent Xws-terms) We define the set of decent terms %zb c fi, as: M E I,Zb if the 
bodies of the substitutions in M are strongly Aws-normalizing (i.e. if Nl[i/N2, j ]  C M then N2 E SNxws). 
Note that contrary to the x-calculus (Lemma 4.21), the set is not closed under us-reduction nor 
predudion as explained when introducing the well-labelled terms (also see Section 4.2.4). 
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Definition 4.42 (Zoom-in function for Xws) Let M E 7xws such that mA,(M). We define Vws(M) by 
induction on M as: 
vws ((Z))n@QZ) 
VW"( 6) (W) 
V W S ( ( ( ~ ) X P ) Q & ! )  
vws ( ( (i) x P)GsZ) 
VWS(((Z)XP)QZ) 
VWS(P) if P $ SNxws 
Vws(Q) if P E SNAWS, Q 4 SNxw 
VWS(S) if P, 9, GI E SNxws, S # SNxws 
( )  Q I if P, Q, Z E S N X ~ ~  
I 
vws ( P )  if p $ SNxws 
Vws(Q) if P E SNxws and Q @ SNxws 
vws ( S )  if P1 Q, ZlE SNAWS , S # SN~vrs 
(i+> ( P Q ) ~  if Pl Q,  2 E SNxw. 
Lemma 4.43 (Properties of Vws(e)) For all M E Zws uch that oax,(M) we have: 
1. ~ w s ( M )  = ( ( $ ) x P ) Q ~  or ~ w s ( M )  = (Z)(P[i/Q, j ] )Z  or Vws(M) = (~+)(PQ)&! for some P, Q,&! E SNxw, 
(hence Vws(M) E q ~ ~ ) .  
2. ~ w s ( M )  G M .  
In the case that the mom-in function yields ( & + ) ( P Q ) ~  we follow [DGOl] and use the context notation 
below to access its leftmost redex. 
Definition 4.44 (Body context) The set of body contexts is given by the grammar: B ::= O I ( k ) ( B )  I B M  
where denotes a hole. We use letters B ,  B', . . . to denote body contexts. The depth of a body context B ,  
denoted depth(B),  is defined as: depth(O)=O, depth((k)(Bf) )  = k + depth(B'), depth(BIM) = depth(Bf) .  
Lemma 4.45 If M = ( ( Z + ) ( P Q ) ) ~  for P, Q, 2 E SNx, then either 
l M = B[((!?)xP')Q'] for some body context B and P', Q', g ,  or 
l M = B[(@ (p '[ i /Qf ,  j ] )]  for some body context B and P', Q', i, j, I?. 
Moreover, the body context B in both items is unique. 
Proof. We prove the following more general result: if N = ( L ) ( ( ~ ) P Q ) ~  where mA,(N), the outermost 
symbol of P is not an update tag (i.e. P # (1')s for some 1' 2 0 and Xws-term S) and P, Q, &! E SNxws then 
either 
l N = B[((??)xP')Q'] for some body context B and P', Q', I?, or 
l N = B[(@) (Pr[i/Q', j])]  for some body context B and PI, Q', i, j, g.  
The proof is by structural induction on P.  Note that P must be of one of the following forms: 
l P = n. Then we contradict the assumption that ooA,(M) so this case holds trivially. 
. P = PIP2. Then N = ( ~ ) ( ( ~ ) ( P I P ~ ) Q ) ~ .  The induction hypothesis may be applied to the subterm of N: (0 (PI P ~ )  Q where creplaces i, PI replaces P ,  P2 replaces Q, and Q replaces 2. Thus two situations may 
arise: 
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- (g (p1p2)Q = B'[((~")xP~')Q~~] for some P", Q", (kir) . 
- (,$(P~P~)Q = B'[(~~~)(P''[~'/Q~~, jt])] for some Ptf, Qtt, it, jtl (k7f). 
In either case let B" = (Z ) (U )~  and d e h e  B = B"[Bt[I] and conclude. 
l P = XPl.  Then by taking B = (~)(o)G we may conclude directly. 
l P = PI [i/P2, j]. Then by taking B = (Z)(OQ)~ we may conclude directly. 
. Uniqueness of B follows by contruction. 
Consider the following problem: given a non-pure Xws-term M, is it always possible to label some substi- 
tution operator in M such that the resulting term is well-labelled? By Remark 4.31 there are at least three 
reasons why this is not necessarily true. The term 4[O/(XOO)(X00), 1 is an example since the body of the 
only substitution is not a strongly Xws-normalizing term, so the SN body condition faii. We may refine the 
question further and ask: given a decent Xws-term M, is it always possible to label some substitution operator 
in M such that the resulting term is well-labelled? The answer is, once again, no. Consider for example the 
term M = (X(0[0/0,0]))1; here the problem is that the substitution operator is not 'interaction-free' (hence 
non-interaction shall fail) in the following sense: a b l  step may create a substitution that is composable with 
the one under the A in M, possibly creating a source of an S n i t e  derivation. 
We shall prove the following result: if a decent Xws-term M is interaction-free (Def. 4.47) then it admits 
a well-labelling, i.e. there is some substitution in M that can be labelled such that the resulting term is a 
well-labelled term. In the case that M has an infinite Xws-derivation Lemma 4.35(c) and Lemma 4.40 shall 
complete our labelling strategy. The set of decent interaction-free terms shall constitute the domain of the 
labelling strategy. 
Definition 4.46 (Substitution occurrences) Let M E TAW. We shall use SO(M) to denote the set of 
positions of substitution operators in M. 
Definition 4.47 (Interaction-free substitutions and terms) Let M E Th, p E SO(M) and m 2 0. The 
substitution at occurrence p is an interaction-free substiCertion of level m in M if IF(M, m,p) holds, where 
IF(., , o) is defined as: 
IF(XN, m, 1.p) if IF(N,m+ 1,p) 
IF(NlN2, m, 1.p) if IF(Nl,m,p) 
IF(NiN2, m, 2.p) if IF(&, m, P) 
IF((i)N,m, 1 .~1  if i 5 m and IF(Nl m - i, p) 
IF(N1 [i/Nz, j], m, 1.p) if i + j 5 m and IF(N1, m - j + 1, p) 
IF(Nl[i/N2,j],m,2.p) if i5mandIF(N2,m-i ,p)  
IF(Nl[i/Nz,j],m,e) if m = i  
We say M E TXps i an interaction-free term when IF(M, m,p) holds for some p E SO(M) and m 2 0. Also, 
we use <k c qz to denote the set of decent Xws-terms that are interaction-free. 
The intuition behind interaction-free substitutions follows the lines of Remark 4.31. Consider a decent non- 
pure term M. If some substitution is labelled in M the resulting term shall be well-labelled if the remaining 
two conditions of Remark 4.31 are met: safe propagation and non-interaction. The interaction-free predicate of 
Def. 4.47 guarantees non-interaction. Furthermore, we shall see that this suEces for a decent term to admit a 
well-labelling, for the condition of safe propagation may always be met (Proposition 4.51). 
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The following result formalizes the idea that if B(M, m) does not hold, for some term M and m 2 0, then 
there is an interaction-fiee substitution blocking m-level substitutbns, in other words, there is an interaction-free 
substitution with strictly higher level in M .  
Lemma 4.48 Suppose B(M,m) does not hold. Then there is a p E S O ( M )  and a level k > m such that 
IF(M,  k,p) holds. 
Proof. By induction on M 
M = n. Holds vacuously. 
M = M1M2. Then since B(M, m) does not hold either B(M1, m) or B(M2, m) does not hold. Then we 
apply the induction hypothesis. 
r M = X(N). Then it must be that B(N, m + 1) does not hold. Then by induction hypothesis there is a 
p' E S O ( N )  of level k' such that IF(N, kt,p') with kt > m + 1. But then IF(X(N), kt - 1,l.p') holds and 
we are done. 
r M = ( i ) N .  Then it must be that i 5 m and B(N,  m -i) does not hold (the case m < i is not possible since 
B(M, m) would thus hold). The induction hypothesis yields a p' E S O ( N )  and a level k' with k' > m - i 
such that IF(N, k', p'). Then by Def. 4.47 we have IF(M, kt + i, 1.p') with kt + i > m and we are done. 
M = Ml[i /N,  j]. Then since B(M, m) does not hold we have three cases to consider: 
1. m < i. Then IF(M, i, E )  holds trivially. 
2. i 5 m < i+ j  and B(N, m-i) does not hold. Then by the induction hypothesis there is apt E S O ( N )  
and a level k' with k' > m - i such that IF(N, kt,p') holds. Then by Def. 4.47 (sixth clause) also 
IF(Ml [i /N,  j ] ,  k' + i, 2.p') holds where kt + i > m. 
3. i + j  5 m and two further subcases must be considered: I 
(a) B ( N , m  - i) does not hold. Then by the induction hypothesis there is a p' E S O ( N )  and a 
level kt with k' > m - i such that IF(N,  kt,p') holds. Then by Def. 4.47 (sixth clause) also 
IF(Ml[i/N, j] ,  kt + i, 2.p') holds where k' + i > m. 
(b) B(Ml,  m - j + 1) does not hold. Then by the induction hypothesis there is a p' 6 SO(Ml)  and a 
level kt with kt > m - j  + 1 such that IF(Ml , kt, p') holds. Then by Def. 4.47 ( m h  clause) also 
IF(Ml [i /N,  j ] ,  k' + j - 1,l.p') holds where kt + j - 1 > m. Note that k' + j - 1 > m 2 i + j. 
Let M, denote the term obtained from M by labelling the substitution operator at position p. 
Lemma 4.49 Let M E 53,. Let p E S O ( M )  with MIp = Nl [i/Nz, j].  Suppose furthermore that: 
1. N2 E SNxvs, 
2. B(Nl , i ) ,  and 
3. IF(M,m,p) for some m 2 0. 
Then H ( x p ,  m) holds. 
Proof. By induction on M 
r M = n. Holds vacuously. 
. i M = MI Ma. Suppose p = 1.p' with p' E SO(Ml)  (the case p = 2.p' with p' E S 0 ( M 2 )  is similar). Then by 
I . the induction hypothesis 'FI(Ml, m )  holds. Also, since M2 E 5, then H(M2, m) holds (Lemma 4.36) (2). 
Thus since & = - MI M2 we may conclude 'FI(M, m) . 
r M = X ( N ) .  Then p = 1.p' with p' E S O ( N )  and we must verify that N(X, m + 1) holds which follows 
from the induction hypothesis. Note that the induction hypothesis may be applied since IF(N, m + l , p f )  
follows from hypothesis 3. 
M = ( i )N .  Note that since IF((i)N,m,p) holds, we must have that p = 1.p' with p' E S O ( N )  and 
m >_ i and IF(N, m - i, p'). We must thus verify that H(&, m - i) holds. For this we apply the induction 
hypothesis taking N for M ,  p' for p and m - i for m. 
M = N[it /P,  j']. We have three further cases to consider depending on the form of p: 
- p = 1 with p' E S O ( N ) .  Then since IF(N [if IP, j'], m, 1 .p1) holds by hypothesis 3 we have if + j' < 
m and IF(N,  m - j' + 1, p') holds. By induction hypothesis 7-f(lV, m - j' + 1) holds. Also, since 
P E TAWS the by Lemma 4.36(2) we have that X(P,m - i f )  holds. Thus by Def. 4.32 we conclude 
that R(M, m) holds. 
- p = 2.p' with p' E SO(P) .  Then since IF(N[ir/P, j'], m, 2.p') holds by hypothesis 3 we have it 5 m 
and IF(P, m -if,p') holds. By induction hypothesis 7-f(P, m-if) holds. Now we consider two further 
subcases: 
1. m < i' + j'. Then since N E 7~, we have H(&,m). 
2. m 2 it + j'. Then since N I-,, by Lemma 4.36(2) we have H ( N ,  m -j' + 1). Then by Def. 4.32 
we may conclude 'FI(M, m) . 
- p = E and hence N [ i f / P ,  j'] = Nl[i/Nz,  j] and m = i. Then H(Nl[i /N2,  j ] ,  m) holds by hypothesis 1 
and 2. 
The following lemma states that if a substitution at position p with target Nl is interaction-free in M ,  and 
Nl itself has an interaction-free substitution at position q, then the latter is interaction-free in M too. 
Lemma 4.50 Suppose that M E TAW and that there exist p, q E S O ( M ) ,  k ,  1 2 0 such that 
1. MI, = N1[il /Pl ,  jl] with IF(M,k,p),  
Then IF(M, k + e + j1,p.l.q) where e = I - il - 1. 
Proof. By induction on the length of p. 
p = ~ .  Then M=Nl[ i1 /P l , j l ]  and k = i l .  Now IF(N~[il/P~,jl],il+e+jl,l.q) iffil+e+jl > i l + j l  
and IF(Nl,  il + e + 1, q). Since il + e + 1 = I then by hypothesis 2 we are done. 
p = 1.p'. Then we must consider each possible M: 
' I+) \ - M = A(Mt). Then IF(X(Mf),  k+e+jl, l.p1.l.q) iff IF(M1, k+e+jl+l,pf.l.q). But by hypothesis 1 we 
G? JiJt.: L know IF(Mr,  k + 1, p') holds. Then by induction hypothesis we have that IF(Mt,  k + 1 + e+ j1, pf.l.q) 
holds and we are done. Note that e remains unaltered since it depends solely on I and il which remain 
P 
- c. 
unaltered when the induction hypothesis is applied. 
- M = M1M2. Then IF(MlM2,k + e +  jl,l.pt.l.q) ifE IF(Ml ,k+e+ jl,pf.l.q). But by hypothesis 1 
we know IF(Ml,  k ,p f )  holds. Then by induction hypothesis we have that IF(Ml, k + e + jl,p1.l.q) 
holds and we are done. 
- M = ( i ) M f .  Then IF( ( i )Mf ,  k + e + jl ,  l.pt.l.q) iff k + e + jl 2 i and IF(Mt,  k + e + jl - i,pf.l.q). 
But by hypothesis 1 we know k 2 i and IF(M', k - i ,pt) holds. Thus k + e + jl > i. We are left to 
verify that IF(M', k + e + jl - i,p1.l.q) holds, a result that follows by induction hypothesis. 
- M = N'[i1/P', j']. Then IF(N'[it/P', j'], k + e + j l ,  l.p1.l.q) iff i' + j' 5 k + e + jl and IF(Nt ,  k + 
e + j1 - j' + 1, l.q). But by hypothesis 1 we know k 2 it + j' and IF(Nt,  k - j' + 1, p') holds. 
Thus k + e + jl >_ it + j'. We are left to verify that IF(Nf ,  k + e + jl - j' + l,p'.l.q) holds. But by 
induction hypothesis we have that IF(Nt ,  k - j' + 1 + e + jl,pf.l.q) holds and we are done. 
p = 2.p'. Here we have two further cases to consider: 
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- M = M1M2. Then IF(MlM2,k+e+ jl,2.~'.l.q) 8 IF(M2,k+e+ j1 ,~ I . l .~ ) .  But by hypothesis 1 
we lmaw IF(M2, k, p') holds. Then by induction hypothesis we have that IF(Ma, k t e + jl, p' .l.q) 
holds and we are done. 
- M = Nf[i'/P', j']. Then IF(N'[i'/Pf, j f ] , k  + e +  jl,2.pf.l.q) iff i' 5 k +  e + jl and I F ( P , k +  e + 
jl - if, pf.l.q). But by hypothesis 1 we know k 2 if and IF(Pf, k - if, p') holds. Thus k + e + jl > if. 
We are left to verify that IF(Pt , k + e + jl - if, p' .l.q) holds. But by induction hypothesis we have 
that IF(Pf1 k -if  + e + jl,pf.l.q) holds and we are done. 
Proposition 4.51 If a decent Xws-term M is interaction-free then it admits a well-labelling, i.e. there is some 
substitution in M that can be labelled such that the resulting term is a well-labelled term. 
Proof. Let p E SO(M) with MIp = N[i/P, j] and such that IF(M, m, p). We shall use induction on the 
number of substitution operators n occurring in N. 
l n = 0. By Lemma 4.36(1) B(N, i) holds. Lemma 4.49 concludes the case. 
l n > 0. If 'FI(M,, m) holds then we are done. Otherwise, Lemma 4.49 reveals that B(N, i) does not hold. 
Lemma 4.48 then yields q E SO(N) and 1 > i such that NJp = Nf[i'/P', j'] and IF(N,l,q). Now by 
Lemma 4.50 we have IF(M, rn + e + j,p.l.q) where e ef 1 - i - 1. Then we may apply the inductive 
hypothesis and conclude the case. 
Definition 4.52 (Substitution labelling strategy for Xws) The substitution labelling strategy for X w s  is 
given by the (many-step) us-reduction strategy Lws(e) : 7xWs - TAWs defined as 
where p E SO(M) is the outermost-leftmost interaction-free substitution operator in M. The domain of the 
labelling strategy is defined as the set <;. 
The 1abellzng algorithm labelSubs(e, e) is an algorithm that selects the appropriate substitution to label in 
order to guarantee that the resulting term, once labelled, is a well-labelled term. It shall build on the results 
developed above. Let M E %i& and p E SO(M) with MIp = No [io/Po, jo] and IF(M, ko, p) . The algorithm 
label~ubs(e,  e) on the input (M,p) is defined in Figure 4.1. 
Example 4.53 Consider the term N = ((X(0[2/1,0]))3)[0/2,0] E 7xiiS. Then labelSubs(N, E )  returns 1.1.1, 
i.e. the occurrence of the inner substitution. Indeed; the term ((X(0[2/1,0]))3)1[0/2,0] is not well-labelled (safe 
propagation fails). However, ((X(0[2/1,0]))3) [0/2,0] is well-labelled. 
For the sake of comparison with the results already introduced for Ax (Section 4.1.3), if M E ~~i~ then 
we shall abbreviate A41abelSubs(M,p), where p E SO(M) is the outermost-leftmost interaction-free substitution 
operator in M, by M. 
Note that $Ls is not closed under Lws(e)-reduction. Let M = ((X0[0/0,0])1)[2/1,0]. Then M E <is since 
the outermost substitution is interaction-£re yet Lws(M) = (X0[0/O10])1 $ <is. Moreover, Lws(M) may not 
even be decent for M E qiiS : indeed, M = 4[0/00,0] [O/X(OO), 01 E cs, yet LWS (M) = 4[0/(O) (X00) (0) (XOO) ,1] $! 
Tx",b. 
Lemma 4.54 (Properties of Lws(e)) 1. Lws(e) is a (many-step) p(hence us-) rewrite strategy. 
Proof. For the first item suppose M E gis, since & $, wsfM), then by Lemma 4.35(a) we have 
M = JMI Ap [ws(M)J = ws(M). For the second item suppose there is an idbi te  Xws-derivation starting from 
M, then by Lemma 4.35(c) there is an infinite &-derivation starting from M.  Corollary 4.40 concludes the 
item. 
4.2. ZOOMINGLN ON AWS 
LabelSubs ( M ,  p); 
begin 
r := 0; 
1 := k,,; 
while ~ 7 i ( M ~ ,  I )  do --Termination guaranteed by proof of Proposition 4.51 
begin 
--Note that IF(M, 2,p) holds by Lemma 4.50- 
Lemma 4.49 reveals that -B(N,, i,) 
Apply Lemma 4.48 and obtain qr+l E SO(N,) and a level kr+l > i, with 
IF(Nr, &+I, qr+l)- Let NTI~,+~ = Nr+l[ir+l/Pr+l,jr+~I 
P :=~-l.qr+l; 
I:=l+e+j,where e = k r f l - i r - 1 ;  
r : = r + l ;  
end; 
re turn p; 
end ; 
Figure 4.1: The labelling algorithm 
4.2.3 The ZWS(O) Perpetual Strategy for Xws 
We are almmt in condition of definii the mom-in reduction strategy for Xws. A fkal remark related to the 
use of the Lws(o) by the Zws(e) strategy is required. We have to guarantee that the term to which Lws(o) is 
applied is in the domain of this labelling strategy. Since Zws(o) shall recur to the labelling strategy twice we 
must verify that this condition is met. 
Remark  4.55 1. Suppose M = ( Z ) ( P [ ~ / Q ,  j ] ) z  with P, Q, 2 E' SNx, then M E $is. Indeed, h t  note 
that M is decent. Also, if 1 = (C i) + i where 2 = R1 . . . R, and (2) = (k l )  . . . (km) then IF(M, 1,  
holds. 
2. Suppose M = B [ ( ~ ) ( P [ ~ / Q ,  j ] )]  &th P, Q, 2 E SNx, where 2 is the set of arguments of applications in 
B ,  then M E Gf,. Indeed, note that M is decent. Also, if 1 = depth(B) + i + C & and p is the position 
of the hole in the body context B and (2) = ( k l ) .  . . (km) then IF(M, l,p.lm). 
Definition 4.56 ( T h e  Zws(e) strategy for Xws) Let M E TAW and let C be the context such that M = 
C[Vws(M)]. We define the (many-step) Xws-strategy Zws(M) by Zws(M) M if M E SNx, otherwise 
Zws(M) is defined as: 
' c[(P[O/Q, E ilsl if V W S ( M )  = ( ( ( ~ ) x P )  Q 2 
c [ L w s ( ( ~ ) ( P [ ~ / Q , ~ I )  311 if Vws(M) = ($)(P[~/Q,$ 8
CIBIPr[OIQ', C @]I]  if Vws(M) = (Z+) (P  Q) R and (i+) ( P Q ) ~  = B[((~?)A(P'))&'] 
for some body context B and P, Q, 2 E SNx, 
c[Lws(B[(@)P[~/Q', j]])] if Vws ( M )  = (z+) ( P  Q )  2 and (i+) ( P Q ) ~  = B[(@) P'[~/Q', j]] 
for some body context B and P, Q, 2 E ENx, 
L e m m a  4.57 (Zws(o) i s  a (many-step) Xws-strategy) For all M E TAU, we have M ++A,. ~ w s ( M ) .  More- 
over, if M 4 SNx,  then M A x ,  Zws(M). 
Proof. I f  M E SNxW then we are done. So let us assume that M 4 SNx,,. According to Lemma 4.28 we 
have the following cases to consider. 
l M = (g)ng. Then = $ 1 ~ 2 2  where 21 E SNx, and P 4 SNx,. And Zws(M) = ( $ ) n ~ - ~ w s ( ~ ) $ ~ .  
By the induction hypothesis we have P f A, Zws(P) and therefore M Ax,, Zws(M). 
l M = ( ~ ) x P .  Then P 4 SNxus and we use the induction hypothesis. 
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M = ( (~ )XP)Q~.  If P or Q or 2 $! SNx, then we use the induction hypothesis. Otherwise, M +, 
( ( c ~ ) x ( P ) ) Q ~  +*a P[OIQ, C klg = Zws(M). 
M = ((@P[~/Q, j])s.  If P or Q or 2 4 S N x ,  then we use the induction hypothesis. Otherwise, we use 
Lemma 4.54(1). 
M = (Z+)(PQ)~. If P or Q or 8 $! SNx, then we use the induction hypothesis. Otherwise we have two 
cases to consider as dictated by Lemma 4.45: 
1. M = B [ ( ( ~ ) X P ~ ) Q ~ ]  for some body context B. Then 
2. M = I3[($)fi[i/Ql, j]] for some body context B. Then we use Lemma 4.54(1). 
Proposition 4.58 The ZWS(*) reduction strategy is Xws-perpetual. 
Proof. Suppoee M has an hibite Aws-derivation. We prove by induction on M (using Lemma 4.28) that 
Zws(M) also has an id3nite Xws-derivation. 
M = (2)ng. Then Zws(M) = (%))~I?~ZWS(R')~& where I? = Z~R'&, $1 E SNx,, and Rt # SNxws. Then 
by induction hypothesis we are done. 
M = (Z)XP. Then Zws(M) = (~)X(ZWS(P)) and P $! SNx,. Thus we apply the induction hypothesis. 
M = ((%)XP)Q~. If P, Q # SNx, or there is some R' # SNx,  in 8. then we apply Zws(*) and apply the 
induction hypothesis. So suppose that P, Q, 6 E SNx,. Then any infinite Xws-derivation starting from 
, , M must have the form: 
where k' = C c. Thus we may construct an infinite Aws-derivation fiom Zws(M) as follows: 
and conclude the case. 
M = ((Z)P[~/Q, j])& If P, Q # SNx,, or there is some R' # SNx,. in 2 then we apply Zws(e) and apply 
the induction hypothesis. So suppose that P, Q, 2 E SNx,. Now since there is an infbite Xws-derivation 
starting from M then by Lemma 4.35(c) there is an m i t e  &-derivation starting from where is 
defined in Remark 4.55(1). Then by Lemma 4.40 we are done. 
M = (:+)(PQ)~.. If P, Q # SNxws or there is some R' # SNx,. in 8. then we apply Zws(e) and apply the 
, -: induction hypothesis. So suppose that P, Q, E'SNA,,. We consider two further cases depending on the 
form of M, as dictated by Lemma 4.45: 
- M = B[(($)X(P~))Q~] for some body context B. Then any infinite Xws-derivation starting from M 
must be of the form: 
B[((~)X(PI))QII +xu. Bt[((E)A(<))Q:I +B Bf[P;[O/Q:, 111 -+Av, . . . 
where 1 = $. Then we may construct the following infinite Aws-derivation starting from Zws(M): 
- M = B[($)s[~/Q~, j]] for some body context B. Now since there is an infinite Aws-derivation 
starting from M then by Lemma 4.35(c) there is an infinite /\ws-derivation starting from JJ where 
M is defined in Remark 4.55(2). Then by Lemma 4.40 we are done. 
-
4.2. Z O O M l l V G ~  ON XWS 
4.2.4 Characterizing Terminating Terms in Xws 
We shall now formulate an inductive characterization of the terms in SNxw,. The proof needed for the charac- 
terization makes use of the perpetuality of the strategy Zus(0). 
Note that Bloo and Geuvers' characterization of SNx, (Proposition 2.40) does not adapt straightforwardly 
to the Xws-calculus. In other words, the inclusion {M I VN C M, ws(N) E SNx,) c SNx,  does not hold. 
Consider the term M = 4[0/00,0][O/X(OO), 01. The subterms of M are (4,0,00, X(OO), 4[0/00,0], M}. Note that 
the us-normal form of each of these terms is a strongly Xu-normalizing term, however, M is not a strongly 
Xws-normalizing term: 
This follows from the failure of preservation of decent terms by us-reduction. We shall use our labelling strategy 
in order to formulate a characterization of the terms in SNx,. 
Definition 4.59 Let SN C Ix,, be the smallest set closed under the clauses: 
PI, ..., P,ESN n L O  
Ind ( $ ) m ~ l .  . . Pn E SN 
P E S N  
Abs 
(~)XP E SN 
ws(B[P[i/Q, j]]) E SN P, Q E SN - Subs j = xi B[P[O/Q,j]] E SN Betas 
B[PIi/Q, jll  E SN B[((ZP(P))QI E SN 
In clauses Subs and Betas recall that B ranges over body contexts (Def. 4.44). 
Proposition 4.60 SNx,  = SN. 
Proof. 
SNx- C_ SN. 
Let M E SNxw,. We prove by induction on (mmedx,(M), 11 M 11) where I M 1 denotes the size of M 
(i.e. the number of variables, applications, abstractions, updatings and substitution operators), using the 
usual lexicographic ordering, that M E SN. According to Lemma 4.28 we have the following cases to 
consider: 
- M = ($)nl? where 2 = R1.. . &. Then since M E SNxws each & E SNx,, with i E l..n. By the 
induction hypothesis R+ E SN with i E l..n. Then clause Ind concludes the case. 
- M = (L)xP. Then P E SNx,  and we use the induction hypothesis and clause Abs. 
+ 
- M = (($)XP)Q~. Then P[O/Q, j]g E SNx,  where j = Ck. By the induction hypothesis 
P[O/Q, jll? E SN. Now set B '&f and apply clause Betas to conclude the case. 
- M = ((Z)P[~/Q, j])g. Then US(($)P[~/Q, j]g) E SNx,, by Lemma 4.54(1). By the induction 
hypothesis we know WS((~)P[~/Q, j]d) E SN. Also, we have P, Q E SN by the induction hypothesis. 
def + Set B = ( k ) d  and apply clause Subs to conclude the case. 
- M = ($+)(PQ)~?. We have two cases to consider as dictated by Lemma 4.45: 
1. M = B'[((~?)x(PI))QI] for some body context B'. Then B ' [P~[o /Q~ ,~ I? ] ]  E SNx,.. The 
induction hypothesis yields B1[Pl [O/Ql, C I?]] E SN. Set B B' and apply Betas to conclude 
the case. 
2. M = ~ ' [ ( g ) ~ l [ i / Q l ,  j]]for some body context B'. Then we proceed as in the previous case: 
ws(~'[(l?)Pl[i/Ql, j]]) E SN and PI, Q1 E SN by induction hypothesis. Set B B'[(~?)o] and 
- 
apply clause Subs to conclude the case. 
SN SNx,. 
By induction on the derivation of M E SN. The cases of clauses Ind and Abs are direct; those of Subs 
and Beta  follow from proposition 4.58: 
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- (Subs). Suppose M = B[P[ i /Q ,  j ] ]  6 SNx,,. First note that the conditions P, Q E SNx,, together 
with ws(B[P[ i /Q ,  j ] ] )  E SNx,  guarantee that M is decent. We proceed by a case analysis on the form 
of B indicating for each form the defining case of Z W S ( O )  which allows us to arrive at a contradiction. 
* B = (.. ((0 M1)IMz) ... Mn) with n 2 0. Then by the ninth defining case we arrive at a contradic- 
tion. 
* B = (. . ( ( ( f + )  M I )  ~ 2 )  .. .Mn) with n 2 0. Ninth defining case. 
* B = ( . . ( ( ( f+ )  ( B " M ' ) M ~ ) M ~ )  ... M,) with n 2 0. Last defining case. 
- (Betas).  Suppose M = B [ ( ( ~ ) A ( P ) ) Q ]  4 SNx,. We proceed by a case analysis on the form of 
B indicating for each form the defining case of Zws(0 )  (Def. 4.56) which allows us to arrive at a 
contradiction. 
* B = (..((CIMl)M2)...Mn) with n 2 0. Then by the fifth dehing case we arrive at a ~ont.1;+ition. 
* B = ( . . ( ( ( ~ + ) C I M ~ ) M ~ ) . . . M ~ )  with n 2 0. Last defining case. 
* B = (..(((~+)(B"M')M~)M~)...M,) with n 2 0. Last defining case. 8 ,.* 
Note that SN is deterministic in the sense that if M E SNx,, then there is a unique derivation of M in 
SN. 
Part I1 
Explicit Substitutions for a Calculus of 
Objects 

Chapter 5 
Fields and Explicit Substitutions for 
Objects and Functions 
This chapter studies a calculus of explicit substitutions for modeling object-oriented languages: the <-calculus 
of M.Abadi and L.Cardelli [AC96] is augmented with explicit substitutions. The <-calculus is a formalism 
which is at the level of abstraction of that of the A-calculus, but which is based on objects instead of functions. 
It may be regarded as a minimul calculus of objects in the sense that it is difficult to conceive a simpler 
calculus for modelling object-oriented language constructs. Objects are the only computational structures in 
the calculus. An object is a collection of methods; each method has a bound variable that represents self and a 
body that produces a result. Only two operations are present and both apply to objects: method invocation and 
method update. The calculus is Turing complete in the sense that lambda calculus may be encoded via suitable 
objects [AC96]. The simple and- elegant translation achieving this encoding, the function-object translation, 
shall be seen shortly. Now assuming some calculus of explicit substitutions, say e, is used to render metalevel 
substitution in < at the object-level, it is natural to expect the resulting calculus of explicit substitutions <e 
to be able to encode Xe. For example, if explicit substitutions B la v [BBLRD96] are considered in order to 
augment the <-calculus, obtaining GU, then we would want to verify that Xu may be encoded in <v, and hence 
rest assured that cv shall be at least as expressive as the lambda calculus. In a variable name setting D.Kesner 
and P.E.Martinez L6pez [KML98] have veri6ed that indeed this is so, more precisely, they have vefied that 
Xx may be simulated in cx. However, they have observed that in a de Bruijn indices setting, in order to verify 
that this simulation property indeed holds by adapting the aforementioned function-object translation, a new 
substitution notion must be introduced: invoke substitution. Invoke substitution behaves Berently from the 
usual notion of substitution as regards the way in which de Bruijn indices are adjusted. For example, in Xu-style 
calculi of explicit substitutions we have n + l[aA -t~v,, n since the substitution a/ was supposedly generated 
by a Beta-redex and hence a lambda binder has now disappeared. However, for invoke substitution we have 
n + l[Ql] + ~ l ~ ~  n + 1. Note that the index n + 1 suffers no alteration. In an explicit substitution setting, 
the author has vedied that fields are an appropriate tool in order to encode Xe in <e via the corresponding 
function-object translation. This chapter shall study a first-order calculus of explicit substitutions for the q- 
calculus with fields as primitive constructs. Simulation of the Xu-calculus, confluence and preservation of strong 
normalization shall be the focus of our attention. 
As mentioned in the introduction the study of calculi of explicit substitution has arised in the setting of 
A-calculus, however there have been attempts to study explicit substitutions in a more general setting such as 
Explicit Combinatory Reduction Systems [BR96], based on the higher-order rewriting formalism CRS [Klo80] 
and explicit Reduction Systems (XRS) of Pagano [Pag98]. These formalisms although defined in a higher-order 
rewriting setting deal with a fked 'built-in' calculus of explicit substitutions (C in Explicit CRS and CT* in XRS). 
We shall see below that our calculus of explicit substitutions implementing the <-object calculus is an instance 
of neither of these formalisms. At the time of writing this thesis the author has learned of an independent 
formalization of the s-calculus published by M-0.Stehr [SteOO] based on an alternative representation for terms 
called Berkling's notation. This notation may be seen as the result of fusing both de Bruijn indices and variable 
names. The variable name part of the notation is most appropriate for simulating fields (as done in the <- 
calculus), however the de Bruijn indices part of the notation requires index adjustment to be brought into the 
scene. The latter implies that invoke substitution or some analoguous notion shall also be required in order for 
the function-object translation to succeed, hence switching to Berkling's notation does not solve our problems. 
Further work merging calculi of explicit subtitutions and calculi of objects is that of F.Lang et al [LLL98]. 
This work aims at providing a m@mg framework for studying operational semantics af various object-calculi, 
so may be considered orthogonal to our approach. Moreover, the framework is based on an extension of the 
XObj-calculus [FHM94] rather than the $-calculus. Since the XUbj-calculus builds on the Xcalculus there is no 
need to consider fundion-object translations there. 
Structure of the chapter 
We begin by briefly recalling the main constructs of the q-calculus and immediately go on to consider the 
qdb-calculus, c in a de Bruijn indices setting. After addressing some basic properties of the q-calculus with 
de Bruijn indices, we augment it with fields. A field may be seen as a method which does not use its self 
parameter. In the q-calculus fields and proper methods have been unified as methods. By declaring methods 
that have no occurrences of its self parameter, fields may be simulated. This behaviour may also be achieved 
in the qdb-calculus. Nevertheless, we introduce fields as primitive constructs (hence methods and fields coexist) 
since when working in an explicit substitutions setting it shall be seen that this simulation is no longer possible. 
Having introduced fields into the < d b - ~ a l ~ ~ l u s  we proceed to prove the coduence of the resulting calculus. 
Section 5.4 introduces the main calculus of this chapter: the qdbe,--~al~~lus. The latter results from q by 
introducing fields and explicit substitutions in the style of Xu [BBLRD96]. In an attempt to encode Xu via the 
function-object translation two issues appear as obstacles: 
1. encoding application: explicit substitutions interfere with the encoding of fields as methods which do not 
use their self parameter. 
2. encoding abstraction: the use of meta;level substitution in the function-object translation requires a new 
notion of explicit substitution in order to Ije encoded soundly in the explicit substitution setting. 
The first issue is taken care of by introducing fields as primitive constructs, the second by introducing the 
notion of invoke substitution. Simulation of Xu is then seen to hold. Finally, we focus on coduence of qdbes 
and preservation of strong normalization. We use the interpretation technique in order to prove confluence and 
the recursive path ordering-based technique due to R.Bloo and H.Geuvers [BH98] to prove PSN. The latter 
property requires detailed attention since two notions of explicit substitution coexist in the s ~ ~ ~ ~ - c ~ ~ ~ u s  and a 
weak form of interaction (in the form of a,rewrite rule) is present. 
The work reported in this chapter has been published as [Bonggb]. 
5.1 The q-calculus 
We have at our disposal an infinite list of variables denoted x, y, 2 , .  . ., and an idkite list of labels denoted 
1, la, If, .  . .. The labels shall be used to reference methods. An object is represented as a collection of methods 
denoted li t <(xi) .ai. We use li for representing method names and q(xi).ai for method bodies. The labels of 
an object's methods are assumed to be all distinct. Operations allowed on objects are method ~nvocation and 
method update. A method invocation of the method lj in an object [li - q ( ~ i ) . a ~ " ~ . . ~ ]  is represented by the 
term [li A c(xi).aiiE1..n].lj. The order in which the methods appear does not matter. As a result of method 
invocation, not only the corresponding method body is returned but also, this method body is supplied with 
a copy of its host object. Thus method bodies are represented as q(xi).ai where q is a binder that binds the 
variable xi in G.  This variable called self will be replaced by the host object when the associated method is 
invoked. It is this notion of selfcaptured by the q-calculus that allows an object to operate on itself. The other 
valid operation on objects is method update. A method lj - q(xj).aj in an object o may be replaced by a new 
method 1$ c(x$).as, thus resulting in a new object of. 
The terms of the q-calculus, denoted I,, may be described more precisely by the following grammar: 
We say that x is a variable, a.1 is a method invocation, a a < 1 = q(x).a > is a method d a t e  and 
[li q(zi).aiiE1.."] is an object. Free and bound variables are defined as expected. We shall write FV(a) for 
the free variables of a. A variable convention similar to the one present in lambda calculus is adopted: terms 
differing only in the names of their bound variables (i.e. a-equivalent) are considered identical. For example, 
[El A q(x).(x.ll)] and [I1 A q(y).(y.ll)] are identified. 
5.1. THE <-CALCULUS 
Example 5.1 (Natural numbers object) The natural numbers may be represented as objects. Here we 
show the number zero. All other natural numbers may be obtained ftom this one by using its mcc method. 
zero [iszero = <(x). tme, 
pred 2 q(x).x, 
mcc A <(%).(((a: Q < iszero A q(x).false >) a < pred = q(y).x >)I 
Note how the succ method has two nested method override operations. It indicates that when called it must 
modify the method iszero of self by replacing it with the method which returns the constant false. Moreover, 
it must modify the method pred so that it answers correctly with the previous number object. 
Before dehing the rewrite rules of the <-calculus we need to take a quick look at substitution. The result 
of substituting a free variable x in a term a for a term b shall be denoted a{x e b). It is defined as follows. 
Definition 5.2 (Substitution) Let a and b be terms in I, and let x be a variable. Then the substitution of 
x by b an a, denoted a(s c b), is defined as: 
def [Zi G(xi).mi"E1--n]{x + b) = [& = q(xc).mi{x t b) if x # q ,  i E  l..n 
a.l{x e b} 9 a(x t b).l 
a Q < I 2 <(z).c > {x + b) 5 a{x c b) <I < 1 -- <(z).c{x c b} > if x # z 
x{x c b) 9 b 
Y{.: b l  def - Y if X # Y  
Note that by the variable convention in the first clause we assume that xi 4 FV(b) for every i in l..n, and 
likewise z FV(b) in the third clause. 
The semantics of the <-calculus, referred to as primitive semantics in [AC96], is defined by the following 
rewrite rules: 
The first rule defines the semantics of method invocation. The result of invoking the method lj <(xj).aj (a 
'call' to method c(xj).aj) is the body of the method a j  where the self variable has been replaced by a copy of 
the host object. The second rule defines the semantics of method update. Note that the substitution operator 
is not part, of the q-calculus but rather a m&hoperation. 
Example 5.3 Consider the natural number object zero from Example 5.1. If we invoke the method mcc of 
the object zero then we may obtain an object representing the natural number one. 
zero.sacC +, [iszero = q(~).f&e, 
pred 2 q(x) .zero 
& <(x).(((x Q < iszero c(x).false >) 4 < pred = s.(Y).x >)I 
Note how the iszero method now correctly returns fabe, and how the pred method has also been modifled 
appropriately. Compare the resulting object with the zero object. 
Example 5.4 The following example is that of an object with the capability of making a backup copy of itself. 
def bkupobject = [retrieve = <(xl).x~, 
backup q(x2).x2 a < retrieve q(x1).x2 >, 
(possibly additional methods)] 
Then a call to the backup method of bhpobject returns an new object bkupObjectl which when calling its 
retrieve method shall return the original backup object bhpobject. In other words, o.bachp.retrieve +, o. 
As regards the expressive power of this calculus, it is shown in [AC96] that lambda terms can be encoded 
as objeds and that Preduction can be simulated by <-reduction. 
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Definition 5.5 ( T h e  function-object translation) The translation << ++ from Xterms to 7, is defbed: 
d ~ f  <+ x ++ - x 
def ++ Xz.a ++ - [arg 2 q(z)  .z.arg , valG ~ ( x )  . ++ a ++ (a: + x. arg}] 
-i-iab++ ++a++@<<b++ 
where c @  d 5 (C a < arg - q(y).d >).val with y # FV(d)  
For instance the A-term (Xx.x)y is encoded as the <-term ([arg = c(z).z.arg, val q(x).s.aq] a < arg 
q(v).y >).Val. 
It is then proved for Xtenns a and b that if a -+a b then +< a ++-w,+-i b ++. In the preceding example 
we have: 
([arg = ~ ( z )  .z.arg, va2 ~ ( x ) . x . a q ]  a < arg = q(v). y >).val 
+ [arg = q(v) .y, val = q(x) .x. arg] .val 
+< (x.arg){x c [arg A q(v). y, val ~ ( x )  .x. arg]) 
= [arg A q(v) .y, val = q(x) .x. arg] .arg 
+< Y(V t [arg A c(v). y, val A ~ ( x )  .x. arg]) 
- Y 
5.2 The c-calculus with de Bruijn Indices 
We now shift to a de Bruijn indices setting. Instead of labelling bound variables with names (as above) variables 
are labelled with natural numbers (see Section 2.2.2). For example, the term [11 r q(xl).  [12 q(yl) .xl, l3 
q(zl).zl], l4 A q(x2).y2] shall be represented as [I1 q([lz = q(2), Z3 <(I)]) ,  l4A q(2)I. As in the Adb-calculus the 
advantage attained is that there is no longer any need to perform renaming of bound variables. Nevertheless we 
must take care of index adjustments: if a substitution drags a term under a binder, its indices must be adjusted 
in order to avoid unwanted capture of indices. 
The terms of the q-calculus with de Bruijn indices (the rdb-calculus), denoted I,, are characterized by the 
following grammar: 
where m is a natural number greater than zero. Since the order of methods in an object is not important 
we shall hereafter identify objects which differ only in the order of appearance of their methods. 
An example of a term in 2;,, is the de Bruijn representation of the abovementioned q-term resulting from 
applying the function-object translation, asuming that the index of the variable y in our reference context is 1: 
([arg A q.1. arg, val = q.1. arg] <J < arg c.2 >) .Val. 
The set of free indices of a term a E xdb, denoted Fi(a) is dehed inductively as follows: 
FI(m)  %! ( m )  
FI(b.1) ef F i  (b) 
Fi(b Q < E r ( c )  >) 5 FI(b)U(FI(c)\\l) 
FI([li S(%) iE1.."]) ef (FI(al)\nl) U ... U (FI(h)\\l) 
where for S C  N and k E N we have S\k= ( n -  k :  n E S , n  > k}. 
We now define substitution in the setting of indices. 
Definition 5.6 (Ordinary Substi tut ion) Let a and b be pure terms and n 2 1. The substitution of a by b 
at level n, denoted agn + bl), is defined as follows: 
5.2. THE S-CALCULUS WITH DE BRUlJN INDICES 
where for every i 2 0 and n 2 1, UP(*) is an updating function from terms in TQb to terms in I;,, defined 
as follows: 
Remark 5.7 Note that Ui(a) = a. Also, %2(a) increments all indices representing free variables (in the usual 
sense) by one. 
Having defined our terms and substitution we may now define the appropriate rewrite rules. 
Debition 5.8 (Reduction in the sda-calculus) Reduction in the c;db-calculus is defined by the following 
rewrite rules: 
Notice that substitution is still a metaoperation in this calculus, completely external to the reduction rules 
of the formalism. 
We now address some basic properties concerning the behaviour of reduction in the cdb-calculus. The 
Substitution Lemma, preservation of reduction via the updating functions, and preservation of reduction via de 
Bruijn substitution are the properties we shall look at. We first require the following technical lemma. 
Lemma 5.9 1. Let a, b E IT,. Then Vi, j, k such that i > 0, j 2 0 and j < i 5 j + k we have ~;+l(a)gi  c 
b] = ~ j k  (a). 
2. Let a, b E 'I;,. Then Vi, n, k such that i < n - k we have @(a){n c b] = Ui(a{n - i + 1 c b]). 
3. Let a, 8 E I,. Then Vn, k such that n I k + 1 we have ~ { ( a g n  c bl)) = ~ i + ~ ( a ) g n  + ~i-~+,(b)].  
PTOO~. By induction on a. 
As expected, the classical Substitution Lemma par84, Lemma 2.1.161 also holds in the de Bruijn setting. 
The usual conditions demanded on free variables, in order for this result to hold in the variable name setting, 
are reflected as conditions on the indices in the de Bruijn setting. 
Lemma 5.10 (Substitution Lemma) Let a, b, c E 7,,. Then Vn, i 2 1 such that i 5 n we have agi t 
b ] % n t  c] = a%n+1  c c]Qi t bgn-i+ 1 t cl)] 
PTOO~. The proof is by induction on a, using Lemma 5.9 (items 1 and 2). 
The following results state that every rewrite step in the C ~ ~ - C ~ ~ C ~ U S  is preserved by the updating functions. 
Since the de&ition of de Bruijn substitution relies on that of the updating functions Lemma 5.11 shall be 
required in order to prove that also de Bruijn substitution preserves <&-rewrite steps. The latter result is 
presented as Lemma 5.12. Both are proved by induction on a; the first uses Lemma 5.9(3), and the second the 
Substitution Lemma and Lemma 5.11. 
Lemma 5.11 Let a, a' E l,. If a +, a' then ~ i ( a )  +, ~ i ( a ' ) .  
Lemma 5.12 Let a, a' E 7, and n 2 1. If a 4, a' then 
1. a%n t b] +, a'gn t bl) 
2. bgn t a] +, bgn t a'] 
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Confluence of the cdb-calculus may be proved by providing translation functions from terms with variable - 
names to. terms with de Bruijn indices and the corresponding results that these debitions are well-behaved - 7 
with respect to the updating functions, substitution and reduction. The result then follows from coduence of ' - 
- 
c. The details are rather straightforward and hence ommitted. 
- 
Lemma 5.13 (Confluence of the c ~ ~ - c ~ ~ c u ~ u s )  The cdb-calculus is confluent. 
The q-calculus with de Bruijn Indices and Fields 
This section introduces de cda-calculus with fields, called ch-calculus, and proves its confluence. The c$- 
calculus is a straightforward extension of sda and is formulated in preparation for the introduction of explicit 
substitutions in Section 5.4. 
From a general standpoint an object may be regarded as an entity encapsulating state (fields) and behaviour 
(methods) in an objecboriented language. These methods allow the object to modify its local state as well as 
interact with other objects. Let us concentrate on fields. Consider an object calculator that possesses a field 
which allows the user (another object) to store some intermediate result. For this the object interface includes 
a method save(n) where n is the number to be stored that returns a new calculator object where n has been 
saved as an intermediate result. Also, in order to retrieve this value it includes a method recall .  Thus one 
would expect the equation calculator. save (n) . recall=n to be true. This is characteristic of the behaviour 
of fields. As mentioned in [AC96] the c-calculus does not include field contructs as primitive. Nevertheless, 
methods that do not use the self variable may be regarded as fields. Indeed, let b be a term in the <-calculus 
such that it has no occurrence of a variable x. Then we have 
'Ihus we obtain exactly b, the body of the method I A c(x).b. 
Now consider the setting where variables are represented no longer by variable names but by de Bruijn 
indices. Then we could attempt to proceed as above. Consider a term b in the cdb-calculus such that 1 $ FV(b). 
Then we have, 
where b- represents b with free indices decremented in one unit. The result obtained is not the same as the 
body of the method 1 c(b). 
Thus we may simulate fields in cdb-calculus by representing them as methods 1 c(b+) where b+ represents 
b where all free indices are incremented in one unit (b+ ef ~:(b)). Nevertheless, we shall introduce fields as 
primitive constructs in the language. The reason for doing so is that when explicit substitutions are introduced 
into the calculus and the translation of (an explicit substitution version of) the Xcalculus into this extension 
studied, field simulation is no longer for free (Section 5.4). 
Therefore in our de Bruijn setting we incorporate, as a primitive notion, that of a field. The terms of the 
q-calculus B la de Bruijn with fields (hereafter the cf;b-calculus), denoted Tr, are called pure t e r n  and are 
qdb 
characterized by the following grammar: 
where n is a natural number greater than zero. Note that we have chosen the above presentation for the 
sort of methods over the more natural m ::= 1 <(a) I I := a. This is done in preparation for the following 
section where we shall extend the sort of method bodies (g above) with explicit substitutions. 
An object is constructed by a list of methods and fields. A method is denoted '2 - g' where I is its label and 
g its body. A field is denoted '1 := a' where 1 is its label and a its body. Note that we may override a method 
with a field and viceversa; so there is only one sort of labels (i.e. labels for fields and labels for methods are not 
distinguished). 
The set of free indices of a term a E Tib, denoted FI(a) is d&ned similarly as done in Section 5.2. Note that 
def for fields we add FI(I := a) = FI(a). The same applies for ordinary substitution and the updating functions. 
5.4. INlltODUCING EXPLICIT SUBSTITUTIONS 
def For fields and method bodies we add (I := a)%n + b% zf 1 := agn + b% and s(a)gn c b% = s(agn+l+ a%), 
def def 
and q (1 := b) = I := q ( b )  and Ur (<(a)) = <(Ugl (a)). 
We now define the appropriate reduction rules using the notion of substitution defined above. 
Definition 5.14 (Reduction in t he  <{b-calculus) Reduction in the <L-calculus is defined by the following 
rewrite rules: 
The second rule indicates that the bodies of fields should be projected without undergoing any index ad- 
justment. Notice that substitution is still a metaoperation in this calculus, completely external to the rewrite 
rules of the formalism. 
As for the qdb-calculus, basic properties concerning substitution (such as the Subetitution Lemma), and 
preservation of reduction via substitution and the updating functions, also hold for the <&,-calculus. These 
results are used in the appendix to prove that is codluent. 
Lemma 5.15 (Confluence of the  < { b - c a l ~ ~ l ~ )  The s{b-cd~ulus is coduent. 
We finish this section with a word on the relation between the <{a-calculus and the <db-calculus. Firstly, 
note that since xdbG?,: and by the definition of reduction in the cdb-calculus and in the <$,-calculus we have 
that for any a, b E 7, if a +, b then a -rd b. In order to show that the &,-calculus can be simulated in the 
qdb-calculus we define the following translation function. 
Definition 5.16 The translation h(a): TL + Xdb is defked as, 
h(2 A g) !s I A h(g) 
def h(l:=a) - l A < ( ~ ~ ( h ( a ) ) )  
def h([miiE1-.n]) = [h(%) 
Note that if t is a term in ?;, then h(t) = t. 
We may now verify that if a and b are terms in ?,: and a -t$ b then h(a) +,, h(b). This requires first 
db 
proving the following two items. 
1. Let a E %, i 3 0 and k > 0. Then h(~:(a)) =~:(h(a)). 
2. Let a, b E I,: and k > 0. Then h(agk c b)) = h(a)gk c h(b)). 
The pro& are straightforward but tedious and hence omitted. 
5.4 Introducing Explicit Substitutions 
The G-calculus with explicit substitutions and de Bruijn indices, which we shall hereafter refer to as the <dbes- 
calculus, is presented in this section. This calculus introduces two forms of substitution into the object-language: 
ordinary substitution and invoke substitution. Also, since the <,jam-calculus builds on <;fa we have (explicit) 
fields in the object-language at our disposal. We sum up the object calculi we have already seen in F i e  5.1. 
In this section we shall explain why we have incorporated fields into the object-language. 
Let us begin by describing the set of terms of our new calculus. The set of terms of the ~h-calculus, denoted 
I,,., consists of terms of sort Term and terms of sort Subst. These are defined by the following grammar (sort 
Term to the left and sort Subst to the right): 
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Figure 5.1: Variants of q 
Calculus 
< 
Gdb 
d b  
Gdbes 
where n is a natural number greater than zero. 
Unless otherwise stated when we say that "a is a term in '&&*" we mean "a is a term in ?;, of sort Term". 
A closvre is a term of the form a[s]. A term that does not contain occurrences of closures as subterms is called 
a pure term. A term a[s] may be regarded as the term a with pending substitution s. The substitution operator 
a[*] is part of the calculus (i.e. it is at the object-level). A substitution s with an occurrence of a/ is called 
an ordinary substitution whereas a substitution s with an occurrence of QI is called an invoke substitution. 
Properties of invoke substitutions shall be studied later. Note that if we erase the grammar rules generating 
closures then we obtain the set I,;t. 
The subtitution grammar (angsubstitution calculus) for ordinary substitution is based on the calculus of ex- 
plicit substitution for the lambda calculus, Av [Les94]. Although there are many calculi of explicit substitutions 
in the Literature we are inclined to using Av due to its simplicity. 
We shall frequently use the notation (s) and a[s]"efined inductively as 
Notation of 
variables 
Names 
Indices 
Indices 
Indices 
dzf no ((s - def s a[sI0 = a 
?+I(.) sf fi (f (s)) a[sIf+l 'Z5 a[sIi[s] 
The semantics of the Gdb,-caldus is deiined by the set of rewrite rules given in Figure 5.2. 
The rule MI activates a method invocation. The rule FI activates a field invocation. The rules MO, FO 
activate method override and field override respectively. Rules SM, SO, SF, SB, SI, SU allow the propagation 
of the substitution operator through method body, object, field, method, invocation and override constructors. 
Rules FVar, RVar, Finv, RInv, FVarLrift, RVarLift, VarShift allow the computation of substitutions on indices. 
Finally, the rule CO expresses a form of interaction of substitutions, and SW expresses a (weak) form of 
commutation or switching of substitutions. These two rules will be used in simulating Av in the c;db,-calculus. 
It is interesting to compare rules RVar and RInv. The creation of a substitution of the form b/ is accompanied 
by the elimination of a binder (see rule MI). Hence all 'free' indices should be decremented in one unit. Whereas 
in the case of the invoke substitution operator '@07 no such adjustment is made. This is because the invoke 
substitution is only applied to bound indices, as we shall see below. This may be illustrated by the following 
observation, which may be verified by induction: 
Fields 
Simulated 
Simulated 
Primitive 
Primitive 
Proposition 5.17 For every term a in ?;,,and n > 1 and every i > 0, 
Substitution 
Implicit 
Implicit 
Implicit 
Explicit 
where R1 = (FInv, RInv, FVarLift, RVarLift, Varhift) and Rg = (FVar, RVar, FVarLift, RVarLijt, VarShift} 
The exact relationship between the explicit substitution operators and their metalevel counterparts shall be 
made precise in Section 5.5. 
The qdb,-calculus without the rules MI, MO, FI and FO is referred to as the ESDB rewrite system. Note 
that ESDB is not locally coduent since for example the term 1[@11][[21 := b]/J reduces to two different terms 
by the rules FInv and CO respectively, and requires FI to close the diagram. The rewrite system obtained by 
eliminating rules CO and S W  is called the BES (Basic Explicit Substitution)-rewrite system. 
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iEl..n,i#j i€l..n,i#j [lj - <(a), ~i 1.lj +MI a[[lj <(a), mi 
rEl..n,i#j I A [lj := a, mi 1 -4 + FI a 
[,i E 1 .y  < 1. .L i€l..n,t#j 3 - g >  +MO [Zj g, mi I j E l..n iEl..n,i#j [miB a < lj := a > -'FO [lj := a, m, 1 j E l..n 
(4.1) [.I +SM +[it (~11) 
[miiE l.qn] [s] - + s o  [mi [s] ie l..n] 
(1 := a) [s] -'SF 1 := a[s] 
(1 = g) [sl -'SB 1 = g [s] 
a.1 [s] +SI a[.] .l 
a a < m > [ s ]  -'SU a[s] a < m[s] > 
I [all -'FVur a 
P + I[u/] +RVar p 
I PI +FInv 1-1 
P + liQz1 +RInv P + l  
1[it (.)I + ~ v ~ ~ i j t  1 
P + I[$ (s)] +RVurLijt P[S] [f] 
A T 1  +VurShift P + 1 
a[-f (Qlj)][@ ([lj := b, m, i€l..n,i# j 1/11 -'GO a[@ (bill 
a[lY (0l)l [qk ((s1 +sw (s)l [f? (@I)] k > i  
Figure 5.2: The <dbes-calcul~s 
5.4.1 The Need for Explicit Fields 
In Section 5.3 we saw that although the <fdb-calculus incorporated fields as primitive constructs this is not strictly 
necessary as fields may be simulated in the ~db-calculus in a rather natural way (Defbition 5.16). This situation 
no longer holds when explicit substitutions are introduced and when we attempt to encode the Xu-calculus in 
the &b,-calculus using the function-object translation (Definition 5.5). Let us delve deeper into this issue. 
Let us ignore fields as a primitive construct in the language for the moment and return to our simulation of 
fields as discussed in Section 5.3. A field b is represented as the method I ~ ( b f ) .  The <db,-cal~ulus is then 
reduced to, say, <Ab,, where rules FI, FO, SF and CO have been eliminated. 
Now when we attempt to translate the Xu-calculus into the <Ab,-calculus in the style of -H H- (Defini- 
tion 5.5) we arrive naturally to the following translation function k: 
k(a/) ef k(a)/ def k(n) - n 
k(it (s)) %f 9 (k(9)) k(Xa) ef [arg <(l. arg), val A <(k(a) [Qarg])] 
k(a[sl) ef k(a)[k(s)l 
def 
k(r) T 
k(ab) - (k(a) a < arg -- <(k(b)+) >).Val 
But the meaning of k(b)+ is no longer clear since k(b) may have occurrences of the explicit substitution 
operator (it is no longer a pure term). To remedy this situation the next logical step would be to introduce an 
'explicit substitution version' of the e+ operator which in fact we already have: the f operator. The final clause 
of the dehition of k is now replaced by k(ab) Ef (k(a) a < arg <(k(b) [f]) >) .Val 
So now we proceed to verify that the translation is correct (preserves Xu-reduction). Consider for example 
the Xu-reduction rule (Xa)b - ' ~ ~ t ~  a[b/]. Then we must have k((Xa)b) k(a[b/]). We can go as far as: 
k((Xa)b) def - 
([arg <(l.arg), val ~(k(a)[Qarg])] Q < arg <(k(b)[T]) >).val +MO 
[arg A <(k(b) [f]), val A <(k(a) [Qarg])] .Val +MI 
k(a)[Qargl [ [ a ~  <(k(b) [TI), valG dk(a) [Qargl)l/l 
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Thus in order to arrive at k(a)[k(b)/] we are in need of adding to the <abm-cal~ul~ a commutation rule of 
the form: aW (@lj ) ]  [p ( [ l j  - ~ ( b [ l ] ) ~  m,"E1..n"Zj ]/)I +Corn a w  (b l ) ]  (taking i = 0 suffices for OUT example). 
But adding a rule like Cmn clearly introduces confluence problems. 
A variant could be Corn' defined as: a[@ (@lj)][ff ([lj r(b),m~E1*.n~iZj I/)] -)cornt a[-hi (c/)J where 
b =BES c[l]. The major drawbacks are then the fact that the rule is conditional and (computationally) 
expensive checking on the equational substitution theory is required (this resembles problems studied when 
dealing with 71-contraction in explicit substitution calculi [Brigs, Rio93, KesOO]). 
These problems stem from the fact that the formulation of rules which are subject to restrictions on the free 
variables in a de Bruijn indices setting and in the presence of explicit substitutions is non trivial. Here, we have 
solved these k u e s  by a minor change in the syntax so as to represent fields as primitive operators. In fact, the 
rewrite rule CO of the named CES presented in [KML98] is conditional, whereas the CO-rule presented in this 
work, in a de Bruijn index setting, is actually simpler since no condition is present. 
5.4.2 Encoding Xu-terms in the G~~,-c~~cu~us 
Let us now consider how to encode the lambda calculus with explicit substitutions Xu in the qdb,-calculus. We 
start by augmenting the grammar productions for the terms of the sdb,-calculus in order to allow abstractions 
and applications as legal terms. We then define a translation from terms in the Xvcalculus into this augmented 
set of terms which preserves reduction. We recall the main definitions of the Xu-calculus, see Section 2.3 for 
further details. Terms are deked by the following grammars t ::= n ( t t  ( At ( t[s] with n a natural number 
greater than zero, and s ::=T I t/ I fi (9). We recall the rules below. 
The mixed set of terms, which we shall call z,&,, consists of terms of sort Term and terms of sort Subst 
(which remain unaltered). The terms of sort Term are defined by the following grammar: 
where n is any natural number greater than zero. 
The rewrite rules of the X Q ~ , - C ~ ~ C U ~ U S  consists of the rewrite rules of the cab,-calculus together with the 
rules Beta, h r n  and App of the Xu-calculus (note that the remaining rules of Xv already belong to the sdbes- 
calculus). The resulting system may be proved confluent using the interpretation technique [Har87] and the 
fact that the corresponding system with metalevel substitutions is an orthogonal rewrite system. 
The encoding of Xu-terms into X$dbm-terms makes use of the invoke explicit substitution operator '@*' and 
fields. 
Definition 5.18 (Translation of Asdbe,-terms into sdbes-term~) The translation + + from X<&-terms 
into terms in I,, is defined as follows: 
def 
+<(a) >- - <(+a+) 
a + a + /  
*(s)+ ef fi(+s+) 
+ %f 
+Q1+ Ef Ql 
def + Xa + - [arg = s(l.arg), val c(+ a + [Qarg])] 
+ a b +  %f + a + @ + b +  
def 
wherepaq = ( p  Q < arg := q >).val 
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The translation interprets the lambda expressions abstraction and application into objects leaving the rest of 
the mnstructions without modi£ications. The translation of an abstraction introduces the invoke substitution. '1 
Note that the index level 1 (to which the invoke substitution applies) is bound. This reveals a Werence as ' 
regards the behaviow of ordinary and invoke substitutions, as discussed above. Ordinary substitution is of no 
use since its index adjusting mechanism does not exhibit the desired behaviow. .A - 
We illustrate the translation with an example. Consider the K combinator defined as K = AX2 
+ K += [arg = c(l.arg), val A ~( [a rg  q(l.arg), val c(2[Qarg])]) [Qarg]] 
The principal motivation behind the introduction of the rules describing the interaction of ordinary substi- 
tution and invoke substitution lies in the following proposition. 
Proposition 5.19 (cdb, simulates Xu) Let a, b be Aqdb,-terms. If a +A, b then -i a +*, + b+. 
Proof. The proof is by structural induction on the Xu-term. We just consider the cases + (Xa)b +*,,,+ 
a[bA + (Case 1) and + Xa[s] >-++, + X(a[fi (s)]) > (Case 2) as examples. 
Case 1. 
+ (Xu) b + d !  -
( [ a r g ~ q ( l . a r g ) , v a l - - ' ~ ( + a +  [Qarg])] <I <arg:=+b>>).val s l ~ o  
[arg :=+ b+, val = <(+a+ [Qarg])] .Val *MI 
+ a +  [Qarg] [[arg :=+ b+, val c(< a +  [Qarg])]/] *GO 
+ a >  [<b+ /I def -
* a[b/l>- 
Case 2. 
+ (Xa) [sI + def - 
[arg q(l .arg) , va2 q(< a > [Qarg])] [+ s +] 4s0 
[arg 2 ( ~ ( 1  .arg)) [< s +I, val (c(+ a + [Qarg])) [+ s >]I *BES 
[arg q(l.arg[t (<SF)]), Val = < ( + a t  [Qarg][t (*s+)])] *BES 
[arg c(l.arg), val = c(+ a + [Qarg][t (+ s r)])] +sw 
def [arg A c(l.arg) , val - q(+ a > [t (+ s +)] [Qarg])] - 
+ %a[t b)l) + 
The cases where the reduction is internal are similar and may be dealt with by applying the induction hypothesis. 
We may therefore conclude that Xu-derivations may be translated into qdb,-derivations, thereby implementc 
iag objects and functions at the same time. 
5.5 Confluence and PSN of the ah,,-calculus 
In this section we shall prove some essential properties required for any calculus of explicit substitutions im- 
plementing a calculus where substitution operates at the metalevel. Firstly, we stud some properties of the P substitution calculus such as strong normalization. Then the relation between the cdb-calculus and the ah- 
calculus is stated (Propositions 5.30 and 5.31). This allows us to prove confluence of the full calculus with 
explicit substitutions. Finally, we shall prove the property of preservation of strong normalization, that is, that 
every strongly normahing term in q$,-calculus must also be strongly normalizing in the cdb,-calculus. Since 
we d o w  some interadion between substitutions this property is essential in our current setting. 
For the proof of confluence we shall use the interpretation method; the proof of preservation of strong 
normahation is based on the technique introduced by R.Bloo and H.Geuvers in [BH98, Blo971. 
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5.5.1 Confluence 
Confluence shall be the b t  of the properties we shall look at. We shall use the interpretion method which 
requires that we study how G $ ~  may be simulated in ases9 and viceversa (via some appropriate interpretation 
function). For this we shall use the BES-calculus to interpret terms in l,,* into terms in 7 5  Figure 5.3 pictures 
Cdb ' 
the diagram we shall complete in this section. Diagrams 1 and 2 of this figure shall be closed by Proposition 5.31, 
namely that each qdb,-rewrite step may be projected via BES interpretation into a &-derivation. Diagram 
3 follows from confluence of cib (Lemma 5.15). Finally, the fact that BES(bI) -xcdh c and BES(b2) *, c 
follows from BES(bl) +db c and BES(b2) -n? c and Proposition 5.30, since after all qdba is a calculus of 
Ah 
explicit substitutions for qib. 
Figure 5.3: The Interpretation Method 
Strong normalization of BES may be obtained from strong normalization of ESDB. The latter result is 
rather tedious but standard techniques suffice. The details may be found in the appendix (Section A.2.2). 
Confluence of BES then follows from local confluence (there is no overlapping) by applying Newman's lemma. 
This entails the following result. 
Corollary 5.20 (Uniqueness of BES-normal forms) The BES-normal forms are unique. 
Thus we shall use B E S - n o d  forms to interpret terms of xb into terms in TL. We shall now show that 
BES-normal forms are exactly Ti. 
Proposition 5.21 (BES-normal forms are  pure terms) The BES-normal forms (of terms of sort Term) 
are pure terms (of sort ~erm). Thus if c is a term (of sort Term) then we use BES(c) to denote the BES-normal 
form of c. 
Proof. Pure terms are clearly in BES-normal form. So we must show that every term in BES-normal form 
is a pure term. We proceed in the style of [Rio93]. Suppose c E xded is a BES-normal form, we use induction 
on c. 
c = n. It is clear that for any n, n is a pure term. 
c = a.l,~(a), (1 g), (1 := a),a Q < m > or [mi i E l..n 1. Then since c is a BES-normal form then 
the subterms must be BES-normal forms. Thus, by the induction hypothesis they are pure terms and 
therefore aJso c is. 
0 c = g[s]. Suppose g[s] is a BES-normal form. Then g is a BES-normal form, thus, by the induction 
hypothesis, g is a pure method. But then g = <(a) for some pure term a, in which case, q(a)[s] cannot 
be a BES-normal form due to the presence of the rule SM in BES. Therefore g[s] is not a BES-normal 
form. 
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c = a[s]. Since a[s] is a BES-normal form then a must be in BES-normal form. Thus by the induction 
hypothesis we may assume a is a pure term and therefore cannot be a closure. By SO, SF, SB, SI, SU 
the term a cannot be [mii a.1, (I := a), (I A g) 01- a Q < m >. So a must be an index p and we 
analyse s. 
- s #* (s') Since FVarlij?, RVarlijI are in BES. 
- s # 01 since FInu, RInu are in BES. 
- s # b/ since FVar, RVar are in BES. 
- s #t since Varshift is in BES. 
Thus a[s] may not be a BES-normal form and therefore this case does not arise. 
The next step in our studies is to consider how qib may be simulated in and viceversa (via BES- 
interpretation). In order to accomplish such a task we must take a closer look at the relation between explicit 
substitutions in the cdh-calculus and their implicit (or metalevel) counterparts. This concerns not only usual 
substitution but also invoke substitutions. We shall thus continue with some technical results on invoke substi- 
tutions and then resume (with Lemma 5.28) our analysis between explicit and implicit substitutions. 
We shall use << a c >> to denote invoke substitution at the metalevel. Intuitively, if a is a term in 7-r , i 
<db is an index and I is a label, then a << i c I >> denotes the term that results by replacing every occurrence of e in 
a with the method invocation i.1. The difference with a term such as agi c i.lJ is that in ordinary substitution 
all indices greater than i are decremented in one unit. This owes to the fact that an ordinary substitution arises 
when a binder (such as S) symbol has been eliminated and thus adjustment of indices is needed. In contrast, 
since invoke substitution is used in an encoding process and is not generated by a rule eliminating a binder, 
no such adjustment is necessary. We consider this operation to be a substitution in the sense that constructors 
such as binders and override operators are traversed until indices are reached, at which point the replacement 
takes place. 
Definition 5.22 (Invoke Substitution) Let a E Q, 1 a label, and n > 0. Then the invoke substitution of 
a with 1 at level n, noted a << n t I >>, is defined as follows: 
Remark 5.23 Note that if k > i then ~ ~ ( b )  << i t I >>= 24t(b) since ~ t ( b )  increases all free indices in b by k 
units. 
The following lemmas shed some light on the interaction between ordinary substitutions and invoke substi- 
tutions and the updating functions. All items are proved by induction on a. 
Lemma 5.24 For any terms a, b, c E labels 1, I' and indices i, j, k, n 
1. I f i , k > O a n d k > i t h e n a < < i + l > > Q k + b ) ) . = a Q k  + b l < < i c - l > >  
2. I f i , k > O a n d k > i t h e n a < < i c l > > < < k c I ' > > = c s < < k t P > > < < i t l > >  
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Invoke substitution preserves reduction in the ~.fd~-calculus as the following lemma illustrates. It may be 
proved for k = 1 by induction on a (using Lemma 5.24(5)) and then extended to derivations of length k > 1. 
We may no resume the plan we set out to follow. Our first result relating explicit and implicit substitution 
considers the updating functions. Ordinary and invoke substitution shall be the subject of the second result, 
namely Lemma 5.29 
Lemma 5.26 (Relation between explicit and implicit substitutions I) For any c E If and i 2 0 we 
'=db 
have, BES(c[P (f )]) = 24: (c). 
Proof. We use induction on c. And for the base case (c is a de Bruijn index n) we use induction on n. 
Lemma 5.27 Let a E and k, i 2 0. Then we have BES(~[$~ (f)]') = %+'(a). 
Proof. By induction on i using lemmas 5.26 and A.3(3). 
Corollary 5.28 Let a E ?;,, and k, i > 0 we have BES(~[*~ (f)li) = G+'(BEs(~)). 
Proof. By the previous lemma we have BES (a[$k ((T)]') = BES(BES(~) [hk (f)]" = =+'(BES(~)). 
Lemma 5.29 (Relation between explidit and implicit substitutions 11) For any a, b E xd, and i 2 0 
we have: 
Proof. We prove the first and second item using structural induction on a and considering firstly the case 
where a is a pure term. Then, in order to complete the proof of these two items, we consider the case where a 
is not a pure term. 
As for ordinary substitution we have 
a = n. By Proposition 5.17(2) and the uniqueness of BES-normal forms we have 
{:-I 
n > i + l  
BES(n[f (bl)]) = BES(b[fli) n = i + 1 
n < i + l  
And by the definition of substitution (Def. 5.6) and Corollary 5.28 one may verify that in each case the 
term is exactly ngi + 1 + BES(b)%. 
a = c.2. Then we have 
BES(c.1I.h." (bl)]) = BES(C[V (b1)l.l) = BES(c[V (b/)]).l = cgi + 1 e BES(b)%.l = c.l{i + 1 t BES(b)% 
The other cases hold by the induction hypothesis, just as the second case considered above. 
Now for the invoke substitution we proceed analogously, considering a pure term a and using structural 
induction on a. 
a = n. By Proposition 5.17(1) and the uniqueness of BES-normal forms we have 
And by the definition of invoke substitution (Def. 5.22) we may easily verify that in each case the term is 
exactly n < i + l c l > .  
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a = c.lf. Then we have B~S(c.l'[-f (@I)]) = BES(C[~ (@l)].Zf) = c << i + 1 + 1 >> .If = c.1' << i + 1 t Z >> 
The other cases hold by the induction hypothesis, just as the second case considered above. 
Now suppose a is not a pure term, then we have: 
BES(a[-ff (bl)]) = BES(BES(a)[-f (bl)]) by uniqueness of BES-normal forms. Now since BES(a) is pure 
(Proposition 5.21) the previous case for pure terms applies and we have by uniqueness of BES-normal 
forms BES(BES(a))%i + 1 e BES(b)l) = BES(a)gi + 1 + BES(b)l) . 
BES(a[$* (QZ)]) = B E S ( B E S ( ~ ) [ ~  (Ql)]) by uniqueness of BES-normal forms. Now since BES(a) is pure 
(Proposition 5.21) the previous case for pure terms applies and we have by uniqueness of BES-normal 
forms BES(BES(a)) << i + 1 + 1 >>= BES(a) << i + I + 1 2. 
The following lemma states that reduction in qjb is preserved by the ~~~,-calculus. 
Proposition 5.30 (The ~db,-calculus simulates the  &,-calculus) Let a, b be pure terms. If a 4 8  db b then 
a++, b. 
Proof. By structural induction on a. For each case we consider the cases where reduction takes place at the 
root or is internal. 
- The reduction is not at the root: then c +,, c' and b = d.1 and we may apply the induction 
hypothesis. 
- The reduction is at the root and c = [Ij = c(d), mi i E l..n,i#j ] w i t h l < j I n .  Also, b=dgl+c] .  
Therefore we have, c.lj +MI d[c/] -H,,~ BES(d[c/]). By Lemma 5.29(1) and the fact that d and c 
are pure terms we have BES(d[c/]) = dg 1 + c]. 
- The reduction is at the root and c = [Ij := d, m i  l..n,iZj ] with 1 < j 5 n. Also, b = d. Therefore 
we have, c.lj +FI d 
a = ~ ( c ) .  Then the reduction must be internal and we may apply the induction hypothesis. 
- The reduction is not at the root: then c +g c' or m +S mf and we may apply the induction 
db db 
hypothesis. 
- The reduction is at the root and c = [mii and m = (Ij ~ ( d ) )  with 1 5 j 5 n. Then 
b =  [l. - i E l..n,i#j 3 - <(dl, mi 1. Therefore we have, a +MO b. 
- The reduction is at the root and c = [mi" and m = (Ij := d) with 1 5 j 5 n. Then 
+ € l..n,i#j b =  [Ij :=d,mi 1. Therefore we have, a +FO b. 
a = [m: l..n]. In this case the reduction is internal and we may apply the induction hypothesis. 
The remaining cases are similar and may be handled accordingly by making use of the induction hypothesis. 
Proposition 5.31 (The cfdb-calculus simulates the  cdh-ca1culus) Let a, b E 'iT;&. If a +, b then 
BES(a) ++& BES(b). Moreover, if a +R b with R = (MI, FI, MO, FO} and the reduction takes place 
at the root then BES(a) +g BES(b). 
db 
Proof. By structural induction on a. For each case we consider the case where reduction takes place at the 
root, the other cases follow by applying the induction hypothesis. 
Suppose that a ++, b with r E BES then BES(a) = BES(b). Therefore the only interesting cases are those 
where T E (MI, FI, MO, FO, CO, SW}. 
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I. 
Case r = M I .  a = [lj r <(bj), mii E 1..n2if.j 1-lj and b = bj[[lj 1 <(bj) ,  mi i E l..n,i#j ] / I .  Then 
Case T = FI. a = [ I j  := d,mii l"n'ifj],lj and b = d Then 
Case r = MO. a = c a < l j  A f > where c = [mii l..n], and b = [ I j  A f lm; l..n'i#j 1. Then we have 
Case T = FO. a = c Q < l j  := d > where c = [mii and b = [ I j  := dl l..n,if.j 1. Then we have 
Case r = CO. a = c[@ (O l j ) ] [e  (14 := dl  miiE1.-n3"i 1/11 and b = cut (dl)].  
Now by Lemma 5.29 we have: 
Note that [4 := BES(d), BES(mi) iE1-n~'#j].lj +G$b BES(d). Thus by Lemma A.5(2) we have 
BES(c)gi + 1 + [ I j  := BES(d), BES(%) iE1..nli#j 1-43 +db BES(c) gi + 1 + BES(d)l) 
- 
-L 5.29(1) BES(c[ff (d l ) ] )  
- BES (b) 
Case r = SW. a = c [ v  (@1)][f tk  (s)] and b = c[ftk ( s ) ] [ f f  (Ol)] where k > i. We shall analyse each 
possible form of s. 
- s (bl). Then BES(a) = BES(c) << i + 1 + I >> gk + n + 1 c BES(b)l) and also BES(b) = 
BES(c)gk + n + 1 c BES(b)l << i + 1 + 1 >>. Both terms are equal by Lemma 5.24(1). 
- s =ftn (T). On one hand we have 
On the other hand we have 
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Due to the restriction k > i, it follows that k + n > i + 1. Then by applying Lemma 5.24(6) both 
terms are equal. 
- s =hn (631'). On one hand we have 
On the other hand we have BES(b) = BES(c) << k + n + 1 +- 1' >>< i + 1 4- I >>. Both terms are 
equal by Lemma 5.24(2). 
Theorem 5.32 (Confluence of < d b m - ~ a l ~ ~ l ~ ~ )  The <dam-calculus is confluent. 
Proof. Let a, b, c be terms of sort Term in '1;, such that a aSd, b and a 4, c. Then by Proposition 5.31 
we have BES(a) BES(b) and BES(a) -*g BES(c) . Since by Lemma 5.15 the cb-calculus is confluent we 
db db 
may obtain a pure term d such that BES(b) -H& d and BES(c) a& d, and by Proposition 5.30 we may close 
the diagram by b ++BES BES(b) ++,,, d and c + g ~ s  BES(c) d. See Figure 5.3 
. 
5.5.2 Preservation of Strong Normalization 
Preservation of strong normalization for the norm calculus is the last property we shall look at. We shall use 
a technique due to Bloo and Geuvers [BH98]. As remarked before, this property is an essential ingredient in 
any explicit substitution implementation of a calculus, more so if there is some form of interaction between 
substitutions as is our case. 
The idea is to define a subset 3 of terms in X d ,  which is closed under ~db,-reduction and which contains 
all the pure terms which admit no f i te  sib-derivations. Then, one defines a translation S(a) from terms in 3.- 
to terms in a set 5, the latter of which are equipped with a well-founded order +?;. Finally, it is shown that 
if a -+, b for a E F, then S(a)  is strictly greater than S(b) in this order F?; . In full rigour we shall see that 
qdbes may be partitioned into two subsystems, say R1 and R2, with R2 strongly normalizing. Then it is shown 
that if a -+R* b for a E 3 ,  then S(a) FI, S(b) and if a -+R, b for a E F, then S(a)  k?; S(b). By Lemma 2.6 
this suf6ces for our purpose. 
We recall the definition of mmred. ( a )  kom Chapter 2, more precisely of m d d  (a ) .  
Def. 2.5. 
We define the function nameddb(.) : Ti + IN U {M) as: 
n if there is a derivation a +g a1 +g a".. +4 a, 
db db 
such that for any derivation a 4 2  db a: -tdb u& +& a:, we have rn 5 n 
oo otherwise 
Thus if a is a term in 71 , then if a is strongly n o r d i ,  mcuredSib (a )  returns the length of the longest 
Sdb 
S&-reduction sequence from a otherwise it returns the special symbol co. Below we state some properties 
satisfied by this function. 
Lemma 6.33 (Properties of manedsib(o)) Let a E Tib, i > 0 and k t 0.  And suppose m=edSib(a) < w 
and mdqdfb([rnis1.-"1) < m. Then we have: 
2. m ~ ~ ~ b ( m i )  5 axred f ([mi"'.."]) for each j E l..n 
Gdb 
3. m ~ r e d , ~ ~  (a)=maxred I ( 1  := a) ,  maxred f (g)=rnmed f ( 1  A g) 
Gdb =db =db 
4. maxred I (a )  5 maxredG;b (a.1) 
Fdb 
6. m d 4  (a )  5 maxredcib (a  Q < m >) and maxredd (m) I maxredqib ( a  Q < m >) 
Note that all items but for (5)  and (7) are direct. One observes that the argument of left-hand side (for 
example, a in the first item) is included in the argument of the right-hand side (<(a)), and moreover, no reduction 
rules apply at the root of the argument (in our example <(a)). The intuition behind the proofs of items (5) and 
(7)  is that the updating functions as well as the invoke substitution operator do not introduce new redexes. 
The former merely adjusts indices and the latter modifies a term by substituting occurrences of an indice, 
say n, with occurrences of n.1. Thus informally, a and Ui(a)  have the same set of redexes, likewise for a and 
a << i c 1 >>. These proofs require the development of additional lemmas that we shall tackle below, namely 
Lemma 5.34, 5.35 and 5.36. 
Lemma 5.34 Let a E 7 r  ,j > 0 and k 2 0. Then we have the following: 
=db 
a i f  2.4: (a)  = Then a = [mi "'.."I E % where ~ { ( m : )  = mi. 
a i f ~ { ( a )  = ( 1  2 ~ ( b ) ) .  Then a = ( 1  A c(b')) E Tib where ~;+,(b')  = b. 
a i f % ( a )  = ( 1  := b). Then a =  ( 1  := b') E 71 whereU:(bt) = b. 
Gdb 
a i f ~ i ( a )  = <(b). Then a = c(bf) E I,: where ~ z + ~ ( b ' )  = b. 
Proof. By a close inspection of the clauses dehing the updating functions. 
Lemma 5.35 Let a E I,& and j > 0. Then we have the following: 
i f  a << j + 2 >= Then a = [mi iE1..n] E where mi < j + >>= mi. 
=db 
a i f  a << j + 1 >>= (1' <(b)). Then a = (1' <(bt)) E I,& where b' << j + 1 + 1 >>= b. 
i f a < j + l > > = ( P : = b ) .  Thena=(1 ' :=b1)€ 'T f  wherebt<<j+I>>=b.  
Cdb 
i f a e  j + 2 >>=<(b). Then a =  ~ ( b ' )  E Tib where b f < j + 1  B=b .  
Proof. By a close inspection of the clauses defining the invoke substitution. 
Lemma 5.38 Let a, b E I,&, j > 0 and k 2 0. 
1. I f  2.4:(a) +d b then there exists c E I,L such that b = ~ { ( c )  and a 34)  c. 
db 
2. I f  a << j + 1 >>+ , b then there exists c E I,& such that b = c << j c 1 > and a +g C. 
F d b  db 
Proof. By induction on a using lemmas 5.34 and A.3(4) for the first item, and lemmas 5.34 and 5.24(4) for 
the second item. 
a a = n. Trivial since there is no redex. 
a a = d l j .  Then U{ (d.lj) = Uz (d)  .lj +g b. Thus we have three cases to consider: 
db 
CONFLUENCE AND PSN OF TEFE CDBES-CALCULUS 
- The reduction is internal. Thus U:(d) +& d and b = df.lj. Then by the induction hypothesis there 
is a d E i,t such that d = U i ( d )  and d 4 2  d. Then we take c =  d.lj .  Note that since d +;, d 
db db 
we have d.lj -2 db d J j ,  and a l~oUi (d .1~)  = Ui(d). l j  = 6 .1;  = b. 
- The reduction takes place at the root and Ui(d)  = [ I j  - ~ ( e ) ,  miiEl..n,i#j 1 and B = e g l +  u L ( ~ ) D .  
1 iEl..n,i#j Now by Lemma 5.34 there is an e1 and mi with i E l..n,i # j  such that d = [ I j  q(ef),mi I 
with e = u{+~ (e') and mi = U: (mi). Then we have, 
b = 
- ~;+,(e')t[l+- u::(d)l) 
-L A.3(4)(n=l) u$(e1gl t dl)) 
Thus we take c= e'gl t dB. 
- The reduction is at the root and ~ { ( d )  = [lj := e, mii'l..nrifj ] and b = e. Now by Lemma 5.34 
f i€I..n,i#j there is an e' and mi with i E l..n, i # j  such that d = [ I j  := e', mi ] with e = U i ( e f )  and 
mi = Ui(rn;). Then since d.lj +g e' we take c = e'. 
db 
a = [miiE'..n]. Then a = ~ i ( [ m , ~ ~ ' . . ~ ] )  = [U{(mi) iE1..n]. SO the reduction must be internal. Thus 
b = [ b l , ~ i ( ~ )  i€l..nf#h ] with U:(rnh) +;, b'. Then by induction hypothesis there is a d such that 
db 
b' = @ ( d )  and mh -rg d .  So we take c = [d ,  miitl-"li#h 
db I - 
a = d 4 < m >. Then Ul (a)  = Ui(d)  a < UZ(m) >. Thus we have three further cases to consider, 
- The reduction is internal. Then U:(d) 3 d b  e (the case where U:(m) 3 g  e is treated similarly). 
db 
Then by induction hypothesis there is a d such that e = U i  ( d )  and d t g  c'. In which case we take 
db 
c = d a < m > .  
- The reduction is at the root and ~ { ( d )  = ] and ~ { ( r n )  = (lh --' ~ ( e ) )  and b = [b - 
<(e),miiE1..n~"h]. Now by Lemma 5.34 we have d = [mi "'.-"I where mi = Ui(m:), and also, 
1 iEl..n,i#h 
m = ( I h  A q(ef)) where e = Ui+l (e'). Then we take c = [lh ~ ( e ' ) ,  mi 1. 
- The reduction is at the root and U;(d) = [m:E1..n] and U;(m) = (lh := e )  and b = [Ih := 
e, mi CE1..n*ifh]. We proceed a s  in the previous case. 
In the remaining cases the reduction must be internal and we proceed as above. 
For the second item the proof is in the line of the proof of Lemma 5.36. The only difference is that in the 
case where a = d.lj instead of using the Lemma A.3(4) we use Lemma 5.24(4). 
a = d l j .  Then (d.lj) << j c I >= d << j  t 1 >> . I j  +;, b. Thus we have three cases to consider: 
db 
- The reduction is internal. Thus d << j e 1 >+g d' and b = d' . I j .  Then by the induction hypothesis 
db 
there is a d E 7' such that d = d << j t 1 >> and d d .  Then we take c = d.4. Note that 
db 
since d t 2  d we have d.lj 44 d.l j ,  andalso (d .4 )  < j c I > > = d <  j t Z >  . I j  =&.Ij = b .  
db 
- The reduction is at the root and d << j  t 1 >>= [ I j  ~ ( e ) ,  m:'1..n7i#j] and b = eg1 t d << j  t 1 >> 
). Now by Lemma 5.35 there is an e' and mi with i E l..n, i # j such that d = [ I j  C(ef), m', "l.."'wfj 1 
wi the=e f  << j + l c Z > >  andmi=mi< j t l > > .  Thenwehave, 
Thus we take c = e'{l +- dl). 
- The reduction is at the root and d << j t 1 >>= [ I j  := e, mi iEl..n,i#j ] and b = e. Now by Lemma 5.35 
f i€l..n,i#j there is an e' and mi with i E l..n, i # j  such that d = [ I j  := e', mi ] w i t h e = e f < < j + 1 > >  
and mi =mi << j  + 1 >>. Then since d.lj +g e' we take c =  e'. 
db 
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We are now in conditions of proving items (5) and (7) of Lemma 5.33. 
Proof. The proof of both items is similar. We concentrate on the first item. Recall that Lemma A.5(3) 
indicates that if a 4 2  a' then U;(a) +& ~:(a'). Thus we have mazred,;(a) _< mmdG;(Ui(a)). And, by 
db 
Lemma 5.36(1), we have mmd,; (a) > m d  r (Ui (a)). Hence marredq; (a) = m ~ e d  f (U: (a)). 
cdb Cdb 
. 
Definition 5.37 (SN pure terms of xdka)  Let SNd denote the set of all the C$b-strongly normalizing pure 
terms of %,*. 
Then we may define 3 as 3 = {a E Kdbu 1 for all b C a of sort Term, BES(b) € ENGL}. 
Next we show that F is closed with respect to reduction in the ~ ~ ~ ~ ~ - c a l c u l u s .  We recall the reader that we 
write b C a to indicate that b is a subterm of a. 
Lemma 5.38 (F is closed under me,-rewriting) Let a, b E Tr If a E 3 and a +,, b then b E 3 .  
Gdb ' 
Proof. We show that for every e C b we have BES(e) E SN f . The proof is by induction on a. 
Gdb 
a = n. Trivial since there is no redex. 
a = c.1. Then there are three subcases to consider 
- The reduction is internal. Thus c c' and since c E 3 (since a E 3 )  by the induction hypothesis 
we obtain that c' E 3. It remains to see that BES(c'.l) E SN f Thus suppose that BES(d.2) ft' 
=dbsb' 
SNcL, then since a +,, b we have by Proposition 5.31 that BES(a) ++8 BES(b). But then 
db 
BES(a) ft' SN,;, contradicting the hypothesis that a E 3 .  
- The reduction takes place at the root, c = & - <(d),miiE1..nli#i ] and I = lj. Then b = d[[lj 2 
c(d), miiEl..n,i#j ]/I. If e E d or e G c then since a E 3 .we are done. Suppose then that e = b. 
Then by Proposition 5.31 we have BES(a) ++db BES(b). Therefore since a E 3 it must be that 
BES(b) E SNG;. 
- The reduction is at the root and c = [lj := d, mi i€l..n,i#j 1. Then b = d and since b a we are done. 
a = c a < m >. Then there are three subcases we should consider 
- The reduction is internal. Here we have either c +,. c' or m +c, m'. In both cases we use the 
induction hypothesis. 
- The reduction is at the root, c = [miE1-"] and m = (Ij A ~ ( d ) )  and b = [Ij g(d), mi i E l..n, i # j ] .  
Now if e C_ (Ij = s(d)) o r e  mi withi E l..n,i # j then since a E 3 w e  are done. H e  = b we 
proceed as in the previous cases. 
- The reduction is at the root, c = [miiE1..n] and m = (Ij := d). Similar to the previous case. 
a = c[s]. Then we must consider the following subcases 
- The reduction is internal. Here it may occur that c -+, c' or that s =$"(dl and d -+, dl. In 
both cases we conclude as above. 
- The reduction is at the root. Here we consider each possible rule applied, 
* SM. Thus c = ~ ( d )  . We must consider, 
. e d. We use the induction hypothesis. 
- e C s. We use the induction hypothesis. 
. e = d[h (s)]. Note that BES(a) = BES(q(d)[s]) = BES(c(e)) = q(BES(e)). Then since 
BES(a) E SNGib it must be that BES(e) E SNGA. 
- e = b. Using Proposition 5.31 and hypothesis a E 3 as before. 
The rules SO, SF, SB, SI, SU are treated similarly. 
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* FVar .  D M  since b C a. 
* LVar.  Direct since indices are strongly normalizing. The same applies to FInv ,  RInv ,  FVarLi  ft 
and VarSh i  f t. 
* RVarLi  f t. The interesting case is e = n[s]. Then we have BES(a) = BES(b) =L 5.26 
U,2(BES(n[s])). Now BES(n[s])  must be strongly normalizing for otherwise using Lemma A.5(3) 
we would contradict the strong normalization of BES(a) . 
* CO. This rule presents no problems. 
* S W .  Then c = a t [ f  (Ql)] and s =fik (d) .  I f  e C a' or e C s' then we use the hypothesis. If 
e = b then since BES(a) = BES(b) (see case S W  in the proof of Proposition 5.31) we may use 
the hypothesis. As for the case e = at[fik (s')], we have BES(b) =L 5.2s(2) ~ ~ S ( a ' [ f i ~  ( s f ) ] )<< 
i + 1 + I >>. Then B ~ S ( a ' [ f i ~  ( s f ) ] )  must be strongly normalizing for otherwise by Lemma 5.25 
we would contradict the strong normalization of BES(a) = BES(b). 
l a = s(c).Then the reduction must be internal, ie. c -+,* c'. As before, since a E 3 we have c' E 3. 
For the interesting case e = b we proceed as above: since no rule may be applied at the root of b by 
Proposition 5.31 and the hypothesis a E 3 we may conclude. 
l a = [miiE1..n]. Then the reduction must be internal, ie. mj --tg mi for some j E l..n. We use the 
db 
induction hypothesis. 
The remaining cases may be dealt with similarly. 
Lemma 5.39 Let a, b E Tib. Then a +g b implies w e d q i  (a )  2 m d  I (b). If m d C i b  (a)< then 
db =db 
m m e d  r (a)>mared I (b) . 
Cdb Gdb 
P m f -  The interesting case is the second statement. Suppose that m a d  , (a)< m, say m m e d  , (a)= n. 
Cdb Cdb 
Then m d C i b ( b ) #  m, thus we may assume that m d  I (b)= k and therefore there exists a derivation 
'=db 
b +cf bl -+g b2... +4 bk which is maximum. Suppose k 2 n, then we would obtain the derivation a -2 
db db db 
b -+db bl +bb b2... +4 bk of length k $1 greater than n. 
. 
Lemma 5.39 generalizes to one or more qb-rewrite steps as follows. 
Corollary 5-40 Let a,  b E 71 and marredCi (a )  < m then a L2 b implies m m e d  t (a )  >mum&,: (b). 
Cdb db =db 
We now move on to labelled terms. Recall that the aim is to define a set of labelled terms 3 equipped with 
a well-founded ordering +?;, and a translation S(o )  .from terms in 3 to terms in 3. We shall then show that 
1. if a E 3 then a - - t ~  a' implies S ( a )  +I, S(at ) ,  where R = { M I ,  FI ,  MO, FO}, and 
2. if a E 3 then a - - t ~  a' implies S ( a )  ?I, S(a1),  where R = cdbes - {MI ,  FI ,  MO, FO}. 
From this we shall obtain PSN reasoning by contradiction (Proposition 5.46). 
Definition 5.41 (Labelled terms) We define the set labelled t e r n ,  denoted '&, over the alphabet A = 
(*, o,., ~ ( o ,  o),  ~ ( o ) ~ ,  o[oIn, e(.), [el, l o, l := o}  by the following grammar: 
where n is a natural number greater or equal to zero. 
Definition 5.42 (Tkanslation from 3 to z )  The translation S(o )  : 3 4 z is defined a s  follows: 
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S(n> def - * 
def s([m: E1-.n]) = [S(rn)i El..n] 
S(1 = g) ef S(1) A S(g)  
S(I := a) def - S ( l ) : = S ( a )  
s(<(a)> c(S(a))  
S(a.1) def 
- S(a)-nS(l)  
s ( a  a < m >) %f ~ ( s ( a ) , S ( m ) )  
S(a[ft (bl)l) %f S(a)  (S(b))n 
wll." (TI]) sf s ( a )  
S(a[ll." (@l)l) d'" S(a)  [S(l)In 
where n = mamed r (BES(a.1)) 
'=& 
where n = m a d q L  (BES(a[@ (b/ )] )  ) 
where n = mamedd (BES(a[ll." (@l)]))  
where S(1) = 0. 
We define a precedence (partial ordering) on the set of operators of A as follows: >> a(.), >> a[.], >> 
>> 4 ( e ,  a) >> <(a), l = a, l := a, [a], *, 0. Then since >> is well-founded the induced Recursive Path Ordering 
' +?; ' defined below is well-founded on '& [Der82]. 
Note that since RPOs are Simplification Orderings Wer821 the subterm property holds, that is, if s, t E '& 
and s is a proper subterm of t then t +?; s. 
Lemma 5.43 Let a E 3. Then a +R a' implies S ( a )  +I, S ( a f )  where R = (MI, FI, MO, FO). 
Proof. The proof is by structural induction on a. 
a a = n. Trivial since there is no redex. 
a a = b.1. Then we have three cases to consider. 
- The reduction is internal. Thus b +R b' and by induction hypothesis we have S(b)  +I, S(bf) .  Note 
that S(b.1) = S(b).,o and S(bI.1) = S(b1).,o. Now by Proposition 5.31 we have that BES(b) 
BES(bl). Therefore we consider two cases:' "Sf,, 
* BES(b) = BES(bt). Then m = n and therefore we must use the 'equal heads' case for comparing 
the terms. And in effect, we have (S(b),  0)  +$ (S(b'), 0).  
* BES(b) f BES(bt). Then by Corollary 5.40 m a d  (BES(b)) > mmdcib (BES(bf)).  But 
db Sdb 
then since ., >> ., and S(b).,o +?; S(b f )  and S(b).,o +?; o, we are done. 
- The reduction is at the root and a = [lj - ~ ( c ) ,  miie'..nlipi ].lj. Then a' = c[[lj s(c),mi iEl..n,i#j 
iEl..n,i#j IEl..n,i#j ]/I. Now $(a) = S([ l j  = <(c),mi ])-,o and S(at)  = S(c)(S([ l j  1 s(c),mi I ) ) *  and by 
Proposition 5.31 and Corollary 5.40 we have m > n. Then since ., >><>, and S ( a )  +I, S(c)  and 
S ( a )  +?; s ( [ l j  - ~ ( 4 ,  mi i€l..n,i#j I )  we may conclude S(a)  +?; S(al) .  
- The reduction is at the root and a = [ I j  := c, miiE1..n,iZi ].lj. Then a' = c. Now S(a)  = S ( [ l j  = 
q(C), miiEl..n,*#j ]).mo and S(a f )  = S(c)  and therefore S(a)  +?; S(al). 
a a = b a < m >. Then we have three cases to consider: 
- The reduction is internal in which case either b +R b' or m + R  m'. Both are handled as in the 
previous case but making use of the 'equal heads' case. 
- The reduction is at the root and m = ( l j  ~ ( c ) ) .  Then b = [miiE1..n] and a' = [ I j  ~ ( c ) ,  miiE1..n*iZj 1. 
Therefore S(a)  = d(S(b) ,  S(m)) and S ( a f )  = [S( l j  <(c)), S(m,-) iE1..n.i#j 1. And, since a(*, a) >> [.] 
we must verify that S ( a )  +?; S( l j  -- ~ ( c ) )  and S(a)  +% S ( m s )  with i E l..n,i # j all of which are 
valid. 
l ~ o t e  that strictly speaking it sufEces to wnsider the case BES(b) = BES(b') since if t = f ( t l ,  ..,t,) and s = g(sl, .., s,) then 
( t l ,  .., t,) +$ ( S I ,  .., ") implies t %% sl, .., t >% sm- We chose to consider both for the sake of clarity. 
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iEl..n,i# j 
- The reduction is at the root and m = ( I j  := c). Then b = [m:E1..n] and a' = [ I j  := c,mi 1 .  
Analogous to the previous case. 
a = [m(iel..n]. Then the reduction must be internal and we make use of the induction hypothesis. 
a = b[s]. Then the reduction must be internal and we have two cases to consider, 
- case b +R b'. Then by induction hypothesis S(b) +?; S(bt). Now we analyse by cases on s. 
* s =e (el) .  Then S(a)  = S(b) (S(c)) ,  where n = mamedGi (BES(a)) and S(a1) = S(b1)(S(c)), 
where m = maxred , (BES(at)). Now by Proposition 5.31 we have BES(b) +db BES(bt). 
Cdb 
Therefore we consider, 
BES(b) = BES(b1).Then m = n since BES(a) =L 5.29 BES(b){i + 1 c BES(c)] = 
BES(b')gi + 1 + BES(c)] =L 5.29 BES(a1) . And the fact that (S(b),  S(c))  +$ (S(b1), S(c)3 
concludes this case. 
BES(b) Sd BES(bt). Then by Lemma A.6(1) we obtain BES(a) =I. 5-29 BES(b){i + 1 c 
db 
BES(c)] f BES(b1)gi+1 c BES(c)) =I. 5.m BES(a1). Thus by Corollary 5.40 we have 
db 
n > m. Now since <>,>><>, and S(a)  r?; S(b1) and S(a)  +?; S(c) we may conclude 
S(a)  r?; S(a'). 
* s =@ (T). Then S(a)  = S(b) +?; S(b') = S(a f )  .
* s =* ( @ I ) .  Then S(a)  = S(b)[o], where n = mmeddb(BES(a)) and S(al)  = S(b')[o], where 
m = rnaxredGib(BES(at)) and we reason as in the first subcase but making use of Lemma 5.25. 
- case s =.fi.i (c / )  and c - - t ~  c'. Thus by induction hypothesis S(c) +I, S(c'). Also, S(a)  = S(b)(S(c)), 
where n = mmedGib (BES(a)) and S(at)  = S(b) ( S (d ) ) ,  where m = mamed f (BES(af)) .  Now by 
Gdb 
Proposition 5.31 we have BES(c) -2 BES(d). Therefore we consider, 
db 
* BES(c) = BES(d). Then m = n since BES(a) =I. 5.29 BES(b)gi+l c BES(c)] = BES(b){i+ 
1 t BES(c')] =L 5.29 BES(at). And as (S(b), S(c))  rh (S(b), S(c')), we are done. 
* BES(c) BES(c'). Then by Lemma A.6(2) we have BES(a) =L 5.29 BES(b)gi + 1 c 
db 
BES(c)] +g BES(b){i+l e BES(c')] =L 5.29 BES(al). Then we must consider two subcases: 
db 
1. BES(a) Ad BES(at). Then by Corollary 5.40 we have n > m. And in order to conclude 
db 
~ ( a )  r?; S (a f )  we may verify that S(b)(S(c)), +I, S(b) and S(b)(S(c)) ,  r?; S ( d ) .  
2. BES(a) = BES(ar). Then n = m and we may verify that (S(b), S (c ) )  +& (S(b),S(c')). 
The remaining cases (a = ( I  = g), a = (1  := c) and a = ~ ( c ) )  are handled by making use of the induction 
hypothesis. 
Lemma 5.44 Let a E F. Then a +-R a' implies S(a)  t?; S(a f )  where R = ~ d a ,  - ( M I ,  FI, MO, FO). 
Proof. The proof is by structural induction on a. 
a = n. Wivial since there is no redex. 
a = b.1. Then the reduction must be internal and therefore b +R b' and by induction hypothesis we have 
S(b) S(bt). Now by Proposition 5.31 we have BES(b) -N BES(b1). Thus we must consider two 
cases: 
d b  
- BES(b) = BES(bl). Then BES(b.1) = BES(bt.l) and rnm~ed~~~(BES(b.1))  = mazredGib(BES(br.l)), 
which allows us to conclude that S(b).,o k?; S(b1).,o. 
- BES(b) f2 BES(b1). Here we reason as in the correspondiig case of the previous lemma. 
db 
a = b Q < m >. Then the reduction must be internal and have two cases to consider, 
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- case b +R b'. Thus by the induction hypothesis S(b) kz S(b') and therefore one may verify that 
<J(S(b), S ( m ) )  ??i <J(S(bf)1 S(m)). 
- case m -+R m'. Then we use the induction hypothesis as above. 
a = [miiE1.."]. Then the reduction must be internal and we make use of the induction hypothesis. 
a = b[s]. Then there are three cases to consider, 
- The reduction is internal and b +R b'. Then we proceed as in the corresponding case of the previous 
lemma, considering additionaly the case BES(b) = BES(bl) from which we may infer the desired 
result using the 'equal heads' case. 
- The reduction is internal and s =** (c l )  and c +R c'. Then we proceed as in the corresponding case 
of the previous lemma considering additionaly the case BES(c) = BES(c'). 
- The reduction takes place at the root. Then there are several cases we must consider depending on 
the rule applied, 
* S M .  Then a = c(c)[s] and a' = c(c[* (s)]) .  Now depending on s we have, 
. s =ff (dl) .  Then we have S(a)  = (c(S(c)))(S(d)),  and S(al) = e(S(c)(S(d)),) where 
n = maxred (BES(a)) and m = maxred f (BES(c[q (s)])) .  Note that, 
Sdb Sdb 
n = 
- 
(BES(c(c) l.sl)> 
- 
m m d c i b  B E  ( ~ 1 1 ) ) )  
(F(BES(C[* ( ~ 1 1 ) ) )  
- 
-L 5.33(1) mmd<jb (BEs(c[$ ( s ) l ) )  
- m 
Now since (), >> c ( )  we must verify that S(a)  = (c(S(c)))(S(d)),  k?; S(c)(S(d)) ,  and 
therefore that (c(S(c)),  S(d))  ?$ (S(c),  S(d))  which is valid. 
- s =ff (T). Then S(a)  A i;(S(c)) = S(al). 
. s =$$ (QI). This is similar to case when s =v (dl) .  Note that S(a)  = (c(S(c)))l[oj, and 
S(a') = c(S(c) [o],). By a similar argument we have m = n and 0, >> F ( )  and we proceed 
similarly. 
- so. Then a = [miiE1..n][s] and a' = [ ~ [ s ]  icl..n]. Then depending on s we have, 
* s =ff (dl) .  Then S(a)  = [S(mi) iE1..n](S(d))n .and S(a f )  = [S(mi)(S(d))2F1.-n] where n = 
mmd,jb(BES(a))  and ni = maredSib (BES(mi[s])). Now since (), > [.] we must verify that 
S(a)  = [S(mi) icl..n](S(d))n k?; S(mi)(S(d)),, for each i E l..n. By Lemma 5.33(2) we have 
n 2 ni so we have two further cases to consider, 
1. n > ni. Then since (), >> On, we verify that S(a)  = [ S ( m )  (S(d)),  2~ S(mi)  and 
S(a)  = [S(m$) iE1..n] (S(d)),  kz S(d).  
2. n = w. We verify that ( [S(W)  " '- ."I ,  S(d))  k$ ( S ( w ) ,  S(d)) .  
! 1 * s =ff (7) .  Then S(a)  = [S(mi) iE1..n] = S(a1). 
* s =hi (Ql) . Tbis is similar to case when s =ff (dl) .  
- SF. Then a = ( I  := c)[s] and a' = ( I  := c[s]). Then depending on s we have, 
* 3 =ff (dl) .  Then S(a)  = (o := S(c))(S(d)) ,  and S(a f )  = o := (S(c)(S(d)),) where n = 
ma3:redg (BES((1 := c) [s])) and m = mamd f (BES(c[s])). Now since (), ):= we must verify 
<db 
that S(a)  = (o := S(c))  (S(d)),  2% o and that S(a)  = (0 := S(c))(S(d)),  kq S(c) (S(d)),. The 
&st is valid trivially. As for the second item note that, 
n = maned r (BES((1 := c)[s])). 
- mazred? (1 := BES (c[s])) 
- 
<db 
-L 5.33(3) r n Q d d  (BES(c[sl)) 
- m 
so we must verify that (o := S(c),  S (d) )  k$ (S(c), S(d))  which is valid. 
* 3 =@ ( T ) .  Then S(a) = (o := S(c))  = S(al). 
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* s =p (QZ). This is simiiar to case when s =e (dl ) .  
- SB. Then a = (1  = f)[s] and a' = (1  = f [s]) and we proceed as in the previous case. 
- S I .  Then a = b.l[s] and a' = b[s].l. Then depending on s we have, 
* s =e (dl ) .  Then we have S(a)  = (S(b).,o)(S(d)), and S(al)  = S(b)(S(d))q.mo where n = 
m m d  j (BES(a)) and m = m ~ z r e d , ~  (BES(af)). Note that m = n. Now since (), > ., we must 
'=& 
verify that S(a)  = (S(b).po)(S(d))n 21, S(b)(S(d)),  and that S(a)  = (S(b).,o)(S(d))n 2% 0. 
The second is valid trivially. As for the h t  we have, 
n = rnmredd(BEs((b.l)[sl)) 
- mmred,ib (BES(b[s] .l)) 
- rnmd,;, (BES(b[s]) . I  
>L 5.33(4) m m d $  (BES(b[sl)) 
A - Q' 
So we have two further cases to consider, 
1. n > q. Then since (), >> (), we simply verify that (S(b).,o)(S(d)), 2% S(b) and that 
(S(b).po) (S(d))n 2~ S(d)- 
2. n = q. We verify that (S(b).,o, S(d))  25 (S(b), S(d)).  
* s =e (I). Then S(a)  = S(b).,o and S(a') = S(b).,o where n = m d  j (BES(b.1)) and 
5, 
m = m m e d  f (BES(b[s].Z)). Then we reason, 
Fdb 
And we may verify that (S(b), o) (S(b), 0). 
* s =f (01'). Then S(a)  = S(b)., o [o], and S(al) = S(b)[o],.,o. Then since n = p and 0, >> ., 
we proceed analogously to the case s =Qi (dl) .  
- SU. Then a = b a < m > [s] and a' = b[s] a < m[s] > . Then depending on s we have, 
* s =-f (dl) .  Then S(a)  = (a (S(b) ,  S(m)))(S(d)) ,  and S(a') = a(S(b)  (S(d)),, S ( m )  (S(d)),). 
Now since (), >> a we must verify that S(a)  = (a(S(b) ,S(m)))(S(d)) ,  t?; S(b)(S(d)), and 
that S(a)  = (a (S(b) ,  S (m) ) )  (S(d))n 2% S ( m )  (S(d))q. 
Reed that n = maned,ib(BES(b a < m > [s]))  = m d q i b  (BES(b[s]) 4 < BES(m[s]) >), 
p = m u d  j (BES(b[s])) and q = mmed,i(BES(m[s])). Then by Lemma 5.33(6) n > p and 
Sdb 
n 2 q. We consider the h t  item (the second is similar). If n > p then since S(b) and S(d) are 
subterms of S(a)  we may conclude S(a) 21; S(al). The case n = p is similar. 
* s =e (r) . Then S(a)  = a(S(b) ,  S ( m ) )  = S(at). 
* s =f (Q1). Then S(a)  = (a(S(b) ,S(m)))[o] ,  and S (a f )  = a (S (b ) [~]~ ,S (m) [o] , ) .  Then we 
proceed analogously to the case s =ff (dl) .  
- FVar. Then a = l[b/] and a' = b. Then S(a)  = *(S(b)), and S (a f )  = S(b) where n = 
~nmed ,~ (BES( l [b / ] ) ) .  Since S(al) is a subterm of S(a)  we are done. 
- RVar. Then a = m + l[b/] and a' = m. Then S(a)  = *(S(b)), and S(a') = * where n = 
m ~ r d , ~ ( B E S ( r n  + lib/])). S i e  S (a f )  is a subterm of S(a)  we are done. 
- FInv. Then a = 1[Q1] and a' = 1.1. Then S(a)  = * I [ o ] o  and S (a f )  = *.oo. Since no > .o we may 
verify that indeed S(a)  25 S(a'). 
- RInv. Then a = l[* (s)]  and a' = 1. Then S(ar) = * and as for S(a)  we must consider the following 
cases depending on s, 
* s =e (dl ) .  Then S (a )  = *(S(CI))~ and we are done. 
104 CHAPTER 5. FIELDS AND EXPLICIT SUBSTITUTIONS FOR OBJECTS AND FUNCTIONS 
* s =@ ( f ) .  Then S(a)  = * and we are done. 
* s =f (Ql) .  Then S(a)  = *[[ole and we are done. 
- RVarLif t. Then a = p + 1[$ (s)] and a' = p[s][T]. We must consider the following cases depending 
on s,  
* s =fi" (dl ) .  Then S (a )  = *(S(d)),  and S(a f )  = *(S(d)), where n = mmredFib(BES(a)) and 
m = mmed  r (BESCp[s])). Then we reason as follows, 
Cdb 
m = -d,i (BES(a)) 
- mamdGL (BES(af))  
- L 5.26 T7'WX?d f (Uz(BEs@[s]))) 
- 
Fdb 
-L 5.33(5) max?-ed f (BES(P[sl)) 
- 
Gdb 
n 
Thus we use the 'equal heads' case and we are done. 
* s =@ (r). Then S(a)  = * = S (a f )  and we are done. 
* s =e (01). Then S(a)  = *lolo = S (a f )  and we are done. 
- VarShi f t. Then a = n[f] and a'. = n + 1. Then S(a)  = * = S(af) .  
- CO. Then a = b[f  (Ql j ) ] [ f  ([lj := ~ , m ~ ~ ~ ~ " ~ ' ~ # j  ] / ) I  and a' = b[V (cl)].  Then we have S(a)  = 
S(b) [o], (S ([ l j  := c, mi iEl..n,i#j ]))n and S(a') = s ( b ) ( S ( ~ ) ) ~ .  Then by Proposition 5.31 we have 
BES(a) -2 BES(af), thus by Lemma 5.39 n 2 q. As remarked before it suffices to consider the 
db 
case n = q. We must verify that (S(b)[oIp, S (&  := c, mi iEl..n,i#j I)) k$ (S(b), S(c))  which is valid. 
- SW. Then a = b[fi" ( ~ l ) ] [ $ ~  (s)] and a' = b[frk ( s ) ] [ f  (Ql)] with k > i. We must consider the 
following cases depending on s, 
* s =$j (dl ) .  Then S(a)  = S(b)l[o],(S(d)), and S (a f )  = S(b) (S(d) )p[~]p .  Since n = p and 
on> On we must verify that S(a)  = S(b)[o],(S(d)), k?; S(b)(S(d))q and that S(a)  = 
S(b)l[o],(S(d)), k?; o. The second item is straightforward. As for the first item we reason as 
follows, 
n = mmedqA (BES(a)) 
- m m d d  (BES(af )) 
- ~ 5 . 2 9 ( 2 )  m-ed r ( B E S ( ~ [ $ ~ ( S ) ] )  <<i+ l+Z>)  
=db 
= L  s . m ( q  m m d C L  (BES(b[ftk (s)l))  
- Q 
And since (S(b)[o],, S (d) )  k$ (S(b), S(d))  we are done. 
* s =$j ( T ) .  Then S(a)  = S(b) 101, and S (a f )  = S(b) [onp where n = m d , t  (BESO[* ( ~ l ) ] ) )  
and p = maxred (BES(af )) . Then we reason a s  follows, 
=db 
n = mmd,,: (BEs(b[rr' (o01)) 
=L 5.29(2) mmed,; (BES(b) <<i + 1 + 1 >>) 
= L  5.33(5) mmedZL (BES(b) < i + 1 + 1 >)) 
= L  5.24(6) m m d F L  (Uz+j (BES(b)) O: i + 1 + 1 B) 
= L  5.2s mmedqd (BES(b[llk+j ( t)])  g: i + 1 + 1 ) )  
=L 5.29(2) m m d C &  (BES(af))  
- P 
* s =$j (QZ'). Then S(a)  = S(b)[o],[o], and S (a f )  = S(b)[o],[oI,. Since n = q we must 
verify that (S(b)l[o],, o) k& (S(b)[o],, 0). Recall that rn = maxred r (BES(b[p (QZ)])) and 
=db 
p = m ~ d ~ ~ ~ ( ~ ~ s ( b [ $ ~ + j  (or)])). We show below that m = p, 
5.5. CONFLmNCE AND PSN OF THE <D~E~-CALCULUS 
The remaining cases (a = (1 I g ) ,  a = ( 1  := c) and a = ~(c ) )  are handled by making use of the induction 
hypothesis. 
. 
Remark 5.45 Lemma 5.43 still holds if the rules RVar, FVar, FInv, CO are added to R. 
We may now prove the main proposition of this subsection, namely, the proposition of preservation of strong 
normalization for the c;dk-calcul~s. 
Proposition 5.46 (PSN of the <db.#~d~d~~)  The < h-calculus preserves strong nor-tion. 
Proof. Suppose that the ;db,-calculus does not preserve strong normalization. Thus there is a pure term 
a which is strongly g&,-normaliziig but which possesses an infinite derivation in the <,jam-calculus. Since the 
rewrite system S = ESDB U {MO,  FO, FI} is strongly normalizing this derivation must have the form 
where the reductions a2k -+MI azk+l for k 2 1 occur in6nitely many times. Now since a is in F, and since by 
Lemma 5.38 the set 3 is closed under reduction in <ib we obtain an infinite sequence 
This contradicts well-foundedness of the recursive path ordering +?;. 
a w 1- 
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Part I11 
From Higher-Order to First-Order 
Rewriting 

Chapter 6 
A de Bruijn Notation for Higher-Order 
Rewriting 
Higher-order (term) rewriting concerns the transformation of terms in the presence of binding mechanisms for 
variables and substitution, its theory may be seen to start with the pioneering work of J.W.Klop in his 1980 
PhD thesis [Klo80]. The paradigmatic example of a higher-order rewrite system is the A-calculus: 
The right-hand side of this rule makes use of sabstitation: Mix t N }  denotes the term which results from 
substituting N for all free occurrences of x in M. Substitution is a metalevel notion (it lives in the world of 
our language of discourse) that may be seen as a consequence of the existence of special symbols called binder 
symbols that have the power to b i d  variables in terms. This entails that substitution may not be conhed 
to usual kt-order replacement, but rather has to be careful to respect the status (free or bound) of variables 
when doing its work. In this sense, it is fair to say that substitution is 'respectful replacement'. However, it is 
a mistake to dismiss substitution as a trivial concept: the theory of higher-order rewriting is considerably more 
involved than that of kt-order rewriting. 
Many higher-order rewrite systems (HORS) exist and work in the area is currently very active. In the seminal 
work of J.W.Klop [Klo80] Cornbznatory Reduction Systems (CRS) were introduced. Several formalisms intr* 
duced later, of which we mention some, are: Z.Khasidashvili's Expression Redaction Systems (ERS) of which an 
early reference is Pha901, T.Nipkow introduces Hzgher-Order Rewrite Systems (HRS) in [Nipgl], D.A.Wolfram 
dehes  Higher-Oder Term Rewrite Systems [Wo193], V. van Oostrom and F. van Raamsdonk introduce Hzgher- 
Order tenn Rewriting Systems [OR941 as a general higher-order rewriting formalism encompassing many known 
formalisms [Oos94, %a961 and B.Pagano d&nes Explicit Reduction Systems (XRS) [Pag98] using de Bruijn 
indices notation. F. van Raamsdonk's PhD thesis provides a survey [Raa96]. 
This chapter aims at getting rid of a-conversion in the substitution process. Although from the metalevel 
the execution of a substitution is atomic, the cost of computing it highly depends on the form of the terms, 
especially if unwanted variable capture c o ~ c t s  must be avoided by renaming bound variables. So this aim has 
a practical interest since any implementation of higher-order rewriting must include instructions for computing 
this notion of substitution. As illustrated in Section 2.2.2, there is a standard technique introduced by de Bruijn 
to get rid of a-conversion. De Bruijn indices take care of renaming because the representation of variables by 
indices completely eliminates the capture of variables. However, de Bruijn formalisms have only been studied 
for particular systems (and only on the term level) and no general framework of higher-order rewriting with 
indices has been proposed. We address this problem here by focusing not only on de Bruijn terms (as usually 
done in the literature for Xcalculus KR981) but also on de Bruijn metaterms, which are the syntactical objects 
used to express any general higher-order rewrite system formulated in a de Bruijn context. More precisely, we 
shall introduce a de Bruijn notation for Expression Reduction Systems, obtaining SERSdb. In fact, we shall 
formulate a slightly s i m p ~ e d  version of ERS that we shall call Simplified ERS (SERS), better suited for our 
purposes, and then wnsider a de Bruijn notation for this formalism. The reason for choosing the ERS formalism 
is that its syntax is close to the 'usual' presentation of the A-calculus. For example, the /?-rewrite rule is written 
app((Xx.M), N) + M[x t N] where M and N  can be instantiated by any terms. 
The SERS formalism may be viewed as an interface of a programming language based on higher-order 
rewriting. Since the use of variable name based formalisms are necessary for humans to interact with computers 
CHAPTER 6. A DE BRUIJN NOTATION FOR HlGHER-ORDER REWRlTING 
in a user-friendly way, technical resources like de Bruijn indices (and, later on, explicit substitutions) should 
live behind the scene, in other words, should be implementation concerns. Moreover, it is required of whatever 
is behind the scene to be as faithful as possible as regards the formalism it is implementing. So a key issue 
shall be the detailed study of the relationship between SERS and SERSdb. The definitions developed in this 
chapter give formal translations from higher-order syntax with names to higher-order syntax with indices and 
vice-versa. These translators are extensions to the higher-order setting of the translations presented in [Cur93], 
also studied in p 9 8 1 .  
As regards existing higher-order rewrite formalisms based on de Bruijn index notation and/or explicit substi- 
tutions to the best of the author's knowledge there are three: Explicit CRS [BR96], Explicit Reduction Systems 
(XRS) [Pag98], and the Calculus of Indexed Names and Named Indices (CINNI) [SteOO]. In [BR96] explicit 
substitutions B la Ax [Ros92, Blo971 are added to the CRS formalism as a fist step towards using higher-order 
rewriting with explicit substitutions for modeling the evaluation of functional programs in a faithful way. Since 
this is done in a variable name setting a-conversion must be dealt with as in CRS. Pagano's XRS constitutes the 
first HORS which fuses de Bruijn indices notation and explicit substitutions. It is presented as a generalization 
of the Au~-calculus [CHL96] but no connection has been established between XRS and well-known systems such 
as CRS, ERS and HRS. Indeed, it is not clear at all how some seemingly natural rules expressible, say, in the 
ERS formalism, may be written in an XRS. As an example, consider a rewrite system for logical expressions 
such that if imply(el, ea) reduces to the constant h e  then el logically implies ea in classical firsborder predicate 
logic. A possible rewrite rule could be: 
A najive attempt might wnsider the rewrite rule: 
1 1 ,  , I  imply(WM, V3M) +imp, true 
as a possible representation of this rule in the XRS formalism, but it does not have the desired effect. 
Indeed, for example the term zmply(3xQy.x, Vy3x.x) is an instance of the imp-rule, whereas its n5ve de Bruijn 
representation imply(W2,Wl) is not an instance of impdb. Note that regardless of the fact that XRS incorporate 
explicit substitutions, this problem arises already at the level of de Bruijn notation. Another example of interest 
is the extensional rule for functional types q: 
Ax.(app(M,x)) --+ M if x is not free in M 
which is usually expressed in a de Bruijn based system with explicit substitutions as qdb 
where M =E N means that M and N are equivalent modulo the theory of explicit substitutions E (for example 
E might be v). Neither the imp-rule nor qdb is possible in the XRS formalism so that they do not, in principle, 
have the same expressive power as ERS. Recently, the author has learned of an alternative representation for 
terms introduced by K.J.Berkling (see [SteOO] for references). This notation is used by M-0.Stehr [SteOO] to 
eliminate a-wnversion from higher-order rewrite systems. As in B.Pagano's XRS, no relation to established 
HORS in the literature is presented. In fact, the definition of the higher-order rewriting setting is not provided. 
We shall show that SERSdb allows rules such as those previously mentioned to be faithfully represented, and at 
the same time shall establish precise links with ERS. 
Structure of the chapter 
We begin by introducing our work and study scenario, the SERS formalism. After defining notions such 
as pre-metaterms, metaterms and terms and their corresponding notions of substitution, we consider rewrite 
rules. Valuations are then introduced in order to put rewrite rules to work. Metaterms are used to specify 
rewrite rules, and rewrite rules are used to rewrite terms. The de Bruijn based formalism SERSdb is defined in 
Section 6.2, and analogous concepts are considered in that setting. Next we undertake the task of comparing 
these two formalisms: Section 6.3 studies an encoding of SERS in SERSdb and Section 6.4 considers the opposite 
encoding. In each case, this requires that we deal with a static phase by showing how terms and rewrite rules 
may be encoded, and a rewrite-preservation phase or dynamical phase in which we must show that valuations, 
and hence the induced rewrite relation, may also be encoded appropriately. The SERSdb-to-SERS direction 
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shall prove to be technically more demanding than the other. The reason is that we have a choice for selecting 
appropriate names for variables and metavariables, and we must rest assured that the results are not. biased 
by our selection. Also, the valuations obtained by this process of translation must yield 'good' vaIuations in 
the sense that they are permitted to be used in order to use the rewrite rules for rewriting terms. Finally we 
consider preservation of wnfluence: 
l if R is a confluent SERS then its translation to the de Bruijn indices setting, U(R) ,  is a coduent SE&. 
l if 72 is a con£luent SERSda then is translation to the named setting, T(72), is a wnfluent SERS. 
6.1 Simplified Expression Reduction Systems 
We introduce the name based higher-order rewrite formalism SERS. The latter is an appropriate simplification 
of Khasidashvili's ERS [I(haSO] which consists in restricting binders to those which b i d  one variable and 
restricting substitution to simple substitution (in contrast to simultaneous or parallel substitution). 
Definition 6.1 (Signature) A SERS-signature C consists of the denumerable (and possibly inbite) disjoint 
sets: 
l C ,  = {xl, 22 ,  x3,. . .) a set of variables, arbitrary variables are denoted x, 3 , .  . . 
l Cbmv = {a1, 02, a3,. . .) a set of pre-bound o-metavariables (o for object), denoted a, P, . . . 
hhh 
A 
Cfmv = {a1, 0 2 ,  as, . . .} a set of pre-free o-metavariables, denoted 5, pp 
l C*,, = {XI, X2, X3,. . .) a set of t-metavariables (t for term), denoted X, Y, 2,. . . 
C f  = {fl, f2, f3, . - .) a set of finctim symbolsequipped with a fixed (possibly zero) arity, denoted f, g, h, . . . 
a Cb = {A1, X2, X3, . . .} a set of binder symbok equipped with a fixed (non-zero) arity, denoted A, 1.1, V, E, . . . 
The union of Cbmv and CNv is the set of emetavariables of the signature. When speaking of metavariables 
without further qualifiers we refer to e and t-metavariables. Since all these alphabets are ordered, given any 
symbol s we shall denote O(s) its position in the corresponding alphabet. 
Definition 6.2 (Labels) A label is a finite sequence of symbols of an alphabet. We shall use k, 1, li, . . . to 
denote arbitrary labels and E for the empty label. If s is a symbol and 1 is a label then the notation s E 1 
means that the symbol s appears in the label 1, and also, we use sl to denote the new label whose head is s 
and whose tail is 1. Other notations are 111 for the length of 1 (number of symbols in 1) and at(1, n) for the n-th 
element of 1 assuming n 5 111. Also, if s occurs (at least once) in 1 then pos(s, I) denotes the position of the first 
omwence of s in 1. If 8 is a function dehed on the alphabet of a label 1 = sl  . . . s,, then 8(1) denotes the label 
O(s1). . .8(s,). In the sequel, we may use a label as a set (e.g. if S is a set then S n 1 denotes the intersection 
of S with the underlying set determined by 1) if no confusion arises. A simple label is a label without repeated 
symbols. 
Definition 6.3 (Pre-metaterms) The set of SERS pre-metaterms over C ,  denoted P M T ,  is defined by: 
Arities are supposed to be respected, i.e. a pre-metaterm like f (MI, . . . , Mn) (resp. @.(MI, . . . , M,)) is 
generated by the grammar only if f (resp. 5) has arity n 3 0 (resp. n > 0). 
We shall use M, N, Mi,. . . to denote pre-metaterms. The symbol e[e t el in the premetaterm MI [a t M2] 
is called tnetasubstaCution operator. The o-metavariable a in a pre-metaterm of the form &.(MI, . . . , Mn) or 
Ml[a c Ma] is referred to as the formal parameter. The set of binder symbols together with the metasubstitu- 
tion operator are called binder operators, thus the metasubstitution operator is a binder operator (since it has 
binding power) but is not a binder symbol since it is not an element of Cb. 
CHAPTER 6. A DE BRUIJN NOTATION FOR HIGHER-ORDER REWRITING 
The main difference between SERS and ERS is that in the latter binders and met8substitutions are de- 
h e d  on multiple emetavariables. Indeed, pre-metaterms like tal . . . ak .(MI, . . ., M,) and M [al . , . ak t 
MI, . . . , Mk] are pmible in ERS, with the underlying hypothesis that a1 . . . a k  are all distinct and with the 
underlying semantics that M[al .  . . a k  + MI, . . . , Mk] denotes usual (parallel) substitution. It is well known 
that multiple substitution can be encoded by simple substitution. Indeed, M[al . . . a k  t MI,. . . , Mk] can be 
encoded as the pre-metaterm M[al + A] [a2  + ,&I . . . [ a k  + Pk] PI +- MI][& +- Ma] . . . pk + Mk], where 
PI,. . . , A  are f ish prebound o-metavariables. As for Eal . . . ak.(Ml,. . . , M,) it may be encoded with the 
help of two binder symbols < and Ef as the pre-metaterm Eal.(Eaa.(. . .Qak.(Ml,. . . , M,))). There is also a 
notion of scope indicator in ERS, used to express in which arguments of the quantifier variables are bound. 
Scope indicators shall not be considered in SERS since they do not seem to contribute to the expressive power 
of ERS. 
A premetaterm M has an associated tree, denoted tree(M), in the following way: 
the tree of a metavariable a ,  2 or X is the tree with the single node a, 2 and X,  respectively. 
if TI, . . . , T, are the trees of MI, . . . , M,, then the tree of f (MI, . . . , M,) is that of Figure 6.1(a). 
if TI, . . . , T, are the trees of MI,. . . , M,, then the tree of Ea.(Ml,. . . , M,) is that of Figure 6.l(b). 
if TI, T2 are the trees of MI, M2, then the tree of Ml[a +- M2] is that of Figure 6.l(c). 
The tree of f (MI, . . . , M,) has the expected form, however the tree of MI [a t Ma] may seem somewhat odd 
since there are two nodes above the tree of MI. The reason is that the metasubstitution operator is asymmetric 
in that its left argument MI is considered to be under a biding effect whereas Ma is not. We would like this 
to be reflected in the structure of the tree, enabling us to look "above" a position (Figure 6.l(c)) in a tree to 
know under which binders it occurs. 
(b) 
Figure 6.1: Pre-Metaterms as Dees 
A position is a label over the alphabet IN. We use E to denote the empty word in IN*. Given a pre-metaterm 
N appearing in M, the set of occurrences of N in M is the set of positions of tree(M) where tree(N) occurs 
(positions in trees are defined as usual). The parameter path of a position p in tree(M) is the list containing all 
the (prebound) emetavariables occuring in the path from p to the root of tree(M). Likewise, we may define 
the parameter path of an occurrence of N in M. 
Example 6.4 Consider the pre-metaterm M = f ((Ea.(X)), Y). Then X occurs at position 1.1 and Y at 
position 2. The parameter path of 1.1 (or just X) is a and the parameter path of 2 (or just Y) is E .  Consider 
the premetaterm M = pP.(X[a t Xy.(g(P,g(y,Z)))]). Then the submetaterm Xy.(g(P,g(y, 2))) occurs at 
position 1.2 and g(y, 2) occurs at position 1.2.1.2; the parameter path of 1.2 (or just Xy.(g(P,g(y, 2)))) is P, 
the parameter path of 1.2.1.2 is yp. 
The following definition introduces the set of metatenns, which are pre-metaterms that are well-formed 
in the sense that they prevent the use of the same name for two Werent occurrences of a formal parameter 
appearing in the parameter path of a given pre-metaterm, i.e. all the formal parameters appearing in the same 
path of a premetaterm must be different. Also, it guarantees that metavariables in Cam only occur bound. 
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Definition 6.5 (Metaterms) A premetaterm M E PMT over C is said to be a rnetatm over C 8 the 
predicate WF(M) holds, where WF(M) i£€ WFe(M) holds, and WFl(M) is defined by induction on the 
structure of the pre-metaterm M for any label I as follows: 
a WF1 (2) and WFl (X) hold ifF I is a simple label 
a WF1(f(Ml,. . . , Mn)) ifT for all 1 5 i 5 n we have WF~(M~) 
WFl (ta.(Ml,. . . , M,)) ifF a 4 1 and for all 1 5 i 5 n we have WFal(Mi) 
a WF1(Ml[a t Ma]) i£E a $. 2 and WFt (Ma) and WFcd(M1). 
Example 6.6 The pre-metaterms f ([cr.(X), Xa.(Y)), f (8, A~ . (Y) )  and g(Xa.(cP.(h))) are metaterms, while 
the pre-metaterms f (a, ta.(X)) and f (8, Aa.([a.(X))) are not. 
In the sequel, pre-bound (resp. pre-free) umetavariables occurring in metaterms shall simply be referred to 
as bound (resp. free) umetavariables. Also, we shall assume, whenever possible, some fixed signature C and 
hence speak of pre-metaterms or metaterms instead of pre-metaterms over C or metaterms over C. As we shall 
see, metaterms are used to specify rewrite rules. 
Definition 6.7 (Ree metavariables of premetaterms) Let M be a pre-metaterm, then FMVar(M) de- 
notes the set of free rnetavariables of M, which is defined as follows: 
FMVar(X) g {X} FMVar (a) sf {a) FMVar (&) (2) 
FMVar(f (MI, . . . , Mn)) !$ ULl FMVar(Mi) 
FMVar(Ea.(Ml, . . . , Mn)) (U:, FMVar(Mi)) \ {a} 
FMVar(M1 [a c Ma]) %f (FMVar(Ml) \ {a)) U FMVar(M2) 
All metavariables in a premetaterm M which are not free are bound. We use BMVar(M) to denote the 
bound metavariables of a pre-metaterm M. Note that only o-metavariables may occur bound in a metaterm, 
metavariables of the form & or Xi shall always occur free (if they occur at all) in a metaterm. We denote 
the set of all the metavariables of a metaterm or a pre-metaterm M by MVar(M). So we have MVar(M) = 
FMVar (M) U BMVar(M) . 
Let M be the metaterm f (p, Xa.Y). Then FMVar(M) = (5, Y), MVar(M) = (p, Y,  a), and BMVar(M) = 
{a). If M is the metaterm f (p, Aa.a) then FMVar(M) = {s}, BMVar(M) = (a} and MVar(M) = {a, 6). 
Definition 6.8 (Terms and contexts) The set of SERS t e r n  over C, denoted 7, and contexts are defined 
by: 
Terms t ::= x l f ( t  ,..., t)(cx.(t  ,..., t) 
..- 1 f ( t  ,..., c ,..., t) Itx.(t ,..., C ,..., t) Contexts C - 0 -  
where denotes a 'hole'. We shall use s,t, ti,. . . for terms and C, D for contexts. Contexts are just terms 
with exactly one occurrence of a hole. The x in <x is called a binding variable. We remark that in contrast to 
other formalisms dealing with higher-order rewriting such as CRS, the set of terms is not contained in the set 
of premetaterms since the set of variables and the set of umetavariables are disjoint. Terms shall be obtained 
from metaterms by suitable instantiation of o-metavariables and t-metavariables. 
With C[t] we denote the term obtained by replacing t for the hole in the context C. Note that this 
operation may introduce variable capture. We define the label of a context as a sequence of variables as follows: 
label(0) g E  
label(f (tl,. . . , C, . . . , t,)) label(C) 
def label(tx.(tl,. . . , C, . . . , t,)) = label(C)x 
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For example, the label of the context f (h . ( z ,  Ey.(h(y, U)))) is the sequence yx. The label of a context is a 
notion analogous to that of a parameter path of an occurrence, but defined for terms instead of pre-metaterms 
and where the only occurrence considered is that of the hole. The reason for not using the name 'parameter 
path' is just because the latter notion is defined on pre-metaterms, and contexts are not pre-metaterms. 
Definition 6.9 (Free variables of terms) Let t E 7, the set FV(t) of jree variables in t is dehed by: 
This definition can be extended to contexts by adding the clause FV(0) 0. 
Substitution on terms can be defined as follows: 
Definition 6.10 ((Restricted) substitution of terms) The (restricted) substitution of a term t for a vari- 
able x in a term s, denoted s{x + t), is defined: 
x{x + t) Ef t 
Y(. t l  def = Y 
dE?f 
f(sl,--.,sn){x + t) - f ( ~ l { ~ + t } , . - , , ~ n { ~  + t}) 
def 
<x.(s~, .. . , s~){x  + t)  = CX.(SI,.  .,sn) 
def Ey.(sl, - .  .,sn){x + t) = CY-(~I{X + t), ...,sn{x + t)) 
if x # y, and (y f FV(t) or x f FV(s)) 
Thus o{o c e} denotes the substitution operator on terms, but it may not apply a-conversion (renaming 
of bound variables) in order to avoid variable captures. Therefore this notion of substitution is not defined for 
all terms (hence its name). For example (Ey.x){x + y) is not defined. When defining the notion of rewrite 
relation on terms induced by rewrite rules we shall take a-conversion into consideration in order to guarantee 
that any substitution to be performed may be completed with restricted substitution. This s h d  d o w  us to 
'localize' a-conversion when applying rewrite rules. 
The fourth clause of Def. 6.10 could be avoided. However this complicates the definition of a-conversion, and 
also of v-equivalence (Def. 6.11) if the notion of restricted substitution for pre-metaterms is modified accordingly. 
So we shall stick to Def. 6.10 as it stands. 
We may define a-conversion on terms as the smallest reflexive, symmetric and transitive relation closed by 
contexts verifying the following equality: 
Note that since y does not occur in sl, . . . , Sn substitution is defined. We shall use t =, s to denote that the 
terms t and s are a-convertible. This conversion is sound in the sense that t =, s implies FV(t) = FV(s). In 
fact, the latter identity holds at the occurrence level: if p is an occurrence of a free variable x in t then we find 
x at position p in s too (and vice-versa). 
The notion of a-conversion for terms has a corresponding one for pre-metaterms which we call v-equivalence 
(v for variant). The intuitive meaning of two u-equivalent premetaterms is that they are able to receive the 
same set of potential 'valuations' (Def. 6.19). Thus for example, as one would expect, Xa.X #, XP.X because 
when a and X are replaced by x, and ,B is replaced by y, one obtains Xx.s and Xy.x, which are not a-convertible. 
However, since premetaterms contain t-metavariables, the notion of v-equivalence is not straightforward as the 
notion of a-conversion in the case of terms. More on the intuitive idea of v-equivalence shall be said below. 
Definition 6.11 (v-equivalence for pre-metaterms) Given pre-metaterms M and N, we say that M is 
v-equivalent to N, i£F M =, N where =, is the smallest reflexive, symmetric and transitive relation closed by 
metacontextsl verifying: 
(vl) Ca.(P1 ,..., Pn) =, CP.(Pl<a+P >.. .  Pn<<atP>>) 
( ~ 2 )  PI [a + Pol =, Pl<<a+P>>p+Po] 
l~etacontexts are defined analogously to contexts. The notion of 'label of a context' is extended to rnetacontexb as expected. 
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where Pi does not contain t-metavariables for 1 5 i 5 n, and 
(vl) p is a pre-bound o-metavariable which does not occur in PI,. . . , P,, and 
(v2) p is a pre-bound o-metavariable which does not occur in PI 
P <a c Q >> is the restricted substitution for pre-metaterms: 
a<<cu+Q>> Sf 
a '<<c~cQ>> def - a' a # a' 
;r3<a+~>> d l  2 
X<acQ>> s x  
f(Ml,. . . ,~n)<<cr+Q>> e f f ( M 1 < < a + ~  >>,..., Mn<a+Q>>) 
(@.(MI,. . ., Mn))<a+Q>> g [ a . ( ~ l , .  . . ,M,) 
def (S~'.(MI, .- .  ,Mn))<a+Q>> = Jat.(M1<<cu+Q>>, .. . , M,<a+Q>>) 
if a # a' and (a' 4 FMVar(Q) or a $ FMVar(M+)) 
(Ml[a+~a])<<cl+Q>> ~ ~ ~ [ a + ~ ~ < a + ~ > > ]  def 
(M1[at+M21)<<a+~>> - ( M ~ < < a ! + Q > > ) [ a ' t ~ ~ < a e ~ > > ]  
if a # at and (a' $ FMVar (Q) or a 4 FMVar(Ml)) 
Example 6.12 Xa.a =, XP.P, Aa.f =, XP.f, but Xa.X #, XP.X, XP.Xa.X #, Aa.XP.X 
Note that premetaterms may be seen as contexts where the holes of a context are represented by t- 
metavariables. However, metaterms are not treated as  6rst class citizens as in [BdV99]. 
We shall now consider the rewrite rules of a SERS. The rewrite rules are specifled by using metaterms, 
whereas the rewrite relation is defined on terms. 
Definition 6.13 (SERS-rewrite rule) A SERS-reunite rule over C is a pair of metaterms (G, D)2 over C 
(also written G + D) such that: 
the &t symbol (called head symbol) in G is a function symbol or a binder symbol, 
FMVar(D) FMVar(G), and 
G contains no occurrence of the metasubstitution operator. 
Definition 6.14 (SERS) A SERS is a pair (C, R) where C is a SERS-signature and R is a set of SERS-rewrite 
rules over X. 
We shall often omit C and write R instead of (C, R), if no confusion arises. 
Example 6.15 The Xcalculus is deiked by considering the signature containing the function symbols Cf = 
{app) and binder symbols Ca = {A), together with the SERS-rewrite rule: app(Xa.X, Z) +p X[a + Z]. The 
X~calculus is obtained by adding the following SERS-rewrite rule: Xa.(app(X, a)) +, X. 
Example 6.16 The Ax-cdculus [BR96, Ros921 is defined by considering the signature containing the function 
symbols Cf = (app, subs) and binder symbols Cb = {A, a), together with the following SERS-rewrite rules: 
2We shall reserve letters L and R for the de Bruijn formalism SERSda. 
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Example 6.17 The XA-calculus [RS94] is defined by considering the signature containing the function symbols 
C ,  = {app) and binder symbols Cb = {A, A), together with the following SERS-rewrite rules: 
Example 6.18 A further example is the fold1 recursion scheme over lists. 
foldl(ta. (@.X), Y, nil) -'fI Y 
foWta.(tP.X), Y,  wns(Z, W)) 
-tf2 foldl(ta.(tP.X), X[a + Y J p  + Z], W) 
We shall now proceed to define the way in which rewrite rules are instantiated in order to obtain the induced 
rewrite relation on terms. This implies defining how the 'holes' in the metaterms of the rule, represented by 
t-metavarbbles and o-metavariables, are replwed by terms and variables, respectively. Thus the notion of 
valuation shall be introduced, followed by some additional conditions imposed on these valuations in order to 
single out the 'good' valuations (referred to as admissible valuations) from the 'bad' ones. A word on notation: 
if 6 is a (partial) function fiom a set Sl to a set 5'2 then we use Dom(6) to denote its domain, i.e. the subset 
of Sl for which it is defined. 
Definition 6.19 (Valuation) A variable assignment over C is a (partial) function 6, from emetavariables 
to variables with finite domain, such that for every pair of emetavariables a ,  8 we have O v a  # 6,g (pre-bound 
and pre-free emetavariables are assigned different values). 
A valuation 8 over C is a pair of (partial) functions (O,, Ot) where 6, is a variable assignment over C and Ot 
maps t-metavariables in C to terms over C .  It is defined as: 
A valuation 6 may be extended in a unique way to the set of pre-metaterrns M such that MVar(M) Dom(6), 
where Dom(6) denotes the domain of 6, as follows: 
We shall not distinguish between 6 and 8 if no ambiguities arise. Also, we sometimes write 8(M) thereby 
implicitly assuming that MVar(M) 5 Dom(6). 
Returning to the intuition behind v-equivalence the idea is that it can be translated into a-conversion in 
the sense that M =, N implies 6M =, 6N for any valuation 8 such that OM and 6N are dehed. Indeed, 
coming back to Example 6.12 and taking 6 = (a/x,P/y,X/x}, we have 6(Xa.a) = Xx.x =, Xy.y = B(XP.P) 
and 8(Xa. f )  = Ax. f =, Xy. f = 6(Xp. f). However 8(Xa.X) = Ax.x #, Xy.x = f?(Ap.X) and B(X6.Xa.X) = 
Xy.Xx.x Xx.Xy.x = B(Xa.Xp.x). 
As the reader may have obse~ed,  a valuation computes a metasubstitution operator by executing metalevel 
substitution. However, since metalevel substitution is restricted in that no a-conversion is allowed to take place, 
we must require the valuation to be capable of executing all metasubstitution operators in a given pre-metaterm. 
Definition 6.20 (Safe valuations) Let M be a premetaterm over C and 6 a valuation over C .  We say that 
8 is safe for M if MVar(M) G Dom(8) and VM is defked, i.e. the substitutions generated by the last clause of 
Def. 6.19 can be computed. Likewise, if (G, D) is a rewrite rule, we say that 6 is safe for (G, D) if 8~ is defined. 
Note that if the notion of substitution we are dealing with were not restricted then a-conversion could be 
required in order to apply a valuation to a pre-metaterm. Also, for any valuation 6 and pre-metaterm M with 
MVar(M) C Dom(8) that contains no occurrences of the rnetasubstitution operator 6 is safe for M. Thus, we 
only ask 8 to be safe for D (not G) in the previous definition. 
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The following condition is the classical notion of admissibility used in higher-order rewriting [Raa96] to avoid 
inconsistencies in rewrite steps. It runs under the name "miable-capture-freeness" in the case of ERS [KOOOla] 
and aims at ruling out certain valuations which after instantiating a rewrite rule leave some free and bound 
occurrences of the same variable. An example is the rewrite rule Xa.X -t X and the valuation which assigns x 
to a and X. The resulting rewrite step is Ax.= 4 x which has an occurrence of x which is bound on the left 
and and occurrence of x which is free on the right. 
D e h i t i o n  6.21 (Path condition for t-metavariables) Let X be a t-metavariable. Consider all the occur- 
rences pl, . . . ,p, of X in (G, D), and their respective parameter paths 11, . . . , I, in the trees corresponding to 
G and D. A valuation 8 verifies the path condition for X in (G, D) if for every x E FV(BX), either (for all 
1 I i 5 n we have x E eli) or (for all 1 5 i 5 n we have x $ dli). 
This defhition may be read as: one occurrence of x E FV(8X) with X in (G, D) is in the scope of some 
binding occurrence of x if€ every occurrence of X in (G, D) is in the scope of a bound o-metavariable a with 
8a  = x. For example, consider the SERS rule Xa.(<P.X) -t <P.X and the valuations = {cr./x, P/y,X/z} 
and e2 = {Q/x, Ply, X/x}. Then verifies the path condition for X, but O2 does not since when instantiating 
the rewrite rule with e2 the variable x shall occur both bound (on the LHS) and free (on the RHS). 
Note that our formalism allows us to  spec^ the restricted garbage collection rule rGc of Ax (Example 6.16) 
as originally done in [Ros92], while formalisms such as CRS force one to change this rule to a stronger one, 
namely Gc, written as sabs(ucu.X, Z) - t~,  X, where the path condition (Def. 6.21) on valuations guarantees 
that if X/t is part of the valuation 8, then 8(a) cannot be in FV(t). 
We may then single out the 'good' valuations by the following notion of admissible valuations. 
Definition 6.22 (Admissible valuations) A valuation 8 over C is admissible for a rewrite mile (G, D) over 
C iff the following conditions hold: 
8 is safe for (G, D), 
if a and p occur in (G, D) with a! # p then Ova! # BVP, and 
8 verifies the path condition for every t-metavariable in (G, D). 
Note that an admissible valuation is safe by definition, but a safe valuation may not be admissible: consider 
the rule Xa.app(X, a )  -+ X, the valuation 8 = {a/%, X/x) is trivially safe (there is no metasubstitution operator 
on the RHS) but is not admissible since the path condition is not verified: xE 8(a) but x 4 8 ( ~ )  (x occurs bound 
on the LHS and free on the RHS). 
Having deked rewrite rules and (admissible) valuations we find ourselves ready to present the rewrite 
relation induced on terms by a rewrite rule. 
Definition 6.23 (Rewriting terms) Let (C, 72) be a set of SERS-rewrite rules and s, t terms over C .  We say 
that s 'R-rewrites or 'R-reduces or 'R-contracts to t, written s - 7 ~  t, iff there exists a rewrite rule (G, D) E 'R, 
an admissible valuation 8 for (G, D) and a context C such that s =, C[OG] and t =, C[BD]. The term 8G is 
called a (G, D)-redez. A redex in a term M is determined by a rewrite rule and a position in tree(M). 
We shall occasionally drop the subscript in the rewrite relation when it is clear from the context. Note that, 
as in ht-order rewriting, rewriting does not create new variables. 
Lemma 6.24 Let 8 be an admissible valuation for a rewrite rule (G, D). Then FV(8D) E FV(8G). 
Proof. Suppose x E FV(8D). Then 
if x comes from a free o-metavariable 6 occurring in D with 86  = x, then since FMVar(D) FMVar(G) 
we also have that p^  occurs in G. Moreover, by definition of valuation, variables assigned to free o- 
metavariables cannot be captured, so that we necessarily have x E FV(8G). 
if x comes from instantiating a t-metavariable Z occurring in D, then Z occurs in D at position p ~ ,  
x E FV(8Z) and x does not appear in 8(lD), where ID is the parameter path of p~ in D. Now, since 
FMVar(D) C_ FMVar(G), we also have that Z occurs in G, let us say at position pc. Suppose that 
x 4 FV(BG). The only possible c e  is that x was captured in 06' so that x E BV(8G). Therefore x 
appears in 8(IG), where lG is the parameter path of pG in G, which contradicts the fact that 8 verSes the 
path condition for Z in (G, D). 
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The rewrite relation on terms satisfies the following property: 
Corollary 6.25 Let s, t E I, if s +.R t, then FV(t) C FV(s). 
Proof. If s - f ~  t, then there exists a rule (G, D) E R and a context C such that s =, C[6G] and t =, C[BD] 
where 6 is an admissible valuation for (G, D). Since FV(C[BG]) = FV(s) and FV(C[BD]) = FV(t) we can 
reason directly on C[6G] and C[6D]. Suppose x E FV(C[BD]). Then either x E FV(C), in which case we 
trivially have x E FV(C[Bq), or x E FV(6D). Then by Lemma 6.24 x E FV(6G) and since x is not captured 
in C, we also have x E FV(C[BG]). . 
6.2 Simplified Expression Reduction Systems with Indices 
We introduce the de Bruijn indices based higher-order rewrite formalism SERSdb. We shall follow Section 6.1 
and introduce de Bruijn metaterms, de Bruijn terms, de Bruijn valuation, and finally, de Bruijn rewriting. We 
shall thus put in practice the following notational convention: in order to distinguish a concept defined for the 
SERS formalism from its corresponding version (if it exists) in the SERSdb formalism we may prefix it using 
the qua,lifving term 'de Bruijn', eg. 'de Bruijn metaterms'. 
Definition 6.26 (de Bruijn signature) A SERSda signature C consists of the denumerable (and possibly 
infinite) disjoint sets: 
zbi = (al, aZ, a3, . . .} a set of symbols called binder indicators, denoted a, ,B, . . . 
A 
Xi, = {G, z, . . .) a set of i-metavariables (i for index), denoted Z,/?,. . . 
Ctm, = {X:, x;,X;, . . .) a set of t-metavariables (t for term), where I ranges over the set of labels built 
over binder indicators, denoted XL ,Ei, 21, . . . 
C j  = ifl, f2, f3, . . .} a set offunction symbobequipped with a fixed (possibly zero) arity, denoted f, g, h, . . . 
Cb = (A1, Xz, X3, . . .) a set of binder symbobs equipped with a k e d  (non-zero) arity, denoted A, p, v, c, . . . 
We remark that the set of binder indicators is exactly the set of pre-bound o-metavariables introduced in 
Def. 6.1 (Cam). The reason for using the same alphabet in both formalisms shall become clear in Section 6.3, 
but intuitively, we need a mechanism to annotate binding paths in the de Bruijn setting to distinguish metaterms 
like </?.(<a.X) and <a.(@.X) appearing in the same rule when translated into a SERSdb system. 
Definition 6.27 (de Bruijn pre-metaterms) The set of de Bmijn pre-metatem over C, denoted PMTiTdb, 
is defined by the following two-sorted grammar: 
metaindices I ..- l ~ s ( I ) l Z  
pre-metaterms A ::= I I Xi 1 f(A ,..., A) (<(A ,..., A) I AUA] 
The symbol @[a] in a pre-metaterm A[A] is called de Bmijn metasubstitution operator. The binder symbols 
together with the de Bruijn metasubstitution operator are called binder operators, thus the de Bruijn metasub 
stitution operator is a binder operator (since it has binding power) but is not a binder symbol since it is not an 
element of Cb. 
We shall use A, B, Ai, . . . to denote de Bruijn pre-metaterms and the convention that sO(l) = 1, s0(G) = G 
and ~ j f  l(n) = S($(n)). As usually done for indices, we shall abbreviate sj-l(l) as j. 
Positions may be defined by associating a tree to each de Bruijn premetaterm, as was done in the case of 
SERS. As one might expect, tree(A) must have one of the forms depicted in Figure 6.2. The 'subs' in the 
rightmost tree may be seen as a dummy function symbol. 
Even if the formal mechanism used to translate pre-metaterms with names into premetaterms with de Bruijn 
indices will be given in Section 6.3, let us introduce intuitively some ideas in order to justify the syntax used for 
i-metavariables. In the formalism SERS there is a clear distinction between free and bound o-metavariables. 
This fact must also be reflected in SERSda, where bound o-metavariables are represented with indices and free 
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Figure 6.2: de Bruijn Pre-Metaterms as Trees 
emetavariables are represented with i-metavariables (this distinction between free and bound variables is also 
used in some formalizations of A-calculus [Po193]). However, free variables in SERSda appear always in a binding 
context, so that a de Bruijn valuation of such kind of variables has to reflect the adjustment needed to represent 
the same variables but in a merent context. This can be done by surro~ding the i-metavariable-by as many 
operators S as necessary. @ an example consider the premetaterm <a.P. If we translate it to JP, then a de 
Bruijn valuation like tc = (P/l) b i d  the variable whereas this is completely impossible in the name formalism 
thanks to the conditions imposed on a name valuation (condition on variable assignments in Def. 6.19). Our 
solution is then to translate the pre-metaterm 5a.P by <(s(?)) in such a way that there is no capture of variables 
since tc(~(s(3))) is exactly 5(2). The solution adopted here for translating pre-free emetavariables into the de 
Bruijn formalism is in some sense what is called pre-cooking in [DHK95]: the precooking function takes a 
Xa-term with t-metavariables and suffixes them with as many explicit shift operators as the number of binders 
present in its parameter path. This avoids variable capture when the higher-order unification procedure k d s  
solutions for the t-metavariables. 
We use MVar(A) (resp. MVari(A) and MVart(A)) to denote the set of all metavariables (resp. i- and 
t-metavariables) of the de Bruijn premetaterm A. 
As in the SERS formalism, we also need here a notion of well-formed premetaterm. The first motivation is 
to guarantee that labels of t-metavariables are correct w.r.t the context in which they appear, the second one is 
to ensure that indices like j (resp. S3 (6)) correspond to bound (resp. free) variables. Indeed, the pre-metaterms 
<(Xe), <(<(4)) and c(G) shall not make sense for us, and hence shall not be considered well-formed. 
Definition 6.28 (de Bruijn metaterms) A pre-metaterm A E PMT& over C is said to be a metatem 
over Z 8 the predicate WF(A) holds, where WF(A) iff WF,(A), and WFl(A) is defined by induction on the 
structure of the premetaterm A for any label 1 as follows: 
WF1 ( ~ j ( 2 ) )  8 j = 111 and I is a simple label 
WFl(Xk) iff 1 = k and I is a simple label 
WFl(f(Al,. . . ,An)) ifF for all 1 5 i 5 n we have WF1(A) 
WFl(<(A1,. . . ,A)) ifF there exists a $ 1  such that for all 1 5 i 5 n we have WFal(Ai) 
WFl (Al [Az]) iff WFl (A2) and there exists a $ 1  such that WFa1 (Al) 
Therefore indices of the form ~ j ( 1 )  may only occur in metaterms if they represent bound variables and well- 
formed metaindices of the form sj(6) always represent a free variable. Note that when considering WF1(M) 
and WFl(A) it is Defkitions 6.5 and 6.28 which are referenced, respectively. 
Example 6.29 Premetaterms E(X,, X(Y6,,2)), f (F, A(Y,, S(2))) and g(X(<e)) are metatem, whereas the 
premetatem f (S(C), E(Xp)), X(5(Xaa)), f (P, A(E(s(~)))) are not. 
Definition 6.30 (Linear metaterms) A de Bruijn premetaterm (or metaterm) M is linear if it contains at 
most one occurrence of any X-based metavariable. Note that the de Bruijn metaterm f (X(<(X,p)), <(X(Xp,))) 
is not linear since there are two occurrences of X-based metavariables, neither is f (X(X,), [(X,)). However, 
app(XX,, Y,)  is linear. 
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Definition 6.31 (Pattern of a metaterm) The pattern of a metaterm A is the metacontext3 obtained by 
replacing every metavariable Xl by some hole ox,. Note that if there is more than one occurrence of a 
metavariable then there shall be more than one occurrence of its associated hole. We write pattern(A) for the 
pattern of A. 
Definition 6.32 (de Bruijn terms and d e  Bruijn contexts) The set of de Brzcajn t e r n  over C, denoted 
I&, and the set of de Bruijn contexts over C are defined by: 
de Bruijn indices n ::= 1 I S(n) 
de Bruijn terms a ::= n 1 f (a,. . . , a) I S(a,. . . , a) 
de Bruijn contexts E ::= CI I f (a,. . . , E, . . . ,a)  I <(a,. . . , E, . , . , a) 
We use a, b, ai, bi, . . . for de Bruijn terms and E,  F, . . . for de Bruijn contexts. The notion of tree(a) may 
be defined as for de Bruijn premetaterms. We may refer to the binder path n d e ~  of a context, which is the 
qumber of binders between the and the root. In contrast to Def. 6.8, we have here that de Bruijn terms are 
tlso de Bruijn pre-metaterms, that is, '2& C PMTdb, although note that some de Bruijn terms may not be 
ie Bruijn metaterms, i.e. may not be well-formed de Bruijn pre-metaterms. Indeed, the valid term C(E(4)) is 
not a metaterm, however, the index 4 may be seen as a constant in the metaterm t(((4)). If an arbitrary free 
variable is wished to be represented in a metaterm, then i-metavariables should be used. 
Debit ion 6.33 (Free d e  Bruijn variables) We denote by FV(a) the set of free variables of a de Bruijn 
term a, which is defhed as follows: 
? !  
11  I . .  
where for every set of indices S, the operation S\lj is defined as {n - j I n E S and n > j). 
- 
. ' 
1 ': - When encoding SERSda systems as SERS systems we shall need to speak of the free variable names (objects 
in C,, from the definition of a SERS signature) associated to the free de Bruijn indices. For example, if 
a = [(l, 2,3), then FV(a) = {1,2). The named variable associated to the free index 1 is XI, and likewise for 
2 it is xz. In general, we write Names(S) for the names of the variables whose indices w e  in the set S. For 
example, Names(FV(a)) = {XI, xz). 
Definition 6.34 (de Bruijn substitution) The result of substituting a term b for the index n 2 1 in a term 
a is denoted a{n c bl) and defined: 
def 
f a , . . . ,  a n  - f(algn+-b% ,..., angn+-bl)) 
def 
t(a1, -. . , %)Qn + bB - <(algn + 1 + b), . . . , angn + 1 + b)) 
m - 1  i f m > n  
mgn + bl) Ug(b) if m = n 
i f m < n  
where for i > 0 and n > 1 we define the updating functions UT(o) as follows: 
UT (f (al, . . . , an)) ef f (UT (al) , . . . , UF (an)) 
U?(E(a1,...,an)) E(~?+l(al),...,~il"+I(an)) 
Due to the various notions of substitution and replacement introduced so far, in Figure 6.3 we give a brief 
synopsis of the situation. We abbreviate "not applicable" by 'ha". In the case of valuations, we use the same 
notation for SERS valuations and SERSdb valuations. 
31n full precision we obtain a metaterm with possibly many holes. However, by abuse of notation we shall speak in terms of 
metacontexts. . 
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Figure 6.3: Notions of substitution 
Implicit 
d 
, 
a l t n  + azl) 
M<cy.+p>> 
valuations: {el., . . . , ole) 
Definition 6.35 (Eke de Bruijn metavariables) Let A be a de Bruijn pre-metaterm. The set of free 
metavariables of A, FMVar (A), is dehed as: 
Explicit 
J 
J 
FMVar(1) '%f 0 
FMVar(f (Al, . . . , &)) ef u:=l FMVar(Ai) 
FMVar (s(I)) FMVar (I) 
FMVar([(A1,. . . ,A,-,)) UL1 FMVar(Ai) FMVar (Z) sf {Z} 
FMVar(A1 [Aa]) ef FMVar(A1) u FMVar(A2) FMVar(X1) Ef {XI) 
J 
J 
Note that this definition also applies to de Bruijn metaterms. The set of names of free metavariables of A 
is the set of free metavariables of A where each Xl is replaced simply by X. We shall write NFMVar(A) for 
the names of the fiee metavariables in A. For example, NFMVar(f (AX,, YE, 6)) = (X, Y,  Z}. This notion will 
be used for the h t  time in Def. 6.36. 
Terms 
d 
de Bruijn 
J 
Operator 
Ml [a + Ma] 
t l { ~  + t 2 )  
We now consider the rewrite rules of an SERSdb. This includes defining valuations, their validity, and the 
term rewrite relation in SERSdb. Rewrite rules are specified with de Bruijn metaterms, whereas the induced 
rewrite relation is on de Bruijn terms. 
Metaterms 
J 
J 
Names 
J 
J 
4 
J 
Definition 6.36 (de Bruijn rewrite rule) A de Bmijn rewrite mle over C is a pair of de Bruijn metaterms 
(L, R) over C (also written L + R) such that: 
A1 - [A21 - 
l the h t  symbol (called head symbol) in L is a function symbol or a binder symbol, 
d 
na 
l NFMVar(R) NFMVar(L), and 
l the metasubstitution operator does not occur in L. 
J 
na 
Definition 6.37 (SERS) A SERSdb is a pair (C, 'R) where C is a SERSdb-signature and 'R is a set of SERSdb- 
rewrite rules over C. 
As in the case of SERS, we shall often omit C and write 12 instead of (C, 'R), if no confusion arises. 
na 
Example 6.38 The Ads-calculus is defined by considering the signature containing the function symbols Cf = 
{app) and binder symbols Cb = {A), together with the following SERSdb-rewrite d e :  app(AX,, 2,) +pdb 
X,[Z,]. The X d b v d b - c a l ~ ~ l ~ ~  is obtained by adding the following SERSdb-rewrite rule: A(app(X,, 1)) -+, X,. 
na 
See also J3xamples 6.53 and 6.54. 
Definition 6.39 (de Bruijn valuation) A de Bmijn valuation K over C is a pair of (partial) functions (6, k) 
where I G ~  is a function from i-metavariables to positive integers4, and K~ is a function from t-metavariables to 
de Bruijn terms. It is defined as: 
K 1  
def 
- 1 
&(I) sf s(KI) 
KZ def - tCiZ 
def &XI - 
41ntegers greater than 0. 
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A valuation K determines in a unique way a function SF from the set of premetaterms A with FMVar(A) C 
D o ~ ( K ) ,  where Dom(6) denotes the domain of K, to the set of terms as follows: 
Note that in the above definition the substitution operator 09. c mZ) refers to the usual substitution defined 
on terms with de Bruijn indices (Def. 6.34). 
We now introduce the notion of value function which is used to give semantics to metavariables with labels 
in the S E R S d b  formalism. The goal pursued by the labels of metavariables is that of incorporating 'context' 
information as a defining part of a metavariable. As a consequence, we must verify that the terms substituted 
for every occurrence of a fixed metavariable coincide 'modulo' their corresponding context. Dealing with such 
notion of 'coherence' of substitutions in a de Bruijn formalism is also present in other formalisms but in a more 
restricted form. Thus for example, as mentioned before, a precooking function is used in [Dm951 in order 
to avoid variable capture in the higher-order unification procedure. In XRS [Pag98] the notions of binding 
arity and pseudebinding arity are introduced in order to take into account the parameter path of the different 
occurrences of t-metavariables appearing in a rewrite rule. Then it is required (roughly) that the binding 
arity of a t-metavariable on the LHS of a rewrite rule (rewrite rules are required to be left-linear) equals the 
pseudo-binding arity of the same t-metavariable occurring on the RHS of the rule. Our notion of 'coherence' is 
implemented with valid valuations (Def. 6.41) and it turns out to be more general than the solutions proposed 
in [DHK95] and [Pag98]. 
Definition 6.40 (Value function) Let a E I& and 1 be a label of binder indicators. Then we define the value 
function Value(1, a) as valueo (1,  a) where 
X -  ifn-i>(II 
def 
valuei(l, f ( a ~ ,  . . ., G)) = f ( va1uei(l, al), . . . valuei(l, G)) 
It is worth noting that ~alue~(1,  n) may give three different kinds of results. This is just a technical resource to 
make easier later proofs. Indeed, we have for example Value(aP, E(f (3'1))) = <(f (P, 1)) = Value(pa, c(f (2,l))) 
and Value (E, f (51, X2)) = f (51, Xx1) # f (51, Xa) = VaZue(a, f (51, X2)). Thus the function VaZue(1, a) interprets 
the de B d j n  term a in an 1-context: bound indices are left untouched, free indices referring to the Lcontext are 
replaced by the corresponding binder indicator and the remaining free indices are replaced by their corresponding 
variable names. It might be observed that if repeated binder indicators are allowed in the label 1 of Def. 6.40 
then this intuition would not seem to hold. Indeed, for our purposes the case of interest is when the label 1 
is simple. Nevertheless, many auxiliary results may be proved without this requirement thus we prefer not to 
restrict this definition prematurely (by requiring 1 to be simple). 
In order to introduce the notion of valid de Bruijn valuations let us consider the following rule: 
Even if translation of rewrite rules into de Bruijn rewrite rules has not been defined yet (Section 6.3), one 
may guess that a reasonable translation would be the following rule: 
which indicates that P (resp. a)  is the first bound occurrence in the LHS (resp. RHS) while a (resp. P) is the 
second bound occurrence in the LHS (resp. RHS). Now, if X is instantiated by x, a by x and /? by y in the 
SERS system, then we have an r-rewrite step cx.(Jy.(x)) + Jy.(~x.(x)). However, to reflect this fact in the 
corresponding SERSda system we need to instantiate Xp, by 2 and X by 1, thus obtaining an rdb-rewrite 
step 5(52) + ,$(a). This clearly shows that de Bruijn t-metavariables havlng the same name but different label 
cannot be instantiated arbitrarily as they have to reflect the renaming of variables which is indicated by their 
labels. This is exactly the role of the property of validity: 
6.2. SIMPLIFIED EXPRESSION REDUCTION SYSTEMS WTH LNDICES 
Definition 6.41 (Valid d e  Bruijn valuation) A de Bruijn valuation n over C is said to be valid if for every 
pair of t-metavariables Xl and Xi, in Dom(n) we have Value(1, nXL) = Value(lr, nX1l). Likewise, we say that 
a de Bruijn valuation K is valid for a reumite rule (L, R) if every metavariable in (L, R) is in Dom(n) and for 
every pair of t-metavariables Xi and X ~ I  in (L, R) we have Vabe(1, uXl) = VaZue(l', nX1t). 
It is interesting to note that there is no concept analogous to safeness (Def. 6.20) as used for named SERS due 
to the use of de Bruijn indices. Also, the last condition in the definition of an admissible valuation (Def. 6.22) 
is subsumed by the above Def. 6.41 in the setting of SERSdb. 
Example 6.42 Returning to the above mentioned example we have that n = {Xp,/2, XaP/1} is valid for the 
rule Tda since Value(pa, 2) = a = Value(@, 1). 
Another interesting example is the  contraction rule Ax.app(X, x) + X if x g' FV(X). It can be ex- 
pressed in the SERS formalism as the rule Xa.app(X, a)  +, X, and in the SERSdb formalism as the rule 
X(.PP(~~, 1)) + q d b  XC' 
Remark that this kind of rule cannot be expressed in the XRS formalism since it does not verify the binding 
arity condition. Our formalism allows us to write rules like qdb because valid valuations will test for coherence 
of values. Indeed, an admissible valuation for 11 is a valuation 6 such that OX does not contain a free occurrence 
of 6(a). This is exactly the condition used in any usual formalization of the vrule. A valid valuation n for qdb 
could, for example, be a valuation n = {X,/m, XJn) such that Value(&, nX,) = Value(€, KX,), that is, m = 1 
is not possible, and n is necessarily m - 1. 
To summarize, valid valuations guarantee that the unique value assigned to a t-metavariable X in the 
framework with names is translated accordingly in the de Bruijn framework w.r.t the different label contexts of 
all the occurrences of X in the rewrite rule. This is, in some sense, an updating of X w.r.t the different label 
contexts where it appears, and it gives us the right notion of coherence for valuations. 
Definition 6.43 (Rewriting de Bruijn terms) Let R be a set of de Bruijn rules over C and a, b de Bruijn 
terms, over C. We say that a R-reurrites or R-reduces or R-contracts to b, written a b, 8 there is a de 
Bruijn rule (L, R) E R and a de Bruijn valuation K valid for (L, R) such that a = E[nL] and b = E[nR], where 
E is a de Bruijn context. The term nL is called an (L, R)-dex. A redex in a term a is determined by a rewrite 
rule and a position in Cree(a). 
Thus, the term X(app(X(app(l,3)), 1)) rewrites by the qdb rule to X(app(l,2)), using the (valid) valuation 
fc = {XalX(aw(l, 3), x€lA(aPP(l, 2111. 
Lemma 6.44 Let K be a valid valuation for a rewrite rule (L, R). Then FV(nR) C FV(nL). 
Proof. Suppose n E FV(nR) . Then 
if n comes from a free emetavariable P  ^ occurring in R, then there is an m such that sSrn(j) occurs in R 
and n z  = n, where m is the number of binders 'above' in R. Since L and R are de Bmijn metaterms 
and the names of FMVar(R) are included in the names of FMVar(L) there is an m' such that smf (p) 
occurs in L where m' is the number of binders 'above' this occurrence of p. Hence by defmition of free 
variable n E F V (KL) . 
if n comes from instantiating a t-metavariable Zl occurring in R then n + 11) E FV(nZl). Since L and 
R are de Bruijn metaterms and the names of FMVar(R) are included in the names of FMVar(L) then 
there is an occurrence of 211 in L for some label of binder indicators 1'. Since n is valid for (L, R) then 
Vdue(1, nZ1) = Vdue (l', nZ11). Now as n+ 1 1 E FV(nZt) we have that xt., occurs in Value(1, nZl) and hence 
also in Value(l',nZl,). Therefore n + Il'I E FV(KZLI). Finally, by well-formedness of the pre-metaterm L 
we have n E FV(nL). 
The rewrite relation on de Bruijn terms satisfies the following property: 
Corollary 6.45 Let a € 'irdb. If a +R b, then FV(b) C FV(a). 
Pmof. If a -+.R b, then there exists a valid valuation n for a rewrite rule (L, R) in R such that a = E[KL] 
and b = E[nR] . Then either n E FV(E), in which case we trivially have n € FV(a), or otherwise n E FV(nR). 
Then by Lemma 6.44 also n E FV(nL) and since n is not captured in E, we also have n E FV(a). 
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6.3 From Names to Indices.. . 
In this section we show how rewriting in the SERS formalism may be simulated in the SERSdb formalism. 
This requires two well-distinguished phases which we can refer to as the definition phase and the rewrite- 
preservation phase. The definition phase consists in defining appropriate translations from premetaterms, 
terms and valuations in the SERS setting into the corresponding notions in the SERSdb setting, work which is 
carried out in the first part of this section. The second part deals with the rewrite-preservation phase, that is, 
showing how SERS rewrite steps can be simulated via SERSdb rewrite steps. The rewritepreservation phase 
shall use the results developed in the definition phase. 
6.3.1 The Definition Phase 
We shall begin by showing how to translate terms to de Bruijn terms. 
Definition 6.48 (From terms (and contexts) to de Bruijn terms (and contexts)) The translation of 
a term t ,  denoted T ( t ) ,  is defked as T,(t) where 
The translation of a context, denoted T ( C ) ,  is defined as above but adding the clause T k ( 0 )  0.  
As a consequence of the previous definition, there is a clear bijection between the set of free variables of a 
term t and the set of free variables of its de Bruijn representation T (t) .  
The following lemma will be used in the main statements of this section; it states that variable renaming 
commutes with translation. 
Lemma 6.47 Let s E 7, let 1, k  be labels of variables and x,  y  variables such that y does not occur at all in s  
and x, y 4 1 .  I f  s {x  + y )  is deked then Zyk(s{x + Y ) )  = ZXk(s) .  
Proof. By induction on s .  
s = x .  Then we reason as follows: 
s = z # x. Then Z y k ( z { x  + 9 ) )  = Zvk(z).  We consider two further cases: 
- z E lyk. Since y  # z ( y  does not occur in s )  Z y k ( z )  = pos(z, lyk) = pos(z, lxk) = Zzk(z).  
- z 4 lyk. Then Zyk(z )  = O ( Z )  + llykl = O ( z )  + llxkl = T i , k ( z ) .  
s = f ( s l ,  . . . , s,). We use the induction hypothesis. 
s = <x . ( s l , .   . , sn) .  We reason as follows: 
Now it may be shown that for any term s  and variable x such that x 4 FV(s ) ,  we have TtXk(s)  = TIzk(s )  
for any z 4 F V ( s ) .  The last equality then follows from the fact that x 4 FV(Ex. ( s l ,  . . . , s,)) and by 
considering z = y. 
6.3. FROM NAMES TO INDICES.. . 
a s = <z.(sl, . . . , s,) with z # x. Note that z # y by hypothesis. We reason as follows: 
As expected, the translation satisfies: 
Lemma 6.48 (T  is compatible with a-conversion) Given two terms s , t  E 7 such that s =, t we have 
Tk(s) = Tk(t) for any label of variables k. 
Proof. By induction on the derivation of s =, t. 
a Base cases. If s = t then the result holds trivially, so suppose s =, t and the conversion takes place 
at the root. Then s = cx.(sl,. . . , s,) =, cy.(sl{x c y), . . . , sn{x t y)) = t where y is a variable not 
occurring in sl, . . . s,. Then by Lemma 6.47 we have Tk (s) = E(TXk (sI), . . . , Txk (~n) )  = E(Tyk (31 {x + 
Y)), . . . ,Tyk(sn{x Y))) = Tk(t). 
a Inductive cases: 
- s =, t follows from t =, s. We use the induction hypothesis. 
- s =, t follows from s =, s' and s' =, t. We use the induction hypothesis. 
- the conversion is internal. Then two further cases are considered: 
* s = f (sl, . . . , si, . . . , s,) and t = f (sl, . . . , si, . . . , s,) where si =, s:. We conclude by using the 
induction hypothesis . 
* s = 6z.(s1, . . . , si7.  . , sn) and t = Ex.(sl, . . . , s:, . . . , s,) where si =, si. Then we have Tk(s) = 
E(Txk(~l), . .- ,Txk(~i), - .  .,Txk(~n)) =i.h. <(Txk(sl), . ..7Txk(~:),.. ,Txk(sn)) = Tk(t)- 
We now consider a translation from pre-metaterms to de Bruijn pre-metaterms. We shall also use the letter 
T for this translation in an attempt to avoid having to introduce yet another symbol. 
D e h i t i o n  6.49 (From pre-metaterms t o  d e  Bruijn pre-metaterms) A premetaterm M is translated 
as T(M), where T(M) is defined as T,(M) where Tk(M) is defined by 
Note that if M is a metaterm, then T(M) will be defined and will only have t-metavariables with simple 
labels. Note also that, for some pre-metaterms, such as [a$, the translation T(o) is not defined. Moreover, if 
M is a metaterm then T(M) is a de Bruijn metaterm. 
Lemma 6.50 (T  preserves well-formedness) If M is a metaterm, then T(M) is a de Bruijn metaterm. 
Proof. We need to prove a more general result: let M be a premetaterm, if WFl (M), then WFl(Tl (M)). 
This is proved by induction on M. 
a M = a. Then a! E 1 and we have WFl(q(a)) 8 WFl(pos(a, 1)). And the latter holds trivially. 
a M = G. Then WFl (q (G)) ifF wF~(sI'I(G)). And the latter holds trivially. 
a M = X. Then we have WFl(Tl(X)) 8 WFl(Xl) and I is simple. And the latter holds trivially. 
a M = f (MI, . . . , Mn). By induction hypothesis. 
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r M = &.(MI, . . . , M,). Then WFl(Tl(<a.(Ml,. . . , M,))) iff WSCpl (T,[ (Mi)) with 1 5 i 5 n for some 
p $1. Since WFl(M) we have a $ 1  and WFa1(M*), so that we may take @ = a and conclude by the 
induction hypothesis. 
r M = M1[a e M2]. Similar to the previous case. 
Example 6.51 Let M = Ea.(X,X/?.(Y,a)), M' = f($,Xa.(Y,G)) and M" = g(Xa.(@.(h))). Then their 
respective translations are A = E(X,, A(%,, S(l))), A' = f (5, X(Y,, ~ ( 6 ) ) )  and A" = g(X(E(h))), which are 
metaterms as remarked in kample 6.29. 
Definition 6.52 (From SERS rewrite rules t o  SERSdb rewrite rules) Let (G, D) be a rewrite rule in the 
SERS formalism. Then T(G, D) denotes the translation of the rewrite rule, dehed as (T(G), T(D)). 
As an immediate consequence of Lemma 6.50 and Def. 6.52, if (G, D) is an SERS rewrite rule, then T(G, D) 
is an SERSdb rewrite rule. 
Example 6.53 (Ax continued) Following Example 6.16, the specification of Ax in the SERSdb formalism is 
given below. It results from translating the rewrite rules of Example 6.16. 
The rule szlbs(a(A(Xp,)), 2,) -, A(~ubs(a(X,~), 2,)) is interesting since it illustrates the use of binder 
commutation from Xp, to X,p and shows how some index adjustment shall be necessary when going from Zg 
to 2,. 
Example 6.54 (The XA-calculus continued) The translation of the XA-calculus (Example 6.17) yields the 
following rewrite rules in the SERSdb formalism: 
We remark that the translation of Al, A2 and A3 would not be possible in XRS. 
Suppose some rewrite rule (L, R) is used to rewrite a term s. Then s =, C[O(L)] for some context C and 
admissible valuation 8. When encoding this rewrite step in the SERSdb setting we shall have to encode not only 
terms and metaterms, but also the valuation 8. Def. 6.55 below shows how one may encode valuations. This 
defhition is parametrized over a label k, an issue which we would like to clarify. Suppose the metavariable Xr 
occurs in L, then when 8 instantiates Xl the status of any variable x in the resulting term, 8(Xt), can be of one 
of four clases: 
r either, x is bound in 8(Xi), 
r or, x free in 8(Xl) but is bound by some binder above Xi in the rewrite rule, in other words, there is a 
b ider  indicator a E 1 such that 8(a) = x, 
r or, x is free in 8(Xl) and x is not bound by the binders above XI in the rule, i.e. x 4 8(1), but x is bound 
by a binder above the in the context C, 
r or, x is free in 8(Xl), it is not bound by the binders above Xl in the rewrite rule, and it is not bound by 
a binder in the context C above the 0. Thus x is free in s. 
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Therefore, when translating a valuation to the SERSdb setting we need to know what the names of the 
variables of the binders above the are. For example, if the third case holds then when translating to indices 
we must assign x an index which avoids being captured in the context. This is the role of the label k in the 
following dehition. 
Definit ion 6.65 (From valuations to d e  Bruijn valuations) Let 0 be a valuation and k be a label of 
variables. Then the translation of 0 w.r.t the label k (referred to as the context label) is defhed as the de Bruijn 
valuation: 
Tk(o)(xl) TB(L)k (8 (x ) )  if 8(1) is defined 
Tk (8) (s) Tk ( O ( 6 ) )  
where X, S E Dom(8). 
6.3.2 The Rewrite-Preservation Phase 
In this section we study the rewrite-preservation phase, that is, we show that the translations of the definition 
phase ensure that the notion of rewriting in the formalism with de Bruijn indices has the same semantics as the 
corresponding one with names. 
The following lemmas will be used in the proof of the main result of this section, namely Proposition 6.62, 
which states that SERS-rewriting may be simulated as SERSdb-rewriting. 
L e m m a  6.56 Let s E 7 and a E 7&,, let x be a variable and 1, k be labels of variables with 111 = i - 1 and 
x E 2. Then Tlk(s)  = q z k ( s ) g i  + a]. 
Pmof. By induction on s. We shall consider the case that s is a variable, the others follow from the induction 
hypothesis. 
s = x. Then Tlk(x)  = pos(x,lk) = pos(x,lxk) = pos(x,lxk){i + a]. The last equality holds since 
pos(x, lxk)  < i. 
s = y # x. We have three cases to consider: 
- y E I .  Then q k ( y )  = ~ o s ( y ,  lk )  = pos(y, lxk)  = pos(y, 1xk)gi + a]. The last equality holds since 
pos(y, lxk)  < i. 
- y $ I and y E k.  Then Tlk(y)  = pos(y, lk )  = pos(y, lxk) - 1 = pos(y, 1xk)gi e a]. The last equality 
holds since pos(y, lxk)  > i. 
- y $ lk. Then q k ( y )  = O ( y )  + Ilk( = O(y)  + 1lxkl - 1 = q x k ( y ) g i  t a]. 
Lemma 6.67 Let s E 7, let 11, 12, k be labels of variables such that 111 1 = j, 112 1 = i - 1 and FV(s )  n l2 = Q). 
Then T l 1 2 k < ~ >  =U;(Tlk(s)) .  
Proof. By induction on s. We shall consider the case that s is a variable, the others follow from the induction 
hypothesis. Suppose s = x. Note that since by hypothesis x 4 22 we have three cases to consider: 
x E 11. Then q l12k(x )  = pos(x,l1l2k) = pos(x,llk) = Uj(pos(x, l lk)) .  The last equality holds since 
pos(x, Ilk) 5 j .  
x 4 11 and x E k. Then q l L z k ( x )  = POS(X ,  1122k) = pos(x, Ilk) + i - 1 = U j ( P ~ ~ ( x ,  Ilk)). 
x 4 h k .  Then q l l z k ( x )  = O ( x )  + IlllzkJ = O ( x )  f Jllkl+ i - 1 = U;(qlk(x)) .  
L e m m a  6.58 Let s, t E 7, 1, k be labels of variables with (11 = i - 1, let x be a variable such that x $ 1 ,  and 
suppose FV(t)  = 0. If S(X  + t}  is defined then q k ( s ( x  + t } )  = Tzk(s)I[i  + Tk( t )# .  
Pmof. By induction on s. 
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a s = x. Then we have: 
q k ( t >  = Ut(Tk( t ) )  (L.6.57) 
= i g i c  T k ( t ) l  
= T x k  (s)%i Tk(t)lB ( x  $ 1 )  
a s = y # x .  Then we have three subcases to consider: 
- Y E 1- Then q k  (Y )  = ~ o s ( y ,  lk )  = pos(y, Ixk) = T x k ( y )  = T,,,(y)gi + T k ( t ) ] .  The last equality 
holds because pos(y, 1)  < i. 
- Y 4 1 and y E k. 'Then %k(y) = pos(y,lk) = pos(y,Izk) - 1 = q x k ( y )  - 1 = Tlxk(y)gi  c Tk( t )# .  
The last equality holds because pos(y, Exk) > i. 
- Y 4 2k- Then q k ( y )  = U ( Y )  + Ilk1 = O(Y)  + IlxkI - 1 = TlXk(y)  - 1 = q x k ( y ) g i  + Tk(t)B. The last 
equality holds because O(y)  + Ilxkl > i. 
s = f ( s l , .  . . , sn). The we have 
a s = cy.(sl,. . . , s,). Note that since S(X + t )  is deiked by hypothesis we know that y $ F V ( t )  for 
otherwise s i x  e t }  would not be defined. We consider two further cases: 
- y # x. Then we have 
- y = x.  Then we have 
As expected, the translation is well-behaved w.r.t contexts and valuations. We take the opportunity to recall 
the reader that the notion of a label of a context is given in Def. 6.8. Induction on the context C in the following 
result may be used for proving it. 
L e m m a  6.59 (T is modular w.r.t contexts)  Let C be a context, 1 the label of C and t E I. Then for every 
label k we have, Tk (C[t])  = Tk(C)  [Tlk(t)]. 
L e m m a  6.60 ( T  is modular w.r.t. valuations) Let M be a pre-metaterm, 1 a label of binder indicators, 
and suppose 
2. 8 = (Om, Ot) is a valuation such that 6, is injective on the bound emetavariables, and 
3. 8 is safe for M .  
Then for every label k we have Te(l)k(8M) = Tk(8)(T,(M)).  
Proof. By induction on the premetaterm M. Since W 3 1 ( M )  we have the following cases to consider: 
6.3. FROM NAMES TO LNDICES..  
M = 6. Then by the definition of valuation and since $ 1  because 1 is a label of bider  indicators: 
pos(es, k )  + le(l)l if eG E k 
O(8G) + le(l)kl otherwise. 
slll (pos(ez, k ) )  if 8 s  E k 
s ( 0 )  + k )  otherwise. 
M = X. Then T,(l)k(eX) = Tk ( e ) ( X l )  = Tk(e)(Tl ( X ) ) .  
M = f ( M l ,  . . . , Mn). Then we have 
M = [a. ( M I ,  . . . , M,). Then we have 
M = M I  [a c Ma]. Then we have 
Note that since 8 is safe for M we may apply Lemma 6.58 above with 1 = E .  Indeed, &(a) 4 O ( 1 )  and 
FV(8Mz)  n e(1) = 0 for 1 = E .  
Lemma 6.61 Let k ,  k' be labels of binder indicators, 1 a label of variables and 8 be an injective function on the 
set of binder indicators. Then for every t E 7, every p 2 0, every X I , .  . . , xp ,  if for every z E FV(t )  \isl, . . . , xp]  
we have z E 8(k)  iff z E 8(kf ) ,  then 
Proof. We use induction on t. 
t = x. We have the following further cases to consider: 
- x = xi with 1 5 i 5 p. Then 
ValzleP(k, Txl...xps(k)l ( x ) )  = Va12LeP(k, i) = i = ValueP(k', i)  = ValueP(kf, T x l ~ ~ ~ x p e ~ k l , l  ( x ) )  
- x E 8(k)  n 8(k f )  and the previous case does not hold. Let i = pos(x, 8(k) )  and j = pos(x, 0(kt)).  
Then a t ( k ,  i) = a t ( k f ,  j )  by injectivity of 8 and we have 
VazueP(k, T~ l...~pe(k)l ( x ) )  = ValueP(k, + i) 
= a t (k , i )  
= a t  (kt,  j )  
= V a l ~ e ~ ( k ' , ~ + j )  
= ValueP(k', Txl...xp,(kl)l ( x ) )  
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- s E 1 and the previous cases do not hold. Then for some i with 1 5 i 5 111 we have 
va2ueP(k,Txl...xpe(k)r(~)) = Vabep(k, P + l@(k)l+ i)  
- X i  
- .; $! { X I , .  . . ,xp}, x 4 6(k) U 6(kf),  x 4 1. Then we have 
t = f ( t l ,  . . . , tn). By induction hypothesis we have ValueP(k, Txl ,,.% e(k,r (ti)) = Valuep(k', Tx 
xpg(k,)l (ti)) 
so the property trivially holds. 
t = Jx.(tl, . . . , t n )  Then we have 
We can hal ly  conclude with the main result of this section which ensures that the SERSdb formalism 
preserves SERS-rewriting. 
Proposition 6.62 (Simulating SERS-rewriting via SERSdb-rewriting) Suppose s -+ t in the SERS for- 
malism using the rewrite rule (G, D). Then T(s )  -, T ( t )  in the SERSda formalism using the de Bruijn rewrite 
rule T (G, D) . 
Proof. By definition of the rewrite relation (Def. 6.23) there is an admissible valuation 6 for (G, D) and there 
is a context C such that s =, C[6G] and t =, C[6D]. By Lemma 6.48 T ( s )  = T(C[BG]) and T ( t )  = T(C[BD]). 
Note that T(G, D) = (T(G),T(D))  is a de Bruijn rewrite rule by Lemma 6.50. The proof thus proceeds in 
two steps: in Step 1 we show that there exists a de Bruijn valuation K and a de Bruijn context E such that 
T(s )  = E[kT(G)] and T ( t )  = E[kT(D)]; Step 2 consists in showing that K. is a valid de Bruijn valuation for 
(T(G), T (D) ) -  
Step 1. By Lemma 6.59 we have T ( s )  = T(C)  [Tk(6G)] and T ( t )  = T(C)[Tk(6D)], where k is the label of 
the context C, and T ( C )  is a de Bruijn context. By hypothesis G is well-formed and 6 is safe for G (so 
that 6, is injective on the set of bound o-metavariables). As a consequence we can apply Lemma 6.60 so 
that Tk(6G) = Tk (6)(T(G)) and Tk(6D) = Tk(0)(T(D)) ,  where Tk(6) is a de Bruijn valuation. Thus we 
may take n %f Tk(6) and E 5' T(C).  
Step 2. We have still to show that Tk(6) is valid for (T(G),T(D)).  By Def. 6.41 we have to check 
that Ltalue(l, Tk (6) ( X I ) )  = Value(lf ,Tk (6) ( & I ) )  for every pair of bmetavariables XI and Xl, appear- 
ing in the de Bruijn rewrite rule (T(G),  T ( D ) ) ,  that is, by Def. 6.55, that Value(1, Te(llk(6(X))) = 
Vdue(l1, jk (6(X))) .  Finally, verifying the following conditions allows us to conclude from Lemma 6.61 
with p = 0: 
- 6(X)  is a term in 7 by definition of valuations. 
- 6 is injective on bound o-metavariables since it is admissible, 
- finally, we need to show that for every variable z E FV(6X) we have z E 6(Z) i£E z E O(1'). But this 
immediately follows from the fact that 6 verifies the path condition for X in (G, D) because it is 
admissible. 
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6.4 ... And Back 
In this section we show that SERS are operationally equivalent to SERSdb. For that, we show how the notion 
of rewriting in the SERSdb formalism may be simulated in the SERS. As in Section 6.3 we shall develop the 
required results by distinguishing the defination phase and the mumite-preservation phase. 
6.4.1 The Definition Phase 
In this section we study the definition phase, that is, we define translations from the SERSdb to the SERS 
formalism. We shall begin with a translation from de Bruijn terms to terms with variable names. This shall 
make use of the Names(.) function given below Def. 6.33. 
Definition 6.63 (From de Bruijn terms (and contexts) to terms (and contexts)) The translation of 
Names(FV(o)) 
a E 7&, , denoted U(a), is defined as U, (a) where, for every finite set of variables S, and every label 
of variables k, ~ [ ( a )  is dehed as follows: 
Uf(f (al, . . . ,ad) f (U.f(a~), . . . , U.f(a,)) 
u.f(~(a1, . . . , h)) Ef Cx.(Utk(al), . . . , UJSk (%)) for any x $ k u S 
The translation of a de Bruijn context E, denoted U(E), is defined as above but adding the clause u[(D) 
U. We remark that we can always choose x 4 k U S since both k and S are finite. 
Note that U(*) is not a function in the sense that the choice of bound variables is non-deterministic. However, 
one can show that if t and t' belong both to U(a), then t =, t'. Thus, U(e) can be seen as a function from de 
Bruijn terms to a-equivalence classes. 
We remark that given a set of variables S, a de Bruijn term a and a label k, the translation Uf(a) is always 
d e w  if Names(FV(a)\\lkI) C S. It is quite evident that FV(C(a))\\n is exactly FV(a)\\(n + 1). Also, if 
u~(c[u]) is dehed and 111 is the binder path number of C (see Def. 6.32), then ~ i ( a )  is also dehed. Note, 
moreover, that if x E F V ( U ~  (a)) then x E S U k. 
Definition 6.64 (From de Bruijn premetaterms to pre-metaterms) The translation of the de Bruijn 
pre-metaterm A, denoted U(A), is defined as U,(A), where Ul(A) is defined as follows: 
&(si(l)) 9 at(Z, i + I) 
~ ( ~ 1 1 1  (Z)) def A = a 
Ul (Xl) Ef X 
Ul(f(A1 ,... ,An ) ) e f ( f i (A~) , . . . ,Q(An) )  
U~(C(AI,. ..,Am)) $9 Ca.(uai(A~), . ,uai(&)) 
if 1 5 i 5 n WFa~(Ai) for some a $ I 
Ul ( 4  1-42]) 2 Uari(Al)[a + Ui (Ad1 
if WFal(A1) for some a $ 1 
As in Def. 6.63 we remark that the translation of a de Bruijn pre-metaterm is not a function since it depends 
on the choice of the names for o-metavariables. Indeed, two Werent pre-metaterms obtained by this translation 
will be v-equivalent. Also, for some de Bruijn pre-metaterms such as 5(2), the translation may not be dehed. 
However, it is defined on de Bruijn metaterms. 
Definition 6.65 (F'rom SERSdb rewrite rules to SERS rewrite rules) Let (L, R) be a de Bruijn rewrite 
rule then its translation, denoted U(L, R), is the pair of metaterms (U(L), U(R)). 
Note that if A is such that W&(A) holds then its translation Ul(A) is also a named metaterm, that is, 
W.Fl(Ul(A)) also holds. Therefore, by Def. 6.13 the translation of a de Bruijn rewrite rule is a rewrite rule in 
the SERS formalism. As mentioned above, if a de Bruijn pre-metaterm A is not a de Bruijn metaterm then 
Ul (A) may not be dehed. 
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Example 6.66 Consider the de Bruijn rule app(AX,, 2,) --t A(Xap l[X(app(S(l), app(1, Zrs)))B) from Exam- 
ple 6.54. The rule obtained by the translation of Def. 6.64 is 
Whereas, for the rule subs(o(~(F)), Z,) -+ g we obtain subs(oy.(~), 2) + 3 for some bound emetavariable y. 
Definition 6.67 (From d e  Bruijn valuations t o  valuations) Let n = (ni, k )  be a de Bruijn valuation, S 
be a finite set of variables and k a label of variables, and 8, be a variable assignment such that: 
1. O,(a) $! S U k, for any a E Dom(O,), and 
2. for every i3 E Dom(r;i), O,(i3) = at(k,.i(G)) iftci(i3) 5 lkl 
X~~(a)-lkl otherw. with XKi(6)-lkl E S 
The translation of n is the valuation U(sw,s,k)(tc) zf (Ow, a ) ,  where 
def 6tX = U k ( X )  for any Xi in Dom(n) 
Condition 2 on 8, says that if an i-metavariable in A is bound (or free) in the context k as interpreted via 
n then the new valuation U(ev,s,k)(~) must reflect this fact. We will now show that if n is a valid de Bruijn 
valuation then this definition is correct, that is, the definition does not depend on the choice of the t-metavariable 
X1 in Dom(n). For that, we need some lemmas which are developed in the appendix (Section A.3.1). 
Lemma 6.68 (Translation of de Bruijn valuations is correct) The valuation U(e,S,k) (K) given in Def. 6.67 
is correct if K is valid, where correct means that for every XL and Xp in Dom(~) we have U[(~,~(KX~) =, 
U l  (l,)k (nXlt), whenever both terms are defined. 
Proof. Since n is valid we have Value(l,nX~) = Value(lr, ~Xi r )  for every XI and Xi in Dom(n). Then by 
Lemma A.20 we may conclude ~ , f ( ~ ) ~  (tcX1) =a Ul(lf)k (nXlf ). . 
6.4.2 The Rewrite-Preservation Phase 
In this section we study the rewritepreservation phase, that is, we show that the translations of the defini- 
tion phase ensure that the notion of rewriting in the formalism with names has the same semantics as the 
corresponding one with de Bruijn indices. More precisely, we seek to prove the following: 
Proposition 6.73 (Simulating SERSda-rewriting via SERS-rewriting) Assume a --t b in the SERSdb 
formalism using rewrite rule (L, R). Then U(a) --t U (b) in the SERS formalism using rule U(L, R). 
For that we need to develop some intermediate results. These results start with Lemma 6.69 and end with 
Lemma 6.72. 
Lemma 6.69 (U is modular 
111 is the binder path number 
~,S(E)lU,S, (41. 
w.r.t de  Bruijn contexts) Let E be a de Bruijn context, 2, k labels where 
of E and a E 7&. If U?(E[~]) and ~ i ( a )  are defined, then ~ t ( E [ a ] )  =, 
Proof. By induction on the context E. 
- I  
E = 0. Then 1 = E and the result holds trivially. 
E = f (al,. . . ,El,. . . ,an). Note that the binder path number of E and El are the same. We reason as 
follows: 
l E = J(al , .  . . , E', . . . ,an). Since I is a label such that 111 is the binder path number of E l  we have I = l'y 
for some label I' and variable y. We now reason as, follows: 
Note that x 4 k and y 4 k for otherwise they could not have been chosen by the U: ( 0 )  translation mapping 
as candidate variables for binding. 
Lemma 6.70 Let a E la, L , 1 2  and k be labels of variables with Ill I = j and 1121 = i - 1. Then ~ ~ , , ~ ( $ ( a ) )  =, 
Uck(a)  if U t k ( a )  is defined. 
Proof. We proceed by induction on a. The case a = f (a l , .  . . , a,) holds by the induction hypothesis, so we 
consider the other ones. 
l a = n. We have two cases to consider: 
- n 5 j. Then u : ~ ~ ~  (U;(n)) = UtlZk (n) = at(lllak, n) = at(l lk ,  n) = U t k  (n). 
- n > j. Then u;flzk (u; (n)) = UClZk (n + i - 1) and we have two further subcases to consider: 
* n + i - 1 5 Illlzkl. Then since n 5 lllkl we have U t l z k ( n  +i  - 1) = at(l l lak,n+ i - 1) = 
a t  (11 k ,  n) = Uifk (n) .
* n + i - 1 > Illlzkl. Then since n > lllkl we have U t l z k ( n  + i - 1)  = xn+i-l-llllzkl = xn-~llkl = 
UCk (4. 
l a = t ( a l ,  . . . , h). Then we reason as follows: 
U ~ 1 2 k ( U ~ ( a ) )  = tz'(U211zk(u~+l(a1))1.. .,~ z ~ l ~ k ( ~ j + l ( a l ) ) )  
=a ~ ~ - ( q k ( ~ l ) ,  . . * I  u$lk(%)) (i.h.) 
=a cz' .(UZllk(al){z + z'), . - . , UZlk (an){. + 2')) (2' fresh) 
=a E~'.(U$i,k(al), . - .  , U$l,k(h))  (L.A.18) 
=a ' a  , . . . , U l k  + ) (L.A.18) 
=a t ~ . ( ~ , l , k ( ~ l ) ,  . .., U,Sllk(an)) 
= u t k ( a )  
The phrase "z' fresh" should be read, in full rigor, as "z' does not occur in ~ s ~ ~ ( ~ )  nor in u . ~ ( ~ )  
for 1 5 i 5 n". The definition of U:(o) and the hypothesis that ~ : ~ ( a )  is defined, allows us to apply 
Lemma A.18 above. 
Lemma 6.71 Let a,  b E Ta, 1 and k labels of variables with 111 = i - 1, x a variable such that x 4 IkUS. Then 
U$(a{i + bZ)) =, U i k ( a ) { x  + Uf(b) ) ,  assuming both sides of the equation are defined. 
Proof. The proof is by induction on a. 
l a = n. We have three further cases to consider: 
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- n < i. Then we reason as follows: 
~;Sk(a{i e b ) )  = U i  (n) 
= at(lk,n) 
= at(lxk, n) 
= at(lxk, n){x c Uf(b)) (x $ 1 )  
= uEk(n){x + UkS(b1) 
- n > i. Then since U; (agi + bl)) = U; (n - 1) we consider two further cases: 
* n - 1 5 Ilk/. We reason as follows: 
* n - 1 > Il kl . We reason as follows: 
- n = i. Then on one hand we have Ui(igi t bl)) = Ui(~;(b)). And on the other qzk(i){x + 
Uf(b)) = x{x + Uf(b)} = Uf (b) . Lemma 6.70 concludes this case. 
a = f (al,. . . , an). We use the induction hypothesis. 
a = c(al, . . . , h). Then we reason as follows: 
us, + bl) 
= Sz-(U;k(algi + 1 + bl)), . . . , U,Slk(angi + 1 c bl))) (2 $ ZkUS by.. 
(..Def. 6.63) 
(Y fresh) 
(L.A.18) 
(i.h.1 
(see below) 
(L.A.18) 
(Subst .L.) 
Note that since the RHS of the equation to prove is defined, from the last line above we learn that 
z' 6 lxk U S and z' 4 F V ( U ~  (b)). 
"Subst.L." refers to the substitution lemma for the Xcalculus [Bar84], which is also valid for our restricted 
notion of substitution and reads as follows: s{x c t}{y c u) = s{y e u){x c t{y c u)) if x $ FV(2a) 
for distinct variables x and y, and both sides of the equation together with the term t{y t u)  are dehed. 
Lemma 6.72 (U is modular w.r.t valuations) Let us consider a de Bruijn valuation K = (Q, K*), a de 
Bruijn pre-metaterm A, a finite set of variables S, a variable assignment 8, verifying the hypothesis in Def. 6.67, 
a label of binder indicators I and a label of variables k. If the following conditions hold: 
1. K is valid, 
2. KA is dehed, 
3. 8, is defined over 1 and the bound o-metavariables in Ul (A), 
6.4. ...AND BACK 
4. 6, is injective on the bound o-metavariables, 
5. ~ames(FV(~A)\\I6,(1)kJ) C S, and 
Intuitively k represents the context information where the reduction is performed (thus k is a label of 
variables). We also require Names(FV(~A)\\l6, (I)kJ) 5 S to ensure that U[(l)k (KA) is defined. 
Proof. By induction on A. Below we shall use LHS and RHS to denote the left and right hand side 
respectively, of the equation to prove. 
A = Xh. Since WFl(Xh) by the Hypothesis 6, we have that h = I and so LHS = u&~)~(Kx~). And on 
the other hand 
RHS = U(e,,s,k)(~)(G (Xr)) 
= U(~y,~,k)(n)X 
= UBSy (,Ilk (IEXl') ( with XL, E Dom(n)) 
Then since IE is valid (Hypothesis 1) we may apply Lemma 6.68 to conclude. 
A = S(2) .  Since W F ~ ( S ~ ( ~ ) )  holds by the Hypothesis 6, then j = 111. We have 
LHS = u ~ ( , ) ~ ( K s ~ ' ~  (G)) 
xKi(a)-lkl otherw. with XK,(a)-lkl E S 
On the other hand we have 
RHS = U(B,,S,L) (K) ( ~ 1  (s"' (Z))) 
= U(R, , S , ~ ) ( K ) ~  
= &(G) 
We can conclude LHS = RHS because 8, satisfies the requirements of Def. 6.67. 
A = ~j(1) .  Since WF1(S3(1)) holds by the Hypothesis 6, j + 1 5 111. Thus, 
A = [(Al,. . . , A,). Then we reason as follows 
RHS = U(e,,s,k>(k)(G(<(A11. . , An))) 
= u(e,,S,k)(.)(<~..(ud(Al),-..,~al(~~))) (where a satisfies 1 5 i 5 n..) 
(..W3b,l (A,), for a $ 1) 
In order to apply the induction hypothesis we need to verify the hypothesis for Ai. The Hypothesis 1 holds 
by dekition and the Hypothesis 2 is evident since IEA is defined. Hypothesis 3 holds since by hypothesis 6, 
is defined over 2 and the bound emetavariables in Ui (A) = ~ O L .  (Ud (Al), . . . , Ual (A*)), hence it is defined 
over the bound o-metavariables in Ual(Ai) U a1 for 1 5 i < n. We have then to verify the Hypothesis 5, 
that is, N~~S(FV(KA~)\\~~,(OLZ)~J) C S; but this is evident by the Hypothesis 5 for A and the general fact 
that FV([(al, . . . , an))\\n = FV(al, . . . , an)\\n+ 1. Hypothesis 6 is also true because when translating the 
de Bruijn pre-metaterm A we choose a verifying the condition W.Fai(Ai). Thus applying the induction 
hypothesis we have: 
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W S  = t e v  ( ~ ) * ( u ~ ( a ~ ) k ( k A l ) ,  . . - , u[(al)k(kAn)) 
=a tz'.((U[(,~,~ (fCAl)){Ov (a) + z'), . . . , (U~,ral~k(kAn)){~v (a) + 2')) (2' does not occur..) 
(--in q , ( a l ) k ( 4 )  
(L.A.18) 
(0, injective and..) 
(..hyp. Def. 6.67) 
(2 4 OV(l)k u S) 
(L.A.18) 
On the other hand we have 
A = f (A1, . . . , An). Then we have 
LHS = u,Su,l)k(k(f (Alt. - ,An))) RHS = U(e,,s,k)(~.)(G(f (Al, . , An))) 
= u(R,,,s,k)(k)f (&(Al>, - .  &(A) )  
= f (u(e, ,S,k) (k)ul (All, . . - , U(~,,~,k)(k)G (An)) 
We can immediately conclude by induction hypothesis. 
A = A1 [A2]. Then we have 
On the other hand we have 
RHS = u(e,,s,k)(~)(U~(A1 1[A2]1)) 
= ~(e , ,~ ,k )  ( (Ual [a G (A2)1) (where a is such that 1 1 I i n..) 
(..WFal (All, for a! 4 1) 
= (y,,S,k) ( ~ ) ( u d  (Al))){OV (a) u(eu>~,k)(k) (uL(A2))} 
=a U~,(al)k (kAl){BV(a) +- u;(l)k(KA2)) (i.h.1 
Remark that in the last step the inductive hypothesis may be applied by the same reasons we used in the 
case of the binder. 
Now, since 13, is injective and satisfies the conditions of Def. 6.67, then O,(a!) 4 S U O,(Z)k and we can 
then conclude by applying Lemma 6.71. 
The reader should note that the translation of a valid de Bruijn valuation is an admissible named valuation. 
Recall that a valuation is admissible for a rewrite rule (G, D) iff the following conditions hold: 
8 is safe for (G, D) (Def. 6.20), 
if a and ,L? occur in (G, D) with a # /? then Ova # Ow/?, and 
O verifies the path condition (Def. 6.21) for every t-metavariable in (G, D). 
Safeness is considered in Lemma A.21 and Lemma A.23 goes on to consider admissibility. Both results are 
developed in the appendix (Section A.3.2). So we move on directly to the main result of this section, i.e. that 
the SERS formalism preserves SERSdb-rewrithg. 
6.4. ...AND BACK 
Proposition 6.73 (Simulating SERSda-rewriting via SERS-rewriting) Assume a + b in the SERsdb for- 
malism using rewrite rule (L, R). Then U(a) + U(b) in the SERS formalism using rule U(L, R). 
Proof. Let us consider the de Bruijn rewrite step a + b using a de Bruijn valuation K which is valid for 
(L, R). Without loss of generality we can suppose that K is only defined on the metavariables of (L, R). And, 
let U(L, R) = (G, D). By definition of the rewrite relation we have a de Bruijn context E such that a = E[nL] 
and b = E[KR]. We proceed as follows: 
Take S as the set of variables ~ames(FV(a)) so that Uf(a) is defined. Note that since FV(b) FV(a) 
holds by Corollary 6.45, U: (b) is also defined. 
Take any simple label k of variables such that S n k = 0 and Ikl is the binder path number of E 
Now, to apply Lemma 6.69 we need to show that U~(KL) and U~(KR)  are defined, which follows from the 
first and second items. Therefore, Uf (E[KL]) =, u:(E) [u: (KL)] and U: (E[~R]) =, u ~ ( E )  [U~(KR)]. 
The next step is to apply Lemma 6.72 in order to decompose u~(KL)  and u f ( ~ R ) .  First of all, let us f3x 
any variable assignment 8, such that it verifies the following requirements: 
- it is defined over all the emetavariables in U,(L) and U,(R) and only on these. 
- it is injective on the bound c~metavariables, 
- &(a) 4 S U k for any bound emetavariable a E Dom(8,) (i.e. the variables assigned to bound 
emetavariables in the rewrite rule (U(L), U(R)) are not confused with the free variables in a and b, 
that is, with the variables in S, nor with the variables bound in (the label of) the context where the 
rewrite-step takes place, that is, the variables in k). 
- We also define 8, on the free emetavariables the rewrite rule (U(L), U(R)) as the hypothesis dictates, 
i.e. for all Z we define 
e V ( q  ef { at(k,tci(2)) i f ~ ~ ( G )  5 [kl 
x i  otherw. with xKi(a)-lkl E S 
We shall now consider the case of U f ( d ) ,  the other one being similar. We must thus meet the conditions 
of the lemma in order to resolve u~(KL).  Let 1 = 6. 
1. K is valid by hypothesis. 
2. KL is defined since a = E[KL]. 
3. We also have that 8, is defined over 6 and the bound o-metavariables in U,(L) and U,(R), 
4. The assignment 6, is injective over the bound emetavariables, 
5. ~ames(FV(~L)\\lkl) holds since by definition we set S = Names(FV(a)) (Note that by Corollary 6.45 
we have Names(FV(b)) S), 
6. Finally, W3;(L) holds since (L, R) is a de Bruijn rewrite rule and hence L and R are well-formed 
de Bruijn pre-metaterms. 
We may thus apply Lemma 6.72. 
Let us summarize our situation: 
and 
So we now define the named context C '%! Uf(E) and we also define the named valuation 8' Ef U(k,s,q(~). 
Then we have U(a) = C[OfG] and U(b) = CIOfD]. In order to conclude that U(a) -+ U(b), by definition of 
SERS-rewriting, we are left to verify that 8' is admissible for (G, D). Now, 
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1. We have that U(B,,S,k)(~) is defined for all the metavariables of G and D since U(e,,s,k)(~)(G) and 
U(e, ,s,k) (6) (Dl are dehed. 
2. We have that 8, is injective on all the bound emetavariables in (G, D) by definition of 8,. 
We can then apply Lemma A.23 and conclude that 8' is admissible for (G, D).  
6.5 Preserving Confluence 
This section studies the relationship between the translation functions over pre-metaterms and terms introduced 
above. This gives rise to two results stating, respectively, that given a metaterm M then U(T(M)) is v-equivalent 
to M (see Figure 6.4), and that given a de Bruijn metaterm A then T(U(A)) is identical to A. These results 
are used to show that confluence is preserved when translating an SERS rewrite system into a SERSdb rewrite 
system, and are listed below and proved in the appendix (Section A.3.3): 
Let M E P M 7  such that W.F(M).  Then U(T(M)) =, M (Corollary A.26). 
Let t E 7 .  Then U (T(t)) =, t (Corollary A.28). 
Let A E PMTdb. If WF(A) then T(U(A)) = A (Corollary A.30). 
Let a E Zb. Then T(U(a)) = a (Corollary A.32). 
named metaterms de Bruijn metaterms 
T 
v-equivulmt A 
M' U 
Figure 6.4: v-equivalence 
Lemma 6.74 Let (G, D) and (GI, Dt) be SERS rewrite rules such that G =, G' and D =, D'. Then 
+(G,D)=+(G1,D') 
Proof. Without loss of generality we prove that if s +(G,D) t then 8 +(c!,~l) t. Thus let us assume that 
there is an admissible valuation 0 for (G, D) and a context C such that s =, C[eG] and C[OD] =, t .  
The set of bound emetavariables occurring in (G', D') may be divided into two (not necessarily disjoint) 
sets Bl and &. In Dl we find those bound emetavariables which occur in the parameter path of some t- 
metavariable in (G', D'), and in B2 the other bound variables occurring in (G', D'). The emetavariables in B1 
are not renamed in any way by the v-equivalence relation (Def. 6.11). We define the valuation 8' = (g, 8;) as 
follows: 
e;x ef e j  
def e;a - Ova if&€& 
def e - e,a 
In order to fully define 0' we must consider the value it assigns to those o-metavariables in & which are not in 
B1. For these we simply require 8' to assign any variables such that: the resulting valuation is safe for (G', D'), 
and 8; is injective on the bound emetavariables. 
Observe the following: 
6.5. PRESERVING CONFLUENCE 
2. 8' is by construction an admissible valuation for (GI, D'), and 
3. =, C[8G] =, C[8/Gq and t =, C[OD] =, C[8'D']. 
Hence s - s ( G ~ , D ~ )  t. 
Corollary 6.75 Let (G, D) be an SERS rewrite rule. Then the rewrite relations generated by (G, D) and 
U(T(G, D)) are identical. 
Proof. Use Corollary A.26, Lemma 6.74 and the fact that the translations preserve well-formedness. 
Theorem 6.76 If R is a confluent SERS then T(R) is a confluent SERSdb. 
Proof. Suppose a -B T ( R )  b and a * T ( R )  c for some de Bruijn terms a, b, c. Applying the translation mapping 
U(e) and using Proposition 6.73 we may obtain the diagram (b) of Figure 6.5. The reductions denoted by the 
dotted lines are obtained by Corollary 6.75 and the confluence of R. 
Now applying the translation mapping T(o)  and using Proposition 6.62 we obtain the diagram (c) of Fig- 
ure 6.5. Finally, Corollary A.32 and Corollary A.30 yield the desired diagram illustrated as diagram (a) in 
Figure 6.5. 
Figure 6.5: Diagrams for preservation of confluence 
Theorem 6.77 If R is a confluent SERSdb then U(R) is a confluent SERS. 
Proof. Suppose s -'u(R) tl and s -'U(R) tz for some terms s, tl, tz .  Applying the translation mapping T(e) 
and using Proposition 6.62 we may obtain the diagram (b) of Figure 6.6. The reductions denoted by the dotted 
limes are obtained by the confluence of R. Note also that Corollary A.30 has been used. 
Now applying the translation mapping U(e) and using Proposition 6.73 we obtain the diagram (c) of Fig- 
ure 6.6. Finally, Corollary A.28 and the definition of reduction Def. 6.23 yield the desired diagram illustrated 
as diagram (a) in Figure 6.6. 
. 
Note that in fact the proofs of Theorem 6.76 and Theorem 6.77 are applicable to the more general diamond 
property (Def. 2.2(1)) hence we obtain preservation of this property in both directions. 
$1 t 2  
u (77.) .'% u (R) 
U(a> 
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Figure 6.6: Diagrams for preservation of confluence 
Chapter 7 
From Higher-Order to First-Order 
Rewriting 
As observed in Chapter 6 substitution may not be dismissed as simple replacement (also known as grafting 
in some circles) as in first-order theories. Thus many researchers became interested in the formalization of 
higher-order substitution by eqcplicit substitutions, so that higher-order systems/formalisms could be expressible 
in kst-order systems/formalisms: the notion of variable binding is dropped because substitution becomes 
replacement. A well-known example of the combination of de Bruijn indices and explicit substitutions is the 
formulation of different kt-order calculi for the Xcalculus [ACCLSl, BBLRD96, KR95, DGOl]. Other examples 
are the translations of higher-order uni6cation to first-order unification modulo [DHKOO], higher-order logic to 
first-order logic modulo [DHKOl], higher-order theorem proving to fist-order theorem proving modulo [DHK98], 
etc. 
Now the case of the Xcalculus is interesting but at the same time not fully representative of the problems 
we are faced with when encoding a lugher-order system into a first-order setting. For in this particular case it 
is enough to take care of cy-conversion and promote metalevel substitution to the object-level. Indeed, replacing 
the usual variables names by de Bruijn indices and introducing explicit substitutions suffices to yield a h t -  
order rewrite system, as the above mentioned examples illustrate. However, this is not always the case for 
an arbitrary higher-order rewrite system. In other words, eliminating a-conversion and introducing explicit 
substitutions is not enough to yield an equivalent full fist-order system (full in the sense of first-order rewriting 
modulo an empty equational theory). The reason is that in higher-order rewriting1 the LHS of a rewrite rule is 
a higher-order pattern [Nipgl, Oos941. So we must somehow also encode higher-order pattern matching when 
e n c o m  in the &-st-order framework. The fact that introducing de Bruijn indices plus explicit substitutions 
suffices for the Xcalculus is saying that for this particular rewrite system higher-order matching is doing nothing 
more than what first-order matching could do. We stress, once again, that this is not always the case. A simple 
example of such a fact, which we shall consider in this chapter, is the qdb-rewrite rule: 
Note that X, on the right-hand side of the rule, which does not appear in any binding context, is related to 
the occurrence of X, on the left-hand side, which appears inside a binding context. This may be seen as  the 
reason why the qdb-de  has received so much attention [Rio93, Har92, Brig51 since syntactic matching no longer 
suffices2. That is to say, 'occurs check' is a feature of higher-order pattern matching which kt-order matching 
cannot cope with. In an example qda-rewrite step the reader may verify that the term X(app(3,l)) rewrites to 
2. In a ht-order setting with explicit substitution, we have the alternative formulation: 
'That is, higher-order rewriting in the SERS higher-order rewrite formalism, though in an arbitrary higher-order rewrite 
formalism (such as HRS) the LHS need not be a (higher-order) pattern. 
2When represented in the HRS formalism [Nip911 the LHS of 11 is a higher-order pattern, moreover it is a non-fully-extended 
pattern (there are free variables not applied to all bound variables above it). The problems introduced by 11 in this case are due to 
the latter fact. However, this is not the only problematic situation. It may be the case that the LHS of a rule is a fully-extended 
pattern yet introducing de Bruijn indices and promoting substitution to the object-level does not suffice to obtain a full first-order 
system. An example of the latter phenomenoh is the rule f (Xx.Xy.F(x, y), Xx.Xy.F(y, x)) -+ c. See Section 7.4.3. 
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However, in order for the term X[t] to match the subterm 3 we need I-matching, that is, matching modulo an 
equational theory E. For an appropriate substitution calculus E we would need to solve the equation 3 LE X[T]. 
Another, perh~pa less evident, example is given by a eommutatim rule C such as: 
which expresses that the formula appearing as the iirst argument of the imply function symbol implies the 
one in the second argument. The naive translation to first-order, namely kply(3(V(X)),V(3(X))) -+ true, is 
evidently not correct, so that we take its encoding in the de Bruijn higher-order formalism SERSdb and then 
translate it to first-order via the conversion presented in this chapter obtaining Cf,: 
Now, the ~ x l e  Cfo has exactly the same intended meaning as the original higher-order rule 0. in order for 
a term to be an instance of this rule the term t' instantiated for the rightmost X must be the one instantiated 
for the leftmost X, say t, except that all 1-level and 2-level indices in t shall be interchanged in order to obtain 
8. Of course, The following rewrite rule Ch also does the job: 
However, note that both Cf, and C' induce the same rewrite relation on terms. 3 The goal of this chapter is to provlde a conversion algorithm for encoding higher-order rewrike systems 
in &border rewriting modulo an equational theory E. This is interesting from a theoretical point of view 
because the expressive power of higher and ht-order formalisms may be compared. However, another more 
practical issue arises, that of the possibility of tramsfemkg waits developed in the first-order bmework to 
the higher-order one. In Chapter 8 we shall transfer the Standardization Theorem from first-order rewritii to 
higher-order rewriting. Techniques concerning confluence, termination, completion, evaluation strategies, etc. 
should be looked at. Moreover, this is interesting for two further reasons: on one hand it is stin not fully clear 
how to transfer techniques such as dependency pairs [AGO], semantic labelling [Zan95] or completion PD881 
to the higher-order framework, and on the other hand, termination techniques such as R90 for higher-order 
systems 1-1 turn out to be much more complicated than their respective first-order versions [Der82, KL801. 
A h ,  we obtain a characterization of the class of SE& (including the A-calculus) for which a translation 
to a f d l  (E = 8 )  firsborder rewrite wstem exists. We shall argue that it is this class of systems, dubbed the 
essmtially first-order SERSdb, that are better suited for the above mentioned transfer of properties. 
To the best of our knowledge there are, at least, two formalisms, B.Pagano's XRS [Pag98] and M-O.Stehr's 
CINNI [SteOO], which study encoding of higher-order rewrite formalisms as firsborder rewriting using explicit 
substitutions. The formalism XRS, which is a firsborder formalism, is based on de Bruijn indices and is 
presented as a generalization of the firsborder An+-calculus [ML89] to higher-order rewriting and mat as a 
ht-order formulation of higher-order rewriting. Consequently, as we have seen in Chapter 6, many well-known 
higher-order rewriting systems cannot be expressed in such a formalism. In the case of CINNI a similar situation 
arises, no relation to established HORS in the literature is presented. Also, the fact that the de£inition of the 
higher-order rewriting formalism used is not fully clear does not allow us to consider transferring results fram the 
first-order framework. Chapter 6 has provided a presentation of higher-order rewriting based on de Bruijn indices 
(SEE&) which does away with a-conversion and has established preeise links between the ERS formalism and 
SERSaa. Here we take the next step, and encode all SERSdb as hborder rewrite systems with the aid of explicit 
substitutions. Moreover, we do not attach to the encoding any particular substitution calculus. Instead, we 
have chosen to work with an abstract f d a t i o n  of substitution calculi, as done for example in [Kes96, K&] 
to deal with coduence proofs of A-calculi with explicit substitutions. As a consequence, the method we propose 
can be put to work in the presence of different calculi of explicit substitution such as a [ACCLSl], q [Elm], 
v [BBIdl;D96], f Kes961, d [Kes96], s [KR95], x [LRD95]. 
Finally, we mention the work of van Oostrom and van Raamsdonk [OR93]. Although it is common to 
call rewrit* in the presence of binders and substitution higher-order rewriting (practice which we have also 
followed), in full precision it is only over terms that we abstract. However, in higher-order rewrite formalisms 
such as HRS we may abstract over functions or functions that take functions as arguments, and so on. In [OR931 
it is. shown that CRS and HRS have the same "matching power" when attention is restricted to pugern HRS. 
However, ERS have more "rewriting power" than CRS, in other words one HM-rewrite step needs (possibly) 
many CRS-rewrite steps in order to be simulated. This is because substitution is computed in CBS by means of 
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a subclass of @derivations called developments (cf. Def. 8.37) whereas HRS have full @rewriting at its disposal 
for computing substitutions. 
Structure of t he  chapter 
The chapter begins by taking a closer look at i-metavariables (Def. 6.26). In particular we explain why the 
present chapter deals with SERSdb without i-metavariables. We trust the reader is convinced of the convenience 
of such a decision. We then introduce the first-order rewriting framework with explicit substitutions ExERS 
which shall constitute the destination formalism of our Conversion Procedure. This requires defhing Basic 
Substitution Calculi, a macro-based presentation of calculi of explicit substitutions adapted to the present 
setting fiom [Kes96, KesOO]. Thii general presentation shall allow us the freedom of choosing from a wide range 
of calculi of explicit substitution when converting a higher-order rewrite system to first-order. 
Section 7.3 introduces the Conversion Procedure, heart of this chapter, and illustrates its use with some 
examples. This procedure takes a SERSdb R and produces a first-order modulo rewrite system fo(R)pv, where 
W is some Basic Calculus of Explicit Substitutions (such as for.example a). It is the Conversion Procedure's 
responsability to compute index ajustrnents in order correctly encode hgher-order pattern matching in the 
first-order setting. The rewrite rules produced may or may not have occurrences of the explicit substitution 
operator on the LHSs. If this is not the case then syntactic matching suffices. Otherwise, as in the example, 
we need matching modulo the induced equational theory of the basic substitution calculus W. The former 
systems are dubbed essentially Jirst-order higher-order rewrite systems. 
This is followed by a study of the properties of this procedure: independence of pivot selection (a techni- 
callity concerning the Conversion Procedure), the Simulation Proposition and the Projection Proposition. The 
Simulation Proposition states that f0(7Z)~ is able to simulate R-rewriting. Conversely, the Projection Propo- 
sition states that if a - + f o ( ~ ) , + ,  b then W(a) +E W(b), in fact we shall see that one fo(R)yv-rewrite step may 
be encoded as one pamllel R-rewrite step. 
We conclude by presenting the definition of essentially first-order higher-order rewrite systems, the class of 
higher-order rewrite systems that lend themselves to a full first-order conversion (rewrite system modulo an 
empty equational theory). Chapter 8 shall transfer the Standardization Theorem for this class of systems. 
7.1 On Index-Metavariables 
In this chapter we shall deal with the SERSdb formalism without i-metavariables. The main reason for excluding 
them is that they appear to be nothing more than a 'hack' in order to represent calculi such as Ax and, in general, 
do not enjoy good properties. In order to delve a little deeper into this issue we shall make informal use of the 
notions of descendant and residual, however Chapter 8 presents full formal definitions. These notions shall not 
be used beyond the present section in this chapter. 
The idea behind orthogonality in term rewriting is that the contraction of a redex does not destroy other 
redexes but instead leaves a number of their 'residuals' (for a precise dehition see Section 8.2 in Chapter 8). 
This is referred to as the Residual Property. Having this in mind the following is a possible definition of 
orthogonality for SERSdb (see [GKKOO, KOvR931): 
Definition 7.1 (SERSdb-Orthogonality) Let (C, R) be a SERSdb such that R = {(Li, I&) I i E I}. 
1. R is non-overlopping if the following holds: 
Let Li = C[Xi].  . . [X t ]  where C is the pattern of Li (Def. 6.31) and X< are all the metavariables 
in Li. If the redex K(c[x~].  . [Xt])  contains an instance of Lj for some j # i, then this instance 
must be already contained in one of the K(X[). 
Likewise if K(C[X~]  . . . [Xt]) properly contains an instance of Li. 
2. R is left-linear if all Li are linear (Def. 6.30). 
3. R is orthogonal if it is non-overlapping and left-linear. 
These are what one might consider as the 'natural' syntactic conditions for an SERSda to be considered 
orthogonal. They are a straightforward extension of orthogonaIity for first-order rewriting [Klo92]. Consider 
. - 
CHAPTER 7. FROM ~ G ~ - O R D E R  TO FIRST-ODER m G  
. .&he following SERSdb S consisting of two rewrite rules: S = {app(XX,, Ye) +pdb Xa[Yc], f(8) 4f C} where 
app, f, c are function symbols and X is a binder symbol, 
Intuitively, S should by all means be regarded as an orthogonal system. One is relieved to know that indeed 
S satisfies orthogonality. Yet to one's surprise S is not confluent! Indeed,app(X(f (1)), b) reduces to f (b) by the 
&-rule and to c by the f-rule followed by an application of the Pdb-de. 
The problem stems in that S dces not satisfy the Residual Property, a fundamental property of orthogonal 
syak~gg, which in the case of ht-order systems (and ERS and CRS) is implied by SERSaa-orthogonality: 
lhfhition 7.2 (Residual Property) Let R be a SERSdb and let (L, R) be a rewrite rule in R. The M a a Z  
Pwpwty for R reads: the descendants of an (L, R)-redex u in a under contraction of any other nowverlapping 
redex v in a, are (L, R)-redexes. 
In [KooOla], Z.Khasidashvili et J dehe  Context Sensitive ERS (CCERS). A CCERS is a ERS where 
term formation may be restricted (such as  when considering typed terms in the Xcalculus) snd the rewrite 
relation may be restricted to operate in certain contexts (possibly all in which case it is said to be contexb 
free), and where the valid assignments K may be restricted to some relevant subclass. In order to account 
for orthogonality in CCERS they consider a different definition of orthogonality which explicitly requires the 
Res'idual Property to be fulElled. The reason for bringing this issue to the reader's attention is that one may 
consider S rss a CCERS (more precisely a context-free conditional ERS, term formation and contexts are not 
restricted but valid valuations are) where for the f-rule we may replace 8 by a t-metavariable 2, and + h e  the 
set of admissible assignments as those that assign only indices to this metavariable. 
Definition 7.3 (CCERS-Orthogonality) A CCERS is orthogonal if 
1. every LHS is linear, 
2. redex patterns do not overlap, and 
3. 'R satisfies the Residual Property3. 
Under this new definition S is no longer orthogonal: the term f (b) (descendant of f (1) in qp(X(f(l)), b)) 
is not an admissible redex since the valuation which assigns the term b to the metavasiable Z, does not belong 
to the subclass of allowed valuations. This means that the local conditions of left-linearity and non-overlapping 
do not ensure that S behaves as expected (that is, is orthogonal in the sense of the Residual Propea-ty). 
In full precision, S suffers a problem we might call 'lack of sort generality'. Let the sort I be the subset of 
de Bnrijn terms that are de Bruijn indices and T be sort of de Bruijn terms. Then I is a subsort of T. Consider 
once again the term a = app(A(f (1)), b). When we apply the f-rule to a we are claiming that 1 is of sort I 
(for these are the only valid values that the metavariable Zc may be instantiated with). Yet when we apply the 
&,-rule to a we replace 1 with b: hence a term of sort I has been 'transformed' to a term of sort T. This is 
perfectIy d i d  since I is a subsort of T, however the f-rule no longer copes with terms of sort T. 
As regards literature on higher-order rewriting where the presence of 'variable' metavariables in rewrite 
rules are anowed the work by P.A.Mellib in his PhD thesis [Me1961 should be mentioned. Mellih defines CRS 
with mrnes where names are just a new sort of terms (See Remark 4.14 in [Oos97]), All in all we have the 
foIlowing sorts in the CRS with names framework: variables, names, term metavariables, name metavariables, 
terms and metaterms. Now name metavariables may only be substituted by names. This allows the LHSs of 
rewrite rules to contain free name metavariables and guarantees that the above mentioned problem does not 
ask .  Also, this may be generalized to n-sod. Note that although the LHSs of rules may contain free name 
~ ~ b l e s ,  free variable metavariables are not permitted in the formalism since this would introduce the 
d i d t i e s  mentioned above. Returning to the SERSdb framework we see that this sort-scheme present in the 
CRS with names formalism is not straightforwardly applicable as long as indices may be bound and potentially 
substituted by terms. 
So we have, at least, three approaches to this problem: 
1. Approach & la MeWes: introduce a new sort of variables which, either may be bound by binders but may 
only be substituted by other variables of the same sort (and not by terms), or may not be bound at all, 
in which case they behave as constants. The problem with these solutions is that they do not address the 
original motivation for introducing i-metavariables: representing indices which are free in the context of 
3~rmnulated as DeE 72 but for CCERS. 
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where X ranges over V ,  f over rf, 6 over rb, and a over I',. The arguments of IS are assumed to respect the sorts 
prescribed in its substitution declaration (i.e. di is a term or substitution in compliance with its substitution 
declaration), and function and bider symbols are assumed to respect their arities too. 
Letters a, b, c, . . . and s, si, . . . are used for terms and substitutions, respectively. Letters o, of, . . . are used for 
all objects of the term algebra without making distinction of sorts. The .[a] operator is called the substitution 
operator. Binder symbols and substitution operators are considered as having binding power. We shall use a[s]" 
to abbreviate a[s] . . . [s] (n-times). Terms without occurrences of the substitution operator (resp. objects in V) 
are called pure (resp. ground) terms. Similarly for contexts. A context is a ground term with one (and only 
one) occurrence of a distinguished term variable called a 'hole' (and denoted 0). Letters E, Ei, . . . are used 
for contexts. The notion of binder path number is defined for pure contexts exactly as in the case of de Bruijn 
contexts (Def. 6.32). Note that contexts have no variables (except U). 
The formalism of ExERS that we are going to use in order to encode higher-order rewriting consists of two 
sets of rewrite rules, a set of proper rewrite rules, and a set of substitution rules. Let us define these two concepts 
formally. 
Definition 7.6 (Substitution macros) Let I?, be a substitution signature. The following symbols not in- 
cluded in I?, are called sabstitution macros: cons : (TS), lift : (S), id : ( E )  and ship' : ( E )  for j 2 1. We shall 
abbreviate shift1 by shift. Also, if j 2 0 then lifti(s) stands for s if j = 0 and for lift(lij$-l(s)) otherwise. 
Furthermore, if j > 1 then cons(al, . . . , aj, s) stands for cons(al, . . . @-(aj, s)). 
Definition 7.7 (Term rewrite and equational systems) Let be an ExERS signature. An equation is a 
pair of terms L A R over I? such that L and R have the same sort and a term rewrite d e  is a pair of terms 
(L, R) over I?, such that: 
1. L and R have the same sort, 
2. the head symbol of L is a function, binder or substitution symbol, and 
3. the set of variables of L includes those of R. 
An equational (resp. term revrite) system is a set of equations (resp. term rewrite rules). 
As usual, we shall need some mechanism for instantiating rewrite rules. 
Definition 7.8 (Assignment) Let p be a (partial) function mapping variables in V to terms. We define an 
assignment 7 as the unique extension of p over the set 7 such that: 
F(n> dzf - n 
AX) ef p(X)  
F(a[sI) ef p(a) b(s)] 
- def f n  - f(F(al),..-,F(an)) 
F(E(a1,. . . , an)) dsf E(F(al), . . . , F(%)) 
- def ( = a(F(d~),.-.,F(dn)) 
We shall often abbreviate F as p. Assignments are required in order to d e h e  the rewrite relation induced 
by a rewrite system. 
Definition 7.9 (Rewriting and Equality) Let o and of be two ground terms of sort T or S. Given a rewrite 
system R, we say that o rewrites to of in one step, denoted o +.R of, i£F o = E[pL] and o' = EbR] for some 
assignment p, some context E and some rewrite rule (L, R) in R. We shall use +.R to denote the reflexive 
transitive closure of the oncstep rewrite relation. 
Given an equational system E, we say that o equals of modulo E in one step, denoted o =: of, i£E o = EbL] 
and of = E[pR] for some assignment p, some context E and some equation L R in E. We use =& to denote 
the reflexive symmetric transitive closure of =;, and say that o equals 0' malulo E if o =& of. 
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Definition 7.10 (Substitution calculus) A substitution calczclw over an ExERS signature I' consists of a 
set W of first-order term rewrite rules, and an interpretation of each substitution macro as some combination 
of substitution symbols fiom rs of corresponding signature. Def. 7.11 shall require certain properties for these 
interpretations to be considered meaningful. 
An example of a substitution calculus is a [ACCL91] with wns(t, s) = t . s, lift(s) = 1 . (so T), id = id and 
shifij =T o . . . (r o T), where f appears j times. In [Kes96, KesOO] the reader will find full detailed proofs of this 
fact (that a is a substitution calculus), and examples of further calculi of explicit substitutions that are also 
substitution calculi. 
The next step is to add further requirements on substitution calculi in order for them to deserve that name. 
These conditions are assembled in the definition of a Basic Substitution Calczclw. 
Definition 7.11 (Basic substitution calculus) A substitution calculus W over I' is said to be h i c  if the 
following conditions are satisfied: 
1. W is complete (strongly normalizing and confluent) over the ground terms in 7. We use W(a) to indicate 
the unique W-normal form of a. 
2. W-normal forms of ground terms are pure terms. 
3. For each f E rf and E E rb: 
4. Rules for propagating substitutions over function and bider symbols are contained in W, for each f E I'f 
and [ E rb4: 
(Fzmcl) f (X1, . . . , Xn) [s] + f (X1 [s], . . . , Xn [s]) 
(Bindc) c(X1, . . . , Xn) [s] + c(X1 [lifl(s)], . . . , Xn [lifl(s)]) 
5. For every substitution s, l[lift(s)] =w 1. 
6. For every substitution s and every m 2 0, m + l[lift(s)] =w m[s][shifl]. 
7. For every term a and substitution s we have l[cons(a, s)] =w a. 
8. For every term a, substitution s, m 2 0 we have rn + l[cons(a, s)] =w m[s]. 
9. For every m, j > 1 we have m[shij$] =w m +  j. 
10. For every ground term a we have a[id] =w a. 
The first four conditions may be seen as primitive conditions that W should satisfy in order to be called a 
substitution calculus. The remaining conditions describe the behaviour expected of the substitution macros. 
Example 7.12 The a [ACCL91], a* [HL89] and 4 [Muii97a] calculi are basic substitution calculi where the 
set of function and binder symbols are {app} and (A), respectively. 
The reader may have noted that the macrebased presentation of substitution calculi makes use of parallel 
substitutions (since cons(., 0) has substitution declaration TS). Nevertheless, the results presented in this work 
may be achieved via a macrebased presentation using a simpler set of substitutions (such as for example the 
one used in [KesOO]), where swns(o) (the 's' in swns is for 'simple') has substitution declaration T and the 
macro shiftj is only defined for j = 1. Indeed, the expression a[wns(bl, . . . , bn, shiflj)] could be denoted by the 
expression 
a[Ziftn (shift)]j[scons (bl [shiftln-l)] . . . [swns(bn)] 
Definition 7.13 (ExERS and FExERS) Let I' be an ExERS signature, W a basic substitution calculus over 
r and R a set of term rewrite rules. If each rule of R has sort T then Rw ef (I', R, W) is called an Explicit 
Expression Reduction System (ExERS). If, in addition, the LHS of each rule in R contains no occurrences of 
the substitution operator o[o] then RW is called a Fully Explicit Expression Reduction System (FExERS). 
41n contrast to the previous item we use + instead of =w. 
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Since rewriting in SERSdb only takes place on terms, and first-order term rewrite systems will be used to 
simulate higher-order rewriting, all the rules of a term rewrite system R are assumed to have sort T. However, 
rewrite rules of W may have any sort (i.e. T or s). 
Example 7.14 Consider the signature formed by rf = (app), rb = (A) and rs any substitution signature. 
Let W be a basic substitution calculus over r. Then for 72 : {app(AX, Y) 4pdb X[wm(Y, id)]} we have that 
Rw is an FExERS, and for Rf : R U (X(app(X[shzfi], 1)) +, X}, RCy is an ExERS. 
Rewriting in an ExERS Rw is first-order rewriting in R modulo W-equality. In contrast, rewriting in a 
FExERS R w  is just first-order rewriting in R U W. 
Definition 7.15 (ExERS and FExERSrewriting) Let Rw be an ExERS, 'R'w a FExERS and o, of ground 
terms of sort S or T. We say that o Rw-reduces or re-tes to of, written o -+R, of, iff o +R/W of (i.e. 
o =W 01 4 7 ~  0: =W of); and o Rb-reduces or rewrites to of, i£F o + ~ , u w  of. 
We apologize for the abuse of notation: o +z/w o' intuitively suggests that it is equivalence classes of terms 
that are rewritten however, as defined above, this is not the case. Instead, it is terms that are rewritten. 
Example 7.16 Fix W to be the a-calculus and consider the FExERS R, of Example 7.14. Then we have 
l[app(Xl, c) . id] +R, l[l[c- id] . id]. Also, A(app(3,l)) +R; 2, where 72: is that of Example 7.14. This follows 
from observing that X(app(3,l)) =, X(app(2[T], I)) -+,,, 2. 
7.2.1 Properties of Basic Substitution Calculi 
This subsection takes a look at properties enjoyed by basic substitution calculi and introduces a condition 
called the Scheme [KesOO]. Basic substitution calculi satisfying the scheme ease inductive reasoning when 
proving properties over them without compromising the genericity achieved by the macro-based presentation. 
Definition 7.17 (The Scheme) We say that a basic substitution calcdus W obeys the scheme 8 for every 
index m and every substitution symbol a E rs of arity q one of the following two conditions hold: 
1. There exists a de Bruijn index n, positive numbers il, . . . , i, (r L 0) and substitutions ul, . . . , uk (k L 0) 
such that 
1 5 il, . . . , i, 5 q and all the ij's are distinct 
for all 01,. . . , oq we have: m[a(ol,. . . , oq)] =W n[oi,]. . . [O*,][U~] . . . [uk] 
2. There exists an index i (1 5 i 5 q) such that for all 01, . . . , oq we have: m[a(ol,. . . , oq)] =W sf 
We assume these equations to be well-typed: whenever the first case holds, then oil, . . . , oi, are substitutions, 
whenever the second case holds, oi is of sort T. 
Example 7.18 Example of calculi satisfying the scheme are a, a*, v ,  f and d [Kes96, KesOO]. 
We now take a quick look at some properties of arbitrary basic substitution calculi (that is, of basic substi- 
tution calculi that may or may not satisfy the scheme). On a first reading the reader may wish to skim over 
this section and proceed to the main section of this chapter, namely Section 7.3. 
Lemma 7.19 (Behavior of Substitutions in Basic Substitution Calculi) Let W be a basic substitution 
calculus and m > 1. 
m - n[s][sh~ft]~ if m > n 1. For all n 2 0 and substitution s in S: m[lzftn(s)] =W i f m s n  
2. For all n 2 m 2 1 and all terms al,. . . ,an: m[wm(al,. . . , ~ , s ) ]  =w a, 
3. For all pure terms a, b and m 2 1: agm e b ]  =w a[lifLm-l(wns(b, id))]. 
The first and third items of Lemma 7.19 ate proved in [KesOO], the second item follows from the definition 
of a basic substitution calculus. For the proof of the following lemma the reader is referred to FesOOl. 
7.2. THE FIRST-ORDER E'RAMB WORK 
Lemma 7.20 Let W be a basic substitution calculus, a a pure term and s a term of sort S. Then the following 
holds: W (a[s] [shift]) = W  shift] [lift (s)] ) . 
Corollary 7.21 Let W be a basic substitution calculus, a a pure term and s a term of sort S. For every 
m > n 2 0 we have a[shiftIn [liftm (s)] =w a[liftm-"(s)] [shiftIn. 
Lemma 7.22 Let W be a basic substitution calculus, a a pure term, and b a term of sort T. For every n 2 0, 
a[liftn(shift)] [liftn (cons(b, id))] =w a 
Proof. The proof of this fact uses the following result: 
If W is a basic substitution calculus, c is a term of sort T and s a term of sort S. Then for every m 2 1 and 
n 2 0  
m-n-l[s][shif t]" i f m > n + l  
m[liftn(cons(c, s))] =w i f m < n + l  
c[shiftIn i f m = n + l  
Lemma 7.23 (Substitution commutation) Let W be a basic substitution calculus, a a pure tern, b any 
term, s a term of sort S. Then for every m > n 2 0 we have: 
a[1iftn (wns (b, id))] [liftm (s)] =w a[liftm+' (s)] [ ~ f t ~ ( w n s ( b [ l i f t ~ - ~  (s)] , id))]. 
Proof. By induction on the structure of a. 
a = j. Then we consider three further cases: 
and 
W(a[l.iftn( wns(b, zd))]  [liftm ( s ) ] )  
- 
-L. 7.19(1) W ( j  - n[wm(b,  id)] [shiftIn [liftm(s)]) 
- W ( j  - n - l[shiftIn [liftm(s)]) 
= ~ 7 . 2 1  W ( j - n - l [ l i ~ m - n ( ~ ) ] [ ~ h i f t ] n )  
w (a[liftm+' (s)]  [liftn (w n ~ ( b [ l i f t ~ - ~ ( s ) ]  , id))])  
W ( j  - n - 1 [ l ~ f t ~ - ~ ( s ) ]  [sh.ift  [shiftIn [liftn ( ~ n s ( b [ l i f t ~ - ~  (s)],  id))]) 
- 
- W ( j  - n - 1 [ l ~ f t ~ - ~  (s)] [shift] [wns ( b [ l ~ f t ~ - ~ ( s ) ] ,  id)] [shift]") 
=L 7.22 W (j - n - 1 [liftm-n (s)] [id] [shift] n, 
- 
-D,I 7.11(10) W ( j  - n - l[&.m-n(s)l [shiftln) 
and 
- 
w ( j [ M n ( w ~ ( b ,  id))l[Wm(s)l)  
-L. 7.19(1) W ( ~ [ C O W ( ~ ,  id)] [shift]" [l;ftm (s)])  
- W (b[shiftIn [liftm ( s ) ] )  
- W (b[liftm-n (s)] [shift]") 
~ ( j  [liftm+' (s)] [lip" (~ns (b[ la ; fC~-~ ( s ) ] ,  id))])  
= 
~ ( l  [ l i f ~ ~ - ~ + '  (s)][shift]" [liftn (wns ( b [ l ~ f t ~ - ~  ( s ) ] ,  id))])  
= W ( l  [shiftIn [liftn ( wns(b[l.ifm-" (s)] ,i d ) ) ] )  
= W ( n  + 1 [lip" ( wns (b[liftm-n (s)]  , z d ) ) ] )  
= W ( 1  [wns (b[liftm-" (s)] ,  id)] [shiftIn) 
= W (b[12ftm-n (s)] [shift]") 
- j < n + 1. Then we have: 
a a = f (al ,  . . . , an) or a = <(al, . . . , h). Use the induction hypothesis. 
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7.3 From Higher-Order to First-Order Rewriting 
We now present the Conversion Procedure, an algorithm to translate any higher-order rewrite system in the 
formalism SERSdb to a first-order ExERS. The Conversion Procedure is somewhat involved since several condi- 
tions, mainly related to the labels of metavariables, must be met in order for a valuation to be admitted as valid 
(Def. 6.41). Consider for instance the qdb-rewrite rule X(app(X,, 1)) -+ X,. The condition on valuations in 
SERSdb in order to participate in the induced rewrite relation on terms is that they be valid, as we have seen in 
Chapter 6. Validity shall ensure, in this case, that the metavariable X, is not instantiated to the index 1. The 
Conversion Procedure shall have to guarantee that this holds in a first-order setting. The idea is to replace all 
occurrences of metavariables Xl by a first-order variable X followed by an appropriate index-adjusting explicit 
substitution which computes valid valuations. Thus, the output would be: X(app(X[shift], 1)) + X.  However 
this is just a simple case, and in the general situation, incorporating shift macros shall not sufEice. A witness 
to  this fact is the commutation of binders rule in the introduction to  this chapter. 
We first give the conversion rules of the translation, then we prove its properties in Section 7.4. 
7.3.1 The Conversion Procedure 
Definition 7.24 (Binding allowance) Let A be a metaterm and (X1,, . . . , X1,} the set of all the metavari- 
ables with name X occurring in A. Then, the binding allowance of X in A, noted BaA(X), is the set li. 
Likewise, we define the binding allowance of X in a rule (L, R), written Ba(L,R)(X), as the set ny=l ti where 
{X1,, . . . , Xl,} is the set of all metavariables with the name X in L and R. 
Example 7.25 Let A = f (E(X,), g(E(X(Xp,)), I(X(X,,)))), then B ~ A ( X )  = (a). 
Definition 7.26 (Shifting index) Let A be a metaterm, X1 a metavariable occurring in A, and i a position 
in I .  The shifting index determined by Xl at position i, denoted Sh(X1, i), is defined as 
Thus Sh(Xl, i) is just the total number of binder indicators in I at positions l..i - 1 that do not belong to  
BaA(X). Remark that Sh(Xl, 1) is always 0. 
Example 7.27 If A = f ({(X,), g(E(X(Xp,)), [(A(X,,)))) then Sh(Xcr, 1) = Sh(Xa-r, 2) = 0, Sh(XkJ,, 2, = 
Definition 7.28 (Pivot) Let (L, R) be a SERSdb-rewrite rule and {X1,, . . . , Xl,} be the set of all X-based 
metavariables in (L, R). If Ba(L,~)(X) # 0, then Xlj for some j E l..n is called an (X-based) pivot if 
1. lljl 5 llil for all i E l..n, and 
2. Xlj E L whenever possible. 
A pivot set for a revrite rule (L, R) is a set of pivot metavariables, one for each name X in L such that 
Ba(L,q(X) # 0. This notion extends to a set of rewrite rules as expected. 
Note that Def. 7.28 admits the existence of more than one X-based pivot metavariable. A pivot set for 
(L, R) h e s  a metavariable for each metavariable name having a non-empty binding allowance. 
Example 7.29 Both metavariables X,p and Xp, can be chosen as X-based pivot in the rewrite rule 
Irnplzes(3(V(X,p)), t/(3(Xpcr))) + true 
In the rewrite rule f (Y,, g(X(E(X,p)), A(E(Xp,))) + E(X,, Y,) the metavariable X, is the only possible X-based 
pivot, also, Y, is the only Y-based pivot. 
Let us recall some notation from Def. 6.2. If 1 = a1 . . . a, is a label of binder indicators then at(l,  i) = aj 
for i E l..n. Also, pos(a, I) = ai where i is the smallest number in l..n such that a = ai, and is undefined 
otherwise. 
Definition 7.30 (Conversion of metavariables) Consider a SERSdb-rewrite rule (L, R) and a pivot set for 
(L, R). We consider the following cases for every metavariable name X occurring in L: 
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1. B ~ ( L , R ) ( X )  =0. Then convert each metavariable Xl  in ( L ,  R) to the term ~[sh i f t l ' i ] ,  and those metavari- 
ables X I  with 1 = E simply to X .  
 his shall &ow, for example, the rewrite rule f (X(app(X,, I), X,)) 4 X, to be cbnverted to the firsborder 
rewrite rule f (X(upp(X[shifi], I), X ) )  + X .  
2. Ba(L,R)(X) = {PI,.  . . ,P,} with m > 0. Let Xl be the pivot metavariable for X given by the hypothesis, 
We convert all occurrences of a metavariable Xk in (L, R) to the term X[cons(bl,. . . ,bill, ~hif61~)] where 
j, %! lkl+ 11 \ ~ a ( ~ ~  ( X )  I. The 4's shall depend on whether Xk  is a pivot metavariable or not, as described 
below. As an optimization and in the particular case that the resulting term X[cosas(bl,. . . ,bill, &ift3)] is 
of the form X [ w n s ( l ,  . . . ,121, shifilll)], then we simply convert Xk  to X. 
The substitution wns(bl,. . . , bill, s h i p )  is called the index-udjwting mbstihtion wrrespondkg to Xk and 
each bj is defied as follows: 
(a) if Xk  is the pivot (hence 1 = k), then 
(b) if X k  is not the pivot then 
pos(Ph, k ,  if i = pos(fih, 1 )  for some ph E Ba(L,R) (x) bi = Ikl+ 1 + Sh(X1, i) otherwise 
Recall that at(1,i) returns the symbol in label 1 at position i with 1 5 i 5 111, and pos(cr, 2 )  returns the 
position of a in the label 1 assuming it is in 1. 
Note that for an index-adjusting substitution wns(bl, . . . , bill, shifti) each bi is a distinct de Bruijn index 
and less than or equal to j. Substitutions of this form, in the particular case where we fix the basic substitution 
calculus to a, have been called pattern substitutions in [DKKP98], where d c a t i o n  of higher-order patterns 
via explicit substitutions is studied. 
Now that we know how to convert metavariables we can address the conversion of rewrite rules. Before 
proceeding we recall that the name of a metavariable Xi is X .  The names of the free metavariables of a 
metaterm M is written NFMVar(M) (Def. 6.35). 
Definition 7.31 (Conversion of rewrite  rules) Let (L,  R )  be a SERSda-rewrite rule and let P be a pivot 
def 
set for (L, R) .  The conversion of the reunite mle ( L ,  R) via P, denoted Cp(L,  R ) ,  is defined as Cp(L,  R) = 
( c $ ' ~ ~ ) ( L ) , c ~ ' ~ ' ( R ) )  where c ~ ' ~ ) ( A )  is defined by induction on A,  where NFMVur(A) C NFMVar(L), as: 
c F , ~ '  (n) .Id = n 
x [shift1"] if B ~ ( & , R ) ( X )  = 0 and 2 # E 
X [ w m ( b l , .  . . , b ~ q ,  shifti)] if B ~ ( L , R ) ( ~ )  # 0 a d  
com(bl, . . . , bl 
~ h i f t j )  #
com(1, . . . ,111, shifil'l) 
X otherwise 
L R ~ l , . . . , ~ n ) )  ~ ( C ~ ~ ~ ) ( A I ) , . . - , C ~ ~ ~ ) ( A ~ ) )  
c F * ~ ) ( ~ ( A ~ ,  . . . , A ~ ) )  d=d E ( C ~ . ~ ) ( A ~ ) ,  a .  , ~ g ' ~ ) ( ~ n ) )  
cFR ' (A1  %$ c F . ~ )  (A1)  [ C O ~ I B ( C ~ ' ~ )  ( ~ 2 ) .  id)] 
The term X[wns(bl ,  . . . , bill, shifti)] on the RHS of the second clause is the index-adjusting substitution com- 
puted in Def. 7.30. 
It should be noted how the de Bruijn metasubstitution operator .[.]I is converted to the term substitution 
- 
operator [el. 
Example 7.32 Below we present some examples of conversion of rules. We have fixed W to be the a-calculus. 
- 
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The dash in the 'pivot selected' column for the first and third rows indicates that the binding allowance of X 
in the respective rule is the empty set and hence no pivot is required. 
SERSdb -reuM-ite Tt&le 
X(.PP(Xcy, 1)) + X€ 
X(X(Xap)) * X(whx))  
f (X(X(xap)), xO(Xpc,))) -+ X(X7) 
~PP(XX,, 2,) +pa X,[ZC! 
Note that if the SERSdb-rewrite rule (L, R) which is input to the Conversion Procedure is such that for every 
name X in (L, R) there is a label 1 with all metavariables in (L, R) of the form XL, then all XI are replaced 
simply by X.  This is the case of Pdb of Example 7.32. 
Example 7.33 (Foldl) Let us represent the usual foldl-recursion scheme over lists as defined for example in 
Haskell. Consider tihe ExERSsignature containing rf = (nd, wnst5, foldl) and rb = {El. Then the foldl-rewrite 
system: 
foldl(t(t(Xap)), Y,, nd) + y e  
foldl(t(t(Xep>), Y,, wnst(Ze, WE)) + foldl(t(t(X*p)), X@I[YpllUZeD, We) 
Pivot selected 
X,P 
X,, Z, on LHS 
is converted to 
Converted rule 
(~PP(X[TI, 1)) + X 
X(XX) -+ X(X(X[2 - 1 (T 0 T)l)) 
f ( W M t  TI)), Wx[T 0 TI))) + x(x[TI) 
app(XX, Z) --t X [Z . id] 
Example 7.34 (Natural numbers recursor) Consider the ExERS signature containing the function sym- 
bols rf  = (zero, suc, rec} and binder symbols l?b = (5). Then the rec-rewrite system: 
is converted to 
Also, observe that if we replace our wns(m, e) macro by a scorn(*) of substitution declaration T as defined 
in [Kes96, KesOO] then the last clause of Def. 7.31 converts a metaterm of the form A[B] into A[swns(B)], 
yielding firsborder systems based on substitution calculi, such as v ,  which do not implement parallel substitution 
The system resulting from the Conversion Procedure is coded as an ExERS, a framework for d e f h i i  first- 
order rewrite systems where W-matching is used. Moreover, if it is possible, an ExERS may further be coded as 
a FExERS (Def. 7.13) where reduction is defined on firsborder terms and matching is just syntactic first-order 
matching, obtaining a fill first-order system. 
Definition 7.35 (Conversion Procedure) Let I' be an ExERS signature, let R be a SERSdb, and let W be 
a substitution calculus over I'. The Conversion Procedure consists in selecting a pivot set for each rewrite rule 
in 72 and converting a l l  its rewrite rules as dictated by Def. 7.31. The resulting set of rewrite rules is written 
fo(7Z). The ExERS ~ O ( R ) ~  is called a first order-version of R. 
In what follows we shall assume given some fixed basic substitution calculus W. Thus, given a SERSdb R 
we shall speak of the fist-order version of 72. 
Of course, we must also consider pivot selection. Assume given some rewrite rule (L, R) and different pivot 
sets P and Q for this rule. It is clear that Cp(L, R) and CQ(L, R) shall not be identical. 
5Although wm is the usual abbreviation for the list constructor, we shall use wmt so as not to cause confusion with the 
wm-macro. 
. PROPERTLES OF THE CONVERSION PROCEDURE 
Example 7.36 Consider the following bider-commutation rule 
If we select Xp, as the X-based pivot we obtain the following conversion of C:  imply(3(Q(X)), Q(3(X[2 . 1 . 
id]))) +cf, true. However, X,p may also be selected as an X-based pivot metavariable. In this case, the 
resulting converted rewrite rule shall be different: inaply(3(Q(X[2 - 1 . id])), V(3(X))) t r ue  
Nevertheless, the rewrite relation generated by both of these converted rewrite rules is identical. 
Proposition 7.37 (Pivot Selection) Let (L, R) be a SERSdb-rewrite rule and let P and Q be different pivot 
sets for this rule. Then the rewrite relation generated by both Cp(L, R) and CQ(L, R) are identical. 
Proposition 7.37 is important, for it makes clear that the Conversion Procedure is not biased by the selection 
of pivot sets (as regards the induced rewrite relation). Thus only now may we speak of the fist-order version of 
a SERSdb R. The proof of this proposition is rather technical and is relegated to Section A.4.1 of the appendix. 
7.4 Properties of the Conversion Procedure 
This section studies the connection between higher-order rewriting and ht-order rewriting modulo. Sec- 
tion 7.4.1 fist  shows that the Simuhtzon Proposition holds: any higher-order rewrite step may be simulated or 
implemented by first-order rewriting. Section 7.4.2 considers the Projection Proposition, namely, that rewrite 
steps in the first-order version of a higher-order system R can be projected in R. Finally, we give in Sec- 
tion 7.4.3 a syntactical characterization of higher-order rewrite systems that c m  be translated into first-order 
rewrite systems modulo an empty theory. We shall see that, for example, the A-calculus is covered by this 
characterization. 
7.4.1 The Simulation Proposition 
In order to simulate higher-order rewriting in a first-order framework we have to deal with the conversion 6Cd 
valid valuations into assignments. Recall that valuations are the devices through which SEESdb-rewrite rules 
are instantiated in order to obtain the induced rewrite relation. Likewise, assignments are used for instantiating 
first-order rewrite rules, i.e. ExERSrewrite rules. For converting valuations to assignments two families of 
index-adjustment operations are required, decrementors and adjusters. 
Consider a metavariable Xl in a SERSdb-rewrite rule (L, R), and suppose we are given a valid de Bruijn 
valuation K. Let X[wns(bl, . . . , blkl ,  shzjtj)] be the conversion of the metavariable Xl (Def. 7.30) where k is the 
label of the X-based pivot metavariable. We shall seek to define an assignment p such that the value that p 
assigns to X satisfies the following equation: 
The term assigned to p(X) shall be obtained from 6(Xl). This result is stated as Lemma 7.45. 
Definition 7.38 (Decrementors) For every i, j 2 0 and de Bruijn ground term a we d e h e  %.(a) as follows: 
i f n s i + j  
n - j  i f n > i + j  
Lemma 7.39 Consider a SERSdb-rewrite rule (L, R), metavariables Xl, Xk E (L, R), and a valuation K valid 
for (L, R). For all i 2 0, if 
1. K X ~  = D[a] for some pure context D having binder path number i, 
2. valztei (1, a)  = valuei (k, b), and 
3. the binding allowance of X in (L, R) is the empty set (i.e. BqLTR)(X) =@), 
then DFl (a) = DYl (b). 
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Proof. By induction on a. 
a = n. We consider the following cases: 
111 
- n 5 i + (11. Then (a) = n. If n 5 i then since ~alue~(l, a) = n = valuei(k, b), we have b = n and 
the result holds. 
Otherwise, ifi < n 5 i+lll then since by Hypothesis 2 we have valuei(l, n) = at(1, n-i) = ~alue"k, b) 
we must have b = m with i < m 5 i + 1 kl and at (1, n - i) = at(k, m - i). But by Hypothesis 3 there 
must be some XLI in (L, R) such that at@, n - i) $ it, and hence Value(lt, K X ~ ~ )  # Value& KX~) by 
Def. 6.40 (since at (1, n - i) occurs in Value(1, KX~) but at (1, n - i) does not occur in Value(lt , KX~I)), 
contradicting the assumption that K. is valid. 
Ill 
- n > i + 11 I. Then Z)i (a) = n - (1 1. Also, since valaei (1, a) = zn-i-lll = valaei(k, b), we have b = m 
with m > Ikl+ i and n - 11) - i = m - Ikl - i. Then @(b) = m - IkJ and the result holds. 
Ill 111 a = f (al, . .. , a,). Then (a) = f (q (al), .. . , (h)). 
Now by Hypothesis 2 we have that b = f (bl,. . . , b,) with ~alue"1, aj) = valzcei(k, bj) for all 1 5 j 5 n. 
111 Ikl Then the induction hypothesis yields Di (aj) = (bj) for j E l..n and we may conclude the case by 
Def. 7.38. 
Ill a = [(a1, .. . , h). Then D!' (a) = E(Di+l(al), . . ., DF!~(~)). 
Now by Hypothesis 2 we have that b = J(bl,. . . , bn) with ~due"'(1, aj) = ~alue~+l(k, bj) for all 1 5 j 5 
n. Then the induction hypothesis concludes the case. 
Lemma 7.40 Consider a SERSda-rewrite rule (L, R), metavariables Xl, Xk E (L, R) and a valuation K. valid 
for (L, R). For all i 2 0, if 
1. 6x1 = D[a] for some pure context D having binder path number i, 
2. valuei(l, a) = ~daeyk, b) and 
3. the binding allowance of X in (L, R) is the empty set (i.e. Ba(L,~)(X) = @), 
then DF~ (a) [lifti (shift l k l  )] =w b. 
Proof. By induction on a. 
a = n. Then we have three further cases to consider: 
1- n 5 i. Then 2$'(n)[l$"shiftlkl)] = n[lifti(shiftlki)] =hl n. Now by Hypothesis 2 we have 
~alue~(1, n) = n = valuei(k, b) and therefore b = n and we are done. 
2. i < n 5 i + 11 I. Then since by Hypothesis 2 we have valuei(l, n) = at (1, n - i) = v&ei(k, b) we 
must have b = m with i < m 5 i + lkl and at(1, n - i) = at(k, m - i). But by Hypothesis 3 there 
must be some X ~ I  in (L, R) such that at(l, n - i) 4 l', and hence Value(l', KX;) # VaZue(1, 6x1) by 
Def. 6.40 (since at(1, n - i) occurs in Value(1, KX~) but at@, n - i) does not occur in Value(lt, KX~I)), 
contradicting the assumption that K. is valid. 
3. n>i+ 111. Then 
D!' (n) [lifti(shiftlkl)] 
- (n - ~ll)[lift~((shiftl~l)] 
-L.1 
-W (n - 111 - i)[sh.iftlkl][shift]i 
- Def .7.11(9) 
-W (n - 111 - i + Ikl)[shi,ftIi 
=w n - Ill + lkl 
The last equality follows from i applications of Def. 7.11(9). 
Now by Hypothesis 2 we have vduei(l,n) = xLln-i-lll = valuei(k, b) and therefore b = m with 
m > i + Jkl and n - i - 111 = m - i - Ikl. From this it follows that n - 111 = m - lkl and we are done. 
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a = f (a1, . . . , an). Then DPl (a) [li@ (shiftlkl)] =w f ( @ I  (a l )  [lifti(shift l k l ) ] ,  . . . , v!' (an) [1ifti(shift I k I ) ] )  by 
condition 2 of Def. 7.10. 
Now by Hypothesis 2 we have that b = f (b l , .  . . , b,) with ~ a k g ( 1 , ~ )  = valuei(k, b j )  for all 1 5 j 2 n. 
Then the induction hypothesis yields Dl'(aj)[lift'(shiftIkI)] =w bj for j E l..n and we may mnclude the 
case. 
a = c(al,.  . . , G). Then by condition 2 of Def. 7.10 we have that 
Dl1  (a) [lifti(shiftlkl)] =W <(D!Jl(al) [1ifti+'(shiftIk')], .. . , DF!l (a,,) [lift'+'(shiftIkI)]) 
Now by Hypothesis 2 we have that b = [(bl,.  . . , bn) with ~ a l u e ~ + ~ ( l ,  a j )  = ~alue" ' ( k ,  b j )  for all 1 5 j 5 
n. Then the induction hypothesis concludes the case. 
Definition 7.41 (Adjus ters)  Let X I  be a pivot metavariable in a SERSda-rewrite rule ( L ,  R), i 2 1, a a 
de Bruijn ground term and let cons(b1, . . . , bill, ~ h i f t l ' l ' l ' \ ~ ~ ~ . ~ ) ( ~ ) l )  be the index-adjusting substitution c o r n  
sponding to X I  . Then 4 (a)  is defined as follows: 
n i f n<_ i  
n if at(1,n - i)  E B ~ ( L , R ) ( X )  and 0 < n - i 5 111 
if at(1,n - i) # B ~ ( , R ) ( X )  and 0 < n - i 5 (11 
pos(n - i, bl . . . blq) + i if 111 < n - i 5 111 + (1  \ Ba(LIR)(X)I 
n - I \ L R  i f  n -i > Ill + ll \B~(L,R)(X)I  
& ( f ( a l . .  .an)) Ef f (Ai(a1). . .d:(an)) 
4 ( c ( a 1  . - %a)) 'f t(AE(Aa1) . . . ./(1+1 (an)) 
L e m m a  7.42 (Well-definedness of Adjusters)  Consider a SERSdb-rewrite rule ( L ,  R) and some pivot set 
P for ( L ,  R). Let X I  E ( L ,  R) be the X-based pivot metavariable for some X E NFMVar(L), and let n be a 
valuation valid for ( L ,  R).  For all i > 0,  if 
1. n X l  = E[a] for some pure context E with i the binding path number of E ,  and 
2. the binding allowance of X in (L, R )  is not empty (i.e. B~(L ,R , (X)  # 8), 
then &(a) is defined. 
Proof. By induction on a. We shall only consider the base case, the others follow by using the induction 
hypothesis. Suppose a = n. We have four further cases to consider: 
1. n 5 i. Then there is no problem. 
2. i < n 5 i + 111. The only case of conflict is if at(1, n - i )  $ Ba(L,R)(X). Then there must be a XI ,  in 
L such that at(1, n - i)  $ 1'. Consequently Value(1, 6x1) # Value(l', nXl t )  since at(1, n - i) occurs in 
Value(1,nX~) but at$, n - i)  does not occur in Value(lf, 6Xrt) .  This contradicts the assumption that n is 
valid for ( L ,  R) .  
3. (11 < n - i 5 111 + (1 \ B ~ ( ~ , ~ ) ( X ) I .  Then we must verify that pos(n - i, bl . . .bi l l )  is deked. Now 
let r = 11 \ B ~ ( ~ , ~ ) ( X ) I  then by Def. 7.30 there are subindices jl < . . . < j, such that bj, = 111 + 1 + 
sh(X1,  j l ) ,  . . . , bj, = (1 ( + 1 + sh(X1,  j,). By noting that 1 + Sh(X1, j,) = r we are done. 
4. n - i > (21 + 11 \ Ba(L,R)(X)I. This case presents no problems. 
L e m m a  7.43 Consider a SERSdb-rewrite rule ( L ,  R )  and some pivot set P for (L, R). Let Xt E (L, R )  be the 
X-based pivot metavariable for some X E NFMVar(L), let Xk E (L ,  R) ,  and let n be a valuation d i d  for 
( L ,  R). For all i 2 0,  if 
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1. I G X ~  =D[a] for some pure context D having binder path number equal to i ,  
2. valuei (1, a) = vaZuei ( k ,  b), and 
3. The binding allowance of X in (L, R) is not empty (i.e. Ba(L,R)(X) # 0), 
then 4 (a )  [lifti ( s )]  =w b where s = cons(c1, . . . , ~ 1 1 1 ,  shiftlkl+l'\By~*R)(x)l) is the index-adjusting substitution 
corresponding to Xk . 
Proof. Let j = Ikl+ 11 \ Ba(L,R) ( X )  I .  We proceed by induction on a. 
a = n. Then we have four further cases to consider: 
1. n 5 i. Then A:(n) [lzfti (wns(cl ,  . . . , ~ 1 1 1 ,  shifti))] = n[lifti (wns(cl ,  . . . , ~ 1 1 1 ,  shifti))] =p n. 
Now by Hypothesis 2 we have va1uei(l, n) = n = value"k, b) and therefore b = n and we are done. 
2. i < n <_ i + 1.41. Here we consider the two cases: 
- at(1, n - i)  E Ba(L,R) ( X ) .  Then 
4 (n) [lift" wns (cl , . . . , ~ 1 1 1 ,  sh$ti))] 
= n[lifti(wns(cl, .. . , clq, s h i p ) ) ]  
=kl (n - i )  [cons(cl, . . . , clq, shifti)] [shaftIi 
=w G-i[~hift]i 
=w ~ - i + i  
So we are left to verrfy that ~ - 6  + i = b. 
Now by Hypothesis 2 we have value"1, n) = at( l ,  n - i )  = va1uei(k, b) and therefore b = m with 
i < m  5 Ikl+i and a t (1 ,n - i )  = a t ( k , m - i ) .  
We consider where ~ - i  might 'come from'. 
(a) n - i = pos(Ph, 1)  with Ph E ~ a ( ~ , R ) ( x )  and &-i = pos(Ph, k) .  But then by Hypothesis 2 
and the fact that k is a simple label we must have ~ - i  = rn - i, which concludes the case. 
(b) There is no Ph E Ba(LIR)(X) with n - i = pos(Ph, 2 ) .  This contradicts our assumption that 
at(1, n - i) E B ~ ( L , R ) ( X ) .  
Note that in the particular case that Xk = Xl then c,+i = n - i and we have n - i + i = n. 
- a t  ( 1 ,  n-i) $! Ba(LtR) ( X ) .  By Well-definedness of Adjusters (Lemma 7.42) this case is not possible. 
where r = pos(n - i, dl . . . dlll). Note that Lemma 7.42 is used here. 
So we are left to verify that c,. + i = b. 
We must consider where c, might 'come from': 
(a) r = pos(Ph, 1 )  with Ph E B~(L ,R)  ( X )  and c, = pos(Ph, k) .  Then clearly, at(1, r )  E B ~ ( L , R )  ( X ) .  
However, since r = pos(n - i, dl . . . dlll) this means that d,. = n - i. Also, recall that we are 
currently considering the case d, = n - i > 111. But then by Def. 7.30 at(1,r) $! B ~ ( L , R ) ( X )  
contradicting our knowledge of the opposite fact. 
(b) c, = lkl+ 1 + sh(Xl,r) .  
Now note that it is not possible for d,. = r (and hence at@, r )  E Ba(L,Rl(X)) since then we may 
reason as in item 3a. So d, = n - i = 11 I + 1 + %(Xi ,  r )  (*). Recall that we are left to verify 
that lkl+ 1 + Sh(Xl,  r )  + i = b. 
Now b y  Hypothesis 2 we have valuei(l, n) = xn-i-lq = value"k, b) and therefore b = m with 
m >i+ Ikl and n - i -  111 = m - i -  Ikl. From thisit follows that n -  111 = m -  Ikl. Sonow we 
must see that lkl + 1 +Sh(Xl ,r )  +i = n - 111 + Ikl, or simply 1 +Sh(Xl ,r )  +i = n - Ill. Thii 
follows from (*). 
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Note that in the particular case where XI,  = Xi then c, = n - i and we have n - i + i = n. 
4. n - i > 111 + 11 \ Ba(L,R)(X)(. Then 
& (n) [&fly wns (cl , . . . , C I J ,  shiflj))] 
= (n - 11 \ Bac~,~)(X)I)[~iftYwm(c1,. . . , cltl, shifti))l 
=w (n - 11 \ BacL,R) ( X )  I - i) [ w m ( c l ,  .. . , clq, shiftj)] [shift]" 
=w n - 11 \ B ~ ( L , R ) ( X )  I - i - Ill + lkl + 11 \ B~(L,R)(X)I  +i 
= n - Ill + lkl 
Note that in the particular case that Xk = Xt we have k = 1 and the result holds directly. Otherwise, 
by Hypothesis 2 we have va1uei(l, n) = xn-i-~ll = valuei(k, b) and therefore b = m with m > i + Ikl 
and n - i - 111 = m - i - Ikl. From this it follows that n - 111 = m - lkl and we may conclude the 
case. 
a =  f (a l ,  ...,%). Then 
Now by Hypothesis 2 we have that b = f (bl,. . . , b,) with va1uei(l, a j )  = valuei(k, b j )  for all 1 5 j 5 n. 
Then the induction hypothesis concludes the case. 
a =  <(al,.. .,a,). Then 
&(a) [lift" wm(c1, . . . , ~ 1 1 1 ,  shzftj))] 
=w (a l )  [~ i f t i+~(cons (c~ ,  . . . ,911, shifti))], . . . , &+l (a,) [ ~ i f b ' + ~  (wns(c1, . . . , clll, ship.))]) 
Now by Hypothesis 2 we have that b = <(bl,. . . , b,) with ~due '+l( l ,  a j )  = vehei+'(k, b j )  for all 1 < - j - <
n. Then the induction hypothesis concludes the case. 
We know how to convert SERSdb-rewrite rules. In order to prove our simulation result we must convert 
SERSdb-valuations. This makes use of decrementors and adjusters. 
Definition 7.44 (Valuation conversion) Let (L, R) be a SERSdb-rewrite rule, K a valid valuation for ( L ,  R )  
and P a pivot set for ( L ,  R) .  The conversion of K via P is d e h d  as the assignment p where for each X E 
NFMVar ( L )  :
def Case BacL,R)(X) = 0. Then p(X)  = D ~ ' ( K X ~ )  where XI is any metavariable from L. Note that 
Lemma 7.39 guarantees that this is a correct definition (take D = 0). 
Case B ~ ( ~ , ~ ) ( X )  = {A,. . . , pn} with n > 0. Then we deiine p(X)  d=d & ( K X ~ )  where X I  is the X-based 
pivot metavariable as dictated by P. 
Lemma 7.45 Let ( L ,  R )  be a SERSdb-rewrite rule, K a valid valuation for ( L ,  R )  and 7 the conversion of K via P 
for some pivot set P for ( L ,  R) .  If L = C[A]  for some metacontext C and metaterm A, then p ( C P R ) ( ~ ) )  =W KA. 
Likewise, if R = C[A]  then p ( ~ g ' ~ ) ( A ) )  =w K(A) .  
Proof. Both items are proved by induction on A. 
A = n. Then LHS = p(n) = n = ten = RHS 
A = X k .  Note that since XI,  is a subterm of a metaterm (i.e. a well-formed pre-metaterm) k is a simple 
label. According to Def. 7.31 we have three subcases to consider: 
- - 
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1. Ba(L,R)(X) = 0. Then 
LHS = P(X [shift l k i  I )  
- p ( ~ )  [shifflkl] 
=o,r. 7.44 D!' ( ~ x l ) [ ~ h i f t ' ~ ~ ~  
-L. 7.40 
-W KXk 
where Xl is any metavariable from L.  
2. Ba(hR)(X) # 0 and wns(bl, . . . , bill, s h i p )  # ams(1, . . . , I 1  1, shiftizi) where X I  is the X-based pivot 
metavariable as dictated by P. Then 
LHS = ~ ( X [ w n s ( b l ,  . . . ,bill, shift')]) 
- p(X)[wm(b l ,  .. . , blzl, shift')] 
- 4)(l~Xz)[wns(b1, .  . - ,bill, shQw1 
-L. 7.43 
-w ~ x k  
3. ( X )  # 0 and cons(b1, . . . , bill, shift') = mm(1, . . . ,111, shiftlZl) where X I  is the X-based pivot 
metavariable as dictated by P. Then 
LHS = 
- 
ax)  
&(nXz) 
=w ~ ) ( K x L ) [ c o ~ s ( ~ , .  . . ,111, sh$ti")] 
-L. 7.43 
-w ~xk 
Note that the third equality holds by the fact that com(1,. . . ,111, shiftl61) behaves as the identity 
substitution. 
'=tR' (A))) =% f (,CAI, . . . , K&) = RHS. A = f (Al, . . . , An). Then LHS = f ( ~ ( C F " ( A ~ ) ) ,  . . . ,p(cp 
A = E(Al,. . . ,An). Then LHS = < ( p ( ~ r ' ~ ) ( A l ) ) ,  . . . , ~ ( c F ' ~ ) ( A ~ ) ) )  =tyh. <(KAI,. - - "A%) = RHS. 
A = A1[A2]. This case is wnsidered for the second item only since the de Bruijn metasubstitution 
operator may not occur on the LHS of a SERSda-rewrite rule. 
LHS = F ( C ~ ' ~ '  (A  [ ~ a l ) )  
- 
- p ( ~ r % ~ ) ( a ~ ) )  [wns(p(~$?~) (AZ)) , id)] 
-i.h. 
-w ( ~ A l ) [ w m ( ~ A z ,  4 1  
- L. 7.19(3) 
,cAlgl e 6A2$ 
- 
- 
4 1  [A211 
RHS 
Proposition 7.46 (Simulation Proposition) Let R be a SERSdb and let f 0 ( 7 Z ) ~  be its &st-order version. 
Suppose a +.R b then 
1. if ~ O ( ' R ) ~  is an ExERS then a d j o ( ~ ) / w  b. 
2. if f 0 ( 7 Z ) ~  is a FExERS then a + f o ( ~ )  o ++w b where o denotes relation composition. 
Proof. For the first item, suppose a +.R b. Then there must be a SERSdb-rewrite rule ( L ,  R) E 'R, a 
duat ion IG valid for ( L ,  R )  and a pure context E such that a = E[nL] and b = E[KR] .  Let (L', R') = Cp(L, R )  
be the converted version of rule (L, R )  via some pivot set P for ( L ,  R ) .  Let j5 be the mnversion of t~ via P 
(Def. 7.44). By Lemma 7.45 we have: 
1. p(L') =w K L  and 
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Thus from p(Lt) =w KL and p(R') =w KR we have EF(Lt)] =w E[IEL] and EF(R1)] =w E[KR], re- 
spectively. Finally, we have on the one hand a = E[KL] =w EP(Lt)], so a =w E$(Lt)], and on the other, 
b = E[KR] =w E[7(Rt)], so b =w E[jS(Rf)]. 
As for the second item note that if ~ O ( R ) ~  is a FfiERS then L' is a pure term. Also, by definition, K 
is a pure assignment. Thus P(L1) = KL. And j5(Rr) -ww IER since KR is a pure term. Therefore we have 
a = E[KL] = E$(Lf)] +(L~,R/)  E$(Rt)] +W E[KR]. 
7.4.2 The Projection Proposition 
We now wish to prove that derivations in an ExERS or FExERS ~ O ( R ) ~  may be projected into derivations 
in R. This ensures in some sense that we did not add meaningless computations in the translated first-order 
system. As a consequence we prove that f0(77.)~ is conservative over R (Def. 7.57). Further properties of the 
projected derivations shall be studied in Chapter 8, where standard derivations shall be considered. 
We shall first begin by showing that if a 3(L,~) b then for any term s of sort S we have W(a[s]) =t(L,R) 
3 
W(b[s]). The meaning of a Z(L,R) b shall be made precise shortly, however on an intuitive level it means that, fl 
a rewrites to b by applying a number of parallel (L, R)-rewrite steps. I 
Remark 7.47 Let A be a pre-metaterm and suppose WFk(A). Then any metavariable occurring in A must 
be of the form Xlk  for some label 1. Moreover Ek is a simple label. 
Lemma 7.48 Let A be a pre-metaterm and suppose WFk(A). Consider a valuation K with MVar(A) 
Dorn(6). Then W ( ( K A )  [lifllkl (s)])  = L ~ A  where ~k is a valuation defined as: ~ ~ ( X l k )  ef w ( ( K x ~ ~ )  [liiftllkl (s )] )  
for all I such that Xlk occurs in A. 
Proof. B y  induction on A. 
A = n. Note that since WTk(n)  we have n 5 Ikl. Then LHS = ~ ( ( ~ n ) [ l i f l l ~ l ( s ) ] )  = ~ ( n [ l . i f t l ~ ~ ( s ) ] )  = 
n = Lkn = RHS. 
A = Xkf .  Then since WTk(Xkl) we have k = k' and LHS = w ( ( K x ~ ) [ z ~ ~ ~ ' ~ ' ( s ) ] )  = L ~ A .  
A = f(A1,. . .,An). Then 
LHS zDef. 7.11(3,4) f ( ~ ( ( ~ ~ l ) [ l i j I l ~ l ( s ) ] ) ,  . . . , ~(( t&)[l i f l I~l(s)]))  
-i.h. 
-W f (~ iA1 ,  - ,&;An) 
- f (~kA1 7 .. ~kAn) 
- RHS 
n . 
where ~k = Ui=, LL. Note that if Xp E D O ~ ( L ~ )  n Dorn(L{) for j ,  j' E l..n with j # j1 then L ~ ( x ~ )  = 
L i  ( x ~ ) .  
A = c(A1,. . . ,An). By hypothesis there is an a such that WFak(Ai) for all i E l..n. Then 
LHS =Def .  7.11(394) < ( ~ ( ( ~ ~ ~ ) [ l i f l ~ ~ ~ ~ ~ ( s ) ] ) ,  . . . , ~ ( ~ ~ n ) [ l i f l ' ~ ' + l ( ~ ) ] ) )  
-i.h. 
-W C(LLkA1, . . . , &An) 
- < ( ~ ~ k A l ,  . . , LakAn) 
where rak = U:=, L&. Note that if X, E ~or n ( &, )  n Dorn(Lik) for j, j' E l..n with j f j' then 
~ i k ( x p )  = d ( x p ) -  
By the well-formedness predicate we know that since any metavariable in A, has the form Xpak for some q- 
- 1  
label p we have L ~ ( A ~ )  = L ~ ~ A ~  for all i E l..n. More precisely, in the definition of ~,k let p be a label -.I 
such that Xpak is a metavariable in Ai for some i E l..n, then in the definition of ~k we take p' = p a  and 
obtain L ~ ( X ~ , ~ )  = L , ~ ( X ~ ~ ~ ) .  Hence we may continue as follows: 
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A = A1[A21). By hypothesis there is an a such that WFak(Al ) ,  and WFk(A2) .  Then 
LHS = 
- 
~ ( ( 4 %  ~ ~ z l l ) ) [ l i f i l ~ ' ( s ) l )  
W((KA191 + d23)[lifilkl (41) 
W ( ( K A ~  [wns(6A2, id)])  [li;ftIkl (s)])  
W ( ( K A I )  [lifllkl+1(s)][wlas((~~2)[~ifiIkl(s)], id)])  
~(~((~~l)[~ift'~l+~(s)])[cons(~((~~a)[~ifil~l (s )] ) ,  ad)]) 
w((nal)l l i f tkl+'(s)l)gl  + w ( ( K A ~ ) [ w ~ * ~ ( ~ ) ] ) )  
Lak(A1){1+ ~ k ( A 2 ) )  
Lk(Al){l + Lk(A2)) 
~k(A1 6A2]1) 
The before last equality may be justified as in the previous case. 
We now venfy that the valuation L fkom Lemma 7.48 (k  = E )  is a valid valuation assuming K is, and hence 
can be used in rewriting terms. More precisely, 
Lemma 7.49 Let K be a valid valuation for a SERSda-rewrite rule (L ,  R) and let s be any substitution. Then 
L is alSO valid for (L ,  R), where L(XL)  ~ ( ( ~ ~ ~ ) [ l i f i l ' l ( s ) ] )  for all Xl in ( L ,  R). 
Proof. This follows from the following more general result by considering the case i = 0. Let a, b 
be pure terms. Then for all i 2 0, valuei(kl, a) = valuei(k2, b) implies Valuei (k1, ~ ( a [ l i f i l ~ ' l + ~ ( s ) ] ) )  = 
value"k2, ~ ( b [ l i f l l ~ ~ l + ~  (s)] ) ) .  
The latter is proved by induction on a. We shall consider the case where a is an index for the other cases 
follow by using the induction hypothesis. Let a = n, we consider three further subcases: 
n 5 i. Then b = n and Va1ue"k1, ~ ( a [ l i f i l ~ l l + ~ ( s ) ] ) )  = n = vahei(k2, ~ ( b [ b i f i l ~ ~ ~ + ~ ( s ) ] ) ) .  The latter 
holds by Lemma 7.19(1), and therefore, the result holds. 
i < n 5 ( k l l + i .  Then b = m with i < m 5 ( k z ( + i  and a t ( k 1 , n - i )  = a t ( k 2 , m - i ) .  We 
have w(a[lifilk1lf " s ) ] )  = n and vabei(k2, ~ ( b [ l i f i l ~ ~ l + ~ ( s ) ] ) )  = m, by Lemma 7.19(1). Thus, we have 
Value"kl, ~ ( a [ l i f i l ~ ~ l + " ( s ] ) )  = a t (k l ,  n - i) = at(k2,  m - i )  = valuei(k2, ~ ( b [ l i f i l ~ ~ l + ~ ( s ) ] ) ) .  
n > Jkl 1 + i. Then b = m with m > 1 k2J + i and x,-lk,l-i = xm-lkzl-i. Then we reason as follows: 
And likewise, 
~ ( b [ l i f t l ~ " + ~ ( s ) ] )  = W(m-  Jk21 -i[s][shijt]lk2Ifi) 
= W ( W ( m  - lkal - i [ s ] ) [ ~ h i f i ] l ~ ~ l + ~ )  
Now W ( n  - (k l (  - i [ s ] )  = W ( m  - (k21 - i [s]) ,  since n - Ik1J - i = rn - Jk2) - i. 
Observation: for any pure term a, v iuei (k l ,  a)  = ~ a l u e ~ ( k 2 ,  b) implies valuei (k l ,  ~ ( a [ s h z f i ] l ~ l l +  i)) = 
vahe"kz, ~ ( b [ s h i f t ] I ~ ~ I + ~ ) ) .  This may be verified by induction on a and using condition 9 of the dekition 
of a Basic Substitution Calculus (Def. 7.11). 
By the observation we may conclude the case. 
. -'ROPERTIES OF THE CONVERSION PROCEDURE 
Definition 7.50 (Parallel SERSdb-rewriting) Let R be a SERSdb and let a and b be de Bruijn terms. We 
say that a R-rewrites in parallel to b 8 a 3 . ~  b, where the latter relation is defined as: 
( r e f  1) 
a 3 a a  
K valid for (L ,  R )  E R 
K L  3~ K R  (red) 
ai =tR bi for all 1 < i < n ai 3 7 ~  bi for all 1 < i 5 n (clos-f  ) (clos-b) 
f (a l , . . . ,an)  3 ~ .  f (bl , . . . ,bn) S(al,. . . , an) 3 ' ~  <(bl, -. - , bn) 
Note that + . R E = ~ . R ~ + + ~ ,  and that 3 . ~  is reflexive. In the case of R = ( ( L ,  R ) )  we shall abbreviate a 3 . ~  b 
a = ~ ( L , R )  b- 
Lemma 7.51 Let a, b be pure terms and let ( L ,  R) be a SERSda-rewrite rule. If a ~ ( L , R )  b then for any term 
s of sort S we have W(a[s] )  = ~ ( L , R )  W(b[s]) .  
Proof. By induction on the derivation of a ~ ( L , R )  b. 
e r e f  1. Then the result holds trivially. 
red. Let G = pattern(L) (Def. 6.31). Then a = G[KX::]~;: .. [KX;;],;: where xf;, . . . , x:," are all the 
metavariables in L, and K is a valid valuation for ( L ,  R ) .  Then 
i . def So d e h e  L X ~ ;  = ~ ( ( ~ ~ ~ ~ ) [ l i f t ~ ~ ~ ( s ) ] ) .  Then since L is valid for (L, R )  by Lemma 7.49, an application of 
red allows us to conclude: W ( U [ S ] )  ~ ( L , R )  L(R)  =L. 7 . 4 8 ( k s e )  W((KR)[s] )  =W(b[s]) .  
c los- f .  Then by the induction hypothesis we have W(ai[s ] )  W(bi[s])  for all 1 < i 5 n. We con- 
clude using ~ 1 0 s - f  W ( f  (a l ,  . . . , %) [s])  = f (W(a1 [s]) ,  - . . , W ( a n  [s]) )  S(L,R) f ( W ( h  [s]) ,  . . . , W ( b n [ ~ ] ) )  = 
W(f(bl , . - . ,bn)[s l>.  
clos-b. As in the case clos- f .  
Note that in particular Lemma 7.51 holds when a +(L,R) b since the onestep rewrite relation is included in 
the parallel rewrite relation. 
Lemma 7.52 (Projecting assignments) Let ( L ,  R )  be a SERSdb-rewrite rule, (L', R') = Cp(L, R) for some 
pivot set P for ( L ,  R ) ,  let p be an assignment for (L', R'). 
Define the valuation K as: 
K X ~  efw (F(c$?'~) ( ~ k ) )  
I f  L = C[A]  for some metacontext C and metaterm A, then w ( ~ ~ ( c F ' ~ ) ( A ) ) )  = KA. Likewise, if R = C[A]  then 
w (p(cFlR)(~)) )  = KA. 
Proof. Both items are proved by induction on A. 
A = n. Then LHS = W(p(n)) = n = K n  = RHS. 
A = xk. Then LHs = W ( F ( C ~ ' ~ ) ( X I ) ) )  =hypothesh  XI 
A = f (A1, .  . . ,An) .  Then 
CHAPTER 7. FROM HlGHER-ORDER TO FIRST-ORDER REWRITING 
A = A11[A2]1. This case is considered for the second item only since the de Bruijn metasubstitution 
operator may not occur on the LHS of a SERSab-rewrite rule. 
LHS = w ( F ( c ~ * ~ ) ( A I  v 2 1 ) ) )
- W ( ~ ( C ~ ~ ~ ) ( A I ) ) [ W ~ ( F ( C ~ ~ ) ( A ~ ) ) ,  id)] )  
- D e f .   7.11(1) W(W(- 
-i.h. 
p(cpR)(~l)))[eom(w(F(cg~R)(A2))), 41 
-w W(1c-41 [ w m ( ~ A z ,  id)] )  
=L. 7.19(3) IcAlgl IcA21) 
- 
- 
4% w2n) 
RHS 
In order to use the valuation of Lemma 7.52 we need to prove that it is valid. This is the issue of Lemma 7.53 
and Corollary 7.54. 
Lemma 7.53 Consider a SERSdb-rewrite rule ( L ,  R ) ,  metavariables X k l ,  Xk2 occurring in (L, R )  and a desig- 
nated pivot metavariable X l .  Let a be any pure term. Then for all i 2 0 we have: 
where sl = w m ( b l ,  . . . , bill, ~hiftl~'l+l~\~~(~.~)(~)I) and s2 = C O ~ ( C ~ ,  . . . ,~ 1 1 1 ,  shi.ftlk2 I+IfiBBa(~.~) are the index- 
adjusting substitutions (using pivot X l )  of Xkl and Xk2 ,  respectively. 
Proof. We shall assume that Xkl # X I  and Xk2 # Xl.  The case where Xk,  = Xl or Xk,  = Xl is analogous. 
We proceed by induction on a. 
a a = n. We have three subcases to consider. 
- n 5 i. Then by Lemma 1 ~abe"k1,  n) = n = ~ a l u e ~ ( k 2 ,  n).
- i < n 5 121 + i. Now we consider two further cases: 
* n - i = pos(Ph, 1 )  for some Ph E BqL,R) ( X ) .  Then bn-i = pos(Ph, k l )  and %-j = pos(Ph, k2) 
by Def. 7.30. Therefore ~ a l u e ~ ( k ~ ,  bn-i + i)  = Ph = ~alue"k2, k - j  + i). 
* There is no Ph E B ~ ( ~ , ~ ) ( X )  such that n -i = pos(Ph, I ) .  Then bn-j = Ikll + l + ~ h ( X l ,  n-i) and 
= Ik21 + 1 + Sh(Xl,  n -i). Hence, value"k1, bn-i + i) = X ~ + S ~ ( X , , ~ - $ )  = vduei(k2, %-i + i). 
- n > Ill t i .  Then W(a[li f l i (s l)])  = n - 111 + lkll + 12 \B~(L,R)(X)I  and ~ ( a [ l i f t ' ( s a ) ] )  = n - 111 + 
lkal + 12 \ ~ a < ~ , ~ ) ( x ) l .  Thus valuei(ki, n - 111 + Iki( + 11 \ B ~ ( L , R ) ( X ) I )  = Xn-i-IlI+Il\~a(~,~)(x)I = 
valuei(kz, n - Ill + lkzl+ 11 \ B~<L,R)(X)O- 
a =  f (a l ,  ..., G). Then 
a a = <(al, . . . , a,). Similar to the previous case. 
Corollary 7.54 (From assignments to d i d  valuations) Consider a SERSda-rewrite rule (L, R) ,  metavari- 
ables Xk,, Xkz  occurring in ( L ,  R) and a designated pivot metavariable X L .  Let p be an assignment. Then 
where sl = cons(bl,. . . , bill, ~hi.ftl~~l+l'\~~(~,~)(~)l) and ~2 = wm(c1,  . . . , C I ~ I ,  k2 I+ 1 i \ B a ( ~ . ~ )  are the index- 
adjusting substitutions (using pivot X r )  of Xkl and Xk2 , respectively. 
I. PROPERTIES OF THE CONVERSION PROCEDURE 
Proof. Since W is a basic substitution calculus it has unique normal forms. Also, by condition 2 of Def. 7.11 
we have that W ( a )  is a pure term for any term a. Thus 
Lemma 7.55 (Interpretation of ExERSrewriting) Let W be a basic substitution calculus satisfying the 
scheme. Let o be a term of W of sort T or S. Let ( A f ,  R f )  = Cp(L, R) .  If o + ( ~ l , ~ t )  o1 then 
1. i f o  is of sort T then W ( o )  = f ( L , R )  W ( o f ) .  
2. for every pure term d of sort T such that d[o] is a term of sort T, and every n 2 0, W(d[lifin(o)]) *(L,R) 
W (d[lifin (ol)]).  
Proof. We show simultaneously the two items by induction on the lexicographic ordering (0, d), where o and 
d denote, respectively, the ordering induced by their structures. 
o is a de Bruijn index or a substitution constant. Then both items holds vacuously since by def%ition the 
LHS of a SERSdb-rewrite rule must have a function or bider  symbol as head symbol. Thus o is a normal 
form. 
o = f (a l , .  . . , a,) or o = [ (a l , .  . . , %). There is nothing to prove for the second item. For the first: 
- the reduction is at the root. Then o = pLf. Define tc for all X k  E L as: 
Note that tc is a valid valuation by Corollary 7.54, and also, W ( p L ' )  = tcL by Lemma 7.52. So 
K L  ~ ( L , R )  K R  =L. 7.52 W ( p R f )  = W ( o f ) .  
- the reduction is internal. Then we use the induction hypothesis. 
o = a[s]. There is nothing to prove for the second item. We consider two cases for the first property: 
- o' = af[s] with a + ( L I , R I )  a'. By the i.h. W ( a )  =t(L,R) W ( a f ) .  Then W ( a [ s ] )  = W ( W ( a ) [ s ] )  ~ ( L , R )  
W ( W ( a f ) [ s ] )  by applying Lemma 7.51. 
- of = a[s f]  with s - f ( ~ l , ~ l )  s f .  Since W ( a )  is a pure term we have'that W ( o )  = W ( W ( a ) [ s ] )  ~ ( L , R )  
W ( W ( a ) [ s f ] )  = W ( o f )  by the induction hypothesis of item 2 since ( s ,  W ( a ) )  < (a[s],  W ( a ) ) .  
o is a substitution a(s l , .  . . , s j ,  . . . , sq) (q > O ) ,  and of = a(s1,. . . , sg, . . . , sq),  where sj  +(LI ,R , )  s$, then 
there is nothing to prove for the fist  property since o is not a term. For the second property we proceed 
by induction on d. 
- d = f (dl ,  . . . , &) or d = E(dl, . . . , d m )  then the property holds by the induction hypothesis since 
(o,c&) < (0, d )  for all I 5 i 5 n, and applying clos-f or clos-b. 
- d = m. Then we must verify that for all n 2 0: W(m[li f in(o)])  +(L,R)  W(m[l.ift"(of)]). 
We proceed by induction on n. 
1. i f  n = 0, then we proceed by cases as dictated by the definition of the scheme (Def. 7.17). 
(a) Suppose there exists a de Bruijn index r ,  indices il,  . . . , ip (p > 0 )  and also substitutions 
211,. . . ,uk (k  2 0 )  such that 1 5 i l ,  . . . ,ip 5 q, the ij's are all distinct and for all sl . . . sq 
m[a(s l ,  . . . sq)] =w r [ ~ i l ]  . . .[ s i , ] [~ l ]  . . .[uk]. 
i. if j $! { i l , .  . . , i p ) ,  then W ( m [ o f ] )  is also equal to the term W(r[si ,]  .. . [ s ~ ~ ] [ u ~ ] .  - . [uk ) and 
the property is trivial since W ( m [ o ] )  = W ( m [ o f ] ) .  
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ii. if j E {il , .  . . , i,), let us say j = ih, then the term W(m[of]) is equal to the term 
W(r[sil] . .. [s:,] . . . [ ~ i ~ ] [ ~ l ]  . . . [uk]) and W(r[sil] . .. [sib-,]) = e is a pure term (Def. 7.11(2)). 
We have (si,, e) < (a(sl, .. . , sj, . . . , s,), m),  so that we can apply the induction hypothesis 
(2)  to obtain: 
W(e[sihl) = ~ ( L , R )  W(e[s;,l) 
Now, the term W(e[~i ,])  is pure, so that we can repeatedly apply Lemma 7.51 to obtain: 
(b) Suppose there exists an index i with 1 5 i 5 q such that for all sl . . . sq we have that 
m[a(sl, .. . s,)] =W si. 
i. if i # j ,  then the term W(m[of]) is also equal to W(si) and the property is trivial since 
W(m[o]) = W(m[of]). 
ii. if i = j ,  then W(m[ol]) = W(s$) (where sj is a term because the equations are well-typed) 
and (sj, m)  < (a(sl,. . , sj, . . . , s,), m),  so the property holds by the induction hypothesis 
(1) since W(m[o]) =W(s j )  =S(L,R) W(s$) = W(m[of]). 
2. if n > 0, then we consider two cases: 
(a) if m 5 n, then by Lemma 7.19(1) we obtain: 
W(m[liftn (o)]) = m = W(m[liftn (of)])  
(b) if m > n, then by Lemma 7.19(1) we obtain: 
W (m[liftn (o)]) = W(m - 1 [liftn-' (o)] [shift]) 
and 
W (m[liftn (of)])  =W(m - 1 [liftn-' (of)] [shift]) 
Since variables are equivalent with respect to our ordering (0, d), (a(sl, .. . , sj, . . . , s,), m) = 
(a(sl, .. . , sj, . . . , s,), m- 1), and then the induction hypothesis on n can be applied to obtain 
W(m - l[iiftn-' (o)]) =(L,R)  W(m - l[liftn-I (o f ) ] )  
Since every W-normal form is a pure term by Def. 7.11(2), we may finally apply Lemma 7.51, 
so that 
W (m[liftn (o)] > = W(W(m - l[~ift '"-~ (o)]) [shift]) 
= ~ ( L , R )  W(W(m - l[liftn-' (001) [shift]) 
- w(m[wn(o')l) 
Proposition 7.56 (Projection Proposition) Let R be a SERSda and let ~ O ( R ) ~  be its first-order version 
where W is a basic substitution calculus satisfying the scheme. If a + f o ( a ) w  b then W(a) =ta W(b). 
Proof. We consider two cases, one for ExERS-rewriting and one for FExERSrewriting. 
ExERS-rewriting Suppose that a + f o ( ~ ) / w  b using rewrite rule (L', R') = Cp(L, R) where P is a pivot set for 
(L, R) E R, n context E and assignment p. Thus a =w E[p(Lf)] and b =w E[p(Rf)]. 
Now since E[p(Lf)] ~ ( v , R I )  E[p(R')] then by Lemma 7.55 we may conclude that W(E[p(Lf)]) =S(L,R) 
W(E[p(Rf)]). Also since a =w E[p(Lf)]) we know that W(a) = W(Eb(Lf)]) ,  likewise we know that 
W(b) = W(E[p(Rf)]). Therefore W(a) = W(E[p(Lf)]) = ~ ( L , R )  W(E[p(Rf)]) = W(b) as desired. 
FExERSrewriting Suppose fo(R) is a FExERS and that a + f o ( ~ ) ~ w  b. Then i f  a +w b the result holds 
trivially. Thus let us assume that a + f o ( a )  b using rewrite rule (L', R') = Cp(L, R) where P is a pivot 
set for (L, R) E R, a context E and assignment p. Then a = E[p(Lt)] and b = E[p(R')]. Now since 
E[p(Lt)] + ( L , , R ~ )  E[p(Rt)] then by Lemma 7.55 we may conclude that W(a) = W(E[p(Lf)]) 
W(E[p(Rf)]) = W(b) as desired. 
- .  
, - r  ,T'i 
' -- 
7.4. PROPERTIES OF THE CONVERSION PROCEDURE 
- 
Since r=t.~c+~, we may replace W(a)  37~ W(b) by W(a) -+Q W(b) in the statement of the Projection --. 
Proposition. - 
Definition 7.57 Let R and S be binary relations deked over sets A and B with A G B, respectively. We say 
S is conservative over R if aSb implies aRb for all a E A. 
Noting that W(a) = a for pure term a (Def. 7.11(2)) we may conclude. 
- 
- 
Corollary 7.58 (Conservativity) Let R be a SERSdb. Then ~O('R)~-rewriting is conservative over R 
. 
rewriting. 
- 
- 
- 
7.4.3 Essentially First-Order HORS - 
This last subsection gives a very simple syntactical criterion that can be used to decide if a given higher-order 
rewrite system can be translated into a full first-order rewrite system (modulo an empty equational theory). In 
particular, we can check that many bher-order calculi in the literature, such as the lambda calculus, verify 
this property. 
Definition 7.59 (Essentially first-order HORS) A SERSdb R is called essentially first-order if is 
a FEzERS for W a basic substitution calculus. 
Definition 7.60 (fo-condition) A SERSda R satisfies the fo-condition if every rewrite rule (L, R) E R satis 
fies: for every name X in L let Xr,, . . . , Xr, be all the X-based metavariables in L, then 
1. 2 1  = 12 . . . = 2, and (the underlying set of) ll is Ba(L,Rl (X), and 
2. for all Xk E R we have Ikl 2 llll. 
In the above definition note that 11 = 12. .  . = 2, means that labels 11, . . . ,1, must be identical (for example 
a@ # Pa). Also, by Def. 6.36, ZI is simple, in other words, it does not have repeated elements. 
Example 7.61 Consider the Ada-calculus consisting of the sole rule: app(XX,, Y, )  +pdb XO [Ye]. The Pdb- 
calculus satisfies the fo-condition. 
Proposition 7.62 puts forward the importance of the fo-condition. Its proof relies on a close inspection of 
the Conversion Procedure. 
Proposition 7.62 Let 72 be a SERSda satisfying the fo-condition. Then R is essentially fist-order. 
Further examples of essentially first-order SERSdb are the foldl-rewrite system of Example 7.33 and the 
natural numbers recursor rewrite system rec of Example 7.34. 
Note that many results on higher-order system (e.g. perpetuality [KOOOla], standardization [Me196]) 
require left-linearity (a metavariable may occur at most once on the LHS of a rewrite rule), and fully-extendedness 
or locality (if a metavariable X(tl, . . . , t,) occurs on the LHS of a rewrite rule then tl, . . . , t ,  is the list of variables 
bound above it). The reader may find it interesting to observe that these conditions together seem to imply the 
fo-condition. A proof of this fact would require either developing the results of this work in the above mentioned 
HORS or via some suitable translation to the SERSda formalism, and is left to future work. 
Of course, all first-order rewrite systems are essentially first-order SERSdb: indeed all metavariables in h t -  
order rewrite systems carry E as label. Hence the latter systems need not be left-linear. Also, an orthogonal 
SERSdb (Def. 7.1) need not be essentially first-order, the prime example of this fact being the rewrite system 
consisting of the sole rule qdb. Below we picture this situation. 
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Essentially First-Order I 
Informally, it seems fair to say that a SERSdb system is essentially firsborder if higher-order pattern matching 
may be reduced to syntactic first-order matching. We claim that essentially first-order SERSdb systems are 
appropriate for transferring results from first-order systems. As evidence of our claim we shall undertake the 
task of transferring a non-trivial property of (left-linear) ht-order rewrite systems to this class of higher-order 
rewrite systems, namely the Standardization Theorem. This shall constitute the focus of our attention in 
Chapter 8. 
However, before considering the Standardization Theorem the transfer of a more basic property presents 
itself, namely the Critzcel Pair Theorem (CPT): a first-order rewrite system is locally confluent iff all its critical 
pairs are joinable [BN98, Th.6.2.41. This result is useful for proving that a finite and strongly normalizing TRS 
is confluent since by Newman's Lemma we only have to check that all critical pairs are joinable. One may 
obtain rather immediately the following: 
Proposition 7.63 ('lkansfer of the CPT) Let R be an essentially first-order SERSdb. If ad the critical pairs 
of ~ O ( R ) ~  are joinable then R locally confluent. 
Proof. Suppose A --tT, B1 and A 4, B2, where rl,r2 are rewrite rules in R. Then by the Simulation 
Proposition A - -+ f~ (~* )  Bi +W Bl and A -tfdT2) Bi -++w B2 as depicted in Figure 7.1. Then 1 may be 
completed by hypothesis (we use CPT for ht-order rewriting and the fact that all critical pairs of fo(R)w 
are joinable). Note that since R is essentially first-order then it is the usual ht-order critical pairs that we 
are referring to. The items marked 2 follow from the Projection Proposition and the fact that W implements 
metalevel substitution (Lemma 7.19(3)). 
Figure 7.1: Transferring the CPT 
So let us now move on to the Standardization Theorem. 
Chapter 8 
Transferring Standardization 
The Conversion Procedure (Def. 7.35) is of interest from at least two perspectives. From the expressability per- 
spective it establishes how higher-order rewriting may be encoded as first-order rewriting modulo an equational 
theory, and it moreover characterizes a subclass of SERSda for which the equational theory is empty. From 
the practical perspective it opens up the possibility of transferring results from the first-order framework to the 
higher-order one. This chapter attempts to pursue the latter perspective in more detail. In full precision, we 
shall study how to lift the Standardization Theorem from ht-order rewriting to higher-order. Before plung- 
ing ourselves into such a task we provide the reader with an informal discussion on standardization and then 
consider a more detailed (although still brief) survey. 
When studying rewrite systems the Standardization Theorem allows one to single out certain canonical 
derivations in the class of a larger set of derivations. This is useful since many properties dealing with derivtltions 
may then focus their attention on the canonical ones. In particular, standardization is a convenient tool when 
considering normalizing rewrite strategies. For instance, given some term M in a rewrite system, it may 
have a normal form while at the same time admit infinite derivations. As an example, consider the A-term 
M = Kc(AA) where K = Xx.Xy.x and A = Xx.xx. Then M admits the normal form c: 
However, we may also reduce the P-redex AA in M ,  obtaining the same term, hence repeating the process we 
may obtain a derivation of arbitrary length. Assuming we are interested in obtaining a normal form from M 
we would like to have some strategy at our disposal indicating which redex in &I to contract next in order to 
achieve our goal. Avoiding the nondeterminism caused by a term with more than one redex is of particular 
importance when implementing rewrite systems on a computer. A reasonable normalizing strategy for M, as 
suggested by the above mentioned example, is to contract the leftmost redex. So what is a standard derivation 
and how does it relate to this normalizing strategy? A standard derivation is one in which redex contraction 
takes place in a left to right direction. Once a Predex has been contracted in a term M, all the (residuals of) 
P-redexes to the left of M are forbidden to be contracted in subsequent rewrite steps. The latter Predexes 
thus remain 'frozen' for the rest of the derivation. In 1958 the first standardization theorem was proved by 
H.B.Curry and R.Feys [CF58] for the Xcalculus: for every Pderivation from a term M to a term N there exists 
a standard Pderivation from M to N. As a consequence of this result, it was shown that the leftmost rewrite 
strategy is normalizing for all terms. Indeed, a standard derivation from a term M to a term N in &normal 
form must be a leftmost derivation for otherwise there would be some frozen redex which is present in N. 
In ht-order rewriting one would like similar results to hold. Since non-orthogonal rewrite systems may not 
be confluent the fundamental results on standardization began with the class of orthogonal (left-linear and non- 
overlapping) systems. The major question was how to extend the notion of standard derivations to the ht-order 
case. For a restricted class of orthogonal systems (the left-normal systems) a straightforward generalization of 
the notion of standard derivation of the A-calculus is available. An orthogonal iirst-order rewrite system is 
left-normal if all function symbols occur to the left of all variables in every LHS of a rule. For this class 
of systems the standardization theorem holds, and moreover, the leftmost-outermost rewrite strategy may be 
shown to normalize any term [OYD77]. To see that the leftmost-outermost strategy may fail to normalize for 
non-left-normal systems consider the following example. Let 'R = { f ( X ,  a) 4 b, c + c, d + a). Note that the 
constant a occurs to the right of the variable X in the LHS of the first rewrite-rule, hence R is not left-normal. 
There is a derivation from the term f (c, d) to a normal form: f (c, d) + f (c, a) + b yet the leftmost-outermost 

3. Project the derivation (b by means of the Projection Proposition (Proposition 7.56) obtaining a(q5). Use 
Proposition 8.2 to conclude that a(+) is a standard derivation in the higher-order framework. 
In fact, we shall take a small step further and prove that T and a(4) are L6vy permutation equivalent, when 
v and 4 are. 
1 Projection 
21- 
first-order 4 
standardization 
Figure 8.1: Standardization Procedure 
Structure of the chapter 
We begin by formalizing the notion of descendant and residual in SERSda. Residuals allow redexes to be 
traced along derivations. Thus if R and U are redexes in a term M and M 5 N, then the residuals of R 
via the U-rewrite step in N may be defhed with the aid of the notion of descendant. In general, R and U 
are required to be non-overlapping since otherwise there seems to be no general way of defining the notion of 
residual. However, given a FExERS Rw it shall make sense for us to trace R-redexes via W-derivations, even 
though R-redexes may overlap W-redexes. Thus a different notion of tracing, which we call correspondence, 
shall be introduced. 
After defining what it means for a derivation to be standard we recall the defbition of the projection of a 
fo(R)w-derivation q5 into its higher-order derivation W(q5). 
The notions of uncontributable symbol (-tively, those that verify the property that any rewrite step 
below them cannot create redexes above them) and correspondent allow P-A.Melli&' proof technique to be 
applied to the case of arbitrary fo(R)w-derivations, obtaining Proposition 8.2. 
The fhal section of this chapter proves a strong standardization theorem. This is achieved by showing that 
if a &st-order derivation (b standardizes to another first-order derivation +, with (b L6vy permutation equivalent 
to y3, then their projections W(q5) and W(I,~), are also E v y  permutation equivalent. 
8.1 Preliminaries 
This section presents a more detailed survey on standardization in rewriting, and then introduces some notation. 
The reader already familiar with standardization may safely skip to the subsection on notation. 
8.1.1 A Brief Survey 
In 1958 the first standardization theorem was proved by H.B.Curry and R.Feys [CF58] for the A&calculus: 
for every @derivation from a term M to a term N there exists a standard Pderivation from M to N. Before 
defining standard ,&derivations we illustrate by means of an example the concept of descendant of a symbol 
(which we shall use for defining standard derivations) via some ,&derivation, a formal development of this notion 
may be found in Section 8.2. 
Example 8.3 Let M = A((Ax.x)z). The descendants of the rightmost Xsymbol in M via the derivation 
M = A((h.x)z) +p ((A*x.x)z)((A*x.x)z) = N are all the A-symbols marked with an asterisk in N. The 
leftmost Xsymbol in M has no descendants in N. 
By marking the head Xsymbol of a /?-redex we may trace Fredexes. A standard Pderivation is defined as 
follows (we present an equivalent definition due to J.W.Klop [Klo80]): 
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Definition 8.4 (Standard pderivation) Let v : Mo 1 MI 3 . . . be a iinite or Mnite pderivation. We 
decorate v with markers '*' as follows: suppose up to Mn-l the markers have already been attached and consider 
the step Mn 3 Mn+l. Mark 
1. every X in Mn which descends from a A* in Mn-1, and 
2. every X of a ,&redex in M, whose head X is to the left of that of rn, if not yet marked. 
We say v is standard if no marked redex is contracted. 
Note that a redex that is marked may be considered frozen in the sense that it shall never be reduced. 
Moreover, by observing that contracting a non-marked redex in a term M does not erase the marked redexes 
in M, we may conclude that not only are marked redexes never reduced but also they are never erased. Let us 
consider examples of standard and non-standard derivations. 
Example 8.5 Let I = Xx.x. Then the derivation: A(Iz) --t Az -t zz is not standard: indeed by applying 
Def.8.4 we obtain the following derivation decorated with markers: (X*x.xx)(Iz) -+ (X*x.xx)z + zz; note that 
the last redex contacted is a marked redex since its X is marked with an asterisk. The derivation A(Iz) --t 
(Iz)(Iz) --t (Iz)z + zz is not standard either. However, the pderivation: A(Iz) t (Iz)(Iz) -t z(Iz) + zz is 
standard. 
We may observe that in a standard derivation computation takes place from left to right. As a consequence 
normalization of the leftmost rewrite strategy in the XPcalculus is obtained. Indeed, a standard derivation 
from a term M to a term N in ,&normal form must be a leftmost derivation for otherwise there would be some 
marked redex which is present in N. 
In 1978 J-J.Evy &Cv78] strengthens this result and proves, with the aid of a notion of equivalence on 
Pderivations (Lkvy pernutation equivalence), that there exists a unique standard rewrite derivation in each 
equivalence class of pderivations. This result is sometimes referred to as strong standardization in the literature. 
In 1980 J.W.Klop [Klo80] provides two new proofs of strong standardization for XP. The h t  proof consists 
of computing a standard derivation by repeatedly extracting the so called leftmost contracted redex. The second 
proof [Klo80, Section 1.101 is based on rewriting /?-derivations: a so called anti-standard pair is replaced by a 
standard pair in a pderivation. By proving strong normalization and confluence of this notion of 2-dimensional 
rewriting he establishes strong standardization. He also shows that the equivalence of 0-derivations induced by 
this notion of %dimensional rewriting coincides with L6vy permutation equivalence. 
Perhaps the most important step in standardization was its extension to first-order rewriting. The task 
of freeing oneself from the left-bright bias introduced by standardization in the context of the XPcalculus 
was perhaps the challenging task, as remarked in [MelOl]. Let us restrict attention to the class of orthogonal 
firsborder rewrite systems (OTRS). Consider the following adaptation of Def. 8.4 to first-order rewriting: 
Defhition 8.6 (K-standard derivation) Let R be an OTRS and v : Mo 3 MI 3 . . . be a fhite or infinite 
'R-derivation. We decorate v with markers '*' as follows: suppose up to Mn-1 the markers have already been 
attached and consider the step Mn f3 Mn+l. Mark 
1. every symbol s in Mn which descends from a s* in Mn-1, and 
2. every R-redex in Mn whose head symbol is to the left of that of r,, if not yet marked. 
We say v is standard if no marked redex is contracted. 
Let us consider some of the problems presented by OTRS as regards standardization. 
Example 8.7 The leftmost-outermost strategy no longer normalizes. Indeed, consider the following OTRS 
72 = {f (X, a) t b, c + c, d -t a} taken from [HL91]. There is a standard derivation fi-om the term f (c, d) 
to its normal form: f (c, d) t f (c, a) -t b yet the leftmosboutermost strategy leads to an infinite derivation: 
f(c,d) f(c,d) + . . -. 
Thus the leftmostioutermost strategy is no longer normalizing for OTRS. But things may get worse for the 
standardization theorem itself may fail. 
. . 
Example 8.8 Consider the OTRS S = { f (X, a) -t g(X, X), c + dl i(X) + X) taken from [Klo80] and 
consider also the derivation v : f (c, i(a)) + f (c, a) -t g(c, c) + g(d, c). Then recalling the d a t i o n  of K- 
stmdwd derivation (Def. 8.6) and inspectii the derivation graph of the term f (c, i(a)) in F i e  8.2 the reader 
may note that there is no standard derivation from f (c, i(a)) to g(d, c). 
Figure 8.2: S-graph of the term f (c, i(a)) 
In 1979 G.Huet and J-J.LCvy [HL79] (later published as [HL91]) proposed the following notion of standard 
derivation for OTRS: 
Definition 8.9 (HL-standard derivation) Let 32 be an OTRS and let v : Mo 3 MI fS . . . be a k i t e  or 
infinite R-derivation. We say v is standard if for every rewrite step r, with M, = C[pLIp and Mn+l = C[pRIp: 
1. either all rj with j > n are not above2 p, 
2. or, if Mm = Cf[p'L'], and Mm+1 = C'[p'RJ], is the h t  rewrite step with m > n in v above p then 
p = q.p' with P' a non-variable position of L'. 
Thus in a HL-standard derivation computation proceeds in an outside-in fashion. The only situation where 
a redex rj occurring at a position q may be contracted after and above a redex ri (with i < j) at position p 
with q above p, is when 'contributes' to the redex rj. The derivation f (c, d) + f (c, a) t b of Example 8.7 is 
a HLstandard derivation. The derivation v of &ample 8.8 is also a HL-standard derivation. 
It is also shown in [HL91] that if R is an orthogonal term rewrite system and v : M +.R N then there is a 
unique (up to permutation of disjoint redexes) HL-standard derivation 4 : M +.R N with 4 LBvy permutation 
equivalent to v. 
In 1985 G.Boudo1 [Bou85] extended the work of G.Huet and J-J.LCvy to the case of left-linear m b ' i o u s  
term rewrite systems. This extension to term rewrite systems allowing the presence of critical pairs is a non- 
trivial extension. Firsborder conditional rewriting has been dealt with by T.Suzuki [Suz96]. 
In 1992 G.Gonthier, J-J.LCvy and P-A.Mellib [GLM92] published an axiomatic standardization theorem. 
Abstract Reduction Systems [Klo92] are equipped with a primitive residual relation for tracing redexes along 
derivations and also a primitive nesting relation between redexes yielding Aaomatic Reduction Systems. For 
those Axiomatic Reduction Systems satisfying some axioms an abstract proof of standardization was obtained. 
Thus by an appropriate instantiation of the axioms they obtain a proof of standardization covering, among oth- 
ers, the A~calculus, OTRS, orthogonal CRS, and some graph based systems (e.g. dags, interaction networks). 
The proof is based on ideas taken from J.W.Klop7s first proof of standardization for AP [Klo80]. 
In his 1996 PhD thesis P-A.MelliBs [Me1961 continues the study of axiomatic rewrite systems, and in par- 
ticular, axiomatic standardization. Based on a modified axiomatics for his Axiomatic Reduction Systems he 
presents a new proof of strong standardization. Although the construction of a standard derivation proceeds by 
extracting external redexes as in [GLM92], this process of extraction is computed by a notion of 2-dimensional 
rewriting, as in J.W.Klop's second proof (although, in contrast to J.W.Klop, a notion of Zdimensional rewriting 
modulo certain permutations is put to work). Finally, the full power of the 2-dimensional approach to standard- 
ization is explored in [MelOl]: Axzomatic Rewrite Systems (AxRS) are introduced as a pair consisting of a graph 
2Def. 8.10. 
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a;;;f a &ary relation between the paths in this graph. The axioms on AxRS impose conditions on this relation 
between paths and no longer speak in terms of residual relations, nesting relations and compatibility [GLM92]. 
As regards graph-rewriting, in 1995 D.Clark and R.Kennaway [CK96] extended the work of G.Huet, J-J.Evy 
and G.Boudo1 to graph rewriting systems. 
In the realm of higher-order rewriting in his PhD thesis [Klo80] J.W.Klop proves strong standardization 
for the class of left-normal orthogonal (called regular in [Klo80]) CRS. The notion of standard derivation he 
uses is K(1op)-standard derivation of Def. 8.6. The problems mentioned in examples 8.7 and 8.8 are avoided 
by restricting attention to the subclass of left-normal orthogonal CRS: a CRS R is left-normal if all function 
symbols occur to the left of all metavariables in every LHS of a rule in R. Examples of left-normal orthogonal 
CRS are A/? and Combinatory Logic. 
As already mentioned [GLM92, Me1961 also cover hiiher-order rewriting. Moreover, the abstract standard- 
ization theorem in [Me1961 applies to left-linear CRS admitting critical pairs (see also [WMOO]). In [Om961 
van Oostrom provides a proof of standardization based on 2-dimensional rewriting for orthogonal HRS thus 
extendin? the work of J.W.Klop. The results by G.Gonthier et al, P-A.MeIliGs and van Oostrom do not insist 
on left-normality hence the standard derivations obtained are unique up to disjoint permutation of redexes, 
in contrast to the uniqueness of standard derivations obtained by J.W.Klop for leftilinear orthogonal CRS. 
However, as a; bonus J.W.Klop obtains normalization of the leftmost rewrite strategy for left-normal orthogonal 
CRS wo80, Remark 6.2.8.101. 
8.1.2 Notation 
We shall use letters r, u, v ,  ... for FExERSredexes and R, U, V, ... for SERSdb-redexes; v,  4, +, w,  ... for FExERS 
derivations and T, @, Q, a, ... for SERSdb-derivations; and R, S for SERSdb . We say that a derivation of the 
form Ml 7 Ma 1 Ms. . . Mn 3 Mn+1 has length n; this derivation is also written 211;. . . ; u,. Every term M 
induces an empty derivation e~ which we abbreviate e that satisfies e; 4 = 4; e = 4 (where q5 is a FExERS or 
SERSdb-derivation). 
Recall that ~ O ( R ) ~  denotes the FExERS which is the first-order version of the SERSdb R (Def. 7.35) and 
where the substitution calculus has been k e d  to be the W-calculus, for some basic substitution calculus W. 
The rewrite rules in fo (R) are fo(R) u W (Def. 7.15). In the sequel we shall ik a as basic substitution calculus 
unless stated otherwise. 
We recd  that a SERSdb-metaterm M is linear if it contains at most one occurrence of an X-based metavari- 
able (Def. 7.1). We say R is left-linear if the LHS of each rewrite rule in 72 is linear. 
8.2 Descendants and Residuals 
This section introduces the notions of descendants and residuals with the primary objective of fixing notation. 
Descendants shall allow us to trace subterms and to define residuals. In full precision, we shall study the 
descendants of positions along rewrite derivations. We then study some specific properties of descendants in 
the substitution calculus c. 
8.2.1 Definitions 
A position is a sequence of natural numbers (i.e. elements of JN*); E denotes the empty sequence. We use 
letters p, q, . . . for positions. The set of positions of a SERSdb-pre-metaterm (Def. 6.27) M is denoted Pos(M), 
and the subterm of a pre-metaterm M at a position p E Pos(M) is denoted MIp; both notions are defined 
simultaneously as follows: 
if M is a de Bruijn index or a metavariable then: Pos(M) { E )  and MI, %f M 
if M = f (MI,. . . , M,) for f a function symbol, or M = [(MI,. . . , M,) for E a binder symbol then: 
def Pos(M) gf {E} u {i.p I p E Pos(Mi), 1 5 i 5 n) and MI, zf M. Also, = Milp# where 1 5 i 5 n. 
if M = Ml[M2] then: Pos(M) Ef {c) U { l . ~  I p E Pos(M1)) U {2.p 1 p E Pos(M2)} and MI. M. A h ,  
def MIi.,) = Mi(,) where 1 5 i < 2. 
3And also correcting (see we196, Section 6.2.21). 
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Note that this definition covers de Bruijn terms (since they are de Bruijn pre-metaterms) and FEzERS terms 
(since they are first-order terms, in particular the substitution operator ?[el is regarded as a binary function 
symbol I(., e)). Also, this definition of positions is Werent (in the caae of the de Bruijn rnetasubstitution 
operator) from the one we dealt with in Chapter 6 (just after Def. 6.27), where positions were dehed on the 
basis of trees which were associated to de Bruijn premetaterms. The latter definition introduced a dummy 
function symbol sub when associating a tree to a pre-metaterm containing a de Bruijn metasubstitution operator 
(Figure 6.2), and proved appropriate for studying parameter paths. In this chapter we revert to the classical 
definition of position where the de Bruijn metasubstitution operator is considered as a binary function symbol 
(see [KOOOla]). 
Definition 8.10 (On positions and symbol positions) We write < for the prefi ordering on positions ( 
p < q ifF q = p.pl) and < for the strict p rek  ordering on positions. When p < q we say p is 'above' or is a 'prefk 
of' q, and when p < q we say p is 'strictly above' or is a 'strict prefix of' q. If p $ q and q $ p then p and q are 
said to be disjoint, written p 11 q. A position p in M is called a symbol position if MIp = f (MI, . . . , M,) for some 
function symbol f, or MIp = <(MI,. . . , Mn) for some binder symbol <. In that case we write p E SPos(M). 
Furthermore, SPos(M, f )  stands for the set of positions of the symbol f in the term M (be it a binder or a 
function symbol). The position of a redez in a term is the position of its head symbol in that term. A position 
is above (resp. strictly above) a redex if it is above (resp. strictly above) the position of its head symbol. 
Definition 8.11 (Preservation of a position) A derivation 211;. . . ; un preserwes a position p when none of 
the redexes ui is above p. 
def Ifp = p'.i is a position in M where i is some natural number then we define prev(p, M) = p'. 
Definition 8.12 (Patterns, arguments, and nested redexes) Subterms of a redex M = p(L) that corre- 
spond to metavariables in L are the arguments of M, and the pattern of M is the pattern of L (Def. 6.31). If 
V and U are redexes in a term M then we say V nests U in M if U occurs in an argument of V in M. 
Note that in order to determine if V nests U not only do we need to know that V is a redex but we also 
have to know what rewrite rule it is an instance of. For example if R = (a 4, b, f (X,) t f l  b, f (a) -+p b)  
then both a and f (a) are redexes, however to determine if f (a) nests a we need to know what redex f (a) is an 
instace of. 
Example 8.13 Consider the term M = app(X(X(app(X1, I))), 2). Note that M is a /?-redex. The subterms 
X(app(X1,l)) and 2 are arguments of M, the remaining symbols in M conform the pattern of M. If we replace 
the arguments of M with some distinguished constant q then the pattern of M may be written app(X(~), 0). 
The Predex in X(app(X1,l)) is nested by M. 
In the literature on higher-order rewriting it is not uncommon to decompose each rewrite step into two 
parts (we shall follow [K0001a]): a TRS part in which the LHS is replaced by the RHS without evaluating the 
metasubstitution operators, and a substitution part where the delayed rnetasubstitution operators are evaluated. 
The reason for introducing this refinement of a higher-order rewrite step (initially due to J.W.Klop [Klo80]) 
is that the RHSs of rewrite rules may contain nested metasubstitution operators rendering the task of tracing 
terms via the rewrite step non-trivial. The descendant relation of a reduction step can be obtained by composing 
the descendant relation on the TRS part and the descendant relation of the rnetasubstitution evaluation part. 
Definition 8.14 Let (C, R) be a SERSdb and let C' be the SERSdb-signature resulting from augmenting C with 
a fresh function symbol f and binder symbol 5. The substitution-fi-ozen variant of (X, R), written (C', SFV(1Z)) 
(or simply SFV('R) is no confusion may arise), is obtained by replacing every occurrence of the rnetasubstitution 
operator M[N] on the RHS of a rewrite rule with the metaterm f (J(M), N). The substitution-evaIuation variant 
of (C, 'R) is defined as the SERSdb consisting of the alphabet C' and the sole rewrite rule: 
We write (C', SEV(R)) (or, simply SE V(R)) for the substitution-evaluation variant of (C, 72). 
A SERSab whose RHSs do not contain occurrences of the rnetasubstitution operator .[.I is called simple. 
The substitution-Eozen variant of a SERSdb is always simple. We shall d e h e  the descendant relation on a 
simple SERSdb and on the substitution-evaluation variant of SERSdb separately. 
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Definition 8.15 (Descendants of positions in a TRS step) Let R be a simple SERSda and let U be an 
(L, R)-redex for (L, R) E R occurring at a position p in a term M, let M % N, and let q be a position in M. 
1. If p and q are disjoint, then the descendant of q is the same4 position q in N. 
2. If q < p, then again the descendant of q is the position q in N. 
3. If q = p.pf where p' is a nonvariable position of L, then the descendant of q is the position p in N (i.e. the 
position of the contracturn of U) 5.  
4. If q = p.pi.pf where pi is the position of the ith-from-the-left metavariable occurrence in L, then the 
descendants (possibly none at all) of q are all the positions in N of the form q j  = p.d.pf for 1 5 j 5 TQ 
where pi , .  . . ,pF are the positions of all occurrences of that same metavariable in R. 
We write p[U]q if the the position q in N is a descendant of the position p in M. 
Subterms may be traced by their positions. If P is a subterm of M occurring at a position p and p[U]q, 
then the subterm of N at position q is the descendant of P via U. Note that every subterm except erased ones 
have one or more descendants. 
Example 8.16 Consider the step M = app(c, X(app(XP, Q) [id])) app(c, X(app((XP) [id], Qtid]))) = 
N. Here are some examples of descendants of this TRS step. The term N is a descendant of the term M by 
case 2 of Def. 8.15. The term app((XP)[id], Q[id]) is a descendant of app(XP, Q)[id] and app(XP, Q) by case 
3 of Def. 8.15; the subterm X P  of N is a descendant of the same subterm in M by case 4 of Def. 8.15; both 
occurrences of the subterm id in N are descendants of id in M (i.e. it has two descendants). The subterm c in 
N is a descendant of c in M by case 1 of Def. 8.15. 
If S is a set of positions we use the notation S[U] for {q I p[U]q for some p E S}. Let us consider now how 
to trace terms via a substitution step. 
Definition 8.17 (Descendants of positions in a substitution step) Let U = f (E(O1), Oa) be a SEV(R)- 
u 
redex in M at a position p, let M 4 N, and let q be a position q in M. 
1. I fp  and q are disjoint, then the descendant of q is the same position q in N. 
2. If q < p, then again the descendant of q is the position q in N. 
3. If q = p.l.l.pf (i.e. MIq C 01), then the descendant of q is the position p.p' in N. 
4. If q = p.2.pf (i.e. MIq 02),  then the descendants (possibly none at all) of q are the positions in N of 
the form qi = p.pi.pf with 1 5 i 5 n where pl, . . . ,p, are the positions of all occurrences of the constant 
symbol * in 0111 t *B6. 
The descendants of arbitrary derivations of a SERSdb may be obtained by decomposing each step into a TRS 
step and (zero or more) substitution steps, applying the descendant concept as defined above, and taking the 
transitive closure and noting that relation composition is associative. If T is an R-derivation then T-descendants 
are defined to be the descendants under the decomposition of T. Also, we shall speak of the T-descendants 
of a position p for p E SPos(M) meaning the T-descendants of the subterm at position p in M. The ancestor 
relation is the inverse of the descendant relation. 
Residuals shall be defined for redexes only whereas descendants are defined for all subterms. Contracted 
redexes shall not have residuals (however, they do have descendants). 
Definition 8.18 (SERSdb-residual) Let M % N in a SERSdb R with U an (L, R)-redex, let V M be an 
(L', R')-redex, and let P C N be a U-descendant of V. We call P a U-residual of V, written V[U]P, if 
4~here  is a s l i t  abuse of notation here since positions are relative to terms. 
5This definition coincides with that of G.Boudo1 [Bout351 where the term trace is used instead of descendant and that of 
Z.Khasidashvili [KhaSB] where a related notion called essentiallity is studied. 
6Since * is a constant note that for the updating functions we have UF(*) = *. Also, recall that rf[e + 0 )  is the de Bmijn 
substitution on terms (Def. 6.34) 
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1. the patterns of U and V do not overlav. and 
- ,  
2. P is an (L', Rf)-redex. 1 
A redex in N is said to be created if it is not the residual of a redex in M. When considering the class of 
F! 
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left-linear SERSdb the second condition in Def. 8.18 may be dropped, as in the ht-order case. Observe that 
since first-order rewrite systems are a strict subclass of SERSdb the above definition applies to them too. 
Example 8.19 Consider the following OTRS from Example 8.7 R = (f (X, a) +f b, c +C c, d -+d a} and the 
rewrite step M = f (c, d) +d f (c, a) = N. The redex f (c, a) in N is created since it is not a residual of a redex 
in M. However, the occurrence of c in N is a residual of the c-redex in M. 
We would now like to introduce the correspondence relation, a notion belonging to the first-order rewrite sys- 
tems FExERS. In a FExERS RW we shall sometimes be interested in tracing 'R-redexes through W-reductions, 
for W some basic substitution calculus. Although first-order rewrite systems are particular SERSdas, Def. 8.18 
is too general for our purposes. The problem is that %redexes may overlap W-redexes since W is in charge 
of propagating the substitution operator. This entails that an %redex may be 'lost' when traversed by a 
substitution operator. 
gxample 8.20 Consider the basic substitution calculus a .  The Beta-redex in M is lost in the following a- 
reduction-step: 
M = ~PP(XP, Q) [id] +Furzeqp aPP((XP) [id], Q [id]) 
A notion of residual for the particular case of the Xa-calculus relating to that of the Xcalculus has been 
studied in [Ber92]. In order to regain lost R-redexes through W-derivations we shall introduce the correspon- 
dence relation. Owing to the fact that a basic substitution calculus is a first-order rewrite system (Def. 7.10) 
this notion makes use of the descendant concept for the TRS part of higher-order rewrite steps (Def. 8.15). 
Definition 8.21 (FExERScorrespondence) Let Rw be a FExERS. Let r be an (L, R) E R-redex occurring 
in M. Let v : M ++w N be a W-derivation. Suppose 
1. r M v-descends to a subterm u C_ N at position q, i.e. p[v]q where p is the position of the head symbol 
of r, and 
2. u = Nlq is an (L, R)-redex. 
then u is a v-correspondent of r in N, written r((v))u. 
Example 8.22 Assume P and Q are pure terms (they contain no occurrences of the substitution operator) 
and consider the derivation: M = app(XP, Q)[id] +fin,,, app((XP)[id], Q[id]) +, app(X(P), Q) = N Then 
the Beta-redex at position 1 in M has the Beta (or @redex at position E in N as correspondent. 
As remarked before there seems to be no general way of defining the residual of a redex under the contraction 
of some other overlapping redex. However, for the particular case of substitution calculi (in particular we s h d  
use it in the case of a only; see Remark 8.46) Def. 8.21 shall accomplish its duty, and it is only in the context 
of such calculi that the latter definition must be considered. However, this Def. 8.21 seems to make sense for 
any basic calculi of substitutions satisfying 'similar properties as those of a which we shall study in the next 
subsection, of which three important ones are: a may not create function or binder symbols, the ancestor relation 
induced by a rewriting over the function and binder symbols is a total function, and any two a-derivations to 
a-normal form induce the same descendant relation on positions. 
8.2.2 Tracing Terms in the Substitution Calculus 
We now study some basic properties concerning a-residuals and a-correspondents of R-redexes in a FExERSR,. 
This entails the study of descendants of positions of function and binder symbols via a-derivations. Figure 8.3 
recalls the rewrite rules of the basic substitution calculus a over some signature r. We begin with a remark. 
Remark 8.23 If p E SPos(M, f )  for some function or binder symbol f ,  u : M 4, N and p[vjq then q E 
SPos(N, f) .  That is to say, a-descendants of function or binder symbols are once again function or binder 
symbols, and moreover, they have the same 'name'. This may be verified by inspecting the rewrite rules of the 
a-calculus. 
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n f(P~[sl,-.-,PnIsI) 
+Bind6 ~(Pl[1.(s0f)],...,Pn[1.(s0T)1) 
+ Clos P[s 0 t] 
+ v w c o n s  p 
1 [id] +vorld 1 
( P . s ) o ~  +Map P[t] . (S 0 t) 
id o s + I ~ L  s 
(31 0 ~ 2 )  0 S3 +Ass 31 0 (32 0 s3) 
t o(P . s) +shiftcons 3 
t oid +ShiftTd t 
Figure 8.3: The a-calculus 
The next property we look at is purametricity [Oos94] of a over function and binder symbols. The intuition 
is that the names of function and binder symbols which are traced is of no importance in a a-derivation to 
normal form. As mentioned in [Oos94], an example of a parametric calculus is the A-calculus: it is parametric 
over 'symbols' [Kl080, 1.10.1.21 (any two APderivations from M to a /%normal form N are Levy permutation 
equivalent). Let us write M H, N when M a-rewrites to a-normal form N. 
Lemma 8.24 (Parametricity of a) All derivations v : M H, N (i.e. N in a-normal form) induce the same 
descendant relation [v] over SPos(M) x SPos(N). 
Proof. We use a proof technique due to van Oostrom [Oos94]. We must prove that if v, 4 : M H, N then 
[v] = 841. Before proceeding two observations: 
Observation 1. The a-calculus does not create function or binder symbols, i.e. if S C SPos(M) is the set of 
all positions in M of some (bider or function) symbol f and M 5, N' then Sir] is the set of all symbol 
positions of f in N' . 
Observation 2. If we replace some (function or binder) symbol f in M occurring at a position p with a fresh 
symbol g obtaining MI, then the derivation v is transformed into a new a-derivation v', and 
This may be verified by induction on the length of v. 
Now let p E SPos(M, f )  (i.e. p is a position of the symbol f in the term M) and let g be a fresh symbol. 
Then replacing f with g in M yields a term M' and two new a-derivations v' and 4' from M' to Nl and Nz, 
respectively, such that: 
~[vnq - puvtnq and P B I ~  - pw1nq 
Since g is a fresh symbol then: 
p[vf]q - the head symbol of Nllq is g 
Indeed, the left-to-right direction follows from Remark 8.23. For the right-to-left direction suppose the head 
symbol of NIIq is g and that p E SPos(M, g) then by the h t  observation it follows that p must be an ancestor 
of q, that is, p[vl]q. 
So, completing the equivalences 8.1 with the equivalence 8.2 we obtain: 
p[v]q -PE1]q - the head symbol of NIIq is g 
and 
p[4]q e p[q5']q u the head symbol of N21q is g 
Finally, the result follows from noting that Nl = N2 from the confluence of the a-calculus. 
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It is not clear that Lemma 8.24 holds for arbitrary a-derivations due to the possibility of "syntactic win- 
cidences" [HL91]. The following example illustrates this phenomenon when arbitrary symbols are traced over 
arbitrary a-derivations. 
Example 8.25 Let P = l[id][id] and Q = l[id]. Then v : l[id][id] +a, l[id o id] - S I ~ L  l[id] and q5 : 
l[id][id] -fvaT1d l[id]. If we trace the subterm l[id] in P occurring at position 1 we obtain l[vB~ and ll[#~Jl. 
- 
Given a FExERS R, we shall be tracing 72-redexes. Thus the following result shall be useful. Its proof relies 
on Lemma 8.24. 
Corollary 8.26 (Parametricity of a over Rredexes) Let R, be a FExERS. All derivations v : M H, N 
(i.e. N in a-normal form) induce the same correspondence relation ((v)) over R-redexes. 
Corollary 8.26 allows us to speak of the correspondents of some %redex in M, in a(M). A related notion 
of equivalence of derivations is strong equivalence as deiined by Hindley in [Hin78] (see also [Klo80]): two 
derivations v : M -++ N and 9 : M -++ N are Hindley-eqzlivalent if for every redex r E M the residuals of r via 
v coincide with those of T via 9. 
The following notion of lined-up symbol positions shall be used when dealing with strong standardization. 
It was introduced by the author in an early proof of the Projection Proposition, and independently in [Me1961 
as part of a "dynamical order" on Xa-terms (see Section 8.3.2 for further details). 
Definition 8.27 (Lined-up symbol positions) Let p, q E SPos(M). We say p is lined-ap with q in M 8 
p = 0.1.p' and q = 0.2.6 and one of the following two conditions hold: 
l either, the head-symbol of MI, is o[o], 
l or, the head-symbol of MI, is l o 0. 
A set S of disjoint symbol positions in a term M is lined-up if for every p, q E S either p is lined-up with q in 
M or q is lined-up with p in M. Also, if r and u are redexes in M, we say T is lined-up with u in M iff the 
positions of their head symbols are lined-up. 
As an example of lined-up symbol positions consider the term M = f (c)[g(l) . ((f (2) - id) o (g(2) id))]. Then 
the position 1 is lined-up with position 2.1 (and with 2.2.1 .l, and with 2.2.2.1), however 2.1 is not lined-up with 
1. Also 2.1 is not lined-up with 2.2.1.1. The position 2.2.1.1 is lined-up with 2.2.2.1. 
Note that the relation 'is limed-up with' is not symmetrical since ifp is lined-up with q in M then p is to the 
left of q in M. The intuition behind Def. 8.27 is that lined-up R-redexes may potentially yield nested residuals 
via a-reduction. 
Definition 8.28 (Conflict-free set of symbol positions) A set S of symbol positions in M is called a 
conflict-free set of positions in M if S is a set of disjoint non-lined-up symbol positions in M. 
Lemma 8.29 (Descendants of a conflict-free set) Let M be a term and S be a con£lict-free set of symbol 
positions in M. Suppose M 5, N. Let S' be the set of u-descendants of positions in S in N. Then S is a 
conflict-free set in N, i.e. all u-descendants of positions in S are once again disjoint and, moreover, they are 
non-lined-up. 
Proof. Let S be a conflict-free set in M and suppose M 3, N. The proof is by induction on the (length of 
the) position where the rewrite step takes place. We shall consider only the cases where the rewrite takes place 
at the root, for the other cases follow by applying the induction hypothesis. 
1. f (PI, . . . , Pn) [s] -t f (PI [s], . . . , Pn [s]). If S = {p) then the u-descendants of p are a confict free-set in N 
(note that if p E s then p shall have n descendants). Otherwise, consider any two positions p, q E S with 
p # q. Then 
l either, there are indices i, j with 1 5 i, j 5 n such that p E Pi and q E Pj, 
l or, p, q E s. 
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In both cases their %descendants are disjoint and non-lined up. Note that it is not possible that p E Pi 
for some 1 5 i < n and q E s since S is non-lined-up. 
2.  PI,. . . , Pn)[s] + S(PI [I . (SOT)], .. . , Pn[l . (SOT)]). As in the previous case. 
3. P[s][t] + P[sot]. If S = {p} then either p E P, or p E s or p E t. These cases are seen to hold. Otherwise, 
consider any two positions p, q E S with p # q. Then it must be that p, q E P, or p, q E s or p, q E t, in 
all cases Sf is seen to be a codlid-free set in N. 
4. 1[id] + 1 or f oid +f. These cases hold trivially since S = 0 and there are no u-descendants to consider. 
5. 1[P - s] -+ P. If S = Cp} then either p E P, or p E s and the result follows since p has at most one 
udescendant. Otherwise, consider any two positions p, q E S with p # q. Then either p, q E P or p, q E 3 
or p E P and q E s, and the result holds as above. 
6. id o s + s, T o(P . s) 4 s, (sl o 32) o 33 -+ sl o (s2 o 33), and (P - t) o s + P[s] . (t o s) are analogous to 
the previous case. 
We recall the reader that M H, N indicates that M a-rewrites to the a-normal form N. 
Corollary 8.30 (Correspondents of a coflict-free set) Let R, be a FExERS. Consider a term M and a 
conflict-£ree set S of R-redex positions in M. Suppose v : M -, N. Let Sf be the set of v-correspondents of 
redexes in S in N. Then Sf is a conflict-free set in N, i.e. all v-correspondents of redexes in S are once again 
disjoint and, moreover, they are non-lined-up. 
We have seen how descendants of non-lined up positions behave, now we shall look at how descendants of 
lined-up positions behave. This is not required for the standardization theorem (Proposition 8.2 mounced in the 
introduction of the chapter), it shall be required when considering strong standardiiation (Proposition 8.58). 
We seek to prove the following two propositions: 
Proposition 8.31 (Correspondents of lined-up redexes) Let R, be a FExERS. Let r, u be R-redexes in 
M such that T is lined-up with u in M. Let v : M H, N and let r' be a v-correspondent of r and u' a 
v-correspondent of u in N. Then one of the following holds: 
1. either, T' nests u', 
2. or, r' is disjoint with u'. 
Proposition 8.32 (Correspondents of nested redexes) Let R, be a FExERS. Let r, u be 77.-redexes in M 
such that r nests a. Let v : M H, N and let T' be a v-correspondent of r and u' a v-correspondent of u in N. 
Then one of the following holds: 
1. either, r' nests u', 
2. or, r' is disjoint with u'. 
In order to prove Proposition 8.31 and 8.32 we need to prove more general statements. This we set out to 
do below. 
Lemma 8.33 (On-step descendants of symbol positions which a re  one above the  other) Let p, q E 
SPos(M) with p < q. Let M 4, N and let p' be a u-descendant of p and q' a udescendant of q in N. Then 
either p' < q' or {p', q'} is a conflict-free set in N. 
Proof. By a close inspection of the rewrite rules in the a-calculus. We proceed by induction on the (length 
of the) position where the rewrite step takes place. Also, we shall assume M is either a term of sort T or S. 
rewritestep at the root position. 
8.2. DESCENDANTSAND RESIDUALS 
1. f(M1, ..., Mn)[s]+ f(Ml[s], ..., Mn[s]). Ifp,q~M~f0r~0me11i5nthenp',q'are~n~~eand 
p '<qf .  I f p = 1 a n d q E M i w i t h 1 5 i I n t h e n p f = ~ < q ' .  Finally,ifp,qEsthen 
i f i  <p' and i <q'for some 1 < _ i  s n  { $5; conflict-free otherwise 
2. E(M1, . . . , Mn) [s] ((PI [ I .  (so T)], . . - , Pn [I. (so T)]). As in the previous case. 
3. P[s][t] P[s 0 t]. Then either P, q E P, or p, q E s, or p, q E t. In each case p', q' are unique and 
P' < 6. 
4. l[id] -t 1 or f oid + f. These cases hold trivially since there are no symbol positions in M. 
5. 1[P. s] -+ P.  Then p, q E P and p', q' are unique, and p' < q'. 
6. id o s + s. Then p, q E s and p', q' are unique, and p' < $. 
7. T o(P - s) + 3. Analogous to the previous case. 
8. ( s lo s2 )os3+  slo(s2os3).  T h e n e i t h e r p , q ~ s l , o r p , q E s z o r p , q E ~ ~ .  Indcasespl,q'a.re 
unique and p' < q' . 
9. ( P  . s) o t + ~ [ t ]  - (s o t). If p, q E P or p, q E s then p', q' are unique and p' < q'. Otherwise p, q E t 
and we reason as follows: 
P' < 4' if 1.2 < p' and 1.2 < q' 
P' < 4' if 2.2 < p' and 2.2 < q'
(p', q') codict-free otherwise 
rewrite-step at an internal position. 
1. M = f (MI,. . . , Mn) and Md 4, Ml for some i E l..n. If p, q E Mj with i # j then the result is 
direct, if i = j then we use the induction hypothesis. Otherwise p = E in which case p' is unique and 
p' < q' for all q' E qCu]. 
2. M = E(Ml,. . . , Mn). As in the previous case. 
3. M = P[s]. Then either p, q E P or p, q E s. In both cases we apply the induction hypothesis. 
4. M = P .  s or M = s o t. As in the previous case. 
. 
The reader should note that Lemma 8.33 no longer holds if arbitrary positions in M are considered. Indeed, 6 
recall that the substitution operator traverses function and binder symbols. 
Corollary 8.34 (Descendants of symbol positions which are  one above the  other) Let p, q E SPos(M) 
with p < q. Let v : M +, N and let p' be a v-descendant of p and q' a v-descendant of q in N. Then either 
< q' or Cp', q') is a coflict-free set in N. 
Proof. By induction on the length n of v. 
n = 0. The result holds directly. 
n > 0. Suppose v = 4; u and M -u$ M' 4, N. Since p[v]pf and quvlq' there exist (unique) positions 
PI, q~ E SPos(Mt) such that pl[4b1 and pl[u_lpp', and q[4l[ql and q~([u]q'. 
By the induction hypothesis two cases may arise: 
1. Either, pl < ql.  Then by Lemma 8.33 we are done. 
2. Or, {pl, ql) is a codict-free set in M'. Then by Lemma 8.29 the set (p', q') is conflict-£ree in M and 
we are done. 
Lemma 8.35 (One-step descendants of lined-up symbol positions) Let p, q E SPos(M) with p lined- 
up with q. Let M :, N and let p' be a u-descendant of p and q' a u-descendant of q in N. Then one of the 
following holds: Z.$ 
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1. either, p' < q', 
2. or, Cp', q') is a conflict-free set in N, 
3. or, p' is lined-up with q' in N. 
Proof. By a close inspection of the rewrite rules in the a-calculus. We proceed by induction on the (length 
of the) position where the rewrite step takes place. Also, we shall assume M is either a term of sort T or S. 
a rewritestep at the root position. 
- If p, q E Mi with 1 5 i 5 n then p', q' are unique and p' is lined-up with q'. 
- I fp=landq€sthenp'=~<q' fora l lq '€q[u] .  
- If p, q E s then one of the following cases holds: 
{ p' lined-up with q' if i < p' and i < q' for some q 5 i 5 n {p', q') con£lict-free otherwise 
- p E  Mi for some 1 5i I . n a n d q ~ s .  
{ p' lined-up with q' if i < q' {p', q') conflict-free otherwise 
2. E(Mi, . . . , Mn) [s] + <(Mi [lift(s)], . . . , Mn [lift(s)]). As in the previous case. 
3. P[s][t] + P[s o t]. If p, q E P, or p, q E s, or p, q E t then p', q' are unique and p' is lined-up with q'. 
If p E M and q E s or q E t then the same holds. If p E s and q E t then also p', q' are unique and p' 
is lined-up with q'. No other cases are possible. 
4. l[id] -+ 1 or T oid +T. These cases hold trivially since there are no symbol positions in M. 
5. l[P - s] 4 P .  Then p, q E P and p', q' are unique, and p' is lined-up with q'. 
6. id o s + s. Then p, q E s and p', q' axe unique, and p' lined-up with q'. 
7. o(P . s) -+ s. Analogous to the previous case. 
8. (sl  o 92) o 93 -+ sl o (92 o s3). Then p', q' are unique and p' is lined-up with q'. 
9. ( P  . s) o t -, P[t] - (s o t) . Then 
- If p, q E P or p, q E s then p', q' are unique and p' is lined-up with q', 
- If p E P and q E t (the case p E s and q E t is analogous) then we reason a s  follows: 
{ p' lined-up with q' if 1.2 < q' {p', q') conflict-free otherwise 
- If p, q E t then we reason as follows: 
p' lined-up with q' if 1.2 < p' and 1.2 < q' 
p'lined-upwithq' if2.2<pfand2.2<q'  
(p', q') conflict-free otherwise 
rewrite-step at an internal position. 
21 1. M = f (MI,. . . , M,) and Mi -+, Mi for some i E l..n. Then either p, q E Mj with j # i and the 
result is direct, or p, q E Mi and we may use the induction hypothesis. 
2. M = E(Ml,. . . , M,). As in the previous ease. 
3. M = PIS]. Then if p, q E P or p, q E s we apply the induction hypothesis. Otherwise p E P and 
q E s in which case p' is lined-up with q' for all p' E p[u] and q' E q[u]. 
4. M = P . s. We use the induction hypothesis. 
5. M = s o t. Analogous to the case M = P[s]. 
Corollary 8.36 (Descendants of lined-up symbol positions) Let p, q E SPos(M)' with p lined-up with q. 
Let v : M +, N and let p' be a vdescendant of p and q' a v-descendant of q in N. Then one of the following 
holds: 
8 2. DESCENDANTS AND RESIDUALS 
1. p' < q', or 
2. v, q') is a conflict-free set in N, or 
3. p' is lined-up with q' in N .  
Proof. The proof makes use of Lemma 8.35, Lemma 8.33 and Lemma 8.29. We proceed by induction on the 
length n of v. 
a n = 0. The result holds directly. 
n > 0. Suppose v = $;a and M -wt M' 4, N .  Since p[v]p1 and qI[v]q' there exist (unique) positions 
P I ,  ql E SPos(M') such that pU4llpl and PI [u]pf ,  and qC$]ql and q1 [u]q'. 
By the induction hypothesis three cases may arise: 
1. Either, pl < ql .  Then by Lemma 8.33 we are done. 
2. Or, pl is lined-up with ql in M'. Then by Lemma 8.35 we are done. 
3. Or, {p l ,  q l )  is a cordict-free set in M'. Then by Lemma 8.29 the set {p', q') is conflickfree in M and 
we are done. 
Note that in Corollary 8.36 if v is a a-derivation to a-normal form then the case p' lined-up with q' in N 
is not possible. The proof of Proposition 8.31, however, is not a direct consequence of this fact since a priori it 
is not clear that p' < q' in N ,  where p' (resp. q') is the *descendant of the position of the head symbol of T 
(resp. u) ,  assures us that r' nests u'. We shall see that indeed r' nests u'. 
Proof. [of Proposition 8.311 
Let p (resp. q) be the position of the head symbol of r (resp. u)  in M .  First an observation. 
Observation: Note that r((v))rf  implies the following: 
a Let p[v]p'. For every position o in the pattern of r there is a unique of with o[v]o' such that p' 5 o f .  
a Let o and prev(o, M)7 be positions in the pattern of T .  Let o' and o" be the unique (by the previous item) 
symbol positions such that o[v]o' and prev(o, M)[v]o" and p' 5 of and p' 5 0". Then o" = prev(of,  N). 
Moreover, if the term at position o is in the i-th argument of the function or binder symbol at position 
prev(o, M )  then also the term at position of is in the i-the argument of the function or binder symbol at 
position 0". 
This observation simply states that the pattern of r may be reconstructed in T'. 
Suppose p[v]pf  and q[v]q'. By Corollary 8.36 either p' < q', or {p', q'} is a con£lict-free set in N ,  or p' is 
lined-up with q' in N .  Since N is a a-normal form, the last case is not possible. If {p', q') is a codid-free set 
in N ,  then r' and u' are disjoint and we are done. Otherwise, suppose p' < q'. We are left to verify that r' and 
261 do not overlap. 
Suppose that u' overlaps r', that is, there is a position of in the pattern of r' such that of is also a position in 
the pattern of u'. We have p' < q' 5 o', as Figure 8.4 illustrates. By the previous observation applied to r there 
must be a position 01 in the pattern of r such that ol[v]lot. Likewise, applying the observation to u there must 
be a position o2 in the pattern of u such that oz[v ]of .  But this contradicts the fact that the ancestor relation 
is a (partial) function. Therefore, r' nests u'. 
Proposition 8.32 may be proved in a similar manner. 
7Recall that prev(p.n, M) p, where n E N and p.n E Pos(M).  
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Figure 8.4: Non-overlapping redexes may not have overlapping correspondents. 
8.3 From Standard fo(R),-derivations to Standard Rderivations 
We shall now show that standard fo(72),-derivations project onto standard 72-derivations via a-interpretation 
(Hardin interpretation). This requires recalling the notion of h i t e  developments and standard derivations. 
Definition 8.37 (Developments) A development of a set of non-overlapping redexes S in M, in a SERSdb 
R is an 72-derivation Y : Mo 2 MI 3 M, 2 . . . which only contracts residuals of redexes in S. Y is a complete 
development if no residuals of redexes in S remain. 
Thus in a development of a set of redexes S of a term M no newly created redexes may be contracted, 
only residuals of those redexes in S are allowed to be contracted. The property of Finite Developments (FD) 
states that all developments of a set of non-overlapping redexes are ilnite. FD is usually proved in the setting of 
orthogonal (first or higher-order systems) in which case any set of redexes in any term is always non-overlapping. 
However, in the case of left-linear ambiguous systems FD still makes sense provided a set S of non-overlapping 
redexes is considered, and that the residuals of two non-overlapping redexes is non-overlapping. The latter 
property may be versed in first-order term rewrite systems and SERSdb, among other higher-order rewrite 
formalisms, in the style of Proposition 8.31. 
Proposition 8.38 (Finite Developments) All developments of redexes in a term M in a SERSdb R are 
finite and cohal  (they end in the same term). 
For a proof of FD in the setting of (orthogonal) SERS see [KhaOl]. FD for regular CRS may be found 
in w1080], for the more general HRS (and correcting [Klo80]) see [Oos97]. In fact, the following strengthening 
of FD is seen to hold [Oos94]: 
Proposition 8.39 (Strong Finite Developments) All developments of a finite set of non-overlapping re- 
dexes in a term M in a SERSdb 72 are finite and cofinal. Moreover, all complete developments of the same set 
of redexes induce the same residual relation. 
Our interest in strong FD is that it shall be used for de£ining standard derivations following the Klop 
MeIliBs [MelOl] presentation based on rewriting derivations. More precisely, we shall require strong FD in order 
to d e h e  iweversible permutations. It is also required for 'sequentializing' parallel rewrite steps. 
Definition 8.40 Let 72 be a SERSdb. Let S be a set of disjoint 72-redexes in M. Let M =fa N be a parallel 
72-rewrite step (Def. 7.50) contracting only redexes in S. A sequentialization of the rewrite step M 3 . ~  N is 
any complete development of S in M. 
Note that if M 372 N then any sequentialization of S in M is a derivation ending in N. This follows from 
the Strong Finite Developments proposition. 
Definition 8.41 (Reversible and irreversible permutations) Let 72 be a SERSdb. 
8.3. FROM STANDARD FO(R)R),-DEWATIONS TO STANDARD 72-DEWATIONS 
1. Let R and U be R-redexes in M occurring at disjoint positions. A reversible pemtation is a pair of 
derivations R; U'OU; H such that U' is the unique R-residual of U, and R' is the unique U-residual of R. 
2. Let R and U be Rredexes in M such that R occurs in an argument of U. An irreversible permutation is 
a pair of derivations R; U' D U; T such that U' is the unique R-residual of U ,  and the derivation T is a 
complete development of the (possibly empty set of) U-residuals of R. 
The reversible permutation relation is symmetric. It relates any two complete developments of a fixed pair 
of disjoint redexes in a term. 
Definition 8.42 (Standardization preorder, L6vy permutation equivalence) Let R be a SERSdb. 
1. A reversible (resp. irreversible) standardization step is a pair of 72-derivations T &- 9 (resp. T $ 9 )  
such that T = TI; Q; T2, @ = TI; n ;  T,, and QOS1 (resp. Q D 0).  In either case we write T @. The 
standardization preorder +- is the least reflexive and transitive relation containing 4. 
2. The Lkvy permutation equivalence E is defined as the least equivalence relation containing +-. 
3. The reversible permutation equivalence -- is deked as the least equivalence relation containing &. 
Since fkst-order rewrite systems are a particular case of SERSdb the following defbition of standard deriva- 
tions apply to them too. 
Definition 8.43 (Standard derivation) Let R be a SERSda. A derivation T : M +R N is standard in R 
when there is no sequence: 
T=T~&-T~&...&-T~-~$T~ 
I - -, 
I, ,_ of k - 1 reversible steps followed by an irreversible step &-, for k 2 1. Or equivalently, if T is in normal form 
- 
with respect to &--rewriting modulo 21. 
The reversible standardization steps are necessary for the nested and nesting redexes of an irreversible 
standardization step to 'meet' each other. 
Example 8.44 Let R = {f (X, a) + b, c -t c, d -t a} be the OTRSof &ample 8.7 and consider the derivation 
(contracted redexes have been underlined): f (d, f (d,d)) + f (d, f (d, a)) + f (d, f (a, a)) -t f (a, f (a, a)) -t 
f (a, b). There is no irreversible standardization step applicable, however we may reorganize it via reversible 
standardization steps as follows: f (d, f (d, 4) -t f @, f (d, a)) + f (a, f (d, a)) + f (a, f (a, a)) + f (a, b). The 
final two rewrite steps constitute an irreversible standardization redex. 
Before ending the subsection we shall d e k e  how to project fo(R)w derivations onto R-derivations, for 72 
an essentially first-order SERSda (Def. 7.35). We recall the Projection Proposition (Proposition 7.56) for it shall 
be used for projecting first-order derivations to the SERSdb framework. Also, we shall seize the opportunity to 
recall the other main result of Chapter 7, namely, the Simulation Proposition (Proposition 7.46). The latter, 
although not used for defining the projection of a derivation, shall be used when defining our standardization 
procedure, as observed in the introduction to the chapter. 
Proposition 7.56 (Projection Proposition) Let R be a SERSdb and let fo(R)w be its first-order version, 
where W is a basic substitution calculus satisfying the scheme. If M -tfo(~),,,, N then W(M) S a R  W(N). 
That is to say, a f ~ ( R ) ~ - s t e p  u may be simulated by a parallel %step (Def. 7.50). If u is a W-step then 
W(M) = W(N), otherwise W(M) rewrites to W(N) by rewriting the disjoint correspondents of u in W(M)8. 
We recall the reader that this parallel rewrite relation is reflexive. 
Proposition 7.46 (Simulation Proposition) Let R be a SERSdb and let fo(R)w be its 6rst-order version. 
Suppose M - t .~  N then 
1. if ~ O ( R ) ~  is an ExERS then M +fo (~ ) /w  N. 
8 ~ h e  notion of correspondent has been defined for the basic substitution calculus o only, and we shall make use of this result in 
the latter case only. 
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2. if fo(R)w is a FExERS then M +fo(a) o +w N where o denotes relation composition. 
The second item of the Simulation Proposition, the item of our interest in this chapter, may be interpreted 
as: all derivations in a SERSdb R may be 'implemented' by derivations in the firsborder setting via its hborder  
version. So now we consider what it means to project a derivation from the FExERS setting to the SERSab 
setting. 
Definition 8.45 (Projection of fo(R)w-derivations) Let 4 be a fo(R)w-derivation. We define W (4) by 
induction on the length of 4: 
where vl; . . . ; vn is any sequentialization of the parallel rewrite step W(M) 3 . ~  W(N), the latter of which 
results fi-om applying the Projection Proposition to the rewrite step M 5fo('R) N. 
In full precision, W applied to a fo(R)w-derivation yields an =-equivalence class of R-derivations. In this 
section we shall only deal with the case in which W is the a-calculus. 
Remark 8.46 It seems appropriate to shed some light on the motivation behind introducing both the usual 
first-order residual relation for FExERS (I[*]) and the new correspondence relation for FExERS (((e))). Recall 
that we shall 'implement' a SERSdb-derivation T as a FExERSderivation v (see Figure 8.5) by means of the 
Simulation Proposition. We then shall apply first-order standardiiation on v making use of the usual hborder  
residual relation yielding a standard (in the first-order framework) derivation 4. Finally, we are left to verify 
that the projection of 4, namely a(4), is a standard derivation in the higher-order framework. This is where 
the correspondence relation comes in, since it shall allow us to trace the destination of fo(R)-redexes appearing 
in 4, in the derivation a(4). 
T 
Simulation 5 1 Projection (correspondence relation ((0))) 
21- 
first-order 4 
standardization 
(residual relation [el) 
Figure 8.5: Standardization Procedure 
8.3.1 Standardization 
Definition 8.47 ((Un)contributable symbol) Let Rw = (I?, R ,  W) be a left-linear FExERS. A function or 
binder symbol g E I? of arity n is called unwntnbutable in Rw if 
1. either, g does not occur on the LHS of any rule in Rw, 
2. or, g occurs on the LHS of a rule in Rw only under the form g(Xl, .., X,) (i.e. it occurs applied to 
metavariables) . 
A symbol in I? which is not uncontributable is called contributable. 
The idea behind uncontributable symbols is that redexes strictly below them cannot create redexes above 
them (Lemma 8.50). 
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Example 8.48 The A-symbol is an example of an uncontributable symbol in the Xa-calculus, i.e. in fo(P),. 
Whereas, the application symbol is a contributable symbol in X a  due to the Beta-rule. As a further example, 
for any essentially firsborder SEBSdb R the cons-symbol r . r is uncontributable in R.+., . 
Although the dekition of uncontributable symbol as it stands shall sufEce for our purposes a more general 
formulation is possible. One may d e h e  the notion of i-uncontributable symbol for i a non-zero natural number. 
A symbol g of arity n is i-uncontributable for i < n if either the first case of Def. 8.47 holds, or g occurs on the 
LHS or a rule in Rw only under the form g(M1,. . .,Mi, X, Mi+l,.. . , M,). That is to say, it may only occur 
on the LHS of a rewrite rule with its ith argument applied to a metavariable. We may then define a symbol of 
arity n as uncontributable if it is i-uncontributable for all 1 5 i 5 n. 
Also note that the notion of uncontributable symbol does not coincide with that of constructor symbol in a 
constructor TRS [Klo92]: given a constructor TRS there may be constructor symbols which are contributable 
(e.g. 'sf in f (s(s(x))) + x) and likewise there may be uncontributable symbols that are not constructor symbols 
(e.g. f in f(x) + a). 
The proof of the following lemma [Meloo, Lemma 6.31 originally formulated for the Xa-calculus holds without 
further ado for an arbitrary FExERS Rw, and is included here for the sake of completeness. 
Lemma 8.49 Let Rw be a FExERS. Suppose that a position p is strictly above a redex P 5 Q. For every 
derivation 4 = r; $: 
1. either, 4 preserves p, 
2. or, 4 is equal modulo 11 to a derivation 41; u; v; 42 such that q51 preserves the position p, the position p is 
strictly above the redex u, and the redex v is above p. 
Proof. We begin by proving a claim: if ul; ..; uj : P ++ R is a Rw-derivation which preserves the position 
p, and contracts a redex strictly below p then it may be reorganized into a derivation vl; . . . ; vj which is 21- 
equivalent to ul; ..; uj such that vj is strictly below p. Let ul; ..; uj : P + R be a Rw-derivation which preserves 
the position p, and contracts a redex strictly below p. Let uk be the last redex strictly below p. If k < j, the 
redex uk+l which is not strictly below p may be permuted reversibly before uk. Observe that the resulting 
derivation ul; . . . ; uk; u;+~;.  .  ; uj preserves p, and contracts the redex u/k+, strictly below p. Repeating the 
process j - k times, one constructs a derivation vl; . . . ; vj 21 u1; . . . ; uj whose last redex vj is strictly below p. 
Let 4 = rl; . . . ; r, be a derivation and p an occurrence which strictly above rl. We suppose that 4 does 
not preserve p. Let rj+l be the first redex in 4 which is above p. By the above claim, there exists a derivation 
vl; . . . ; v j  equal to rl;  . . . ; rj modulo E whose Iast redex u = vj is strictly below p. We conclude. 
Lemma 8.50 Let R, be a left-linear FExERS. Suppose that a position p is strictly above a redex P 5 Q. 
Every standard derivation 4 = r; $ preserves p when: 
1. either, p is a g-node for g an uncontributable symbol in R,, 
2. or, p is a g-node for g a function or binder symbol in R, and $ is a a-derivation. 
Proof. Given the standard derivation q5 = r; $ and the occurrence p strictly above r we apply Lemma 8.49. 
If the first case holds then we are done, we shall see that given the hypothesis the second case cannot hold. 
Suppose that v is above the occurrence p and that p is strictly above u in a pair M 3 N P. The 
derivation u; v cannot be standard, unless u creates v. Now, in at least the following two cases creation is not 
possible: 
1. When the occurrence p is the occurrence of an uncontributable symbol in 12,. Note that this includes the 
cons-node r . r . 
2. When the occurrence p is a function or binder symbol node and u is a a-redex the only possible pattern of 
creation is when u is a (Fane),-redex for some function symbol f or a (Bind)pxlex for some biinder symbol 
E and v is an fo(R)-redex. This may be seen to hold due to the fact that function and binder symbols 
are uncontributable in the a-calculus, or stated equivalently: substitutions are created udown~ards". For 
example, the pair M = g(h(c)[id]) +lunch g(h(c[id])) -, c where R {g(h(X))  + c), p = r in M, the 
position at which v occurs in N is E and the position at which u occurs in M is 1. 
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The restriction to left-linear FExERS in Lemma 8.50 is essential for otherwise a redex strictly below p could 
create a redex above p. 
Lemma 8.51 Let R, be a left-linear FExERS. Let v : M + N be a standard 72,-derivation with N in 
a-normal form. Then no R,-redex ever appears below a consnode . e. 
Proof. By contradiction. Suppose there exists an ri contracted in $ = TI; ... ; rn strictly below the occurrence 
p of a cons-node. Then by Lemma 8.50(1) the derivation Ti;. .. ; r, preserves p. Since N is a pure term we 
arrive at a contradiction. 
. 
A remark before proceeding to the main proposition. 
Remark 8.52 Let R be an essentially first-order SERSdb and let fo(R), be its first-order version. Let T be 
a fo(R)-redex in M occurring at a position p with r not in the body of a substitution. Let R be its (unique) 
corresponding R-redex in a(M) occurring at a position p', i.e. r((v))R for v : M H, a(M) any a-derivation 
from M to a-normal form. Then for every q' E SPos(a(M)) with q' < p', we have q < p where q E SPos(M) 
is the (unique) ancestor of q' (see Figure 8.6). Note that although the ancestor relation, in general, is not a 
(partid) function, in the case of the a-calculus and when dealing with positions of (function or binder) symbols, 
we do indeed obtain a unique ancestor (see the rewrite rules in Figure 8.3). For example, in the rewritestep 
.... ... M = f (MI,. M,)[s] +fin=, f (MI [s], Ml [s]) = N both E and 1 in M are ancestors of E in N, yet when 
considering solely the positions of f -symbols it is just 1 in M we are interested in. 
Figure 8.6: Ancestors of symbol positions. 
We are now ready to prove the main proposition. 
Proposition (8.2. Let R be a left-linear essentially ht-order SERSab. Every standard derivation' v : 
M + N in fo(R), with N in a-normal form is projected onto a standard derivation a(v) : o(M) -+t N in R.  
Proof. First note that by Lemma 8.51 no fo(R)-redex contracted in v : M + N ever occurs inside a 
substitution s, since fo(R)-redexes are of sort T and thus would have to take place inside a cons-node. As 
remarked in [Me1001 this does not hold for a-redexes as the following example T : M +, N illustratesg: 
T : M = 1[(1 - id) 0 (N . id)] -fhfap 1 [1[N - id] . (id 0 (N . id))] + varco, l [N ad] -tvarc0, N 
This property implies that every fo(R)-redex contracted in v has a unique correspondent %redex in a(v). 
.. .., .. Let u(v) = R1;. ; R, and let p : (1,. o} + (1,. ,n} be the function which associates to any %redex 
Rk in a(v) the unique fo(R)-redex rp(k) in v = TI;. .. ; r, to which it corresponds. Let Rk and RkS1 be two 
consecutive R-redexes in ~ ( v ) .  Note that the fo(R),-derivation Ti;  ... ; rj = rp(k)+l; ... ; rp(k+l)-l between rp(k) 
and rp(k+l) contracts only a-redexes. 
We shall now show that: 
'Although brackets are kings in Ax [KOOOlb], they are 'almost' kings in Xa. 
3 .  FROM ST- E'O('R)m-DERNATIONS TO STANDARD 72-DERIVATIONS 
Case 1. every reversible standardization step a(v) 4 in R may be mirrored as a (non-empty) series of 
reversible standardization steps v & . . . 4 (b in fo(R),, where a((b) = a, and 
Case 2. every irreversible standardization step o(v) $ in R may be mirrored as a (non-empty) series of 
standardization steps v 3 . . . &- (b' $ . . . $ (b in fo(R),, where o((b) = a. 
Hence the result follows by reasoning by contradiction since every standardisation step acting on the pro- 
jected higher-order rewrite derivation may be mimicked by projection-related standardisation steps of the same 
nature (reversible/irreversible) over first-order derivations. So we shall now focus on these two items. 
Case 1. Suppose two %redexes Rk and Rk+1 can be permuted using a reversible permutation, that is, 
Rk; Rk+1OR;; R;+l. We construct a fo('R),derivation (b such that v rz (b and a((b) = R1; .  . ; ET,; Ri+,;.  . . ;I$,. 
By Lemma 8.50, the derivation Ti;.  . ; rj preserves the occurrence of any function or binder symbol strictly 
above rp(k). And, in particular, the lowest function or binder symbol g appearing above Rk : o(P) t a(Q) 
and Rk+1 in the term a(P) which, by Remark 8.52, is strictly above r p ( k )  in P. Then the derivation $ = 
r p ( k ) ; r i ; .  . . ;rj; rp(k+l) may be reorganized modulo 21 into a derivation $' such that a($') = Hk; Ri+l as 
follows: let p be the occurrence of g in P and assume PIp = g(Nl, . . . , N,) and suppose rp(k) occurs in Nl, and 
the head symbol of rp(k+l) occurs in NL, for 11,12 E l..m and 11 # 12: 
1. First contract all the redexes in $ prefixed by p.12 
2. Second contract T ~ ( ~ + ~ )  , 
3. Third contract the (unique) residual of r p ( k ) ,  
4. Finally contract the remaining redexes of $. 
Case 2. Suppose two R-redexes Rk and Rk+1 can be permuted using an irreversible permutation Rk; Rk+l D 
Ri ; Q. Observe the following: 
Observation: by Remark 8.52 all the symbols in the redex pattern of (the ancestor of) Rk+1 strictly above 
Rk in a(P) are present in P above the occurrence of r p ( k ) .  Moreover, none of these symbols occurs embraced 
by a substitution. This follows from two facts: 
1. on the one hand, by Lemma 8.50, the derivation ri; . . . ; rj preserves all these symbols (in particular the 
lowest one), and 
2. on the other, rp(k+l) is an fo(R)-redex hence its LHS contains no occurrences of the substitution operator 
*[*I. 
Having concluded with our observation we proceed with the proof of Case 2. We consider two subcases, 
reasoning by contradiction in each one: 
The redex r p ( k )  in P occurs under an uncontributable symbol g belonging to the pattern of Rk+1. By 
Lemma 8.50 the path ri; . . . ; r, preserves every uncontributable symbol strictly above r p ( k ) .  Among these 
symbols is the symbol g involved in the pattern of Rk+l. The redex rp(k+l) is above the position of this 
symbol. We reach a contradiction. 
All symbols above r p ( k )  in P belonging to the pattern of R k + ~  are contributable. Suppose that the two 
'R-redexes Rk and Rk+1 can be permuted using an irreversible permutation Rk; Rk+1 D Pk; !?!; we shall 
arrive at a contradiction. Let p be the occurrence of the unique ancestor of the head symbol g of Rk+1 
in P, and PIp = g(Ml, .., M,). By Lemma 8.50 the derivation ri; ...; rj preserves p. Let 1 E l..m such 
that rp(k) occurs in Ml. We may then reorganize modulo rz the derivation $ = T p ( k ) ;  ri; . . . ; rj; rp(k+l) 
obtaining $', as follows: 
1. F i t  rewrite all redexes in ri; . . . ; rj prefixed by p.l,p.2,. ..,p.l - 1,p.l + 1 ,.., p.m in turn (i.e. first all 
those prefixed by p.1, then those by p.2, and so on) and those disjoint to p. 
2. Second, rewrite all redexes prefixed by p.1 but disjoint to the (unique) residual of r p ( k ) .  At this 
moment the redex rp(k+l) must have emerged since 
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- by the Observation there are no substitution symbols in MI between p and the position of rp(k), 
and 
- rj+l = ~ ~ ( k + ~ ) ,  i.e. it is an fo(R)-redex and hence its LHS contains no occurrences of the 
substitution operator a[@]. 
3. Thirdly, rewrite the (unique) residual of rp(k), followed by the redexes in ri; . . . ; rj prefixed 
by the occurrence of rp(k), i.e. those not 
4. Finally, rewrite rp(k+l ) .  
Note that $' = T&; $4 where $; consists solely of a-rewrite steps and $4 = 
~k~ ; . - . ; rk, ; rp(k+l) 
for some m 5 j - i. Applying m + 1 irreversible standardization steps starting from +& we may obtain 
$; = ~ i ( ~ + ~ )  ; $rl(k)  ; $Tkl ;. . . ; $rk,. Finally, setting $ = $:; $; we may conclude. 
Note that Proposition 8.2 fails for arbitrary standard derivations v : M + N in fo(72),. 
Example 8.53 Let R be the A-calculus, and let Xu = fo(R), be its &&-order version. Then the derivation 
starting from M = ((X(l1))l) [(Xl)c . id], 4 is a standard first-order derivation: 
4 : ((X(11))l) [(Xl)c - id] +Beta ((X(1l))l) [l[c . id] . id] +Beta (11) [l . id] [1 [C - id] - id] 
However, o(4) is not standard in the SERSdb framework. 
4 4 )  : (X(ll))((Xl)c) +,3 (X(ll))c +,3 cc 
The reader may have noticed that although the (only) two Predexes in M are disjoint, they are lined-up 
(see Proposition 8.31). Thus although they occur at disjoint positions in M, when we project via a their 
correspondents become nested. A solution proposed by Melliks [MelOl] is to divide the class of reversible 
permutations (used for standardization in the first-order framework) into two subclasses: one subclass which 
remains reversible, and another which is transformed into irreversible. So now we have two classes of irreversible 
permutations, the usual (say nesting) ones, and the new lined-up (lu) irreversible permutations. The latter are 
defined as follows. Let 72, be a FExERS. Then R; U' Dlu U ;  R' where the 72-redex U is lined-up with the R- 
redex R in M and U' is the unique R-residual of U, and R' is the unique U-residual of R. Under this extended 
definition of permutation (and induced notion of standardization) Proposition 8.2 seems (verifying the details 
is left to future work) to apply to arbitrary standard derivations v : M + N in fo(R),. Note, however, that 
when implementing a &her-order derivation via the Simulation Proposition as illustrated in Figure 8.1 of the 
introduction to the chapter, the resulting derivation shall always end in a pure term. 
The full standardization procedure takes the following form. 
Definition 8.54 (Standardization Procedure) The standardization procedure applied to a derivation Y : 
M +R N of a left-linear essentially first-order SERSdb R consists in the following steps (see Figure 8.1): 
Step 1 (Simulation). Apply the Conversion Procedure to 72 obtaining a full first-order rewrite system fo(72), 
(Def. 7.35). Note that fo(R), shall always be ambiguouslo even if R is orthogonal. The Simulation 
Proposition yields as output a fo(R),-derivation v : M ++fo(~) ,  N implementing the 72-derivation Y. 
Step 2 (Standardization). Use the standardization procedure described in [Bou85] applicable to firsborder 
left-linear ambiguous rewrite systems. The output is a fo(R),-derivation 4 such that 4 = v and 4 is 
standard in fo(R),. 
Step 3 (Projection). Project the standard derivation. Dehe  the %derivation Qi as 4 4 ) .  Proposition 8.2 
guarantees that Qi is standard in R. 
Note that the standardization procedure yields a unique standard derivation modulo reversible permutations. 
This procedure allows us to conclude with the following result: 
Theorem 8.55 (Standardization for SERSdb) Let R be a left-linear essentially first-order SERSdb. Assume 
Y : M ++R N. Then there is a standard derivation Qi : M +R N. 
The restriction to essentially first-order SERSdb is necessary since it is this class of systems that may be 
converted to full first-order rewrite systems. We now consider a strong version of standardization. 
10Assuming the alphabet contains some symbol of strictly pmitive arity. 
8.3. FROM STANDARD FO('R)u-DERPVATIOIVS TO STANDARD R-DEWATIONS 
. .> 
8.3.2 Strong Standardization 
This subsection deals with strong standardization of SERSdb-derivations. Given a derivation T in some lefb 
linear essentially first-order SERSda 72, the Standardization Procedure provides us with a standard derivation 
in R. However, we would like to be not just any standard derivation coinitial and cofbal with T, but also 
LBvy permutation equivalent to a, in other words, cP = T. We shall see that this transfer of standardization 
not only provides us with a standardization result but also yields strong standardization. 
Proposition 8.56 Let v and # be f0(7Z)~-derivations. If v A 4 then a(v) = a(#). 
Before providing a proof we would like to draw the readers attention to the statement of this proposition. 
It does not hold that v =$ # implies a(v) + a(#). 
Example 8.57 Let R be the Xcalculus, and let X a  = fo(R), be its firsborder version. Then v 4 # (more 
precisely, vO#) where (the redexes contracted at each step have been underlined in order to ease readabity) 
v : ((X(11))1)[(Xl)~. id] -)Beta (11)[1- id][(Xl)c - id] -)Bet= (11)[1. id ] [ l [~  - id] . id] 
-4 : ((X(11))l) [(X~)C -. id] -'Beta (A (11)) 1 [l [C - id] . id] - ' ~ ~ t ~  (11) [l - id] [l [C id] . id] 
However, a(#) =&- a(v) (and o(v) a(#)), since 
The reason for this is that vO# by permuting two disjoint but lined-up redexes as illustrated in Example8.53. 
Prooj[of Proposition 8.561 Let v' : M 5 NI 5 N for {r, u} fo(R),-redexes in M such that r does not nest 
u, and u' is the (unique) r-residual of u. It suflices to show that the claim holds for the following two cases: 
Case 1. if v'O(6' for #' = u; r' then a(vf) = a(#'), and 
Case 2. if v' D (6' for (6' = u; q5" then a(vf) r a(#'). 
Our analysis depends on whether r and u are a or fo(R)-redexes in M and shall distinguish cases 1 and 2 
as needed. 
1. In either case, if r and u are a-redexes then the result holds trivially. 
2. Suppose u is a a-redex and r a fo(R)-redex (the viceversa case is analogous). Then 
a(vt) : a(M) =tz ~ ( N I )  =a(N) and a(#') : a(M) = a(&) =tz a(N') 
By parametricity of a over fo(R)-redexes (Corollary 8.26) the correspondents of r E M in a(Nz) are 
the same as those in a(M). Then any two sequentialbations of the parallel %step shall yield equivalent 
derivations modulo -. 
3. Suppose both u and r are fo(7Z)-redexes in M. Here we distinguish the two subcases: 
Reversible permutation (Case 1). Suppose {r,u) are disjoint redexes in M. Then if the come 
spondents of {r,u) via a are disjoint in o(M) we may simply sequentialize the derivation of the 
corresponding redexes. Otherwise, by Corollary 8.30 we may assume that r is lined-up with u. Let 
S = {rl,. . . , r,} be the set of (pairwise disjoint by Corollary 8.30) correspondents of r in a(M). 
Then by Proposition 8.31 each correspondent u' of u is either disjoint with all redexes in S or is 
nested by some (one) redex in S. Finally, note that set of correspondents of u in a(M) are pairwise 
disjoint too by Corollary 8.30. 
Thus we may construct the standardization a(vt) -e 44') where a(vt) rewrites all ris in some order 
and then rewrites all the correspondents of U'S in some order, and a(#') rewrites all (correspondents 
of) u in some order, and then all the (unique) correspondents of the ris in some order. 
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a Irreversible permutation (Case 2). Suppose u nests r. Let S = (ul,.  . , u,} be the set of (disjoint 
by Corollary 8.30) correspondents of u in a(M). Then by Proposition 8.32 each correspondent of r 
in a(M) is either disjoint with all redexes in S or is nested by some (one) redex in S. Finally, note 
that the set of correspondents of r in a(M) is pairwise disjoint too by Corollary 8.30. 
Thus we may construct the standardization a(vf) + a(@) where a(vf) rewrites all the correspondents 
of r in some order and then rewrites all the (unique correspondents of the) ws in some order, and 
a($') rewrites all the ws in some order and then all the (correspondents of) r in some order. 
As a consequence of Proposition 8.56 if v 5 $ then a(v) = a(+). We may now formulate the strong version 
of the standardization theorem. 
Proposition 8.58 (Strong standardization for SERSdb) Suppose R is a leftrlinear essentially ht-order 
SERSdb and T : M +.R N. Then T may be standardized to a unique (modulo reversible permutation eqqiya- 
lence) standard derivation cP : M ++.R N which is Levy permutation equivalent to T. ' 1  
Conclusions 
This thesis is concerned with term rewriting and, in particular, calculi of explicit substitutions. We have 
considered perpetual reductions in calculi of explicit substitutions in Part I, we have dealt with the Ax-calculus 
and then considered the more involved Xws-calculus. Part I1 augmented M.Abadi and L.Cardelli's object 
calculus with explicit substitutions and analyzed some mculties arising when simulating the lambda calculus 
(more precisely, Xu). Part I11 studied the encoding of higher-order rewriting in first-order rewriting and then 
considered the transfer of the Standardization Theorem from the first-order case to the higher-order one. A 
brief synopsis of the contents of the thesis together with hints at future research directions follows. 
Part I: Perpetuality in Calculi of Explicit Substitutions 
Calculi of explicit substitutions are non-orthogonal by nature. This state of affairs may be witnessed by 
considering how the class of derivations between terms is affected when a calculus is augmented with explicit 
substitutions. In particular, any two pure terms M and N such that there is a derivation from M to N are 
furnished with a rich supply of alternative derivations between them. Preservation of strong normalization 
(PSN) is in charge of verifying that we enrich with caution. 
Let us expound further on this issue £king the lambda calculus as our setting in order to simplify matters. 
Define a pair of pure A-terms (M, N) as bounded if there exists n 2 0 such that for all derivations v : M ++p N 
we have Ivl < n. Then an appropriate condition for avoiding indiscrimiiated enrichment of derivations could 
be the following notion of preservation of boundedness (PB): let Xe be a calculus of explicit substitutions for the 
A-calculus; we say Xe satisfies preservation of boundedness if for every bounded pair (M, N) the following holds: 
3n 2 O.Vv : M +A, N' with e(N1) = N we have Ivl < n. Although PSN is not strictly equivalent with this 
notion, the more general techniques required to prove PSN are enough to prove preservation of boundedness. 
However, in some settings PB could be preferred over PSN. An example is the infinitary A-calculus [KKSdV95], 
where potentially infinite normal forms are of interest. PSN would not be of much use in inkitary lambda 
calculus with explicit substitutions, however PB is applicable. 
The techniques developed in order to prove PSN have not been fully exploited. Part I shows how these 
techniques may fruitfully be applied in order to yield perpetual rewrite strategies and inductive characterizations 
of strongly normalizing terms in calculi of explicit substitutions. In the case of Ax it is worth noting that these 
results have been applied with success in order to verify, via the Tait-Martin Lof-Girard proof method, strong 
normalization of a polymorphic lambda calculus with explicit substitutions. The latter calculus is defined and 
studied in Chapter 3. As for the Xws-calculus the presence of substitution composition makes the inductive 
characterization of its strongly normalizing terms a pleasant newcomer. Future lines of research are: 
l An open problem is that of finding a maximal strategy for Ax (Remark 3.18). Although the strategy Fw(e) 
is a candidate, we have not succeeded in verifying this. Note that this has also been left pending in [BH98] 
(together with the task of providing an inductive characterization of the set of strongly Ax-normalizing 
terms which we have addressed in this thesis). 
l It is rather unfortunate that nothing on strong normalization of typed X w s  has been said. The reducibility 
technique should be applicable with the aid of the characterization of the strongly Xws-nording terms. 
l From a more general standpoint, the plethora of methods for proving PSN, as described in the introduction 
of the thesis, suggests the lack of a sufficiently general proof technique for dealing with this property. 
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Part 11: Explicit Substitutions for a Calculus of Objects 
The origins of calculi of explicit substitution stem in category theory and lambda calculus, however current 
widespread use of the object-oriented programming paradigm gives rise in a natural way to the question of 
whether the virtues of promoting metalevel substitution to the object-level in the context of foundational calculi 
for functional programming, make themselves present in analogous calculi for the object-oriented paradigm. In 
an attempt to answer this question Part I1 of this thesis puts Abadi and Cardelli's q-calculus [AC96] under the 
microscope; it is presented in a de Bruijn indices setting and is augmented with explicit substitutions. Although 
the minimum properties of q, such as codluence, are shown to be retained subtle issues concerning simulation 
of functional calculi have driven us to introduce a new substitution operator (invoke substitution) together with 
fields into the language. Compliance with the property of preservation of strong normalization in the presence 
of interaction between the new substitution operator and the usual explicit substitution operator is the issue of 
the last section of this part. As regards future research directions we mention: 
Type systems for the q-calculus are thoroughly studied in [AC96], including subtypes and polymorphism. 
It would be interesting to extend our work to these settings. 
As already mentioned, existing formalisms for implementing higher-order rewriting via explicit substitu- 
tions, such as XRS and explicit CRS, are not able to cope with our augmented q-calculus due to the 
presence of two distinct notions of substitution. Therefore, an issue which deserves further attention is 
how to extend these frameworks for higher-order rewriting in order to revert this situation. 
Part 111: From Higher-Order to First-Order Rewriting 
Among the virtues of explicit substitutions is the fact that it allows higher-order calculi to be reduced to first- 
order ones, the A-calculus being the prime witness of this fact. Part I11 inquires into the following fundamental 
issues: 
1. What other calculi besides the Xcalculus are witnesses of this reduction to first-order? 
2. What benefits result from it (hence justifymg our calling it a virtue)? 
As regards the first of these issues, we consider the general case of reducing higher-order rewrite systems 
to a first-order setting by presenting an encoding of the former into the latter. A distinctive advantage of our 
approach is that a well-established higher-order rewrite formalism is used as the departing formalism, namely 
a simpli£ied variant of Khasidashvili's Expression Reduction Systems [KhagO]. Explicit Expression Reduction 
Systems is the first-order formalism defined as the destination formalism. A translation, called the Conversion 
Procedure, to first-order rewriting modulo an equational theory is considered, followed by a simple syntactic 
criterion to determine if a system may be reduced to a first-order rewrite system where the equational theory is 
empty (systems we have dubbed essentially first-order higher-order rewrite systems). Moreover, this translation 
commits to no particular calculus of explicit substitutions but rather relies on a generic macr~based substitution 
calculus encompassing many existing calculi, of the kind, in the literature. Also, it is argued that relating higher- 
order rewriting to firsborder rewriting is not only appealing from an expressive-power point of view but also 
from the possibility of transferring results from the vast body of properties of the first-order framework to the 
higher-order one. This is the approach we take for shedding some light on the second issue. We argue that the 
class of essentially first-order SERSdb is appropriate for such a task. Of course, this program is worthy of no 
serious consideration unless the class of essentially firsborder systems includes 'interesting' systems, however 
the Xcalculus, among others, lives comfortably inside this class. The last chapter of Part I11 is devoted to the 
transfer of standardization. We list some interesting research directions: 
The Conversion Procedure amounts to incorporating, into the first-order notion of reduction, not only 
the computation of substitutions but also the higher-order (pattern) matching process. Indeed, so called 
pattern substitutions [DHKP98], arise naturally in the setting of the Conversion Procedure. It would 
be interesting to distinguish by means of different substitution operators and calculi, substitutions for 
matching and for 'usual' substitution in the rewrite system resulting from the Conversion Procedure. 
This would yield calculi of explicit substitutions and explicit matching. 
+- CONCLUSIONS 
0 We have not considered preservation of strong normalization for the translation of higher-order rewrite 
systems. In the case of Explicit CRS some work has been done [BR96, Blo971. In a first approach it seems 
convenient to ~ some calculus of explicit substitutions. However, in order to maintain the parmetriclty 
achieved by using a general macrc~based substitution calculus (basic substitution calculi) it would no 
doubt be of interest to identify additional conditions on basic substitution calculi which would guarantee 
PSN. This is related to the above mentioned research line on sufficiently general proof techniques for 
proving PSN. 
The transfer of other properties such as completion are left to future work. 
Chapter 8 raises the question of whether not only Xo but the whole class of essentially first-order SERSda 
enjoy finite normalization cones. From this one would be able to conclude that external derivations are 
normalizing in the explicit substitution counterpart of any orthogonal essentially firstrorder SERSda. 
A precise comparison in the lines of [OR931 but between SERS and the HRS formalism would be inter- 
esting. Also one could compare SERS* and HRS. As already mentioned the metasubstitution operator 
may not occur on the LHS of a SERS rewrite rule. However, it seems that our results on simulation and 
projection can be extended to the case where they may occur on the LHS of a rewrite rule (the lemmata 
required are the same as those already developed in Part 111). Let us denote this variant of SERS by 
S E W .  Observe that SERS* has more 'matching power' than SERS. However (and in relation to the 
previous item), note that this would not be 'equivalent' to lifting the pattern condition on HRS since 
matching is computed by 'developments' in SERS*. 
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normalizing in the explicit substitution counterpart of any orthogonal essentially firsborder SERSdb. 
A precise comparison in the lines of [OR931 but between SERS and the HRS formalism would be inter- 
esting. Also one could compare SERS* and HRS. As already mentioned the metasubstitution operator 
may not occur on the LHS of a SERS rewrite rule. However, it seems that our results on simulation and 
projection can be extended to the case where they may occur on the LHS of a rewrite rule (the lemmata 
required are the same as those already developed in Part 111). Let us denote this variant of SERS by 
SERS*. Observe that SERS* has more 'matching power' than SERS. However (and in relation to the 
previous item), note that this would not be 'equivalent' to lifting the pattern condition on HRS since 
matching is computed by 'developments' in SERS*. 
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A. 1 Perpetuality in Calculi of Explicit Substitutions 
Definition A.l (RPO) Let s = f (sl, .., s,) and t = g(tl, .., t,) be terms in 3. Then s +?; t if and only if 
one of the following holds: 
1. (subterm) si +?; t or si = t for some i E l..m 
2. (decreasing heads) f >> g and s +?; t l ,  ..,s rl; t, 
3. (equal heads) f = g and (sl, .., s,) r& (tl, ..,t,) 
where +$ is the extension of +?; to multisets. 
Lemma A.2 (Subject reduction) Let r D M : a be a derivable type judgement and suppose M +F,, N. 
Then r D N : a is a derivable type judgement. 
Proof. By induction on the reduction M +, N with r E F,,. Thus we consider the cases when the reduction 
takes place at the root and when the reduction is internal. 
Suppose the reduction takes place at the root. Then we have the following cases to analyse: 
r = Beta2. Then M = (Ax : r.P)Q and N = P(x := Q) and the derivation runs 
and we obtain 
T = rBeta. Then M = (At.P)r and N = P[t := r] and the derivation runs 
where t 4 FTV(r). We may obtain 
APPENDIX A. APPENDIX 
Note that r E { ($1 : a:, . . . , x, : a;) I 4 =ZT ai[t := T ]  for all i E l..n) where I' = ( a l , .  . . ,a,}, ?bee 
t $! F T V ( r )  and we may use the rule ztgc. e :!i 
r = .am. Then M = (PQ)(a: := R) and R = P(x := R)&(x := R) and the derivation runs as follows 
and we may obtain 
r , x : r D P : o l  + o  ~ D R : Z T ( T )  I ? , x : T D Q : c T ~  ~ D R : Z T ( T )  
subs subs 
I ' D P ( x : = R ) : u ~ + o  r D Q ( X  := R) 
T = zlam. Then M = (Xy : a l . ( P ) ) ( x  := Q )  and N = Xy : a l . ( P ( x  := 9)). The derivation runs 
~ , X : T , Y : U ~ D ~ : ~ ~  
abs 
r , ~  : r ~ X y : o l . ( P :  ZT(al)  +a2) r D Q : ZT(T) 
subs 
r D (XY : U ~ . ( P ) ) ( Z  := Q)  : z ~ ( ~ ~ j  -+ 02 
Now by the variable convention we may assume that all bound type variables in Q do not occur free in a1 
and that y does not occur bound in Q .  Then by Lemma 3.43 we have that I?, y : al D Q : T is a derivable 
type judgement. Thii allows us to construct the following derivation. 
r , ~ : ~ , y : o i D P : 0 2  ~ , Y : u ~ D Q : Z T ( T )  
subs 
r , ~ :  ol D P ( X  := Q)  : cr2 
abs 
D Xy : ui.(P(x := Q ) )  : ZT(o1) + oz 
T = zvar.  Then M = x(x := P ) ,  N = P, a = Z T ( a l )  and the derivation runs 
r , x : o l ~ x : Z T ( d )  ~ D P : Z T ( U ' )  
subs 
r D X ( X  := P) : Z T ( U I )  
And the subderivation ending in the I' D P : Z T ( a ' )  suEces. 
r = zgc. Then M = Q ( x  := P) and N = Q with x $ F V ( Q ) ,  and the derivation runs 
~ ? , ~ : T D Q : z T ( ~ )  r D P : Z T ( r )  
subs 
P[>Q(z  := P) : ZT(ol) 
But one may verify by induction that if r, x : T D Q  : a is a derivable type judgement such that x # F V ( Q ) ,  
then r D Q : a is also a derivable type judgement. This concludes de case. 
T = zappt. Then M = ( P T / ) ( X  := Q )  and N = P ( x  := Q)T' and a = d { t  t Z T ( T ' ) )  where 
Then we may commute the application of rules tapp and subs as follows 
r , x : r D P : ~ t . o I  ~ D Q : Z T ( T )  
subs 
r D P(X  := Q) : vt.d 
tapp 
r D P(X := Q)T/ : ol{t c zT(T/)} 
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T = zlamt. Then M = (At .P)(x := Q )  and N = At.P(x := Q )  and the derivation runs 
~ , x : T D P : P  
tabs 
r,x : D A~.P : v t . ~  r D Q : ZT(T) 
subs 
r P (A~.P)(x := Q)  : v t . ~  
where t $ FTV(I', x : 7) .  And we may obtain 
~ , x : T ~ P : P  ~ D Q : Z T ( T )  
subs 
r D P ( X  := Q) : 
tabs 
r D A~.P(X := Q)  : v t . ~  
r = ztapp. Then M = (PQ)  [t := r] and N = P[ t  := r]Q[t  := r] and the derivation runs 
And we may obtain 
A ~ P : a l - + a p  A D Q : ~ ~  
tsubs tsubs 
D P[t := T ]  : (01 + ff2){t  ZT(T)} I> Q[t := T ]  : 0 l{ t  + ZT(T)} 
"PP 
Aft:=,] D P[t := r]Q[t := T ]  : oz{t + ZT(T)} 
r = ztlam. Then M = (Xy : al.(P))[t  := r] and N = Xy : al[t  := r].(P[t  := r] )  and the derivation runs 
A l y : ~ l ~ P : p  
abs 
A D Xy : ol.P : Z T ( d )  -+ p 
tsubs 
D (Xy : ol.P)[t := T ]  : (ZT(ot)  + p){t + ZT(T)} 
and we may obtain 
tsubs 
Alt:,,l y : ol[t := T ]  D P[t := T ]  : p{t + ZT(T)} 
Then by Lemma 3.29(2) we are done. 
r = ztvar2. Then M = x[t  := r] and N = x and the derivation runs 
A P x : ZT(p) 
tsubs 
A[,:=,] t> x[t := T ]  : ZT(p){t + ZT(7)) 
where x : p E A. Let x : p1 E A[,:=,] and therefore p' =ZT p[t := r]. Then ZT(p') = ZT(p)( t  c Z T ( r ) }  
using Lemma 3.29(2) and the fact that ZT is complete. Then A,,,,] D x : ZT(p') = ZT(p){t  c Z T ( r ) }  
is a derivable type judgement (using var). 
Note that if the ztvar2-rule were replaced by the ztgc2-rule then the following result, which may be proved 
by induction on the size of the derivation, would be required: if A D M : p is derivable and t 4 F T V ( M )  
then A,:.,] D M : p{t c Z T ( r ) }  is derivable for any type r. 
T = ztappt. Then M = ( P r ) [ t  := r'] and N = P[ t  := rl]r[t := T'] and the derivation runs 
and we may obtain 
Then using Lemma 3.29(1) and (2) we are done. 
r = ztlamt. Then M = (Au.P)[t := T ]  and N = Au.P[t := T ]  and we assume by the variable convention 
that u 4 FTV(7). Then the derivation runs 
A D P : ~  
tabs 
A D  hu.P : Vu.p 
tsubs 
Alt,,? D (Au.P)[t := r] : (Vu.p){t + ZT(r) )  
where u $! FTV(A). We may assume by the variable convention that u $ ITV(A[t,,Tl) and thus obtain 
the derivation 
Suppose now that the reduction is internal. Then we consider the following cases according to each possible 
context C 
C = Ax : T.P. We must consider two possible cases: 
- P d~., PI and therefore N = Ax : 7.P'. This case is handled by the induction hypothesis. 
- 7 t z ~  7' and therefore N = Ax : 7I.P. Then the derivation runs 
r , x : ~ ~ P : p  
abs 
r D Ax : T.P : ZT(r)  -+ p 
And we may conclude by using the context reduction Lemma 3.44 on the derivation ending in tne 
premise of abs followed by a new application of abs, and noting that ZT(7) = ZT(7'). 
C = At.P. Then P -SF,, P' and N = At.Pt and we use the induction hypothesis. 
C = PQ. Then either P - 1 ~ ~ ~  PI and therefore N = PIQ, or Q +F- Q' and therefore N = PQ'. In both .f; 
cases we use the induction hypothesis. - C - 
-, - 
C = Pp. Then either P +&, P' and therefore N = P'p, or p 4 . z ~  p' and therefore N = Pp'. For the 
first case we use the induction hypothesis. The second case is resolved by a new application of tapp and 
noting that ZT(p) = ZT(p'). 
C = P(x := Q ) .  Then either P +F,, PI and therefore N = P1(x := Q), or Q 4~, Q' and therefore 
N = P(x := Q'). In both cases we use the induction hypothesis. 
C = P[t := 71. Then the derivation runs 
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And either P +F.* P' and therefore N = P'[t := r], or r +ZT 7' and therefore N = Pit := 7'1. For the 
&-st case we use the induction hypothesis. For the second we construct the following derivation. 
We are left to verify that the assignment is in the set of type assignments { ($1 : a;, . . . , x, : 
d,} I 4 =ZT ai[t := r'] for all i E l..n) = where A = 1x1 : al, . . . , xn : a,}, which is true since 
7 +ZT 7'. 
' - v  
. .  b '. 
A.2 Explicit Substitutions for a Calculus of Objects 
A.2.1 Confluence of cib 
We prove confluence of qib by adapting a proof technique presented in [Tak89], a variation of the Tait-and- 
Martin Lof technique. For this, a notion of parallel rewriting is required, analogous to that defbed in [Talc891 
for the Xcalculus but in the F-calculus. But before that, some basic properties of &-rewriting and preservation 
of &-rewriting by updating and substitution, must be considered 
As regards the behaviour of substitutions with respect to substitution, the updating functions and reduction 
we have the following results (similar properties in the framework of calculi of explicit substitution appeared in 
[KR95]) : 
Lemma A.3 1. Let a, b E Ti. Then W, j, k such that i > 0, j > 0 and j < i 5 j + k we have U:+'(a){i + 
bl) = U! (a). 
2. Let a, b E % and i 5 n - k. Then Ui,(a)gn c bl) = U;(agn - i + 1 c 6)). 
3. Let a E 'TI andp 5 k < p +  j. Then U;(U$(a)) =Uj+"l 
=db p ( 4 .  
4. Let a, b E I,: and n 5 k + 1. Then ~ { ( a g n  c b]) = U:+,(a){n t ~:-,+,(b)l). 
5. Let a E ?;: and n 5 1 + 1. Then ~f+~(U;(a)) = U,"(U/+~+~-,(~)). 
6. Let a ,cE 71 ThenU;(a)gk+l t c)) = a. 
Gdb ' 
Pmof. All but the last item are proved by induction on a. The last item may be proved by using item (1) 
and the fact that for any j > 0 we have U;(a) = a. 
. 
The Substitution Lemma also holds for the q{b-calculus. For the sake of completeness we have included its 
proof in full detail. 
Lemma A.4 (Substitution Lemma) Let a, b, c E 71 Then Vn > O,Vi, 1 5 i 5 n, a%i c b)%n c cl) = 
Gdb ' 
aQn+1 t c l ) Q i c  bgn- i+ lcc ] ] .  
Proof. By induction on a using Lemma A.3, items (1) and (2). 
The reduction relation is preserved by substitution and the updating functions. Since the proofs of these 
results resemble those of the corresponding results in the qdb-calculus we have omitted them. 
Lemma A.5 Let a, a', b E Q . Then if a -+g a' then 
db 
In fact the following, more precise, variant of the preceding lemma shall be used later. Its proof relies on 
Lemma A.5. 
Corollary A.6 Let a, a' E ?;I and k > 0. Then if a 52 a' then 
db 
We now consider its confluence by adapting a proof technique presented in [Tak89], a variation of the 
Tait-and-Martin Lof technique. For this, a notion of parallel rewriting is required, analogous to that defined 
in [Talc891 for the A-calculus but in the c-calculus. Figure A.l provides such a definition. Also, the results 
developed in the previous subsection shall be used. 
Ind a + a' a + a' I g+gf  Mm 
n+n Am a.1 +- al.l 1 := a + 1 := a' l l g + . l & g f  
a + a' m+ *mi i E l..n 
Ob a+al  m+mf &l [miiEl. .n] + [,; i€l..n] OV 
<(a) * <(a1) a a < m > + - a ' q < m l >  
b+bf m + + - m i i E l . . n , i # j  
i€l..n,i#j f iEl..n,i#j [ I j  ~ ( b ) ,  mi ].lj +- bfgl  + [ I j  <(bf),mi 1% Im 
a + a' be-b'  m i + m ; i E l . . n , i # j  
i€l..n,s#j l a  O m  [ I j  := a, mi ].lj +- a' [mi"""] a < l j  - ~ ( b )  >+ [ I j  = c(bf),m: iE1..n] 
b j b '  m i + - m : i E l . . n , i # j  
Oa 
[miiEl. .n] a < I j  := b > j  [ I j  := b', mi iE1.-n] 
Figure A.l: Parallel reduction in the ~~b-calculus 
Definition A.7 (Maximal Complete Development) Let a E then we define a* (the Maximal Com- 
plete Development of a)  inductively as follows: 
def - a*.l i f  a.1 is not a redex 
Ef <(b*) 
def 
- 1=g* 
def 
- 1 := b* 
def 
- 
[lj := C*, m* i€l..n,i#j i I 
def - [ ~ j  ;<(b*), m; iEl..n,i#j 
def 
I 
- a* Q<m* > i f  a Q < m >  i sno taredex .  
def - [m; i€l..n] 
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The result below considers the behaviour of the parallel reduction relation respect to the upaar;mg fundions 
and substitution. 
Lemma A.8 Let a, b E Tib. I f  a + b then Vk, n 2 0 we have U," (a) =+ U," (b) . 
Proof. By induction on a. 
a = p. Then b = p and we may use rule (Ind).  
a = c.lj. Then there are three subcases we must consider: 
- b = c'.lj and c =+ c' . Then by the induction hypothesis we have U r  (c) + Ur(c'). Then using rule (I) 
we obtain U ~ ( c ) . l j  + Ur(c').lj. 
I f iEl..n,i#j 
- c = [ I j  = q(d),mi"l"n'i#j] and b = d'gl t [ I j  q(d ),mi I % ,  where d + d' and q + mi. 
Then by induction hypothesis we have Ur+l(d) =+ U,"+l (df )  and Ur(mi)  + Ur(mi) ,  and therefore, 
UZ+1 (d) =+ Ur+ 1 (d') U r  (mi)  =+ U t  (mi) 
[lj A ~ ( 2 4 , " ~ ~  (d)) ,  ut(mi) iE1..n,i#j ] . I j  + U,"+l(d')gl t [ I j  q(Ur+l(d')),q(mi) iE1..n,i#j 13 Im 
And by Lemma A.3(4) (n = 1) we have that Ur+l(d')gl t [ I j  = ~(24," +I (df)) ,Ur(m:) iE1 . .nd# j ]p  
~ t ( d ' g l  t [lj 2 q(d'), mi iE1..n'+j 1 % ) .  
- = [lj := d, m.i~l..n7i#j 
-1 
2 ] and b = d', where d 3 d'. Then by the induction hypothesis we have 
U f ( d )  + UE(d'), and therefore by rule ( la ) ,  we have [ I j  := Uf(d),Uc(mi) iE1-nd#j].lj + Un k( d' ) 
a = c a < m >. Then we consider three cases, one for each of the possible rules that could have been 
applied (i.e. (Ov), (Om),  (Oa)). They are dealt with as above. 
The remaining cases are similar and are dealt with as above. 
Lemma A.9 Let d, d', el e' E 7 r  and n 2 1. I f  d + d' and e + e' then we have dgn e e l  =+ d'gn +- e'3. 
Gdb 
Proof. We use induction on d.  
d = p. Then d' = p and we have 
Case p = n is justified by using Lemma A.8. 
d = c.lj. Then we must consider three subcases: 
- d' = c'.lj with c + c'. Then c.E{n c el) = cgn c e1.l + c'gn t e'B.1 = c'.l{n t e'] by the 
induction hypothesis. 
iEl..n,i#j f iEl..n,i#j 
- c = [lj = q(b),mi ] and d = bfgl + [ I j  = q(bf), mi Il) with b + b' and q + m:. 
Now c.ljgn t e l  = [ I j  = r(bgn + 1 + el)), mign + acl..n,d#j].lj. 
By induction hypothesis bgn + 1 t e l  + b'gn + 1 t ef% and mign t e l  + mign t e l l ,  therefore 
by applying rule (Im) we obtain 
c . l jgnceT)  = [lj = ~ ( b g n  +1 t el)), mi{n t el) iE1..nsif j 1.b 
+ bfgn+ 1 + ef%gl  + [ I j  = q(bf{n+ 1 t ef%),m:{n c e') sl..nd#j 
- b'gn + 1 t ef3{1 t [ I j  q(bf), m: "l..n,i#j 
I3 
f i€l..n,i#j l%n efl)l) 
=L A.4 b'gl + [ I j  = ~ ( b ' ) ,  mi 
- 
I3Cn + el3 
d'gn t el% 
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- 
= p j  := b, miiEl-.n,i#j ] and d' = b' with b + b'. Now by the induction hypothesis we have that 
bgn + el) =+ b'gn c e' l) thus resulting in 
bgn e e l  + blgn +- e'3 
l a  
:= bgn + el), miiE1..n,iZj].lj + b'gn + ell) 
a d = <(a). Then from the definition of parallel reduction it must be that d' = <(af) with a + a'. By 
induction hypothesis agn  + 1 + el) + a'gn + 1 i- e'l) thus resulting in 
a g n + l + e l ) + a ' g n + l +  e'] 
M 
~ ( a g n  + 1 + el)) + c(atgn + 1 t ell)) 
and by the definition of substitution we are done. 
d = (I A g). Then by studying the inference rules defining the parallel reduction relation we conclude that 
d = ( I  = g') with g j g'. We resolve using the induction hypothesis in a similar fashion to the previous 
case. B1: 
d = ( I  := a). Then by studying the inference rules defining the parallel reduction relation we conclude k ' 
that d' = ( 1  := a') with a + a'. We resolve using the induction hypothesis in a similar hh ion  to the 
previous case. 
d = a <) < m >. There are three subcases we must consider: 
- d' = a' a < m' > with a * a' and m * m'. Then we resolve using the induction hypothesis. 
- d = [m-i€l..n 1 i€l..n,i#j 2 ] a < l j  q(b) >. Then d' = [lj q(bf), mi ] where b + b' and mi + m:. 
Now by induction hypothesis bgn + 1 6 el) + b'gn + 1 t e'l) and mign t e) + mign t ell) al- 
lowing us to conclude using the Om-rule: 
b Q n + l + e l ) + b ' g n + l t e ' l )  m ; g n t e l ) + r n t g n c e f J  
[mign +- eJ iE1..n] a < Z j  --L <(bgn + 1 + el)) >+- [ I j  - ~ ( b ' g n  + 1 + e'l)), mign t e'l) iE1..n*i#j I 
And by the definition of substitution we are done. 
- d = [miiE1..n] <I < I j  := b >. Then df = [lj := bf, "Elnli#j ] where b + b' and mj + mi. 
Now by induction hypothesis we have bgn + el) + b'gn t e'l) and mign +- el) +- mi#n e ell) al- 
lowing us to conclude: 
bgn + el) + b'gn 6 e'l) mign t el) + mlgn t ell) 
[mign c el) Q < l j  := bgn t el) >+ [ I j  := b'gn + e'), mign + d l )  icl--n*"j 
And by the definition of substitution we are done. 
d = [m:cl..n] and therefore d' = [mi iE1..n] where mi + mi. Then we resolve using the induction hypoth 
esis. 
Proposition A.10 Let a, b E %ib. If a +- b then b + a*. 
Proof. We use induction on a and lemmas A.8 and A.9. 
a = n. Then b = n and we are done. 
a = c.1 where c.1 is not a redex. Then b = d.1 and c +- c'. By induction hypothesis c' =+- c* then by rule 
(I) we may conclude d.1 + c*.l and since (c.l)* = c*.l we are done. 
i€l..n,i#j 
a a = [lj - ~ ( d ) ,  mi ].lj. Then there are two subcases we must consider. 
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- b = c'.lj with [ I j  
~ ( d ) ,  mii€l..n,i#j ] + d .  Studying the rules we verify that c' = [m:, mi 'E1..n"#i 1 
where ( I j  A ~ ( d ) )  +mj and mi + mi. And we may further state that mj = ( I j  = ~ ( d ' ) )  with d + 6. 
Then using the induction hypothesis we may obtain 
- b = d 'g l  + [ l j  <(dl), mi "l..n'i#j 1%. Then we must have d + d' and mi + mi with i E l..n, i # j .  
Then by induction hypothesis d' + d* and mi + m$. Thus 
Now since d' + d* by Lemma A.9 we may conclude 
dl g l  + [ I j  <(dl), mi iE1..n'i#j ]I) + d * g l  + [ I j  & <(d*), 'E1.."d#j I3 
iEl..n,i#j 
a = [ I j  := d,  mi ] . I j .  Then there are two subcases we must consider. 
- b = d . l j  with [l j  := d ,  rn .iEl..n'"j ] + c' . Studying the rules one may verify c' = [m'. , mi / iEl..n,<#j I 
where (4 := d )  + mj anb mi + mi. And we may further state that mj = ( I j  := d'j with d + d'. 
Then using the induction hypothesis we may obtain 
d' + d* 
1 iEl. .n,i#j  l a  [ I j  := d', mi ] . I j  + d* 
Note that [ I j  := d', mi iE1'.n*i#j].lj. = d. l j  and fl = [ I j  := d,  miiE1-.nli#j I J j  *
- b = d' with d + d' and by induction hypothesis d' + d* and we are done. 
a = [miiE'..n]. Then it must be that b = [mk iG1..n] where mi + mi. By induction hypothesis we have 
that mi + mf and therefore applying rule (Ob) we get [mi iel..n] + [mf 1. Note that [miiE1..n]* = 
i€l. .n]. 
a = d a < m > and a is not a redex. Then b = d' a < m' > with d + d' and m + m'. We conclude 
using the induction hypothesis. 
a = [miiE1..n] Q < I j  <(d) >. Then we must consider two subcases: 
- b = a' a < m' > where [miiE1..n] + a' and ( I j  = ~ ( d ) )  +m'. Then it must be that a' = [mi 
with mi + mi and m' = ( I j  A <(dl))  with d + d'. Then by induction hypothesis we obtain mi +- mi* 
and d' + d* and therefore 
dl+# m:+mi* 
[mi iE1..n] Q < l j  A <(do >+ [l j  A S.(#),m$ iel..n,i#j I Om 
- b = [ l .  ' I *€l..n,i#j 3 - <(dt)7mi ] where mi + mi for i E l..n, i # j and d + d'. Then by induction 
hypothesis we obtain mi + mi* and d' + d* and obtain 
d f + d *  mi+mi* i E l . . n , i # j  
1 i€l..n,i#j [I A < (d l )  , mi 1 + [l j  A ,-(d*), iel..n,i#j I Ob 
a = [m,iE1..n] Q < I j  := d >. Then we must consider two subcases: 
- b = a' Q < m' > where [mi"l-n] + a' and ( I j  := d )  + m'. Then it must be that a' = [mi i'l-.n] 
with + mi and m' = ( I j  := d') with d + d'. Then by induction hypothesis we obtain mi + mi* 
and d' + d* and therefore 
- b = [lj := dt, i€l..n,*#j ] where mi + mi for i E l..n, i # j and d + d'. Then by induction 
hypothesis we obtain mi + mf and d' + d* and therefore 
d'+d* mi+mt  i E l . . n , i #  j .:-I L 
f i€l..n,i#j [lj := dt, mi 1 +- [ I j  := 8, mi* iel..n,i#j I Ob 
The cases for methods and fields are similar. 
As an immed'iate corollary of Lemma A.10 we may conclude that the parallel reduction relation satisfies the 
diamond property. This entails confluence of &. 
P~oof.[of Lemma 5.151 Firstly, note that +dbG +- G+db. The first inclusion follows kom the form of the 
rules d e w  the parallel reduction relation and the fact that for every a E 7 r  we have a + a. The second 
=db inclusion may be proved by induction. Therefore we have that +-*=+$ . The diamond property of + concludes 
db 
the proof. 
A.2.2 Strong Normalization of BES 
We shall denote the rewrite system whose only rule is SW by the SW-rewriting system or S W  for short. 
>. , - 
Definition A.ll (External form) We define an external form as a term a[@ ( k l ) ] [ p  (k2)] ...[@ (kj] 
where k j  may be Q1, b/  or f in ?;,,, such that it verifies the following conditions: 
1. a is not a closure. 
2. V j  E l..n - 1 if kj = Ql then i j  2 i j+1. 
Note that in an external form a[P1 (kl )]  [p (kz)] . .. [e (h)] the only possible S W-reductions may occur 
in a or in with i E l..n. We shall use the following lemmas for the proof of weak normalization. 
Lemma A.12 If a[sl][s2] ...[s,] is an external form then for every s,+l =Pa+' (kn+l) there is an external form 
b = a [ ~ j , ]  [sj2] .. . [s~,,~] such that Ijl , . . . , jn+l] is a permutation of [I ,  . . ., n+l] of the form [I,  . . . , i- 1, n+l, i, . . . , n] 
and a[sl][s21...[sn+ll -+SW b. 
Proof. By induction on n. 
I-. . - 
0.- 
. 
Case n = 0. Since a is not a closure, a[sl] is an external form and a[sl] +sw a[sl]. 
Case n > 0. We may assume sn =+ (QI) and i,+l > i, otherwise we are done. Now we consider €lie 
following cases: 
- If kn+l = @I' then a[sl] [s2]...[sn] [++I (Ql')] +sw a[s1][s2] ...[++I ( Q ~ ' ) ] [ s ~ ] .  NOW we apply the 
induction hypothesis to ~ [ s I ] [ s ~ ]  ...[ ~n-11 and [ng+l (QP)] and obtain an external form e such that 
~ [ s I ]  [ s ~ ] . . - [ s ~ - I ]  [fn+' (Ql')] +sw e. NOW the resulting permutation of [ I , .  . . , n - 1, n + 1] can have 
one of two forms 
* [I ,  . . . , n-1, n+l]. Then e ends in the substitution [e+l (QI')] in which case e[s,] is an external 
form. The resulting permutation of [ I ,  . . . , n + 11 is [ I ,  . . . , n - 1, n + 1, n]. 
* [I , .  . . , i - 1, n + 1, i, . . . ,n - I]. Then e ends in the substitution [s,-~] = [*&-I (QZ")] and 
therefore e[s,] is an external form since a[sl] [s2] ... [s,] is. The resulting permutation is [ I ,  . . . , i - 
l ,n+l, i  ,... , n - l , n ] .  
Therefore we have a[sl] [s2] ... [&I [++I (Ql')] 4 s w  a[sl] [s2] .. . [++I (QP)] [s,] +sw e[sn] and e[sn] 
is an external form. 
A.2. EXPLICIT SUBSTITUTIONS FOR A CALCULUS OF OBJECTS 
- I f  kn+1 = c/ then we may apply SW and obtain a[sl] [s2] ...[*+I (c l )]  [hi" (Ql)]. Now by applying 
the induction hypothesis to the term a[~~][ s~] . . . [ s , -~ ]  and [++I (c/)] we obtain an external form e. 
Now the resulting permutation of [I , .  . . , n - 1, n + 11 can have one of two forms 
* [I ,  . . . , n- 1, n+ 11. Then e ends in the substitution [++I (c / )]  in which case e[sn] is an external 
form. The resulting permutation of [I ,  . . . , n + 1] is [ I ,  . . . , n - 1, n + 1, n]. 
* [I,  . . . , i - 1, n + 1, i, . . . , n - 11. Then e ends in the substitution [ s ~ - ~ ]  = [ffn-l (QIN)] and 
therefore e[s,] is an external form since a[sl][s2] ...[s,] is. The resulting permutation is [I, . . . , i - 
l ,n+l,i ,..., n-l ,n].  
The case where kn+l =T is similar. 
Lemma A.13 If a[sl][s2] ...[s,] is a term in ?;,, such that a is not a closure then for every sn+l =++I (kn+1) 
there is an external form b = a[sil][siz] ...[si,,,] such that [il, ..., in+l] is a permutation of [1, ..., n + 11 and 
a[sll[s2l--.[sn+ll *SW b. 
Proof By induction on n and using Lemma A.12. 
Lemma A.14 (Weak Normalization of SW) The SW-rewriting system is weakly normalizing. 
Proof Using the technique presented in [KR97]. Let a be any term in I,,.. We shall use structural 
induction on a to prove that there exists a' E SW-normal forms such that a +sw a'. 
I f  a = n then we are done. 
The other cases where a is not a closure are straightforward since the normal form is computed by obtaining 
the normal forms of the subterms. 
So suppose a = b[s1][s2] ...[ s,] and b is not a closure. By the previous lemma, a +sw b[si,][siz] ...[ sin]. 
Since b and every sij is simpler than a we may apply the induction hypothesis and obtain normal forms 
b' and 4j such that b ++sw b' and stj ++SW slj. Note that if sij =Il.'j ( k j )  with kj  being of the form Ql 
or c/ or f then sij must be of the form sij =Vj (k i )  where ki is @l or c'/(with c *,gw d) or T. But then 
we may obtain a normal form for a, namely bf[d1] [s:,] . . . [sin]. 
For the proof of strong normalization of SW we shall need the following lemma which we state without 
proof (see [Oos98] for a proof and some historical remarks) . 
Lemma A.16 Let A = (S ,  R) be an Abstract Reduction System such that: 
R is weakly normalizing. 
R locally confluent. 
there exists a function f : S -t IN such that aRb implies f (a) < f (b). 
then R is strongly normalizing. 
Lemma A.16 (Strong Normalization of SW) The SW-rewrite system is strongly normalizing. 
Proof. We define the following function f : I,, I+ m2, 
f (4 %f 1 f ([m:E1..n]) = ELl f (mi) 
f (a.1) !Zf f(a) f (.[.I> 'E 2 f  (a) + f (s)  
f(a a < m >) %f f ( a )  + f ( m )  f (h ( s ) )  c!s 2f (s )  
f (<(a)) Ef f(a) f (Ql) E 1 
Ef f (g) 
Ef f (b) 
We prove by induction on a that if a -+sw b then we have f (a)  < f (b). Below we consider the cases where 
the reduction takes place at the root, the other cases hold by the induction hypothesis. 
In fact, since k > i we have 
f ( a [V  (@l)][ tk  ( s ) ] )  = 4f (a)  + 2% 2' + a k f  ( s )  < 4 f  (a)  + 2" ( s )  + (9)  + 2i = f (a[$k (s) l[V (Q1)I) 
Since S W  is locally confluent (the rule S W  overlaps itself and the corresponding critical pair may be closed 
in S W )  the strong normalization property follows from weak normalization and by applying Lemma A.15. 
. 
For the proof of strong normalization of ESDB we s h d  need Lemma 2.6. 
Lemma A.17 ( S N  of ESDBU(M0, FO, FI})  ESDBu(M0,  FO, F I }  is strongly normalizing. 
Proof. We define a lexicographic order based on a measure f : ?;,*H IN>z x JN22 by providing two 
- 
polynomial components h : T&H IN>2 and k : 7,,,*- IN>2 and then letting f ( x )  (h (x ) ,  k ( z ) ) .  The 
functions h and k are defined in ~ i ~ u r e  2 . 2 .  Note that for arfsubstitution s, h ( s )  > 2. 
h(n) sf 2n 
h(a.1) ef h(a) + h(1) 
h(a a < m >) Ef h(a)  + h ( m )  + 1 
h(c(a)) ef h ( a ) + l  
h(2 := a)  '% h(1) + h(a)  
h(z r 9) ef h(z) + h(g)  
h([m; ' . ."I)  ef xYZl h ( m j )  + n + 1 
h(a[sl) sf h(a)h(s)  
h(fr ( s ) )  ef h ( ~ )  
h(bl) Ef h(b) 
h(Q1) sf 3 
h(T) def - 2 
def 
where h(1) = k(1) = 1 
k ( l =  g )  %f k(1) + k(g)  
def ( [ m i  1 )  = En i=l k(%) + n + 1 
k(a[sl> 5 k (a )  k ( s )  
k(ft ( s ) )  '%f 2 k ( s )  
k (b l )  5 k(b) 
k(@l) 5f 3 
k(T) dzf - 3 
Figure A.2: Polynomial interpretation 
Now we may show by structural induction on u that if u +B,~su(MO,FO,FI,C~~ v then f (u) > f ( v ) ,  and if 
u 3 s ~  v then f (u) = f (v) .  Finally, we conclude by applying Lemma 2.6 and A.16. 
We shall consider reductions at the root only since for internal reduction the property holds by the induction 
hypothesis. 
if = [lj := a, m: El. .n~~#j] . l~ +FI a = v then h(u )  = h( l j  := a) + xy=l,i#j h(mi) n + 1 > h(a)  = h(v). 
iEl..n,i# j if u = [miiE'..n] a < l j  A f >+MO [ I j  A f,mi ] = v ,  then 
h(u)  = ( E L 1  h (mi )  +n + 1)  + h( l j  = f )  + 1 > h(lj = f) + C~P? h ( ~ )  +n+ 1. 
iEl..n,i#j if 21 = [miiE1..n] q < I j  := a >+FO [ I j  := a, mi ] = v, then 
h(u) = (C;=, h ( m a )  + n + 1) + h(lj  := a)  + 1 > h(1j := a)  + x~z,fj h(m) + n + 1. 
if u = ( ~ ( c ) ) [ s ]  +SM c(cM ( s ) ] )  = v ,  then h(u) = (h(c) + l ) h ( s )  > h(c)h(s) + 1 = h(v) .  
if u = [rn," l l . n ] [~]  +SO [mi[sIi l..n] = v ,  then h(u)  = (Cy=l h(mi )  + n + l ) h ( s )  > Cy=l h(mi)h(s )  + 
n+l= h(v) .  
A.3. A DE BRUIJN NOTATION FOR HIGHER-ORDER REWRITING 
if u = ( 1  := a)[s] +SF 1 := a[s] = v, then h(u) = (1 + h(a))h(s) > 1 + h(a)h(s) = h(v). 
if u = ( 1  = g)[s] +SB 1 = g[s] = v,  then h(u) = (1  + h(g))h(s) > 1 + h(g)h(s) = h(v). 
if u = a.l[s] +sl a[s].l = v, then h(u) = (h(a) + l )h(s)  > h(a)h(s) + 1 = h(v). 
if u = a Q < m > [s] --tsv a[s] a < m[s] >= v, then h(u) = (h(a) + h(m) + l )h (s )  > h(a)h(s) + 
h(m)h(s) + 1 = h(v). 
* ifu = l [a / ]  - fFVar  a = v, then h(u) = 2h(a) > h(a) = h(v). 
* if u = n + l [a / ]  + R V ~ ~  n = v, then h(u) = 2n+1h(u) > 2n = h(v). 
ifu= 1[@1] -flq,,,, 1.1 = v ,  then h(u) = 6 > 3= h(v). 
if u = n + 1[@1] +RI,,~ n + 1 = v,  then h(u) = P f  l3 > 2n+1 = h(v). 
if u = 1 [n (s)] t F V ~ ~ L ~ ~ ~  1 = v,  then h(u) = 2h(s) > 2 = h(v) . 
if u = n + l[$ (s)] - t ~ v ~ ~ i f t  n[s][ f ]  =v,  then 
f (u)  = (2n+1h(s),2n+ak(s)) > ( P + ' h ( ~ ) , 2 ~ k ( s ) 3 )  = f (v ) .  
if u = n[f ] -f varshift n + 1 = v, then f (u)  = (2"+', 2,,3) > (2n+', 2nf l )  = f (v)  .
if u = a[? (@lj)][V ([lj := b, mi iEl..n,i#j ] / ) I  +co a[? (b/)] = v, then h(u) = h(a)3(h(l := b) + 
 yip h(mi) + n + 1) > h(a) h(b) = h(v) . 
if u = a [ f  (@I)][nk (s)] +sw a[nk ( s ) ] [ f  (@l)] with k > i then f (u)  = (h(a)3h(s), k (~)2 .3 .2~ .k (s ) )  = 
(h(a)3h(s), k(a)2i.3.2k.k(s)) = h(v). 
A.3 A de Bruijn Notation for Higher-Order Rewriting 
A.3.1 From de Bruijn Valuations to Correct Valuations 
In this section we shall prove that the translation of a valid de Bruijn valuation (Definition 6.67) does not 
depend on the choice of the t-metavariable. 
Lemma A.18 (Renaming and the U:(*) translation) Let 1 be a label of variables, z and y be two vari- 
ables, S be a set of variables and a be a de Bruijn term such that: 
1. z E  I and z $ S ,  
2. y does not occur in ~ : ( a ) ,  and 
Then we have U:(a){z e y) =, u:,,~, (a). 
Proof. The condition ~ames(FV(a)\\ 11 1 )  S is required for uIS (a) and u : ~ ~ ~ ~  (a) to be defined. The proof
proceeds by induction on a. The case where a is of the form f (al, . . . , an) follows from the induction hypothesis 
so we consider the remaining ones. 
a = n. We have two further cases to consider: 
- 1 5 n 5 111. Then on one hand u:(~){z + y) = at ( 1 ,  n){z  + y) = at  (l{z + y), n) = u { ~ ~ ~ ,  (n). 
- n > 111. Then since z 4 S we have ~ : ( n ) { z  + y) = x ~ - ~ ~ ~ { z  + Y )  = Xn-1ll = ~ , - p ( , ~ } l  = 
u,S,,+,, (4. 
a a = E(al, .. . , G). Then we reason as follows: 
U?(a>{zty) = Sx.(U,Sl(a1),...,U,Sl(an)){z+y) 
= t~.(u,s~(al)b + Y), . . . , ui(a,){z + y}) (z E 1 hence z # x 
and y not in UF(a)) 
=a Ex.(U&~~~~(~~), . - . , U,Sl{,,}(an)) (i.h.) 
=a Ev.(U,~,{~+,~(~~){X + ~ 1 ,  - . . ,u${z+,)(an){x + v}) (v fresh) 
- 
- Ev.(u~{~+y}{~+vl(al), - - - u~~z+,l{,+vl(%)) (i.h.1 
=a EV.(~:{,+~~(~I),. - -  u:{z+,l(an)) 
- S 
(.#Y a n d x 4 0  
-a E~-(U(wl{z+,}){w+v)(al) ,  . - ., ~su,l{zty}){Putv} (an)) 
- 
- Ev.(U&,+,}(ai){w + v}, . . . , u~l{,+yl(%){w + v)) (i.h.) 
=a EZU,(UtlIz+y} (all, .. Utlrz+g} (an)) (W E ~{z + y) u S) 
: Ui$+,} (a) 
Since the translation function on the LHS and RHS of the equation to prove may have chosen different 
variables for the E binder we relate them through a fresh variable v. 
Lemma A.19 Let a and b be de Bruijn terms, 1 and 1' labels of binder indicators and a a binder indicator. 
Then for j 2 0 we have: ~aluej+~(l, a) = ~alzl$+~(l', b) implies Vakej(a2, a) = ~aluej(al', b). 
Proof. By induction on a. 
a a = m. Since ~aluej+~(l, m)= ~aluej+~(l', b) we have b = n for some index n. We proceed by cases: 
- rn 5 j + 1. Then since Valuej"(1, m) = m = ~aluej+~(l', n)by Definition 6.40 we have n = m and 
therefore Valuej(a1, m) = Value3 (al', n) . 
- m > j + 1. We have two Herent cases: 
* m-(j+l) 5 111. Then by hypothesis we have ValueiS1(1, m) = at(1, rn-(j+l)) = ~abej+~(l', n), 
and hence 0 < n - (j + 1) 5 1'1 and at(1, m - (j + 1)) = at(lf, n - (j + 1)). Therefore 
Valuej(d,m) = valuej(df,n) since 1 < m -j 5 la11 and 1 < n - j 5 Ial'J. 
* m - (j + 1) > 11 I. Then by hypothesis we have ~aluej~~(1, m) = x,-(j+l)-lrl = va1uejf '(l', n), 
and hence n - (j + 1) > 1'1 and m - (j + 1) - 111 = n - (j + 1) - 1'1. Therefore ~aluej(d, m) = 
x,-j- = Value3 (al', n) . 
a a = f(al, .. . , %). By Definition 6.40 and the hypothesis we have necessarily that b = f(bl, .. . , b,) 
and ~alzlej+l(l, G) = Va1uejf1(l', bi) for 1 5 i < n so that by induction hypothesis we can conclude 
~aluej(a1, ai) = Valuej (al', bi) and thus ~aluej(a1, a) = ~aluej(al', b). 
l a = E(a1, ., . . , a,). By Dehition 6.40 and the hypothesis we have necessarily that b = <(bl, . . . , b,) 
and ~alue~'~(1, e) = Valuejf2(l', bi) for 1 I i < n so that by induction hypothesis we can conclude 
~aluej+~(al, ai) = ~alue~+~(al', bi) and thus Vabej(a1, a) = ~aluej(al', b). 
Note that the converse of Lemma A.19 does not hold (for a may already be present in 1 or 1'). Indeed, 
~alue'(aa, 2) = ~alue'(aa, I), yet Valuel(a, 2) # Valuel(a, 1). The value function is used to determine when 
a de Bruijn valuation is valid or not. It is defined in the SERSdb formalism in order to describe reduction 
on de Bruijn terms. A natural question which arises is that of the relationship between value equivalent de 
Bruijn terms considered as named terms via de U,(a) translation in the SERS formalism. The following lemma 
+,, 
investigates this matter. - 
r/.? 
I 
. -. Lemma A.20 Let a, b E Gb, S be a set of variables, 1, 1' be labels of binder indicators, k a label of variables, 
and B, a variable assignment. If both ~&)~(a) and ~ l ( ~ ) ~ ( b )  are defined, then Value(1, a) = Value(lf, b)
U<v(l)k (a) U; (l')k (b). 
A.3. A DE BRUTJN NOTATION FOR HIGHER-ORDER REWRlTi3VG 
Proof. By induction on a. 
. a = m. Since Value0(l, m) = Va1ueo(l', b) we have b = n for some index n. The left hand side reads 
at(Ou(l),m) m 5 Ill 
.(,)k(m) = { a ,  m - 111) 111 < m 6 lkll 
xm-ltk~ m > lkll and xm-llkl E S 
We now consider the following cases: 
- m 5 11 1 .  Then since Valueo ( 1 ,  m) = at(1, m) = ~ a l u e ~ ( l ' ,  n) we have n 5 Il'I and at(1, m) = at( l f ,  n). 
Then U[(l l )k(n)  = at(BV(lt),n) = OV(at(lf ,n)) = Bu(at(l,m)) = u~,,),(m). 
0 0 f 
- 111 < m < Ilkl. Thensince Vabe (1,m) = xm-lq = Value ( 1  ,n) we haven > (1'1 and xrn-lll = xn-lltl. 
Then m - 111 = n - Il'I. Thus ~ & ~ ~ ) ~ ( n )  = a t ( k , n  - 11'1) = a t ( k , m  - 111) = ~ : ( ~ ) ~ ( m ) .  
- m > Ilkl. Then since ~ a l u e ~ ( 1 , m )  = xm-~ll = ~ a l a e ~ ( l ' , n )  we have n > IE'I and xrn-pl = xn-llq. 
Then m - 111 = n - 11'1 and since m > Ilk1 we also have n > Il'kl. Thus ~ [ ( ~ , ) ~ ( n )  = xn-ptkl = 
xm-llkl = U[(l)k(m). 
a = f (a l ,  . . . , %). Since ~ a l u e ~ ( 1 ,  a)  = ~aluzle~(l', b) we have b = f (bl, . . . , bn) and Valueo(l, %) = 
Vdueo(l', b+) for 1 5 i < n. Then by the induction hypothesis we have ~ & ) ~ ( a ~ )  =a ~ [ ( ~ ~ ) ~ ( b ~ )  and 
hence U;(l)k(a) =a U,Sy(lf)k(b). 
a = c(al , .  . . ,an). Since Valueo(1,a) = Vakeo(l', b) we have b = [(bl , .  . . , b,) and V&e1(1,q) = 
~ d u e l ( l ' ,  bi) for 1 < i 5 n. Then Va1ue0(/?l, G )  = ~ a l u e ~ ( ~ l ' ,  bi) holds by Lemma A.19, where in 
particular we can take P to be a fresh o-metavariable such that 6, is undefined on P. Let us extend the 
function 8, to p by defining Ou(P) ef z,  where z is a fresh variable such that z $ &(1)&(lf)k U S. Then 
since ~ , 9 8 , ( ~ ) ~ ( ~ )  and ~ s , ( ~ , ) , ( b i )  are defined we can apply the induction hypothesis to get U&gl)k(ai) = 
Uzew(r)k(ai) =a Uze,(lt)k(bi) = UgSy(glt)k(bi) for 1 5 i 5 n. 
We now reason as follows: 
U[(l)k(c(al,. . - 7  %I) 
= 
~ ~ . ( ~ z ~ ~ ( l ) k ( ~ 1 ) 1 .  . . 1 UzOu(l)k(an))  ( X  $ e U ( z ) k  LI S) 
=a t~-(U,Se,(l)k(al){~+~),---,Uz98,(l)k(%){~~~)) 
= ~z.(U~,(~)k(~l)r.--,~~,(1)k(~n)) (L.A.18) 
=a ~ z - ( u s , ( p ) k ( ~ l > ,  - - .  , U . , ( l f ) k ( b n ) )  (i.h.1 
= tz.(u,S,, (bl){y + z l ,  - - ., u,S,, (ll)]i(bn){~ + z ) )  &.A-18) 
=a t ~ - ( ~ $ , ( l f ) k ( b l ) ,  . . - 7  Ulew(lf)k(bn)) ( y  $ OV(lf)k U S by Def. 6.63) 
= u[(1t1k(t(bl7 . . . 7  bn)) 
Note that, in general, the converse of Lemma A.20 does not hold. Indeed it suffices to consider k = E ,  I = a, 
I' = p, a = 1, b = 1, S = 0 and the variable assignment Ova = O,P = x. Then @(a) = x = Uf(b)  but 
Vake(a,  1) = a # /3 = Value(P, 1). 
We can now show that the translation of de Bruijn valuations is correct in the sense mentioned above. This 
is completed in Chapter 6 as Lemma 6.68. 
A.3.2 From Valid de Bruijn Valuations to Admissible Valuations 
This subsection shows that if we depart from a valid valuation K in the de Bruijn indices setting and we 
translate this valuation as dictated by Deiinition 6.67 into a valuation in the SERS setting, then we obtain 
an admissible valuation. In other words, the resulting valuation is safe (Definition 6.20) and verifies the path 
condition (Definition 6.21). 
A word on notation: we shall use 466,. . . to denote emetavariables (that is, 6 may either be a prebound 
c+metavariable such as a, or a pre-free metavariable such as G). 
APPENDIXA. APPENDIX 
Lemma A.21 (valid d e  Bruijn valuations translate t o  safe valuations) Let K be a valid de Bruijn val- 
uation for a rewrite rule (L, R), 8, a variable assignment satisfying the requirements of Definition 6.67, S a 
finite set of variables, k a label of variables, and U(L,  R) = (G, D) the translation of (L, R). If the foUowing 
conditions hold 
1. U(e,,s,k)(~) is dehed for all metavariables of G and D, and 
2. 8, is injective on the set of bound emetavariables of (G, D). 
then U(eu,s,k> (K) is safe for (G, D).  
Proof- Recall that U(Bu,S,k)(~) gf(Ow, 8,) where: 
def etx = U8",(I)k(Kx1) for any X~ E ~orn (n )  
So first we must verify that for every t-metavariable in (G, D), U(eu,s,k)(~) is indeed defined, but this is 
guaranteed by Hypothesis 1. 
In what follows we shall abbreviate U(ow,s,k)(~) with 8' for the sake of readability. Suppose that 8' is not safe 
for (G, D), then unwanted variable capture arises in 8'D (since the metasubstitution operator does not occur 
on the LHS of a rewrite rule, no renaming problems can arise in G). Thus there exist metaterms MI and M2 
and a formal parameter a such that 
a Ml[a + M2] occurs in D (or equivalently D = C[Ml[a + Mz]] for some metacontext C), 
a 8' is defined for MI and M2, 
a 8'0 E FV (8' MI), and 
a for some variable x we have x E BV(BfM1) and also x E FV(OfM2). 
The metaterm D may be depicted as in Figure A.3(a) where 11 denotes the label of the metacontext C .  4 
Figure A.3: Tree form for D 
., . Before proceeding we will show the following: 
Fact A.22 The free variable occurrence x E FV(BfM2) cannot be bound by a formal parameter P E ll (i.e. for 
all p E lI we have 8'(P) # x.). This may be verified by contradiction as follows. Suppose that for some P E ll 
we have 8'(P) = x. Thus, by definition of U(ow,S,k)(~) we have 8,(P) = x. Let us consider the bound occurrence 
of x in #MI. There are two possibilities: 
1. x comes from the instantiation of a bound emetavariable, so that x = Of($ )  for some formal parameter 
p' in MI. Now since D is a well-formed pre-metaterm we must have /3 # P'. But 8/(Pf) is equal to 8,(Pf) 
by defhition, so that 8, assigns the same value, namely x, to two different bound o-metavariables P and 
p' of D, thus contradicting Hypothesis 2. 
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2. x comes from the instantiation of a t-metavariable, so that x E BV(t) with t = 6'Y for some t-metavariable 
Y occurring in MI. By Definition 6.67 we have 
for some t-metavariable Y; occurring in Dom(n) with 1 = Ifall (see Figure A.3(b)). Therefore by dewtion 
of the term translation function U:(a) (Definition 6.63) the variable x cannot be a candidate for binding 
in K& since it already occurs in the label 8,(l)k, indeed, P E 1 and 6,(P) = x. 
Thus we have proven that the free variable occurrence x in BfMz cannot be b o ~ ~ n d  by a formal parameter in 
the label of the metacontext C. 
We now return to the proof of the lemma. Let us consider where the free variable occurrence of x comes £rom 
in 8'Mz. We have two possible cases: 
1. There is an occurrence of an o-metavariable 6 in Mz such that B,(d) = x. As observed above, since x may 
not be bound by a formal parameter in 11 (i.e. there is no ,f? E ll with 6,(P) = x) then 6 4 11. Thus 6 = 9 
for some free o-metavariable or else the pre-metaterm D would not be a mekaterm. So then 9 is a 
free emetavariable in D and thus by the Hypothesis 1 U(e,,S,k)(~) is defined on /?'. Now, the assignment 
8, satisfi2s the requirements of Definition 6.67, so that in particular by the second requirement we must 
have 8,(pf) = x E S U k. 
We now analyse where the bound occurrence of x comes from in 6'Ml in order to arrive at a contradiction. 
Here too we have two cases to consider: 
(a) x = B,(P") for some formal parameter /?" occuring in MI. Now, 6,(Pf') @ S U k since 6, satisfies the 
requirement of Dehition 6.67 by hypothesis, so that we arrive at a contradiction. 
(b) x comes from instantiating some t-metavariable Z in MI, i.e. x E BV(BfZ) for some t-metavariable 
Z in MI (Figure A.3(b)). Thus there is a t-metavariable Zl with 1 = Ifall in Dom(~), a simple label 
K and an index m such that ~ k S , ~ , ( ~ t ~ ~ ~ ) ~ ( m )  = x = at k'6,(l'crll)k, m) . 
Now since x is bound in 6'Z we have m 5 lkf6,(1')1. But then by definition of U:(a) we have 
x 4 S U Bv(all)k, in other words, x cannot have been used as a candidate variable for binding. In 
particular, x 4 S U k. This is a contradiction since we already know that x E S U k. 
2. There is an occurrence of a t-metavariable Y in Mz such that x z: FV(BfY). Then there is an occurrence 
of I$ in Dom(~)  with 1 = 1211 such that x E F V ( U & ~ ~ ~ ~ ) ~ ( K I ~ ) )  where 11 is the label "above" Mz 
(Figure A.3(c)). Note that since for this occurrence of x we have x E FV(B1M2) then we must have that 
x E S or x E 6,(11)k. 
We now analyse where the bound occurrence of x comes from in @'MI. Here too we have two cases to 
consider: 
(a) x = 6,(~") for some formal parameter P" occurring in MI. If x E S or x E k we arrive at a 
contradiction with the fact that 6, verzes the requirements of Defhition 6.67 (saying that 8,(pf') $ 
S U k) . Moreover, if x E 6, (11) we contradict Fact A.22. 
(b) x comes from instantiating some emetavariable Z in MI, i.e. x E BV(6'Z) for some t-metavariable 
Z in M1 (Figure A.3(d)). Thus there is an o-metavariable Zl in Dom(tc) with 1 = Ifall, a simple 
label k' and an index m such that ~ k S , ~ , ( ~ ~ ~ ~ ~ ~ ) ~ ( m )  = x = at(k'6v l'all)k,m). 
Now since x is bound in MI we have m 5 Ikf6,(l')l. But then by definition of U:(a) we have 
x $! 5' U 6,(crll)k. In particular, x S U 6,(ll)k. Thii is a contradiction since we already know that 
x E S or x E 6,(11)k. 
Lemma A.23 (From valid de Bruijn valuations to admissible valuations) Let K be a valid de Bnrijn 
valuation for a rewrite rule (L, R), 8, a variable assignment vereing the hypothesis in Dehition 6.67, and 
U(L, R) = (G, D) the translation of (L, R). If the following conditions hold 
1. U~BY,S,k)(~) is dehed for all metavariables of G and D, and 
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2. 8, is injective on the set of bound o-metavariables of (G, D) .  
then U(ey ,S,k) ( K )  is admissible for (G, D) .  
Proof. We shall abbreviate U(o,,s ,k)(~) by 8' in order to improve readability. Since by Lemma A.21 we have 
that 0' is safe then by Definition 6.22 we have still to check the following properties: 
8 v e s e s  the path condition for X in (G, D): If no t-metavariable occurs more than once then the property 
is trivial so k t  us suppose that there is a t-metavariable X in (G, D) occuring at two different positions p 
and p'. Let us take any variable x E FV(8'X) and let 1 and 1' be the parameter paths of p and p' in the 
trees corresponding to G or D. Suppose 0'X = U(~,, ,S,~) ( K ) X  U & l ) k ( ~ ~ ~ ) .  Then since n is valid by 
Lemma 6.68 u [ ( ~ ) ~ ( K x ~ )  =a U [ ( ~ ~ ) ~ ( K X ~ ) .  AS a consequence, the set of kee variables of both terms is 
the same. Now, to show that 8 verifies the path condition for X in (G, D )  let us suppose that x tr EW(l). 
Since the emetavariables in 1 are bound in the rule (G, D), and 8, is dehed for all the metavariables of 
(G, D )  by Hypothesis 1, then by the requirements of Definition 6.67 3: q' S U k. Now, since x is free in 
U: ( , l ) k ( ~ X l ~ )  then x must be in S U B,(ll)k, which implies that x is necessarily in & ( I f ) .  This allows us 
to conclude that 8 verses the path condition for X in (G, D) .  
if the pre-bound emetavariables a and P occur in (G, D )  with a # P, then 8,a # 8,P: this property 
trivially holds by Hypothesis 2. 
A.3.3 Preserving Confluence 
We start by a technical lemma that will be used later. 
Lemma A.24 Let M E PMT without occurrences of t-metavariables, and let 
1. La1 be a simple label, k' a label such that lkl = Ik'(, a' a pre-bound emetavariable, 
2. p a bound emetavariable such that it does not occur in Ukal(Tklall(M)), and 
3. wFkl,ll(M) hold. 
Then (Uk,l (Tkf ,q ( M ) ) )  <a +P>=, Ukpl (Tkra~l ( M ) )  .
I 
Proof. By induction on M. Let k = & . . . & and k' = 6 . . . ,f?k. By Hypothesis 3 we have the following LC.;, 
cases to consider: -7 Y '  
; 
M = a" E k1 and hence a" = pi for some 1 5 j 5 n. Then we have 
t ,  r 
Ukal(Tk'a'1 ( M ) )  <<a+@>= @j <<Q!+P>>=hyp.l Pj = Ukal(Tk(a*i(M)) 
M = a" E 1 and a" 4 k'. Then we have 
M = a' and a' $ k'. Then we have 
u ~ ~ ~ ( T ~ ~ ~ ~ ~  ( M ) )  <a+P>= a<a+P>= P = Ukpl(Tklatl (MI)  
M = 6. Then we have 
Ukar (Tkla1l ( M ) )  <<CY +P>= G<a+PB= 6 = Ukpl ( T k f a f l  ( M ) )  
M = f ( M I ,  . . . , Mn). Then we use the induction hypothesis. 
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M = Eaff.(Ml, . . . , Mn). We reason as follows: 
for /?' $ kal such that W ~ p f k a l ( T a f f k f a ~ l ( M i ) )  holds for 1 5 i 5 n. Since P # P' by hypothesis 2, continue 
M = M1[af t Ma]. Similar to the previous case. 
Lemma A.25 Let M E P M I  and 1 a simple label. If W F 1 ( M )  then U l ( Z ( M ) )  =, M 
Proof. By induction on M .  
M = a. Then since WFl ( M )  we have a E 1 and thus U I  (z (a)) = U! ( ~ o s ( a ,  I ) ) = a. 
M = 8 Then Ur (z(2)) = U ~ ( S I ' ~  (G)) = 2. 
M = X .  Then U l ( % ( X ) )  = Ul(X1) = X .  
M = f ( M I ,  . . . , Mn). We use the induction hypothesis. 
M = &.(MI, . . . , Mn). We reason as follows: 
where p 4 1. We have two further cases to consider: 
1. There are no occurrences of t-metavariables in M .  Now if P = a we conclude by using the induction 
hypothesis so let us assume then that /3 # a. 
2. There is an occurrence of a t-metavariable X in M .  In this case since U l  ( Z ( M ) )  is defined we o k m e  
that it must be that p = a. Indeed, we have that Xpal occurs in Z ( M )  for some label I f .  Hence 
when translating this metavariable to the de Bruijn setting we shall arrive at U l ~ ~ B l ( X l ~ a l ) ,  which is 
defined only for 1"Pl = l'al. Therefore, P = a and we use the induction hypothesis. 
M = MI [a t M2]. We proceed as above. 
Corollary A.26 Let M E P M I  such that W T ( M ) .  Then U ( T ( M ) )  =, M .  
Lemma A.27 Let t E 7 such that FV( t )  S U 1 for 1 any label and S a k i t e  set of  variable^. Then 
U,S(T,(t)) =a t. 
Proof. By induction on the structure of t. 
t = x. Then there are two cases to consider: 
- x E I. Then U? (T1 (x))  = U: s (x, I ) )  = x. 
- X 4 1. Then ~ ? ( q ( x ) )  = U?(o(x) + I I I ) .  By hypothesis x E S U I so that ht s S and then 
~?(O(X) + (11) = XO(Z) = 2 
t = f (tl,  . . - t n )  Then U?(Tl ( t ) )  = f (U:(T, ( t l)) ,  .. . , qs(T, (tn))) =, f (ti,  . . . , tn). The last step holds 
by induction hypothesis. 
t = Jx.(tl, . . . , tn). Then 
Corollary A.28 Let t E 7.  Then U(T(t))  =, t. 
Lemma A.29 Let A E PMT& and I be any simple label. If WT1 (A) then Z(Ul (A)) = A. 
Proof. By induction on A. 
A = S3(l). Then Z(Ur(A)) = %(at@, j + 1)) = pos(at(1, j + 1),1). Since 1 is simple then pos(at(1, j + 
1) , I )  = (1) and we are done. 
A = g(2). Then j = 111 and Z(Ul(A)) = Z(&) = ~j(2). 
A = Xk. Then 1 = k and Z(Ul(A)) = Z ( X )  = Xk.  
A= f(Al,  ..., An). Then 
Tl(Ut (A)) = T (f (ul (AI) ,  . ., ul (An))) 
-. r.h. f (Z(ul(Al)) ,  - *  ,Z("l(Al))) 
= f(Al, . . . ,Al)  
A = J(A1,. . . ,An). Then 
Z(Ul(A)) = 3 (ta.(u~l(A1)7 - - - , Uai(An))) 
= (ual(Al)), - . ., Tai (ucri (An))) 
-. 2.h. E(A1, . - - , An) 
We remark that a # I by Dehition 6.64 so the induction hypothesis can be applied. 
A = A1 [A2]. Then 
We remark that a # I by Definition 6.64 so the induction hypothesis can be applied. 
Corollary A.30 Let A E PMTdb. I f  WT(A)  then T(U (A)) = A. 
Lemma A.31 Let a be a de Bruijn term and I be any sample label such that Names(FV(a)\\lll) G S and 
1 n S = 8. Then T, (u?(~) )  = a. 
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Proof. By induction on the structure of a. 
a = n. Then there are two cases to consider: 
- n 5111. Then~~(~ : ( a ) )  =q(a t ( l ,n ) )  =pos(at(l,n),l). Since 1 is simple, thenpos(at(l,n),l) =n .  
- n > 111 and Xn-111 E S. Tl (U:(a)) = q(xn-Ill). Since 2 does not contain variables in S, then 
T1(xn-lll) = n - 111 + 111 = n. 
a = f(al,. . . ,%). Then T~(u:(~)) = f(~~(U:(al)) ,..., T~(u:(G))) =i.h f(al, .. .,%). 
u = c(a1, . . . , G). Then T(U,?(a)) = t(TZl ( ~ z ( a l ) ) ,  . .. , TZl (Uz(a1))) =i.h t(al, . . . , G). We remark 
that x 4 1 u S by Definition 6.63 so that xl is simple and it does not contain variables of S so that we can 
apply the induction hypothesis. 
Corollary A.32 Let a E Tdb. Then T(U(a)) = a. 
A.4 From Higher-Order to First-Order Rewriting 
A.4.1 On Pivot Selection 
It is clear that Cp(L, R) and CQ(L, R) shall not be identical. Nevertheless, the rewrite relation generated by 
both of these converted rewrite rules is identical. 
Before proving this proposition, let us consider a rewrite rule (L, R) and let Xl,, . . . , Xrn be all the X-based 
metavariables in (L, R) with Ba(L,R) (X) # 0. Let Xi, and Xl, be two possible X-based pivots for (L, R). Note 
that we must have either X1,,X1, E L, or Xll,Xl, E R (in which case Ikl > Ill] and lkl > 1121 for all XI, EL). 
Also, we have 1111 = 1121, a fact that shall be made use of freely below. 
Let us consider two different conversions (a) and (b) as dictated by Definition 7.30 takmg any metavariable 
Xl, for 1 5 i 5 n and yielding a first-order term: 
(a) Xl, u X[cons(a:, . . . , aflll, ~hifll"I+~~~\~~~*~)(~)I)] 
and 
(b) Xli .u ~[cons(bi ,  ..., bflzl, shifift11il+112\Ba(~.~)(X)I 11 
Note that clause 1 of Definition 7.30 does not present itself since the case of interest is when Ba(L,R)(X) # 0. 
The first translation (a) corresponds to the conversion dictated assuming Xll as the pivot, whiie the second 
translation (b) assumes that Xl, is the pivot. 
On an informal account, the substitution WM(~;,  . . . , ah1 shifila~+I1l\k(L,R)(X)I) may be seen as repre- 
senting a function fi from indices to indices (hence assuming X is only instantiated with indices). Likewise, 
w~(b: , .  ..,bil?l, shifillil+llz\Ba(L*R)(X)l) represents a function gi. We shall therefore be intersted in finding a 
function h which may be represented by a pattern substitution such that fi = gi o h. We shall see that the 
pattern substitution cuns(cl, . . . , clrl 1 ,  shiftl'll) defined below satisfies this requirement. Define the following 
indices cj for all 1 5 j 5 1111: 
C j  = if at(ll , j)  6 B~(L,R)(X) pos(aj2, b: .. .b;ll,) otherwise 
Remark A.33 Note that the second clause of the defbition of cj is defined. Indeed, if at&, j) 4 Ba(L,R)(X) 
then a; = 1121 + 1 + %(Xil, j) and since 1111 = 1121, 11 and Z2 are simple, and B~(L,R)(X) # 0 both Zl and 12 
have the same number of emetavariables not included in Ba(L,R)(X). Thus there is a j' E l..IllI such that 
bj, = Ill 1 + 1 + %(Xi,, j') with Sh(Xl,, j') = Sh(Xll, j), and hence a; = bj,. 
The relation between the two translations (a) and (b) given above can be summarized by the following result: 
Lemma A.34 Let n be the number of X-based metavariables in (L, R) and let X1, and X12 be two distinct 
pivots for (L, R). Let h 2 0 and 1 I i 5 n. Take any assignment p and indices a$ (1 5 j 5 1111) and 
, 
b$ (1 5 j 5 Ilal) as indicated above in the translations (a) and (b). Then 
where s = wns(cl, . . . , c1l1 1 ,  shifll'll) defined in the equation A.1. 
Pmof. Note that we may assume that pX is a pure term without Ices of generality. We proceed by induction 62 1 
on pX. I 
pX = j. We consider three subcases: 
- j 5 h. Then Lemma 1 allows us to conclude this case 
- h < j 5 1111 +h.  Then 
LHS =W j - h[wns(a:, . . . , aTlll, Sh i~ l l i l + l l ~ \Ba (~ ,~ ) (X ) I  )][~hif l ]~ =W a;--h + h 
RHS =W ~~_~[wns(b: ,  . . .  b/121, ~hiflI'~l+l~~\~~~~~)(~)~)][shifl]~ 
We shall consider two further cases. Recall that Xrl is an X-based pivot for conversion (a) and X12 
is an X-based pivot for conversion (b). 
1. i = 1. Suppose 
* at( l l , j  - h) = p E Ba(L,R)(X). Then 
, - ,  
=w b,l0s(P,l2) + h  
= pos(P, 21) + h 
= j - h + h  
=w LHS 
Recall that all labels are simple (no repeated elements). 
* a t ( l l , j  - h) 4 B ~ ( L , R ) ( ~ ) -  
RHS 
= Pos(a:-h, b: ..bill) [wns(b:, . . . , bill, ~hifLl'll~l~\~~(~~~)(~)/)][shifi]~ 
= pos(lZ21 + 1 + sh(Xl1, j - h), b:..bf ll)[com(b~, . . . , bh,, , shifll'll+ 112\Bq~*R)(X)I I [shift] 
=W 112)+1+Sh(Xi,,j -h) + h  
= I l ~ I + l + S h ( X ~ , , j - h ) + h  
=w LHS 
2. i 2 2. Suppose 
* at(ll, j - h) = ,B E Ba(L,R) (X). Then 
RHS = ~j-~[cons(b; ,..., bflal, ,hqI1i l+Ilz\Bq"c~) (X)I)] [&ifl]h 
= pos(P, 12)[wns(b:, . . . , bf121, ~hifll~~I+l~\~~(~~)(~)l)][shift]~ 
- 
-w b;0*(p,12) t h  m 8 A : 
= POS(@, 4) + h 
=w LHS 
If i = 2 then the last step follows from the case 2(a) of Definition 7.30 (since X12 is a pivot 
metavariable occurrence for conversion (b)), otherwise it follows from case 2(b) of the same 
definition. 
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* a t ( l l , j  - h )  $! B ~ ( L , R ) ( X ) .  Then LHS =w IliI + 1 + sh(Xl1,  j - h )  + h. Also, 
RHS 
= Pos(a;-h, b~..b6,1)[wm(bi, . . . , bilz1, shifi1l1l+ 112\Bq~.a)(X)I)][shifi]h 
= pos((h( + 1 + Sh(Xl,,j - h) ,  b:..bhll)[wns(b:,. . . ,bilZl, shifiI1i 1 +~~z\B~(L,R) ( X ) I ]  [Sh*fl]h 
Now since (12( + 1 + sh(X1,, j - h )  > (11 ( and (111 = (l2J there must be some 1 5 j' I (111 such 
that bj, = Ill) + 1 + Sh(X12, j') (and hence at(12, j') $! B ~ ( L , R ) ( X ) )  with sh(Xl1, j - h )  = 
sh(X1,,j') (see Remark A.33). Thus we may continue as follows: 
pos(llzl+ 1 +Sh(Xl,,j  -h),b:..b$ll)[wns(bi,. ..,bflzl, shifi;ft11il+112\Bq~,~)(X)l)] [sh*fl]h 
- j'[wns(b;, . . . , GI,  [shift] 
=w bj, + h 
= lli 1 + 1 + ~ h ( X t , ,  j') + h 
The last equality follows from the fact that at(l2,j ')  $! B ~ ( L , R ) ( X ) .  
- j > Itl ( + h. Then 
LHS 
=w j-h[cons(ai, ..., afl l l ,  shiftllz I+I~i\B;y~,a)(x)l )I [shifilh 
=w j - h - I~il+ llil + Ill \ B ~ L , R ) ( X ) I  +h 
= j - l ~ ~ l + l ~ i l + l ~ ~ \ B a ( ~ , ~ ) ( X ) l  
= j - 1 1 2 1 + 1 1 i 1 + 1 ~ 2 \ B ~ ( ~ , ~ ) ( X ) l  
=w j[lifth(wns(b:, . . . , bi12 
=w j - h[cons(cl,.  . , cll,~, shifiI1ll)][~hift]h[lifih(~on~(b~, . . . , bi I121 shifillilf 1 1 2 \ B a ( L ~ a ) ( X ) l ) ) ]  
=w RHS 
pX = f (dl ,  . . . , &) . We use the induction hypothesis. 
pX = t (d l , .  . . , &). Then by the induction hypothesis we have 
for all j E l..n which allows us to conclude the case. 
Proof.[of Proposition 7.371 Let ( L l ,  R1) E c ~ ( L ,  R) and (Lz ,  R2) Ef c ~ ( L ,  R) .  Suppose a +(L,,R*) b. Then 
there exists a context E and an assignment p such that a =w E[p(Ll)]  and b =w E[p(Rl)] .  
def For all X E NFMVar(L) define the assignment q as: VX = p(X)[s] where s = oons(q, . . . , C I ~ , I I  shi.fll1'l) 
and the qs are defined in equation A.1. Consider now an occurrence of a metavariable Xli E (L ,  R) where 
{Xl,,  . . . , Xi,, } are all the X-based metavariables in ( L ,  R). 
I f  B ~ ( ~ , R )  ( X )  = 0 then both conversions shall convert Xli to the term ~ [ s h i f i ~ " ~ ] .  This case needs no 
further consideration. 
If ~ a ( ~ , q ( X )  # 0 then each conversion shall convert Xl, to (possibly) different terms: 
X[wns(a:, . . . ,afll1, ~hifil~'~+l'~\~~(~~~)(~)I)] on one hand, and ~ [ m n s ( b : ,  . .. , b;12,, ~ h i f i l l i l + l h \ ~ q ~ ~ ~ ) ( ~ ) l  11 1 
on the other. Here we may apply Lemma A.34 and obtain: 
( p X )  [wns(a:, . . . , ofll , shifiil'i+lfl\Ba(r*a)(x)l)] =w ( q X )  [wns(bi, . . . , bi 1121 , ~ h i f i l ~ ~ l + l ~ \ * ~ . ~ ) ( ~ ) I  11 - 
I f  conversion (a) deployed the identity optimization then 
and Xii is converted to X and we may use the fact that pX =w (pX)[cons(l,  .. . , Ilil, shift1"')] and 
Lemma A.34 as above. A similar observation holds for the (b) conversion. 
Therefore we may obtain p(L1) =w q(L2) and p(R1) =w q(R2),  so that a =w E[p(L1)] =w E[q(La)] and 
b =w E[p(Ri)]  =w El~(R2)1,  i-e. a +(L*,Rs) b. 
. : A  
. 
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