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Abstract
We consider the problem of identifying the subset SγP of elements in the support of an underlying
distribution P whose probability value is larger than a given threshold γ, by actively querying an oracle
to gain information about a sequence X1, X2, . . . of i.i.d. samples drawn from P . We consider two
query models: (a) each query is an index i and the oracle return the value Xi and (b) each query is a
pair (i, j) and the oracle gives a binary answer confirming if Xi = Xj or not. For each of these query
models, we design sequential estimation algorithms which at each round, either decide what query to
send to the oracle depending on the entire history of responses, or decide to stop and output an estimate
of SγP , which is required to be correct with some pre-specified large probability. We provide upper
bounds on the query complexity of the algorithms for any distribution P and also derive lower bounds
on the optimal query complexity under the two query models. We also consider noisy versions of the
two query models and propose robust estimators which can effectively counter the noise in the oracle
responses.
I. INTRODUCTION
Estimating the likely ‘heavy hitters’ amongst the possible outcomes of an unknown probability
distribution can be a useful primitive for several applications, ranging from clustering and natural
language processing to network flow / cache management and online advertising. In this work, we
formulate and study a Probably Approximately Correct (PAC) sequential estimation problem in
which the learner has access to a stream of independent and identically distributed (i.i.d.) samples
from an underlying unknown distribution over a given support set via an oracle which it can
query. The goal of the learner is to identify the set of elements in the support of the distribution
whose probability value is above a pre-defined threshold. We will henceforth refer to this problem
as threshold-based support identification. We consider two natural models for oracle queries: (a)
direct query where the learner provides a sample index and the oracle responds with the value
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of the corresponding sample; and (b) pairwise query where the learner queries the oracle with
a pair of indices and the oracle responds with a binary answer confirming whether the sample
values are identical or not. Note that in the pairwise query model, the true values of the samples
are not revealed. While the former model has been a staple in the online learning literature for
a long time [1], the latter has also received significant attention recently under a wide variety of
settings [2]–[5]. The broad goal of our work is to design efficient sequential algorithms for these
query models which can reliably estimate the support elements with probability values above a
threshold, while using as few oracle queries as possible.
A concrete application of the above setting (and a key motivation for the formulation) can
be found in a clustering problem where we have an underlying collection of items which can
be partitioned in to a given number of clusters based on some inherent property, for example,
products in a shopping platform based on category or a population of individuals based on their
political preferences. However, unlike the usual setting where the goal is full clustering, i.e.,
mapping each individual item to its corresponding cluster [2], [6], we consider partial clustering
where the goal is relaxed to identifying cluster indices with size larger than a certain fraction of
the population. Now, say a stream of samples is generated from the population by picking an
item uniformly at random in each instant. Then, it is easy to see that the probability of picking
an item from a certain cluster is proportional to the size of the cluster and thus, the problem
of identifying clusters with size greater than a fraction of the population would correspond to
solving the threshold-based support identification problem under the corresponding sampling
distribution as mentioned above.
We make the following contributions to understanding the query complexity for this class of
sequential estimation problems. For both the query models, we first design sequential algorithms
which can provably solve the threshold-based support identification problem with large proba-
bility and also provide upper bounds on their query complexity. The estimators are based on
maintaining empirical estimates and confidence intervals for the probability values associated
with each element of the support. In particular, the confidence intervals are created based
on the Kullback-Leibler (KL) divergence between various Bernoulli distributions involving the
empirical estimates and do not require any problem instance-dependent tuning. Similar constructs
have recently found application in various online learning settings [7], [8]. We also provide
information-theoretic lower bounds on the query complexity of any reliable estimator under these
query models. The bounds presented are instance-specific, i.e., they depend on the underlying
probability distribution and the value of the threshold. Finally, we also consider noisy versions
of both the direct query as well as the pairwise query models, and propose robust estimators
which can effectively counter the noise in the oracle responses.
A. Related work
Estimation of properties of underlying distributions using samples is a direction of work which
has a long and rich history. While some of the older works were concerned with the statistical
properties of the estimators such as consistency etc., see for example [9], [10] which study mode
estimation, there has been a lot of work recently on characterizing the optimal query complexity
for estimating various properties of probability distributions including entropy [11], [12], support
size and coverage [13], [14], and ‘Lipschitz’ properties [15] amongst others. In contrast to these
works, we study the threshold-based support identification problem where the goal is to estimate
the elements in the support of an underlying discrete probability distribution with probability
values above a threshold. Also, we study the query complexity for reliable estimation under
several query models including the pairwise query model which isn’t as prevalent in the property
estimation literature.
A related line of work is the ‘heavy hitter’ estimation problem in the context of streaming
algorithms [16]–[18] where given an arbitrary stream of samples from a large alphabet, the
goal is to identify those symbols whose frequency is above a certain threshold. The metric
of performance in this line of work is usually computational in nature such as the worst-case
amount of memory space, the number of passes or runtime complexity. On the other hand, we are
interested in the stochastic setting where the samples are generated from an unknown probability
distribution and our interest is in deriving instance-specific bounds on optimal query complexity
which illustrate the dependence on the underlying distribution. Online decision making and
active learning are also key features of the popular framework of Multi-Armed Bandits [19]. In
particular, the problem of thresholding bandits [20] aims to find the set of arms whose mean
reward is above a certain threshold, using the minimum number of arm pulls. This problem is
indeed quite related to the setting studied in this work, especially the one with pairwise queries
and we explore this relationship in this paper.
The two lines of work closest to ours in spirit are [2], [6] and [21], [22]. The goal in [2],
[6] is to fully cluster a collection of items and they characterize the optimal query complexity
for this task. In this context, our work corresponds to the less stringent objective of identifying
the ‘significantly large’ clusters which might be a natural objective in several machine learning
applications and has not been studied before, to the best of our knowledge. On the other hand,
[21], [22] study the related problems of identifying the top-m clusters and mode of an underlying
distribution and find bounds on the optimal query complexity for these tasks.
II. PROBLEM FORMULATION
Consider an unknown discrete probability distribution P = {p1, p2, ..., pk} over a finite support
set {1, 2, ..., k}. A random variable X is said to be sampled from a distribution P , if PP(X =
i) = pi for all i ∈ {1, 2, ..., k}. Our goal in this paper is to identify all the indices whose
probability of occurrence is above a given threshold γ. Formally, we want to identify the set
of support elements SγP = {i | pi ≥ γ}. Towards this, we have access to an independent and
identically distributed (i.i.d.) sequence of samples X1, X2, ..., from P via an oracle. We consider
the following four types of oracle queries.
• Noiseless query model 1 (QM1): Queried with an index i, the oracle response is given by
O(i) = Xi, i.e., the oracle returns the value Xi of the ith sample.
• Noisy query model 1 (QM1-N): Queried with an index i, the oracle returns the value Xi of
the ith sample with probability 1− pe and a random value in {1, 2, ..., k} with probability
pe, for some pe ∈ (0, 1/2). More formally, the oracle response1 to query i is given by
O(i) = (1−Ki)×Xi +Ki × Ui, where Ki is a Bernoulli random variable with mean pe
and Ui is a uniform random variable over the set {1, 2, . . . , k}. We assume that {Ui}, {Ki}
are all independent random variables and are also independent of the sequence of samples
X1, X2, . . ..
• Noiseless query model 2 (QM2): In this model, the oracle makes pairwise comparisons.
Given two indices i and j, the oracle tells us whether the values Xi and Xj are equal or
not. Formally, we denote the oracle response to a query pair (i, j) as:
O(i, j) =
1 if Xi = Xj,−1 otherwise.
Note that the true values of Xi or Xj are not revealed in this model.
• Noisy query model 2 (QM2-N): The oracle model here is the same as the one in QM2,
except that the true answer is flipped with probability pe. In particular, given two indices
1Note that the oracle response remains the same if the same index i is queried repeatedly.
i and j, if the values Xi and Xj are equal, the oracle returns +1 with probability 1 − pe
and −1 with probability pe. Similarly, if the values of Xi and Xj are not equal, the oracle
answers +1 with probability pe and −1 with probability 1 − pe. Formally, we denote the
oracle response to a query pair (i, j) as:
O(i, j) = (2× 1Xi=Xj − 1)× (1− 2Zi,j),
where 1E denotes the indicator random variable corresponding to event E and Zi,j denotes
a Bernoulli random variable with mean pe. We assume that {Zi,j} are independent random
variables and are also independent of the sequence of samples X1, X2, . . ..
For each of the query models described above, we aim to design efficient sequential algorithms
which proceed in rounds as follows:
• The algorithm chooses a pair of indices (an index) for the QM2\QM2-N (QM1\QM1-N)
models and queries the oracle with those indices (index).
• Based on all the responses received from the oracle thus far, the algorithm decides either
to terminate or proceed to the next round.
When the algorithm decides to terminate, it returns a set of indices denoted by Ŝ as an estimate
of the set SγP consisting of all indices i in the support set for which the corresponding probability
value pi is above γ.
We measure the cost of an estimator in terms of the number of queries made before it stops
and its accuracy in terms of the probability with which it successfully estimates the index set
SγP . For 0 < δ < 1 and given 0 < γ < 1, an algorithm is defined to be a δ-true γ-threshold
estimator, if for every underlying distribution P , it identifies the set SγP with probability at least
1 − δ, i.e., PP [Ŝ = SγP ] ≥ (1 − δ), where Ŝ is the estimated support set. In this work, we aim
to design efficient δ-true γ-threshold estimators which require as few queries as possible. For a
δ-true γ-threshold estimator A and a distribution P , let QPδ,γ(A) denote the number of queries
made by the estimator. Note that QPδ,γ(A) is itself a random variable and our results hold either
with high probability or in expectation.
Without loss of generality (W.L.O.G.), we assume p1 ≥ p2 ≥ ... ≥ pm > γ > pm+1 ≥ ... ≥ pk,
i.e., a δ-true γ-threshold estimator must return the set {1, 2, ...,m} with probability at least 1−δ.
The rest of the paper is organized as follows. We propose sequential estimation algorithms for the
QM1 and QM1-N models in Sections III and IV respectively, where we provide both upper and
lower bounds on the query complexity. Section V discusses the query complexity for the QM2
model, while Section VI studies connections to a related Multi-armed Bandit setting. Finally,
Section VII proposes an estimator for the QM2-N model and analyses its query complexity. Some
numerical results are provided in Section VIII and we relegate all the proofs to Section IX.
III. THRESHOLD-ESTIMATOR UNDER QM1
Under QM1, for every query with index i, the oracle returns the value Xi of the ith sample. We
now present an algorithm for this query model and analyze its query complexity, see Algorithm 1.
A. Algorithm
We first create k bins numbered 1, 2, ..., k. In each time step t, we query the oracle with the
index t. The oracle reveals the value Xt and the index t is placed in the bin whose index matches
Xt.
We define Zti for i ∈ {1, 2, .., k} used in Algorithm 1 as follows:
Zti =
1 if Xt = i,0 otherwise.
We can argue that for each given i, {Zti} is a collection of i.i.d. Bernoulli random variables with
E[Zti ] = pi. Let p˜ti denote the empirical probability estimate for support element i at time t, and
is given by
p˜ti =
∑t
j=1 Z
j
i
t
. (1)
Note that p˜ti denotes the fraction of samples in Bin i, till time t.
At each round t and for every i, we choose the confidence interval of Bin i such that pi
lies within the interval with "sufficiently" high probability. For a given time t, let ui(t) and
li(t) denote the upper confidence bound (UCB) and lower confidence bound (LCB) of Bin i
respectively and the confidence interval of Bin i is given by [li(t), ui(t)].
Motivated from the bounds in [23], for some given sequence of parameters {βt}, we define
li(t) and ui(t) as follows:
li(t) = min{q ∈ [0, p˜ti] : t× d(p˜ti||q) ≤ βt}, (2)
ui(t) = max{q ∈ [p˜ti, 1] : t× d(p˜ti||q) ≤ βt}. (3)
Here d(p||q) denotes the Kullback-Leibler divergence between two Bernoulli distributions with
means p and q respectively, and is given by d(p||q) = p log
(
p
q
)
+ (1− p) log
(
1−p
1−q
)
.
The algorithm keeps querying the oracle and updating the confidence intervals for each bin,
until every bin has either its LCB above γ or its UCB below γ at which point the Algorithm 1
terminates. The estimate Ŝ is chosen to consist of all bin indices which have their LCBs above
γ. We choose the sequence {βt} in such a way that the probability of error is bounded by δ.
Algorithm 1: Estimator for QM1
Create bins numbered 1, 2...k.
Initialize p˜0i = 0, li(0) = 0, ui(0) = 1, ∀i ∈ {1, 2, ..., k}.
t = 0
while ∃ Bin j s.t lj(t) < γ < uj(t) do
Obtain Xt+1.
t = t+ 1.
Place the index t in the bin numbered Xt.
Update the empirical estimate p˜ti according to (1); upper and lower confidence bounds li(t) according to (2) and
ui(t) (3) respectively for all bins.
end
Output {i|li(t) > γ}.
The following lemma claims that Algorithm 1 returns the desired set SγP for any underlying
distribution P with probability at least 1− δ.
Lemma 1. Given the choice of βt = log(2kt2/δ) for each t ≥ 1, Algorithm 1 is a δ-true
γ-threshold estimator under QM1.
B. Query complexity analysis
Given two values x and y satisfying 0 ≤ x, y ≤ 1, we define d∗(x, y) = d(z||x) where z
satisfies the condition d(z||x) = d(z||y). The quantity d∗(x, y) represents the Chernoff infor-
mation between two Bernoulli distributions with means x and y respectively, and is a relevant
quantity in hypothesis testing problems [24, Section 11.8]. This definition plays a key role in
the following theorem which provides an upper bound on the query complexity of our proposed
estimator in Algorithm 1.
Theorem 1. Let A denote the estimator in Algorithm1 with βt = log(2kt2/δ) for each t ≥ 1
and let QPδ,γ(A) be the corresponding query complexity for a given distribution P under QM1.
Then, we have
QPδ,γ(A) ≤ max
j∈{m,m+1}
{
2e log
(√
2k
δ
2
d∗(pj ,γ)
)
(e− 1)d∗(pj, γ)
}
,
with probability at least 1− δ.
This is essentially argued as follows. For each i, we identify a time Ti such that with high
probability, Bin i would have been classified as being either above γ or below γ by time Ti. We
then show that Ti is bounded by the expression given in Theorem 1, ∀i ∈ {1, 2, ..., k}.
Next, we give a lower bound of the number of queries QPδ,γ(A) for any δ-true γ-threshold
estimator A under QM1.
Theorem 2. For any δ-true γ-threshold estimator A under QM1, let QPδ,γ(A) be the query
complexity. Then, we have
E[QPδ,γ(A)] ≥ max
j∈{m,m+1}
{
log 1
2.4δ
d(pj||γ)
}
.
Theorems 1 and 2 provide a fairly tight characterization of the optimal query complexity under
the QM1 query model, with the key difference between the upper and lower bound being the
terms d∗(pj, γ) and d(pj||γ) respectively.
IV. THRESHOLD-ESTIMATOR UNDER QM1-N
Under QM1-N, when queried with an index i, the oracle returns the true value of Xi with
probability 1− pe and a uniformly at random chosen value in {1, 2, . . . , k} with probability pe.
The responses of the oracle in this noisy setting would stochastically be the same as the responses
from another oracle in the QM1 model with an underlying distribution p′i = (1 − pe)pi + pe/k
over the same support set. Since the responses from the oracles in the two settings described
above are stochastically identical, Theorems 1 and 2 also provide upper and lower bounds on
the query complexity of δ-true γ-threshold estimators for the QM1-N model, by considering the
underlying distribution as P ′ = {p′1, p′2, ..., p′k}, and the threshold as γ′ = (1− pe)γ+ pe/k. Note
that the estimator proposed in Algorithm 1 for the QM1 model is a δ-true γ-threshold estimator
for the noisy setting as well, with the threshold set to γ′ = (1− pe)γ + pe/k.
V. THRESHOLD-ESTIMATOR UNDER QM2
Recall that under the QM2 model, the oracle only makes pairwise comparisons. When queried
with two indices i and j, the oracle response indicates whether the values Xi and Xj are equal
or not. We now present δ-true γ-threshold estimator for this query model and analyse its query
complexity.
A. Algorithm
High-level description: Recall that under the QM1 model, we begin by creating k bins, one
corresponding to each element of the support of the underlying distribution. In each time slot t,
the oracle reveals the value Xt of the sample t, and the index t is placed in the corresponding
bin. A key challenge in the QM2 model is that the oracle does not reveal the value of the
samples. Instead, it just provides pairwise information about whether the values of two samples
corresponding to the pair of queried indices are equal or not. Here, we create and update bins
as the algorithm proceeds, while ensuring that each such bin contains samples representing the
same support element.
As with the previous models, the algorithm proceeds in rounds. Let B(t) denote the set of
bins created by the end of round t. For each round t > 1, we choose a subset of bins C(t− 1)
from B(t − 1). We go over the bins in C(t − 1) one by one, and then query the oracle to
compare the tth sample with a representative element from the current bin. Round t stops when
we either get a positive response from the oracle indicating that a matching bin has been found,
or when all the bins in C(t − 1) have been exhausted. As before, we maintain confidence
intervals for the true probability value corresponding to each bin and our algorithm as described
in Algorithm 2 terminates, when its termination criterion is met, which we discuss below in the
detailed description.
Detailed description: We define Zti as follows:
Zti =
1 if O(ir, t) = 1 for ir ∈ Bin i, Bin i ∈ B(t− 1)0 otherwise.
Let pˆti denotes the fraction of samples present in Bin i by the end of round t. We define it
formally as follows:
pˆti =
∑t
j=1 Z
j
i
t
. (4)
As before, let lˆi(t) and uˆi(t) denote the lower and upper confidence bounds for Bin i respectively,
and as before are defined as follows for some appropriate choice of {βt}:
lˆi(t) = min{q ∈ [0, pˆti] : t× d(pˆti||q) ≤ βt}, (5)
uˆi(t) = max{q ∈ [pˆit, 1] : t× d(pˆti||q) ≤ βt}. (6)
We run the algorithm in 2 phases. The goal of the first phase is to ensure that one bin is
created corresponding to each support element {1, 2, ...,m} in SγP with "high" probability. The
first phase runs from round 1 to round T ′ = log(δ/2k)
log(1−γ) . For this phase, the subset of bins which
have their UCB above γ form the subset C(t−1) of the created bins which are compared against
in round t, i.e.,
C(t) = {x|γ < uˆx(t), x ∈ B(t)}. (7)
In each round t, we choose a representative index ir ∈ Bin i , ∀i ∈ C(t− 1) and then go over
the bins in C(t− 1) one by one, querying the oracle with index pairs of the form (ir, t). If we
get a positive response from a bin, we place the index t in the corresponding bin. If the replies
from all the bins in C(t− 1) is −1, we create a new bin with index t. We update the empirical
estimates {pˆti} as well as the UCB and LCBs of the created bins appropriately.
The second phase runs from round T ′ = log(δ/2k)
log(1−γ) onwards. In this phase, we do not create
any new bins since the first phase guarantees that a bin corresponding to each element in SγP
has already been created. The goal of this phase is to correctly identify the bins belonging to
elements in SγP from amongst the created bins. Bins for which the corresponding LCB is greater
than the threshold γ are classified as belonging to SγP ; and vice versa for bins with UCB at most
γ.
At any round t in this phase, the bins still in contention are those for which the UCB is above
γ and the LCB is below γ, and these are the ones that are chosen to form C(t), i.e.,
C(t) = {x|lˆx(t) < γ < uˆx(t), x ∈ C(t− 1)}. (8)
Similar to the first phase, in round t we go over the bins in C(t − 1) one by one, and then
query the oracle to compare the tth sample with a representative element from the current bin.
However, unlike the first phase, note that in this phase if we get a negative response from all
the bins in C(t− 1), we simply drop the index t.
The algorithm terminates when C(t) is empty, i.e., all the bins either have their LCB greater
than γ or their UCB below γ. The following lemma claims that Algorithm 2 returns the desired
set SγP for any underlying distribution P under the QM2 model, with probability at least (1− δ).
Lemma 2. Given the choice of βt = log(4kt2/δ) for each t ≥ 1, Algorithm 2 is a δ-true
γ-threshold estimator under QM2.
Algorithm 2: Estimator for QM2
t=1
Create a new bin and add sample t to it.
Update the empirical estimate pˆti according to (4), the upper bound uˆi(t) and the lower bound lˆi(t) according to (6) and
(5) for the created bin. Form C(t) according to (7).
while ( t < T ′) do
t = t+ 1
flag = 0.
forall j ∈ C(t− 1) do
Obtain jl ∈ Bin j.
if O(t, jl) == +1 then
Add sample t to corresponding bin.
flag = 1. BREAK.
end
end
if flag==0 then
Create a new bin and add sample t to it.
end
Update the empirical estimate pˆti according to (4), the upper bound uˆi(t) and the lower bound lˆi(t) according to (6)
and (5) for all the bins in C(t− 1) and the newly created bin if created in this round.
For all other bins, we keep the empirical means and LCB-UCB bounds unchanged.
Form C(t) according to (7).
end
Initialise S = {x|lˆx(t) > γ}.
while C(t) 6= Φ do
t = t+ 1.
forall j ∈ C(t− 1) do
Obtain jl ∈ Bin j.
if O(t, jl) == +1 then
Add sample t to corresponding bin. BREAK.
end
end
Update the empirical estimate pˆti according to (4), the upper bound uˆi(t) and the lower bound lˆi(t) according to (6)
and (5) for all the bins in C(t− 1).
Update S by adding the bins with lˆx(t) > γ.
Form C(t) according to (8).
end
Output S.
B. Query complexity analysis
The following theorem gives an upper bound on the query complexity of our proposed
estimator in Algorithm 2.
Theorem 3. Let A denote the estimator in Algorithm 2 with βt = log(4kt2/δ) for each t ≥ 1
and let QPδ,γ(A) be the corresponding query complexity for a given distribution P under QM2.
We define q as min
{
k, log(δ/2k)
log(1−γ)
}
. Then, we have
QPδ,γ(A) ≤
m∑
i=1
max
{
2e log
(√
4k
δ
2
d∗(pi,γ)
)
(e− 1).d∗(pi, γ) ,
log(δ/2k)
log(1− γ)
}
+
q∑
i=m+1
2e. log
(√
4k
δ
2
d∗(pi,γ)
)
(e− 1).d∗(pi, γ) ,
with probability at least 1− 2δ.
We essentially argue this as follows. We show that with high probability, each bin created
in the course of the algorithm 2 corresponding to the support element i ∈ SγP = {1, 2, ...,m}
would be out of C(t) by max(Ti, T ′) rounds where Ti is defined as in the argument of Theorem
1. Similarly, we show that each bin corresponding to a support element in {m+1, ..., k} would
be out of C(t) by Ti rounds with high probability. Combining together these two facts gives us
the above result, details are provided in the formal proof.
The following result provides a lower bound on the expected number of queries for any δ-true
γ-threshold estimator under the QM2 model.
Theorem 4. For any δ-true γ-threshold estimator A under QM2, let QPδ,γ(A) be the query
complexity. Then, we have
E[QPδ,γ(A)] ≥ max
j∈{m,m+1}
{
log 1
2.4δ
2× d(pj||γ)
}
.
The proof of the above result involves constructing a δ-true γ-threshold estimator A′ for
the QM1 model using a δ-true γ-threshold estimator A under QM2. The lower bound on
the query complexity as given in the Theorem 4 is close to the upper bound in Theorem 3
when min{d∗(pm||γ), d∗(pm+1||γ)} << d∗(pi||γ) ∀ i /∈ {m,m + 1} and T ′ is smaller than
2e log
(√
4k
δ
2
d∗(p1,γ)
)
(e−1).d∗(p1,γ) . In this case, the terms corresponding to i = m and i = m + 1 dominate in
the upper bound on the query complexity of Algorithm 2 as given in Theorem 3.
We would like to have a lower bound on the query complexity of δ-true γ-threshold estimators
which matches the upper bound more generally and towards this goal, we consider a slightly
altered setting in the next section which relates closely to the thresholding problem in the Multi
Armed Bandit (MAB) setting [19].
VI. QM2 ALTERED SETTING
The altered setting of the QM2 model we study is motivated from [21, Appendix C], and we
describe it below.
We have k bins, one corresponding to each element of the support set, and a representative
element in each bin. Any algorithm proceeds in rounds. In the tth round, the algorithm chooses
a subset C(t) of these bins, and we compare the tth sample with the representative element from
each bin in C(t). Note that these comparisons happen in parallel and the number of queries
in round t is the cardinality of the set C(t). In each round, the oracle response could be +1
for some bin j ∈ C(t) and −1 for all other bins in C(t) with probability pj , or the response
could be −1 for all bins in C(t) with probability (1−∑j∈C(t) pj). Based on the oracle responses
obtained so far, the algorithm decides whether to stop or to proceed to the next round. When
the algorithm decides to stop, it outputs an estimate Ŝ of SγP , the set of support elements with
a probability above γ.
Note that this setting is different from our original setting in QM2. Firstly, the number of
bins is fixed with one bin corresponding to each element of the support and furthermore, there
is a priori one representative element present in each bin. Secondly, in the modified setting, we
choose the set C(t) at the start of each round and all the |C(t)| replies from the oracle come
in parallel. However, in QM2, we we perform queries sequentially in each round and terminate
the round as soon as we get a +1 response from any one of the bins in C(t). In spite of these
differences, we believe that the query complexity for both these models will be quite similar and
as we see below, the alternate setting can be placed in a framework that is fairly well studied
and can potentially provide provide pointers towards solving the original problem.
We look at this new problem as a structured Multi-armed Bandit (MAB) problem [19] where
there are k arms, and each arm has a Bernoulli reward distribution with mean pi. From the
constraints of our original setup, the means must sum up to 1 i.e.
∑
i pi = 1. In each round
we can pull a subset C(t) of arms and the output is a vector with −1 for all arms in C(t) with
probability (1-
∑
i∈C(t) pi) or the output vector has +1 for some arm j ∈ C(t) and −1 for all
other arms with probability pj . The number of pulls in round t is cardinality of the set C(t).
Based on the responses from the arms, the algorithm decides whether to continue to the next
round or stop and output an estimate for the set of arms with mean rewards above γ. The aim
of the algorithm is to correctly identify this set of arms with probability at least (1- δ). The total
number of pulls across all rounds is defined as the query complexity of a δ-true γ-threshold
estimator in this setting.
Ideally, we would like to get a tight lower bound on the query complexity for the aforemen-
tioned structured MAB problem. The key challenge in doing so is the simplex constraint on the
class of mean rewards imposed by
∑
i pi = 1. Although we are unable to provide a lower bound
for this constraint, we are able to provide a lower bound under a slightly relaxed constraint given
by
p1 + p2 + ...+ pk + 2γ < 1. (9)
Theorem 5. For a MAB setting described above where the mean rewards of the individual arms
satisfy the condition in equation 9, any δ-true γ-threshold algorithm has the following lower
bound in expectation on the total number of pulls N :
EP [N ] ≥
k∑
i=1
log( 1
2.4δ
)
2 · d(pi||γ) .
Note that the expression in the lower bound above is very similar to the upper bound on the
query complexity under the QM2 model derived in Theorem 3. Proving such a lower bound
for the structured MAB under the true simplex constraint
∑
i pi = 1 is part of our future work.
There has been some recent work on similar problems which might provide us some pointers
on how to pursue this problem. In particular, say we restrict attention to the class of schemes
which compare to a single bin in each round, i.e., |C(t)| = 1 for all t. The thresholding bandit
problem as described above, without the simplex constraint, was studied in [20], and the optimal
query complexity expression turns out to be very similar to the one in Theorem 5. On the other
hand, [25] studies the related problem of identifying the arm with the largest mean reward and
derives a tight lower bound on the query complexity under the simplex constraint.
VII. THRESHOLD-ESTIMATOR UNDER QM2-N
Recall that in this model, we make pair-wise comparisons between two samples, and the oracle
responses are incorrect with a probability of error pe.
A. Algorithm
Recall that for the noisy QM1-N model, we had established an equivalence to the noiseless
QM1 model with a modified threshold γ′. We would like to establish a similar relation of the
QM2-N model to the noiseless QM2 model studied before. But unlike the QM1 and QM1-N
models, where the k distinct bins are available apriori, the bins need to be formed using pairwise
queries in the QM2 and QM2-N models. This represents the key challenge under the QM2-N
model and in spite of the erroneous pairwise queries, we need to find a reliable method to create
bins such that with high probability, all indices in a bin correspond to the same element in the
support and different bins correspond to different elements.
Broadly speaking, our scheme operates in two phases. The objective of the first phase is to
extract a collection of bins, each with at least a certain number of indices in it, which includes
one corresponding to each element in SγP . For this phase, we borrow ideas from [2], [22] which
study the problem of clustering using noisy pairwise queries. The second phase is similar in
spirit to the second phase of the estimator for the QM2 model as described in Algorithm 2. We
create and maintain confidence intervals for each bin by comparing a new sample in each round
with representative indices from a subset of the bins extracted in the first phase. We compare
the confidence intervals thus created with a a modified threshold γ′ to reliably identify bins
corresponding to elements in SγP .
We now describe the two phases of the estimator in some more detail, see Algorithm 3 for the
pseudocode. In the first phase, we consider a natural number T0 (defined as in (17)) and form a
complete graph G using the first T0 samples, such that each sample corresponds to a vertex of
the graph. We query the oracle for each pair of vertices i and j and assign the oracle response
as the weight to the edge between vertices i and j. For any subgraph S of the graph G, let
wt(S) denote its weight given by the sum of the weights on all the edges in S . The maximum
weighted subgraph (MWS) denotes the subgraph S corresponding to the largest weight wt(S).
Starting with the graph G, we repeatedly extract and remove the MWS, as long as the size of
the extracted MWS is greater than S0 = γT04 . Corresponding to each such extracted MWS, we
create a different bin. Let C ′(T0) denotes the set of bins formed. We will argue that with high
probability, each extracted bin corresponds to a unique element in the support and that there is
a bin corresponding to each element in SγP .
The second phase is from round T0 onwards. In this phase, we first choose an index from
each bin as a representative element of the bin. In particular, say for each j ∈ C ′(T0) we choose
index jl from Bin j as its representative element. For each round t > T0, we consider the tth
sample and define Z tj as follows.
Z tj =
1, if O(jl, t) = +10, otherwise. (10)
We define ρ˜tj as the fraction of samples with index larger than T0 that belong to Bin j, which
can be formally written as follows.
ρ˜tj =
∑t
r=T0+1
Zrj
t− T0 . (11)
Lj(t) and Uj(t) denote the lower and upper confidence bounds of Bin j respectively, and are
defined as
Lj(t) = min{q ∈ [0, ρ˜tj] : (t− T0)× d(ρ˜tj||q) ≤ βt}, (12)
Uj(t) = max{q ∈ [ρ˜tj, 1] : (t− T0)× d(ρ˜tj||q) ≤ βt}. (13)
In this phase, C ′(t) is defined as
C ′(t) = {x|Lx(t) < γ′ < Ux(t), x ∈ C ′(t− 1)}. (14)
where, γ′ = (1− 2pe)γ + pe.
In each round t > T0, we go over the bins in C ′(t − 1) one by one, and query about the
samples jl and t, ∀j ∈ C ′(t−1). We add Sample t to all the bins for which the oracle provides a
positive response. In this phase, we also initialize an empty set S , and we update it in each round
by adding any bin index x such that Lx(t) > γ′. These are the bin indices which the algorithm
believes corresponds to elements in SγP . We run this phase as long as C ′(t) is non-empty and
return the set of bin indices S upon termination.
The choice of the modified threshold γ′ above follows from the following observation. Con-
sider a bin j in the second phase and say it corresponds to some support element i. Then the
expected fraction of indices added to each bin j in the second phase by some round t > T0,
denoted by ρ˜tj , is equal to (1− pe)× pi + pe × (1− pi) = (1− 2pe)pi + pe.
The following lemma claims that Algorithm 3 returns the desired set SγP for any underlying
distribution P with probability at least 1− δ.
Lemma 3. Given the choice of βt = log(4k(t−T0)
2
δ
) for each t > T0, where T0 is as defined in
(17), Algorithm 3 is a δ-true γ-threshold estimator under QM2-N.
Algorithm 3: Estimator for QM2-N
Define T0 as per (17) and S0 = γ.T04
t= 1
Create a graph G with just one node labeled t.
while t < T0 do
t = t+ 1
Create a new node labelled t.
j = 1
while j < t do
Create an edge of weight O(j, t) between nodes j and t.
j = j + 1
end
end
Extract Maximum Weighted Sub-graph (say G′) from this graph.
while |G′| > S0 do
Put all the nodes corresponding to G′ in a new bin.
Remove all nodes from G which were part of G′ and edges which were incident to these nodes.
Extract a new Maximum Weighted Sub-graph G′ from G.
end
Denote this extracted set of bins by C′(T0)
forall j ∈ C′(T0) do
Pick representative index jl ∈ Bin j;
end
Initialise S to Φ.
while C′(t) 6= φ do
t = t+ 1
forall j ∈ C′(t− 1) do
if O(jl, t) == +1 then
Put index t in bin i.
end
end
Update the empirical estimate ρ˜tj according to (11) and the confidence bounds Lj(t) and Uj(t) according to (12)
and (13) respectively ∀ bins ∈ C′(t− 1).
Update C′(t) according to (14).
Update S by adding the bins with Lx(t) > γ.
end
Output S.
B. Query complexity Analysis
The following theorem provides an upper bound on the query complexity of our proposed
estimator in Algorithm 3.
Theorem 6. Let A denote the estimator in Algorithm 3 with βt = log(4k(t−T0)2
δ
) for each
t > T0 where T0 is as defined in (17). Let QPδ,γ(A) be the corresponding query complexity for
a given distribution P under QM2-N and define q = min{T0, k}, pi′ = (1− 2pe)× pi + pe and
γ′ = (1− 2pe)γ + pe. Then we have
QPδ,γ(A) ≤
( q∑
i=1
2e. log
(√
4k
δ
2
d∗(pi′,γ′)
)
(e− 1).d∗(pi′, γ′) +
T0(T0 − 1)
2
)
with probability at least (1− 2δ).
VIII. NUMERICAL RESULTS
In this section, we simulate Algorithms 1 and 2 for the QM1 and QM2 models respectively,
under two different probability distributions.
(a) In the first setting, we choose the support size k = 30 and set p1 = 0.35, p2 = 0.28, vary
p3 from 0.13 to 0.19, and for all i = 3, 4, ..., k, set pi = 1−p1−p2−p3k−3 . We set the threshold
to γ = 0.1 and the required error probability δ = 0.1. For each datapoint, we simulate
Algorithms 1 and 2 under QM1 and QM2 respectively 15 times each and plot the average
number of queries required against 1
d∗(p3,γ)
in Fig. 1 and Fig 3 respectively. As predicted by
our theoretical result, the query complexity of Algorithm 1 under QM1 increases (almost)
linearly with 1
d∗(p3,γ)
in Fig. 1. In Fig 3, we compare the query complexity for Algorithm
2 with that of a naive algorithm which in each round, queries the next sample with all the
bins created so far. We can see that the query complexity of our proposed estimator is much
lower since it discards bins as we go along, thus reducing the number of queries made in
each round.
(b) In the second setting, we choose a probability distribution {0.3, 0.25, 0.2, 0.15, 0.1} and
vary γ from 0.02 to 0.4. As before, we simulate Algorithms 1 and 2 under QM1 and
QM2 respectively, and plot the average number of queries required against γ in Figures 2
and 4. The query complexity has multiple peaks, each corresponding to the case where γ
approaches some pi.
Fig. 1. Query complexity plot of Algorithm 1 Fig. 2. Query complexity plot of Algorithm 1 with γ
Fig. 3. Query complexity plot for Algorithm 2 and a naive
algorithm
Fig. 4. Query complexity plot of Algorithm 2 with γ
IX. PROOFS
A. Proof of Lemma 1
We use the following lemmas to prove Lemma 1. The following lemma is motivated from
Lemma 4 in [23].
Lemma 4. Let li(t) and ui(t) be the lower and upper confidence bounds respectively of bin
index i and are defined in equations (2) and (3) respectively. Then,
P(li(t) > pi) ≤ exp(−βt),
P(ui(t) < pi) ≤ exp(−βt).
Proof. If li(t) = 0, then the corresponding bound is trivial. For li(t) > 0, we prove P(li(t) >
pi) ≤ exp(−βt). From equation (2), the event li(t) > pi implies that t×d(p˜ti||pi) > βt. From the
properties of continuity and monotonicity of KL-divergence, there exists x such that pi < x < p˜ti
and t × d(x||pi) = βt. Thus, we have P(li(t) > pi) ≤ P(p˜ti > x)
(a)
≤ exp(−t × d(x||pi)) =
exp(−βt), where (a) follows from the Chernoff bound for Binomial random variables, see
[26, Section 1.3]. By following similar arguments, we can also prove that P(ui(t) < pi) ≤
exp(−βt).
Now we restate and prove Lemma 1.
Lemma. Given the choice of βt = log(2kt2/δ) for each t ≥ 1, Algorithm 1 is a δ-true γ-threshold
estimator.
Proof. For each i ≤ m, let E ti denote the event that pi > ui(t) at time t. On the other hand,
for i > m, let E ti denote the event that pi < li(t) at time t. From Lemma 4, we have that
P(E ti ) ≤ δ/2kt2.
Let E denote the event that there exists a pair (i, t) such that pi lies above ui(t) if i ≤ m,
t ≥ 1 or pi lies below li(t) if i > m, t ≥ 1. Then,
P[E ] = P[
⋃
i,t
E ti ] ≤
∑
i,t
P[E ti ] ≤
∑
i,t
δ
2kt2
≤ δ. (15)
We now argue that if the event Ec holds true, the algorithm will correctly return the desired set
of support elements SPγ . The termination condition of the algorithm specifies that for each bin,
either the LCB lies above γ or the UCB lies below γ. Since we return the set of all bins which
have their LCB above γ as the estimate Ŝ for SPγ , and the event Ec ensures that for each bin
index i ≤ m, pi ≤ ui(t), and for each index i > m pi ≥ li(t), the correctness of our estimator
is guaranteed. In particular, the LCB can be greater than γ only for indices i such that pi > γ.
Similarly, the UCB can be smaller than γ only for indices j such that pj < γ.
Thus, PP [Ŝ = SPγ ] ≥ PP [Ec] ≥ 1− δ and hence Algorithm 1 is a δ-true γ-threshold estimator.
B. Proof of Theorem 1
We use the following lemma to prove Theorem 1 which effectively characterises the number
of rounds by which a bin numbered i is classified, i.e. either its LCB goes above γ or UCB
goes below γ.
Lemma 5. Let Ti be the smallest positive integer such that ∀ t > Ti the condition t×d∗(pi, γ) >
βt is satisfied. For any t > Ti, the bin corresponding to support element i is not classified as
either above γ or below γ after t rounds with probability at most exp(−βt).
Proof. Consider the event that a bin numbered i for which pi < γ is not yet classified after
t > Ti rounds. If this happens, the upper confidence bound ui(t) is still above γ and the lower
confidence bound li(t) is still below γ. From equation (2) and (3), the event li(t) < γ < ui(t)
implies that t× d(p˜ti||γ) < βt. This implies that there exists y such that y < γ and y < p˜ti such
that t×d(y||γ) = βt. On the other hand, from the definition of Ti in the statement of the lemma
and given pi < γ and t > Ti, we have y > pi. Thus, we have pi < y < min{γ, p˜ti}.
Given the series of implications mentioned above, we have the following series of inequalities:
P(li(t) < γ < ui(t)) ≤ P(t× d(p˜ti||γ) < βt) ≤ P(p˜it > y) ≤ exp(−t× d(y||pi))
where, the last inequality follows from the Chernoff bound for Binomial random variables, see
[26, Section 1.3]. Since t × d∗(pi, γ) > βt and t × d(y||γ) = βt, we have t × d(y||pi) > βt.
Then, we have
P(li(t) < γ < ui(t)) ≤ exp(−βt),
thus proving the statement of the lemma for all bin indices i such that pi < γ. Similar arguments
can be used to prove the result for the bins j with pj > γ.
Lemma 6. Given βt = log(2kt2/δ) for t ≥ 1, let Ti be the smallest positive integer such
that ∀ t > Ti the condition t × d∗(pi, γ) > βt is satisfied. Then, setting ai = d∗(pi, γ)/2 and
b = log(2k/δ)/2, we have
Ti ≤ e(b− log(ai))
(e− 1)ai .
Proof. Since β
t
t
= log(2kt
2/δ)
t
is decreasing in t for sufficiently large t. Thus, it is clear that Ti is
upper bounded by the largest root r∗ of the equation t × d∗(pi, γ) = log(2kt2/δ). Letting ai =
d∗(pi, γ)/2, b = log(2kδ )/2, this largest root is given by r
∗ = −1
ai
×W−1(−aie−b) where W−1(y)
provides the smallest root of xex = y for y < 0 and denotes the Lambert function [27].
From [27, Theorem 3.1], we have W−1(y) > − ee−1 log(−y) and thus Ti ≤ r∗ ≤ e(b−log(ai))(e−1)ai .
This concludes the proof of the lemma.
Now, we will restate and prove Theorem 1.
Theorem. Let A denote the estimator in Algorithm 1 with βt = log(2kt2/δ) for each t ≥ 1 and
let QPδ,γ(A) be the corresponding query complexity for a given distribution P under QM1. Then,
we have
QPδ,γ(A) ≤ max
j∈{m,m+1}
{
2e log
(√
2k
δ
2
d∗(pj ,γ)
)
(e− 1)d∗(pj, γ)
}
,
with probability at least 1− δ.
Proof. From Lemmas 5 and 6, we have that for each i ∈ {1, 2, . . . , k}, the probability that bin
i has its UCB above γ and LCB below γ beyond e.(b−log(ai))
(e−1).ai rounds is bounded by
δ
2kTi
2 . Here,
ai = d∗(pi, γ)/2 and b = 12 · log(2kδ ).
Taking the worst case number of rounds and applying the union bound over all the k bins,
we get that the probability that all bins have been classified by maxi∈[1,k]
e.(b−log(ai))
(e−1).ai rounds is
greater than or equal to 1−δ. It can be verified that e.(b−log(x))
(e−1)x is decreasing in x. Since am ≤ aj
∀ j < m and am+1 ≤ aj ∀ j > m + 1, the expression for query complexity can be simplified
from maxi∈[1,k]
e.(b−log(ai))
(e−1).ai to max
{
e.(b−log(am))
am.(e−1) ,
e.(b−log(am+1))
am+1.(e−1)
}
.
C. Proof of Theorem 2
The following lemma follows from the proof of [21, Theorem3] and provides a recipe for
deriving lower bounds on the query complexity of δ-true γ-threshold estimators. The proof of
this lemma follows along similar lines as that for [21, Theorem3] which is based on standard
change of measure arguments [28], and is skipped here for brevity.
Lemma 7. For any δ-true γ-threshold estimator A, let τ be the stopping time of the algorithm.
Then, we have
EP [τ ] ≥
log 1
2.4δ
inf
P ′:SγP 6=SγP′
D(P||P ′)
Now we restate and prove Theorem 2.
Theorem. For any δ-true γ-threshold estimator A under QM1, let QPδ,γ(A) be the query com-
plexity. Then, we have
E[QPδ,γ(A)] ≥ max
j∈{m,m+1}
{
log 1
2.4δ
d(pj||γ)
}
.
Proof. We show that E[QPδ,γ(A)] ≥ log 1/2.4δd(pm||γ) , the other inequality follows similarly.
Lemma 7 above requires a choice of distribution P ′ such that SγP 6= SγP ′ . For some small
 > 0, we choose P ′ as follows:
p′m = γ − , and p′i =
1− γ + 
1− pm pi, ∀ i 6= m.
Then, we have
D(P||P ′) = pm log
(
pm
γ − 
)
+
∑
i 6=m
pi log
(
pi
1−γ+
1−pm pi
)
= pm log
(
pm
γ − 
)
+ (1− pm) log
(
1− pm
1− γ + 
)
(a)≈ d(pm||γ),
where (a) follows since  can be made arbitrarily small. Then, from Lemma 7, we have
E[QPδ,γ(A)] ≥
log 1
2.4δ
d(pm||γ) .
D. Proof of Lemma 2
We use the following lemmas to complete the proof. The first lemma shows that for each
index in SγP = {1, 2, . . . ,m}, at least one bin corresponding to it is created in the first phase
with high probability, while the second lemma bounds the probability of misclassification of any
index i. Finally, we argue that two bins corresponding to the same index cannot be returned as
part of the estimate Ŝ of SγP and use the union bound to upper bound the total probability of
error of the proposed algorithm.
Lemma 8. The probability of the event that an element from the index set SγP = {1, 2, ...,m}
does not have any bin corresponding to it after the first phase of Algorithm 2 is bounded by
δ/2.
Proof. The first phase runs for the first T ′ = log(δ/2k)
log(1−γ) rounds. Consider an element i ∈ {1, 2, 3, ...,m}.
The probability that Xt 6= i for any t ≥ 1 is equal to (1− pi) < (1− γ). Since the samples Xl
are i.i.d. ∀ l ∈ {1, 2, ..., T ′}, we can say that the probability that Xl 6= i ∀ l ∈ {1, 2, ..., T ′} is
bounded by (1− γ)T ′ ≤ δ
2k
.
Applying union bound over all the m elements in SγP , the probability that some element in
{1, 2, ...,m} does not have any bin corresponding to it after T ′ rounds is bounded by mδ
2k
≤ δ
2
.
Lemma 9. For a support element i ≤ m, define E ti as the event that pi lies above the UCB
ui(t) (defined in (2)). Similarly, for any support element j > m, define E tj as the event that pj
lies below the LCB li(t) (defined in (3)). Then, a bin corresponding to support element i can be
misclassified by the algorithm only if the event E ti holds true for some t.
Proof. Before we begin, we need to distinguish between two related quantities. For a bin b(i)
corresponding to support element i, pˆtb(i) as defined in equation (4) denotes the fraction of the
samples till round t which are placed in the bin; on the other hand, p˜ti as defined in equation
(1) denotes the total fraction of samples till round t corresponding to support element i. These
two can in general be different since during the course of the algorithm, multiple bins can get
created corresponding to same support element.
Next, let mu(i) denote the uth bin created corresponding to support element i.
Case 1: i ≤ m : We prove the contrapositive statement here. The event (E ti )c ∀ t would
imply that pi would be less than ui(t) ∀ t which would imply that the first bin corresponding to
support element i could never be classified below γ. As the first bin corresponding to support
element i cannot be classified below γ, multiple bins cannot be created for support element i as
per Algorithm 2. This is because multiple bins can be created for a support element only if all
previous bins corresponding to the same support element have been classified below γ.
Now the empirical probability of the first bin for support element i (pˆtm1(i)) is same as the
empirical probability of support element i (p˜ti) implying that uˆm1(i)(t) = ui(t) . Thus, the event
(E ti )c ∀ t would imply that the first and only bin corresponding to support element i is never
misclassified.
Case 2: i > m: Suppose the lth bin corresponding to support element i, ml(i) is misclassified
at round t, i.e., the LCB corresponding to the bin lˆml(i)(t) > γ. We can say pˆ
t
ml(i)
≤ p˜ti where
equality would hold true iff l = 1. Now pˆtml(i) ≤ p˜ti would imply that lˆml(i)(t) ≤ li(t). Thus
lˆml(i)(t) > γ would imply li(t) ≥ γ > pi implying that event E ti occurs.
Now we restate and prove Lemma 2.
Lemma. Given the choice of βt = log(4kt2/δ) for each t ≥ 1, Algorithm 2 is a δ-true γ-threshold
estimator under QM2.
Proof. We first argue that there can be no two bins returned as part of the estimate Ŝ of SγP
can correspond to the same support element. We argue this as follows. Suppose there exists
such a pair B1 and B2, then both these bins must have been created in the first phase. This is
possible only if one of the bins, say B1 was not in C(t) in the round t when the other bin B2
was created. This would imply that B1 was classified as being below γ in the first phase, which
would contradict the fact that both the bins were returned.
Next, let E1 denote the event that some element in SγP = {1, 2, ...,m} is not present in any of
the bins. From Lemma 8, we have P[E1] < δ/2.
Next, let E2 denote the event that there exists a misclassified bin corresponding to some support
element i. From Lemma 9, this would imply that E ti occurs for some (i, t) pair. However for
i ≤ m, E ti implies ui(t) > pi whose probability can be bounded by Lemma 4 to be at most δ4kt2 .
Similarly, for i > m, E ti implies li(t) < pi whose probability can be bounded by Lemma 4 to
be at most δ
4kt2
. Taking the union bound over all such pairs (i, t), we obtain P[E2] ≤ δ2 .
We can see that Algorithm 2 returns an incorrect set of bins only if at least one of the two
events E1, E2 has occurred. Applying the union bound on events E1 and E2, we get that the
probability of Algorithm 2 returning an incorrect set of bins is bounded by δ.
E. Proof of Theorem 3
Recall that we defined ai = d∗(pi, γ)/2 and b = 12 · log(4kδ ). We use the following lemmas to
prove Theorem 3.
Lemma 10. Each of the following statements is true with probability at most δ
k
.
• The total number of queries with all the bins representing support element i ≤ m is greater
than max
{
e(b−log(ai))
(e−1)ai , T
′
}
and the algorithm correctly classifies all the bins.
• The total number of queries with all the bins representing support element i > m is greater
than e(b−log(ai))
(e−1)ai and the algorithm correctly classifies all the bins.
Proof. Consider any bin which contains indices representing support element i.
1) i ≤ m: Let us denote the bin with samples representing support element i as mi. All bins
corresponding to support element i being correctly classified and i ≤ m would imply that
Bin mi would be classified above γ. According to Algorithm 2, no bin classified above γ
would have another bin corresponding to the same support element created again. Therefore,
mi is the first and last bin created for support element i implying pˆtmi = p˜
t
i.
At round Ti′ = max
{
e(b−log(ai))
(e−1)ai , T
′
}
, Algorithm 2 would have certainly proceeded to the
second phase. Hence, the event that bin mi does not drop out of the subset of bins C(t)
against which new samples are compared after Ti′ rounds would imply that the condition
in equation (8) is satisfied after Ti′ rounds. This requires li(Ti′) < γ < ui(Ti′), which from
Lemma 5 and Lemma 6 is true with probability at most δ
2k
.
2) i > m: In the course of a run of Algorithm 2, there might be multiple bins created for
support element i > m even if the algorithm correctly classifies all the bins. Let ml(i)
denote the the lth bin created for support element i, if created. Recall that pˆtml(i) as defined
in equation (4) denotes the fraction of the samples till round t which are placed in the
bin ml(i); on the other hand, p˜ti as defined in equation (1) denotes the total fraction of
samples till round t corresponding to support element i. It is easy to see that pˆtml(i) ≤ p˜ti
where equality holds iff l = 1. The bin m1(i) not being out of C(t) after Ki = e(b−log(ai))(e−1)ai
rounds would imply the event lˆm1(i)(Ki) < γ < uˆm1(i)(Ki) which is equivalent to the
event li(Ki) < γ < ui(Ki) or the event γ < lˆm1(i)(Ki) which is equivalent to the event
pi < γ < li(Ki). The probability of the event pi < γ < li(Ki) is bounded using Lemma
4 by δ
2k
. The probability of the event li(Ki) < γ < ui(Ki) is bounded by Lemma 5 and
Lemma 6 by δ
2k
.
Thus the probability of the event bin m1(i) not being out of C(t) after Ki rounds is bounded
by sum of probabilities of the event pi < γ < li(Ki) and the event li(Ki) < γ < ui(Ki)
which can be bounded by δ
2k
+ δ
2k
≤ δ
k
.
Now consider a bin ml(i), l > 1 created at some round tl. Since the bin ml(i) was created
at some round tl and all bins are correctly classified, bin m1(i) must have been classified
correctly below γ in some previous round t1 < tl. It is easy to see that pˆ
tl
ml(i)
< pˆt1m1(i)
which would imply that uˆtlml(i) < uˆ
t1
m1(i)
(a)
< γ and thus the bin ml(i) would immediately be
out of C(t) after its creation at round tl and there would be no queries with bin ml(i) ∀
l > 1. Note that (a) follows since the bin m1(i) is correctly classified below γ.
Thus the probability of total number of queries with all the bins denoting support element
i > m is greater than e(b−log(ai))
(e−1)ai and the algorithm correctly classifies all the bins is upper
bounded by δ
k
.
Let us restate and prove Theorem 3
Theorem. Let A denote the estimator in Algorithm 2 with βt = log(4kt2/δ) for each t ≥ 1 and
let QPδ,γ(A) be the corresponding query complexity for a given distribution P under QM2. We
define q as min
{
k, log(δ/2k)
log(1−γ)
}
. Then, we have
QPδ,γ(A) ≤
m∑
i=1
max
{
2e log
(√
4k
δ
2
d∗(pi,γ)
)
(e− 1).d∗(pi, γ) ,
log(δ/2k)
log(1− γ)
}
+
q∑
i=m+1
2e. log
(√
4k
δ
2
d∗(pi,γ)
)
(e− 1).d∗(pi, γ) ,
with probability at least 1− 2δ.
Proof. The total number of bins created during the course of the algorithm must be bounded by
T ′ = log(δ/2k)
log(1−γ) since new bins are created only in the first phase of the algorithm and at most one
new bin can be created in each round. Thus, the number of bins corresponding to distinct support
elements is upper bounded by q = min
{
k, log(δ/2k)
log(1−γ)
}
. Furthermore, if the algorithm returns a
correct set of bins, at least one bin corresponding to each element in {1, 2, ...,m} must have
been created.
Using Lemma 10 and taking the union bound over all support elements i ∈ {1, 2, ..., k},
the probability of the event that the algorithm correctly classifies all the bins and there is an
unclassified bin after
∑m
i=1max
{
e(b−log(ai))
(e−1)ai , T
′
}
+
∑q
i=m+1
e(b−log(ai))
(e−1)ai queries is at most δ.
Also, using Lemma 2, the probability that the algorithm returns an incorrect set of bins is
bounded by δ. Combining together these two observations, we have that the probability that the
Algorithm 2 does not terminate after
∑m
i=1max
{
e(b−log(ai))
(e−1)ai , T
′
}
+
∑q
i=m+1
e(b−log(ai))
(e−1)ai queries
is bounded by 2δ. This completes the proof of the result.
F. Proof of Theorem 4
Now, we restate and prove Theorem 4.
Theorem. For any δ-true γ-threshold estimator A under QM2, let QPδ,γ(A) be the query com-
plexity. Then, we have
E[QPδ,γ(A)] ≥ max
j∈{m,m+1}
{
log 1
2.4δ
2× d(pj||γ)
}
.
Proof. Consider any δ-true γ−threshold estimator A3 under QM2 and let us denote the total
number of queries by τ when the underlying distribution is P . Using the above estimator let us
construct a δ -true γ−threshold estimator for QM1. We create such an estimator A′ by simply
querying all the indices involved in QM2. Since we know that A3 is a δ-true γ−threshold for
QM2, we can argue that A′ would also be a δ-true γ−threshold for QM1 and thus the query
complexity of A3 would be 2.τ .
Thus if the expected query complexity E[τ ] of A3 is less than maxj∈{m,m+1}
{
log 1
2.4δ
2×d(pj ||γ)
}
we
can construct an estimator A′ for noiseless query model 1 whose expected query complexity is
less than maxj∈{m,m+1}
{
log 1
2.4δ
d(pj ||γ)
}
which contradicts the Theorem 2.
G. Proof of Theorem 5
The following lemma, which we prove in IX-J, will be used to prove this result.
Lemma 11. For all 1 ≥ pt, γ ≥ 0, the following inequality holds true.
pt log
(pt
γ
)
+ (2.γ) log
( 2.γ
pt + γ
)
≤ 2d(pt||γ).
Now we restate and prove Theorem 5.
Theorem. For a MAB setting described above where the mean rewards of the individual arms
satisfy the condition in equation 9, any δ-true γ-threshold algorithm has the following lower
bound in expectation on the total number of pulls N :
EP [N ] ≥
k∑
i=1
log( 1
2.4δ
)
2 · d(pi||γ) .
The proof of this result follows along similar lines as that of of [21, Theorem 7].
Proof. Consider an estimator A which can correctly identify the arms with mean reward distri-
bution above γ with probability at least (1− δ). We consider two such distributions with mean
reward profiles as follows:
P = (p1, p2, .., pl, .., pk), and P ′ = (p1′, p2′, .., pl′, .., pk ′).
where as before, we assume for P that p1 > p2 > . . . > pm > γ > pm+1 > . . . pk. Also, let
l ≤ m with pl′ = γ −  for some small  > 0 and pi′ = pi ∀ i 6= t.
Note that the sets of arms with mean reward distribution above γ for the distributions P and
P ′, SγP and SγP ′ respectively, are different.
Recall that, we may decide to pull any subset S of the arms in any round and there can be
2k such subsets. For any subset S, with probability pj , the output vector in any round can be
+1 for some arm j ∈ S and −1 for all other arms; and with probability (1 - ∑i pi) the output
vector is −1 for all arms . Let (YSa,s) be the output vector observed while pulling the subset
Sa for the sth time. Based on the observations till round t, we define the likelihood ratio Lt as
follows:
Lt =
2k∑
a=1
NSa (t)∑
s=1
log
(fSa(YSa,s)
f ′Sa(YSa,s)
)
.
Here NSa(t) denotes the number of times the subset of arms Sa was pulled till round t. With a
slight misuse of notation, we let Ni(t) denote the number of times arm i was pulled till round
t, which sums over all subsets containing i.
We say
EP
[
log
(fSa(YSa,s)
f ′Sa(YSa,s)
)]
= D(pSa , pSa
′).
Applying Wald’s stopping lemma to Lσ where σ is the stopping time associated with estimator
A we have,
EP [Lσ] =
2k∑
a=1
EP [NSa(σ)]D(pSa , pSa ′)
(a)
≤ EP [Nl(σ)] max
Sa:l∈Sa
D(pSa , pSa
′). (16)
where (a) follows from the definition of P and P ′ as D(pSa , pSa ′) is zero for those sets which
don’t contain arm l. Next, for any set Sa such that l ∈ Sa and
∑
i∈Sa\{l} pi = s, we have
D(pSa , p
′
Sa) = pl. log
( pl
γ − 
)
+ (1− (pl + s)) log
( 1− (pl + s)
1− (γ − + s)
)
.
We can show that the second term is increasing with s and hence takes its maximum value when
s =
∑
i pi − pl. Thus,
max
Sa:t∈Sa
D(pSa , pSa
′) = pl log
( pl
γ − 
)
+ (1−
∑
i
pi) log
( 1−∑i pi
1− (γ − +∑i pi − pl)
)
(a)
≤ pl log
( pl
γ − 
)
+ (2.γ) log
( 2.γ
(pl + γ + )
)
(b)≈ pl log
(pl
γ
)
+ (2.γ) log
( 2.γ
(pl + γ)
) (c)
≤ 2d(pl||γ),
where (a) follows from the fact that (1 −∑ pi) > 2γ and x log( xx−α) is decreasing in x ; (b)
follows by making  arbitrarily small; and (c) follows from Lemma 11. Then, from (16) we have
EP [Lσ] ≤ 2× EP [Nl(σ)]× d(pl||γ).
On the other hand, it follows from [29, Lemma 19] that since the estimator A can correctly
recover the set of arms SγP with probability at least (1− δ), EP [Lσ] ≥ log
(
1
2.4δ
)
.
Combining the two inequalities above and recalling the assumption that l ≤ m, we have
EP [Nl(σ)] ≥
log( 1
2.4δ
)
2d(pl||γ) ∀ l ≤ m.
Using similar arguments, we can also show that
EP [Nl(σ)] ≥
log( 1
2.4δ
)
2d(pl||γ) ∀ l > m.
Hence, we have the following lower bound on the query complexity of any δ-true γ-threshold
estimator under this setting:
EP [N ] ≥
k∑
l=1
EP [Nl(σ)] >
k∑
l=1
log( 1
2.4δ
)
2d(pl||γ) .
H. Proof of Lemma 3
Let us now define the variable T0 which represented the number of rounds in the first phase of
Algorithm 3. To define S0, we use the following new variables c1 = (log 2+1); c2 = 34(1−2pe)2
; k1′ = e2pi ; k2
′ = 1
2
exp(2(1− 2pe)2). Additionally, let c denote the largest root of the equation
ex(1−2pe)
2
= x. Then, T0 is defined2 as follows:
T0 =
4
γ
max
{
c,
2c1
c2
,
c1
2.c2
+
√
e
c2(e− 1)(log
(16kk1′
c2δ
)
+
( c21
4c2
))
,
e
e− 1
log
(
k2
′
((1−2pe)2)
√
16k
δ
)
(1− 2pe)2 ,
(
1 +
33 log(16k
δ
)
(1− 2pe)2
)}
. (17)
The above definition for T0 is a result of the various constraints that come up while proving the
lemmas below. Also, recall that we define S0 = γT0/4. We use the following lemmas to prove
Lemma 3.
Lemma 12. The set of extracted bins from the graph G at the end of the first phase, denoted by
C ′(T0), satisfies the following properties with probability at least
(
1− 5δ
16
)
.
1) No bin contains samples corresponding to two different support elements.
2) All the support elements which have at least 2S0 samples corresponding to it in the in the
first phase have an extracted bin representing it.
The proof of this lemma follows from ideas presented in [2], [22]. The proof is given at
Section IX-K.
2If the expression in equation (17) is not integer, choose the smallest integer greater than or equal to it.
Lemma 13. With probability at least (1 − δ
16
), for each support element i which belongs to
SγP , and thus has a probability value above γ, at least 2S0 corresponding samples with value i
would have been seen by the end of the first phase after T0 rounds.
Proof. We use the following inequality in our proof which follows from appendix of [26].
P(X < (1− )E[X]) < exp
(
−
2
3
E[X]
)
0 <  < 1. (18)
where X =
∑
iXi such that {Xi} is a set of i.i.d. random variables
For any support element i in SγP , the number of samples, say N iT0 , seen by the end of T0
rounds with value i satisfies the following:
P
(
N iT0 ≤ 2S0
)
= P
(
N iT0 ≤
γT0
2
) (a)
≤ P
(
N iT0 ≤
E[N iT0 ]
2
) (b)
≤ exp(−E[N iT0 ]/12)
(c)
≤ exp(−γT0/12)
(d)
≤ δ/16k.
where (a) and (c) follow from E[N iT0 ] ≥ γT0 for any i ∈ SγP ; (b) follows from (23) by substituting
 = 1
2
and (d) follows since from equation (17).
γT0
12
≥ 1
3
·
(
1 +
33 log(16k
δ
)
(1− 2pe)2
)
> log
(16k
δ
)
.
The lemma follows by taking the union bound over all the support elements in SγP .
Now we restate and prove Lemma 3.
Lemma. Given the choice of βt = log(4k(t−T0)
2
δ
) for each t > T0, where T0 is as defined in (17),
Algorithm 3 is a δ-true γ-threshold estimator under QM2-N.
Proof. Let E denote the event that Algorithm 3 correctly identifies the support elements in SγP .
Also, let E1 and E2 be the events that the properties in Lemmas 12 and 13 respectively are
satisfied. Then, we have
P[Ec] ≤ P[Ec|(E1 ∩ E2)] + P[(E1 ∩ E2)c].
From Lemmas 12 and 13, we have
P[(E1 ∩ E2)c] = P[Ec1 ∪ Ec2 ] ≤
δ
2
.
What remains is to show that P[Ec|(E1 ∩ E2)] ≤ δ/2. Henceforth, assume that the events E1 and
E2 hold true. Note that this implies that when bins are extracted at the end of the first phase of
Algorithm 3 after T0 rounds, there will be a unique bin corresponding to each element in SγP .
There might be additional bins corresponding to other support elements as well.
Next, we consider the second phase of the algorithm where the goal is to identify the bins
corresponding to support elements in SγP . As done in the second phase of Algorithm 2 for QM2,
for each round t > T0, we compare the tth sample with a fixed representative element chosen
from each bin belonging to a subset C ′(t). Again similar to Algorithm 2, confidence intervals
are maintained for each bin and eventually those bins for which the LCB becomes larger than
a threshold are identified as the ones corresponding to support elements in SγP .
The only differences between the second phases of Algorithms 2 and 3 are in the values
of the empirical estimates and the confidence intervals associated with each bin as well as the
value of the threshold against which they are compared. Recall that for t > T0 and a bin j
representing support element i, ρ˜tj defined in equation (11) represents the fraction of samples
since the beginning of the second phase for which the oracle provided a positive response when
queried with the representative index from bin j. Note that ρ˜tj is a running average of a sequence
of i.i.d Bernoulli random variables, each with expected value pi′= pi× (1−pe)+pe× (1−pi) =
(1− 2pe)× pi + pe. Thus as before, Lemma 4 applies and can be used to devise the confidence
bounds Lj(t) and Uj(t) for pi′. Finally, the modified threshold is given by γ′ = (1− 2pe)γ + pe
and the bins whose LCB becomes larger than γ′ will be classified as corresponding to elements
from SγP .
Given the similarities of the two schemes, the arguments for proving the correctness of the
above scheme run exactly parallel to the ones made in Lemma 2 for Algorithm 2 and we skip
them here for brevity.
I. Proof of Theorem 6
In this section, we define ai′ as d∗(pi′, γ′)/2 and b = 12 · log(4kδ ). We start with the following
lemma.
Lemma 14. Assume that the properties in Lemmas 12 and 13 are satisfied. Then, the total
number of queries with the bin representing support element i in the second phase of Algorithm
3 is upper bounded by e(b−log(ai
′))
(e−1)ai′ with probability at least (1− δ/4k).
Proof. Since the properties in Lemmas 12 and 13 are satisfied, every bin at the end of the first
phase represents a different support element. Let bin j denote support element i. Recall from
equation (11) that ρ˜tj denotes the fraction of samples seen in the second phase till round t that
receive a positive response when compared to the representative element in Bin j. We have
E[ρ˜tj] = pi′ = pi × (1 − pe) + pe × (1 − pi) = (1 − 2pe) × pi + pe and Lj(t) and Uj(t) denote
the lower and upper confidence bounds of bin j respectively, as defined in equations (12) and
(13) respectively. Accordingly in equation (14), the LCB and UCB of bin j are compared with
a modified threshold given by γ′ = (1− 2pe)× γ + pe to decide how long it will be retained in
the subset C ′(t) of bins that new samples are compared against.
The above setting of the second phase is similar to the QM1 model where each new sample
with index above T0 would fall in the bin representing support element i with probability pi′.
Thus similar results apply and in particular, Lemmas 5 and 6 can be used to show that the total
number of queries with a bin representing support element i is upper bounded by e(b−log(ai
′))
(e−1)ai′
with probability at least (1− δ
4k
).
Now we restate and prove Theorem 6.
Theorem. Let A denote the estimator in Algorithm 3 with βt = log(4k(t−T0)2
δ
) for each t > T0
where T0 is as defined in (17). Let QPδ,γ(A) be the corresponding query complexity for a given
distribution P under QM2-N and define q = min{T0, k}, pi′ = (1 − 2pe) × pi + pe and γ′ =
(1− 2pe)γ + pe. Then we have
QPδ,γ(A) ≤
q∑
i=1
2e. log
(√
4k
δ
2
d∗(pi′,γ′)
)
(e− 1).d∗(pi′, γ′) +
T0(T0 − 1)
2
with probability at least (1− 2δ).
Proof. Let us first bound the total number of queries in the second phase, i.e., post round T0.
Since the bins are created only at the end of the first phase, the total number of bins must be
upper bounded by T0. Furthermore, if the properties in Lemmas 12 and 13 are satisfied, there is
at most one bin corresponding to each support element which implies the total number of bins
must be upper bounded by q = min{k, T0}.
Assuming that the properties in Lemmas 12 and 13 are satisfied, from Lemma 14, we have
that the total number of queries with the bin representing support element i is upper bounded by
e(b−log(ai′))
(e−1)ai′ with probability at least (1− δ4k ). Taking the union bound over all the q bins we can
say with probability at least (1− δ) that total number of queries in the second phase is bounded
by
∑q
i=1
2e. log
(√
4k
δ
2
d∗(pi′,γ′)
)
(e−1).d∗(pi′,γ′) .
Now since the probability that the properties in Lemmas 12 and 13 are all satisfied is at least
(1−δ), the total number of queries in the second phase is upper bounded by∑qi=1 2e. log
(√
4k
δ
2
d∗(pi′,γ′)
)
(e−1).d∗(pi′,γ′)
with probability at least (1 − 2δ). Finally, noting that there are exactly T0(T0−1)
2
queries in the
first phase of the algorithm, our proof is complete.
J. Proof of Lemma 11
Let us restate and prove Lemma 11.
Lemma. For all 1 ≥ pt, γ ≥ 0, the following inequality holds true.
pt log
(pt
γ
)
+ (2.γ) log
( 2.γ
pt + γ
)
≤ 2d(pt||γ).
Proof. Consider the function f(γ) = −pt log( ptγ−)− (2.γ) log( 2.γpt+γ ) + 2d(pt||γ). On differenti-
ating the function with respect to γ, we have
f ′(γ) = −pt
γ
+
2(1− pt)
(1− γ) − 2. log
( 2.γ
pt + γ
)
− 2.pt
pt + γ
.
Note that the f ′(γ) = f(γ) = 0 for γ = pt. Now on double differentiating f(γ), we have
f ′′(γ) =
pt
γ2
+
2(1− pt)
(1− γ)2 −
2.pt
2
γ(pt + γ)
2 =
2(1− pt)
(1− γ)2 +
pt(pt
2 + γ2)
γ2.(pt + γ)
2 ≥ 0.
Using these results we conclude that f(γ) ≥ 0 ∀ 1 ≥ pt, γ ≥ 0, proving our lemma.
K. Proof of Lemma 12
We use the following claims to prove Lemma 12. These claims and their proofs are very
similar to those in [2], [22]. Recall from Lemma 3 proof that c1 = (log 2+1); c2 = 34(1−2pe)2;
k1
′ = e
2pi
; k2′ = 12 exp(2(1 − 2pe)2). Additionally, c denote the largest root of the equation
ex(1−2pe)
2
= x. We now define K ′ as follows.
K ′ = max
{
c,
2c1
c2
,
c1
2.c2
+
√
e
c2(e− 1)
(
log
(2kk1′
c2δ
)
+
( c21
4c2
))
,
e
e− 1
log
(
k2
′
((1−2pe)2)
√
2k
δ
)
(1− 2pe)2
}
.
(19)
Claim 7. Consider a graph G(Vˆ , Eˆ) where |Vˆ | ≥ K ′ defined in (19) and edge weights are i.i.d.
random variables taking the value −1 with probability pe < 12 and 1 with probability (1− pe).
Then, wt(G) > wt(G ′) for any subgraph G ′ ⊂ G, i.e., the MWS extracted from G will include
the entire node set Vˆ with probability at least (1− δ
k
).
Proof. We will use the following inequalities in the proof below.
Stirling’s inequality [30] :
√
2pinn+
1
2 .e−n < n! < e.nn+
1
2 .e−n ∀ n ≥ 1. (20)
[26, Appendix] : P(X ≤ E[X]− t) ≤ exp
(
− t
2
2n
)
, (21)
where t > 0, X =
n∑
i=1
Xi such that {Xi}is a set of i.i.d. radom varibles.
Let S be a subset of Vˆ and we try to compute the probability that the wt(S) is greater than
wt(Vˆ ). Let us denote the weights of the edge between node i and node j as wij . Then
P
( ∑
i,j∈Vˆ ;i 6=j
wij <
∑
i,j∈S;i 6=j;S⊆Vˆ
wij
)
=P
( ∑
(i,j)∈(Vˆ ,Vˆ );(i,j)/∈(S,S);i 6=j
wij < 0
)
(a)
≤ exp
(
− 2(1− 2pe)2
[(|Vˆ |
2
)
−
(
S
2
)])
.
Note that (a) follows from (21).
Applying the union bound gives us,
P(MWS 6= Vˆ ) ≤
|Vˆ |−1∑
|S|=1
(|Vˆ |
|S|
)
P
( ∑
(i,j)∈(Vˆ ,Vˆ );(i,j)/∈(S,S);i 6=j
wij < 0
)
≤
|Vˆ |−1∑
|S|=1
(|Vˆ |
|S|
)
exp
(
− 2(1− 2pe)2
[(|Vˆ |
2
)
−
(|S|
2
)])
=
|Vˆ |
2∑
|S|=1
(|Vˆ |
|S|
)
exp
(
− 2(1− 2pe)2
[(|Vˆ |
2
)
−
(|S|
2
)])
+
|Vˆ |−1∑
|S|= |Vˆ |
2
+1
(|Vˆ |
|S|
)
exp
(
− 2(1− 2pe)2
[(|Vˆ |
2
)
−
(|S|
2
)])
(b)
≤
|Vˆ |
2∑
|S|=1
(|Vˆ |
|Vˆ |
2
)
exp
(
−(1− 2pe)2
(3|Vˆ |2
4
− |Vˆ |
2
))
+
|Vˆ |∑
|S|= |Vˆ |
2
+1
( |Vˆ |
|Vˆ | − 1
)
exp(−2(1− 2pe)2
(
|Vˆ | − 1
))
(c)
≤|Vˆ |
2
e
pi
2|Vˆ |√
|Vˆ |
exp(
(
−(1− 2pe)2
(3|Vˆ |2
4
− |Vˆ |
2
)))
+ k2
′|Vˆ |2 exp(−2(1− 2pe)2(|Vˆ |))
(d)
≤k1′
√
|Vˆ | exp(|Vˆ |(log 2 + 1)− (1− 2pe)2.3
4
|Vˆ |2))
+ k2
′|Vˆ |2 exp(−2(1− 2pe)2(|Vˆ |))
(e)
≤ δ
2k
+
δ
2k
≤ δ
k
.
The inequality for the first term in (b) follows since
∑ |Vˆ |
2
|S|=1
(|Vˆ |
|S|
)
exp
(
− 2(1− 2pe)2
[(|Vˆ |
2
)−(|S|
2
)])
takes maximum value at |S| = |Vˆ |
2
. The inequality at second term in (b) can be shown
by arguing that term
∑|Vˆ |
|S|= |Vˆ |
2
+1
( |Vˆ |
|Vˆ |−1
)
exp(−2(1 − 2pe)2
(
|Vˆ | − 1
))
takes maximum value at
S = |Vˆ | − 1 which we show below.
Consider the function
f(a) =
( |Vˆ |
|Vˆ | − a
)
exp
(
−2(1− 2pe)2
((|Vˆ |
2
)
−
(
(|Vˆ | − a)
2
)))
=
( |Vˆ |
|Vˆ | − a
)
exp((−(1− 2pe)2)(2a|Vˆ | − a2 + a)).
We wish to show that the maximum of f(a) occurs at a = 1.
After the requisite algebraic simplification,
f(a)
f(a+ 1)
=
a+ 1
|Vˆ | − a
e2(1−2pe)
2|Vˆ |
e(1−2pe)2(2a+2)
(f)
≥ 2|Vˆ | − 1
e2(1−2pe)
2|Vˆ |
e(1−2pe)2(2.(
|Vˆ |
2
−1)+2)
≥ 2|Vˆ |e
(1−2pe)2|Vˆ |
(g)
≥ 1.
Note that (f) follows on minimising each fraction individually. (g) follows from the fact that
c is the largest solution of e(1−2pe)2x = x which implies that e(1−2pe)2|Vˆ | > |Vˆ | for |Vˆ | > c.
Therefore, f(a) is a decreasing function of a and takes maximum value at a = 1.
The inequality for first term in (c) follows on applying (20) whereas for the second term
follows on applying k2′ = (1/2) exp(2(1 − 2pe)2). The inequality at (d) follows by bounding
exp((1− 2pe)2 |Vˆ |2 ) with exp(|Vˆ |).
Now let us prove the inequality on first term in (e) by proving
k1
′
√
|Vˆ | exp
(
|Vˆ |(log 2 + 1)− (1− 2pe)2.3
4
|Vˆ |2
)
≤ δ
2k
.
Since |Vˆ | > 2. c1
c2
and c1
c2
> 1,
√
|Vˆ | <
(
|Vˆ | − c1
2.c2
)2
.
Now consider the first term in inequality in (d).
k1
′
√
|Vˆ | exp
(
|Vˆ |(log 2 + 1)− (1− 2pe)2.3
4
|Vˆ |2
)
= k1
′
√
|Vˆ | exp(c1|Vˆ | − c2|Vˆ |2)
(j)
≤k1′
(
|Vˆ | − c1
2.c2
)2
exp
( c21
4c2
)
exp
(
−c2
(
|Vˆ | − c1
2.c2
)2) (l)
≤ δ
2
(j) follows from
√
|Vˆ | <
(
|Vˆ | − c1
2.c2
)2
.
Let us now prove the inequality in (l).
We can say that
|Vˆ | > c1
2.c2
+
√
e
c2(e− 1)
(
log
(2kk1′
c2δ
)
+
( c21
4c2
))
⇒ −c2
(
|Vˆ | − c1
2.c2
)2
< − e
e− 1
(
log
(2kk1′
c2δ
)
+
( c21
4c2
))
(h)⇒ −c2
(
|Vˆ | − c1
2.c2
)2
< W−1
( c2.δ
2kk1
′ exp
(
− c
2
1
4c2
))
(i)⇒ −c2
(
|Vˆ | − c1
2.c2
)2
exp
(
−c2
(
|Vˆ | − c1
2.c2
)2)
> −c2 δ
2kk1
′ exp
(
− c
2
1
4c2
)
⇒ k1′
(
|Vˆ | − c1
2.c2
)2
exp
( c21
4c2
)
exp
(
−c2
(
|Vˆ | − c1
2.c2
)2)
<
δ
2k
.
Recall that W−1 is the lower root in lambert function as defined in the proof of Theorem 1
of our paper. Now using Theorem 3.1 of [27], we say that W−1(− c2.δ2kk1′ . exp(−
c21
4c2
)) is lower
bounded by −(e/(e − 1))(log(2kk1′
c2δ
) + (
c21
4c2
)). This would in turn imply the implication in (h).
Note that the implication in (i) follows from the the fact that W−1 is the lower root of the
lambert function.
Thus for |Vˆ | > max
(
c1
2.c2
+
√
(1/c2)(e/(e− 1))(log(2kk1′c2δ ) + (
c21
4c2
)), 2.c1
c2
, c
)
, the inequality in
(l) is proven. Therefore, the first term in (e) is upper bounded by δ
2k
.
Now consider the second term on the inequality in (e).
We can say the following:
|Vˆ | > e
e− 1
log
(
k2
′
(1−2pe)2
√
2k
δ
)
(1− 2pe)2
⇒− (1− 2pe)2|Vˆ | < e
e− 1 log
( k2′
(1− 2pe)2
√
2k
δ
)
(m)⇒ − (1− 2pe)2|Vˆ | < W−1
(
−((1− 2pe)
2)
k2
′
√
δ
2k
)
(n)⇒(−(1− 2pe)2|Vˆ | exp(−(1− 2pe)2|Vˆ |) > −((1− 2pe)
2)
k2
′
√
δ
2k
⇒|Vˆ | exp(−(1− 2pe)2|Vˆ |‘) < 1
k2
′
√
δ
2k
⇒k2′|Vˆ |2 exp(−2(1− 2pe)2(|Vˆ |)) < δ
2k
.
Note that the implication in (m) follows from theorem 3.1 of [27] which implies that the value
of W−1
(
( ((1−2pe)
2)
k2
′
√
δ
2k
))
is lower bounded by e
e−1 log
(
k2
′
((1−2pe)2)
√
2k
δ
)
. The implication in (n)
follows from the definition of W−1 similar to the reasoning in (i). Thus, the second inequality
in (e) is proven implying that the claim is also proven.
Now we state and prove the next claim which would be used to prove Lemma 12.
Claim 8. Consider a graph G′ whose vertices are partitioned into multiple clusters. The weight
of edges between any pair of nodes in the same cluster are random variables which take value
−1 with probability pe and 1 with probability (1− pe). Also weight of edges between two nodes
which does not lie in the same cluster takes value 1 with probability pe and −1 with probability
(1− pe). We assume that all the weights of the edges are independent.
Let S be the MWS of G′. If |S| >
(
1+
33 log( 2
δ
)
(1−2pe)2
)
then we can say with probability at least (1−δ)
that it can not contain nodes from multiple sub-clusters.
Proof. Let S be a sub-component contain nodes from at least two sub-clusters. Let the clusters
be denoted by Vi and we denote Ci = S ∩ Vi and j∗ = argmini:Ci 6=φ |Ci|.
Let the weight of the edge in the graph between the nodes i and j be denoted by wij . We
claim that ∑
i,j∈S,i<j
wij <
∑
i.j∈S\Cj∗,i<j
wij
with probability at least (1− δ). The above condition is equivalent to∑
i,j∈Cj∗,i<j
wij +
∑
i∈S,j∈S\Cj∗
wij < 0
We use the following equations from appendix of [26] in the proof.
P(X > (1 + )E[X]) < exp
(
−
2
3
E[X]
)
0 <  < 1. (22)
P(X < (1− )E[X]) < exp
(
−
2
3
E[X]
)
0 <  < 1. (23)
where X =
∑
iXi such that {Xi} is a set of i.i.d. random variables. We divide the proof into
two cases.
Case 1: |Cj∗| >
√
108
1−2pe log(
2
δ
)
Now
P
( ∑
i,j∈Cj∗,i<j
wij >
(
1 +
1
3
)
(1− 2pe)
(|Cj∗|
2
))
(a)
≤ exp
(
− (1/3)3(1− 2pe)
(|Cj∗|
2
))
< exp
(
− (1/3)3(1− 2pe) |Cj∗|
2
4
)
≤ δ/2.
(a) follows from (22) by putting  = 1/3.
P
( ∑
i∈Cj∗,j∈S\Cj∗
wij > −(1− 1
3
)(1− 2pe)|Cj∗||S\Cj∗|
)
(b)
≤ exp(−(1/3)2(1− 2pe)|Cj∗||S\Cj∗|)
(c)
≤ exp(−(1/3)3(1− 2pe) |Cj∗|
2
2
) ≤ δ/2.
The inequality in (b) holds from (22) and the inequality in (c) holds due to |S\Cj∗| > |Cj∗|
since Cj∗ is the smallest cluster. Now we apply union bound on the previous two proven events
and can say with probability at least (1− δ).∑
i,j∈Cj∗,i<j
wij +
∑
i∈Cj∗,j∈S\Cj∗
wij ≤
(
(4/3)(1− 2pe)
(|Cj∗|
2
)
− (2/3)(1− 2pe)|Cj∗||S\Cj∗|
)
≤
(
(4/3)(1− 2pe) |Cj∗|
2
2
− (2/3)(1− 2pe)|Cj∗||Cj∗|
)
≤ 0.
Case 2: |Cj∗| <
√
108
1−2pe log(
2
δ
)
P
( ∑
i∈Cj∗,j∈S\Cj∗
wij > −(1− 1
2
)(1− 2pe)|Cj∗||S\Cj∗|
)
≤ exp(−(1/2)2(1/3)(1− 2pe)|Cj∗||S\Cj∗|)
(d)
≤ exp(−(1/2)2(1/3)(1− 2pe)(|S| − 1))
(e)
≤ δ/2.
The inequality (d) follows since |Cj∗||S\Cj∗| ≥ (|S| − 1). The inequality (e) follows since
|S| ≥
(
1 +
33 log(2
δ
)
(1− 2pe)2
)
≥
(
1 +
12 log(2
δ
)
(1− 2pe)2
)
.
Now take |Cj∗| = x. Hence, ∑
i,j∈Cj∗,i<j
wij ≤ x
2
2
.
Thus, we say with probability at least (1- δ) that∑
i,j∈Cj∗,i<j
wij +
∑
i∈Cj∗,j∈S\Cj∗
wij ≤ x
2
2
− (1− 2pe)|Cj∗||S\Cj∗|/2‘
≤ x2 − (1/2)(1− 2pe)x(|S| − x)
≤ x(3x
2
− (1/2)(1− 2pe)|S|)
(f)
< 0.
The inequality at (f) is true since
|S| >
(
1 +
33 log(2
δ
)
(1− 2pe)2
)
≥
3
√
108
1−2pe log(
2
δ
)
1− 2pe .
Thus we say with probability at least (1 − δ) that the MWS contains points from a single
cluster.
Claim 9. Consider a support element a with less than S0 samples denoting it in the graph.
Consider another support element b with at least than 2S0 samples denoting it. The probability
that the weight of the sub-graph which is a subset of the samples corresponding to the support
element a is smaller than the weight of the sub-graph containing all the samples corresponding
to the support element b with probability at least (1− δ
16k
).
Proof. Denote the nodes corresponding to a support element a as a cluster ca and denote its
subset as sca . Similarly, we denote the nodes corresponding to a support element b as cb. We
denote the weights of edges between nodes i and j as wij .
We consider the probability that
∑
i,j∈sca wij >
∑
i,j∈cb wij .
P[
∑
i,j∈sca
wij >
∑
i,j∈cb
wij] ≤P[
∑
i,j∈cb
wij −
∑
i,j∈sca
wij < 0]
(a)
≤ exp
(
−1
3
E
[∑
i,j∈cb
wij −
∑
i,j∈sca
wij
])
(b)
≤ exp(−1
6
(1− 2pe)((|cb| − 1)2 − |sca|2))
(c)
≤ exp(−1
2
(1− 2pe)S02)
(d)
≤ δ
16k
Note that (a) follows from (23) and substituting  = 1. (b) follows since E
[∑
i,j∈cb wij −∑
i,j∈sca wij
]
= (1− 2pe)( (|cb|)(|cb|−1)2 − (|sca |)(|sca |−1)2 ) ≤ 12(1− 2pe)((|cb| − 1)2 − |sca|2).
(c) follows since minimum value of |cb| is 2S0 whereas maximum value of |sca | is (S0 − 1),
thus ((|cb| − 1)2 − |sca|2) is lower bounded by 3S02. (d) follows since S0 ≥
(
1 +
33 log( 16k
δ
)
(1−2pe)2
)
.
Let us restate and prove Lemma 12.
Lemma. The set of extracted bins from the graph G at the end of the first phase, denoted by
C ′(T0), satisfies the following properties with probability at least
(
1− 5δ
16
)
.
1) No bin contains samples corresponding to two different support elements.
2) All the support elements which have at least 2S0 samples corresponding to it in the first
phase have an extracted bin representing it.
Proof. Let K˜ be defined by substituting δ
8
for δ in the expression of K ′ in (19).
By substituting δ
8k
for δ in Claim 8, we can say any extracted Maximum Weighted SubGraph
(MWS) of size larger than
(
1 +
33 log( 16k
δ
)
(1−2pe)2
)
can have indices corresponding to multiple support
element with probability at most δ
8k
.
Consider each extracted MWS of size larger than S0. Since, S0 >
(
1 +
33 log( 16k
δ
)
(1−2pe)2
)
, we say
that this MWS extracted has indices representing only a support element with probability at least
(1− δ
8k
).
Consider all support elements (denoted by S˜min) with less than S0 indices denoting it. Consider
all support elements (denoted by S˜max) with more than 2S0 indices denoting it.
We argue that the events in Claim 9 and Claim 7 (substituting δ
8
for δ) and Claim 8 (substituting
δ
8k
for δ) would imply for each MWS extracted, we can say that no MWS representing an element
in S˜min would occur till MWS corresponding to all support elements in S˜max have been extracted.
Suppose not. Consider that MWS corresponding to some support element in S˜min occurs
before all elements in S˜max have occurred in some MWS created in previous rounds. Since
there are some other elements in S˜max not a part of MWS extracted, it would imply that a
subset of all indices denoting some support element in S˜min has higher weight than the sub-
graph corresponding to the support element in S˜max implying event in Claim 9 is violated.
Now the event that no MWS representing an element in S˜min occurs till MWS corresponding to
all support elements in S˜max have been extracted and events in Claim 9 and Claim 7 (substituting
δ
8
for δ) and Claim 8 (substituting δ
8k
for δ) imply that extraction of MWS does not stop till
all elements in S˜max have been extracted in some MWS. Suppose not. This would imply that
we get an MWS of size less than S0 before all elements in S˜max have been put in some MWS
implying the event that some element in S˜min occurs MWS before all support elements in S˜max
have been extracted as Claim 7 holds true for all support elements of size larger than S0.
Now the probability of the events described in Claim 9 and Claim 7 (substituting δ
8
for δ) and
Claim 8 (substituting δ
8k
for δ) can be union bounded over all support elements to argue that the
probability is at least (1− 5δ
16
).
Thus, we argue that both the events in theorem hold true with probability at least (1− 5δ
16
).
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