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ABSTRACT
The drive towards device scaling and large output power in millimeter and sub-
millimeter wave power amplifiers results in a highly non-linear, out-of-equilibrium
charge transport regime. Particle-based Full Band Monte Carlo device simulators allow
an accurate description of this carrier dynamics at the nanoscale.
This work initially compares GaN high electron mobility transistors (HEMTs)
based on the established Ga-face technology and the emerging N-face technology,
through a modeling approach that allows a fair comparison, indicating that the N-face
devices exhibit improved performance with respect to Ga-face ones due to the natural
back-barrier confinement that mitigates short-channel-effects. An investigation is then
carried out on the minimum aspect ratio (i.e. gate length to gate-to-channel-distance
ratio) that limits short channel effects in ultra-scaled GaN and InP HEMTs, indicating
that this value in GaN devices is 15 while in InP devices is 7.5. This difference is
believed to be related to the different dielectric properties of the two materials, and the
corresponding different electric field distributions. The dielectric effects of the passiva-
tion layer in millimeter-wave, high-power GaN HEMTs are also investigated, finding
that the effective gate length is increased by fringing capacitances, enhanced by the di-
electrics in regions adjacent to the gate for layers thicker than 5 nm, strongly affecting
the frequency performance of deep sub-micron devices.
Lastly, efficient Full Band Monte Carlo particle-based device simulations of the
large-signal performance of mm-wave transistor power amplifiers with high-Q match-
ing networks are reported for the first time. In particular, a Cellular Monte Carlo (CMC)
code is self-consistently coupled with a Harmonic Balance (HB) frequency domain
circuit solver. Due to the iterative nature of the HB algorithm, this simulation ap-
proach is possible only due to the computational efficiency of the CMC, which uses
pre-computed scattering tables. On the other hand, HB allows the direct simulation of
i
the steady-state behavior of circuits with long transient time. This work provides an
accurate and efficient tool for the device early-stage design, which allows a computer-
based performance evaluation in lieu of the extremely time-consuming and expensive
iterations of prototyping and experimental large-signal characterization.
ii
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Chapter 1
Introduction
High electron mobility transistors (HEMTs) represent a cutting-edge technology for
high-power and high-frequency power amplifiers. Aerospace applications demand power
amplifiers also capable of high-performance in terms of power efficiency, thermal dissi-
pation, package dimensions, radiation hardness, reliability, and linearity. More specif-
ically, space born communication systems commonly need to comply with stringent
constraints of power, space aboard, and lifetime of the electronic components. Fur-
thermore, high data-throughput multilevel modulation techniques that use non-constant
envelope waveforms with a high Peak-to-Average Power Ratio (PAPR), result in strin-
gent requirements in terms of the transistor linearity. On the other hand, such high-
performance demand is leading to extreme large-signal operation in highly-scaled de-
vices, resulting in highly non-linear, out-of-equilibrium transport of high-energy carri-
ers inside the device [16, 17], which poses new challenges for the device engineering
and modeling.
GaN HEMTs, based on wide band gap nitride materials, are very promising
candidates for the next generation of high-power and high-frequency applications [2],
such as radar and satellite communication front-ends with particular relevance for the
design of state-of-the-art millimeter-wave power amplifiers in the Ka and X-band [18,
19], due to the combination of high electron velocity and break down voltage as re-
ported in Figure 1.1. As epitaxial growth techniques have progressed, GaN-based
devices have been widely investigated, and a much larger output power when com-
pared with GaAs-based devices has been demonstrated [20] in the late 1990s. Such
impressive performance is due to the high transconductance, the good thermal man-
agement, the high breakdown voltage, the excellent transport characteristics at high
fields, high 2D electron gas (2DEG) density in the channel, high carrier confinement,
and the high electron mobility. State-of-the-art devices have been reported with a small
1
Figure 1.1: Material properties important for the device high-frequency, high-power
performance [2]. The parameter JM is the Johnson’s figure of merit [3].
signal current-gain cut-off frequency, fT , of 245 GHz [15], power-gain cut-off fre-
quency, fmax, of 300 GHz [21], and record output power of 40 W/mm [22]. This per-
formance is constantly improving through the use of emerging device structures such as
N-face [23, 24, 25, 4], InGaN back-barrier [12, 26, 11, 27], and AlInN lattice-matched
barrier [15, 16] GaN HEMTs. Specifically, the wide band gap makes the nitride ma-
terials particularly suited for operations at elevated temperatures because they become
intrinsic at much higher temperature than the narrow band gap materials. Moreover, a
very large energy is required to initiate avalanche breakdown (i.e. promoting an elec-
tron from the valance band to the conduction band due to impact ionization), resulting
in high breakdown fields and allowing devices based on these materials to sustain high
currents and voltage levels. Furthermore, AlGaN/GaN heterostructures show interest-
ing properties due to large spontaneous and piezoelectric polarization effects [9]. Free
carriers are induced by a net polarization charge at the heterostructure interface, cre-
ating a spontaneous electron channel without requiring any modulation doping unlike
devices based on AlGaAs/GaAs heterostructures.
On the other hand, for low-power and very high-frequency applications (such
as next-generation digital circuits, sub-millimeter-wave communications, and terahertz
electronics) HEMTs based on narrow band gap InGaAs alloys are the best candi-
dates [28, 29, 25, 30, 31]. The InGaAs small effective mass and very high electron
2
mobility at room temperature (exceeding 10000 cm2/Vs) make possible devices with
high electron velocity in the channel. This, combined with ultra-short gate length, al-
lows very fast-switching devices due to a small transit time in the gate region. ft of
644 GHz and fmax of 681 T Hz simultaneously [32], and absolute fmax of 1.2 T Hz [33]
were reported for state-of-the-art ultra-short InGaAs devices.
The need for demanding circuit performance required by present day applica-
tions is also leading to an enormous push forward of the transistor operating frequencies
and power levels. In particular, improved frequency performance is achieved through
aggressive scaling, resulting in nano-scale devices [25, 34, 31]. Moreover, large out-
put power can be achieved with large current and voltage swing, which requires high-
voltage biasing (exceeding 100 V for GaN RF-devices [2]), that drives the devices to a
highly non-linear regime and also results in high electric fields close to the breakdown
value. Under such conditions, highly non-linear out-of-equilibrium carrier transport
occurs, and a more detailed understanding of how the nanoscale dynamics of high en-
ergy carriers affects the overall device performance is required to further improve the
state-of-the-art of device engineering. In this context, the role of simulation tools is
to provide this understanding, and to assist device designers with indications regard-
ing the optimal device geometry and material choices instead of a costly trial-and-error
prototyping approach. In particular, the Monte Carlo technique [35] allows an accurate
description of the complex nanoscale carrier dynamics, and it is of great importance in
providing an accurate picture of the inner physics of the device as it is described in the
next paragraph.
1.1 The Cellular Monte Carlo Technique
The properties of the charge distribution in semiconductors are described, within the
semi-classical approach, by the single particle distribution function, f (~r,~k, t). In par-
ticular, f (~r,~k, t) gives the classical probability of finding a carrier at location ~r, with
crystal momentum~k, at time t. Thus, f (~r,~k, t) provides a description of the distribu-
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tion of carriers both in position and momentum, and it can be used to obtain various
quantities of interest such as the mean energy of the carriers or their drift velocity, as
a function of the electric field, lattice temperature, and/or carrier concentration gradi-
ent. The time evolution of f (~r,~k, t) is described by the Boltzmann Transport Equation
(BTE) [36]:
∂ f
∂ t =−~v ·∇~r f −
˙~k ·∇~k f +
(∂ f
∂ t
)
coll
, (1.1)
where~v is the carrier velocity and the last term on the right hand is the rate of change
of f due to collisions.
The distribution function can be obtained by solving the BTE but, however the
BTE is a multi-dimensional non-linear differential equation, solving this equation di-
rectly is still an open issue. Approximations of the BTE can be done in order to simplify
the equation to a directly resolvable form. In particular, approximations based on the
first two moments of the BTE yield, respectively, the drift-diffusion and hydrodynamic
models [37]. However, these simplified models require reliable transport parameters,
such as energy relaxation times or mobility, and their validity domain is limited.
Alternatively, a space-time statistical solution of the semi-classical BTE can
be obtained through the particle-based Ensemble Monte Carlo (EMC) method [35].
Within this EMC framework, the distribution function is not obtained solving analyti-
cally the BTE based on some sort of approximation, but it is rather obtained actually
simulating the dynamics of an ensemble of carriers, tracked both in the real and the
momentum space, under the effect of electric fields and scattering processes. Then,
quantities such as the average energy, drift velocity, or the mobility can be obtained by
averaging over the ensemble of carriers.
The EMC method has been proved successful and more accurate than tradi-
tional drift-diffusion methods [38] without the need of relying on the accuracy of trans-
port parameters, which are often an output of the EMC simulation itself. Moreover, it
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allows a better modeling of high-energy non-stationary transport phenomena occurring
in high-field regimes, where some of the drift-diffusion approximations may lose their
validity.
Scattering rates are pre-calculated and tabulated combining material character-
istics such as the electronic band structure, phonon spectra, doping density, dislocation
density, and piezoelectric coefficients. The initial carrier distribution inside the com-
putational domain representing the semiconductor device is computed by imposing the
neutrality condition on mobile carriers, fixed ions, and other fixed charges. Then, the
real-time carrier distribution is used to solve the Poisson’s equation and extract the elec-
tric field distribution. The field is kept constant for a short ballistic free-flight time step
and is used to update the carrier positions in the momentum space. The duration of the
time-step in which the field is considered constant is crucial in order to prevent numer-
ical artifacts and plasma oscillations [38]. At the end of each free flight, a stochastic
Monte Carlo procedure selects whether a scattering event occurs and, if this is the case,
the exact scattering mechanisms based on the probability tabulated during the initial-
ization setup. The carrier position in the momentum space is then recomputed after
each scattering. Then, the same sequence is iterated, with typically 4-5 free-flight steps
for each field update step, until the simulation achieves the desired steady-state.
The Cellular Monte Carlo (CMC) algorithm [39] was developed to reduce the
high computational demand of the traditional EMC approach, due to the recalculation
of the positions of the carriers in the momentum space required when a scattering event
occurs at the end of a free flight. The CMC approach differs from the conventional
EMC method in terms of selection of the final state. In the traditional EMC approach, a
search of the whole discretized BZ has to be performed after each scattering event in or-
der to invert the energy/momentum relation, for finding all the energy conserving cells
in the momentum space and then the final state. On the other hand, the CMC method
involves the use of a pre-computated transition look-up table for the total probability
5
Figure 1.2: Monte Carlo simulation: a) Illustration of the simulation flow and differ-
ence between EMC/CMC algorithms. b) Example of carrier initial state in the mo-
mentum space, and possible final states to be chosen during the scattering process. c)
Particle tracking in the momentum space within the first Brillouin zone.
of scattering, due to all mechanisms, from every initial state to every final state. In this
way, the selection of the final state is reduced to the generation of a single random num-
ber, which results in a very efficient simulation of a large number of scattering events.
This allows to efficiently simulate the high-energy carrier transport due to the large
electric field occurring in state-of-the-art devices operating as high-power amplifiers.
On the other hand, the price for this reduction of the scattering process calculation is
the size of the look-up table, which often requires more than three gigabytes of RAM.
Moreover, by storing only the total rate, information is lost about the exact type of scat-
tering process involved in the transition (e.g., the nature of the phonon involved, and
its energy). Thus, the much less performing EMC (up to 25 times slower [39]) may be
still useful when obtaining a plot of the separate scattering mechanisms is of interest. In
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Effective potential
Energy level quantization
Triangular potential well
Charge setback
Figure 1.3: Quantum mechanical confinement effects (charge setback and energy level
quantization) in a triangular potential well obtained through effective potential ap-
proach.
any case, the discretization of the first Brillouin zone (BZ1) of the crystal [40] into an
inhomogeneous tensor-product grid, and the exploitation of the symmetry of the crystal
such that the table is computed only for initial states in the irreducible wedge [41] of
the BZ1, allows an efficient use of the memory and consequent minimization of the
transition table memory requirement.
Our Cellular Monte Carlo code includes scattering processes due to polar opti-
cal phonons, acoustic and optical mode deformation potential scattering, piezoelectric
scattering, ionized impurity, and dislocation scattering within a fullband framework.
The fullband electronic structure across the entire BZ is obtained through nonlocal em-
pirical pseudopotential methods (EPM) [42, 43]. Details regarding the adopted fullband
phonon spectra and band structure for wurtzite GaN used in the present work can be
found in [44, 45]. A particle-based dynamics kernel self-consistently coupled with a
multi-grid Poisson solver [46] is used to calculate charge distribution and track particles
in the real and momentum space.
Quantum mechanical effects in the channel region, due to confinement of the
2DEG at the heterojunction interface, are accounted by using an effective potential
approach [47]. In particular, this method allows to reproduce quantum effects such as
charge setback and energy level quantization [48] as shown in Figure 1.3.
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1.2 Purpose of the Work
The purpose of the present work is to investigate and provide a meaningful insight
about nanoscale physics of state-of-the-art HEMTs through the Cellular Monte Carlo
technique. In particular, emphasis is given to the connection between nanoscale car-
rier dynamics and device performance, with particular focus on the modeling of high-
power devices for millimeter-wave power amplifier applications, sub-millimeter band
devices, and also Terahertz electronics. With this scope, HEMTs based on novel ma-
terials and structures are simulated, and their DC/frequency performance is reported
and explained in order to provide useful design guidelines for device engineers. In
particular, a specific effort is made to link device characterization to the parameters rel-
evant for transistor circuit models as well, allowing circuit designers to properly choose
operational conditions such as frequency, biasing, and power handling. Furthermore,
efficient simulation techniques that allow the large-signal characterization of HEMTs
used as power amplifiers in the mm and sub-mm band are also introduced, and simula-
tions of the non-linear effects arising in FETs under large-signal operations are carried
out.
We first discuss the emerging N-face technology in Chapter 3 by introducing
the theory of polarization in nitride materials, and by analyzing the effects of device
scaling on the DC and RF performance of N-face GaN HEMTs. In Chapter 4, a direct
comparison between devices based on this new technology and conventional Ga-face
HEMTs is done by obtaining the analogous Ga-face device starting from a N-face
device layout. In particular, a modeling approach is devised to allow a fair comparison
between the two technologies. Next, in Chapter 5, the short-channels effects and the
vertical and lateral scaling are investigated in GaN and InGaAs HEMTs, with particular
focus on the differences between devices based on these two material families. The role
of passivation dielectric and gate geometry on the RF performance of millimeter-wave
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power GaN HEMTs is discussed in Chapter 6, where small-signal equivalent circuit
parameters are extracted and discussed as well. In Chapter 7, different techniques
are introduced for performing circuit-device simulations capable of accounting for the
interaction between the device and the external circuitry (i.e. matching networks and
parasitic elements) occurring during small-signal and large-signal operations. More
specifically, an efficient large-signal circuit-device simulation approach, consisting of a
Harmonic Balance frequency-domain circuit solver self-consistently coupled with our
Monte Carlo particle-based device simulator, is discussed in depth. Such techniques
are then applied in Chapter 8, where the large-signal characterization of state-of-the-
art GaN HEMT power amplifiers, including the highly frequency selective matching
network, is performed for the first time with a Monte Carlo code.
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Chapter 2
High-frequency Characterization of Millimeter and Submillimeter-band FET
Amplifiers
2.1 Introduction
Several figures of merit are often used to assess the performance of microwave devices.
The most important metrics related to the high-frequency performance of microwave
transistors are the short-circuit current gain cut-off frequency, fT , and the maximum
oscillation frequency, fmax. The short-circuit current gain, h21, is defined as the ratio of
the small-signal output current to the small-signal input current of the device when the
output terminals are shorted, and ft is the frequency where this gain drops to the unity.
Similarly, fmax corresponds to the unity power gain frequency.
2.2 FET Two-port Network Model
The most common way to characterize the small-signal behavior of Field Effect Tran-
sistors (FETs) is to model the device as a two-port network as shown in Figure 2.1. This
model is fully described by the frequency-dependent Y -parameters [49], which define
the relations between currents and voltages as follows: i1
i2
=
 y11 y12
y21 y22

 v1
v2
 . (2.1)
In a common source configuration, the subscript 1 refers to the port between the
gate and the source, while the subscript 2 refers to the port between the drain and the
source. Following this notation, the Y -parameters are defined as follows:
y11 ≡
i1
v1
∣∣∣
v2=0
, (2.2)
y12 ≡
i1
v2
∣∣∣
v1=0
, (2.3)
y21 ≡
i2
v1
∣∣∣
v2=0
, (2.4)
y22 ≡
i2
v2
∣∣∣
v1=0
. (2.5)
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Figure 2.1: Equivalent two-port network of the FET based on the Y-parameters.
Using the Fourier Series expansion, the input and output signals can be ex-
pressed as a sum of sinusoids of different amplitudes and frequencies. Therefore, one
can introduce the frequency-dependent Y -parameters as follows: ı˜1(ω)
ı˜2(ω)
=
 Y11(ω) Y12(ω)
Y21(ω) Y22(ω)

 v˜1(ω)
v˜2(ω)
 , (2.6)
where the (x˜) symbol denotes a small variation about the steady-state (e.g. v˜1(ω) is the
amplitude of the small voltage variations at frequency ω over a DC bias).
The Y parameters are then defined in the frequency domain as follows:
Y11(ω) =
ı˜g(ω)
v˜gs(ω)
∣∣∣
v˜ds=0
, (2.7)
Y12(ω) =
ı˜g(ω)
v˜ds(ω)
∣∣∣
v˜gs=0
, (2.8)
Y21(ω) =
ı˜d(ω)
v˜gs(ω)
∣∣∣
v˜ds=0
, (2.9)
Y22(ω) =
ı˜d(ω)
v˜ds(ω)
∣∣∣
v˜gs=0
, (2.10)
where the subscripts s, g, and d refer to the source, gate, and drain terminal, respec-
tively.
The Y -parameters can be obtained through the Fourier decomposition (FD)
method [50, 51, 52, 53], a technique where a small step voltage perturbation is applied
to one electrode of the device in steady state at the chosen bias point. The resulting
output response is Fourier analyzed to obtain the full frequency response of the device
modeled as a two-port network. With such a technique, small-signal parameters can be
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Figure 2.2: Full-frequency Y-parameter extraction through step perturbations applied
through two separate simulations.
extracted over a wide frequency range without any need for sweeping each frequency
singularly. The complete set of Y -parameters is obtained by applying a step perturba-
tion, with two separate simulations, to the gate and to the drain, as shown in Figure 2.2.
In particular, applying a voltage step perturbation at one port while keeping the voltage
fixed at the other port, where the output current response is measured, is equivalent to
an AC short-circuit at this output port. This is because a situation where a non-zero out-
put AC current is associated to a zero output AC voltage corresponds to an output port
load-line with impedance equal to zero. Thus, the conditions required by Eq. 2.2- 2.5
are simply satisfied by applying a voltage perturbation at the input port and measuring
the current at the output port where a fixed DC voltage is applied. The Y -parameter
for a specific frequency value can be also obtained by simply applying a sinusoidal
perturbation instead the step one. The applied perturbations must be small enough to
preserve the device linear response, avoiding in such way the generation of harmon-
ics and intermodulation products typical of non-linear responses (see Section 2.5), but
large enough to allow a good signal-to-noise ratio of the extraction process.
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Figure 2.3: Estimation of fT and fmax from, respectively, the 0 dB intercept point
of the short-circuit current gain h21( f ) and the maximum unilateral transducer gain,
GTUmax( f ).
Once the Y -parameters are known over a wide frequency range, we can extract
fT from the 0 dB intercept point of the the short-circuit current gain h21( f ):
h21 =
Y21
Y11
=
id
ig
. (2.11)
It should be noted, by observing the definition of h21, that the current gain does not nec-
essary drop with increasing frequency due to a decrease of the output current id . The
increase of ig with increasing frequency, flowing through the device input capacitance,
can usually play a major role. As general trend, h21 is expected to have a 20 dB/dec
slope and to have a trend toward infinite at DC (i.e. 0 frequency) in FETs. Similarly,
fmax can be extracted from the 0 dB intercept point of the maximum unilateral trans-
ducer gain, GTU,max( f ), which corresponds to the gain that would be achieved if the
transistor were unilateralized (i.e. internal feedback neutralized through an external
lossless network) and conjugately matched with the source and load impedance:
GTUmax =
|Y21−Y12|2
4[Re(Y11)Re(Y22)−Re(Y12)Re(Y21)]
. (2.12)
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Furthermore, the Z-parameters and the S-parameters [54] can be easily obtained
through matrix operations:
Z= Y−1, (2.13)
and
S=−(Y+Y0)−1(Y−Y0) (2.14)
=−(Y−Y0)(Y+Y0)−1,
where Y0 is a diagonal matrix with the characteristic admittance on its diagonal.
Alternatively, the S-parameters can be obtained directly from the Z-parameters:
S= (Z+Z0)−1(Z−Z0)
= (Z−Z0)(Z+Z0)−1, (2.15)
where Z0 is a diagonal matrix with the characteristic impedance on its diagonal.
Physical Meaning of fT
An alternative way to extract fT can be obtained directly through its physical meaning
in terms of carrier dynamics. The short-circuit current-gain cut-off frequency can be
related to the carrier transit time under the region controlled by the gate, and expressed
in terms of the average velocity and effective gate length [55]:
τT =
1
2pi fT =
∫
Le f f
1
vave(x)
dx, (2.16)
where Le f f is the effective gate length, and vave(x) is the velocity calculated along the
channel (x-direction) and is obtained as a weighted average along the y-direction with
respect to the carrier density.
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Figure 2.4: Schematic example of effective gate length measurement based on carrier
velocity (solid line) and density (dashed line) profiles along the channel.
This is just a more sophisticated version of the common relation between fT and carrier
velocity usually found in the textbooks [56]:
fT = v2piL =
1
2piτT
, (2.17)
where v is the carrier velocity and L is the gate length.
The gate extends its control (i.e. the ability of modulating the carrier density)
over a region longer than the gate metallurgical extension (Lg) due to fringing capac-
itances, the length of such region is called the effective gate length. Thus, the transit
time is critical in term of maximum frequency of an oscillating signal applied to the
gate that modulates the electron density and should allow modulated electrons, located
at the source-end of the gate, to fully transit along the gate control region (i.e. Le f f ). In
the negative case, a large displacement gate current will be the result. In our work, we
followed the Le f f definition given in [55], where Le f f is measured from the electron
acceleration starting point to the velocity peak. Moreover, the beginning of the deple-
tion region under the influence of gate corresponds to the electron acceleration starting
point as well. An example of the Le f f measurement according to this definition, in
relation to the electron velocity and density profile along the channel, can be seen in
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Figure 2.4. Once the velocity profile is obtained from DC-analysis and the extension
of Le f f is established, we can obtain a direct estimation of fT by using eq.(2.16).
Thus, we can validate our estimation of ft through an independent cross-comparison
by adopting this method and the one described in the previous section. In particular,
deciding in an exact way the extension of Le f f is not always a trivial task, and it is the
critical factor for a reliable calculation of the transit time. On the other hand, the critical
task for the method based on small-signal analysis and Fourier decomposition is the de-
termination of an optimal Fourier transform window length during the post-processing
extraction. The comparison of the values obtained with both methods reduces the inde-
termination of the fT quantitative estimates.
2.3 Small-signal FET Equivalent AC Circuit
The extraction of small-signal equivalent circuit parameters is of great importance for
accurate transistor compact models required by microwave circuit designers. An ex-
ample of a typical FET small-signal equivalent circuit based on the models described
in [53, 57] can be seen in Figure 2.5. In our case, the ”intrinsic device” modeled by the
Monte Carlo simulator corresponds to the intrinsic gate area plus the source-to-gate and
drain-to-gate access regions. This intrinsic device is simulated by the CMC code with
minimal assumptions on the device behavior by representing the nanoscale physics and
the carrier dynamics. Thus, the device can be seen as a ”black box” with intrinsic volt-
ages as input and intrinsic currents as output. In the framework of small-signal analysis,
the intrinsic parameters in the model can be associated to the device internal nanoscale
description (i.e. the evolution of the carrier distribution in space and time). Therefore,
the intrinsic parameters are closely related to the nanoscale physics of the device, and
can be accurately estimated with our fullband Monte Carlo simulator output. However,
these intrinsic parameters are bias-dependent because the device internal description
depends on the applied DC bias.
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Figure 2.5: FET small-signal equivalent circuit including extrinsic parasitic compo-
nents.
On the other hand, the extrinsic parasitic parameters are related to external pas-
sive structures (i.e. interconnections capacitive/inductive couplings and resistance), and
they are not in general bias-dependent being passive and not related to the device. In
particular, the extrinsic inductive elements take into account inductive coupling due to
wire bonding, while capacitors are related to pad coupling, and resistive elements to
conductor Ohmic resistances. The knowledge of these external parameters is usually
experimentally available through cold-extraction techniques [58, 59]. In this approach,
measurements are performed on the FET with a specific bias (i.e. zero bias at each
contact) that allows simplifying the equivalent circuit. In such way, bias-independent
extrinsic parameters can be isolated and then directly measured. The intrinsic param-
eters can be also experimentally determined by de-embedding the extrinsic parameters
from the small-signal characterization of the device [60].
The small-signal equivalent circuit intrinsic parameters can be easily obtained
from the two-port parameters of the simulated intrinsic device once an equivalent cir-
cuit is chosen. For instance, this can be done by discriminating which equivalent circuit
parameters contribute to the input admittance with output short-circuit (i.e. Y11), out-
put admittance with input short-circuit (i.e. Y22), forward transconductance with output
17
Cgd
Cgs
Rgs
Cds
Rdsg Vm
V
+
-
gate drain
source
Figure 2.6: Simplified intrinsic FET small-signal equivalent circuit.
short-circuit (i.e. Y21), and reverse transconductance with input short-circuit (i.e. Y12).
In particular, the accuracy of the extraction of these parameters depends on the com-
plexity of the adopted models. However, a more complex model with several equivalent
circuit elements does not always result in an improved accuracy if the elements to be
included are not properly chosen. For example, including an element that does not
represent any physical mechanism in the device will negatively affect the extraction of
the other parameters. Moreover, some reactive components may or may not be relevant
depending on the frequency of interest. Thus, a simple model can still be reliable and,
within a certain frequency range, sufficiently accurate. As an example, the relation
between the two-port parameters and the circuit parameters related to the simplified
intrinsic FET equivalent circuit shown in Figure 2.6 can be best established through the
Y-parameters. Starting from the definition of the Y-parameters:
Y11 =
jωCgs
1+ jωRgsCgs + jωCgd , (2.18)
Y21 =
gm
1+ jωRgsCgs − jωCgd , (2.19)
Y12 =− jωCgd , (2.20)
Y22 =
1
Rds
+ jω(Cds +Cgd). (2.21)
An example of the estimation of Cgd based on the imaginary part of Y12, extracted from
a step perturbation post-processed with several different Fourier transform windows,
can be seen in Figure 2.7. Moreover, the small-signal equivalent circuit parameters
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Figure 2.7: Estimation of Cgd from the the imaginary part of Y12 obtained by step
perturbation. The spreading of the different curves is due to the different windows used
for the Fourier transform.
can be also related to the device DC/AC performance and extracted from the device
characterization [56]:
fT ≈ gm2piCg =
gm
2pi(Cgs +Cgd)
, (2.22)
fmax ≈
√
fT
8piRgCgd
. (2.23)
With a similar approach, experimentally measured extrinsic parasitic parame-
ters can be analytically embedded in the small-signal characterization of our simulated
intrinsic device through a post-processing operation [53]. This is accomplish by sim-
ply deriving the two-port model of the parasitic element of interest in the form of Y
or Z-matrix , then this extrinsic parameter matrix is added to the intrinsic device ma-
trix [54] as described in Chapter 7. The Y or Z-matrix form to use depends on whether
the parasitic can be considered a shunt or series network with respect to the device.
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Figure 2.8: Microwave amplifier block diagram.
2.4 FET RF Small-signal Amplifiers
Once the complete two-port network parametrization described is Section 2.2 is known,
the device small-signal amplifier performance can be completely assessed in an analyt-
ical way. The block diagram of a typical RF amplifier that exploits the analytical for-
malism described in this section is shown in Figure 2.8. A more rigorous description
of the formalism described in this section can be found in the Gonzalez book [54], and
the Pozar book [49].
The transistor input and output impedance, as well as the source generator and
load impedance, are usually expressed in terms of reflection coefficients with respect to
a reference impedance, Z0, which usually corresponds to the transmission line charac-
teristic impedance (even though distributed effects are not directly included within this
formalism):
Γin =
Zin−Z0
Zin +Z0
, (2.24)
Γout =
Zout −Z0
Zout +Z0
, (2.25)
ΓS =
ZS−Z0
ZS +Z0
, (2.26)
ΓL =
ZL−Z0
ZL +Z0
, (2.27)
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where the input and output reflection coefficients can be directly obtained from the
two-port network parametrization and the knowledge of the chosen ZS and ZL:
Γin = S11 +
S12S21ΓL
1−S22ΓL
, (2.28)
Γout = S22 +
S12S21ΓS
1−S11ΓS
. (2.29)
As we can see, the input reflection coefficient (i.e. the transistor input impedance) is
in general also dependent on what happens at the device output (through the device
reverse transmission coefficient S12). Conversely, the output reflection coefficient (i.e.
the transistor output impedance) is in general also dependent on what happens at the
device input (through the forward transmission coefficient S21).
The lossless input and output matching networks transform the conventional
50 Ω impedance, associated to the source generator impedance and the load impedance,
to the desired source and load impedance, ZS (i.e. ΓS) and ZL (i.e. ΓL), required to
achieve the performance required by the design specifications. The impedance match-
ing is achieved by changing the load current and voltage relative amplitude and phase
relation seen by the device at its contacts.
The transducer gain can be expressed as:
GT =
1−|ΓS|2
|1−ΓinΓS|2
· |S21|2 ·
1−|ΓL|2
|1−S22ΓL|2
, (2.30)
or equivalently, as:
GT =
1−|ΓS|2
|1−S11ΓS|2
· |S21|2 ·
1−|ΓL|2
|1−ΓoutΓL|2
. (2.31)
Observing the two GT expressions, we can see that in both cases the left most product
term (which is related to the input side of the amplifier) and the right most term (which
is related to the output side of the amplifier), are interdependent through the definitions
of Γin and Γout (i.e. Γin depends on ΓL, while Γout depends on ΓS). Moreover, the opti-
mum source and load impedance that maximize the power are given by the maximum
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power transfer theorem stating that:
ZS = Z∗in
ZL = Z∗out
(2.32)
which corresponds to: 
ΓS = Γ∗in
ΓL = Γ∗out
(2.33)
However, this condition also results in an interdependence between ΓS and ΓL for the
reasons discussed before. In such a situation, for a given set of S-parameters, the values
of ΓS and ΓL that simultaneously maximize the gain through a simultaneous conjugate
match can be found through specific equations that take into account all these con-
straints [54].
In most cases, the transistor exhibits a weak reverse transmission coefficient
(i.e. S12 << 1) due to a small intrinsic feedback, or, alternatively, a large intrinsic feed-
back can be neutralized by an external lossless compensation network (i.e. a feedback
external inductor to cancel out the intrinsic drain-to-gate feedback capacitance in a
FET). Under such conditions, the amplifier can be approximated as unilateral because
the interdependence between input and output is eliminated.
The error of this approximation can be evaluated as:
1
(1+U)2
<
GT
GTU
<
1
(1−U)2
, (2.34)
where
U =
|S12||S21||S11||S22|
(1−|S11|2)(1−|S22|2)
, (2.35)
is known as the Unilateral Figure of Merit.
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Within the unilateral approximation:
Γin|S12=0 = S11, (2.36)
Γout |S12=0 = S22, (2.37)
resulting in the Unilateral Transducer Gain expression:
GTU =
1−|ΓS|2
|1−S11ΓS|2
· |S21|2 ·
1−|ΓL|2
|1−S22ΓL|2
, (2.38)
where the most left and the most right product terms are now independent, allowing to
optimize GTU by independently adjusting the source and load impedance. The gain can
be maximized by applying the maximum power transfer theorem within the unilateral
approximation: 
ΓS = Γ∗in = S∗11
ΓL = Γ∗out = S∗22
(2.39)
resulting in:
GTUmax =
1
|1−|S11|2
· |S21|2 ·
1
1−|S22|2
. (2.40)
Note that, in general, the conjugate matching for maximum power transfer does not
correspond to the transmission line impedance matching for no reflections.
It can been shown [54] that, while there is an unique impedance value (different
for source and load impedance) that maximizes the gain, the impedance value associ-
ated with a sub-maximum gain is not unique. In particular, the locus of the ΓL values,
or conversely the ΓS values, associated to a certain constant GTU lies on a circle when
plot in the Smith chart. In such way, it is possible to obtain the so called Constant Gain
Contours, shown in Figure 2.9, where each circle corresponds to the locus related to a
certain gain value.
The most inner point corresponds to the impedance that maximizes the gain
(unique value), while the center of the other gain contour circles are aligned along
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Figure 2.9: Typical small-signal amplifier constant gain, G, contour plots for different
load reflection coefficients (ΓL) in the Smith chart. The curves associated to a constant
Q factor, associated to a certain lossless matching network required to convert a 50 Ω
impedance (if Z0 = 50 Ω) to the chosen load impedance ZL, are also shown. The
reference impedance is Z0.
the line connecting the optimum impedance to the center of the Smith chart. These
constant gain circles can be used to choose a sub-optimal source and load impedance
in combination with the contour circles of other relevant figures of merit, derived in
a similar fashion, when a trade-off is needed between gain and other figures of merit
such as noise figure (NF), Voltage Standing Wave Ratio (V SWR), matching network Q-
factors (i.e. narrow-band or broad-band matching), and input/output stability regions.
Then, the chosen load or source impedance value can be obtained as:
ZL,S =
(
1+ΓL,S
1−ΓL,S
)
·Z0. (2.41)
The small-signal amplifier design equations introduced in this section assume
a device that is unconditionally stable, such that there are no terminations within the
unitary circle of the Smith chart (i.e. non-negative impedance values) that result in the
oscillation of the device. The stability of a device can be assessed through the Rollet’s
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condition, which states that the condition necessary and sufficient for unconditional
stability is: 
K = 1−|S11|
2−|S22|2+|∆|2
2|S12S21| > 1
|∆|= |S11S22−S12S21|< 1
(2.42)
If a device is not unconditionally stable, it is potentially unstable. Note that this does
not mean that the device is necessarily unstable under any possible termination. From
a practical point of view, most microwave transistors are either unconditionally stable
or potentially unstable with K < 1 and |∆| < 1. Negative values of K in the range
−1 <K < 0 result in a transistor instable for most of the terminations within the unitary
circle of the Smith chart. In case of a potentially unstable device, the choice of the
desired terminations must be done by combining the gain contours with the plot of
the device stability region (also analytically derived), which can result in a trade-off
between gain and stability. Alternatively, a potentially unstable device can be stabilized
by using zero-pole cancellation techniques or resistive dumping, which in turn reduces
the gain.
2.5 FET RF Power Amplifiers
The power amplifier represents the last block of the transmitter front-end chain, and
its function is to boost the RF signal delivering to the load (i.e. the antenna) the maxi-
mum power possible without introducing an excessive level of distortion. Under such
conditions, the device is pushed to its limits in terms of voltage and current RF out-
put swing. Moreover, the reduced gain available when operating the device at high-
frequency makes the design of mm-wave power amplifiers an extremely challenging
task for both device and circuit designers.
During AC operations, the transistor output current swing is associated to a
voltage swing at the load connected to the device output contacts that, as shown in the
left side of Figure 2.10, in turn results in a voltage swing at the device output contacts
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Figure 2.10: Example of a dynamic load-line overlaid to the static ID−VD. VKNEE is
the drain saturation voltage, VBREAK is the breakdown voltage, I0 is the zero current at
the threshold voltage, and IMAX is the device maximum current.
as well. The combination of the output current and voltage swing is called a ”load-
line”, and each point of the load-line represents the dynamic position in the output
current-voltage space (IV-space) of the device during the AC operations. An example
of a load-line can be seen in the right of side of Figure 2.10, where the FET drain
current swing was represented as of function of the drain voltage swing and overlaid
to the static DC ID −VD characteristic. This ”dynamic” load-line has in general an
elliptical shape, as the load connected to the output (which sets the output current and
voltage amplitude/phase relation) can generally have a complex value. The device IV
output continuously ”moves” in the IV-space along the dynamic load-line during the
AC operations, and one full loop of the ellipsoid represents one AC swing time-period.
All these ellipsoids are perfectly overlaid once the device achieves an AC steady-state
situation.
The output drain current swing is driven by the input gate voltage swing through
the FET transconductance gain, while the output drain voltage swing is due to the drain
current and the load-line. On the other hand, the load also indirectly affects the drain
current through the interaction between the drain voltage swing and the device out-
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Figure 2.11: Output impedance measurement set-up and resulting drain current swing
versus drain voltage swing overlaid to the ID−VD. The major axis of the ellipsoid is
aligned with the slope of the ID−VD curves that is associated, in case of small-signals,
to the real part of the device output impedance (i.e. Rds or more commonly known as
r0, which in FETs is usually due to the Drain Induced Barrier Lowering, DIBL).
put impedance, which being in general complex, sets another constraint in terms of
current and voltage amplitude/phase relation as shown in Figure 2.11. Therefore, the
dynamic load-line incorporates these constraints (the driving gate voltage, the com-
plex load, and the complex FET output impedance) and provides valuable information
about the potentials applied to the device contacts, which are directly related the inner
carrier distribution and carrier dynamics inside the device during large-signal opera-
tions [14]. The gate voltage swing sets to which current curve the load-line is bound
in the IV-space at a certain instant, while the drain voltage swing defines the position
along this current curve. The two combined ”instantaneous” constraints result in the
dynamic load-line. It must noted that in general the transconductance has a complex
value, especially at mm-wave frequencies, that takes into account the delay between
gate voltage and resulting drain current.
In the left side of Figure 2.10 we can also see that during the large-signal swings,
associated to high power applications, the ID−VD sets the limits of the dynamic load-
line swing that are given by the drain saturation voltage (voltage lower bound to avoid
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non-linear operations, also known as the knee voltage), breakdown voltage (voltage
upper bound to avoid avalanche breakdown), threshold voltage (current lower bound),
and device maximum current (current upped bound). However, the static DC ID−VD
does not necessary correspond to the dynamic AC ID−VD due to the fact that the device
dynamically ”moves” in the IV space during the AC operations. For instance, surface
traps can lead to a difference between static and dynamic ID−VD due to the DC-to-RF
current dispersion described in Section 6.1.
The well-known maximum power transfer theorem states that in order to de-
liver the maximum active power to a load impedance, connected to a source with a
finite internal series impedance, the load impedance must be the complex conjugate
of the source impedance. This corresponds to impedance values with same real part
and opposite imaginary part. This theorem is easily demonstrated with basic circuit
theory calculations and can be found in any circuit theory book, but it can also be
intuitively understood. The opposite sign of the imaginary parts of source and load
impedance cancel out each other, eliminating in such way any reactive part in the over-
all impedance and the associated reactive power. On the other hand, concerning the
delivered active (real) power for a certain real source series impedance, a large real
load impedance results in large load voltage but small current, while a small real load
results in small load voltage but large current. Thus, it is not surprising that the situ-
ation that maximizes the current-voltage product (i.e. the power) is the one where the
real part of the load equals the real part of the source impedance.
It is interesting to note that this power transfer mechanism, and the interaction
between the FET output impedance (i.e. the power source with the associated source
impedance) and the load impedance connected to the device, is actually embedded in
the ID−VD characteristics produced as output by the device simulator. This means that
the device behavior simulated by the CMC supplies a complete picture that allows one
to satisfy the discussed maximum power transfer theorem when the effect of a load-line
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Figure 2.12: Example of different load-lines whose extremes are bound to the highest
and lowest current set by the gate voltage swing, ∆vG. The drain current, ∆i, and the
drain voltage, ∆v, swings are also reported for the different cases. The output power is
associated to the ∆i ·∆v product.
is coupled to the device simulator as will be discussed in Chapter 7 and 8. The proof
of this statement, not found in any textbook to the best of the author’s knowledge, can
be done with some simple geometrical and basic algebra. Referring to Figure 2.12,
we can see that the extremes of the real part of the load-lines associated to different
load impedances, RL, are bound to certain maximum and minimum current curves by
the maximum voltage swing, ∆vG. On the other hands, the maximum drain voltage
swing, due to the load-line, constrains the position of the load-line extremes along
these current curves. Keeping in mind that the maximum AC power is associated to
the maximum AC current-voltage swing product, ∆i ·∆v, and that the slope of the load-
lines is mL =−1/RL, we can see that the load-line associated to a large RL (green case)
results in large voltage swing but small current swing. On the other hand, the load-line
associated to a small RL (blue case) results in a large current swing but small voltage
swing. Two extreme cases of the just discussed situations are, respectively, an infinite
load impedance (i.e. max ∆v, ∆i = 0) and a zero, short-circuit, load impedance (i.e.
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max ∆i, ∆v = 0). It is evident that the situation (i.e. the load-line slope) that maximizes
the ∆i ·∆v product must lays somewhere in between.
The load-line slope that maximizes the power can be found with some basic
algebra and by assuming that with small AC signals all the different current curves
have the same constant slope mds = 1/Rds, where Rds is the FET output impedance. The
lines associated to the current curves in the proximity of the bias point are described by
yds = mds · xds +qds, (2.43)
where qds value discriminates whether a particular line passes thorough the bias point,
above, or below. The load-line can be described as:
yL = mLxL, (2.44)
where mL =−1/RL, and yL and xL can be associated to, respectively, ∆i/2 and ∆v/2.
Keeping in mind that the load-line extremes are bound to belong to the two
extreme current curves, they must also satisfy the current curve Eq.( 2.43):
yL = mds · xL +qds
PL = yL · xL = mds · x2L +qds · xL
dPL
dx = 2 ·mds · xL +qds
⇒ xLPmax =−
qds
2 ·mds
(2.45)
⇒ yLPmax = mds
(
−
qds
2 ·mds
)
=−
qds
2
. (2.46)
Now, the slope associated to this maximum power load-line is simply:
mL =
yL−0
xL−0
=−
qds
2
/
qds
2 ·mds
=−mds =−
1
Rds
. (2.47)
This results in:
RL = Rds, QED. (2.48)
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Figure 2.13: Load matching, RL, for Maximum Small-signal Gain (RL = Rout ) versus
Maximum Large-signal Output Power (RL = Ropt ), where Rout is the real part of the
FET output impedance and Ropt is the real part of the optimum impedance that maxi-
mize the drain and current swing under large-signal operations.
When applied to an amplifier, the maximum power transfer conditions also
maximizes the gain for a certain set value of input power. On the other hand, in
power amplifiers the large-signal current-voltage swing can be limited by the ID−VD
boundaries as discussed before. In particular, as shown in from the left side of Fig-
ure 2.13, a load impedance satisfying the small-signal maximimum gain condition (i.e.
RL = Rout = Rds) would not allow to obtain full power (i.e. full current-voltage swing
product), with respect to another optimum load-line (i.e. RL = Ropt) that maximize the
absolute output power, because as the input power is increased the associated large-
signal load-line will end up prematurely hitting the ID−VD boundaries. Therefore, the
load impedance matched for maximum small-signal gain does not in general allow to
achieve the maximum output power possible. This issue is shown in the right side of
Figure 2.13, where we can see that for small input powers (i.e. small-signal condition)
the largest power, and the largest gain, is achieved for a load matched for maximum
small-signal gain. On the other hand, as soon as the input power is increased, the
ID −VD limits seriously reduces the performance of the amplifier matched with such
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a load. Conversely, the amplifier matched with a load for maximum absolute power,
achieves the best power performance for large input powers. In both cases, the output
power saturates for large input power, as it will be discussed in Section 2.5, but this sat-
uration point occurs later when the amplifier is matched for maximum absolute power
due to the optimized load-line.
Another issue related to large-signal operations is that the small-signal assump-
tion of constant FET output impedance is not justified anymore, since the slope of the
different ID−VD curves changes dynamically in the IV-space. Moreover, the concept
of output impedance, defined as an univocal complex value that sets the voltage cur-
rent amplitude/phase relation, is hard to define as it can been seen from Figure 8.16.
Furthermore, the other small-signal intrinsic parameters also dynamically change dur-
ing the large-signal device operations as the device internal carrier distribution changes
with the large-signal time-varying value of the gate and drain potentials. These issues
are discussed the next sections.
Non-linear Effects
Input dependent-parameters are usually associated to non-linear systems, so a FET in
large-signal regime exhibits strong non-linearities. As already discussed in the previ-
ous paragraph, the dependence of the device parameters from the input is due to the
large potential swing at the contacts as well as to the limits set by the dynamic ID−VD
boundaries, beyond which an input-dependent distortion of the output waveform oc-
curs.
In general, the output response of a non-linear system can be expanded as a
Taylor series of the input signal voltage, vi:
vo = a0 +a1vi +a2v
2
i +a3v
2
i , (2.49)
where ai are the Taylor coefficients. For a single tone input, which is the most com-
mon case for continuous wave (CW ) power amplifier characterization, the input can be
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expressed as:
vi =V0 cosω0t, (2.50)
and the resulting output voltage is:
v0 =a0 +a1V0 cosω0t +a2V 20 cos2 ω0t +a3V 30 cos
3 ω0t + ...
=
(
a0 +
1
2
a2V 20
)
+
(
a1V0 +
3
4
a3V 30
)
cosω0t +
1
2
a2V 20 cos2ω0t
+
1
4
a3V 30 cos3ω0t + ... (2.51)
As we can see, the output response contains other frequency components, generated by
the non-linear behavior, beyond the fundamental frequency. In particular, these gener-
ated frequency components correspond to the higher harmonics (i.e. integer multiples)
of the single-tone fundamental frequency in input.
The situation is more complicated when we have multiple input tones, which is
the case in almost all the real applications when a non-pure sinusoidal waveform is fed
as input signal to the device. In particular, for the simplest case with two input tones:
vi =V0(cosω1t + cosω2t), (2.52)
the resulting output voltage is:
v0 =a0 +a1V0(cosω1t + cosω2t)+a2V 20 (cosω1t + t cosω2t)2
+a3V 30 (cosω1t + cosω2t)
3+ ...
=a0 +a1V0 cosω1t +a1V0 cosω2t +
1
2
a2V 20 (1+ cos2ω1t)+
1
2
a2V 20 (1+ cos2ω2t)
+a2V 20 cos(ω1−ω2)t +a2V 20 cos(ω1 +ω2)t
+a3V 30
(
3
4
cosω1t +
1
4
cos3ω1t
)
+a3V 30
(
3
4
cosω2t +
1
4
cos3ω2t
)
+a3V 30
[
3
2
cosω2t +
3
4
cos(2ω1−ω2)t +
3
4
cos(2ω1t +ω2t)
]
+a3V 30
[
3
2
cosω1t +
3
4
cos(2ω2−ω1)t +
3
4
cos(2ω2 +ω1)t
]
+ ... (2.53)
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Figure 2.14: Output spectrum of a non-linear system, stimulated by a two-tones in-
put, showing the higher harmonics and the intermodulation product spurious frequency
components up to the 3rd order.
As we can see, the output spectrum consists of several components, shown in Fig-
ure 2.14, whose frequency can be expressed in the following general form:
mω1 +nω2, (2.54)
where m and n are integer numbers, and the the order of each generated frequency
component is given by m+ n. In particular, the frequency components associated to
both m and n different from zero are called intermodulation products. All these spurious
frequencies, harmonics and intermodulation products, are undesired in the amplifier
output and can be in general filtered-out by a selectively enough pass-band filter. In
addition, the very high-frequency ones will be also cut-off by the device intrinsic output
capacitance. However, we can see that the third-order intermodulation products, IM3,
corresponding to (2ω1−ω2) and (2ω2−ω1), are located near the original input tones,
so they are the most problematic because they can be within the band of the filter.
Another main difference between linear and non-linear system is the validity of
the superposition principle. As we can see from Figure 2.15, the superposition principle
does not hold in non-linear systems due to the frequency generation and the interaction
between input tones. In particular, the output response of a linear system is, in the worst
case, an attenuated/amplified and delayed version of the original input tone. In the case
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Figure 2.15: Example of superposition of input tones in a linear (left) and non-linear
system (right).
of multiple input tones, resulting in output tones with different amplitude and phase,
this corresponds to a linear distortion. In any case, the response of a linear system is
the sum of the response to the single input tones, which is not the case for non-linear
systems.
The discussed non-linear effects are just the most relevant for the purpose of
this work. Memory effects, often due to self-heating and surface traps (described in
Section 6.1) introduce additional sources of non-linearity in mm-wave GaN HEMT
power amplifiers. A more complete discussion about non-linear systems and non-linear
microwave circuits can be found in the Maas book [61].
Large-signal versus Small-signal Analysis
The limit of the small-signal approach lays in the assumptions that the amplitude of
the AC signal is much smaller than the DC biasing, so that the system exhibits a linear
response. However, non-linearity arises as soon as the amplitude of the AC component
of the signal increases and makes the higher order terms of the Taylor expansion re-
ported in Eq.(2.49) not negligible. In such situation, the signal cannot be considered
small anymore. Therefore, under large-signal conditions, the small-signal analysis is no
longer appropriate due to its linearity assumption and the unequivocal values assigned
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to the intrinsic parameters during the device operations. Such parameters are changing
with time in large-signal regime according to the large swing voltage at the input and
output of the device. Even though our Monte Carlo device simulator can accurately
reproduce the internal physics of a device under any type of semi-classical regime,
what is lacking in the case of the large-signal regime is an adequate and standard ap-
proach that associates the circuit model parameters with the simulated device. In this
case, many of the theoretical performance predictions (i.e. maximum gain, optimum
load impedance, gain contours), based on the small-signal analysis models described
in Section 2.4 cannot be considered valid.
Considering an FET specifically, the small-signal characterization provides a
description through Y-, Z-, S-parameters, input and output impedance, gain, and small-
signal intrinsic parameters for each frequency. In a linear-system, there is not inter-
action between frequency components, thus the measurement of parameters for a spe-
cific frequency value is independent of the other harmonic components of the signal.
However, non-linear effects, such as harmonic generation and intermodulation, lead to
strong interactions between different frequency components. Furthermore, the input-
dependence determines different small-signal parameters at different input power lev-
els. The dominant non-linear parameters for a FET are Cgs, Cgd , Rds, and gm. For exam-
ple, there is a strong dependence of the transconductance (gm) on the gate voltage (vG)
(typically evident in a DC ID −VG curve, see for example Figure 3.5), which affects
the device large-signal gain depending on the input power. A variable gain in large-
signal operations implies a distorted output signal in relation to gain compression and
harmonic generation, as will discussed in the next sections. In addition, small-signal
analysis cannot take into account the role of the whole ID−VD output characteristics
in limiting the maximum output current and voltage swing. Moreover, the fact that the
dynamic ID−VD differs from the DC one makes harder to characterize and predict the
actual device performance during normal large-signal and high-frequency operations.
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Thus, the device behavior in the large-signal regime is the effect of a complex
situation where a standard effective parameterization has still to be devised, and where
design equations are much more complicated (and may require more draconian ap-
proximations) than the small-signal ones reported in Section 2.4. So, the prediction of
device performance through a parameterized model in a fashion similar to the small-
signal framework is not simply feasible. Specific to power amplifier applications, it is
difficult to define the meaning of output impedance in the large-signal regime, and the
impact of the dynamic load-line on gain and maximum output power makes it difficult
to determine the optimal load impedance. Within the small-signal framework, the op-
timal load for both maximum gain and maximum output power is represented by the
complex conjugate of the output impedance. However, for large-signal operations, the
issues just discussed do not allow the analytic prediction of the optimal load value in
an exact way. Experimentally, the load-pull technique [62, 54] is extremely popular for
large-signal characterization. Within this approach, the load value is swept within the
device stability range (which is commonly assessed through small-signal analysis), and
the optimal load is empirically found with an extended number of measurements once
the large-signal output power contours are plotted. For each tested load, the source
impedance is adjusted to guarantee the maximum power transfer.
An example of load-pull technique results, obtained through through the Agi-
lent Design System (ADS) microwave circuit simulator, is reported in Figure 2.16. As
we can see, for low input power levels (Pin = −10 and 0 dBm), the power contours
have a circular shape that follow the analytical equations discussed in Section 2.4. On
the other hand, as soon as we increase the power close to the 1dB gain compression
point (Pin = 10 dBm) of the amplifier, as will be described in the next section, the con-
tours do not resemble circles anymore. Furthermore, the largest measured input power
( Pin = 20 dBm) results in output contours far from the analytical description of the
circular shape as well as we can verify that the load that maximizes the power (i.e. the
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Figure 2.16: Example of constant output power contours, Pout , plot in the Smith chart
for different input power levels, Pin. The contours were obtained by using the load-pull
technique applied to a FET amplifier simulated through the Agilent Design System
(ADS) microwave circuit simulator. The FET compact model was part of the ADS
tool. The inner most point corresponds to the load that maximizes the output power.
For low input power levels, the contours follow the analytically prediction of the small-
signal analysis in terms of circular shape, load that maximizes the power corresponding
to the conjugate matching, and center of the circles laying along the line connecting the
optimum impedance to the center of the Smith chart.
most point inner point) is shifted with respect to the one associated to low input power
(i.e. small-signal analysis conjugate matched load). Moreover, the maximum absolute
output power is achieved at the expenses of the amplifier gain (see Section 2.5 and
the next one). Similar empirical output power contours can be used to determine the
optimum source impedance (source-pull).
Power Amplifier Figures of Merit
The most important figures of merit for a power amplifier are the output power, Pout ,
and the gain, G. In particular, as the power amplifier is in general a non-linear system,
these figures of merit are also dependent on the input power and are usually plotted as
function of the input power, Pin.
An example of a typical single-tone CW input power sweep characterization is
reported in figure Figure 2.17 for a Class-A power amplifier (described in Section 2.5).
As we can see, Pout linearly increases with Pin in the low power range. The non-linear
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Figure 2.17: Example of typical single-tone input large signal figures of merit: Out-
put power (Pout), gain, and power added efficiency (PAE) vs input power, Pin at the
fundamental frequency. The 1dB compression point, P1dB, is also reported.
distortion at higher power results in a reduction of the slope of Pout at the fundamental
frequency as Pin is increased (i.e. the gain drops). In particular, the input power is
transferred to the higher harmonics, rather than to the fundamental frequency, due to
the amplifier non-linear behavior. This phenomenon is known as gain compression or
output power saturation, and it is in general mainly associated to the increment of the
Taylor series coefficient a3 (negative for amplifiers), which results in the generation
of a third harmonic about 180◦ out of phase with the output wave form as well as the
reduction of the fundamental frequency amplitude as evident in Eq.( 2.51).
The 1dB compression point, P1dB, is defined as the point where, for a ginve
Pin, Pout , or conversely the gain, is 1 dB below the Pout linear value. The 1dB com-
pression point can be expresses either in terms of output power (output referred 1dB
compression point) or in terms of input power (input referred 1dB compression point).
Commonly, the 1dB compression point represents the operating point where a good
trade-off between output power and linearity can be achieved. The low input power
region where Pout linearly increases with Pin is associated to a constant gain, which is
known as linear gain, Glin, and corresponds to the small-signal gain.
39
Another key figure of merit for power amplifiers is the power added efficiency,
PAE , which represents the efficiency evaluated through the incremental RF power
added by the amplifier versus the cost in terms of DC power consumption, PoutDC:
PAE =
Pout −Pin
PoutDC
·100% = Pout −Pin
IDdc ·VDdc
·100%. (2.55)
In general, the higher is VD the larger can be the drain voltage RF swing that does
not drive the amplifier in the non-linear region below the knee (saturation) voltage,
avoiding in such way the reduction of the output power at the fundamental frequency
as discussed in the previous sections. It must be noted that PoutDC is not necessarily
constant for increasing Pin; this is because an asymmetric load-line (i.e. due distortion
or asymmetrical operation like the one in Class-B amplifiers described in Section 2.5)
can result in a DC drain current and voltage ”dynamic” DC components different from
the DC bias ones. As we can see from Figure 2.17, PAE is low for low input power due
to the fact VD is much larger than the value required to keep the drain voltage RF swing
above the knee voltage. On the other hand, the PAE achieves its maximum for a specific
value of Pin ,that allows a good trade-off between DC consumption and available swing
for current and voltage.
We can also define the drain efficiency, DE (also indicated by η):
DE = η = Pout
PoutDC
·100% = Pout
IDdc ·VDdc
·100%, (2.56)
which is also particularly common for the characterization of RF oscillator sources,
where the oscillation is initiated without the need of RF input power.
While the 1dB compression point characterizes the performance of the device
in terms of power and linearity, a more complete figure of merit related to the non-
linearity of the device is the third-order input referred intercept point, IIP3, obtained by
measuring one of the third-order intermodulation products, (2ω1−ω2) and (2ω2−ω1),
resulting from a two-tone input. As we can see from Figure 2.18, this intercept point
is obtained as the intersection between the extension of the linearly increasing output
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Figure 2.18: Example of typical two-tone input large signal figures of merit: Funda-
mental frequency output power (P1out ) and third-order intermodulation frequency out-
put power, PIM3out , vs input power, Pin. The third-order input referred intercept point,
IIP3, and the third-order output referred intercept point, OIP3, are also reported.
power of the fundamental frequency, P1out , and the extension of the linearly increasing
output power, PIM3out , of one of the two intermodulation frequencies. Moreover, we
can also see that in general PIM3out does not necessarily increase monotonically with
increasing power, but the curves can exhibit a dip that has been sometimes observed in
HEMTs and GaAs MESFETs, and is known as the sweet spot, and occurs under some
particular conditions of intermodulation phase cancellation [63, 64].
RF Power Amplifier Classes
In this section, a brief description is offered of the most relevant amplifier classes for
high-frequency operations. More details can be found in [61] and [62]. The different
classes are defined by the device bias scheme, which heavily affects the output wave-
form shape, the amplifier efficiency, and the gain.
As discussed in the previous sections, high-power amplifiers often operate un-
der non-linear conditions resulting in the generation of undesired out-of-band frequency
components such as higher harmonics and intermodulation products. So, a pass-band
output filter is commonly included in the amplifier design in order to suppress these
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Figure 2.19: Typical Class-A RF power amplifier output matching configuration.
undesired spurious spectral components. In practical applications, the output matching
network can also be used for this purpose as it can be designed by using large reactive
elements in order to have a high Q factor, achieving in such way a high selectivity tuned
around the fundamental frequency. A narrow band set up is commonly used for single-
tone and two-tone high-power characterization of the transistor regardless whether the
actual application will be wide band or narrow band amplifiers.
CLASS-A
A typical Class-A amplifier set up is shown in Figure 2.19, while the drain current
and voltage waveforms are shown in the left side of Figure 2.20. As we can see, this
amplifier class is biased with a gate bias corresponding to a drain current which is
roughly half of the maximum drain current of the device. This allows the maximum
current swing possible without distortion, and results in a good degree of linearity as
long as the output power does not exceed the ID−VD boundaries.
Thus, as long as the amplifier is used within its linear region such that the gener-
ation of spurious frequency components is limited, the constraints on the high-Q match-
ing network can be relaxed allowing wide band applications as well. On the other hand,
a Class-A amplifier always consumes DC power even when there is no RF input, and
its drain efficiency by definition cannot exceed 50% since the DC drain current, IDdc,
is always half the peak amplitude of the drain current swing, Ipeak.
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Figure 2.20: Example of Class-A output current and voltage waveforms (left) and dy-
namic load-line overlaid to the static ID−VD (right). Different dynamic load-lines for
different increasing input power levels are also reported.
Figure 2.21: Example of experimental large-signal chracterization of a 100-µm-wide
GaN HEMT biased near Class-A operations [4]. The 30 GHz power characterization
is shown in the left panel, while the 4 GHz dynamic load-lines are shown in the right
panel.
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Figure 2.22: Typical Class-B RF power amplifier output matching configuration.
CLASS-B
A typical Class-B amplifier set up is shown in Figure 2.22 As we can see, this amplifier
class is biased with a gate bias corresponding to the threshold voltage such that the
DC power consumption is zero when there is no RF input signal. On the other hand,
this results in an half-sinusoidal output drain voltage waveform due to the fact that the
transistor is not conducting for half of the input cycle. Therefore, the drain current spec-
trum inherently has a large component of higher harmonics due to the highly non-linear
on/off switching operation. The second harmonic is particularly strong due to the even
half-sinusoidal waveform, and it can be only 7.5 dB below the fundamental one if the
device is terminated with a load that has the same impedance value at the fundamental
and at the second-harmonic frequency [61]. However, a device biased for Class-B can
still act as linear amplifier, in sense of input-output power proportionality, as long as a
high-Q matching network is used to filter off the higher harmonics and recover the si-
nusoidal current waveform at the fundamental. This sinusoidal current is subsequently
delivered to the load resulting in a sinusoidal voltage load-line as shown in the left side
of Figure 2.23. This is because the resonant circuit, composing the matching network,
is charged during the conducting portion of the device cycle and discharges into the
load when the device is off providing the sinusoidal outputs desired [5]. Therefore, a
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high-Q matching network is mandatory in case of Class-B amplifier device character-
ization, unless other more complex topologies are used such as the common push-pull
configuration described in the next section.
The asymmetric output current waveform results in the dependence of the ”dy-
namic” DC point of the device on the output current waveform amplitude, Ipeak, which
is in turn due to the input power. The DC value of the drain current, IDdc, is equal to
Ipeak/pi in a half sinusoidal waveform, and therefore the Class-B amplifier DC point
changes with the input power (self-biasing effect). This also results in a linear gain
that slightly increases for increasing low input power due to the fact that, as IDdc in-
creases from zero, the device gets closer to the biasing point corresponding to the peak
transconductance as shown in the right side of Figure 2.23
The theoretical maximum efficiency of a Class-B amplifier is 78.5% [61], which
is larger than the Class-A one due to the fact that IDdc is always lower than half of Ipeak.
On the other hand, a Class-B amplifier has an inherently lower gain than a Class-A one
because a FET biased at the threshold voltage needs an input gate voltage swing which
is twice the one needed for a Class-A biasing to achieve the same Ipeak. Moreover,
such large voltage swing can reduce the input-output power linear proportionality for
the reasons discussed in the previous sections.
CLASS-AB
A circuit topology, commonly used in the design of the actual amplifier rather than
during the device characterization, is the push-pull configurations that avoids the need
for a high-Q output filter in Class-B amplifiers. In such topology, the full sinusoid is
recovered by using two complementary devices (i.e. NMOS and PMOS technologies)
such that by combining the two generated half-sinusoids a full sinusoid is delivered to
the load.
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The push-pull configuration can be also implemented in transistor technologies
where complementary devices are not available (which is the case for HEMTs) by using
the circuit topology reported in Figure 2.24. In such non-complementary configuration,
the excitation is applied 180◦ out-of-phase to the inputs of the two transistors biased for
Class-B operations, and the output waveforms are subsequently combined 180◦ out-of-
phase. This effectively reconstructs a full sinusoidal output signal by suppressing the
even harmonics, the only ones ideally generated by a Class-B amplifier, associated to a
half sinusoidal waveform. In such way, wide band operations are also possible by the
relaxation on the Q factor of the output matching network. In any case, each transistor
produces a half-sinusoidal drain current waveform and has a sinusoidal drain voltage
waveform in both the single transistor Class-B configuration and the push-pull dual
transistor configuration.
However, the issue with real FETs biased for Class-B operations is that the soft
pinch-off of the ID−VG characteristic does not allow an ideal on/off behavior resulting
in a problematic recovery of the pure sinusoidal waveform at the output of the push-pull
amplifier (introducing the so called cross-over distortion where the two out-of-phase
half sinusoids are joint). Moreover, the fact that the transconductance is zero at the
turning on point (i.e. the biasing point) results in a very small small-signal gain (see
Figure 3.5 for an example). This also implies a large variation of the gain for a variable
input power, which represents a problem for communication schemes using a multilevel
modulation where waveforms with a non-constant envelope result in a large Peak to
Average Power Ratio [65]. For these reasons, the so called Deep Class-AB is particular
popular because the FET is biased slightly above the threshold voltage, commonly
about 10% of Ipeak, to avoid such issues while still preserving a small enough DC
power consumption. Experimental device characterization is commonly performed on
a single transistor biased for deep Class-AB operation, even though the actual circuit
design will likely be a push-pull configuration with two transistors.
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Figure 2.25: Typical Class-F RF power amplifier output matching configuration with
the parallel resonant tanks tuned at the first, third, and fifth harmonic resulting in a drain
voltage waveform with a content of only odd harmonics.
CLASS-F
A Class-F amplifier is a special variant of the Class-B one where not all the higher
harmonics are short-circuited, such that different optimized impedance values are as-
sociated to the different harmonic frequencies (i.e. harmonic loading). An early paper
by Snider [66] identified optimum terminations for transistor power amplifiers, and re-
ported that the optimum terminations are short circuits at even harmonics and open
circuits at odd harmonics other than the fundamental.
An example of a typical Class-F amplifier with harmonic loading for the first
five harmonics is shown in Figure 2.25. In such a configuration, the half-sinusoidal
output current waveform of the transistor biased for Class-B ideally presents only even
harmonics. On the other hand, the output matching network, characteristic of Class-F,
is composed by parallel resonant LC tanks. An ideal LC tank (infinite Q factor) shows
an open circuit at the resonant frequency, and a short circuit at any other frequency. As
we can see in Figure 2.25, there are parallel LC tanks (L3C3 and L5C5) connected in
series to the load and tuned at the higher odd harmonics (i.e. third and fifth). Such tanks
therefore result in an ideally infinite impedance termination at the resonant frequency
that forces the presence of significant odd harmonics in the drain voltage waveform
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current waveform and output voltage waveform, with a infinite number of odd harmon-
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even though the drain current waveform odd harmonics are weak or vanishingly small.
On the other hand, the even harmonics, which are strong in the drain current waveform,
are suppressed in the voltage waveform due to the fact that all the LC tanks (tuned at
the fundamental, third, and fifth harmonic: shunt parallel L1C1 tank, and series par-
allel L3C3 and L5C5 tanks) ideally act as short circuit, effectively shorting the even
harmonics by creating a zero-resistance conductive path to ground. At the fundamental
frequency, the LC tanks tuned at the odd harmonics (L3C3, and L5C5) do not interfere
(i.e. series short circuits), while the one tuned at the fundamental frequency (L1C1) acts
as impedance matching network by matching the device output to the load.
All of these ideal Class-F operations are based on the assumption that the tran-
sistor can be modeled as an ideal current source (i.e. independent of the drain voltage,
resulting in flat ID−VD due to an infinite device output impedance), such that the out-
put voltage can be shaped to any value independently of the current flowing. In such
a way, odd harmonics can be forced in the drain voltage waveform without inducing
odd harmonics in the drain current waveform as well. As we can see from the left
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Figure 2.27: Maximum efficiency of Class-F Power Amplifiers [7, 8]. The m = 1
and n = 1 case corresponds to a Class-A amplifier, while the m = ∞ and n = 1 case
corresponds to an ideal Class-B case. The m = ∞ and n = ∞ case represents an ideal
Class-F amplifier with square current and voltage waveforms.
side of Figure 2.26, the introduction of voltage odd harmonics, in particular the third
harmonic 180◦ out-of-phase, results in a compression of the voltage waveform that
allows to increase the amplitude of the compressed drain voltage swing closer to the
ID −VD boundaries while taking the fundamental frequency amplitude beyond these
limits without incurring in distortion. This results in an effective larger fundamental
frequency swing at the load (i.e. larger power delivered to the load). Furthermore, the
theoretical large efficiency achievable by Class-F amplifiers can be seen in the right
side of Figure 2.26, where the voltage waveform is composed by an infinite number
of odd harmonics (practically forced by using a λ/4 transmission line instead of the
series connected parallel LC tanks [7]). In such cases, since the overlap between the
current and voltage waveforms at the device contacts is zero, the instantaneous power
dissipated by the transistor is zero. On the other hand, both the current and voltage
swing at the load are fully sinusoidal due to the Class-F output network. Therefore,
the theoretical efficiency can be as high as 100% if the current even harmonics are also
infinite (i.e. square current waveform). On the other hand, when a finite number of
harmonics is used, there is a finite dissipation in the transistor due to the partial overlap
between current and voltage. Pratically, up to five harmonics are usually included, with
a theoretically maximum efficiency of 90% as shown in Figure 2.27
50
Class-F amplifiers achieve better efficiency than Class-B ones because the out-
put harmonics are reactively tuned. On the other hand, the actual non-infinite and com-
plex output impedance, as well as the non-ideal non-exclusively even Class-B wave-
form, results in the fact that the odd harmonics will not necessarily be optimally tuned
with an infinite impedance, and the even harmonics with an impedance equal to zero.
In actual Class-F amplifiers, the optimal impedance for odd harmonics will be gen-
erally large (and close to a phase shift of 180◦ in the third harmonic case), while the
optimal impedance for the even harmonics will be generally small and often including
an imaginary part to cancel out the device output intrinsic capacitance [13].
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Chapter 3
Emerging N-face GaN HEMT Technology
3.1 Introduction
In contrast to cubic III-V semiconductors like GaAs and InP with the zincblende struc-
ture, the thermodynamically stable phase of InN, GaN and AlN, is the hexagonal
wurtzite structure [41]. Due to the inversion asymmetry along the c axis in the wurtzite
phase, structures grown along the (0001) and (000¯1) directions, giving rise to Ga- and
N-polarity respectively [67], have different surface properties and growth kinetics [68].
All the polarization directions are flipped over in Ga-face material, as compared to N-
face materials [1]. This enables N-face heterojunction device designs where the 2DEG
forms above the wide-bandgap layer which then acts as an inherent back-barrier as
shown in Figure 3.1.
Ga-face devices have largely been investigated in the past few years, mainly be-
cause of the more challenging fabrication process of device-grade N-face films. How-
ever, new high quality N-face nitride processes were recently developed [68, 69], mak-
ing the N-face reverse polarization very attractive for device design. N-face HEMTs,
indeed, show several potential advantages over Ga-face devices [24, 23]. In particu-
lar, the wider-bandgap AlGaN layer, which is located below the GaN channel layer in
N-face devices, provides a natural back-barrier to the channel electrons when the tran-
sistor is biased near pinch-off, improving the confinement of the carriers, particularly
in deep submicrometer devices [70]. At the same time, the smaller bandgap of the top
N-face GaN layer allows for easier access to the two dimensional electron gas (2DEG)
channel than through the AlGaN barrier layer like the Ga-face case, making possible
the fabrication of non-alloyed ohmic contacts with low access resistance [71].
In Ga-face AlGaN/GaN structures, the activation yield of Si-implanted dopants
in the top AlGaN barrier is extremely low, which increases the difficulty of fabricating
ultra-low contact resistances [12]. On the other hand, in N-face samples the top layer
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Figure 3.1: Comparison between typical Ga-face and N-face HEMT vertical structures.
is the GaN channel where the activation yield is very high due to the AlGaN-free sur-
face [71]. Furthermore, a low Al composition AlGaN cap can be employed to reduce
the gate leakage, due to the lower GaN Schottky gate barrier, to values even lower than
in Ga-face devices [68]. The low contact resistance can be preserved by etching the
AlGaN cap in the ohmic regions. Moreover, it has been shown that N-face InGaN
can be easily grown, comparable to In-polar, with high-quality properties [72], lead-
ing to a promising exploitation on high-velocity InGaN channel GaN HEMTs. Mg
doping can be obtained without the problems of surface polarity inversion on the N-
polar surface [73]. Lastly, the N-face GaN channel can be depleted by the negative
polarization charge of an AlGaN cap grown on its top in the gate region [74]. Thus,
N-face devices can be easily fabricated for enhancement mode operation without using
a gate recess [75, 76], avoiding the difficult threshold voltage control related to such
technique.
Recently, 150 nm gate length N-face metal-insulator-semiconductor (MIS) HEMTs
with a current gain cut-off frequency fT of about 47 GHz and a maximum oscillation
frequency fmax of 81 GHz have been reported [10, 4]. Such performance has been
made possible by novel design techniques, including the use of an Al barrier in order to
eliminate alloy scattering while providing strong charge confinement [73]. High perfor-
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mance N-face GaN/AlGaN devices grown on a sapphire substrate using metal-organic
chemical vapor deposition are described in [77]. A new method of fabricating N-face
GaN/AlGaN HEMTs through layer transfer technology was introduced by Jinwook et
al. [70]. This fabrication technique allows for N-face devices with a maximum drain
current 30% higher than in Ga-face devices, and an RF performance comparable to the
state-of-the-art Ga-face devices.
In this chapter, we first introduce the theory of spontaneous and piezoelectric
polarization in Wurzite group-III-nitrides. Then, we demonstrate the agreement be-
tween our simulation approach and experiment, focusing in particular on a device lay-
out proposed by Nidhi et al. [10]. We subsequently analyze the effects of the gate length
scaling on both the DC and RF device performance. We then investigate the effects of
shortening the access regions, and finally, we study the enhancement configuration of
the N-face structure.
An overview of the polarization characteristics of HEMT devices is presented
in Section 3.2. The structure of the device analyzed is described in Section 3.3, where
the simulation setup is summarized as well. The effects of the gate scaling are dis-
cussed in Section 3.4. In Section 3.5, the effect of shortening the access regions is
studied. The performance of enhancement mode devices is investigated in the next
section. Conclusions are finally drawn in Section 3.7.
3.2 Polarization Engineering in GaN HEMTs
Wurzite group III-nitrides show large polarization fields that can be exploited for device
engineering purposes. The spontaneous and piezoelectric polarization of AlN and GaN
can indeed be up to ten times larger than in conventional III-V (i.e. GaAs) and II-VI
cubic compounds [78]. Polarization discontinuities in AlGaN/GaN heterostructures
result in a sheet of net positive polarization-charge at the AlGaN/GaN heterointer-
face. Free electrons will tend to compensate this polarization charge, creating a two
dimensional electron gas which acts as the channel in GaN HEMTs. In particular,
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Table 3.1: Ideal and predicted real c/a ratio comparison for binary wurtzite group III
nitrides [1]
InN GaN AlN
a 3.585 A˚ 3.199 A˚ 3.110 A˚
ideal c/a 1.633 A˚ 1.633 A˚ 1.633 A˚
real c/a 1.618 A˚ 1.634 A˚ 1.606 A˚
the field induced by the piezoelectric polarization, due to strain at the AlGaN/GaN
heterostructure, is more than five times larger than in AlGaAs/GaAs heterostructures,
with values up to 2 MV/cm. The spontaneous polarization can cause electric fields up
to 3 MV/cm [9]. Furthermore, the spontaneous polarization increases with the non-
ideality of the crystal structure, and is found to be larger in AlN than in GaN due to
the larger mismatch between ideal and real (obtained from experiments as well as the-
oretical predictions) c/a ratio in AlN layers [1] (see Table 3.1). Thus, AlGaN layers
show larger polarization with increasing Al concentrations. This allows for high carrier
concentration at the heterointerface even for relaxed heterostructures (i.e. in absence
of piezoelectric field), because of the difference in spontaneous polarization between
GaN and AlGaN materials.
Strain in epitaxial layers is due to lattice mismatch and/or mismatch of the
thermal expansion coefficients with the substrate layer. This strain leads to a piezo-
electric effect along the [0001] direction parallel to the c-axis in wurtzite GaN based
heterostructures [79]. The resulting piezoelectric polarization can be obtained from the
polarization coefficients, which are almost one order of magnitude larger than in con-
ventional III-V materials, such as GaAs, due to the stronger polar nature of the group-III
nitrides [80].
Assuming that the length of the hexagonal edge of the relaxed unit cell is a0,
and that the unit-cell height is c0, the piezoelectric polarization induced along the c axis
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can be written as [1]:
PPE = e33εz + e31(εx + εy), (3.1)
where the coefficients
εz =
c− c0
c0
,εx = εy =
a−a0
a0
, (3.2)
are the strains along the c axis and in the basal plane, respectively. Here, e33 and e31
are the piezoelectric coefficients, while a and c are the lattice constants of the strained
layer. The relationship between lattice constants in AlGaN is given by
c− c0
c0
=−2C13
C33
a−a0
a0
, (3.3)
where C13 and C33 are the elastic constants.
The piezoelectric polarization is given by substituting (3.2) and (3.3) into (3.1):
PPE = 2
a−a0
a0
(
e31− e33
C13
C33
)
, (3.4)
where a0 is the length of the hexagonal edge of the relaxed unit cell, a and c are the
lattice constants of the strained layer, e33 and e31 are the piezoelectric coefficients, and
C13 and C33 are the elastic constants. The orientation of the polarization is defined such
that the positive direction is from the N anion towards the Ga or Al cation. Furthermore,
since the inequality (
e31− e33
C13
C33
)
< 0, (3.5)
is valid for all Al compositions in the AlGaN system, the piezoelectric polarization
is negative for tensile strain and positive for compressive strain [81]. Therefore, the
polarization vector points from the cation to the anion for tensile strain, and vice versa
for compressive strain.
In epitaxial heterostructures, when a thin AlGaN film is grown on a thick GaN
layer, the strain in the AlGaN layer is tensile, whereas the resulting strain is compres-
sive when a GaN layer is grown on a relaxed AlGaN layer. Since the spontaneous
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polarization values of group III - nitrides is negative [81], the orientations of the piezo-
electric and spontaneous polarization vectors in the AlGaN layer are parallel in the case
of tensile strain, and anti-parallel in the case of compressive strain. The total polariza-
tion within a layer can then be expressed as
P = PPE +PSP, (3.6)
where PPE and PSP are the piezoelectric and spontaneous polarization, respectively. The
polarization changes substantially within two heterostructure layers, and the total net
polarization is where PPE and PSP are the piezoelectric and spontaneous polarization,
respectively. For the heterostructure being considered here, the polarization changes
substantially within the bilayer, and the total net interface polarization-induced charge
is associated with the gradient of the polarization
σP =−▽P. (3.7)
Let us consider now a heterostructure system with a thin AlxGa1−xN layer grown on an
AlyGa1−yN layer, having a different molar fraction. If y < x, the AlGaN layer would be
under tensile strain, and the spontaneous and piezoelectric polarization vectors would
point in the same direction. If y > x, the strain is compressive and the resulting polar-
ization vectors are anti-parallel.
Linear interpolation of the parameters representing the physical properties of
AlN and GaN can be used [9] in order to calculate the polarization-induced charge den-
sity in the alloys. The spontaneous polarizations in the two layers, PSP(x) and PSP(y),
can then be expressed as
PSP(x) = [xPSPAlN +(1− x)PSPGaN ],
PSP(y) = [yPSPAlN +(1− y)PSPGaN ].
(3.8)
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As a result, the polarization-induced sheet charge density at the pseudomorphically-
grown AlxGa1−xN/AlyGa1−yN heterointerface yields:
σP =
[
PAlyGa1−yN −PAlxGa1−xN
]
uˆp· xˆ
= {[PSP(y)−PSP(x)]−PPZ(x)} uˆp· xˆ
= [PSPAlN −PSPGaN ](y− x)uˆp· xˆ
−2a(y)−a(x)
a(x)
(
e31(x)− e33(x)
C13(x)
C33(x)
)
uˆp· xˆ,
(3.9)
where
a(x) = [xaAlN +(1− x)aGaN ],
a(y) = [yaAlN +(1− y)cGaN ],
(3.10)
are the lattice constants of the epitaxial and the substrate layers, respectively. uˆp is
the unit vector that points from the N anion towards the Ga or Al cation, while xˆ is
the unit vector that defines the growth direction. The piezoelectric coefficients of the
AlxGa1−xN, e33(x) and e31(x), as well as the elastic constants C33(x) and C31(x), can
also be obtained by linear interpolation.
The different growth directions and atomic layer terminations for Ga-face and
N-face materials define the direction of positive polarization as shown in Figure 3.2.
In Ga-face terminated layers, the Ga anions are on the top surface, so the positive po-
larization direction points toward the surface. Thus, the piezoelectric polarization due
to the spontaneous and the tensile strain points toward the substrate, while the com-
pressive piezoelectric polarization points toward the surface for Ga-face. The positive
direction points toward the substrate for N-face terminated layers where the N-cations
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Figure 3.2: Schematic drawing of the crystal structure of wurtzite Ga-face and N-face
GaN [9].
are on the top surface. Hence, all the polarization directions are flipped over in Ga-face
devices, as compared to N-face ones.
Therefore, different combinations of polarization discontinuities in AlN/GaN
(or AlGaN/GaN) heterostuctures can result in a sheet of positive polarization net charge
at the AlN/GaN interface, as shown in Figure 3.3. For instance, tensile strained AlGaN
grown over relaxed Ga-face GaN (Figure 3.3.b) will result in an electron channel lo-
cated at the top side of the Ga-face GaN lower layer. For the N-face case, a sheet
of positive polarization net charge at the heterointerface is obtained for compressively
strained N-face GaN grown over relaxed AlGaN (Figure 3.3.e). This results in a elec-
tron channel located at the bottom side of the N-face GaN upper layer. Similarly to
this last case, a N-face vertical structure made of, from bottom to top, a relaxed GaN
buffer, a tensile strained AlGaN (i.e. thinner than the critical thickness) with lattice
constant constraint to be equal to the one of the GaN the substrate, and a consequently
non-strained GaN channel layer, will results in a 2DEG located at the bottom side of
this last top layer. This last configuration is the most common for N-face GaN HEMTs.
59
Figure 3.3: Polarization induced sheet charge density and directions of the spontaneous
and piezoelectric polarization in Ga- and N-face strained and relaxed AlGaN/GaN het-
erostructures [9].
3.3 Device Structure and Simulation Method
The layout of the device described in this work is illustrated in the left side of Figure 3.4,
and is made of a GaN/AlN/GaN heterostructure grown on a semi-insulating SiC sub-
strate by metal-organic chemical vapor deposition. The heterostructure consists, from
bottom to top, of 600 nm of unintentionally doped GaN followed by a 5.5 nm Si-doped
GaN layer and a 4 nm GaN spacer layer. On the top of this stack, the AlN barrier
and the GaN channel layers have been grown. The use of an AlN barrier layer instead
of AlGaN reduces random alloy scattering1as a mechanism limiting low-field electron
mobility [73] and improves charge confinement [10]. A silicon-doped layer was used
to supply charges to the channel and prevent modulation of slow-responding trap states
near the valence-band edge at the bottom AlN/GaN interface [70]. The electrons were
further separated from the dopants by a GaN spacer layer to reduce remote ionized
1While only the fraction of the wave function penetrating the AlGaN would feel the random alloy, the
presence of the alloy leads to a rougher interface. The latter would, in turn, lead to enhanced scattering
of the carriers in GaN. We do not distinguish these differences here.
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Figure 3.4: LEFT: Schematic cross-section of the simulated N-face HEMT. RIGHT:
Conduction band profile, and carrier distribution (black points) corresponding to a bias
of 0V on the gate and 0V on the drain.
impurity scattering. The source-gate and gate-drain separations are 0.5 µm and 1 µm,
respectively, while the gate length is set to 0.7 µm.
As mentioned in the Introduction of this chapter, the presence of the AlN layer
enhances the confinement of the electrons in the channel. In fact, the large polarization-
induced electric field in the AlN layer raises the conduction band edge of the GaN buffer
with respect to the GaN channel, creating a potential barrier against carrier diffusion
in the bulk layer. This property is highlighted in the right side of Figure 3.4, showing
the carrier distribution (black points, at VGS = 0 V , VDS = 10 V ) superimposed on the
conduction band profile of the simulated device. More details on that device can be
found in [10], where all the characteristics of the sample used to obtain the experimental
data are reported.
To account for the large polarization discontinuity present at the AlN/GaN het-
erointerfaces, explicit sheets of charge were placed at these interfaces following the
formulation reported in Section 3.2. The large polarization-induced charge of opposite
sign present at the two AlN/GaN heterointerfaces compensate each other, due to the
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Figure 3.5: LEFT: Comparison of simulated (lines) and measured (dots) ID−VD char-
acteristics of the HEMT. The gate voltage VG is varied between 2 and −1 V with a bias
step of ∆VG = 1 V . RIGHT: ID-VG characteristic and the corresponding transconduc-
tance resulting from the CMC results for a drain bias of VD = 10 V .
lack of free holes to compensate the negative sheet charge [82]. A silicon-doped layer
was therefore used to supply charges to the channel [70]. The material characteristics
(e.g. bandstructure or phonon dispersion) are calculated in the basis formed by the
primitive vectors of the reciprocal Bravais lattice. The rotation of the crystal needed to
simulate N-face GaN is therefore performed by simply rotating these three primitive
vectors. Confinement of the 2-DEG at the AlGaN/GaN interface leads to quantum
phenomena, such as charge setback and quantization of energy levels [48], which must
be taken into account when charge distribution inside a HEMT device is modeled.
In the left side of Figure 3.5, we show a comparison of the simulated (dashed
lines) and the measured (dots) ID-VD characteristics of the HEMT [10]. As it can be
seen, the simulation results show a very good agreement with the experimental data.
The ID-VG characteristic and the corresponding transconductance are illustrated in the
right side of Figure 3.5. The device exhibits a high transconductance peak of about
340 mS/mm for a gate voltage of VG = 4 V . However, this value is certainly over-
estimated, since self-heating effects have not been taken into account in the present
calculations [11]. Moreover, we should underline that for gate voltages larger than 3 V
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we observed the formation of a secondary channel at the top of the SiN/GaN interface.
This secondary channel becomes comparable, in terms of electron density, to the main
channel for a gate voltage of 6 V . Furthermore, at such high gate voltages, the leakage
current due to tunneling through the SiN insulator would not be negligible anymore.
However, the gate leakage was not investigated in this work.
3.4 Gate Length Scaling
High-power operation has been achieved by GaN HEMTs in the millimeter wave fre-
quency range. In order to improve the high-frequency performance, the gate length LG
of the device has to be reduced. However, for short gate lengths, short channel effects
such as threshold-voltage shift, soft pinchoff, and high sub-threshold current occurs,
due to the poor confinement of the electrons in the 2DEG channel, which reduces the
modulation efficiency of the gate [83]. In the N-face structure considered here, the AlN
layer forms a back barrier reducing short channel effects. The use of AlN provides
strong back-barrier confinement of the 2DEG under high electric fields for device scal-
ing [73].
Gate Length Scaling Effect on DC Performance
In order to investigate the effects of the gate length scaling on the DC performance, the
ID−VD characteristics for LG = 700 nm, 600 nm, 450 nm, 300 nm, 150 nm, 100 nm, and
50 nm were simulated as shown in Figure 3.6. As it can be seen, decreasing the gate
length,increases the drain current – and consequently the transconductance peak value
– leading to an improvement of the device performance. However, a threshold shift
toward negative values, caused by the drain induced barrier lowering (DIBL) effect, is
present for a gate length of 100nm. It is interesting to notice how the peak electric field
along the channel decreases with the gate length. As shown in Figure 3.7, the reduction
of the channel portion modulated by the gate, and therefore its resistance, leads to a
decrease of the voltage drop in this region and, as a consequence, of the electric field at
the drain end of the gate.
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Figure 3.6: ID−VD characteristics (solid lines), and transconductance (dashed lines) of
the GaN HEMT analyzed obtained varying the gate length from LG = 700 nm to LG =
100 nm.
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Gate Length Scaling Effect on RF Performance
To understand how the gate scaling influences the RF performance of the device, we
analyzed its frequency response by varying the gate length. The cut-off frequencies for
different gate lengths were extracted through small-signal analysis and by evaluating
the electron transit time under the gate, as described in Chapter 2, and the results are
shown in Figure 3.8. As it can be seen, the cut-off frequency scales almost linearly
with the inverse of the gate length down to LG = 150 nm. This is due to the fact that
the scaling reduces the transit time of the carriers across the region under the gate, but
does not increase the velocity that is already at the maximum value due to carrier valley
transfer, as we can see from Figure 3.9. Moreover, the carriers in the gate region are
accelerated up to the maximum velocity overshoot value, but they do not have the time
to slow down to the lower maximum steady-state velocity value, which is 2.5× 105
m/s in GaN. For gate lengths below 150 nm, the decreasing aspect ratio and increasing
effective gate length prevent a cut-off frequency linear scaling. This issue related to
short-channel effects is further investigated in Chapter 5. The effects of scaling on
the electron velocity across the N-face HEMT channel are shown in Figure 3.9 for
LG = 700, 600, 450, 300, and 150 nm. Good agreement between the two fT extraction
methods was found.
3.5 Impact of Access Region on Device Performance
In order to get insight about how the access region lengths influence the performance of
the device, both DC and RF analysis were performed on the HEMT device by scaling
both the gate-source and gate-drain access region by an equal factor. The resulting DC
characteristic are shown in Figure 3.10 where we can see that the decrease of the access
region resistances consequent to the adopted scaling leads to an important increase in
the device transconductance. Differently from the previous case, decreasing the gate-
source and gate-drain distance does not cause short-channel effects and does not change
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the threshold voltage of the device. This peculiarity is an important advantage for
circuit design, since it allows a better control of the device characteristics. Figure 3.11
shows how the electric field along the channel changes when varying only the source-
gate distance (dashed curves) or the length of both access regions (solid curves). As it
can be seen, the size of the source access region does not particularly influence the peak
value of the electric field. On the other hand, shrinking the gate-drain distance increases
the voltage drop in the region under the gate and, therefore, the maximum electric field
in the device. In this case, the frequency response of the device was analyzed. An
improvement of the cut-off frequency of about 10% was found for the LG = 700 nm
device, with access region lengths 75% shorter than the original ones.
3.6 Enhancement and Depletion mode
In the Ga-face layouts, an enhancement mode device is created by recessing the AlGaN
barrier layer in order to obtain a very small gate-to-channel distance. In the N-face
configuration, the same results can be achieved by adding an AlGaN cap layer under
the gate insulator (or replacing it with such layer). The reverse polarization field in
an AlGaN cap grown on a N-polar GaN channel depletes the channel, and raises the
conduction band. This can be used to build an enhancement-mode device without a gate
recess [84]. Here, the enhancement mode device has been obtained from the depletion
configuration by substituting the SiN layer under the gate with an AlxGa1−xN cap layer.
The AlGaN cap polarization effect is shown in the left side of Figure 3.12, where the
conduction band of the depletion and enhancement mode device are compared for an
AlGaN molar fraction of x = 0.5. For molar fractions larger than x = 0.5 , and related
larger band raising underneath the gate, the effect of the valence band should be taken
into account including holes in the simulation
The ID-VG characteristics and transconductance of the enhancement N-face HEMT
for different Al concentrations up to x = 50 are shown in the right side of Figure 3.12.
As expected, by increasing the Al molar fraction of the cap layer, the polarization-
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Figure 3.12: LEFT: Conduction band profile for the Depletion (solid line) and En-
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gate and 0V on the drain. RIGHT: ID-VG (solid line) and gm-VG (dashed line) char-
acteristic of the enhancement mode N-Face device for different AlGaN molar fraction
values evaluated at a drain bias of 10 V .
induced sheet of charge at the upper GaN/AlGaN heterointerface increases, and the
threshold voltage consequently shifts toward positive values. The gate leakage current
due to the forward biased Gate/AlGaN Schottky junction was not investigated.
3.7 Conclusions
In this chapter, a complete characterization of a state-of-the-art N-face GaN HEMTs
been performed using experimental data to calibrate the few adjustable parameters of
the simulator. The RF properties of the device have been analyzed through the Fourier
decomposition method and related to the electron dynamics in the channel in terms
of the average velocity under the gate for different gate lengths. The influence of
the access regions on both DC and RF performance has been studied as well. The
simulations indicate that shortening the gate-source and gate-drain distances allows a
significant improvement in the DC device performance. However, an increase of the
maximum electric field is generated by this operation and must be taken into account
during the device design phase. Finally, the enhancement mode configuration of the
N-face structure has been analyzed.
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Chapter 4
Comparison of N-face and Ga-face GaN HEMTs
4.1 Introduction
In spite of their very high potential, N-face GaN HEMTs show performance that is
still inferior to the one of Ga-face devices mainly due to the relatively inferior material
quality. As the material growth issues of N-face structures improve, it becomes of
interest to understand whether the N-face HEMT technology can achieve significantly
better performance than the Ga-face technology, and methods to compare the different
structures in a systematic way are necessary [23, 24]. In this chapter, we propose three
different Ga-face configurations in order to perform a DC and RF fair comparison with
the N-face configuration in terms of same gate-to-2DEG distance and capacitance.
We like to stress that the main aim of this work is not to offer optimized lay-
outs for Ga and N-face HEMTs; here we rather try to compare devices built with two
different technologies in order to identify the favorable aspects of each choice. The
issue of how to compare devices based on different configurations of the same material
is very similar to the one arising when attempting a comparison between devices built
with different materials: finding a fair benchmark is an arduous task. We think that our
approach succeeds in this task, but we are aware of the possibly controversial nature of
some of our layout and testing choices. We first discuss the approach chosen for the
comparison in Section 4.2. Then, we analyze the effects of the gate scaling on the DC
and RF device performance in both technologies in Section 4.3. Conclusions are finally
drawn in Section 4.4.
4.2 Comparison between N-face and Ga-face Technology
In order to investigate the advantages of the new N-face technology on the Ga-face
one, we attempted a comparison of the DC and RF performance of both devices. The
simulated N-face device is the one already described in Chapter 3, which we have ex-
perimental data for. As shown in Figure 4.1, the Ga-face structure used to perform
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Figure 4.1: Comparison of the simulated N-face (left) and Ga-face (right) HEMT lay-
outs
the comparison was directly derived from the N-face structure and kept as similar to it
as possible: the GaN channel layer and the AlN barrier layer were swapped, the cor-
responding primitive vectors were rotated, and the Si-doped layer was removed. Fur-
thermore, in order to obtain a fair comparison between the two different structures, we
imposed the condition that the integral of the charge along the perpendicular direction
to the channel is the same in both structures when the bias is VG = 0 V and VD = 0 V .
That is, we impose the constraint that both structures produce the same channel charge.
Only in this way is the comparison fair.
As mentioned in the Introduction of this chapter, the presence of the AlN layer
in the N-face configuration enhances the electron confinement in the channel with re-
spect to the Ga-face one. Indeed, the large polarization-induced electric field in the
AlN layer raises the GaN buffer conduction band edge with respect to the GaN chan-
nel, creating a potential barrier against carrier diffusion in the bulk layer. This property
is highlighted in Figure 4.2, showing the carrier distribution (black points, at VGS = 0 V ,
VDS = 0 V ) superimposed to the conduction band profile of the simulated devices. In
Figure 4.3, a comparison is shown of the simulated ID-VD characteristics of the N-face
(solid lines) and Ga-face devices (dashed lines). The ID-VG characteristic and the cor-
responding transconductance are illustrated in Figure 4.3. The N-face device exhibits a
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higher transconductance peak of about 340 mS/mm for a gate voltage of VG = 4 V . As
we can see, both the drain current and the transconductance provided by the N-face de-
vice are about 15% higher with respect to the one in the Ga-face configuration, which
exhibits a peak transconductance of 300 mS/mm for the same gate voltage. However,
the obtained peak transconductance values are overestimated, with respect to the ex-
perimental values (simulated 340 mS/mm versus experimental 240 mS/mm), due to the
self-heating effects not taken into account in the present work [11], and the non-ideality
related to real N-face material growth issues.
This first transconductance data can lead to the conclusion that the N-face de-
vice is much more efficient than the Ga-face device. However, the device performance
depends on different aspects that are not correlated with the polarization type. In fact,
the gate-to-channel distance and the dielectric constant of the upper layer play an im-
portant role in the device performance, and it is evident from Figure 4.2 that the N-face
device has higher gate-to-channel capacitance.
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corresponding transconductance for a drain bias of VD = 10 V .
In order to take into account these features and obtain a fair comparison, we an-
alyzed other two device configurations. In the first one, we added a second constraint to
the gate-to-channel distance, designing the Ga-face to obtain the same vertical distance
between the gate and the carrier density peak in the channel, similarly to the N-face de-
vice. Finally, we defined a second configuration that further reduces the gate-to-channel
distance in the Ga-face device in order to have the same gate-to-channel capacitance
as the N-face device. In this way, we mitigated the effect of the lower AlN dielectric
constant. This last configuration allowed us to isolate the inherent back-barrier effect
on the device performance.
The charge densities along the direction perpendicular to the channel for the
three configurations considered are shown in Figure 4.4. The improved carrier confine-
ment in the N-face configuration is also particularly evident in the figure. The contact
resistance is kept constant in all configurations in order to reduce as much as possible
the differences between the device structures studied.
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The ID-VG characteristics, and the corresponding transconductance, of the N-
face (solid lines) and Ga-face (dashed lines) devices, are illustrated in the upper panel
of Figure 4.5. It can be seen that most of the current increase is due to the different
channel-to-gate distance. The dielectric constant of the layer between the gate and the
channel plays, however, an important role as shown by the curve related to the equal
gate-capacitance configuration: setting the gate-to-channel distance in order to obtain
the same gate capacitance yields a very similar transconductance peak values for both
the Ga- and N-face configurations. In this case, only for high VGS values, an improve-
ment of the N-face device performance can be observed due to the better carrier con-
finement. Moreover, the N-face device exhibits a broader and flatter transconductance
that will allow better linearity under large signal operations. Furthermore, when eval-
uating the drain current and the transconductance for a low drain voltage of VD = 5 V ,
we can see from the lower panel of Figure 4.5 that the N-face device performs better
than any other Ga-face configuration.
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It must be noted that the interface roughness, not included in the present work,
may also play an important role when comparing the N-face and the Ga-face technol-
ogy. Indeed, the negative gate bias of such depletion mode devices pushes the electrons
away from the gate. This results in the fact that the electrons are pushed toward the
back barrier (i.e. the GaN/AlN heterojunction) in N-face devices, while the electrons
are pushed away from the barrier (i.e. the AlN/GaN heterojunction) in Ga-face devices.
Thus, a larger scattering due to interface roughness is expected to occur in N-face de-
vice.
4.3 Back Barrier Effect on Device Scaling
Short gate lengths are usually coupled with the occurrence of short channel effects such
as threshold-voltage shift, soft pinchoff, and high sub-threshold current, due to the poor
electron confinement in the 2DEG channel, which also reduces the gate modulation
efficiency [83] as further discussed in Chapter 5. In the N-face structure analyzed,
the AlN forms an inherent back barrier for reducing short channel effects, forming a
strong back-barrier confinement of the 2DEG at high electric fields, which facilitates
the device scaling [73]. To understand the effects of the barrier layer on scaling, we
analyzed the DC and the frequency response of the N-face and the Ga-face devices in
the last two configurations, by varying the gate length.
Gate Length Scaling Effect on DC Performance
In order to investigate the effects of the gate length scaling on the DC performance,
the ID −VD characteristics for LG = 700 nm, 300 nm, and 150 nm were calculated
and are shown in Figure 4.6 for the two cases analyzed: Ga-face and N-face with the
same gate-to-channel distance, and Ga-face and N-face with the same gate-to-channel-
capacitance. As we can see, decreasing the gate length increases the drain current –
and consequently the transconductance peak value – leading to an improved device
performance. However, a threshold shift towards negative values, caused by the drain
induced barrier lowering (DIBL) effect, is also detected. This trend is present in both
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N- and Ga-face structures, even though this phenomenon is accompanied by an higher
increase of the subthreshold current in the Ga-face devices. Moreover, from Figure 4.7
we can see that, for the low drain voltage of VD = 5 V , the N-face device performs
better in terms of transconductance and maximum drain current, than the best Ga-face
configuration (i.e. same gate-to-2DEG capacitance).
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Gate Length Scaling Effect on RF Performance
To understand how the gate scaling influences the RF performance of N- and Ga-face
devices, we analyzed the frequency response at different the gate lengths. In order to
have a fair comparison, the Ga-face configuration with the same gate-to-channel capac-
itance was chosen for this analysis due to its similar DC characteristics with respect to
the N-face device. In particular, the cut-off frequency is evaluated for a drain voltage
of VD = 10 V where the two devices exhibit almost the same peak transconductance.
The cut-off frequency for different gate lengths is shown in Figure 4.8 for both the
N- (solid line) and Ga-face (dashed line) configurations. The values were extracted
through small-signal analysis as described in Chapter 2. As we can see, even though
the DC performance of the two devices is similar at the chosen bias point, the larger
carrier-confinement in the N-face configuration produces a larger cut-off frequency es-
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pecially at shorter gate lengths. In particular, the fT values range from about 20 GHz
for LG = 700 nm in both devices, to 99 GHz and 78 GHz for LG = 150 nm for the N-
and Ga-face, respectively. This behavior is highlighted by the dashed dot line, which
represents the cut-off frequency percentage improvement of the N-face respect to the
Ga-face devices, as a function of the gate length.
4.4 Conclusions
In this chapter, we reported a comparisons between N- and Ga-face structures were to
evaluate the potential of the newer N-face technology. In our analysis, structures of
the same gate-to-channel distance as well as same gate-to-channel capacitance were
investigated. Simulation results indicated that the N-face device allows larger cut-off
frequencies with respect to the Ga-face, especially at shorter gate lengths, primarily
because the improved carrier confinement reduces short channel effects. In general, the
most important conclusion of this study is that, when N-face and Ga-face devices are
properly compared, the N-face devices are advantageous due to the improved carrier
confinement obtained by this structure.
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Chapter 5
Highly-Scaled HEMT Optimization for Improved DC and High-frequency
Performance
5.1 Introduction
Short-channel effects set a limit to the performance achievable through aggressive de-
vice scaling, which aims to reduce the carrier transit time in the gate control region by
using deep sub-micron gate lengths. At such gate lengths, indeed, short-channel effects
heavily affect both the DC and the RF performance of the device [55, 25, 31].
Generally speaking, short channel effects in DC regime are related to threshold-
voltage shift, soft pinchoff, and high sub-threshold current due to the poor electron con-
finement in the 2DEG channel, which also reduces the gate modulation efficiency [83].
On the other hand, when the gate length is heavily scaled, the RF performance is af-
fected by the fact that the difference between the extension of the effective gate length
and metallurgical gate length cannot be neglected anymore. This results in a cut-off
frequency which is a sub-linear function of the gate length. A significant mitigation of
these short-channel effects can be achieved by down-scaling the gate-to-channel dis-
tance, d, with the gate length, Lg, to maintain a high aspect ratio, Lg/d, [85, 55]. On
the other hand, excessively decreasing d has serious limitations in terms of gate leakage
and reduction of the density and the carrier mobility in the 2DEG channel. In particu-
lar, in N-face devices (see Chapter 3 and 4), the electrons are pushed toward the back
barrier (i.e. the GaN/AlN heterojunction) with reducing d, which can results in a larger
scattering due to interface roughness. Thus, maintaining high Lg/d imposes stringent
trade-offs for device engineers. Conventional wisdom predicts for GaAs devices a min-
imum Lg/d of 2.5 - 6 [86, 87], whereas a larger value of Lg/d on the order of 10 is
found for GaN ones [88, 89, 90, 25, 31, 34]. However, Jessen et al. reported more
recently an even higher value of 15 for GaN transistors [85].
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Figure 5.1: InGaAs/InAlAs HEMT with InGaAs quantum well channel simulated lay-
out.
In this chapter, we study how the Lg and Lg/d scaling affect the RF and the
DC performance of state-of-the-art HEMT devices, focusing on the two different GaN
and InGaAs HEMT families and relating Lg/d to short-channel effects. The devices are
characterized only in terms of intrinsic transistor gate area and access region resistance,
as described in Chapter 2; furthermore, the effect of external parasitics is not taken into
account here. The GaN HEMT considered in this study is the N-face device already
described in Chapter 3, while the InGaAs device is a state-of-the-art InGaAs/InAlAs
HEMT with an InGaAs quantum-well channel and terahertz capabilityance [30]. The
InGaAs device layout in shown in Fig. 5.1 and is comprehensively described in [55]
and [91], where it was showed that fT can be significantly enhanced by scaling the gate
length and gate-to-channel distance appropriately, and a theoretical upper bound for fT
exceeding 3 T Hz was established. In the next sections we report an optimization in
terms of lateral and vertical scaling in order to maximize its frequency performance.
5.2 Effects of Aspect Ratio Scaling on DC performance
The impact of the aspect ratio on the DC performance was investigated by down scal-
ing Lg and keeping constant d at 15 nm for both the GaN and the InGaAs devices.
Moreover, the length of the access regions (i.e. source-to-gate and gate-to-drain spac-
ing) were kept constant in order to preserve the same access resistance for each device.
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Figure 5.2: Comparison of DC short-channel effects for the GaN (VD = 10 V ) (circles)
and InGaAs (VD = 2 V ) (triangles) devices. For each device material family, the device
with the largest Lg/d was used as reference for ∆Vth and as normalization for gm.
For each device family, the simulated device with the longest gate length is used as
reference to understand how the scaling changes the DC characteristics of the devices
with shorter Lg. This choice is due to the fact that short-channel effects are negligible
in devices with longer gate lengths due to their high aspect ratios (> 20).
We first discuss the threshold voltage, Vth, behavior in GaN devices. The thresh-
old voltage shift, ∆Vth, is shown in Figure 5.2 where devices with a high Lg/d values
(down to a value of 15) show small variation of Vth. The decreasing Lg/d due to the
Lg down-scaling leads to a shift of Vth, with respect to the Vth of the ”reference” device
with the longest Lg. A Lg/d value of 15 allows a ∆Vth less than 10% of the largest ∆Vth
obtained in the GaN device with the shortest Lg (Lg/d = 1). At the same time, a ratio
above 10 produces a ∆Vth value within 20% of the same largest ∆Vth. The observed ∆Vth
is related to a reduced shielding of the gate from the drain field due to the shorter Lg and
lower Lg/d as reported by Awano et al. [86], which results in a considerable influence
of the drain field on the potential distribution on the source side of the channel.
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Using an approach similar to the one used for the GaN devices, we evaluated
the InGaAs devices. From Figure 5.2, we can see that InGaAs devices with a value of
Lg/d down to 7.5 show significant ∆Vth that is about 10% of the largest ∆Vth obtained
in the Lg/d = 1 InGaAs device. A ∆Vth value of about 15% of the largest ∆Vth can be
observed for a ratio down to 5.
For comparison, a scaling of Lg with constant ratio Lg/d was also simulated
for InGaAs. We maintained Lg/d = 5 for the shorter devices (Lg < 75 nm), allowing
the gate-to-channel distance to scale down with the gate length. This was done by
increasing the gate recess depth (i.e decreasing d). The results show how the negative
∆Vth is greatly reduced, and that in some cases it decreases with decreasing Lg (and
related decreasing of d). This is due to both the reduction of short-channel effects
(i.e reduced Vth negative shift), as well as to the depletion of the 2DEG due to the
increased gate recess depth (i.e. gate closer to the 2DEG resulting in a Vth positive
shift). Indeed, these two effects are combined here, leading to a complete elimination
of the Vth negative shift.
The impact of aspect ratio and Lg scaling on the transconductance, gm, were
investigated as well for the sake of comparison. The gm values for the different gate
lengths were normalized with respect to the gm value of the device with the longest
Lg for each device family. The gm results are also shown in Figure 5.2, where we
verify that gm increases with decreasing Lg. However, gm starts dropping to values
even lower than the reference one as soon as the gate loses the ability of modulating
the channel due to short-channel effects and low Lg/d. In GaN devices, the maximum
gm is achieved for Lg = 112 nm, which corresponds to Lg/d = 7.5. On the other hand,
gm in InGaAs devices achieves larger normalized values, because the gm peak occurs at
shorter Lg = 60 nm, corresponding to Lg/d = 4. Observing the scaling with Lg/d = 5
in the InGaAs case, we can see that gm is heavily enhanced by the decreasing gate-
to-channel distance without showing reduced carrier mobility or excessive depletion in
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the 2DEG channel in this case. The reduced short-channel effects due to the constant
Lg/d = 5 scaling only plays a minor role in this particular situation.
These DC results, both for ∆Vth and gm, are compatible with what experimen-
tally found in InGaAs HEMTs by Kim and del Alamo [28], and in GaN HEMTs by
Jessen et al. [85]. Moreover, our simulations allow us to directly identify aspect ratio
requirements for the two different device families in terms of short-channel effect min-
imization: the GaN devices are more demanding in terms of aspect ratio than InGaAs
devices.
5.3 Effects of Aspect Ratio Scaling on RF performance
The same gate length scaling, with constant gate-to-channel distance, described in the
previous section was applied for the RF investigation. The cut-off frequency was ex-
tracted with small-signal analysis, and validated via a technique based on the electron
weighted average velocity in the gate region. Both the extraction methods are dis-
cussed in Chapter 2. The obtained fT values are surely overestimated, with respect to
experimental results, due to the fact that we are only simulating the intrinsic transistor
gate area and the resistance of the access regions without taking into account external
parasitics, which heavily affect RF performance.
The frequency performance of GaN devices for different Lg values is shown in
Figure 5.3, where the sub-linear behavior of fT versus 1/Lg is evident. Similarly to
the DC case, we proceed to quantify the RF short-channel effects, and this is done by
evaluating the deviation from the linear fT versus 1/Lg behavior. A ratio of 15 allows
a deviation less than 5%, while a ratio of 10 allows a deviation within 15%.
The InGaAs RF results are shown in Figure 5.4. As we can see, fT scales
linearly down to a Lg/d ratio of 7.5 for InGaAs devices, and the fT deviation from
the linear value is within 15% for a value of 4-5. Below this Lg/d value, the device
experiences a highly sub-linear fT scaling behavior due to heavy RF short-channel
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effects. A comparison between these last results and an InGaAs device scaling with
constant Lg/d of 5 is also shown in Figure 5.4. In this configuration, we allowed d to
be reduced with the reduction of Lg. As we can see, the device with constant aspect
ratio performs much better in terms of fT . Although the fT sub-linear trend is still
present, short-channel effects are noticeably reduced by preserving an acceptable high
aspect ratio.
5.4 Role of Aspect Ratio and Effective Gate Length
The effective gate length, as defined in [55] and in Chapter 2, was further investigated
and the plot of fT versus 1/Le f f is shown in Figure 5.3 for GaN, and in Fig. 5.5 for
InGaAs. The fT value is found to scale linearly with respect to 1/Le f f , regardless of
the device family and whether the aspect ratio is kept constant or not. Therefore, this
fT versus 1/Le f f linear relation depends on the carrier velocity in the channel that is
characteristic of the material, rather than on the particular adopted vertical geometrical
configuration. In particular, the much larger InGaAs electron velocity with respect to
the GaN one, results in a larger slope of this linear relation in InGaAs HEMTs with
respect to GaN devices.
The sub-linear fT scaling versus 1/Lg is due to the significant extension of the
gate fringing fields in short-channel devices. Thus, the effective gate length becomes
proportionally larger than the metallurgical gate length in highly-scaled devices, heav-
ily affecting the carrier transit time. Observing the values of Le f f associated to devices
with same Lg but different Lg/d in Fig. 5.5, we can see that Le f f is always smaller in the
case with high ratio Lg/d. Moreover, observing the difference between Le f f and Lg in
Figure 5.6, we notice that this difference remains constant as Lg is down-scaled in the
case where a constant ratio Lg/d is preserved by allowing d to be down-scaled as well.
Lastly, when comparing the values of Le f f associated to InGaAs and GaN devices with
same Lg and fixed d = 15 nm (from Fig. 5.5 and Figure 5.3), we verify that the InGaAs
HEMTs alway exhibit smaller Le f f than the GaN ones.
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These phenomena can be explained by evaluating and comparing the electron
velocity profiles in the channel. In Figure 5.7, we can see the velocity profile for two
InGaAs devices, both with Lg = 75 nm but with different Lg/d. We first notice how the
the velocity peak of 7.0×105 m/s is larger than the maximum bulk steady-state value,
which from our InGaAs bulk simulations is found to be 2.4×105 m/s with an electric
field of 3.1× 105 V/m. The bulk steady-state peak velocity is exceeded due to the
quick acceleration in the gate region, and the related electron velocity time overshoot.
Moreover, despite the velocity peak is the same for both the cases, Le f f is smaller for in
device with larger Lg/d (i.e. smaller d). This is due to a reduction of the fringing field
extension at the channel associated to higher Lg/d as reported by Jessen et al. [85] and
reduced gate-to-channel distance.
The velocity profile of an InGaAs and GaN device with same Lg = 75 nm
(Lg/d = 5) is compared in Figure 5.8. The GaN device exhibits velocity overshoot
as well with a peak velocity of 3.5× 105 m/s, where the GaN bulk simulated max-
88
x coordinate [nm] (gate source-end is at 0 nm)
a
ve
ra
ge
ve
lo
ci
ty
[m
/s
]
-50 0 50 1000.0x10
+00
2.0x10+05
4.0x10+05
6.0x10+05
8.0x10+05
InGaAs, LG = 75 nm , LG/d = 5, LEFF = 87 nm
GaN, LG = 75 nm , LG/d = 5, LEFF = 101 nm
∆L EFF
L EFF
Figure 5.8: InGaAs HEMT with d = 15 nm (triangles), and GaN HEMT with d = 15 nm
(circles) average velocity in the channel region and Le f f for Lg = 75 nm.
imum steady-state velocity is 2.5× 105 m/s with an electric field of 2.7× 107 V/m.
So, despite the two materials have similar maximum steady-velocity, InGaAs devices
can achieve much better frequency performance due to their higher transient overshoot
velocity related to their much higher mobility. Furthermore, we notice that the GaN
HEMT exhibits larger Le f f than the InGaAs at such low Lg/d value.
Moreover, the velocity in the access region is also much higher in the InGaAs
device. This is due to the fact that the InGaAs superior electron mobility allows elec-
trons to reach the velocity peak for lower electric fields than GaN (3.1×105 V/m versus
2.7×107 V/m). In the simulations, both devices had an access region electric field of
the same order of magnitude (105 V/m). While this higher velocity does not directly
translate in an improved fT , which is only due to velocity in the gate control region,
it allows a larger drain current. Anyway, if the electrons reach the acceleration point
(i.e. the beginning of the gate control region) with a higher initial velocity, they will be
able to achieve a higher overshoot transient peak velocity, with a positive impact on the
transit time and fT . In the InGaAs device, the access region velocity is slightly above
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the InGaAs bulk steady-state maximum values. In this particular device the source ac-
cess region length, Lsg, is 104 nm and the carriers do not have time to slow-down once
injected from the contact.
The relation between gate-to-channel distance and the effective gate length was
also investigated for the AlGaN/GaN HEMT with InGaN back-barrier described in
Chapter 6. As we can see from Figure 5.9, a reduced spacing between the gate and
the 2DEG channel reduces the extension of the fringing fields at the channel depth,
delaying in such way the electron acceleration point and reducing the transit length (i.e.
reduced Le f f ). This results in a much smaller transit time and a consequent improved
fT . By increasing the aspect ratio, Lg/d, (i.e. decreasing d) from 7.5 to 15, the fT of
the device with Lg = 100 nm improved from 150 GHz to 193 GHz
Also for this device, we can assess the improved frequency performance when
the gate-to-channel distance was down-scaled with the gate length as shown in the
right side of Figure 5.9. As we can see, the fT versus L−1g realtion deviates from the
linear behavior for very short-channel devices. This is due to the increasing weight of
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(Le f f −Lg) with respect to Lg. However, by decreasing the gate-to-channel distance
(i.e increasing Lg/d) we can reduce this deviation by containing Le f f . In particular,
this deviation occurs as soon as Lg/d drops below 15 in GaN devices and, as previously
discussed, we were able to improve fT of the Lg = 100 nm device from 150 GHz to 193
Ghz, by using a reduced d = 7 nn corresponding to Lg/d = 15. This fT value almost
corresponds to the theoretical linear scaling value of 200 GHz achievable with this GaN
device by down-scaling the device preserving a minimum aspect ratio for GaN-based
devices of 15. On the other hand, it must be underlined that an excessively reduced
gate-to-channel distance may result in fabrication issues, such as additional material
defects due to a gate recess or reduced distance between surface traps and the 2DEG
channel, and may not be always feasible in real device. Moreover, we can also see from
Figure 5.10 that the relation between fT and L−1e f f is linear for this device as well in both
cases with constant d and variable d. Thus, as discussed before, this linear relation is
not dependent on the device geometry, but it is rather a property of the material and its
slope is related to the material characteristic velocity.
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Figure 5.11: Separated scattering mechanism along the channel in linear (left) and
logarithmic scale (right).
The contributions of the different scattering mechanisms limiting the electron
velocity in the critical electron acceleration region (i.e. the source-side edge of the
effective gate length) and along the channel are shown in Figure 5.11. This plot was
obtained by simulating the device with the conventional Monte Carlo algorithm to ob-
tain the information associated to the separate scattering mechanisms with the same
approach described in Section 6.5. As we can see, the impurity scattering (due to the
unintentional doping of Nd = 1×1015 cm−3 in GaN devices) is the dominant mecha-
nism in the low electric field region located at the source-side of the drain. The optical
phonon emission scattering also plays a role. On the other hand, as soon as the electrons
transit past the drain-side edge of the gate, where the peak electric field is located (see
Figure 6.5), the acoustic phonon deformation potential scattering suddenly becomes
the dominant mechanism due to the high energy achieved by the carriers. We can also
see a region, located between 70 and 100 nm, where the number of occurring scattering
events is minimum due to the very low concentrations of electrons (as clear from Fig-
ure 6.3). In any case, past this region of minimum scattering, the increasing electron
density and in particular the largely increasing electric field boost the scattering rate.
Observing the low field region located at the beginning of Le f f in the same plot with a
92
logarithmic scale, we can see that the acoustic phonon deformation potential scattering
is more than one order of magnitude smaller than the other low-field dominant scatter-
ing mechanisms. This is due to the fact that the acoustic phonon deformation potential
is relevant only for high energy carriers.
5.5 Access Region Scaling for Improved Performance
A further improvement in ultra-short device performance can be achieved by down-
scaling the source-to-gate spacing, Lsg, wich results in a reduction of the access region
parasitic source resistance (Rsi). We investigated the impact of Lsg on gm and fT by
changing Lsg between 104-674 nm in the Lg = 76 nm InGaAs device characterized in
the previous section.
The Lsg scaling improves the DC performance in terms of transconductance
according to the common relationship:
gm =
gm0
1+gm0Rsi
, (5.1)
and we can verify a large gm improvement the simulated InGaAs HEMTs in Fig. 5.12.
Moreover, improved high-frequency performance in terms of fT for decreasing Lsg is
also shown in Fig. 5.12. Observing Fig. 5.13, we verify how the increased Lsg does not
affect Le f f , which is the same for all the Lsg. However, we notice a decreasing velocity
in the gate region for increasing Lsg, which is the origin of the reducing fT . How-
ever, lateral contacts located at the sides channel were used in the simulated devices.
Whereas, in real devices, the contacts are located above the channel, and electrons are
injected into the channel by tunneling through the InAlAs top cap layer. Therefore, the
validity of these last results may be affected by this simplified simulated layout. More-
over, we did not perform a Lsg scaling in GaN devices in order to verify whether the
same fT improvement is possible. On the other hand, increased fmax, but with no effect
on fT , is reported for GaN devices with reduced access region lengths in [92].
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5.6 Conclusions
We showed that when the gate length is down-scaled, Le f f becomes proportionally
larger than the metallurgical gate length. This heavily affects low aspect ratio devices
and is the critical factor limiting the RF performance of ultra-scaled devices. Moreover,
maintaining a high aspect ratio prevents Le f f from becoming excessively larger than Lg,
thus allowing improved RF performance by reducing the electron transit time. More-
over, the slope of the linear relation of fT versus 1/Le f f was found to be associated to
the device material family, and its characteristic carrier velocity in the channel, rather
than to a particular vertical geometric configuration. Further DC and RF performance
improvement for ultra-short devices can be achieved reducing the source-to-gate access
region length, and the related parasitic access resistance. GaN HEMTs were found to
be more demanding in terms of the minimum Lg/d than InGaAs devices. The larger
Le f f of GaN HEMTs compared with InGaAs devices with same Lg suggests that the
field distribution plays a major role in this picture. A shorter Le f f can be associated to
weaker fringing electric fields, which are in turn related to the larger InGaAs HEMT
relative dielectric constant in the layers between the gate and the 2DEG (12.5-14.5
in InGaAs-based devices versus 8.5-9.5 in nitride-based devices). Moreover, weaker
fields reduce the drain field influence on Vth, and reduce ∆Vth in InGaAs HEMTs. This
explains both the RF and DC reduced short-channel effects in InGaAs HEMTs.
We underline that GaN HEMTs with enhanced carrier confinement, such as N-
face and InGaN back barrier devices, represent a ”best case” in terms of short-channel
effects. Thus, conventional GaN HEMTs are expected to experience worse DC and RF
short-channel effects once Lg/d falls below the reported minimum values. Moreover,
we emphasize that our results, which do not take into account parasitics, represent an
ideal upper limit in terms of performance for real devices. Anyway, they still provide
meaningful guidelines for design aimed to device operating in the sub-millimeter band.
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Chapter 6
Effects of the Passivation Dielectric Constant on the RF Performance of
Millimiter-wave Power GaN HEMTs
6.1 Introduction
Large RF output power levels are commonly achieved in power GaN FETs through the
increasing of the breakdown voltage by using field plates that redistribute the electric
field [93, 94], and through the reduction of current collapse phenomena due to surface
traps [95, 96] by using surface passivation. A field plate consists in an extension of the
gate contact (in case of gate-connected field plates), or of the source contact (in case of
source-connected field plates) [2], over the gate-drain region. Field plates reduce the
voltage drop at the drain-edge of the gate, where the electric field peak is located, by
forcing a potential value immediately past the gate, close to the potential of the gate.
This results in the spreading of the electric field profile and a consequent reduction of
the field peak value. The DC to RF current collapse causes the RF power of GaN-
based HEMTs to be much lower than the one expected from the DC characteristics.
This is manifested by a significant frequency slump or collapse in the RF drain cur-
rent that severely reduces the output power and the power-added efficiency. The cause
of this phenomenon is widely reported in literature [95, 96] as due to the presence of
surface states between the gate and drain that deplete the channel with time constants
long enough to disrupt the RF modulation of the channel charge. In particular, during
large-signal operations, many electron are trapped in these surface states when the de-
vice output swing is at the extreme of the load-line, which corresponds to pinched-off
channel and high drain voltage (i.e. high electric field at the gate drain-edge). In these
conditions, trapped electrons are not able to contribute to the RF drain current (i.e.
long de-trapping time constant) once the gate modulation opens the channel bringing
the device to the other extreme of the load-line, which corresponds to open channel and
low drain voltage. A smaller peak electric field due to the use of a field plate reduces
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the device degradation due to the formation of additional traps by reducing the number
of trapped hot-carriers. The current collapse phenomenon, experimentally character-
ized through pulsed measurements, is commonly modeled with the concept of virtual
gate [96] that defines an additional depletion region, due to the negative charged sur-
face traps, adjacent to the gate where the traps are usually located. The number of traps
filled with electrons (i.e. the virtual gate potential) depends on the bias applied to the
real gate. On the other hand, the slow response of the electrons trapped in the gate does
not allow the virtual gate to respond fast enough to a high-frequency AC signal applied
to the actual gate. The virtual gate concept must not be confused with the concept of
effective gate length, discussed in Chapter 2 and further investigated in this chapter,
that conversely defines the gate actual control region where a high-frequency AC gate
signal is able to modulate the electrons in the channel.
SiN passivation is an established technology to effectively suppress surface
states [97] and to provide mechanical protection for the device. It also provides a
thick dielectric layer that enhances the effects of field plates. Other suitable dielectrics
reported in literature as passivation materials are BCB [98], Al2O3 [99], Sc2O3 [100],
and H f O2 [101]. Moreover, due to the suppression via passivation of the negatively
charged surface traps, the DC and RF performance also benefits from the increased
charge density in the 2DEG, which in turn results in increased transconductance and
reduced resistance in the access regions. On the other hand, the major negative effect of
these dielectric layers with large relative dielectric constant is a significant increase of
the gate fringing capacitances [85, 26, 25, 34] and parasitic capacitances. In particular,
the drain-to-gate feedback capacitance, Cgd , heavily affects the RF performance of the
device in terms of the maximum frequency of oscillation, fmax, due to the Miller effect
that multiplies the Cgd impact on the input capacitance by a factor corresponding to the
voltage gain [83]. Palacios et al. [12] reported improved small-signal high-frequency
performance after removing the SiN passivation layer from the top of an AlGaN/GaN
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device with a 25 nm barrier. More recently, by selectively removing the SiN dielectric
from the immediate gate vicinity, Sun et al. [102] reported superior frequency perfor-
mance with a very thin barrier (11 nm) InAlN/GaN device. Moreover, the passivation
dielectric constant and the trade-off between high-frequency versus high-power device
design was described by Pei et al. [103], while the impact of SiN passivation on the
small-signal parameters is reported in [104].
In this chapter, we further investigate these results by means of Monte Carlo
simulations and we focus in particular on the role of the passivation layer dielectric
constant with respect to the gate fringing fields, the parasitic capacitances, and the
nano-scale carrier dynamics. We provide an understanding of the role of the SiN layer
passivation independently from the surface trap suppression, and we show that there
is in fact a trade off between the beneficial effects of a surface passivation layer and a
degrading effect due to the change in electrostatics arising from the increased dielectric
constant. We first describe the simulation method and the simulated device structure in
Section 6.2. The effective gate length in relation to fringing capacitances is then inves-
tigated in Section 6.3. The carrier dynamics along the channel is further discussed in
Section 6.4. The profiles of electric field and scattering for high-voltage drain biasing
are shown in Section 6.5, while the related feedback capacitance and output impedance,
obtained through small and large-signal analysis, are discussed in Section 6.6. Conclu-
sions are finally drawn in Section 6.7.
6.2 Simulation Approach
The simulated device is a 100 nm gate length high-power GaN HEMT reported by
Palacios et al. [12], with an InGaN layer grown between the GaN channel and the
buffer layer, which acts as back-barrier. The simulated layout is shown in Figure 6.1.
From bottom to top, a GaN buffer layer is followed by a 1 nm In0.1Ga0.9N back-barrier,
a 11 nm GaN channel, and a 25 nm Al0.32Ga0.68N barrier. The gate is recessed in order
to have a gate-to-channel distance of 13 nm. The source-gate and gate-drain access
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Figure 6.1: Generic schematic cross-section of the GaN HEMT simulation domain.
regions are both 0.75 µm allowing high-power operations. Further details about the
simulator setup and the modeling approach can be found in [105]. In particular, the
agreement between simulated and experimental DC/RF results for this specific device
were previously reported by our group in [11] and is shown in Figure 6.2.
The main point of the present work is to show how the dielectric constant of the
passivation layer impacts the electrostatics and the carrier dynamics, which strongly
affects the frequency performance of the device. As such, we do not consider the re-
duction of surface traps between different passivation processes, as the specific purpose
of the present work is isolating the role of the dielectric constant by comparing similar
devices (i.e. same 2DEG density and same access region resistance). Furthermore, the
comparison between a high-dielectric and low-dielectric constant can also be thought
of as a simplified comparison between passivated and unpassivated (i.e. εr = 1) devices
only in terms of the dielectric constant, where the role of the different surface trap
densities is neglected. Within this scope, we investigate the difference between high-
dielectric and low-dielectric constant layers, in terms of carrier dynamics (i.e carrier
distribution and carrier velocity) and RF performance, by changing only the relative
dielectric constant, εr, of the whole area around the gate outside the semiconductor
as shown in Figure 6.1, and by conversely preserving the same polarization charge at
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Figure 6.2: Agreement between simulated [11] and experimental [12] DC (left) and RF
(right) characterization. The experimental fT is 153 GHz.
the different interfaces within the device and at the surface. In particular, we focus on
SiN passivation (εr = 7.5), but our results can be extended to any passivation material,
where the electrostatic effects discussed here will be enhanced/reduced by a different
εr. We also chose as reference for the low-dielectric constant case a value of εr = 1
(i.e. air), which represents an absolute lower-bound. We are aware that the one offered
here is not the complete picture of the many factors involved in the actual passivation
process, but our contribution aims to underline and isolate the impact of a basic mate-
rial property such as the dielectric constant in a complex parameter space in a manner
not feasible experimentally.
6.3 Effective Gate Length and Cut-off frequency
The cut-off frequency and the effective gate length, Le f f , were obtained via the same
technique based on the electron weighted average velocity in the gate region described
in Chapter 2. The effect on Le f f of the gate fringing capacitances located at the lower
edges of the gate was investigated by comparing a device with a dielectric constant
surrounding the gate corresponding to air with one corresponding to SiN. In particular,
we focus on a T-gate geometry with Larm = 0 because the impact of the upper T-gate
structure on the fringing electric field distribution located at the lower edges of the gate
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The reported fT is directly calculated from the transit time according to Eq.(2.16). The
transit time percentage contribution due the different sections of Le f f , with respect to
the total transit time, are reported in the SiN case. The electron density profile (circles)
is also shown. The devices are biased for maximum fT at VG = −2 and V VD = 6 V .
The gate source-end is set as origin of the axis.
is found to be negligible. Moreover, we want to isolate the role of the gate from the role
of the field plate, which can be thought of as secondary gate as discussed in the next
sections. The devices were biased for their maximum fT , which corresponds to VG of
−2 V and VD of 6 V as experimentally reported by Palacios et al. [12]. As seen from
Figure 6.3, the electrons in the SiN case start to accelerate about 20 nm sooner (x =
−25 nm) than the air one (x =−5 nm). This is due to the fringing capacitances, which
are enhanced by the larger dielectric constant of the SiN passivation. This extends
the gate control region at the gate source-end and consequently extends Le f f with a
detrimental effect on the total transit time. The velocity profile at the gate drain-end is
also extended in the SiN case, but it does not affect our Le f f definition. Moreover, the
position of the peak of the velocity is the same in both the devices at this bias point.
We can also verify the estimate of the extended Le f f , in the source-side of the gate
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area, from the electron concentration drop (i.e. depletion region) under the gate, which
marks the beginning of the gate control region.
The difference in the velocity profile in the gate source-end region, in particular
the starting point of the electron acceleration between the SiN and air cases, may at first
appear negligible. However, from Eq.(2.16) and Figure 6.3, we observe that the slowest
electrons, located in this region, have the highest impact on the transit time integral.
Intuitively, the added transit time, due to a shift of the acceleration starting point, of
the slowest electrons is much longer than the added transit time, due a shift of the peak
velocity position, of the fastest electrons located near the velocity peak. In other words,
the slow electrons at the gate source-end represent a ”bottleneck” for the total transit
time and the resulting in a substantial reduction of the frequency performance. These
results were confirmed by estimating fT also by small-signal AC analysis as described
in Chapter 2.
SiN passivation is critical in modern GaN HEMTs for surface trap suppression
and consequent current collapse reduction. We therefore simulated the same device
progressively increasing the SiN layer thickness. We found that a SiN passivation layer
thickness up to 5 nm yields a Le f f comparable with the same device with air. However,
this is no longer true for a 15 nm thickness layer. These results indicate how the fringing
capacitances are mainly affected by the dielectric constant of the material adjacent to
the gate lower edges. This observation would suggest that a favorable trade-off between
surface traps suppression and Le f f is possible by using thin SiN passivation layers.
However, very thin SiN passivation layers are not effective in fully eliminating surface
traps [106], suggesting that alternative passivation materials capable of effectively sup-
pressing traps even when thin layers are employed, such as Al2O3 [106, 107, 99], are
critical for future high-frequency high-power devices.
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Figure 6.4: Velocity profile along the channel in the air (solid line) and SiN (dashed
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6.4 Carrier Dynamics along the Channel
The discussion of the carrier dynamics along the channel is critical to fully understand
how important macroscopic device characteristics and phenomena such as frequency
response and self-heating are affected by nanoscale carrier transport behavior. Thus, the
devices simulated in the previous section were investigated in terms of their velocity-
field relation, electron k-space distribution, and scattering rate profile along the channel.
The devices were biased for their maximum fmax this time, which corresponds to a
higher drain voltage VD of 18 V as experimentally reported by Palacios et al. [12].
Moreover, this high VD enhances the difference between devices with SiN and air as
will be discussed later, and it is therefore helpful in our discussions.
We first discuss the role of the gate-connected field plate, which is usually
thought of as a secondary gate in series with the actual gate. In the velocity-field curve
of Figure 6.4, we can observe a second velocity peak located at a position along the
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channel corresponding to the edge of the field plate. Moreover, a large dielectric con-
stant of the passivation and a reduced T-gate height greatly enhance the control of the
field plate on the channel. In particular, the second velocity peak corresponds to a sec-
ond electric field peak along the channel, also located at the edge of the field plate.
That field, in combination with a second depletion region under the field plate, effec-
tively constitutes a second channel region under the control of the field plate. The drain
voltage plays a crucial role in defining the carrier distribution in this second channel
region. Specifically, the field, the velocity, and the depletion region are heavily depen-
dent on the drain voltage, and they are much more reduced when a low potential of 6 V
is applied (see Figure 6.14).
Accordingly to these observations, we chose the T-gate height of 80 nm and a
field plate length, Larm, of 500 nm as the reference case that best enhances differences
between the SiN and air cases. With this configuration, we can see in Figure 6.5 how the
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SiN large dielectric constant greatly enhances the field plate effectiveness. This because
the larger dielectric constant allows the T-gate / field plate to more effectively spread
the electric field distribution, and lowers the peak value as a consequence. A 45%
reduction of the peak electric field can be observed in this case due to the enhanced
control of the field plate, which in turn reduces the voltage drop at the edge of the gate.
The dependence of the electric field on the T-gate dimensions is further discussed in
the next section.
The velocity profile and the carrier dynamics can be further investigated from
these results as well. We first notice that the velocity peak occurs 20 to 40 nm before the
electric field peak in both cases. This occurs because the critical electric field, at which
a significant fraction of electrons transfer to higher mass satellite valleys, is consistently
lower than these electric field peak values. Thus, electrons achieve the peak velocity,
and start to slow down due to negative resistance effect, well before the electric field
reaches its peak. This also may explain why both devices exhibit the same peak velocity
despite much different peak electric fields, being the peak velocity a material property,
rather than a device property. The satellite valley population has to be only a few
percent of the total population in order to have velocity saturation [108]. Moreover,
the carriers in the gate region are accelerated by the rapidly increasing electric field
up to the out-of-equilibrium peak velocity overshoot value, and they do not have time
to slow down to the equilibrium lower maximum velocity value, which is 2.5× 105
m/s in GaN bulk simulations. The same considerations hold for the results shown in
the previous section with a lower VD of 6 V . However, unlikely the previous section
results, as shown in Figure 6.5, there is a 20 nm difference in the velocity peak position
between the SiN and air cases with VD = 18 V . This is due to the fact that at such high
VD, the difference in terms of electric field profile are much more pronounced. So, the
critical electric field in the device with SiN is reached later in the channel, as is clear
from the plot, and the velocity peak is shifted as a consequence. However, this velocity
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peak shift is not particularly critical in terms of frequency performance due to the high
velocity of the electrons in this region, which is related to a short transit time compared
to the total transit time as discussed in the previous section.
The electron energy, and the k-space electron distribution in the BZ, in relation
to the position along the channel, have been investigated as well. Observing the electron
energy profile in Figure 6.6, we notice that the energy does not decay as sharply as the
electric field does at such large drain bias. Moreover, its value is still consistently large
(about 2 eV ) even at positions in the channel where the velocity has almost completely
dropped and the electric field has decreased to relatively low values (i.e. 180 nm). This
is because the electrons remain in the high-energy high-mass satellite valleys because
of the large difference in density of states with respect to the Γ-valley, which lowers
the probability to scatter back to lower energies. In order to verify this statement, we
defined several 1-mesh-cell-length regions along the channel where we individually
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Figure 6.7: Average carrier distribution density in the momentum space at a position
along the channel corresponding to the electric field peak in a device with air. The elec-
tron density is normalized to the maximum value within each single averaging region
along the channel. The 3D Brillouin zone (normalized extension in the kz-direction
−1 to +1) was sliced with a plane corresponding to the minimum of the Γ-valley
(kz = 0), and with another plane corresponding to the minimum of the satellite val-
leys (kz = 0.87). The devices are biased for maximum fT at VG = −2 V and VD = 6 V
(left), and maximum fmax at VG = −2 V and VD = 18 V (right). The gate source-end
corresponds to the position x = 0.
computed the average k-space electron distribution. In such a way, we were able to
track the evolution of the momentum distribution along the channel with a 5 to 10 nm
resolution (depending on the local mesh size). The region extension along the vertical
direction included the entire thickness of the channel layer in order to take into account
all the electrons involved in the transport.
As we can see from Figure 6.7 in relation to a device with air, the large effective
mass satellite valleys are significantly populated in correspondence to the gate drain-
edge where the electric field peak is located. Moreover, the larger electric field at
larger drain bias (VD = 6 V and Expeak = 0.8×108 V/m versus VD = 18 V and Expeak =
1.8× 108 V/m) results in a larger satellite valley population. The mapping along the
channel at VD = 18 V can be seen in Figure 6.8, where the k-space distribution at
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Figure 6.8: Average carrier distribution density in the momentum space corresponding
to different positions along the channel in a device with air. The electron density is
normalized to the maximum value within each single averaging region along the chan-
nel. The 3D Brillouin zone (normalized extension in the kz-direction −1 to +1) was
sliced with a plane corresponding to the minimum of the Γ-valley (kz = 0), and with
another plane corresponding to the minimum of the satellite valleys (kz = 0.87). The
device is biased for maximum fmax at VG =−2 V and VD = 18 V . The gate source-end
corresponds to the position x = 0.
various relevant positions along the channel is shown. We clearly see that a significant
number of electrons, initially completely distributed within the Γ-valley, are already
transferred in the satellite valleys at a x-position corresponding to the velocity peak
(x = 90 nm). Then the satellite valley population achieves its maximum corresponding
to the position of the peak electric field (x = 120 nm). Finally, we can verify how the
population of the satellite valley is still significant even 100 nm past the electric field
peak (x = 200 nm). In this position, the electric field intensity is about a quarter of the
peak value. The satellite valley population eventually starts to drop around x = 300 nm
and it is completely gone around x = 400 nm. For the VD = 6 V bias, the drop of the
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Figure 6.9: Electron scattering profile along the channel in the air (solid line) and SiN
(dashed line) cases with Larm = 500 nm and T-gate height of 80 nm. The devices
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.
satellite valley population occurs much sooner, around x = 170 nm, due to the lower
electric field.
The electron scattering profile is shown in Figure 6.9, and we notice how the
peak value occurs past the electric field peak. This is related to the finite relaxation time
of electrons, which determines this delayed scattering peak. Moreover, the observed
scattering peak reduction between the SiN and air cases is proportionally smaller than
the difference in the peak electric field. The difference of peak position and peak value
increases with increasing drain voltages, and it is important in relation to self-heating
and thermal-management issues in high-power device modeling. The joule heating
is usually obtained as the dot product of the electric field and current density [109].
However, self-heating effects are related to electron-lattice interaction (i.e. phonons),
and this delayed scattering peak, where phonon scattering is a large fraction, would
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result in a hot spot located past the peak-electric field. Thus, a proper thermal modeling
has to follow an electron-phonon dynamics approach in order to take into account the
microscopic phonon emission non-locality near a strongly peaked electric field [110,
111, 112, 113].
6.5 High-power Biasing
The combined effect of the passivation dielectric and the T-gate on electric fields, scat-
tering, electron density, and feedback capacitance were investigated by comparing the
SiN and air cases with variable T-gate dimensions. The devices were biased with a
large drain voltage of VD = 18 V , which is usually required to keep the device in the
saturation region, accounting in such way for the load-line drain voltage swing, un-
der large signal operations in millimeter-wave power amplifiers. Moreover, such large
drain voltage corresponds to the device bias for maximum fmax as previously noted.
We first investigated the effect of the arm extension, Larm, on the electric field.
Larm was varied between 0 and 500 nm. The effect of Larm is minimal in the air case.
Moreover, the T-gate height of 80 -nm was again chosen as a reference case that best
enhances the differences in the SiN case, as discussed in the previous section. The
electric field simulated at the VD = 18 V bias is shown in the left side of Figure 6.10.
We first notice how the peak electric field is reduced in presence of the SiN, and this
occurs even in absence of an actual field plate structure (i.e. Larm = 0 nm). This is due to
the fact that the gate contact is still able to provide a field plate effect through the lateral
electric field originated from its sides. Increasing Larm reduces the peak electric field,
but this reduction behaves sub-linearly with respect of Larm. In any case, we notice how
increasing Larm extends the control of the field plate thought of as secondary gate, as
discussed in the previous section.
In order to verify the electric field distribution at the extreme of the load-line
(see Section 2.5), which occurs during the large signal RF swing (quiescent point of
VG = −2 V and VD = 18 V ), we also characterized the configurations just discussed at
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Figure 6.10: Electric field profile along the channel versus different T-gate arm lengths
(Larm) for the air (solid line) and SiN (dashed line) case with a T-gate height of 80 nm.
The devices are biased for maximum fmax at VG = −2 V and VD = 18 V (quiescent
point) (left) and VG = −7 V and VD = 28 V (extreme of the load-line) (right). The
vertical dashed lines represent the physical gate length (Lg) extension. The gate source-
end is set as origin of the axis.
VG = −7 V and VD = 28 V (load-line extreme with low current and high voltage). As
shown is in the right side of Figure 6.10, the maximum value achieved by the peak elec-
tric field is much larger in this second case (1.8×108 V/m versus 3.8×108 V/m), and
there is a relatively more pronounced secondary electric field peak (3.0×107 V/m ver-
sus 7.0×107 V/m). In particular, by observing the area of the electric field profiles (i.e
the voltage drop), we see that the difference between the voltage drop across the field
plate (i.e. past 250 nm) and the voltage drop across the gate drain-end is proportionally
larger the second case, corresponding to the extreme of the load-line. Therefore, the
larger is the drain voltage, the larger percentage of the total voltage between gate and
drain drops across the field plate.
The scattering rate profiles corresponding to the same set of simulations are
plotted in Figure 6.11. The peak value of the scattering is not heavily affected by Larm
once this length is above 125 nm. However, Larm does make a difference in terms of the
drain-side tail of the scattering profile located in the second channel region controlled
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Figure 6.11: Electron scattering profile along the channel versus different T-gate arm
lengths (Larm) in the air (solid line) and SiN (dashed line) cases with a T-gate height
of 80 nm. The devices are biased for maximum fmax at VG = −2 V and VD = 18 V .
The vertical dashed lines represent the physical gate length drain-side end. The gate
source-end is set as origin of the axis.
by the field plate. Keeping in mind the association between scattering and device self-
heating discussed in the previous section, the scattering profile can be related to the
extension and magnitude of the hot-spot that would occur in an experimental device
due to self-heating. Despite a moderate effect on the peak value, further increasing
Larm would effectively spread the hot-spot, reducing the extension of a high tempera-
ture region (associate to high phonon emission), but conversely increasing the extension
of the lower temperature region (the side tail of the scattering profile with lower scat-
tering). With Larm = 125 nm the scattering is still above a rate corresponding to the
60% of the peak value over a region extended 200 nm past the peak position. However,
by increasing Larm, the scattering profile drops below 60% in less than 100 nm.
The traditional EMC algorithm, described in Section 1.1, was employed to ob-
tain a plot of the separate scattering mechanisms. In particular, the much faster CMC
that does not allow the identification of individual scattering mechanisms since they
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Figure 6.12: Comparison between computational time required by the CMC (triangles)
and EMC (circles) algorithm to simulate additional 6 ps of the bias point corresponding
to the maximum fmax at VG = −2 V and VD = 18 V . The bias point steady state con-
dition was formerly achieved through a 84 ps simulation by using the CMC algorithm.
The simulations were run on a 64-bit Intel Xeon 3 GHz.
are all pre-tabulated [39], was used to simulated the device up to the steady-state corre-
sponding to the desired drain voltage of 18 V . Simulating the device for a progressively
increasing VD from 0 to 18 V for a total simulated time of 84 ps, with 50000 carriers and
a freeflight time step [38] set to 0.2 f s, required about 9 hours of actual computational
time on a 64-bit Intel Xeon 3 GHz using 1.3 Gb of RAM to store the precomputed
scattering look-up tables. Then,the position in the real and phase space of each indi-
vidual carrier produced by the CMC was used as starting point of an additional EMC
simulation of 6 ps . In this way, the computational burden was greatly reduced for the
ECM. Quantitatively, this additional 6 ps EMC simulation took 4 to 9 hours depending
on the device configuration, while the CMC required only about 40 minutes.
A comparison of the required computational time for the different configura-
tions is shown in Figure 6.12. Observing the plot corresponding to the SiN case, we
notice how the increasing scattering peak due to shorter Larm almost doubles the EMC
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computational time, while the CMC one is only slightly increased. Furthermore, the
computational time for EMC is further increased by the larger scattering peak in the air
case. In this last case there is no dependence on Larm. This is due to the fact that the
absence of the high dielectric layer decreases the effectiveness of the field plate effect
as discussed before. Thus, it appears clear how the configuration with the largest scat-
tering peak values, air with Larm = 0, has a heavy impact on the EMC performance due
to the large number of scattering events, which are not simulated as efficiently as the
CMC does. In this case, the CMC is up to 14 times faster than the conventional EMC
algorithm. The performance ratio can be even larger depending on the field distribution,
and a ratio of 25 is reported for high-field bulk simulations [39].
The plot corresponding to the different scattering mechanisms with the device
with air is shown in the left side of Figure 6.13, where the acoustic modes are associ-
ated to the three lowest eigenvalues of the dynamical matrix [40]. As it can be seen,
the emission of acoustic deformation potential phonons is the dominant mechanism in
the high-field gate-edge region, but then it quickly drops in the region where the elec-
tric field drops to low values. Comparing these results with the SiN case shown in the
right side of Figure 6.13, we notice that the peak electric field reduction heavily affects
primarily the acoustic deformation potential scattering, while the peak values of other
relevant mechanisms are only partially reduced. This because the acoustic deforma-
tion potential is the major scattering mechanism only for high-energy carriers due to
the density of states, and bulk simulations indicated that the associated scattering rate
sharply increases at energies above 2 eV . But, at lower energy, other mechanisms such
as polar optical emission and ionized impurity scattering are the dominant ones. In
particular, the ionized impurity scattering shows a fairly constant profile both in the
high-field region and in the low-field region past the gate edge (which corresponds to
the second channel region controlled by the field plate as discussed before). This is
due to the fact that the Coulomb interaction of electrons with the ionized impurities
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Figure 6.13: Air (left) and SiN (case) case EMC simulation plot of the different electron
scattering mechanism profiles along the channel with Larm = 500 nm and T-gate height
of 80 nm. The acoustic modes are associated to the three lowest eigenvalues of the
dynamical matrix. The devices is biased for maximum fmax at VG = −2 V and VD =
18 V . The vertical dashed lines represent the physical gate length drain-side end. The
gate source-end is set as origin of the axis.
weakly affects high-speed high-energy carriers, but it is the dominant mechanism at
very low energies (up to 0.15 eV ). Furthermore, the extended drain-side tail of the
electric field and energy, due to the enhanced spreading effect of the field plate in the
SiN case, increases in the drain-side region the scattering mechanisms that are domi-
nant for low/middle energy range. This explains why the polar optical emission, which
is dominant in the middle-energy range (0.15 eV to 2.0 eV ), dramatically increases over
nearly the entire channel when the device has SiN. Over this same energy range, the
ionized impurity scattering is still significant but not dominant.
Optical phonons are relatively slow (group velocity of about 1000 m/s), and
they make a negligible contribution to heat transport [110]. Thus, the accumulation
of polar optical phonons would result in the localization of a significant portion of
the thermal energy near the hot spot until the optical phonons decay to faster moving
acoustic phonons (about 10 ps), which carry the energy away from the hot spot [112].
Moreover, this accumulation of optical phonon modes near the hot spot can build up
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over time, causing in such way the electrons to experience an increased number of
scattering events, with negative impact on electron transport [111, 113]. However,
thermal simulations, accounting for the local phonon population and dynamics, were
not carried out in the present study, but are part of our present on-going effort and will
be reported in a future work.
6.6 Feedback Capacitance and Output Impedance
A drawback of gate-connected field plates is the increased feedback capacitance due to
the stronger coupling between drain and gate. This feedback capacitance is related to
the drain-to-gate coupling occurring through the air-gap and through the semiconduc-
tor. In particular, the coupling through the air-gap is enhanced by the reduced contact
distance and by a medium with large dielectric constant. On the other hand, the cou-
pling through the semiconductor is reduced by an extended depletion region at the drain
side. This latter aspect was further investigated, and the electron density profile with
different Larm values is shown in Figure 6.14. As we can see, there is a large difference
in terms of depletion region between the different Larm values in the SiN case. As we
can see, the depletion region extension basically corresponds to Larm. Moreover, the
depletion region extension is greatly increased for a high drain voltage of VD = 18 V .
We performed small-signal analysis in order to obtain Cgd from the imaginary
part of the Y12 parameter, and quantify the overall effect of the air-gap and semicon-
ductor drain-to-gate coupling. A simplified estimation of Cgd can be obtained from the
basic FET small-signal model reported in Section 2.3. The dependence of the imag-
inary part of Y12 on the frequency, for several different Fourier Transform windows,
is shown in Figure 6.15 for the device biased at VD = 6 V in the Larm = 500 nm con-
figuration. As we can see, the spreading due to the different Fourier window lengths
is contained, and Y12 exhibits a fairly linear behavior over the range of frequencies of
[0-100] GHz. This is important because it indicates that, in this frequency range, the
model represents a good approximation, and Cgd , computed as the slope of the linear
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Figure 6.14: Electron density profile along the channel versus different T-gate arm
lengths (Larm) in the air (solid line) and SiN (dashed line) cases with a T-gate height
of 80 nm. The devices are biased for maximum fT at VG = −2 V and VD = 6 V (filled
symbols) and maximum fmax at VG = −2 V and VD = 18 V (hollow symbols). The
vertical dashed lines represent the physical gate length drain-side end. The gate source-
end is set as origin of the axis.
function, has constant value. Moreover, Cgd obtained from low-frequency experimen-
tal measurements can be extrapolated and assumed to be a good estimation for higher
frequencies in this range. Observing the two different set of curves related to the air
and SiN cases, we can see how the latter configuration exhibits a much larger Cgd
(87 f F/mm versus 254 f F/mm). This is mainly due to the increased air-gap coupling
caused by the larger SiN dielectric constant. The depletion region plays a minor role
in this comparison, because the difference between the two configurations in terms of
depletion region is limited at such low drain bias of 6 V as shown before. That is not
the case at larger bias such as VD = 18 V .
The Cgd values related to the different gate geometries and biasing values were
extracted at a frequency of 40 GHz, corresponding to a typical GaN HEMTs application
frequency range located in the Ka-band, and are shown in Figure 6.16. As we can
see, Cgd increases relatively linearly with Larm for VD = 6 in both the SiN and air
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Figure 6.15: Imaginary part of Y12 versus frequency for the air (solid line) and SiN (line
with circles) case with Larm = 500 nm and T-gate height of 80 nm. Several extraction
Fourier Transform window lengths are overlaid in the plot. The devices are biased for
maximum fT at VG =−2 V and VD = 6 V . The SiN case exhibits a larger negative slope
than the air one, corresponding to a larger Cgd of 254 f F/mm versus 87 f F/mm.
configurations. Moreover, the combined effect of SiN and T-gate extension greatly
increase Cgd raising its value from 60 f F/mm in the case of air without T-gate to
254 f F/mm in the SiN with T-gate one. On the other hand, when observing the Cgd
behavior at VD = 18 V we first notice how Cgd is much smaller than when VD = 6 V , due
to the more extended depletion region. This explains why fmax, heavily affected by the
feedback capacitance, achieves its maximum experimental value at a larger drain bias
than fT . Furthermore, at such drain voltage, Cgd is not particularly affected by Larm,
and the difference between the air and SiN cases Cgd is small. All these effects can
be explained in terms of an increased depletion region extension, which is due to the
larger dielectric in the SiN configuration that enhances the field plate action as discussed
before. Therefore, the increased air-gap capacitive coupling between drain and gate is
associated with a reduced coupling through the semiconductor when the device with
SiN is biased with a large drain bias. Indeed, a larger T-gate height (130 nm instead
80 nm) results in a lower Cgd at VD = 6 V , but in a larger Cgd at VD = 18 V due to reduced
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Figure 6.16: Gate-to-drain feedback capacitance, extracted at 40 GHz through small-
signal analysis from Im{Y12}, in air (solid line) and SiN (dashed) cases with increasing
Larm and T-gate height of 80 nm. The devices are biased at VD = 6 V (circles) and
VD = 18 V (triangles) with VG =−2 V in both cases.
ability of the field plate to deplete the gate-drain region. Concerning the SiN thickness,
with a layer of 25, 50, and 75 nm the difference in terms of Cgd is, respectively, the
12%, 18%, and 90% of the difference between the SiN (i.e. 80 nm) and the air cases
with Larm = 500 nm and VD = 6 V as also shown in Figure 6.16.
The effect on the large-signal output impedance at 25 GHz of this drain-voltage-
dependent variation of Cgd is shown in Figure 6.17. The output characteristic is ob-
tained by applying a sinusoidal voltage signal at the drain contact, while the gate volt-
age is kept constant at the bias value. The resulting output drain current is then plot
versus the applied sinusoidal drain voltage and overlaid to the Id −Vd static charac-
teristic. This large-signal dynamic characterization fully exploits the ability of our
Full-Band Monte Carlo to accurately model the highly non-linear, out-of-equilibrium
transport mechanisms due to high-energy carriers inside the devices. As we can see in
the SiN case with Larm = 500 nm, the phase difference between output current and out-
put voltage is significantly increased at low drain voltages. This large variation of the
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large-signal output impedance during the device operations can negatively affect the
design of the output matching network and also the device linearity in power amplifiers
as discussed in Section 2.5.
Once Cgd is know, we can extract the drain-to-source capacitance, Cds, from
the imaginary part of Y22 as also reported in Section 2.3. However, since Y22 is largely
dominated by Cgd , the extraction of Cds resulted troublesome. In particular, within
numerical error, we could not assess any evidence of a dependence of Cds on the passi-
vation layer dielectric constant and Larm. We obtained Cds = 13 f F/mm at VD = 6 V ,
and Cds = 8 f F/mm at VD = 18 V . On the other hand, the strong dependence of fT ,
also extracted from the same set of small-signal analysis, on Larm in the SiN case is
confirmed by the obtained values of fT = 100,86, and 75 GHz associated to, respec-
tively, Larm = 250,375, and 500 nm at VD = 18 V . This dependence is due to the second
gate control region introduced by the field plate and the related longer total transit time.
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By combining the previous results obtained from our DC and RF analysis, we
computed the total gate capacitance, Cg, and the source-to-gate capacitance, Cgs, from
the values of fT , gm, and Cgd as described in Eq.(2.22). In particular, by evaluating
Cg at a bias point of VG = −2 V , VD = 6 V ( fT = 150 GHz, gm = 370 mS/mm, and
Cgd = 60 f F/mm), we obtained Cgs = 332 f F/mm. On the other hand, by evaluating
Cg at a bias point of VG = −2 V , VD = 18 V ( fT = 135 GHz, gm = 340 mS/mm, and
Cgd = 35 f F/mm), we got Cgs = 365 f F/mm which is only about 10% larger than the
VD = 6 V case. This is due to the little influence of the applied drain voltage on the
source side of the device and on the source-to-gate coupling associated to the extension
of the source-side depletion region
6.7 Conclusions
In this chapter, we showed that the dielectric constant of the passivation layer has a
large impact on the nano-scale carrier dynamics due to the change in the device elec-
trostatics. Thus, the dielectric constant of the passivation affects key quantities such as
carrier distribution and transit time, effective gate length, phonon emission/absorption,
intrinsic capacitances, and also plays a major role in affecting the RF performance of
deep sub-micron devices. The main point is that there is in fact a trade-off between
the beneficial effects of a surface passivation layer (from reduction of surface states)
and a degrading effect due to the change in electrostatics arising from the increased
dielectric constant. Therefore, this work represents a valuable tool for device engineers
and researchers to better understand how the performance of GaN HEMTs is affected
by nano-scale phenomena.
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Chapter 7
Circuit-Device Simulations
7.1 Introduction
The Monte Carlo technique allows a detailed description of the nanoscale phenom-
ena occurring in a device. However, the circuit packaging and the extrinsic parasitic
elements due to interconnections can play a role in the experimental characterization
of an actual device as important as the intrinsic device behavior. In particular, simu-
lating only the intrinsic device may lead to an overestimation of DC and RF perfor-
mance. More specifically, the reactive parasitic elements related to interconnections
can dominate the ultra-fast device operation at high frequency, and their effect may
no longer be neglected. Furthermore, the interaction between the device and the ex-
ternal circuitry, such as matching networks, load impedance and transmission lines,
must included with either an analytical or a non-analytical approach, in order to prop-
erly reproduce the device operating conditions as well as to obtain a more complete
RF characterization [16, 17]. In this chapter, a description is provided of the different
network solvers implemented in our code to incorporate the effect of external network
circuit elements (which are referred here to as the ”extrinsic network”) into the device
directly simulated by the CMC code (called here the ”intrisic device”). The complete
system made by the intrinsic device plus the extrinsic network is referred to as the
”extrinsic device”.
It must be underlined that the implemented network solvers do not have the ca-
pability of solving an arbitrary circuit topology, but they rather include pre-determined
standard topologies. This choice is due to several reasons. First, the parasitic ele-
ments, relevant for microwave device simulations, are usually related to relatively sim-
ple topologies (i.e. series or shunt elements as discussed in Section 2.3). Moreover, the
effect of complex topologies relevant for RF circuits, for instance matching networks,
can be often coupled with the device simulations with simplified approaches that do not
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need for directly solving the whole topology, as it will be clear in Section 7.4 and Chap-
ter 8. Furthermore, the scope of physical Circuit-Device simulations is not to reproduce
the whole circuit behavior, but to rather focus on the few circuit elements nearby the
device that are relevant for the proper reproduction of the device working conditions. In
particular, the simulation of the whole circuit would be prohibitive if terms of compu-
tational burden, which represents the downsides of a particle-based device simulation
techniques such as the Monte Carlo one. On the other hand, compact models, whose
parameters can be extracted either from experimental or simulated devices (see Sec-
tion 2.3), allow including the behavior of a device in a time-efficient manner in actual
circuit simulator tools. Therefore, the implementation of a complicated user interface
able to provide the solver with a general topology, as well as the implementation of
the numerical methods required for the automatic resolution of the associated system
of equations, is beyond the scope of this work. However, future extensions of the code
implementing the network solvers described in this chapter could include such func-
tionalities.
7.2 AC Small-signal Network Solver
This network solver analytically includes the effect of an extrinsic network in post-
processing. Its main application is the evaluation of the effects of extrinsic parasitic
elements, described in Section 2.3, on the device RF small-signal performance by em-
bedding such parasitics in the small-signal characterization. The main asset of this
solver is that there is no need for running new simulations if different circuit elements
are to be included in the device characterization
Once the intrinsic device is characterized as a two-port network in terms of Y- or
Z-parameters (see Chapter 2), the effect of an extrinsic network can be included, within
the small-signal analysis framework, by simply considering the Y- or Z-parameters of
the network itself. These extrinsic network parameters are then combined with the
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intrinsic device ones to obtain the extrinsic device parameters:
Yext = Yint +Ynet (7.1)
or
Zext = Zint +Znet . (7.2)
Choosing which one of two approaches is to be used depends on the specific topology
of the extrinsic network. In general, series extrinsic network elements are more conve-
niently included by using the Z-parameters, while shunt elements are modeled by using
the Y-parameters.
This AC small-signal network solver can be also used in combination with the
FDTD network solver described later in Section 7.3. In such case, the AC small-signal
solver analyzes the extrinsic current obtained as output of the CMC (intrinsic device
simulator) coupled with the FDTD network solver (extrinsic network simulator). How-
ever, this approach is not recommended due to the large noise introduced by the FDTD
network solver and its limitation in terms of high-frequency components.
In case of FET devices, the effect of a series resistor and a series inductor as-
sociated to the gate, source, and drain contacts can be taken into account by using the
approach reported in [53], and shown in Figure 7.1. The network Z-parameters are:
Znet =
 (Rg +Rs)+ jω(Lg +Ls) Rs + jωLs
Rs + jωLs (Rd +Rs)+ jω(Ld +Ls)
 . (7.3)
Even though extrinsic network elements have values which are usually inde-
pendent of the device width, their effect changes if the width of the simulated device
is scaled. In case the simulated device has a different width than the real device - as
it usually happens -, the network elements to be included can be scaled according to
the real width in order to have the same effect they would have on the real device. For
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Figure 7.1: Small-signal equaivalent circuit model of the intrinsic device and the extrin-
sic parasitic network model. Rsi and Rdi are, respectively, the source access resistance
and the drain access resistance associated to the part of semiconductor between the
source or drain contact and the gate.
instance, the effect of a series resistor of 1 Ω with a device of 100 µm width is the same
of a series resistor of 100 Ω with a device of 1 µm width (i.e. same voltage drop). This
because the 100 µm width device has a current 100 times larger than the 1 µm one.
It must be noted that in a real device Rs and Rd change the DC operating point
of the intrinsic device due to the DC voltage drop associated to these series resistances.
However, due to the fact that the inclusion of these extrinsic elements is performed
in post-processing, the resulting extrinsic device Y- and Z-parameters (which are bias
dependent) do not reflect this change in the DC operating point. Therefore, the intrinsic
device parameters should be extracted at a bias that includes the voltage drop associated
to the series resistances included in post-processing. On the other hand, there is not in
general a DC voltage drop associated to the gate resistance, Rg, due to the fact that the
gate current usually has only an AC component. However, this is not the case if gate
leakage (due for example to tunneling) is included in the simulation, resulting in a gate
current with a DC component.
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Figure 7.2: Effect of the gate resistance, RG, on the Unilater Power Gain (left) and
Stability Factor (right). fmax versus R−1G is also reported in the small inset in the left
figure.
In Figure 7.2, we can see an application of the AC small-signal circuit solver
where the gate resistance, RG, was embedded in the AC small-signal characterization
obtained through the Cellular Monte Carlo device simulator. As we can see, the Uni-
lateral Transducer Power Gain is heavily reduced by the increasing RG, which in turn
results in a lower fmax. On the other hand, we can verify that the Stability Factor is
progressively pushed away from the region of non-unconditional stability of the device
(i.e stability factor < 1) due to the RG resistive dumping stabilizing effect (i.e. lossy
stabilization network). This stability improvement, as well as the power gain drop, is
especially evident at high-frequency (i.e. above 10 GHz in this example) due to the fact
that the higher is the frequency the higher is the displacement current flowing through
the gate, which results in a larger impact of the gate resistance due to the related larger
input voltage drop. Moreover, by observing fmax versus R−1G , as reported in the small
inset in the left side of Figure 7.2, we can see that this relation is sub-linear with a
behavior roughly corresponding to fmax ∼
√
R−1G , which is the common analytical de-
pendence between fmax and RG expected in FETs [56] (see Eq.(2.23)).
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Figure 7.3: Effect of the source and drain inductance, LS and LD, on the Short-circuit
Current Gain (left)and the Stability Factor (right).
In Figure 7.3, we can also see the effect of the source and drain parasitic induc-
tances (i.e. inductive coupling due to wire bonding), LS and LD , on the small-signal
RF performance of the device. As we can see, the Short-Circuit Current Gain is neg-
atively affected by these parasitic inductances, resulting in a lower fT . Moreover, we
can verify that the stability factor is negatively affected as well. In particular, the larger
the parasitic inductances, the more the stability factor is pushed closer to the region
of non-unconditional stability of the device (i.e stability factor < 1). This is mainly
due to the source inductor that introduces a positive feedback, which occurs at lower
frequencies as the inductance value is increased as suggested by plot in the right side
of Figure 7.3.
7.3 Finite-Difference Time-Domain (FDTD) Network Solver
We have implemented a real-time self-consistently coupled Finite-Difference Time-
Domain (FDTD) circuit solver that has the capability of solving simple external net-
works of lumped circuit elements connect to the contacts. This is done by self-consistently
coupling the intrinsic device simulated by the CMC with the time-domain external net-
work solver:
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• Intrinsic device simulator (CMC) input/output:
– input: intrinsic voltages as given by the network solver.
– output: intrinsic currents supplied to the network solver.
• FDTD Network solver input/output:
– input:
∗ extrinsic voltages: potential values provided by the user.
∗ intrinsic currents: given by CMC intrinsic device simulator.
– output:
∗ intrinsic voltages: to be applied to the intrinsic device contacts.
∗ extrinsic currents
Within this approach, the voltage values specified by the user are not directly
applied to the intrinsic device contacts, but are modified by the extrinsic network (i.e
voltage drop). Thus, the external network is self-consistently coupled to the intrinsic
device by using the intrinsic currents obtained by the CMC simulation to solve the net-
work in the time-domain and to calculate the intrinsic voltages that are applied to the
intrinsic device contacts. Thus, we can characterize the behavior of the intrinsic de-
vice combined with the extrinsic network (i.e. ”extrinsic device”). This self-consistent
procedure is performed in real-time during the simulation for each single time step, Ts.
Moreover, since the network is solved in the time-domain through a finite difference
time domain approach, there are no limiting assumptions regarding the type of input
signals (i.e. extrinsic voltage waveforms), the device operation regime (i.e. DC, tran-
sient small-signal, transient large-signal, linear, non-linear, single-tone, multi-tone).
The greatest advantage of a time-domain solver is the ability to handle very
strong non-linearities (see chapter 2) and transient phenomena. In fact, as long as the
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non-linearities are continuous, the time resolution (i.e. the simulation time step) can
always be increased enough so that the circuit voltages and currents change very little
from one step to the other. In particular, in our Monte Carlo device simulations, the time
step corresponds to the Poisson solver time step as discussed in Section 1.1, which is
usually on the order of 10−15 seconds. Thus, we can properly simulate devices with
very high-frequency input as well as strong non-linearities due to this extremely high
time resolution.
The drawback related to this approach is that the FDTD network solver per-
forms a real-time signal processing (smoothing and down-sampling, see Section 7.3
and 7.3) of the intrinsic currents driving the network in order to improve the signal-
to-noise ratio and to improve the solver stability. The adjustable parameters related
to these signal-processing algorithms limit the maximum value of the harmonic fre-
quency components present in the signal. The optimum parameters depends on the
network topology, the contact to which the network is connected, the amplitude of the
signals and their derivatives, the signal frequency, and whether there is the generation
of harmonics.
FDTD Network Topologies
As discussed in the Introduction, pre-determined standard topologies have been imple-
mented in the code rather than realizing a solver capable to process a general topology
provided by the user. In particular, the FDTD equations directly provide the relevant
currents and voltages in the circuit have been implemented for each different topol-
ogy. However, in case of a future extension of the code, a suitable iterative method for
automatically obtain the solution of a system of linear FDTD equations generated in
the process of solving a general topology, is the Gauss-Seidel Method [114] or similar
relaxation methods. The FDTD network topologies available in the current implemen-
tation are described in the following sub-sections.
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Figure 7.4: Example of the series impedance topology: FET with a series source re-
sistance. The FET is simulated through the CMC device simulator, while the extrinsic
network is included by a FDTD solver self-consistently coupled with the device simu-
lator.
SERIES IMPEDANCE
This topology simulates a resistor, R, and an inductor, L, both connected in series to
the specified contact. As series capacitor is not allowed within this topology because it
would block the DC-biasing of the intrinsic contact. The difference between extrinsic
and intrinsic voltages is due to the sum of the resistor and the inductor voltage drops.
An example of a series resistor, RS, connected to the source contact of a FET can be seen
in Figure 7.4. In such topology, vGSint seen by the intrinsic device is smaller than vGSext
applied to the extrinsic device (i.e. specified in the simulation file) due to the voltage
drop across RS. The FDTD equations associated to this topology, with respect to a case
where the series impedance is connected to the source contact, are the following:
∆vR(nTs) = iS(nTs) ·Rs, (7.4)
∆vL(nTs) =
[iS(nTs)− iS(nTs−Ts)] ·L
Ts
, (7.5)
∆vtot(nTs) = ∆vRs(nTs)+∆vLs(nTs), (7.6)
∆vSint(nTs) = ∆vtot(nTs)+ vSext(nTs), (7.7)
where the series inductor, L, is not included in this example.
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Figure 7.5: Example of the series impedance topology: resulting DC extrinsic drain
current and transconductance versus gate voltage. The peak gm values obtained through
the FDTD/CMC simulation (higher top line) and the analytical ones obtained through
Eq(7.8) (lower top line) are also reported for comparison.
By observing the simulation results in Figure 7.5, we can see that this reduced
vGSint results in a extrinsic device with lower drain current and transconductance. The
simulated results agrees with the well-know analytical expression [66]:
gmEXT =
gmINT
1+gmINT ·RS
. (7.8)
Moreover, the behavior of vSint when a sinusoidal AC signal is applied to the gate can
be see in Figure 7.6, where both the DC and AC value of vSint are affected by Rs.
The effect of a drain resistor, RD, is shown in Figure 7.7. In this topology, vDint
is smaller than the actual drain voltage applied to the extrinsic device, vDext . Thus, a
larger drain voltage has to be applied such that the intrinsic device actually operates
with an intrinsic drain voltage equal to the one that there would be if RD were zero.
This results in a shift of the extrinsic device saturation drain voltage, VDsat , and an
”expansion” of the ID−VD characteristics.
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An example with a series reactive elements such as inductor, LS, connected to
the source contact of a FET can be seen in Figure 7.8. In such topology, vGSint seen
by the intrinsic device corresponds to the derivative of the source current, iS. As we
can see, the resulting vSint has correctly a zero DC component and is 90 degrees out of
phase with respect to iS. The large transient in the initial part of the voltage waveform is
due the time required by the FDTD/CMC solver to achieve a stable numerical solution
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because the initial currents and voltages (which correspond to a case without external
network) do not satisfy the network solution.
SHUNT IMPEDANCE
This topology simulates a resistor, R, and a capacitor, C, both connected in shunt to
the specified contact. A shunt inductor is not allowed within this topology because it
would short DC-wise the contact to the ground. With respect to a case where the shunt
impedance is connected to the drain contact, the difference between intrinsic (i.e. iDint)
and extrinsic current (i.e. iDext) is the difference between the intrinsic current and the
sum (i.e. ishunt ) of the currents flowing through the resistor (i.e. iR) and the capacitor
(i.e. iC). The FDTD equations associated to this topology, with respect to a case where
the shunt impedance is connected to the drain contact, are:
iR(nTs) =−vD(nTs)/R, (7.9)
iC(nTs) =−
[vD(nTs)− vD(nTs−Ts)] ·C
Ts
, (7.10)
ishunt(nTs) = iR(nTs)+ iC(nTs), (7.11)
iDext(nTs) = iDint(nTs)− ishunt(nTs). (7.12)
133
iL
iD
iR
C
L
R
VDD=15 V
vD vR
+
_ VDD
iL
iD
iR
L
R
VDD=15 V
vD
=
∆
I
VR DC= 0 V
R DC= 0 A
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contact.
BIAS TEE
This model simulates a bias tee topology with a resistive load, R, connected to the
specified contact. An example of such network topology connected to the drain contact
can be seen in Figure 7.9. According to this topology, if both the capacitor, C, and the
inductor, L, are large enough, they respectively act as a blocking capacitor (i.e.AC short
and DC open: no DC current through C) and a RF choke inductor (i.e. AC open and
DC short: no AC current through L). In such case, the inductor current, iL, will have
zero AC-component, while the AC-component of the resistor current, iR, will be equal
to the AC-component of drain current ,iD, (i.e. all the transistor output current delivered
to the load). On the other hand, iR always has zero DC-component (due to the presence
of the capacitor) regardless the value of C, while the device contact voltage, vD, DC-
component is always equal to VDD ( due to the presence of the inductor) regardless
the value of L. Based on this last observation, the blocking capacitor does not need
to be explicitly simulated because we can force iR to have a zero DC-component by
connecting a DC-generator (set to VDD) between R and the ground. In such way, the
DC-voltage drop across R is zero, and zero has to be the DC-component of iR.
134
time [ps]
cu
rr
e
n
t[m
A/
m
m
]
vo
lta
ge
[V
]
0 20 40 60 80 100 120 140 160-2500
-2000
-1500
-1000
-500
0
500
1000
1500
2000
2500
13
13.5
14
14.5
15
15.5
FDTD/CMC
Matlab
iL
VDD
iD
iR
vD
R = 5 Ω, L = 50 pH, W = 100 µm
AC analysis calculations:| iR | = 590 mA/mm| iL | = 376 mA/mm| vD | = 0.29 V
time [ps]
cu
rr
e
n
t[m
A/
m
m
]
vo
lta
ge
[V
]
0 20 40 60 80 100 120 140 160-2500
-2000
-1500
-1000
-500
0
500
1000
1500
2000
2500
13
13.5
14
14.5
15
15.5
FDTD/CMC
Matlab
iL
VDD
iD
iR
vD
R = 5 Ω, L = 500 pH, W = 100 µm
AC analysis calculations:| iR | = 699 mA/mm| iL | = 44 mA/mm| vD | = 0.35 V
Figure 7.10: Example of the bias tee topology: output currents and voltages with an
input gate voltage sine of 25 GHz. The device has width of 100 µm. LEFT: R = 5 Ω,
L = 50 pH. RIGHT: R = 5 Ω, L = 500 pH.
The FDTD equations associated to this topology, with respect to a case where
the bias tee is connected to the drain contact, are:
iL(nTs) =
iD(nTs) ·R+[iL(nTs−Ts) ·L/Ts]
R+L/Ts
, (7.13)
iR(nTs) = iL(nTs)− iD(nTs), (7.14)
vD(nTs) =VDD− iR(nTs) ·R. (7.15)
Observing Figure 7.10, we can see that, as we increase the value of L, we ef-
fectively reduce the AC component of iL. On the other hand, the time constant of the
circuit is increased as well (τ = L/R), requiring in such way a longer simulation time
before exhausting the transient time and achieving a steady-state situation (i.e. iLAC = 0,
iRAC = iDAC , iLDC = iDDC , iRDC = 0, and vDDC = VDD). In the same plots, a comparison
is also reported with the solution obtained through Matlab by applying the same set of
FDTD equations to a sinusoidal current. We can verify a good agreement between the
waveforms obtained with the two method as well as the fact that the actual FDTD/CMC
output waveforms are slightly compressed, with respect to the pure sinusoidal Matlab
waveforms. This has to be expected, and is due to the device non-linear behavior cap-
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tured by the CMC simulations. Such behavior is due to the large input voltage signal
as well as the self-consistent coupling between FDTD and CMC where iD is affected
by vD, calculated by FDTD, that is fed back to the CMC as input. The values obtained
from AC analysis analytical hand calculations are also reported in the same figure,
confirming the agreement between AC theory and simulations.
Real-time Smoothing Algorithm
The FDTD network solver performs a real-time smoothing of the intrinsic currents
driving the network in order to improve the signal-to-noise ratio and to improve the
solver stability. The real-time smoothing algorithm is essentially a FIR filter [115] that
processes the most recent and the previous samples of the intrinsic current at the end
of each time step to produce a smooth current. This procedure effectively filters-off
high-frequency noise.
y(nT ) =
L−1
∑
m=0
bk · x(nT −mT ), (7.16)
where T is the Poisson time-step in the CMC code, L is the length of the filter, bk are
the filter coefficients, and x(nT ) is a sample at the time step nT .
In order to preserve the shape of the noisy input signal, the filter must satisfy
the non-distortion conditions stating that the magnitude of the filter frequency response
must be constant and the phase of the filter frequency response must be linear:
|H(ω)|= A, (7.17)
∠H(ω) =C ·ω, (7.18)
where A and C are two constants.
With such a filter, the relative amplitudes of the frequency components is pre-
served as well as their relative time delays (i.e. no time-dispersion of the frequency
components is introduced by the filter).
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Figure 7.11: Moving average smoothing frequency response function between [0-
100] GHz (left) and [0-600] GHz (right).
In our case, we want to have have a smooth version of the instantaneous intrinsic
current to be used as driving current to solve the network. Thus, we want to preserve
the shape and absolute amplitude (i.e. |H(ω)| = 1 and ∠H(ω) = C ·ω). Moreover,
we want to avoid any time delay between the instantaneous current and its smoothed
version (i.e. ∠H(ω) = 0).
The implemented smoothing algorithm is a real-time moving average. The
smoothed current sample value is given by all the past instantaneous current values
stored in a buffer of increasing length l:
ismooth(nT ) =
l−1
∑
m=0
1
l · i(nT −mT ). (7.19)
Therefore, the smoothing algorithm starts to produce an output without waiting
for the buffer to be full. Once the buffer is full (i.e. l = L, where L is the moving average
window), a faster update equation is used:
ismooth(nT ) = ismooth(nT −T )−
i(nT −LT )
L
+
i(nT )
L
. (7.20)
The frequency response of this moving average filter for different window length
L is shown in Figure 7.11. The low-pass nature of the filter is evident as well as the
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linear phase response. The low-pass behavior (which is required to filter-off the noise)
can negatively affect the relative amplitude of the frequency components of interest in
the output signals. This is because the output high-frequency components can have
a smaller amplitude than the input high-frequency components resulting in the linear
distortion of the signal. On the other hand, the linear phase guarantees that the relative
time-delay of the frequency components is not modified, avoiding dispersion and fur-
ther linear distortion. However, the fact that the filter phase is not zero results in a delay
between filter input and output (i.e. delay between intrinsic current and its smoothed
version).
The duration L of the moving average window in the smoothing filter impacts
the stability of the network solver by changing the signal-to-noise ratio of the driving
currents. The driving currents are the smoothed version of the intrinsic currents, and
they are used in combination with the extrinsic voltages by the network solver to solve
the external networks. The amplitude attenuation and phase delay is related to L, and
the higher the frequency of the signal the higher is this attenuation and delay. There is
therefore a trade-off between the driving current signal-to-noise ratio (improved by a
longer smoothing filter) and the difference between the actual intrinsic current and the
resulting driving current (worsen by a longer smoothing filter). The duration L of the
moving average window can be guessed by using Figure 7.11.
Down-sampling
The fundamental time step associated to current and potential waveforms in the CMC
code is the Poisson time-step, T . However, the FDTD network solver can operate using
a larger time-step, Ts =NT , obtained by down-sampling, in order to improve the signal-
to-noise ratio of the derivatives of currents and voltages required to solve networks with
reactive elements as shown in Figure 7.12.
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Figure 7.12: Down-sampling example.
The network is solved only at the down-sampled time steps, so the smoothed
intrinsic voltages and extrinsic currents, calculated by the network solver, are down-
sampled signals with a sample-and-hold approach [115] between samples. The driving
currents are also a down-sampled version of the smoothed intrinsic current signal gen-
erated by the smoothing algorithm. However, the smoothing algorithm is synchronized
to the Poisson time-step T . This means that it processes the samples and produces and
output at the end of each T regardless the down-sampling ratio used by the FDTD net-
work solver to represent the signals and to solve the network. The down-sampling ratio,
N, limits the maximum frequency components present in the waveform spectrum, so it
should be chosen properly in order to have down-sampled a driving current that resem-
bles the original intrinsic current. Even when no reactive elements are included, the
low-pass nature of the down-sampling procedure allows improvement of the stability
of the network solver by removing high-frequency noise.
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7.4 Harmonic Balance Frequency-Domain Network Solver
This is an iterative, self-consistently coupled, frequency-domain network solver that
has the capability of solving external networks of lumped circuit elements connect to
the contacts. This solver can be extended to also include the effect of distributed circuits
that are easily described in the frequency-domain (i.e. transmission lines).
The Harmonic Balance algorithm (HB) should be mainly used with AC simula-
tions to overcome the following limitations of the previously described network solvers:
• FDTD (see Section 7.3): Solving networks with reactive elements with large
values by using time-domain techniques requires long simulation time due to the
related long transient times (i.e. RC, L/C time constants). An example of this
issue can be see in in Figure 7.10, where the larger is the reactive element (i.e.
L) the longer is the time required by the transient part of the response to decay.
So, time-consuming Monte Carlo particle-based simulators are somewhat poorly
suited for this kind of analysis. Moreover, the FDTD algorithm introduces a lot of
noise in the simulator output because it directly calculates the intrinsic voltages
starting from the noisy intrinsic currents produced by the CMC code. The real-
time smoothing algorithm used to reduce this noise introduces a phase delay in
the solution (see Section 7.3). Furthermore, a large number of reactive elements
can result in rather complicated and large finite difference equations. This has a
further detrimental effect on the numerical noise introduced by the FDTD solver.
• AC small-signal (see Section 7.2): Small-signal modeling assumes that the AC
signal amplitude is much smaller than the DC value, and that the system response
is linear. The small-signal parameters allow predicting device performance and
behavior on the base of analytical equations. However, non-linearity arises as
soon as the amplitude of the AC component of the signal cannot be considered
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small. Therefore, the small-signal AC analysis fails to analytically predict large-
signal performance and the impact of an external network (see Section 2.5).
The Key Idea of the Harmonic Balance Algorithm
Harmonic Balance exploits the fact that the steady-state behavior of a network of linear
passive elements can be more easily obtained by a frequency domain analysis rather
than by a time-domain one. For instance, the steady-state output of a RC low-pass filter
with sinusoidal input can be readily obtained in the frequency-domain by multiplying
the input signal phasor by the complex frequency response of the filter. On the other
hand, a time-domain approach implies solving a differential equation, which results in
an exponential time-domain solution involving a transient time (i.e. the RC time con-
stant). Only once the transient response has decayed, the filter output will corresponds
to the steady-state solution. Moreover, the numerical solution of the differential equa-
tion itself can be quite problematic in case of complex networks.
The key idea of the Harmonic Balance algorithm is to self-consistently couple
a time-domain solution of the active non-linear device, provided by the Monte Carlo
particle-based device simulator, with a frequency domain solution of the extrinsic net-
work. This is practically accomplished by simply substituting a network element, or a
network of many elements, with sinusoidal voltage generators connected to the corre-
sponding contact. Such generators, whose amplitude and phase are obtained from the
frequency domain solution, will directly generate the network steady-state time-domain
solution. In such way, the effect of the impedance associated to a network element, or
the overall impedance of a network of many elements, is coupled to the intrinsic device
simulator by emulating its effect in terms of the steady-state voltage waveforms seen
by the intrinsic device. Most of the extrinsic network elements can be often assumed to
be passive and linear. This is the case of lumped circuit elements as well as distributed
elements such as transmission lines. On the other hand, the intrinsic devices simulated
by the Monte Carlo code are generally active and non-linear (i.e. transistors or diodes).
141
vG
iD
vD
f1
Z ( ) =S f V (f ) / I (f )n S n S n
i : f , f , f , ...S 1 2 3 =
v f , f , ...S 2 3: f ,1
LS
vG
iD
vD
f1
f2
f3
GND
f1
GND
Z ( ) =S f V (f ) / I (f )n S n S n
i : f , f , f , ...S 1 2 3
v f , f , ...S 2 3: f ,1
Figure 7.13: Schematic example of the general HB algorithm: the source inductor is
emulated by generating the voltage sinusoids at the different harmonics.
The frequency at which the sinusoidal voltage generators are tuned depends
on the frequency components of the current waveforms flowing through the contact
to which the extrinsic network is connected. In particular, the device input waveform
frequency components (i.e. gate voltage in a FET) will determine the frequency com-
ponents of the resulting output current waveforms. However, in case of large-signal
simulations (which are the main purpose of the HB network solver), the higher order
harmonics as well as the intermodulation products due to non-linearity (see Section 2.5)
should be also taken into account by adding voltage generators tuned at the correspond-
ing frequency. Therefore, the accuracy of HB (i.e. the ability to correctly emulate a cer-
tain impedance by reproducing the corresponding voltage waveform) is related to the
number of frequency components included in the solutions. In general, the farther the
current waveform is from a sinusoid, the large is the number of harmonic components
required to properly emulate the resulting voltage waveform.
The example in Figure 7.13 can better explain the Harmonic Balance algorithm
idea. The simulation results, obtained by using the algorithm described in Section 7.4
to model the effect of the source inductor of the example are shown in Figure 7.14 ob-
tained for a device biased for Class-A and Class-B operation (see Section 2.5). In the
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Figure 7.14: Simulation results of a source inductor emulated through HB by generat-
ing the voltage sinusoids for the first three harmonics. The device is biased for Class-A
(left) and Class-B (right) operations. The FDTD solver solution is also showed for
comparison. The CMC output current has been smoothed in post-processing by the
plotting program only for graphic purposes. The FDTD solver solution delay is due to
the real-time moving average filter.
Class-A case, reported in the left side of Figure 7.14, the source current mainly con-
tains the fundamental harmonic plus some weaker higher harmonics resulting from the
distortion introduced by the large-signal operations. In particular, the third harmonic
is commonly related to the compression of the peak value of the sinusoidal output cur-
rent. Therefore, up to three harmonics are included by HB in this set of simulations.
The FDTD network solver described in Section 7.3 is also used for comparison. How-
ever, the FDTD solution exhibits a small delay due to the real-time moving average
filter discussed in Section 7.3. As we can see, there is a 90 degree shift between source
current and source voltage obtained by HB as already depicted in Figure 7.8 for the
FDTD case. Moreover, we can see that the calculated source voltage, in both the HB
and FDTD cases, has a triangular shape rather than sinusoidal. This confirms that both
the solvers obtained a similar solution and that the device output waveforms contain
harmonics beyond the fundamental as expected. Moreover, the agreement between HB
and FDTD confirms that including the first three harmonics in HB is enough to achieve
a satisfactory solution in this case.
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Figure 7.15: Harmonic content of the analyzed source current, and of the voltage wave-
form generated by the Harmonic Balance algorithm.
On the other hand, including only one harmonics in the HB solution would result in a
purely sinusoidal source voltage.
We can verify that also in the Class-B case reported in the right side of Fig-
ure 7.14 both HB and FDTD produce similar results, and that including the first three
harmonics is enough to achieve a satisfactory solution in this case. This is further con-
firmed by the fact that the current used by HB to perform its calculations, and extracted
by considering the first three harmonics of the Fourier transform of the CMC output
current, agrees well with the CMC output current as shown in the top panel of the
right side of Figure 7.14. In the left side of Figure 7.15, we can also actually see how
the superposition of the voltage sinusoids, generated by the voltage generators tuned
at the specified harmonic frequencies, is able to accurately reproduce the device out-
put voltage waveforms. Moreover, from the right side of Figure 7.15, we can see that
the source current of the device biased in Class-B has as expected a strong second har-
monic component. Furthermore, the source inductor, associated to an increasing source
impedance with increasing frequency, produces a source voltage waveform containing
even more relevant higher harmonics.
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In general, Harmonic Balance can be used to couple time-domain device sim-
ulations with circuits that are difficult, and computationally expensive, to analyze in
the time-domain such as high-Q matching networks (see Section 2.5 and Section 8),
transmission lines, RF filters, and multi-port sub-networks. All of these structures are
described by the Y-,Z-, or S-parameters such that the frequency-domain approach of
Harmonic Balance can be easily and efficiently applied.
The General Harmonic Balance Algorithm
The Harmonic Balance analysis is applicable to a wide variety of problems related to
microwave circuits such as power amplifiers, frequency multipliers, and mixers. Due
to the fact that the Harmonic Balance approach directly calculates the circuit steady-
state response, it works particularly well when a circuit has a mix of long and short
time constants. In fact, it was originally proposed to solve the problems inherent in
analyzing such circuits [116].
In Figure 7.16(a), a simple circuit is reported to explain in a general way the
Harmonic Balance algorithm. As we can see, an RF signal, vs(t), consisting of a DC
component and a sinusoidal component, is connect to a diode. The vs(t)waveform does
not need to be a pure sinusoid, but it must be periodic. For the sake of simplicity, we
focus here on the single tone case. The diode excited by a large RF input signal gener-
ates additional harmonics due to its non-linear behavior. The time-domain exponential
relation between voltage and current waveforms, which is at the origin of the diode
non-linearities especially when driven with large-signals, allows us to easily calculate
the diode current once the diode voltage is known. On the other hand, the impedance
connected to the diode is generally linear, but exhibits a different value for each of the
different frequency components, and its behavior is consequently not easily described
in the time-domain. This difficulty can however be overcome by first assuming a cer-
tain spectral composition of the voltage, V (ωi). One then creates an equivalent linear
circuit, as shown in Figure 7.16(b), which includes only the linear components of the
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Figure 7.16: The circuit including a diode excited by a large RF signal (a) can be
divided into a pair of equivalent circuits, one describing the linear part (b), and another
the non-linear part (c).
circuit (i.e. the impedance) that can be analyzed easily in the frequency domain, giving:
ILIN(ωi) =
V (ωi)
Z(ωi)
. (7.21)
Then, through the the Inverse-Fourier transform of V (ωi) we can obtain the voltage
waveform v(t):
F
−1{V (ωi)} −→ v(t). (7.22)
Next, we create an equivalent non-linear circuit, shown in Figure 7.16(c), which in-
cludes only the non-linear components of the circuit (i.e. the diode), and can be better
solved in the time-domain. Thus, we can find algebraically the current waveform in the
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diode, iNL(t), from v(t):
iNL(t) = Isate
[
v(t)−vs(t)
VT
−1
]
, (7.23)
where Isat is the diode reverse bias saturation current and VT is the thermal voltage.
The only issue so far is that we do not know whether the initial voltage harmonic
composition actually represents a solution of the circuit. However, through the the
Fourier transform of iNL(t) we can obtain the harmonic composition of INL(ωi):
F{iNL(t)} −→ INL(ωi). (7.24)
At this point, we can verify whether the Kirchoff’s current law is simultaneously satis-
fied for each frequency component in the circuit of Figure 7.16(a):
ILIN(ωi)+ INL(ωi) = 0. (7.25)
If Eq.(7.25) is satisfied, then V (ωi) we is a solution. Otherwise, another V (ωi) has to
be chosen and verified.
The general solution process is summarized below:
1. Create an initial estimate of V (ωi) for each ith frequency component of interest.
This initial guess can be zero for every ωi.
2. Calculate ILIN(ωi) from V (ωi) by using Eq.(7.21).
3. Obtain v(t) from the Inverse-Fourier transform of V (ωi).
4. Calculate iNL(t) from v(t) by using Eq.(7.23).
5. Obtain INL(ωi) from the Fourier transform of iNL(t).
6. Substitute ILIN(ωi) and INL(ωi) in Eq.(7.25). This equation will not be probably
satisfied, so define an error function for each ith frequency component:
ILIN(ωi)+ INL(ωi) = IERR(ωi). (7.26)
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Note that each IERR(ωi) is implicitly a function of all the other voltage compo-
nents V (ωi) due to the non-linear response of the diode (i.e. non-linear output
current).
7. Evaluate whether |IERR(ωi)| is small, according to a certain metric, for each ith
frequency component of interest simultaneously. In the negative case, use an ap-
propriate numeric method to modify V (ωi), such that |IERR(ωi)| will be reduced
at the end of the next iteration, and repeat the process from step 2.
In general, more complex circuits can have a large number of both linear and
nonlinear circuit elements. These elements can be grouped two sub-circuits, one linear
and the other nonlinear. The linear sub-circuit can be treated as a multi-port network
and directly described by its Y-,Z-, or S-parameters, or by some other multi-port ma-
trix in the frequency domain. On the other hand, the nonlinear elements are modeled
by their global I/V or Q/V characteristics in the time-domain, which fully take into
account any non-linear behavior, and the corresponding multi-port matrix is obtained
through subsequent Fourier analysis. The combination of the matrix of the linear and
non-linear sub-circuits through the Kirchoff’s laws, can result in multiple sets of non-
linear equations whose zeros can be found by using appropriate numerical methods
such as the Newton’s Method. More details about solving complex networks through
the Harmonic Balance algorithm and the numerical techniques required to solve the
related system of equations can be found in the Maas book [61].
The Self-consistent Harmonic Balance / Monte Carlo Algorithm
As stated at the beginning of this chapter, we did not implement solvers able to solve
a general circuit topology, but we rather focused on some pre-set network models rel-
evant for transistor simulations. This is also the case for our implementation of the
Harmonic Balance algorithm self-consistently coupled with the Monte Carlo device
simulator. So, we do not have to worry about automatically solving sets of non-linear
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equations describing a general topology. Moreover, we focus our iterative approach
on the comparison between a desired target impedance and the impedance resulting
from the chosen voltage waveform, while the conventional approach, as previously de-
scribed, focuses on the discrepancy between non-linear and linear currents resulting
from the chosen voltage waveform. The difference between the two approach lies in
the fact that with our approach we let change the value of the linear circuit elements in
order to satisfy the Kirchoff’s laws even when the wrong voltage waveform is chosen
as solution. On the other hand, the conventional approach focuses on the discrepancy
between the non-linear current, which represent the response of the non-linear device
output to the chosen voltage waveform, and the linear-current, which represents the
response to the chosen voltage waveform of the defined linear elements (i.e. the de-
fined impedance). With this latter approach, the Kirchoff’s laws are not satisfied if the
right voltage waveform is not chosen, but the linear circuit elements are not allowed to
change value. In both cases, the algorithm has to be iterated until the desired impedance
is achieved (our approach), or the non-linear and linear currents are equal (conventional
approach). The two methods are completely equivalent and they just represent a differ-
ent interpretation of the results produced by the Harmonic Balance iterative procedure.
Within our approach, we start from an initial combination of voltage sinusoids
connected to the contact, to which the extrinsic network is associated, to run the first
simulation. The solution of the network is represented by a certain combination of
voltage sinusoids such that the complex ratio between the voltage and current frequency
components (expressed as phasors) corresponds to the equivalent impedance of the
network at each frequency of interest. Therefore, the initial combination of voltage
sines represents an initial estimate of the solution, and corresponds to the steps 1 and 3
of the conventional approach.
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Then, the actual synthesized extrinsic network equivalent impedance is deter-
mined in post-processing at the end of the first simulation through Fourier transform:
Z˜(ωi) = |Z(ωi)|e j∠Z(ω1) (7.27)
=
v˜(ωi)
i˜(ωi)
=
|v(ωi)|
|i(ωi)|
e j(∠v(ωi)−∠i(ωi)),
where v˜(ωi) and i˜(ωi) are the complex phasors of the drain current and voltage sinu-
soids at the ith frequency component ωi. This correspond to the step 2 of the conven-
tional approach.
The magnitude and phase of the complex impedance are adjusted in order to
match the target impedance by changing magnitude and phase of the voltage generator.
Then, a new simulation is run where the updated values are obtained as follow in our
implementation:
|v′(ωi)|= |v(ωi)|
(
|Ztarget(ωi)|
|Z(ωi)|
)
, (7.28a)
∠v′(ωi) = ∠v(ωi)+(∠Ztarget(ωi)−∠Z(ωi)) , (7.28b)
where Z˜target(ωi) is the desired impedance at the ith frequency component ωi. This
correspond to the step 7 of the conventional approach.
Due to the fact that the HB solver is self-consistently coupled to the Monte
Carlo device simulator, the change in the voltage stimulus will obviously result in a
different device behavior in terms of output current. So, even after the correction of
the voltage sinusoids, the desired impedance will not likely be achieved. For this rea-
son, the simulation and the subsequent impedance analysis must be iterated until the
actual emulated impedance is close enough, according to some predefined metric, to
the desired impedance for each ith frequency component ωi. In our implementation the
following metric is used to assess the convergence:
|Re{Ztarget(ωi)}−Re{Z(ωi)}| ≤ |Re{ZerrMAX (ωi)}|
|Im{Ztarget(ωi)}− Im{Z(ωi)}| ≤ |Im{ZerrMAX (ωi)}|,
(7.29)
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where ZerrMAX (ωi) is the defined maximum impedance error corresponding to the ith
frequency component ωi. This is the analogous of the step 6 and 7 of the conventional
approach.
Note that the adjusting procedure based on through Eq.( 7.28a) and ( 7.28b) at
the end of each cycle uses a linear correction approach. Therefore, as general rule of
thumb, the more non-linear are the device operations, the more difficult (i.e. more iter-
ations, slow convergence, or even divergence) is going to be achieving the convergence
of the algorithm with such implementation. A possible non-linear correction approach
could exploit the knowledge of the harmonic content of the output current, and use it to
evaluate the non-linearity of the device from the amplitude of the generated harmonics.
At that point, this information could be used to calculate a parameter of non-linearity,
which combined with a modified versions of Eq.( 7.28a) and ( 7.28b), would allow to
apply a non-linear correction. It must be noted that the convergence must be simul-
taneously achieved for each ith frequency component ωi. Thus, the correction must
be continuously applied to every ith frequency component ωi as long as this condition
is not met. This because, there is interaction between the frequency components in a
non-linear system (see Section 2.5).
Windowing Effect and Single Iteration Length
The duration of the device simulation (i.e. the length of each single HB/CMC iteration)
can heavily affect the accuracy of the output current harmonic content extraction. In
particular, simulating a certain periodic waveform with a finite number of periods cor-
responds to the windowing (i.e. truncation) of the same waveform infinitely extended.
In such case, the Fourier transform of the signal waveform corresponds to the convolu-
tion of the sinc function with the discrete spectrum of the periodic infinitely extended
waveform. This results in a spectrum where there is a sinc function superimposed to
each discrete frequency component. The width of each sinc function main lobe directly
affects the ”resolution” of the Discrete Fourier Transform, DFT , which represents the
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ability of resolving two adjacent frequency components. This width is ultimately in-
versely proportional to the number of simulated periods.
The number of HB iterations needed to obtain a solution is generally not know
(especially when large non-linearities result in a slow convergence), thus the number of
simulated periods plays a critical role for time-consuming particle-based Monte Carlo
device simulations. Thus, there is stringent trade-off between accuracy and total simu-
lation time in self-consistently coupled Harmonic Balance / Monte Carlo simulations.
This trade-off also depends on the type of simulation (i.e. single tone, multi tone) due
to the number of harmonics and intermodulation products involved (see Section 2.5).
Convergence Improvement under Relaxation
When an iterative algorithm like Harmonic Balance is combined with the Monte Carlo
technique, issues such as low signal-to-noise ratio, linear corrections applied to highly
non-linear devices, and discrepancies between measured and actual current harmonic
content of the device can result in poor convergence. In particular, a low signal-to-
noise ratio often occurs when the amplitude of the AC signal is relatively small as well
as when trying to include higher harmonics in the solution, which are usually just a
fraction of the fundamental frequency. Moreover, a linear correction approach, where
for instance the voltage amplitude is simply doubled each time the target impedance
is twice the emulate impedance at the fundamental frequency, likely experiences con-
vergence issues when large non-linearities result in a non-linear increase of the funda-
mental frequency amplitude due to harmonic generations. Furthermore, the windowing
problem, related to the Fourier transform of the harmonic content of the output current,
can heavily affect the proper extraction of the amplitude and phase of closely spaced
frequency components. In such cases, the iterative algorithm can be affected by slow
convergence, divergence, or oscillations around the solution. The cause of that is in
many cases an over-correction of amplitude and phase of the new voltage sines, that
are applied at the next iteration, due to the issues discussed above.
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In order to avoid over-corrections, a dumping factor can be used to reduce the
amplitude and phase correction when a convergence issue is detected (i.e. increasing
discrepancy between the emulated and desired impedance in subsequent iterations).
In general, the real part of the impedance is indirectly related to the amplitude of the
generated voltage sines. On the other hand, the imaginary part of the impedance is
indirectly related to the phase of the generated voltage sines. Moreover, in order to
improve the flexibility of this convergence improvement approach, separate dumping
factors are used for both amplitude and phase as well as for each different frequency
component.
In order to properly implement a reduced correction step approach, the ampli-
tude correction has to be converted from a multiplicative form to an additive form:
|v′(ωi)|= |v(ωi)|+∆v(ωi)/kRe(i), (7.30)
∆v′(ωi) = |v(ωi)|
(
|Ztarget(ωi)|
|Z(ωi)|
)
−|v(ωi)|, (7.31)
where kRe(i) is a positive integer number, and represents the dumping factor associated
to the ith frequency component ωi.
The phase correction is already in additive form:
∠v′(ωi) = ∠v(ωi)+∆∠v(ωi)/kIm(i), (7.32)
∆∠v(ωi) = ∠Ztarget(ωi)−∠Z(ωi), (7.33)
where kIm(i) is a positive integer number, and represents the dumping factor associated
to the ith frequency component ωi.
The dumping factor, kRe(i) or kIm(i), associated to a certain ith frequency com-
ponent ωi is progressively increased every time a convergence issue is detected accord-
ing to: 
Re{Zerr(ωi)N} ≥ Re{Zerr(ωi)N−1}
=⇒ kRe(i)N = kRe(i)N−1 +1,
(7.34)
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
Im{Zerr(ωi)N} ≥ Im{Zerr(ωi)N−1}
=⇒ kIm(i)N = kIm(i)N−1 +1,
(7.35)
where N is the number of present iterations, and Zerr(ωi) is:
Zerr(ωi) = |Ztarget(ωi)−Z(ωi)|. (7.36)
On the other hand, the dumping factor, kRe(i) or kIm(i), associated to a certain
ith frequency component ωi is progressively decreased if the opposite condition is met
as long as the dumping factor is not already equal to the minimum value of 1.
Difference between the HB Solver and the Other Network Solvers
We conclude the description of the Harmonic Balance approach with a schematic dis-
cussion of the main differences between the HB algorithm and the previously described
network solvers:
• FDTD (see Section 7.3): This is a self-consistent, real-time, solver. Each time
step the CMC output intrinsic output is used to solve the extrinsic network (real-
time) and to calculate the intrinsic voltages to be applied to the intrinsic device
that in turn will modify the CMC output intrinsic current of the next time-step
(self-consistency). FDTD allows to analyze the steady-state behavior of a long
enough AC simulation only after the transient response has decayed. FDTD in-
troduces a large amount of noise through the noisy intrinsic voltages resulting
from the network calculation. It also introduces a phase delay and an attenuation
of the higher frequency components in the solution due to the smoothing average
filter. On the other hand, a time-domain solutions intrinsically includes a large
number of frequency components only limited by the fundamental time step. In
the present CMC code, the FDTD solver output discriminates between intrinsic
and extrinsic currents/voltages.
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HB is a self-consistent, non-real-time, steady-state iterative solver. In other
words, the solver processes the output currents at the end of each simulation (non-
real-time), then it decides for the corrected voltage waveforms to be applied to
the device that in turn will modify the output current of the next simulation (self-
consistency). This procedure is iterated until the desired solution is achieved
(iterative). HB allows to directly analyze the AC steady-state solution. On the
other hand, no information is obtained about the transient response. HB does
not introduce noise in the simulations due to the fact that the voltages applied
to the device, obtained as solution of the network, are analytically generated as
sine functions. On the other hand, the reduced number of frequency components
included in the solution may limit the proper emulation of the voltage waveforms
due to the network impedance. In the present code, the HB solver output does not
discriminate between intrinsic and extrinsic currents/voltages. In such way, the
HB solver can be used in combination with FDTD by simply using the extrinsic
currents as input, and the extrinsic voltages as output to be fed to the FDTD/CMC
code. An example of this hybrid mode is discussed in Chapter 8.
• AC small-signal (see Section 7.2): This is a non-self-consistent, post-processing,
non-iterative solver. The network elements are included to the final output of the
simulation in post-processing. Therefore, there is not interaction between the
network and the intrinsic device behavior. (i.e. resistive elements would change
the DC bias point of the intrinsic device). The network calculation and related
extrinsic device performance are only based on an analytical model that assumes
a system linear response.
HB is self-consistently coupled with the device simulator code and it is specifi-
cally designed to take into account non-linear effects arising when the device is
driven under large-signal operations.
155
SIMULATED
FET
vG
vD
Ri Li Ci f1 f2 f3
SIMULATED
FET
vG
vD
HB EMULATED
EQUIVALENT IMPEDANCE
fn
=
HB EMULATED
EQUIVALENT IMPEDANCE
Figure 7.17: Series RLC resonant tank HB solver input mode.
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Figure 7.18: Parallel RLC resonant tank HB solver input mode.
HB Input Modes
The way HB is implemented in the present code is implicitly oriented toward the em-
ulation of the equivalent network series impedance. Therefore, the different network
models simply represent different ”input modes” available to specify the equivalent
network impedance at each specific ith frequency component. The equivalent network
series impedance, seen by each specific ith frequency component, can be simply deter-
mined by the user through analytical calculations or by some intuitive network consid-
erations (see Chapter 8.2 for an example). It is important to understand that the network
topology associated to a certain input mode does not have to correspond to the actual
network topology to be emulated.
The input mode associated to the topology shown in Figure 7.17 allows to spec-
ify the equivalent series impedance, seen by each specific ith frequency component and
to be solved by HB, as a series of a resistance (R), an inductor (L), and a capacitor (C)
(i.e. series resonant RLC circuit). This input mode is particular useful to emulate the
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Figure 7.19: Manually-specified impedance HB solver input mode.
effect of circuit elements associated to a frequency-dependent impedance (i.e. reactive
elements). The code will then automatically calculate the different complex impedance
values associated to each specified frequency component as:
Zi = Ri + j
(
ωiLi−
1
ωiCi
)
. (7.37)
The input mode associated to the topology shown in in Figure 7.18 allows to
specify the equivalent series impedance, seen by each specific ith frequency component
and to be solved by HB, as a shunt of a resistance (R), an inductor (L), and a capacitor
(C) (i.e. parallel resonant RLC circuit connected in series to a device contact) as shown
in Figure 7.18. This input mode is particular useful to emulate the effect of circuit
elements associated to a frequency-dependent impedance (i.e. reactive elements). The
code will then automatically calculate the different complex impedance value associ-
ated to each specified frequency. The input mode associated to the topology shown
in in Figure 7.19 allows to manually specify the equivalent series impedance, seen by
each specific ith frequency component and to be solved by HB, in terms of its real and
imaginary part as:
Zi = Re{Zi}+ jIm{Zi}. (7.38)
This input mode is particular useful to emulate complex network topologies, where
different impedance values are associated to each different frequency component, like,
for instance, the output matching network of a Class-F Power Amplifier (see Section 2.5
and Section 8.2).
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7.5 Conclusion
In this Chapter, we have reported the implementation of three different circuit solvers
corresponding to the ones commonly available in circuit-level simulator tools. These
three different solver options, combined with the Monte Carlo particle-based device
simulation code, allow a complete and more realistic characterization of devices under
DC, small-signal, and large-signal operations with a flexible approach enabling the user
to manage the pros and cons related to these different circuit solver solutions.
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Chapter 8
Large-signal Characterization of mm-wave GaN HEMT Power Amplifiers
8.1 Introduction
The drive towards device scaling and large output power levels in millimeter-wave
power amplifiers [2] results in a highly non-linear, out-of-equilibrium charge transport
regime of high-energy carriers. Particle-based Monte Carlo (MC) device simulators,
in particular the ones based on the full band representation of the electronic structure
and the phonon spectra, rather than analytical models, allow an accurate description of
this carrier dynamics at the nanoscale. The small-signal AC analysis fails to analyti-
cally predict large-signal device performance, which must be assessed by simulating
the device within the full range of the actual operating conditions [16]. In particular,
when simulating a transistor used as power amplifier, the highly frequency selective
high-Q matching network (required to suppress undesired harmonics generated due to
the non-linearity typical of mm-band power amplifier classes such as -AB, -B, -F, and
hard-driven Class-A described in Section 2.5) must be included in order to properly
simulate the large voltage swing, due to the load-line [17], at the device output contacts
as discussed in Section 2.5.
In this chapter, we exploit the self-consistently coupled Harmonic Balance /
Monte Carlo simulator to perform circuit-device simulations by using an approach anal-
ogous to the one reported in literature for THz diode non-linear operations in mixers
and frequency multiplier circuits [117, 118]. However, in our work, we perform for the
first time a time-efficient accurate Monte Carlo large-signal numerical characterization
of FETs used in RF power amplifier with high-Q matching network configuration by
exploiting the benefits of the CMC, in terms of computational efficiency, and of the
full-band approach, in terms accurate description of the high-energy carrier dynamics.
The Monte Carlo techniques allows a more accurate simulation of the device behavior
under large-signal operations than drift-diffusion simulators [119]. Furthermore, the
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benefits of both the Harmonic Balance (HB) and the Finite Difference Time Domain
(FDTD) circuit solvers are combined to include the effect of parasitic elements within
a general approach that overcomes in such way the limitations and restrictive assump-
tions of the small-signal analysis. Such large-signal circuit-device simulations aim to
provide for the first time a complete description of the critical non-linear effects in
high-Q matched RF power amplifier [16, 17].
8.2 Time-efficient Simulation of mm-wave Power Amplifiers with High-Q Output
Matching Networks: The Active Load-line Technique
A time domain FDTD solution (described in Section 7.3) of high-Q matching networks
including large reactive elements requires a long simulation time due to the long tran-
sient response of the circuit (i.e. RC, L/C time constants, see Figure 7.10). However,
this issue can be overcome by using an active-load line technique where a sinusoidal
voltage generator tuned at the fundamental frequency is connected to the device out-
put [13, 14, 16, 17]. This properly emulates the load-line drain voltage swing at the
fundamental harmonic, and presents a short-circuit at the other harmonics, effectively
emulating a high-Q matching network as shown in Figure 8.1. From the same figure,
we can understand that not emulating the filtering effect of the output matching net-
work results in a non-proper reproduction of the actual drain voltage stimulus of a FET
used with such RF power amplifier topology reported in Section 2.5. For instance, in
a Class-B amplifier, a half sinusoidal drain output current is associated to a full sinu-
soidal load-line voltage swing (i.e. drain voltage swing) due to the filtering effect of the
matching network. Simulating the operation of a FET biased for Class-B operations
by simply using a bias tee and a load connected to the device output (similarly to what
shown in Figure 7.9) would result in a half sinusoidal drain voltage swing, which is
not the case for a FET used in actual Class-B amplifiers. As previously discussed in
Section 2.5 and high-lighted in Chapter 6, the drain voltage heavily affects the carrier
distribution within the device.
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Figure 8.1: Example of a Class-B amplifier (i.e. conducting only for half of the input
cycle) with high-Q matching network emulated by an active load-line technique.
The actual synthesized load impedance is determined in post-processing through
Fourier analysis. The magnitude and phase of the complex load can be also adjusted,
by adjusting the magnitude and the phase of the voltage generator, and the simulation
and the subsequent impedance analysis can be iterated until the desired load impedance
is obtained (see Figure 8.2). In such way, we can synthesize any chosen value of a com-
plex impedance, and we can emulate a constant load for different input powers. This is
needed because, when the FDTD solver is used, the drain voltage is given by the drain
current swing and the load impedance value. On the other hand, when the active load-
line technique is used, the value of the load impedance is given by the drain current
swing and the drain voltage swing. So, in this latter case, the value of the emulated
load impedance, for a certain fixed load-line drain voltage swing, changes as the drain
current changes due to the increasing input power. Therefore, the drain voltage swing
must be adjusted as the input power increases (i.e. increasing drain current) in order to
preserve a constant amplitude and phase relation (i.e. the impedance complex value)
between voltage and current at the device output contacts.
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Figure 8.2: Smith chart plot of the load tuning iterative procedure for a device biased
for Class-A operations at 25 GHz with emulated load impedance seen by the device at
its output contacts of 50 Ω.
162
Furthermore, the ability to emulate and maintain a constant impedance avoids
issues related to the fact that the active load-line itself feeds additional power to the
device in addition to the gate input power. An example can clarify this issue: In a
situation with a non-zero input gate voltage swing that results in a output drain current
swing, a fixed drain voltage swing, generated by an active load-line, corresponds to a
certain emulated load impedance seen by the device at its output contacts. Now, if we
set a zero input gate voltage swing, we will still have a non-zero output drain current
swing due to the combination of the active load-line drain voltage swing and the device
output impedance (see Figure 2.11 for an example). In such case, we have a paradoxical
situation of zero FET input power but non-zero FET output power simply because the
active load-line is providing power to the system. However, if we apply the iterative
procedure that adjusts the drain voltage swing to maintain a constant emulated load
impedance, the active load-line drain voltage swing will be reduced at the next iteration
due to the fact that the drain current output swing is reduced as result of the turn-off
of the input gate voltage swing. This in turns will further reduce the drain current
output swing, due to the now reduced active load-line drain voltage swing, which will
eventually converge in a few iterations to a zero active load-line drain voltage swing,
and zero drain current swing. Conversely, the active load line with a fixed voltage
swing also improperly allows to emulate a negative resistance load impedance, which
corresponds to a load-line drain voltage swinging from a low-current low-voltage point
to a high-current high-voltage one in the IV space (see Section 2.5), without inducing
any device oscillation. With such negative resistance load the FET would oscillate in
a real situation, but with a constant load-line drain voltage swing this will not be the
case. However, if we apply the iterative procedure that allows the drain voltage swing
to be changed in order to maintain a constant emulated load impedance, an increase
of such active load-line voltage swing leads to an increase of the output drain current,
due to the device output impedance, properly resulting in an instable positive feedback
163
+
_ VDD
=
v :G f1
vTH
i : , f , f , ...d 2f1 4
VDD
v :G f1
v :d
Z
vTH
Class-F
f1, f3
C3
L3
f3
C1f1L1
L1
ZL3
ZL2
f3 f2
f1
v :d f1, f3
ZL1
ZL3
ZL2
i :d f1
50 Ω
Figure 8.3: Example of a Class-F amplifier (i.e. conducting only for half of the input cy-
cle and harmonic loading) with high-Q matching network and different load impedance
values at the different harmonics emulated by active load-lines [13, 14].
and the consequent device oscillation. This will also occur with any non-negative load
impedance located in the load instability region of the device.
It must be observed that, in case of simulations with a single-tone input, this
active load-line iterative procedure simply represents a particular single-harmonic case
of the general frequency-domain Harmonic Balance circuit solver described in Sec-
tion 7.4. Thus, the HB circuit solver can be used to simulate the circuit topology con-
nected to the device output, which corresponds to the bias tee and the load connected
through the high-Q matching network, by simply solving a series impedance only spec-
ified at the fundamental frequency. Moreover, Class-F amplifiers can be also readily
simulated with such method by simply solving different series impedance values only
specified at the odd harmonics. This can be done by connecting different sinusoidal
voltage generators tuned at the different odd harmonics as shown in Figure 8.3. Not
connecting any voltage sinusoidal voltage generator tuned at the even harmonics corre-
sponds to present a short-circuit at the even harmonics, effectively emulating the set-up
of Class-F amplifiers (see Section 2.5). However, in the simulation of actual Class-F
164
amplifiers, the optimal impedance for odd harmonics will be generally large, while the
optimal impedance for the even harmonics will be generally small and often including
an imaginary part to cancel out the device output intrinsic capacitance [13, 14]. It must
be noted that the convergence must be simultaneously achieved for each ith frequency
component. Thus, the sinusoidal voltage generators must be continuously adjusted at
every ith frequency component as long as this condition is not met [13]. This because, in
general, there is interaction between the frequency components in a non-linear system
as discussed in Section 2.5 and 2.5.
The effect of the bias tee is emulated by simply setting the DC component at
the drain voltage equal to the bias value. On the other hand, during the large-signal
operations, the drain current DC component can be different than the DC bias value if
for any reason the dynamic load-line is not symmetrical due to distortion or amplifier
class of operations (i.e. Class-B self-biasing effect, see Section 2.5).
Unlike previous Monte Carlo codes coupled with time-domain circuit solvers
used for FET power analysis [120, 121], our HB/CMC simulator allows a time-efficient
simulation of devices connected the to high-Q matching networks required for the
proper FET operations (especially for Class-B and Class-F). Due to the iterative nature
of the HB algorithm, this FET simulation approach is possible only due to the compu-
tational efficiency of our CMC code as shown in from Figure 8.4. With our approach,
the performance under large-signal operation can be evaluated through a physical de-
vice simulator, when the device stimuli appropriately mimic the actual device operat-
ing bench. All the large-signal out-of-equilibrium non-linear effects are intrinsically
included in the nanoscale description of the carrier dynamics and accurately simulated
by the CMC algorithm, which offers a more exact and physics based description than
conventional drift and diffusion and hydrodynamic simulators.
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average number of iterations is 4. The simulations were run on a 64-bit Intel Xeon
3 GHz.
The High-Q Input Matching Network
As discussed in the previous paragraph, the output matching network, the load impedance,
and the load-line voltage swing are key factors for the power amplifier operations, and
they must be included in the simulation framework due to the fact that the large drain
voltage swing strongly affects the carrier dynamics and the device operations in highly
non-linear regime. Simulating a FET used as power amplifier without taking into ac-
count this aspect, by just applying a large input voltage swing without any load-line
drain voltage swing (i.e a short-circuit load) represents a serious misconception.
The input matching network and the input signal generator impedance (”source
impedance”) can also play a quite important role and affect the device operations. The
input voltage generator (”source generator”) provides RF power to the FET. However,
the input matching network and the source impedance change the actual input voltage
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Figure 8.5: Example of a Class-B amplifier (i.e. conducting only for half of the input
cycle) with input and output high-Q matching networks both of them emulated by an
active load-line technique.
swing seen by the device at the gate contact. Ignoring the role of the output load-
line corresponds to completely remove any voltage swing at the drain side. On the
other hand, ignoring the role of the input matching network simply corresponds to
provide the FET with a gate voltage swing that does not exactly correspond to the
one that there would be in a real FET amplifier. Therefore, the impact of the input
matching network and source impedance, in terms of reproduction of the actual device
stimulus, is somehow less dramatic than the output matching network and the load
impedance. In any case, the high-Q input matching network and source impedance can
be easily included in our circuit-device simulation by simply realizing that they actually
correspond to an ”input load-line”. From this viewpoint of view, the load is the source
impedance, and the gate voltage and gate current at the fundamental frequency allow to
obtain the actual source impedance seen by the device at its input contacts. Therefore,
we can use the active load-line technique in this case as well. However, the fact that
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a voltage generator (i.e. the RF input signal generator) is already connected to the
device input might complicate this approach somehow. By virtue of the assumption of a
passive and linear external network, we can however exploit the superposition principle
and model the input load-line by simply adding a sinusoidal voltage generator tuned at
the fundamental frequency. In this way, the actual gate voltage applied to the FET
will be the sum of the input signal generator and the input load-line generator, which
modifies the input signal, as shown in Figure 8.5. The emulated source impedance, ZS,
seen by the device at its input contacts is going to be the complex ratio in the frequency
domain between the input load-line voltage generator and the fundamental frequency
component of the gate current.
8.3 Inclusion of Parasitic Elements in Large-signal operations
The analytical inclusion of parasitic elements via post-processing based on small-signal
analysis [53] (see Section 7.2) is not feasible in the large-signal regime. However, small
value reactive parasitic elements can be efficiently simulated with the FDTD solver be-
cause the corresponding transient time response is much faster than the reactive ele-
ments associated with high-Q matching network elements (i.e. large reactive values).
In such way, we can simulate the difference between the voltage applied to the device
”extrinsic” contacts and the voltage actually seen by the device at its ”intrinsic” con-
tacts. The advantage of this real-time time-domain solution, unlike the small-signal
AC analytical approach, is that there are not assumptions regarding the small-signal /
large-signal regime and the linear / non-linear response of the device. One should note
that these extrinsic parasitic elements can be simulated through the HB network solver
algorithm as well, even though in such case higher harmonics beyond the fundamental
one must be included in the solution as shown in Figure 7.14. For instance, as a rule of
thumb, at least the first three harmonics should be included in order to account for the
compression of the waveforms due to the power amplifier non-linear operations. As
already said, the convergence must be simultaneously achieved for each ith frequency
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component. Thus, the sinusoidal voltage generators must be continuously adjusted at
every ith frequency component as long as this condition is not met.
This HB approach of including parasitic elements might seem somehow prob-
lematic when the parasitic element is related to a contact where there is already a volt-
age generator connected, like the RF input generator at the gate or the active load-line
at the drain. However, analogously to the approach used in the previous paragraph to
emulate the effect of the input matching network, we can here use the superposition
principle. For instance, we can simply emulate the voltage drop due to the parasitic
gate resistance, RG, by connecting an additional voltage generator to the gate contact.
Then, the actual gate voltage applied to the gate will be superposition of the RF input
signal and the voltage of this additional generator (i.e. minus the voltage drop across
RG). However, unlike the case of the input generator impedance, there is not a high-Q
network between RG and the device, so high harmonics beyond the fundamental must
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be taken into account by adding more sinusoidal voltage generators tuned at these har-
monic frequencies as shown in Figure 8.6. The HB algorithm will make sure that the
complex ratio in the frequency domain (i.e. the impedance) at each single harmonic
frequency between each of the voltage generators, each of them tuned at a specific fre-
quency associated to one of the harmonics of the voltage drop across RG as shown in
Figure 8.6, and the gate current evaluated at each corresponding harmonic frequency
will be equal to the RG value. The equivalence between the inclusion of the effect of
parasitic elements through FDTD or HB can be seen in Figure 8.7, where the intrinsic
gate voltage waveform, resulting from the voltage drop across RG, was calculated by
using the two methods. Another example, related to a series resistance connected to the
source contact, can be seen in Figure 8.19 in Section 8.5.
In such way, two different options are available to perform a complete large-
signal characterization of an intrinsic device coupled with an external network of high-
Q matching networks, source/load impedances, and parasitic elements: A fully HB
network solver option and a hybrid HB/FDTD network solver option. In the latter case,
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the HB algorithm emulates the high-Q matching network, the bias tee, and the load-line
voltage swing, while the FDTD algorithm solves the extrinsic parasitic network. Both
the options are self-consistently coupled to the CMC. On the other hand, the frequency
domain network solution provided by HB allows the inclusion of the effects of those
passive structures that are more easily characterized in the frequency domain than in the
time domain. For instance, the HB algorithm can include the effect of a transmission
line by using the S-parameters characterization, which still holds true even in large-
signal regime for a passive and bias independent structure.
8.4 Large-signal Simulations of mm-wave GaN HEMT Power Amplifiers
The active load-line technique and the FDTD solver were combined with the CMC
in order to include in the device large-signal operations the output high-Q matching
network and the load impedance seen by the device at its output contacts (through the
active load-line), and some relevant parasitic elements (through the FDTD solver). The
simulated device is the one described in Chapter 6. The concept of dynamic load-
line is described in Section 2.5. In the following examples, we used a constant active
load-line voltage swing in order to characterize the different cases with the same drain
voltage swing regardless of the different output current associated to different devices
with different parasitic elements. This situation corresponds to different emulated load
impedance values for the different device configurations. However, this approach al-
lows us to perform a systematic comparison of different devices due to the fact that,
as already discussed, the voltage value on the drain contact affects the device intrinsic
behavior. Thus we set a constant active load-line swing amplitude in order reproduce
the maximum drain voltage swing that keeps the device in the saturation region. This
value was chosen by evaluating the static ID −VD characteristic of a reference case
where no parasitic elements nor reliability issues were included in the model. A dif-
ferent comparison method with a constant impedance approach (i.e. variable load-line
voltage swing) is reported in the next section.
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Figure 8.8: Effect of the gate parasitic resistance, RG, on the dynamic load-line at
100 GHz.
It must be noted that the the waveforms and the dynamic load-lines reported in
this and the next sections, are a smoothed version of the noisy output of the CMC sim-
ulator. However, this non-real-time smoothing was performed through post-processing
only for graphic rendering purposes and does not introduce any phase delay due to the
filtering. On the other hand, every data extraction, circuit solver calculation, and power
performance evaluation were done processing the actual noisy simulation raw output.
The effect of the parasitic gate resistance (RG) on very high-frequency (100 GHz)
large-signal operations of a device biased in Class-A is shown in Figure 8.8. One can
see that the voltage drop associated to the gate resistance leads to a lower gate voltage
swing, seen by the device at its intrinsic gate contact, resulting in a lower output drain
current swing. There is no change in the DC quiescent point of the device because
the FET gate displacement current has only an AC component (no gate leakage due
to tunneling was modeled). In this case, as already discussed, we chose to preserve a
constant drain voltage swing regardless of the output drain current. This corresponds to
a situation where devices with different RG see a different load-impedance (i.e. the dif-
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ferent slope of the dynamic load-line major axis corresponds to the different real-part
of the load impedance seen by the device). On the other hand, this approach allows
us to evaluate the operation of different devices within the same range of drain voltage
swing.
Using a similar approach, the impact of the parasitic source (RSc) and drain
(RDc) contact resistance, in terms of reduced drain current (due to RSc) and higher drain
saturation voltage, VDsat , (due to RDs), is reported, respectively, in the left and right
side of Figure 8.9. As we can see, the effect of RSc is to shift the quiescent point by
reducing the intrinsic vGS seen by the device. This also results in a lower output current
drain swing (i.e. difference between the maximum and minimum current achieved by
the dynamic load-line) due to the reduced device extrinsic transconductance. Both this
phenomena can be understood by observing the effect of a series source resistance
on the DC characteristics as shown in Figure 7.5. On the other hand, RDc reduces
the intrinsic vD seen by the device causing a shift of the VDsat toward higher values
as shown in Figure 7.7. This results in a reduced drain voltage swing range where
the device dynamic load-line is above the saturation voltage. As we can see, as we
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increase RDc, with a constant drain voltage swing, the dynamic load-line is distorted
due to the fact that the device is not always operating within the saturation region. This
reduces the output power as well as introduces the generation of spurious harmonics
due to the large distortion. In such way, the single-tone input power is transferred from
the fundamental harmonic to higher harmonics resulting in a reduced output power at
the fundamental frequency. The combined effect of RSc and RDc on the load-line of
a high-Q matched class-B amplifier can be seen in Figure 8.10. In general, the AC
ID−VD (see description later) sets the limits of the dynamic load-line large swing that
are given by the drain saturation voltage (voltage lower bound), breakdown voltage
(voltage upper bound), threshold voltage (current lower bound), and device maximum
current (current upper bound). In must be noted that the ”static” DC ID −VD does
not necessary correspond to the ”dynamic” AC ID−VD due to the fact that the device
dynamically ”moves” in the IV space during the AC operations . For instance, surface
traps can lead to a difference between static and dynamic ID−VD due to the DC-to-RF
current dispersion described in Chapter 6.1.
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Reliability issues related to material defects, either due to fabrication issue or
device stress degradation, such as threading dislocations and surface traps can be in-
cluded by exploiting the accurate nanoscale description of the carrier dynamics descrip-
tion provided by the full band CMC approach. As we can see in the results shown in
Figure 8.11, where increasing threading dislocation is modeled the simulation, the de-
vice behaves similarly to the RSc and RDc cases. This because the increased scattering
randomizes the carrier velocity in the device access regions (i.e. reduced net velocity),
resulting in larger source-gate and gate-drain access region series resistance. In this
particular case, the effect of the source-gate access resistance is much larger than the
gate-drain one. The effect of the latter can be only partially seen by the slight distortion
introduced on the lowest dynamic load-line due to the increased drain saturation volt-
age that in turn reduces the extension of the saturation region available to the load-line
swing.
Concerning the surface traps, they were modeled by using a sheet of negative
charge depleting the 2-D electron gas (2DEG). This approach cannot take into account
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Figure 8.12: Effect of surface traps, located in both the source-gate and gate-drain
regions (left) and only in the gate-drain region (right), at 25 GHz with the device biased
for Class-A operations. The overlaid DC ID−VD corresponds to a surface traps density
NT R = 0 cm−2 case.
the slow time-varying trapping/de-trapping process, but corresponds to the worst-case
where all the traps are filled with electrons. As we can see from the left side of Fig-
ure 8.12, when the traps are located in both the source-gate and gate-drain regions, the
device behaves similarly to the RSc and RDc cases and the threading dislocation case.
The depletion of the 2DEG in the access regions increases the associated access region
resistance. We can observe a slightly different behavior with respect to the threading
dislocation case due to the underlying different physics of the two mechanisms. On
the other hand, when the surface traps are located only in the gate-drain region, which
corresponds to the high electric field region of the device where usually a large num-
ber of electrons are trapped during the device large-signal operations of GaN HEMTs
biased with high drain voltages, we can observe a different behavior as shown in the
right side of Figure 8.12. This behavior is somehow similar to the one reported for
a series drain resistor shown in the right side of Figure 8.9. Again, we can explain
this behavior as due to the increased access resistance in the gate-drain region due to
the depletion of the 2DEG. In this case, the limitation of the drain voltage swing due
to the increase drain saturation voltage is evident because there is not any increased
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Figure 8.13: Output current waveforms for increasing input power at 25 GHz in Class-
B operations with high-Q output matching network and emulated load ZL = 50 Ω.
source-access region resistance masking this effect by reducing the transconductance.
In fact, the dynamic load-lines exhibit pretty much the same major-axis slope (i.e. the
small-signal transconductance is not affected), but the dynamic load-line are distorted
when the drain voltage swing hits the lower limit set by the drain saturation voltage.
The distortion of Class-B output drain current waveforms, due to increasing
input power, with constant load impedance of 50 Ω is shown in Figure 8.13. In this
case, we used a constant load impedance / variable drain voltage swing approach. For
each input power level, the CMC simulations were repeated each time adjusting the
drain voltage swing, due to the load-line, according to the iterative procedure described
in Section 8.1 and Section 7.4 applied to the fundamental frequency, until the desired
load was achieved. In such way, we were able to perform a power sweep preserving
a constant load impedance at the fundamental frequency (i.e. increasing drain voltage
swing with increasing drain output current swing, and constant voltage-current phase
relation).
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The output drain current waveforms of Class-A output drain current and the
related dynamic load-lines for increasing input power with constant load impedance of
(100− j50)Ω are shown in Figure 8.14. In particular, we can also observe in this case,
from the left side of Figure 8.14, that the increasing input power eventually introduces
a distortion in the output waveforms. Moreover, we can verify that all the dynamic
load-lines exhibit the same slope indicating the constant emulated load impedance.
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Furthermore, as the input power increases, the ”expanding” shape of the dynamic load-
lines can be related to the increasing output power (i.e. voltage-current swing product).
Finally, by exploiting this constant load-line power sweep, we can obtain the
plot reported in the left side of Figure 8.15, that typically characterizes the performance
of RF power amplifiers. As we can see, the increasing distortion corresponding to the
increasing input power, transfers power from the fundamental to the higher harmonics
and eventually reduces the power delivered to the load at the fundamental frequency. In
particular, this results in the compression of the output waveforms and typically in the
generation of a large third order harmonic component associated to this compressive
behavior as clearly shown in the right histograms of Figure 8.15. The result is the
saturation of the output power and the drop of the small-signal (i.e. low power) linear
gain (Glin), which is 11.2 dB in this case, as the input power increases. From this
plot, we can extract typical figures of merit for RF power amplifiers as described in
Section 2.5. We can see that this particular device achieves, with a load impedance of
100− j50 Ω and a drain bias of 18 V , a peak output power of 33 dBm (corresponding
to 7.3 W/mm) at a carrier frequency of 25 GHz. Moreover, the input referred 1dB
compression point (Pin1dB) is 16.5 dBm, and output referred 1dB compression point
(Pout1dB) is 26.5 dBm with a 1dB compression point gain (G1dB) of 10.2 dB. The
maximum power added efficiency (PAEmax) is 31% at Pin1dB = 22 dBm.
The active load-line can be also used to investigate the large-signal output
impedance of the device. This is accomplished by applying a constant bias voltage
at the gate without applying any RF input. An example of a cause of non-linearity
can be seen by observing the effect of the field plate length (LARM) on the large-signal
output impedance (ZOUT ), due to the related drain-to-gate capacitance (Cgd), shown
in Figure 8.16 in the Class-A bias configuratio. The Cgd values obtained from small-
signal analysis are also reported in the inset. As we can see, the difference between
the Cgd values at low (6 V ) and high (18 V ) drain voltage without field plate (i.e.
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Figure 8.16: Impact of the field plate length (LARM) on the large-signal output
impedance in a SiN passivated device at 25 GHz. The small-signal drain-to-gate feed-
back capacitance, CGD, is also reported in the inset.
LARM = 0) is small (∆Cgd = 41 f F/mm). On the other hand, there is a large difference
(∆Cgd = 211 f F/mm) between the low and high voltage values of Cgd in the full-length
field plate case (i.e. LARM = 500 nm). This because is due to the strong dependence of
the gate-drain depletion region on the field plate length and the drain voltage (see Sec-
tion 6.6). This results in a large variation of the output impedance, dominated by Cgd
rather than Cds, during the drain voltage swing with a full-length field plate as shown
by the dynamic output impedance lines reported in the main plot. This large variation
of Cgd , and the related large variation of the device intrinsic output impedance, results
in large non-linearities during large-signal operations.
8.5 Characterization of a State-of-the-art mm-wave InAlN/GaN HEMT Power
Amplifier
Exploiting the self-consistently coupled HB(FDTD)/CMC circuit-device simulator, we
can simulate the large-signal performance of mm-wave FET power amplifiers and effi-
ciently characterize the RF power performance of a state-of-the-art high-power, high-
frequency GaN HEMT. In such way, we can relate parasitic elements, and material
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defects to the large-signal power performance of mm-wave GaN HEMTs by simply
including new/improved physical models in our CMC device simulator. Therefore,
large-signal characterization can be readily and conveniently available during the de-
vice layout design phase. In particular, such kind of investigation can focus on the op-
timization of the intrinsic device layout in terms of real device issues such as parasitic
elements (i.e. gate resistance, contact resistance, source/drain interconnection induc-
tance), material defects (i.e. threading dislocations, surface traps, interface roughness),
and electro-thermal effects. The goal of these large-signal Monte Carlo device sim-
ulations is to obviate the inability of properly evaluating analytically the large-signal
performance, providing a TCAD tool for the device early-stage design flow. This is
done by providing a computer-based performance evaluation in lieu of the extremely
time-consuming and expensive iterations of prototyping and experimental large-signal
characterization.
The typical characterization flow, if preliminary experimental DC and small-
signal RF characterization are available for the device under investigation, starts with
a fit of the experimental DC characteristics. Subsequently, the RF small-signal per-
formance is assessed through AC/CMC simulations (by applying small step pertur-
bations in order to extract the two-port network characterization of the device through
Y-parameters as described in Chapter 2), and an agreement with the experimental mea-
surements can be assessed. At this point, we finally proceed with the Power Amplifier
predictive characterization through the HB(FDTD)/CMC code. Using this approach,
we characterized the RF power performance of a state-of-the-art InAlN/GaN HEMT
reported by Lee et al. [15, 16]. We first performed a fit of the experimental DC charac-
teristics as show in the left side of Figure 8.17. Then, the RF small-signal performance
were obtained through AC/CMC simulations and the agreement with the experimental
results are shown in the right side of Figure 8.17. Despite a high fT of 245 GHz, ex-
perimentally extracted after de-embedding the pad parasitic elements, this device has a
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Figure 8.17: LEFT: Layout of the InAlN/GaN HEMT simulation domain and agree-
ment between the DC simulated (without thermal correction) and experimental re-
sults [15]. RIGHT: AC small-signal Monte Carlo simulations. The experimental fT is
245 GHz [15]. RG was analytically embedded in the Y-parameters in post-processing
by using the procedure described in Section 7.2.
relatively low fmax experimental value of 13 GHz due to the high gate resistance of the
rectangular gate. On the other hand, mushroom-shaped gate structures or multifinger
rectangular gates can significantly improve the fmax value as also discussed by Lee et
al. in the same work. However, the effect of RG cannot be directly taken into account
by the solely Monte Carlo intrinsic device simulator. On the other hand, RG, modeled
as a lumped series resistor, can be included in our characterization by using the circuit-
device simulation techniques described in Chapter 7 and in this chapter. In particular,
the small-signal AC solver allows to embed RG in the device small-signal characteri-
zation as shown in the right side of Figure 8.17, while the HB and the FDTD solvers,
self-consistently coupled with the CMC, allow the inclusion of RG under large-signal
operations. Thus, in our simulated characterization we used different value of gate
resistance, to assess the performance of this device with a low resistance gate structure.
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Figure 8.18: Effects of the gate resistance, RG, on the 35 GHz (left) and 70 GHz (right)
Class-A RF power amplifier performance of the device in Figure 8.17. RG was simu-
lated by using the FDTD/CMC approach.
The large-signal continuous-wave RF characterization was performed in the
Ka-band at 35 GHz with the device biased for Class-A operations, and a 50 Ω load
was emulated as example. The actual load that maximizes the output power can be
obtained from experimental load-pull measurements as well as by computational load-
pull technique [13] that can be readily obtained through the active load-line approach.
Finally, we proceeded with the HB(FDTD)/CMC simulations including some real de-
vice issues such as parasitic elements and material defects.
The impact of the gate resistance, modeled as lumped elements, on the mm-
wave power performance at 35 and 70 GHz is shown in Figure 8.18. As we can see in
the RG = 0 case, the higher is the frequency the lower is the device gain and resulting
output power. Moreover, the effect of RG is more pronounced at higher frequencies
due to the larger displacement current flowing through the gate and the related larger
voltage drop across RG that in turn reduces the intrinsic gate voltage. Thus, even though
RG is not a reactive element, its impact is frequency dependent.
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35 GHz for the Class-A operations obtained by simulating RSc through FDTD and HB,
where different combinations of n and ∆Z were used, depending whether the conver-
gence was achieved, for each different input power point.
In the left side Figure 8.19, we can verify the analogous results obtained by both
the FDTD and HB circuit solvers when simulating a series source contact parasitic re-
sistance, RSc. In particular, the accuracy of HB is given by the number of harmonics
included in the simulation and the maxim error allowed between the desired and the
emulated impedance value. In this example, a fairly good agreement between the two
methods is achieved when at least 5 harmonics (in addition to the DC component),
with a maximum impedance error of 1 Ω, are included. Moreover, we can verify that
HB is able to properly reproduce the DC bias point change, due to the source contact
series resistor, by simply using a sinusoidal voltage generator tuned at zero frequency.
The power sweep reported in the right side Figure 8.19 confirms the equivalent power
performance obtained through the two methods. On the other hand, including a large
number of harmonics can be problematic for low input powers when the device opera-
tions are weakly non-linear. This because the HB solver is forced to evaluated an output
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Figure 8.20: Effects of the source contact series resistance, RSc, (left) and the drain
contact series resistance, RDc, (right) on the 35 GHz Class-A RF power amplifier
performance of the device in Figure 8.17. RSc and RDc were simulated by using the
FDTD/CMC approach.
current waveform with a very weak content of high harmonics (i.e. low signal-to-noise
ratio), resulting in poor convergence of the HB algorithm. This issue is also shown in
the right side Figure 8.19, where for low Pin only the simulations with a low number of
harmonics, n, and a high impedance maximum error, ∆Z, achieved the convergence.
As we can see from Figure 8.20, both RSc and the series drain contact parasitic
resistance, RDc, severely affect the power performance by reducing the amplifier gain.
In particular, we notice that the largely reduced output power associated to large values
of RSc increases Pin1dB (i.e. where the gain drops of 1 dB) due to the fact that a larger
input power is required to have a dynamic load-line swing large enough to hit the ID−
VD limits given by the drain saturation voltage, threshold voltage, and device maximum
current. However, this larger Pin1dB value is associated to a lower output power and
gain. On the other hand, the effect of RDc is to heavily decrease Pin1dB through a higher
drain saturation voltage (see Figure 8.9), which in turn seriously limits the load-line
drain voltage swing and ultimately the output power by reducing the extension of the
device linear operation region. The combined effects the gate and the source/drain
parasitic resistances are reported in Figure 8.21.
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Figure 8.21: Output power (Pout) measured at for different combination of the gate,
RG, and the source/drain, RSc and RDc, parasitic resistances. Pout was measured at
Pin = 17.3 dBm, which is the input referred 1dB compression point in the reference
case with no parasitic resistance that has Pout = 26.7 dBm at 35 GHz.
The impact of material defects such as threading dislocations and surface traps
is shown Figure 8.22. As discussed before, the surface traps were modeled by us-
ing a static sheet of negative charge depleting the 2DEG. This approach cannot take
into account the slow time-varying trapping/de-trapping process, but corresponds to
the worst-case where all the traps are filled with electrons.
Concerning the effect of the dislocations, we can see on the left side of Fig-
ure 8.22 that their effect resembles the one of a series source and drain resistance due
to the increased scattering along the channel. Increasing the dislocation density from
1 ·109 cm−3 to 500 ·109 cm−3 results in a 50% reduction of the output power and gain.
This performance reduction is pretty much constant for increasing input power. On the
other hand, effects of the surface traps, reported on the right side of Figure 8.22, are
somehow different depending on their locations within the device. In particular, when
the traps are located in both the source-gate and gate-drain regions, their effect is simi-
lar to the one of dislocations, which again can be described as an increased source-gate
and gate-drain access region resistance due to the 2DEG depletion. However, when the
negatively charged traps are only located in the gate-drain region, which is commonly
the case due to the fact that most of the electrons are trapped in this region where the
peak electric field is located, we can appreciate a performance reduction only for large
input power. This can be explained with discussion similar to the ones reported in in
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Figure 8.23: Output power (Pout ) measured at for different combination of dislocation
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region (GD) and in both the source-gate and gate-drain regions (SG&GD). Pout was
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Section 8.4 concerning the dynamic load-line and a series drain resistor. The increased
gate-drain access resistance increases the drain saturation voltage, limiting the maxi-
mum drain voltage swing due to the load-line. The combined effects of these material
defects and reliability issues are reported in Figure 8.23.
Lastly, we compare the performance of the device when biased for Class-A
and Class-B operations in Figure 8.24. As we can see, the Class-A performs better in
terms of Pout due the fact that, as discussed in Section 2.5, Class-B amplifiers have an
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Figure 8.24: Comparison between the Class-A (solid) and Class-B (dashed) RF power
amplifier performance of the device in Figure 8.17.
inherently lower gain than Class-A ones because a FET biased at the threshold voltage
needs an input gate voltage swing which is larger that the one needed for a Class-A
biasing to achieve the same peak current. On the other hand, despite the lower output
power, the Class-B configuration achieves at Pin = 21.9 dBm better maximum PAE
(about 27% versus 23%) due to the lower DC power consumption (about 14.7 W/mm
versus 21 W/mm at such Pin) characteristic of Class-B amplifiers. Even in the low Pin
range, the Class-B PAE is equal to the Class-A one despite the Class-B much lower
output power. Moreover, we can see that the Class-B gain increases with increasing
Pin from G = 5.2 dB to G = 6.1 dB (i.e. about +25%) due to self-biasing effect (see
Section 2.5) typical of such configuration. In particular, we can see that while for Class-
A the DC component of the drain current is pretty much constant with increasing Pin,
the Class-B DC component of the drain current increases with Pin. The DC current
corresponding to the maximum gain (G = 6.1 dB at Pin = 19.3 dBm) is 800 mA/mm ,
which is equal to the one where the peak transconductance is achived in static ID−VG
characterization as experimentally reported [15].
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8.6 Conclusion
In this chapter, the simulation of the large-signal performance of mm-wave FET power
amplifiers with high-Q matching network was obtained for the first time through Full
Band Monte Carlo particle-based device simulation self-consistently coupled with a
Harmonic Balance frequency domain circuit solver. In particular, the combination
of the active-load line technique, the fast CMC algorithm, the accuracy of the full
band approach, and the parasitic element inclusion through a self-consistently coupled
FDTD/CMC simulator allowed us to provide an accurate efficient numerical charac-
terization of high-power, high-frequency GaN HEMTs under large-signal operations.
The same set of simulations with time-domain and/or conventional Monte Carlo tech-
niques would have required a prohibitive simulation time. On the other hand, this
time-efficient HB/CMC circuit-device simulator also allows the rapid large-signal char-
acterization of sub-millimeter band amplifiers, such as the ones based on InP devices
with small-signal power gain cut-off frequency fmax as high as 1.2 T Hz [33], capable
of efficiently operate at hundreds of gigahertz. For instance, the simulation of four
time periods, corresponding to one HB iteration, of an InP-based amplifier operating
at 250 GHz, assuming the same computational time of the devices described in this
chapter, would require only two hours with the CMC technique on a 64-bit Intel Xeon
3 GHz.
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Chapter 9
Conclusions
In the first chapters of this work, we provided a detailed study of the emerging tech-
nology of N-face GaN HEMTs, and showed the potentiality of this novel devices with
respect to the traditional Ga-face transistors. Furthermore, short-channel effects were
investigated in ultra-scaled GaN and InP HEMTs, and design guidelines based on
nano-scale models were given to achieve superior performance in device operating in
the millimeter and sub-millimeter band. Finally, the impact of the passivation dielectric
and gate geometry on GaN HEMTs was studied, with particular emphasis on the link
of the nano-scale carrier dynamics with the small-signal equivalent circuit parameters.
While the initial part of this work was mainly focused on DC and small-signal
characterization, the last two chapters of this document are devoted to the development
of simulation techniques that allow the large-signal characterization of GaN HEMTs
used as power amplifiers in the millimeter-wave band. In particular, the aim of this ef-
fort was to allow the accurate simulations of the non-linear effects arising in FETs under
large-signal operations, such as harmonic generation and gain compression, which can-
not be predicted solely based on the DC and small-signal analysis. On the other hand,
the critical effect of the matching network and the dynamic load-line on the power am-
plifier operations had to be included through circuit-device coupled simulations due
to the lack of an analytical approach for such large-signal characterization. However,
due to the fact that Monte Carlo particle-based simulations are traditionally extremely
time-consuming, the challenge was to devise specific time-efficient techniques in order
to obtain such circuit-device simulations with state-of-the-art devices in a reasonable
time. This was accomplished through an active load-line technique and, with a more
general approach, by self-consistently coupling for the first time a Harmonic Balance
frequency domain circuit solver with a Full Band Cellular Monte Carlo. Our approach
allowed an accurate characterization of high-Q matched GaN HEMT power amplifiers
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through a particle-based device simulator in an efficient manner which has not been
previously reported in the literature for other Monte Carlo codes.
The effect of parasitic elements was also included in order to account for an
important aspect limiting the performance of high frequency real devices. This was
accomplished with an approach that overcomes the limitation of the analytical parasitic
inclusion of the small-signal analysis. In particular, two different options were im-
plemented and self-consistently coupled to the Monte Carlo device simulator: A fully
Harmonic Balance circuit solver and a hybrid Harmonic Balance / Time Domain Finite
Difference circuit solver. The flexibility of this mixed approach turned out to be critical
in order to overcome the limitation affecting both of these circuit solvers when coupled
with an intrinsically noisy and relatively slow device simulation technique such as the
particle-based Monte Carlo method. Our approach allowed for the first time a complete
and realistic characterization of FET power amplifiers through a particle-based device
simulator, including all the non-linearities resulting from large-signal operations. This
was achieved by using a Monte Carlo code that is able to accurately describe the highly
non-linear, out-of-equilibrium charge transport regime of high-energy carriers.
Future work will extensively use this code, which provided a TCAD tool for the
device early-stage design, to perform computer-based performance evaluation in lieu
of the extremely time-consuming and expensive iterations of prototyping and experi-
mental large-signal characterization of millimeter and sub-millimeter wave devices.
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