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Characterizing the local internal environment surrounding solid-state spin defects is crucial to
harnessing them as nanoscale sensors of external fields. This is especially germane to the case
of defect ensembles which can exhibit a complex interplay between interactions, internal fields and
lattice strain. Working with the nitrogen-vacancy (NV) center in diamond, we demonstrate that local
electric fields dominate the magnetic resonance behavior of NV ensembles at low magnetic field. We
introduce a simple microscopic model that quantitatively captures the observed spectra for samples
with NV concentrations spanning over two orders of magnitude. Motivated by this understanding,
we propose and implement a novel method for the nanoscale localization of individual charges within
the diamond lattice; our approach relies upon the fact that the charge induces an NV dark state
which depends on the electric field orientation.
A tremendous amount of recent effort has focused on
the creation and control of nanoscale defects in the solid-
state [1, 2]. The spectral properties of these defects
often depend sensitively on their environment. On the
one hand, this sensitivity naturally suggests their use as
nanoscale quantum sensors of external signals. On the
other hand, accurately quantifying these signals requires
the careful characterization of internal local fields. Here,
we focus on a particular defect, the negatively charged
nitrogen-vacancy (NV) color center in diamond [2, 3].
The electronic spin associated with the NV center is sen-
sitive to a broad range of external signals, from mag-
netic and electric fields to pressure, temperature and gy-
roscopic precession [4–13]. Isolated single NVs have been
used to explore phenomena in biology [2, 14–17], materi-
als science [18–22], and fundamental physics [23–25].
More recently, many-body correlations have emerged
as a powerful resource for enhancing the sensitivity of
interacting spin ensembles [26–30]. To this end, a num-
ber of studies have explored and leveraged the properties
of high-density NV systems [7, 31–38]. The local envi-
ronment in such systems is substantially more complex
than that of isolated NVs; this arises from a competi-
tion between multiple effects, including: lattice strain,
paramagnetic impurities, charge dynamics, and NV-NV
dipolar interactions. While the presence of an applied
external magnetic field can suppress some of these ef-
fects, it significantly limits the scope of sensing applica-
tions such as zero-field nuclear magnetic resonance spec-
troscopy [39, 40]. Thus, characterizing and understand-
ing the spectral properties of NV ensembles at zero field
is crucial to utilizing these systems as quantum sensors.
In this Letter, we present three main results. First,
we demonstrate that the characteristic splitting of the
NV’s magnetic resonance spectrum (Fig. 1a), observed
in ensemble NV experiments [9, 15, 41–57], originates
from its local electric environment; this contrasts with
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FIG. 1. Typical optically-detected magnetic resonance
(ODMR) spectrum of an electron-irradiated and annealed
Type-Ib diamond sample (S1) at zero magnetic field. The
spectrum exhibits heavy tails which cannot be reproduced
by either a double Lorentzian or Gaussian (orange fit) pro-
file. The blue theory curve is obtained via our microscopic
charge model. (Left inset) A typical zero-field spectrum for a
single NV center shows only a single resonance. (Right inset)
Schematic depicting an equal density of positive (e.g. N+) and
negative (e.g. NV) charges, which together, create a random
local electric field at each NV center’s position. (b) Nanoscale
localization (∼5 nm) of a single positive charge via dark-state
spectroscopy of an isolated NV center. The shaded regions
indicate the probable location of the charge with darker indi-
cating a higher likelihood. Percentages shown correspond to
the confidence intervals of the dark/light region, respectively.
(c) Analogous localization of a more proximal charge defect
(∼2 nm) for a different NV center.
the conventional picture that strain dominates the zero-
field properties of these systems. Second, we introduce
ar
X
iv
:1
80
9.
01
66
8v
1 
 [q
ua
nt-
ph
]  
5 S
ep
 20
18
2  
(a)
Frequency (GHz)
2.860 2.870 2.880 2.870 2.872 2.8742.868
(b)
Frequency (GHz)
C
o
n
tr
a
s
t 
(a
.u
)
0.0
0.5
1.0 S5 S3
2.740 2.745
0.0
1.0
FIG. 2. ODMR spectra at zero magnetic field for (a) a
Type-Ib untreated diamond sample (S5) and (b) a Type-IIa
electron-irradiated and annealed sample (S3). The spectra
portray the two qualitative regimes one expects based upon
the average electric field strength as shown schematically in
the right panel of Fig. 3d. The blue theory curve is obtained
via our microscopic charge model. (inset) The spectrum for S3
at a magnetic field ≈ 45 G exhibits three identical hyperfine
resonances.
a charge-based model (Fig. 1a, right inset) that quan-
titatively reproduces the observed ODMR spectra for
samples spanning two orders of magnitude in NV den-
sity. Third, our model suggests the ability to directly
image the position of individual charges inside the dia-
mond lattice. To this end, we propose and implement a
novel method that localizes such charges to nanometer-
size volumes (Fig. 1b,c). The essence of our approach is
to leverage the interplay between the polarization of the
applied microwave field and the orientation of the local
electric field.
Magnetic spectra of NV ensembles—The NV center
has a spin triplet ground state (|ms = ±1, 0〉), which can
be initialized and read out via optical excitation and co-
herently manipulated using microwave fields [58]. In the
absence of any external perturbations, the |ms = ±1〉
states are degenerate and separated from |ms = 0〉 by
Dgs = (2pi)× 2.87 GHz (Fig. 3a).
This leads to the usual expectation of a single reso-
nance peak at Dgs, consistent with experimental obser-
vations of isolated NVs (Fig. 1a, inset). However, for
high-density NV ensembles, one observes a qualitatively
distinct spectrum, consisting of a pair of resonances cen-
tered at Dgs (Fig. 1a, sample S1). This spectrum poses
a number of puzzles: First, the line-shape of each reso-
nance is asymmetric and cannot be captured by either
a Gaussian or Lorentzian profile. Second, the central
feature between the resonances is sharper than the in-
homogenous linewidth. Third, despite the presence of a
strong splitting, there exists almost no shift of the NV’s
overall spectrum.
These generic features are present in diamond sam-
ples with NV and P1 (nitrogen impurity) densities span-
ning over two orders of magnitude. Fig. 2 demonstrates
this ubiquity. In particular, it depicts the spectrum for
two other samples: one with a significantly lower NV
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FIG. 3. Both strain and electric fields lead to (a) shifting Πz
and (b) splitting 2Π⊥ of the |ms = ±1〉 manifold. (c) When
averaged over an ensemble of NV centers, random local strain
fields lead to a single broad spectral feature (at large strain).
(d) In contrast, random local electric fields lead to two distinct
spectral regimes: at small electric fields, the center hyperfine
resonance splits, leading to a total of four resolvable features
(S3); at large electric field, one obtains the characteristic split
resonance seen in typical high density NV ensembles (S1, S5).
concentration (Fig. 2a, sample S5) and a second with
significantly lower concentrations for both NVs and P1s
(Fig. 2b, sample S3). In this latter case, the P1 density
is low enough that the hyperfine interaction between the
NV’s electronic spin and its host 14N nuclear spin can be
resolved. Normally, this hyperfine splitting would simply
result in three identical resonances split from one another
by Azz = (2pi)× 2.16 MHz [59] (Fig. 2, inset). However,
as shown in Fig. 2b, one finds that the central hyperfine
resonance is split in direct analogy to the prior spectra.
The most distinct of the aforementioned features – a
split central resonance – has typically been attributed
to the presence of lattice strain [9, 42–57]. Such strain
can indeed lead to a coupling between the |ms = ±1〉
states, and thus split their energy levels. However, a
more careful analysis reveals an important inconsistency.
In particular, given the measured strain susceptibility pa-
rameters [42], for each individual NV, any strain-induced
splitting should be accompanied by a comparable shift of
the overall spectrum (Fig. 3). Ensemble averaging then
naturally leads to a spectrum that exhibits only a single
broadened resonance (Fig. 3c).
Microscopic charge model—In contrast, we demon-
strate that all of the observed features can be quanti-
tatively explained via a microscopic model based upon
randomly positioned charges inside the diamond lattice.
The physical intuition underlying this model is simple:
each (negatively charged) NV center plays the role of
an electron acceptor, and charge neutrality implies that
there must be a corresponding positively charged electron
donor (typically thought to be N+, a positively charged
P1 center).
Such charges produce an electric field that also (like
strain) couples the |ms = ±1〉 states, leading to the
splitting of the resulting eigenstates. Crucially, however,
3Sample
ρc
(ppm)
ρNV
(ppm)
ρs
(ppm)
Γ
(MHz)
Ib treated (S1) 1.35(5) 1-10 70(5) 1.16(2)
Ib treated (S2) 1.7(1) 1-10 100(5) 0.78(3)
IIa treated (S3) 0.06(2) 0.01-0.1 12(3) 0.26(2)
Ib untreated (S4) 3.6(4) 0.001-0.01 90(20) 1.0(1)
Ib untreated (S5) 0.9(2) 0.001-0.01 130(30) 3.3(1)
IIa untreated (S6) 0.05(1) 0.001-0.01 16(2) 0.08(3)
TABLE I. Summary of the measured and extracted parame-
ters for each diamond sample. ρc and Γ are directly extracted
from our microscopic model, while ρs is independently mea-
sured at high magnetic fields and ρNV is estimated from flu-
orescence counts [64].
the NV’s susceptibility to transverse electric fields (which
cause splitting) is ∼50 times larger than its susceptibility
to axial electric fields (which cause shifting) [60, 61]. This
implies that even upon ensemble averaging, the electric-
field-induced splitting remains prominent (Fig. 3d).
Qualitative picture in hand, let us now introduce the
details of our microscopic model. In particular, we con-
sider each NV to be surrounded by an equal density, ρc,
of positive and negative charges [62]. These charges gen-
erate a local electric field at the position of the NV center
and couple to its spin via the Hamiltonian:
H = (Dgs + Πz)S
2
z + (δBz +AzzIz)Sz+
Πx(S
2
y − S2x) + Πy(SxSy + SySx). (1)
Here, zˆ is the NV-axis, xˆ is defined such that one of the
carbon-vacancy bonds lies in the x-z plane (Fig. 1a, right
inset), ~S are the electronic spin-1 operators of the NV,
~I are the nuclear spin-1 operators of the host 14N [63],
and δBz represents a random local magnetic field (for
example, generated by nearby paramagnetic impurities).
Note that we absorb the gyromagnetic ratio into δBz.
The two terms Π{x,y} = d⊥E{x,y} and Πz = d‖Ez char-
acterize the NV’s coupling to the electric field, ~E, with
susceptibilities
{
d‖, d⊥
}
= {0.35, 17} Hz cm/V [60].
In order to obtain the spectra for a single NV, we
sample ~E and δBz from their random distributions and
then diagonalize the Hamiltonian. Moreover, to account
for the natural linewidth of each resonance, we include
an additional Lorentzian broadening with full-width-half-
maximum, Γ [64]. Averaging over this procedure yields
the ensemble spectrum. The distribution of ~E is deter-
mined by the random positioning of the aforementioned
charges. The distribution of δBz is determined by the lo-
cal magnetic environment, which depends sensitively on
the concentration of spin defects (Table I).
In samples S1 and S5 (Type-Ib diamond), δBz is dom-
inated by the dipolar interaction with a high-density
P1 spin bath, whose concentration, ρs, is independently
characterized [64]. Meanwhile, in sample S3 (Type-IIa
diamond), the P1 density is over two orders of magni-
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FIG. 4. Charge localization via dark-state spectroscopy. (a)
Single NV ODMR spectra (untreated Type-Ib diamond) for
two different microwave polarizations, φMW, depicting the re-
versal of the split-peak imbalance. The data correspond to the
localized charge shown in Fig. 1b. (inset) Top view through
the NV-axis (zˆ), where φE and φMW are defined with respect
to xˆ (along a carbon-vacancy bond). (b) Analogous split-peak
imbalance data corresponding to the localized charge shown
in Fig. 1c. (c) By changing the microwave polarization, φMW,
one can directly control the coupling strength between the |0〉
and |±〉 states. (d) Measuring the change in the imbalance as
a function of φMW allows one to extract the orientation of the
electric field. Dashed lines indicate the polarizations plotted
in (a).
tude smaller, leading to a δBz that is dominated by in-
teractions with 13C nuclei (with a natural abundance of
1.1%); despite this difference in microscopic origin, one
can also characterize the effect of this nuclear spin bath
using an effective density, ρs [64]. For each sample, us-
ing this independently characterized ρs, we then fit the
experimental spectrum by varying ρc and Γ . We find ex-
cellent agreement for all three samples (Fig. 1, 2) despite
their vastly different defect concentrations (Table I).
A few remarks are in order. First, the presence of lo-
cal electric fields suppresses the effect of magnetic noise
when δBz  Π⊥ =
√
Π2x + Π
2
y. This is precisely the
origin for both the sharpness of the inner central feature
seen in Fig. 1a, as well as the narrowness of the inner
hyperfine resonances seen in Fig. 2b. Second, in sam-
ples where the electric field dominates, the long-range,
power-law nature of the electric field leads to a partic-
ularly heavy tailed spectrum [64]. Third, the extracted
charge density, ρc, is consistent with the estimated NV
density, ρNV, for all “treated” (electron-irradiated and
annealed) samples (S1-S3). This agrees with our previ-
ous physical intuition: NVs behave as electron acceptors
while P1s behave as electron donors. Interestingly, this
4simple picture does not directly translate to “untreated”
samples (S4-S6) where the observed charge density is sig-
nificantly larger than ρNV (Table I); one possible expla-
nation is that such samples harbor a higher density of
non-NV charged defects (e.g. vacancy complexes [65]).
Nanoscale imaging of a single charge—Our micro-
scopic model suggests that in samples where one can
resolve single NV centers, it should be possible to di-
rectly probe the local charge environment. However, one
expects a key difference in contrast to ensemble measure-
ments: for a single NV, the electric field has a definite
orientation with respect to the NV axes (Fig. 4a dia-
gram).
Crucially, this orientation (namely, the angle, φE , in
the NV’s transverse plane) dictates the way in which the
electric field mixes the original |ms = ±1〉 states into
bright and dark states:
|±〉 = 1√
2
(|ms = +1〉 ∓ e−iφE |ms = −1〉) . (2)
Applying a linearly polarized microwave field will then
drive transitions between the |ms = 0〉 state and the
|±〉 states. However, the relative strength of the two
transitions depends on both φE and the polarization of
the microwave field, φMW (Fig. 4c). Thus, one generally
expects the measured amplitudes of the corresponding
resonances to be different. These expectations are indeed
borne out by the data (Fig. 4a,b) [66]. We note that this
observed imbalance in the inner hyperfine resonances for
a single NV is naturally averaged out in an ensemble
measurement.
Our detailed understanding of this spectroscopy for a
single NV suggests a novel method to extract the full
vector electric field and to localize the position of the
corresponding charge. In particular, by measuring the
imbalance as a function of φMW, one can extract the
electric field orientation, φE . More specifically, we define
the imbalance, I ≡ A+−A−A++A− , where A± are the amplitudes
of the |ms = 0〉 ↔ |±〉 resonances and derive [64]:
I ∼ − cos(2φMW + φE). (3)
Thus, φE = 124(5)
◦ can be extracted as the phase offset
in Fig. 4d. In combination with the observed splitting
and shifting of the inner resonances, Πz = 30(50) kHz,
Π⊥ = 650(10) kHz, one can fully reconstruct the local
electric field vector [64]. We do not observe any changes
to this field over the course of the experiment (months)
and find that it varies for different NV centers. This
suggests that it originates from a stationary local charge
environment. Moreover, charge neutrality and a low de-
fect density suggest that the electric field is generated by
a single positive charge, which we can then localize to
within a nanoscale volume (Fig. 1b,c).
Summary and outlook—While it is abundantly as-
serted in the literature that the zero-field spectral fea-
tures of NV ensembles owe to lattice strain, here, we
demonstrate that such spectra are in fact dominated by
the effect of local electric fields. Using a microscopic
charge model, we quantitatively capture the magnetic
resonance spectra of NV ensembles for defect concentra-
tions spanning two orders of magnitude. Moreover, we
introduce a method to image the spatial location of in-
dividual charges near a single NV center with nanoscale
precision.
These results open the door to a number of intrigu-
ing future directions. First, although we observe charge
densities that are consistent with the NV density in all
treated samples (and thus consistent with a picture for
charge neutrality), we find a deviation from this under-
standing for untreated samples which exhibit an anoma-
lously large charge density. Further study is necessary
to reveal the precise nature of these additional charges.
Second, our results provide an improved understanding
of NV ensembles at low magnetic fields; this is of par-
ticular relevance to the sensing of electric fields, lattice
strain and gyroscopic precession, as well as to studies
of magnetically sensitive quantum materials. Third, the
charge-induced suppression of δBz suggests the possibil-
ity of enhancing the NV’s resilience to magnetic noise.
Finally, understanding the local charge environment of
single NV centers could provide insights into the optical
spectral diffusion observed at low temperatures [67, 68].
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MATERIALS AND METHODS
Sample details
The six diamond samples used in this work are all sourced from Element Six. Three of them have been treated
(electron irradiation at Prism Gem and vacuum annealing) to increase NV density. The details are listed in Table
I.
Sample name Synthesis
[N]
(ppm)
Electron
irradiation dose
Energy
(MeV)
Anneal temperature
(◦C)
Spectrum
Ib treated (S1) HPHT .200 2×1018 cm−2 2 800 Fig. 5a, main text Fig. 1a
Ib treated (S2) HPHT .200 1×1017 cm−2 14 400; 800; 1200 Fig 5b
IIa treated (S3) CVD . 1 1×1017 cm−2 2 700; 875 Fig. 5c, main text Fig. 2a
Ib untreated (S4) HPHT .200 n/a n/a n/a Fig. 6a
Ib untreated (S5) HPHT .200 n/a n/a n/a Fig. 6b, main text Fig. 2b
IIa untreated (S6) CVD .1 n/a n/a n/a Fig. 6c
TABLE I. Details of all samples shown in main and supplementary text. All samples are sourced from Element Six. [N] is
specified by the manufacturer.
Experimental apparatus
We conduct single and ensemble NV measurements in a scanning confocal microscope equipped with controllable
magnetic field and microwave delivery (Fig. 1). A 532 nm laser beam (Coherent Compass 315M) shuttered by an
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2FIG. 1. Experimental Apparatus: A 532 nm laser shuttered by an AOM light switch excites the NVs, both for state
preparation and read-out. A 4f telescope permits the galvonometer to scan the surface of the diamond and a piezo-mounted
objective controls the depth of the focal plane. The objective lens focuses the excitation beam and collects fluorescence.
Microwave fields are delivered by a magnet wire (as pictured) or a coplanar waveguide. Inset: Magnet wire stretched onto
an optical rotation mount hovers over the surface of the diamond
acousto-optic modulator (AOM, Gooch & Housego AOMO 3110-120) is used for both ground state preparation
and spin state detection. An objective lens focuses the beam to a diffraction limited spot size. We use an oil
immersion objective lens (Nikon Plan Fluor 100x, NA 1.49) for resolving single NV centers or an air objective
lens (Olympus LUCPLFLN, NA 0.6) for ensemble measurements. The combined action of an X-Y galvanometer
(Thorlabs GVS212) and a 4f telescope provides the ability to scan the sample at the focal plane of the objective
lens. A piezo mount for the objective lens serves to move the scanning plane in the longitudinal direction for depth
scans.
The fluorescence photons collected by the objective lens are separated from the excitation beam path by a dichroic
mirror (Semrock FF552-Di02). The coupling of the fluorescence beam to a single mode fiber serves as an effective
pinhole for the confocal microscope. The fiber shuttles the fluorescence photons to a single photon counting module
(SPCM, Excelitas SPCM-AQRH-64-FC) or avalanche photodiode (Thorlabs APD410A). We use a Data Aquisition
card (DAQ) for fluorescence measurements and subsequent data processing (National Instruments USB 6343).
A microwave source (Stanford Research Systems SG384) in combination with a 16W amplifier (Mini-Circuits
ZHL-16W-43+) serves to generate signals for spin state manipulation. For ensemble measurements, microwave
signals are delivered using a coplanar waveguide (CPW) deposited on a coverslip. For single NV experiments, a
46 AWG magnet wire taped to a rotation mount (Thorlabs RSP05) is used (Fig. 1 inset). The magnet wire is
adjusted to sit parallel to, and approximately 550 µm above, the focal plane of the objective lens. By rotating
3the wire using the mount, we effectively change the polarization of the microwaves at the site of the single NV
center of interest. The calculation of the polarization angle in the NV center frame is discussed later in the Section
Microwave Angle Projection.
Pulse sequence for measuring magnetic resonance spectra of NVs
To measure the optically detected magnetic resonance (ODMR) spectra of NVs, we first use a 10 µs 532 nm laser
pulse to initialize the spin triplet ground states to ms = 0 (Fig. 2). After turning off the laser for 1 µs to allow
the excited state population to decay, we apply a microwave pi pulse and sweep its frequency. Our pi pulse length
is chosen as 2-6 µs for measurements on Type-Ib diamonds and 8-10 µs for Type-IIa diamonds to avoid power
broadening. At the end, we apply another 10 µs laser pulse to detect the NV spin state by collecting the resulting
fluorescence photons (Signal). In addition, we collect the photon counts at the end of the initialization laser pulse
(Reference), and normalize the measured contrast.
Laser
Microwave
Readout
SignalReference
1 μs
FIG. 2. Pulse sequence for ODMR measurement.
Isolating single NVs
The diamond sample used for single NV experiments is sample S4 (untreated type Ib). We found a region of the
sample where we could isolate single NVs as confirmed by a g(2) measurement (Fig. 3).
CHARGE MODEL AND ENSEMBLE SPECTRUM
In this section, we provide additional details regarding our charge model. This includes an analysis of the electric
and magnetic field distributions, as well as an explanation of the fitting procedure of the ensemble spectra and the
estimation of error bars.
Electric field distribution
In our model, we consider each NV to be surrounded by an equal density, ρc of positive and negative point-like
charges. We simulate the positions of these charges by randomly placing a large number (Ncharge ∼ 100) of points
within a spherical volume. The radius of the sphere, R, is determined such that the average density of the charges
matches ρc; in particular, this implies
R =
(
3
4pi
Ncharge
n0ρc
) 1
3
(1)
4FIG. 3. g2(τ) measurement on NV1: the extracted g2(0) = 0.17+0.05−0.03 < 0.5 definitively confirms it is a single NV center.
where n0 = 1.76 × 10−4 (ppm·nm3)−1 is the factor relating the number density (in ppm) to the volume density.
Based on the positions of the charges {~ri}, we calculate the electric field at the center of the sphere (the NV’s
location):
~E =
∑
i
e
4pi0r
rˆi
r2i
(2)
where r = 5.7 is the relative permittivity of diamond[1].
Sampling over {~ri} yields a distribution for ~E. We are particularly interested in the transverse component, E⊥,
which couples ∼ 50 times stronger to the NV, i.e. Π⊥ = d⊥E⊥. The distribution P (Π⊥) for various densities are
shown in Fig. 4. We note that these distributions are related to each other by a simple rescaling, Π⊥ → ρ2/3c Π⊥,
though we do not incorporate this rescaling explicitly in our sampling procedure.
Π" (MHz)
P(Π ")
FIG. 4. Distributions for the transverse electric field component, Π⊥ = d⊥E⊥, at various charge densities. The distributions
were generated by the charge sampling procedure described in the text.
5Magnetic field distribution
We assume that the local magnetic environment arises from interactions with other magnetic impurities. For
Type-Ib diamond, the dominant impurities are the electronic spins associated with P1 centers. For Type-IIa
diamond, the leading contribution comes from the nuclear spins associated with 13C (1.1% natural abundance).
In both cases, we model the effect of the magnetic impurities as a dipolar interaction between the NV and a bath
of electronic spins
(
s = 12
)
at density ρs:
Hdipolar =
∑
i
−J0
r3i
(
3(Sˆ · rˆi)(Pˆi · rˆi)− Sˆ · Pˆi
)
. (3)
Here {~ri} are the positions of the magnetic impurities, Sˆ, Pˆi are the spin operators for the NV and impurities,
respectively, and J0 = (2pi)52 MHz·nm3. Under the secular approximation, this interaction further simplifies to:
Hdipolar = δBz Sz , δBz =
∑
i
−J0
r3i
(3nˆzi − 1) pi , (4)
where nˆzi = zˆ · rˆi, and pi = ±1/2 are the spins of the magnetic impurities at the mean-field level.
A few remarks are in order. First, the coupling strength for nuclear spins is ∼ 2600 times weaker. This can be
effectively modeled by an electronic spin bath, whose the density is reduced by the same factor. All samples are
then characterized with a single parameter ρs. Second, the
13C nuclear spins give rise to an additional interaction
via the Fermi contact term [2]. Because directly accounting for this is difficult, we approximate its effect as an
extra contribution to ρs. The resulting spectra are in quantitative agreement with the experimental data at high
field (Fig. 5,6), validating this approximation.
Similar to the electric field distribution, we sample {~ri} for Nspin ∼ 100 from a sphere whose radius is chosen to
be consistent with ρs (Eq. 1). In this case, we also sample a configuration of spins {pi} from a uniform distribution.
Inserting {~ri} and ρs into Eq. 4 allows us to calculate δBz for each realization.
Fitting procedure and error estimation
Our fitting procedure for each ensemble sample consists of two steps. First, we fit a spectrum taken at high
magnetic field, where the effects of electric fields are highly suppressed and the dominant broadening is due to
magnetic impurities (Figs. 5 and 6, left column). This allows us to characterize ρs independently. Second, we fit
a spectrum at zero applied field using the previously determined magnetic noise and an additional contribution
due to electric fields (Figs. 5 and 6, right column). This determines the charge density ρc, as well the the natural
linewidth Γ.
For the high-field spectra, we sample over the magnetic impurities configurations following the procedure out-
lined in the previous section. For each configuration, we calculate the NV’s resonance frequencies using the full
Hamiltonian of the system, Eq. (1) of the main text. Repeating this procedure for ∼ 5000 realizations, we obtain
a histogram of resonance energies that is proportional to the experimentally observed spectra. We generate such
spectra for a range of ρs and fit each individually to the high-field measurement, optimizing with respect to the
center frequency, vertical offset, and overall amplitude. We characterize ρs by calculating the least-square residuals
between our simulated spectra and the experimental data (Figs. 5 and 6, left column). In particular, we identify ρs
that minimizes the residual as the best-fit parameter and estimate its error from the range of values whose residuals
lie within 10% of the minimum.
The fitting procedure for the zero-field spectra follows in close analogy, except we now average over both the
charge distribution and the magnetic impurity distribution. Specifically, we first sample the positions of the charges
and calculate the electric field at the NV center (∼ 5000 realizations). For each charge realization, we then sample
over many configurations of magnetic impurities to simulate the magnetic noise (additional ∼ 5000 realizations).
Another important difference from before is that we now incorporate a natural linewidth for each resonance. To
do so, we convolve the distribution of resonance frequencies with a Lorentzian profile characterized by a full-width-
half-maximum Γ. This linewidth accounts for broadening that is independent from the charge environment or
static magnetic fields. For example, it would include contributions from power broadening, fluctuating fields in the
environment (i.e. T2,echo), and strain-induced broadening.
6c)
a)
b)
FIG. 5. Ensemble fitting procedure applied to the treated samples: (a) Ib treated (S1), (b) Ib treated (S2), and (c) IIa
treated (S3). The main plots show the least-square residuals as a function of ρs (left) and ρc (right) under large (∼ 25-50 G)
and zero applied field, respectively. We identify the best-fit values for ρs, ρc based on the minimum residual, and we estimate
their error from the range values whose residuals lie within 10% of the minimum (blue shaded regions). The insets depict
the best-fit spectra (blue curve), along with the experimental data (black points).
7c)
a)
b)
FIG. 6. Fitting procedure applied to the untreated samples: (a) Ib untreated (S4), (b) Ib untreated (S5), and (c) IIa treated
(S6). See caption of Fig. 5 for description.
To isolate the effects due to the charge environment, we fit the zero-field spectra as a function of ρc while fixing
the magnetic noise (ρs) based on the previous step. For each value of ρc, we optimize with respect to the natural
linewidth Γ, the center frequency, overall amplitude, and vertical offset. These results are shown in the right column
of Figs. 5 and 6. As before, we estimate the error on ρc from the 10% interval of the residuals, while for Γ we take
the standard error estimated by the fitting routine.
All simulated spectra agree quantitatively with the experimental data, and the extracted ρs, ρc and Γ are listed
8in Table I in the main text. We note that for one of the six samples (S5), the linewidth contribution from δBz is on
the same order as Γ. Since we assume δBz is the dominant source of noise in the high field spectra when extracting
ρs, the magnetic impurity density for this sample may not be precise.
CHARGE LOCALIZATION USING SINGLE NVS
In this section, we discuss the details associated with the charge localization based on a single NV. We consider
the derivation of the imbalance and relate it to the electric field orientation and the microwave polarization. We
note that the imbalance of the resonances is strong evidence for the presence of a nearby charge, as most other
interactions would not modify the transition amplitudes differentially with respect to linearly polarized microwave
fields.
To extract the position of the charge, we first calculate the polarization of the microwave field in the reference
frame of the NV, φMW (Fig. 4a inset of the main text). By varying φMW, and measuring the imbalance one
can directly extract the transverse orientation of the electric field φE . Combined with the observed splitting 2Π⊥
and shifting Πz we can fully determine the local electric field vector and localize the corresponding charge. These
procedures are detailed below.
Derivation of the Imbalance
In order to quantitatively extract the orientation of the electric field φE , we introduce the notion of imbalance
as the difference in the weights of the resonances in the observed spectra. This imbalance I is directly related to
φMW and the transverse orientation of the electric field φE .
We begin by focusing our attention to the states with 14N nuclear spin mI = 0 (two inner resonances). In the
presence of an electric field, these states are described by the Hamiltonian:
H = (Dgs + Πz)S
2
z + Πx(S
2
y − S2x) + Πy(SxSy + SySx). (5)
One finds that the electric field couples only the |ms = ±1〉 states, leading to the new eigenstates:
|+〉 = 1√
2
(|ms = +1〉 − e−iφE |ms = −1〉) (6)
|−〉 = 1√
2
(
eiφE |ms = +1〉+ |ms = −1〉
)
(7)
with energy splitting 2Π⊥ = 2
√
Π2x + Π
2
y.
The magnetic resonance spectrum is obtained by driving transitions from the |ms = 0〉 state to the |±〉 states
using a linearly polarized microwave field. The matrix elements associated with these transitions are
M± = 〈0|Sx cosφMW + Sy sinφMW |±〉 (8)
=
1
2
[
e−iφMW ∓ ei(φE+φMW)
]
(9)
where φMW is the direction of microwave polarization. This results in two resonances with amplitudes, A± ≡ |M±|2:
A± =
1
2
∓ 1
2
cos(2φMW + φE). (10)
By defining the imbalance I ≡ A+−A−A++A− , we recover Eq. (2) in the main text:
I = − cos(2φMW + φE). (11)
We note that the imbalance reverses direction for φMW → φMW + 90◦ and that, for certain microwave angles, the
amplitude of one resonance can fully vanish.
9For completeness, we also derive the imbalance of the outer 14N hyperfine states, which correspond to mI = ±1.
The derivation follows the same logic as above, except the Hamiltonian is now
H = (Dgs + Πz)S
2
z + Πx(S
2
y − S2x) + Πy(SxSy + SySx)± 2AzzSz. (12)
The eigenstates |±〉 are split by 2√A2zz + Π2⊥. For mI = 1, one finds
|+〉 = 1√
1 + ξ2
(|+1〉 − ξe−iφE |−1〉) (13)
|−〉 = 1√
1 + ξ2
(
ξeiφE |+1〉+ |−1〉) (14)
where
ξ =
Azz
Π⊥
√1 + (Π⊥
Azz
)2
− 1
 (15)
An analogous expression holds for mI = −1. In both cases, the amplitudes of the |ms = 0〉 ↔ |±〉 resonances are
A± =
1√
1 + ξ2
(
1 + ξ2 ∓ 2ξ cos(2φMW + φE)
)
. (16)
This leads to an imbalance:
I = −2ξ cos(2φMW + φE)
1 + ξ2
. (17)
Thus, the imbalance of the outer resonances follows the same phase dependence as the inner resonances, but the
maximum imbalance depends on the ratio Π⊥/Azz. In particular, in the limit Π⊥  Azz, ξ ≈ 1 and a fully dark
state is still possible; whereas, for Π⊥  Azz, the maximum imbalance is reduced to Imax ≈ Π⊥/Azz.
The resulting dependence on φMW and φE does not change if we include the interaction with a nearby
13C
(within the secular approximation), since it interacts with the NV in a similar fashion to 14N hyperfine.
Microwave Angle Projection
We define (Xˆ, Yˆ , Zˆ) as our lab frame shown in Fig. 7a and the NV frame (xˆ, yˆ, zˆ) as shown in Fig. 1a left inset
in the main text. These two frames are related by the crystallographic axes of the sample. We approximate the
microwave delivery wire to be infinitely long, with an angle φWire with respect to Xˆ, and an in-plane distance r
away from the NV. We extract φWire and r from an image of the sample geometry (Fig. 1 inset). The height h of
the wires plane above the NV is assumed to be 550 ± 100 µm given the thickness of the diamond 500 µm, the wire
diameter 40 µm, and an intentional air gap to avoid contact to the sample (∼ 30 µm). The wire carries a current
which generates a linearly polarized microwave field at the location of the NV (Fig. 7) whose transverse projection
φMW drives the |ms = 0〉 ↔ |±〉 transition. φMW is fully determined by the values {φWire, h, r}. To estimate error
in each realization of φWire, we use a Monte Carlo method assuming a ±10◦ tilting of the wire out of the plane.
Single Charge Localization
We search through 68 single NVs and find four exhibiting a significant imbalance in the zero-field spectrum
consistent with a nearby charge, from which we analyze two in this work (referred to as NV1 and NV2). Because
these spectra can also be affected by the presence of a nearby strongly-coupled 13C, we apply a bias Bz field,
which suppresses the effect of the electric field and identifies the source of the splitting. The zero- and high-field
spectra for these two NVs are shown in Fig. 8. For NV1, we find three resonances spaced ∼2.16 MHz apart, a
signal associated exclusively with 14N hyperfine. In contrast, for NV2 we observe four resonances, indicating the
10
Y
X
r
Z
NV
Wire
Y X
Z
Wire
r
h
NV
(b)(a)
2 mm
2 
m
m
50
0 
𝜇
m
Diamond
Diamond
റ𝐼
𝐵
FIG. 7. a) Top view of lab frame, Xˆ, Yˆ , and Zˆ axes are defined as shown. Wire is displayed at an angle φWire relative to X,
and r is the distance between the wire and the NV. b) Side view of lab frame. With φWire = 0, when the oscillating current ~I
flows in the direction shown, we calculate the direction of the magnetic field vector ~B at a height h below the wire as shown.
additional presence of a strongly-coupled 13C. We fit the spectrum of NV2 to extract the 13C hyperfine coupling
strength ≈ 1.65(7) MHz. To confirm the charge origin, we then measure the full imbalance curve using dark-state
spectroscopy.
For NV1, we can clearly resolve the four resonances. The information about the imbalance is encoded into the
amplitude of the inner two resonances. To estimate these amplitudes we measure only six spectral data points for
each φMW (Fig. 9): two data points closely spaced at the location of each of the two inner resonances and two data
points far from the resonances (measurement of the baseline contrast) . The imbalance extracted with this method
is shown in the main text Fig. 4d, from which we extract φE = 124(5)
◦.
For NV2, since we cannot clearly resolve the four resonances due to the presence of the nearby 13C, we estimate
imbalance by integrating the area on either side of the fit center frequency (Fig. 10 a). The imbalance curve is
shown in Fig. 10b, from which we extract φE = 236(15)
◦.
We note that the amplitudes of these curves are much smaller than unity. This discrepancy from our simple
theoretical model can also be explained by a few possibilities. First, our methods do not directly probe the weight
of the transitions. Second, due to the intrinsic linewidth and power broadening, the inner and outer resonances
overlap, which precludes isolating any single transition. Third, a dynamic charge bath may generate a background
spectrum that is not included in our model.
In order to localize the charge, we also need to extract the charge-induced splitting Π⊥ and shifting Πz. In direct
analogy to the treatment of ensembles, we fit the full zero-field single NV spectra using our microscopic model to
extract these parameters as follows:
1. The spectra depend on five physical parameters: the three components of the electric field ~E, the density
of magnetic defects ρs, and the natural linewidth Γ. We also include a global amplitude scaling factor and
background offset.
2. To account for the magnetic noise distribution, we follow a prescription similar to the previous magnetic
field distribution section. We begin by considering the distribution of magnetic field for ρs which yields a
probability distribution for measuring a particular value of δBz. We then discretize over δBz and for each
possible value, perform steps 3-5. Each of the resulting spectra is weighted by the probability of measuring
δBz.
3. We solve the full Hamiltonian of the system (including 13C and 14N hyperfine interactions where applicable)
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(a)
(b)
FIG. 8. Spectra taken with and without a magnetic field applied along the NV z-axis. a) Left: zero-field spectrum for NV1
with microscopic model fit; Right: spectrum with an applied magnetic field and a fit to 3 Lorentzians. b) Left: zero-field
spectrum for NV2 with microscopic model fit; Right: spectrum with an applied magnetic field. The fit function is two sets
of three Lorentzians. The Lorentzians in each set are separated by the 14N hyperfine splitting. The sets are split from each
other by a fit parameter for the 13C hyperfine interaction.
FIG. 9. Position of the six frequencies (red) considered when computing the imbalance. Instead of measuring full-spectra,
we take data points closely spaced at the location of each of the two inner resonances and two data points far from the
resonances, so as to measure the baseline signal.
to find the positions of the resonances.
4. We generate a spectrum by weighting each resonance by its transition amplitude with the |ms = 0〉 state. We
compute the wright by fixing the microwave direction in the xˆ axis and computing |〈0|Sx |±〉|2.
5. We broaden each resonance by a Lorentzian distribution with full-width-half-maximum of Γ.
6. We use a least-squares regression method on steps 1-5 over the seven fitting parameters, reproducing the
12
FIG. 10. a) Two spectra from NV2 with fit from the microscopic model at different values of φMW. The dashed vertical line
indicates the fit center frequency (2.8706 GHz). We estimate the imbalance by compare the integral on either side of the
center frequency. b) Resultant imbalance sinusoid, from where we extract φE = 236(15)
◦.
experimental spectra.
Note, in order to determine Πz, we use the ensemble-averaged Dgs = 2870.25(5) MHz from the adjacent region of
the same diamond containing a high density of NVs as a reference value (Figure 6a).
From the fits (see main text Figure 4a,b) we extract the shifting and splitting due to the electric field:
NV1: Πz = (30± 50) kHz , Π⊥ = (650± 10) kHz (18)
NV2: Πz = (270± 70) kHz , Π⊥ = (850± 80) kHz . (19)
Using the susceptibilities [3], we extract the electric field vectors at the position of the single NVs:
NV1: (Ex, Ey, Ez) = (−2.1± 0.2, 3.2± 0.2, 9± 14) MV/m (20)
NV2: (Ex, Ey, Ez) = (−2.8± 1.1, −4.1± 0.8, 77± 20) MV/m . (21)
The parameters of the electric field uniquely determine the position of the positive single fundamental charge (main
text Fig. 1b and 1c). The confidence intervals can be estimated using a Monte Carlo method.
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