Abstract-We propose adaptive algorithms for mitigating intersymbol interference (ISI) in multimode fiber (MMF) systems using a spatial light modulator (SLM). Minimizing ISI in MMF systems using an SLM has previously been posed as a convex optimization problem. Based on these results, we propose a range of algorithms for adapting the SLM settings. Some of these are shown to converge to the global optimum in the absence of noise. We then propose modified versions of these algorithms to improve resilience to noise and speed of convergence. Simulation results are included, showing that these algorithms open an otherwise closed eye pattern.
I. INTRODUCTION
M ULTIMODE FIBER (MMF) is the dominant type of fiber used for data communications in current local-area networks. In achieving higher signalling rates, the dominant limiting factor is the inter-symbol interference (ISI) caused by modal dispersion [1] . Light propagates in a MMF in modes, with each mode propagating at its group velocity. The set of modes excited depends on launch conditions at the input of the fiber, and on mode coupling within the fiber. Thus, a pulse of light that excites many modes in the fiber arrives as several pulses at the output of the fiber-a phenomenon known as modal dispersion. This effect is analogous to multipath in wireless.
In the past, electrical equalization [2] , [3] has been used to mitigate ISI caused by modal dispersion. However, this can lead to noise enhancement, and, therefore, degradation of achievable bit-error ratio (BER) [4] .
As an alternative to electrical equalization, the use of adaptive optical compensation was proposed in [5] . This involves shaping the spatial profile of the electric field at the input end of the fiber using a spatial light modulator (SLM) to excite only desired desired principal modes (PMs). SLM is a two-dimensional (2-D) array of pixels, capable of modifying the local phase and/or amplitude of an incident electric field. PMs are a complete set of orthogonal modes propagating in the fiber, such that a pulse launched into a PM at the input of the fiber emerges as a single pulse at the output, even in the presence of mode coupling [6] . This technique leads to no noise enhancement. Experiments [7] , [8] have shown that this approach is capable of realizing high bit rates. A comprehensive theoretical framework for analyzing this system was developed in [9] . It was shown that minimizing ISI by changing the SLM settings can be posed as a convex optimization problem. In particular, maximizing eye opening, subject to constraints on the SLM, was cast as a second-order cone program (SOCP). Based on this, globally optimal solutions were computed.
In practical systems, it is difficult to compute the optimal SLM settings directly as the solution of an optimization problem. This is because the solution is a function of a system matrix that captures information about the fiber parameters and exact details of the mode coupling, which in turn depend on every bend, twist, and refractive index imperfection in the fiber. Therefore, the optimal settings can only be found either by explicitly estimating this matrix, or by an adaptive algorithm that implicitly learns these parameters through a feedback loop, and cause the SLM settings to converge to the optimum.
In this paper, we propose adaptive algorithms for setting the SLM, for mitigation of ISI. These are shown to have guaranteed convergence to the global optimum in the absence of noise. We also develop a range of suboptimal algorithms, that trade off suboptimality of the final solution for speed of convergence. We then introduce modified versions of these algorithms to improve resilience to noise.
The remainder of this paper is organized as follows. In Section II, we introduce the transmission scheme, and give the theoretical framework for analysis. This includes the impulse response of the system as a function of SLM settings, and the optimization problem posed in [9] that we wish to solve adaptively. In Section III, we propose an adaptive algorithm that is guaranteed to converge to the global optimum in the absence of noise. We then introduce a suboptimal algorithm, that does not have guaranteed convergence to the global optimum, but performs close to optimal in simulation, and better than currently employed techniques. In Section IV, we introduce modified algorithms with increased robustness to noise. In Section V, we give simulation results, using parameters of commercially available components. We show that our algorithms clean up the impulse response and can open an otherwise closed eye pattern. We compare performance of these algorithms for various levels of noise, degrees of mode coupling, and SLM resolutions.
II. ADAPTIVE TRANSMISSION SYSTEM
We first describe a physical system that enables ISI mitigation using an SLM. Next, we write down the impulse response of the 0733-8724/$26.00 © 2009 IEEE system as a function of SLM settings. We then link system performance-the eye opening-to the impulse response, and pose minimization of ISI as an optimization problem. We also look at estimation of the objective function so that this optimization problem may be solved using an adaptive algorithm.
A. Transmission Scheme
The system configuration is shown in Fig. 1 , and was originally proposed in [5] . It consists of a transmitter, the MMF itself, and a receiver in which received light pulses are detected and decoded. At the transmitter, we have an SLM followed by an imaging system that focuses the light from the SLM into the input end of the MMF. The SLM is a two-dimensional (2-D) array of pixels, and is used to manipulate the phase and/or amplitude of the electric field incident on the MMF, in the spatial domain. The ISI at the receiver depends on the excitation pattern of modes in the MMF. We, therefore, try to set the SLM pixels to optimally shape the light field incident on the MMF, and selectively excite modes in the MMF. At the receiver, light from the MMF is detected by a photodetector, and decoded by a recovery circuit. The detected signal is also used for ISI estimation, which drives an adaptive algorithm that controls the SLM.
Unlike traditional electrical equalization, the energy of the light signal can be refocused into the desired modes of the fiber, eliminating ISI without amplifying the fixed noise in the system. This can, of course, only be achieved with the proper SLM pixel settings.
B. Impulse Response
With a given SLM setting, a pulse of light entering the MMF has a certain spatial profile. This in turn governs the set of PMs excited, and the distribution of energy across the PMs. Since each PM propagates with a well defined group delay, we get a sequence of pulses at the output. For a unit impulse at the input, this sequence of output pulses is the impulse response. Thus, the impulse response of the system is a function of the SLM settings.
A detailed derivation was presented in [9] . Here, we reproduce some of the key results (1) where is the fiber loss coefficient (approximated as mode independent), is the fiber length, is the number of propagating PMs in both polarizations, is the electric field at the input face of the fiber, is the normalized magnetic field corresponding to the th input PM, and is the group delay of the th PM.
is a function of the SLM reflectances, an exact expression for which is given in [9] . This leads to a final expression of the impulse response of the following form:
(2) Fig. 1 . Adaptive transmission system: output of the single mode fiber is imaged onto the SLM, SLM output is imaged onto MMF, MMF output is detected, and fed to an adaptive algorithm that controls the SLM.
where is the reflectance of the th SLM block, is the number of SLM blocks, and are vectors that capture the spatial structure of the PMs [9] . Note that the impulse response is a quadratic function of the SLM reflectances.
C. Objective Function
The pulse response of the system was shown [9] to be (3) where , with being the transmit pulse, and the receiver impulse response. It was also shown that minimization of ISI was equivalent to maximization of the eye opening in the eye diagram generated by the above pulse response. The eye opening is given by (4) where is the bit duration, is an initial sampling offset, and is an integer [10] , with corresponding to the desired peak. is directly proportional to the eye opening, with when the eye is closed, and when the eye is open. Thus, minimization of ISI is equivalent to maximization of .
D. Optimization Problem
It was also shown in [9] that can be simplified to the form , where is a Hermitian matrix, with one positive, and non-positive eigenvalues. characterizes the system, and is fixed for a given system. Also, , because the SLM is a passive reflective device, and can, therefore, not amplify electric field locally. This leads to an optimization problem of the form (5) where , the vector of SLM reflectances, is the variable over which we optimize, and is a property of the system, and may not be known explicitly. This is the problem we wish to solve using our adaptive algorithms. Noting that may be factorized as , where , and , leads to the SLMO problem as posed in [9] (6) This problem is not in any standard form. For example, the objective function is not convex. However, in [9] , it was shown that SLMO is equivalent to the following convex optimization problem: (7) Here, and are the optimization variables, and and are problem data. This problem is a second-order cone program (SOCP), which can be globally solved with great efficiency [11] . The computational cost of solving this problem is , the same order as solving a set of linear equations. We will refer to the SOCP (7) as convex-form SLMO. Many publically distributed software packages can be used to solve convex form SLMO, e.g., CVX or SeDuMi.
E. Adaptive Algorithms
We note that in real fiber systems, is not known explicitly, since it captures the details of the mode-coupling and the optical system, and depends on the exact refractive profile, every bend and twist in the fiber, and so on. However, if for every SLM setting , we can observe , we can still find the optimal solution. Since is the eye opening, it can be measured directly.
While it may appear from (4) that estimating when the eye is closed requires many samples of the impulse response, in practice, it can be estimated from a few samples of the step response. For example, in [7] , the following procedure was used. When the eye is closed, a periodic training sequence comprising a long string of 0-bits followed by an equal number of 1-bits is transmitted, as shown in Fig. 2 . The largest positive and negative excursions of the received waveform over any interval of duration is used to estimate , and the total excursion of the received waveform is used to estimate . is then estimated as with in [7] . When the eye is open, the eye opening itself may be used as an estimate of .
III. ADAPTIVE ALGORITHMS: NOISELESS SYSTEMS
In this section, we introduce an algorithm involving adaptation of the amplitude and phase of the SLM for solving the optimization problem posed in (5), and prove its convergence to the global optimum. Next, we introduce a suboptimal algorithm involving phase-only adaptation, keeping a uniform unit amplitude over the SLM. We also give other algorithms currently in Fig. 2 . Estimation of the objective function using six samples from the response to a step training sequence.
use, for comparison. All algorithms that we consider in this section are sequential-coordinate-ascent (SCA) algorithms. In this section, we also assume that the system has no noise. In amplitude-and-phase SCA (APSCA) (Algorithm 1), a single SLM block is chosen, and its complex reflectance is adjusted to maximize the eye opening, which is the objective function. Next, another SLM block is chosen, and the process is repeated. (Note that amplitude-and-phase adaptation can be achieved using a phase-only SLM if SLM pixels are grouped into blocks, and if high-spatial-frequency (pixel-scale) phase gratings are introduced to diffract light away from the fiber core.) Since at every step, the objective function can only increase, the sequence of objective function values is monotonically non-decreasing. It is also bounded above by the global maximum of the SLMO problem. Therefore, this sequence converges.
Theorem 3.1: The SLM reflectance, , in APSCA converges to the global optimum.
Proof: Refer to Appendix.
Maximizing the objective function with respect to a single SLM block is also an optimization problem. Since is a quadratic function of , it is also a quadratic function of each . It can, therefore, be written as (8) where , and . Note that , and are functions of . In order to find the optimum , and are first estimated. This is done using measurements of at four different values of , since , and involve four real parameters. Once these are estimated, the optimal , subject to the constraint that , may be computed analytically. Note that four measurements of the eye opening are required to optimize a single SLM block. Continuous-phase SCA (CPSCA) (Algorithm 2) is similar to APSCA, except that only the phase of each SLM block is optimized, while the amplitude is held constant at 1. A single SLM block is chosen, and the amplitude of its reflectance is set to unity, while its phase is optimized to maximize the eye opening. Next, another SLM block is chosen, and the process is repeated. This algorithm is suboptimal, because every SLM block has unit amplitude, while the global optimum may involve SLM blocks with amplitudes less than 1. Optimization of the SLM phases to maximize eye opening is not a convex problem. Therefore, there may be many local optima that are not global optima. The final solution that the algorithm converges to will, in general, depend on the initial settings of the SLM. However, simulations show that the CPSCA converges to within 1% of the value of the objective function achieved by APSCA.
B. Continuous-Phase SCA
Maximizing the objective function with respect to the phase of a single SLM block is, again, an optimization problem. Since , from (8), we see that (9) where , and . The optimal is given by , where is estimated using measurements of at three different values of . Note that three measurements of the eye opening are required to optimize a single SLM block.
C. 4-Phase and 2-Phase SCA

Algorithm 3 4-Phase
In 4-phase SCA (4PSCA) (Algorithm 3), a single SLM block is chosen, and the amplitude of its reflectance is set to unity, while its phase is optimized over the set to maximize the eye opening. Next, another SLM block is chosen, and the process is repeated. This algorithm is suboptimal with no guarantee of convergence to the global maximum, and in general performs poorer than APSCA and CPSCA. Like CPSCA, the final solution that the algorithm converges to will, in general, depend on the initial settings of the SLM.
We also mention 2-phase SCA (2PSCA), which is the algorithm used in [7] . 2PSCA is similar to 4PSCA, except that the phase of an SLM block is optimized over . The performance of other algorithms will be compared against this.
IV. ADAPTIVE ALGORITHMS: NOISY SYSTEMS
In Section III, the estimates of the eye opening were assumed to be without noise. In practical systems, this is not the case. In this section, we look at modifications to the algorithms presented in the previous section, enabling trade-off between speed of convergence and resilience to noise. We first look at a modified version of APSCA to make it more robust to noise. We then look at a noise-resilient version of CPSCA. algorithm is identical to the previous version of CPSCA. As increases, the noise resilience of the algorithm increases. The values of at which the objective function is observed are given by . From these, MMSE estimates of and (9) are obtained. In presence of Gaussian noise, these are the ML estimates of and . These are in turn used to compute the optimal .
A. Noise-Resilient Amplitude-and-Phase SCA
Let the noise in each observation of be i.i.d., with zero mean and variance . We observe that depends only on .
Theorem 4.2: At each step of the algorithm, the errors in the estimates of and have zero mean, and variance . Proof: Refer to Appendix. Theorem 4.2 means that the errors in due to noise can be made arbitrarily low by increasing . Again, this increased noise resilience comes at the expense of slowing down the algorithm.
V. SIMULATION RESULTS
A. Fiber and System Parameters
For simulation, we use parameters from the experimental setup used in [7] . We use a 50-m-core graded-index multimode fiber, 1 km in length. We use the infinite-core approximation, and therefore approximate the IMs as Hermite-Gaussian modes. Mode shapes and propagation constants are computed analytically. The group delays of the IMs are scaled up by a factor of 10, so as to make them comparable to modal delays observed in experiment. This is because the differential group delay in a fiber with perfectly quadratic refractive index profile is less than that observed in most real fibers by about an order of magnitude. We operate at a wavelength of 1550 nm. We use a bit rate of 10 Gb/s. At a wavelength of 1550 nm, the fiber supports 55 modes in each polarization.
Light from an SMF with 10.4-m mode field diameter is imaged onto the SLM through a 10.4-mm focal-length lens. The guided mode of the SMF is approximated as Gaussian. Light reflected by the SLM is imaged onto the MMF through a 10.4-mm focal-length lens. The input faces of both fibers are in the focal planes of their respective lenses.
Although the SLM in [7] provided phase control only, here, the SLM is assumed to control both amplitude and phase with a 128 128 array of pixels, covering a region containing 95% of the incident power. Each pixel is 18 18 m . These pixels are grouped into larger square blocks during operation. A typical block size is 16 16 pixels, to have a 2-D array of 8 8 blocks on the SLM, though block size is part of the parameter space explored in this simulation. The total area of the SLM is always kept constant. Grouping a large number of pixels into blocks means that even if, in practice, the SLM has only phase control, both amplitude and phase control may be achieved at the block level by introducing high spatial frequency (pixel-level) phase gratings to diffract light away from the fiber core. Simulations show that a block size of 4 4 pixels is sufficient to mimic amplitude-and-phase control with a phase-only SLM for the imaging system, wavelength, and fiber parameters used in this simulation. We assume a switching time of 10 s, which is typical for a micro-electro-mechanical system SLM [12] . Mode coupling is simulated by coupling the IMs with randomly generated complex unitary matrices. PMs are thus unitary combinations of IMs. Unitarity ensures conservation of energy. The high-mode-coupling regime is simulated using unitary matrices that have large off-diagonal terms. The fiber loss coefficient may be assumed to be zero without loss of generality. Correspondence between simulated impulse responses and those observed in experiment suggests that this is a reasonable model.
Our figure of merit is the objective function . is normalized so that, when the SLM blocks are all set to amplitude 1 and phase 0, the total power in all modes excited in the MMF is unity. Note that a negative value of the objective function indicates a closed eye.
The optimal solution is computed by solving using CVX, a freely distributed convex optimization library for MATLAB [13] .
B. Simulation Results: Noiseless Systems
In this section, we compare performance of APSCA, CPSCA, 4PSCA and 2PSCA. Fig. 3 shows the impulse response of the system before and after adaptation of the SLM with APSCA. The SLM is a 2-D array of 8 8 blocks, each of 16 16 pixels. The fiber has random mode coupling, simulated as described in the previous section. We see that, after adaptation, higherorder PMs have smaller amplitudes. This leads to reduction in ISI and a larger eye opening, as is evident from the eye diagrams before and after adaptation. Fig. 3 also shows the SLM settings achieved after convergence. In all simulations, the SLM starts from a blank state, with all blocks set to amplitude 1 and phase 0, . Fig. 4 compares the eye openings after APSCA, CPSCA, and 4PSCA. We see that 4PSCA gives a smaller eye than APSCA or CPSCA. Table I gives a compares the value of the objective function achieved by these algorithms under various impairments. Fig. 5 shows typical adaptation curves for the four algorithms. Here, the fiber has random mode coupling, and the SLM uses 8 8 blocks, each of 16 16 pixels. Since one step in APSCA and 4PSCA require four SLM block flips, while CPSCA requires only three, they take different numbers of block flips for a single pass over the SLM. We see that, because of this, CPSCA converges faster than APSCA, while achieving a marginally suboptimal value of the objective function. This makes CPSCA a very attractive algorithm, as it requires only a phaseonly SLM. Table II gives a comparison of performance across various blocks sizes, in a system with random mode coupling. A smaller sized block translates to higher resolution in spatial frequency. However, this also means a larger number of blocks, and therefore slower convergence. We see that an SLM with 8 8 blocks, each of 16 16 pixels, gives good performance, while keeping convergence time small. We also see that, as SLM resolution increases, the difference between the final values of the objective function achieved by CPSCA and APSCA decreases.
Figs. 6 and 7 show adaptation curves for various SLM configurations. Note that at higher spatial resolution of the SLM, differences in performance between the algorithms decreases. 
C. Simulation Results: Noisy Systems
In this section, we compare performance of algorithms NRAPSCA, NRCPSCA, 4PSCA, and 2PSCA. It is assumed that adaptation is done using the periodic square-wave training sequence in Section II.E, with , leading to a training sequence 128 bits long. Noise is assumed to be i.i.d. Gaussian, with noise power chosen so that NRCPSCA achieves a BER less than in more than 95% of the simulated cases. A BER of is a typical forward error correction (FEC) threshold. A lower BER requirement (e.g., or ) will only set the noise power lower, thus making conditions more favorable for the algorithms. This is because the maximum eye opening in the absence of noise is fixed at the global maximum indicated. Therefore, setting a lower BER threshold necessitates a system with higher SNR, and thus lower noise power. Since the SLM switching time is 10 s, and bit period is 0.1 ns, we use noise averaging over 10 s, with multiple copies of the training sequence being sent over this period. Here, for NRAPSCA, and for NRCPSCA. From Section IV, we know that the effect of increasing and is equivalent to increased noise averaging. Fig. 9 shows the convergence of the various algorithms with noise averaging over 100 s. We see that with more noise averaging, the performance is closer to what is obtained in the absence of noise.
D. Multiple Modes in a Single Bit Period
Note that in our analysis and simulations, the modal delay differences between different mode groups are assumed to be large enough so that only one spatial mode (both polarizations) falls into the first bit period. Modes falling into other bit periods, and thus causing ISI, need not be discernible in time. However, in a short fiber, or at low symbol rates, multiple mode groups may fall into the first bit period. This means that, instead of exciting just one mode group and suppressing all others, we wish to excite all mode groups that fall within the first bit period, and to suppress the rest. In this case, the underlying optimization problem cannot be posed as a convex problem as presented here. However, simulations show that our algorithms work well even in the scenario. In fact, the performance of our algorithms in these cases is lower bounded by the case where only one mode group lies in the first bit period. This means that performance in these cases can only be better than what is seen in the simulations here.
VI. CONCLUSION
In this paper, we have proposed adaptive algorithms to ISI in MMF systems using an SLM. One of the algorithms, APSCA, is shown to converge to the global optimum in the absence of noise. We also propose suboptimal algorithms with faster convergence, and lesser hardware complexity. We also develop modified versions of these algorithms to enable resilience to noise. We present simulation results, using parameters of commercially available fibers and SLMs, and show that these techniques mitigate ISI and open up an otherwise closed eye pattern. Simulations show that CPSCA appears to be the most attractive algorithm in terms of speed of convergence, performance in presence of noise, and the fact that a phase-only SLM is sufficient to implement this.
Future work will involve experimental verification of the performance of these algorithms.
APPENDIX
Proof of Theorem 3.1: Our proof proceeds as follows: we first obtain necessary conditions satisfied by upon convergence of APSCA; we then show that these imply optimality (KKT) conditions of convex form SLMO; finally, we conclude that the that APSCA converges to must be the optimal solution to convex form SLMO, and therefore to SLMO.
We start by observing that (10) where , and , and are appropriate sub-matrices of (for e.g., is the th diagonal element of Therefore, when APSCA converges, defined as , will be such that (11) for . We now show that satisfies KKT conditions of convex form SLMO, and must therefore be globally optimal.
In SLMO, . Here, is unique only to within an overall phase. Therefore, we choose the phase of such that and . The Lagrangian to convex form SLMO, , may be written as (12) We define (13) 
(15)
where is the th row of . Therefore,
We proceed to show that satisfy KKT conditions to convex form SLMO, and are therefore the primal and dual optimal variables.
The KKT conditions to convex form SLMO are 
where , are i.i.d. zero mean, and is defined in Algorithm 4. Therefore, the MMSE estimate of is given by . This will be the ML estimate when noise is i.i.d.
. Also, the mean error is given by , and the covariance matrix is given by . Therefore, the variances of , and are given by the diagonal elements of . Also, we see that (36), shown at the bottom of the page. Therefore, the diagonal elements of are given by , and . Theorem 4.1 follows.
An analogous proof holds for Theorem 4.2. Here, the MMSE estimate of is given by , with as defined in Algorithm 5. This will be the ML estimate when are i.i.d.
. Again, the mean error is given by , and the covariance matrix is given by . Therefore, the variances of , and are given by the diagonal elements of . Here,
Therefore, the diagonal elements of are given by , and . Theorem 4.2 follows.
