Abstract-This paper reports the design and integration of a custom digital-signal-processor (DSP) system into a pulsed quantum-cascade-laser (QCL)-based trace gas sensor to improve its portability, robustness, and operating performance. Specifically, this paper describes the implementation of a custom prototype DSP data acquisition and system controller based on the Texas Instruments TMS320F2812 for embedded control and processing. In addition, the sensor incorporates oversampling by taking advantage of the high-speed conversion capabilities of an analogto-digital converter, which is embedded within the DSP. A carbon monoxide sensor, employing a thermoelectrically cooled, pulsed 4.6-µm distributed feedback QCL as a mid-infrared radiation source, is used to evaluate the performance characteristics of such a DSP controlled spectroscopic gas sensor.
I. INTRODUCTION
I NFRARED (IR) laser spectroscopy is a highly sensitive and selective technique for the real-time detection at partper-billion (ppb) to part-per-trillion (ppt) concentration levels of molecular trace gases important in such diverse application areas as environmental and atmospheric sciences, chemical analysis, and industrial-emission monitoring as well as medical diagnostics, specifically the detection of exhaled breath biomarkers. Gas phase molecular compounds have a spectral fingerprint in the mid-IR from ∼ 3 to 24 µm. Environmental, industrial, and medical trace gases such as nitric oxide (NO), carbon monoxide (CO), ammonia (NH 3 ), methane (CH 4 ), and ethylene (C 2 H 4 ) are distinguishable from each other due to the high specificity measurement capability of tunable pulsed and continuous wave (CW) coherent light sources that can inherently generate narrow linewidth mid-IR radiation [1] . A number of applications require sensor electronics for control, data acquisition, and management, which have an ultracompact footprint, provide flexibility and reliability and require low electrical power consumption. Various noise sources produce effects detrimental to the detection limit of pulsed quantum cascade laser (QCL)-based sensors. In order to mitigate these effects, various techniques can suppress noise, and thereby improve the minimum detection limit of a particular trace gas. This paper briefly explores noise sources and their methods of removal and determines the extent to which the noise has been suppressed electronically using a custom digital-signal-processor (DSP) solution as compared to commercial hardware.
II. LASER ABSORPTION SPECTROSCOPY (LAS)
LAS of target gas species, which is based on the BeerLambert absorption law, effectively determines real-time gas concentrations. Beer Lambert law states I(ν) = I 0 · e −α(ν)·L (1) where I is the intensity of light passing through the absorbing medium, I 0 is the input intensity, L is the optical pathlength, ν is the radiation frequency, and α(ν) is the absorption coefficient of a specific target species described by
where C is number of molecules of the absorbing gas per unit volume [molecule cm −3 ], S is the molecular line intensity [cm −1 /molecule × cm −2 ], and g(ν − ν 0 ) is the normalized lineshape function of molecular absorption [cm] , which may be Gaussian, Lorentzian, or Voigt [1] . Typically, target absorbances − ln(I/I 0 ) at the level of 10 −4 to 10 −6 need to be measured in order to reach ppb to ppt sensitivity of C in the mid-IR spectral region.
A typical laser-based gas sensor consists of three key components: 1) most appropriate spectroscopic radiation source for the application; 2) either a simple or multipass cell used as an optical cavity to hold the target gas(es) and enhance the effective L; or the appropriate optics for an open path configuration; and 3) either a sensitive IR detector in the case of an absorption technique or a microphone/piezoelectric transducer in the case of photoacoustic spectroscopy.
The four most frequently implemented tunable CW mid-IR spectroscopic sources suitable for high-precision laser-based trace gas sensing are: 1) lead-salt laser sensors based on tunable group IV-VI lead-salt diode lasers [2] ; 2) difference frequency generation (DFG)-based sources, which perform optical frequency mixing of two near-IR telecommunications diode lasers in a nonlinear optical crystal [3] ; 3) optical parametric oscillators (OPOs) [4] ; and 4) solid state and QCLs [5] . For this paper, a mid-IR QCL-based LAS configuration offers ppb detection limits in a sensitive, compact gas sensor configuration.
The spectroscopic source of choice in many trace gas sensing applications is the QCL, due to its operating wavelengths in the mid-IR region, where the molecular spectral line intensities are significantly stronger (by a factor of ∼ 20 to 200) in comparison to overtone or combination spectral lines in the near-IR. In addition, pulsed and CW QC lasing capability at quasi-room temperatures are obtainable by means of thermoelectric (TE) cooling [6] , [7] . A QCL also has the advantage of wavelength tunability by means of a current and temperature as well as external grating control [8] , narrow linewidth, and a nonbandgap determined operating wavelength. Distributed-feedback (DFB) structures coupled to the QCL structure provide smoothly tunable single frequency operation [9] .
III. NOISE-REDUCTION CONSIDERATIONS
Noise sources such as absorption spectrum and electronic baseline fluctuations, acquisition/nonlinearity noise, pulse-topulse fluctuations, and detector noise are the main limiting factors for trace gas detection sensitivity in pulsed QC-LAS-based sensors. This section briefly discusses these noise sources, the way to reduce their influence, and an analysis of the various noise-suppression methods.
A. Noise Distributions
The most prevalent noise source in the sensor system described in this paper is white Gaussian noise. The distribution follows a probability density function (pdf):
where σ is the standard deviation and µ is the mean. When averaging a Gaussian distribution, the sample set size determines the sample standard deviation (s N ) and narrows the possible region of the true mean. The parameter (s N ) decreases as a function of √ Hz until the other noise sources dominate. Noise types other than Gaussian are difficult to remove. Switching noise can provide structured noise distributions due to its digital nature, generating strong harmonics. This noise usually couples into analog circuitry by crosstalk, grounding contamination, or electromagnetic-interference (EMI) emission if not properly shielded. The 1/f noise, another noise source, affects the accuracy of the resulting dc values from sample and hold, gated integration, or lock-in demodulation.
B. Gas Absorption Spectrum Baseline Fluctuations
Gas absorption spectrum baseline fluctuations occur from interfering species, which have spectral absorption features in the same wavelength region as the spectral line of the target species. To minimize gas baseline fluctuations, an interference free absorption line must be selected, and pressure broadening should be reduced. However, broadband absorbers are usually present in real-world applications, which cannot be avoided. Baseline measurement, subtraction or normalization eliminates such noise sources as long as the baseline is smooth across the spectral feature. One method to normalize the baseline is to perform a baseline fit to the wings of the spectrum where the absorption of the target gas is zero.
C. Electronic Baseline Fluctuations/Low Frequency Drift
Sensor power supplies and voltage regulators may fluctuate due to temperature and current loading effects. In addition, voltage references to digital-to-analog converters (DACs) and analog-to-digital converters (ADCs) also have a temperature coefficient (tempco, sometimes TC) drift, causing low frequency fluctuations. Lower tempco drift ratings for references and temperature stabilization for the electronic enclosure provide better low frequency performance. Baseline fluctuations also occur via the ubiquitous 1/f noise and are minimized by increasing frequency. The same baseline subtraction described above in Section III-B simultaneously removes some of the electronic drift. Frequent signal offset measurements (when the laser radiation is suppressed), and subtraction minimizes the influence of these noise sources.
D. Single-Pulse and Pulse-to-Pulse Fluctuations
The measurements of identical laser pulses differ due to electronic noise, temperature drift, timing jitter, and movement of optical elements. When the pdfs of these sources are convoluted, the final statistical distribution is close to a Gaussian distribution (central limit theorem). Thus, a more efficient reduction of noise is accomplished via an increase in pulse rate or an increase in the number of spectral averages. The QCL driver may also have difficulty in providing constant amplitudes (1-2 A) of current pulses with durations of 10-20 ns, and hence, the QCL output power fluctuates "pulseto-pulse." This effect is removed by pulse normalization, usually accomplished optically via a beamsplitter to provide both a sample and reference channel. This type of noise may also be used to naturally provide dithering of the signal, which is usually applied to reduce quantization noise.
E. Acquisition Noise and Nonlinear System Response
Acquisition noise originates from noise sources such as EMI, crosstalk, noise from voltage references and power supplies, timing jitter, and quantization noise. Noise from these sources as well as noise created by nonlinearity of the system response can vary in distribution, and averaging these distributions can cause measurement errors.
Removing these sources requires targeted electronic design efforts. The layout of the printed circuit board (PCB) can have a large effect on EMI and crosstalk between traces, which is solved using various PCB layout design rules. Noise from voltage references and supplies can be reduced by using low-noise versions and filtering. Parts with better power-supply-rejectionratio (PSRR) ratings diminish the effect of power-supply ripple. Nonlinearity (differential and integral nonlinearity-DNL and INL) depends on the choice of ADC. Effects of DNL can be minimized by a sufficient dither, and INL can be removed by calibration.
Timing jitter is another type of acquisition noise, which is important in synchronous detection schemes. With narrow detected pulses, the slope of the signal is large; therefore, if the acquisition clock has a large amount of jitter, the noise will increase. This type of noise is only avoided by using low-drift and low-jitter electronic timing components, or can be minimized by averaging of a larger number of pulses. However, stable timing sources are available, and as long as the jitter is much less than the width of the detected pulse, the jitter acquisition noise will be minimal.
Some acquisition noise may be reduced by oversampling the signal, since usually, a single normalized point is sampled from each pulse. The uncorrelated noise for the sample and reference channels for a single pulse cannot be removed unless the sample size is sufficient. Noise levels theoretically should decrease by √ n, where n is oversampling depth if acquisition noise is present. Increasing the number of oversampling points per pulse either by increasing hold time or higher sampling speed may improve the signal to noise ratio (SNR).
F. Detector Noise
Noise from the detector causes error in the sampled signals. Minimizing the effect of detector noise requires more pulses for a larger sample set or higher optical powers. Both techniques help to suppress background fluctuations, which are unrelated to the laser radiation, such as electronic noise or excitation of the detectors by stray radiation.
IV. DSP-BASED GAS SENSOR SYSTEM PLATFORM
A custom developed DSP platform based on the Texas Instruments Inc (TI). TMS320F2812 provides faster sampling in order to more effectively minimize noise and baseline fluctuations in spectroscopic applications compared to a previous QC-LAS sensor using a National Instruments Inc. DAQCard-6062E 12-bit PCMCIA card. In addition, the custom electronics incorporate signal conditioning, data acquisition, data processing, and control systems in order to provide compact size and independent operation. The DSP selected provides adequate processing power to perform all the necessary functions for autonomous and real-time operation. More processing resources and faster wavelength sweeps allow the instrument to recognize fluctuations and perform appropriate corrections. Bomse et al. reported a TI TMS320C6701 DSP-based sensor that uses a CW vertical cavity surface emitting laser (VCSEL) at 6395.43 cm −1 , which is capable of a minimum CO detection limit of ∼ 25 ppm [10] . A C6X DSP platform was also considered for the reported platform, but the F2812 was eventually selected based on both size and cost. Fig. 1 depicts a block diagram of the basic control electronics for a pulsed QCL-based gas sensor. This sensor consists of a custom designed PCB mated to a Spectrum Digital Inc. eZdsp F2812 evaluation module (EVM). The sensor system offers a generalized platform suitable for a TE-cooled pulsed QCLbased sensor. Multichannel GPIO pins act as control outputs for various sensor functions (e.g., triggering and gas handling). Two ADC channels were reserved for pulsed detector signals, leaving the remaining 14 channels for other system parameters (such as temperature and pressure). The embedded nonvolatile flash memory on the DSP stores the system software programming. After power up, the DSP self-boots from flash and commences running system code. Thus, this sensor can operate independently of any external personal or single board computer. The combined daughtercard and EVM electronics have a small form factor of 16.6 × 7.6 × 3.8 cm and are "instanton" (marginal boot time). An embedded standard RS232 universal asynchronous receiver-transmitter (UART) (Maxim MAX3223) and an embedded Ethernet controller (Cirrus Logic CS8900A) provide the system with external communications options. Wireless connectivity and control via translation of RS232 UART to IEEE 802.11 G wireless Ethernet allowed for a remote download by a computer with wireless Internet access. Such wireless capability coupled with autonomous operation allows for functionality, where human intervention is undesirable, such as in medical quarantine areas or in harsh environmental conditions.
A. Optical and Electronic Configuration of QCL-Based Trace Gas Sensor
A QCL mounts on a two-stage Peltier cooler inside an evacuated vacuum housing to prevent water condensation at QC substrate temperatures below the dew point. In order to minimize pulse-to-pulse fluctuations, a beamsplitter divides QCL power into sample and reference beams, and laser pulse power normalization is performed to improve the SNR in the measured spectrum [11] . The reference beam is directed to the detector, while the sample beam first passes through an astigmatic Herriot multipass cell (MPC) [12] prior to being incident on the same detector. The detected signal and reference pulses are distinguishable due to the time required to pass through the 100-m effective optical path length of the MPC. Both the sample and reference beams are combined and focused onto a Mercury-CadmiumTelluride (MCT) detector (Kolmar Tech., model: MPV8-1-J1-DC) (see Fig. 2 ) via an off-axis parabolic mirror with a 7.62-cm (3 inch) focal length. The QCL has a total tuning range of ∼ 10 cm −1 from 2171-2181 cm −1 , which is achievable by scanning the temperature of the QC chip within a range between −30
• C and 0 • C (measured at the heat sink). The QCL is capable of targeting three CO spectral lines [13] : The R(7), R(8), and R(9) lines (Fig. 3) , which are free of interference from other species. The R(8) line at 2176 cm −1 corresponds to a maximum QCL output power at a moderate Peltier cooler temperature (−22
• C) and is interference free from H 2 O lines. A measure of the instrumental linewidth, which is determined using deconvolution of a spectrum recorded from a known reference CO mixture, yields ∼ 0.02 cm −1 (∼ 600 MHz). Current pulses of 750 mA with a 23-ns long duration and a maximum 1.0-MHz pulse rate (corresponding to the maximum recommended duty cycle by the laser manufacturer) provide an injection current to the laser with a threshold current of 600 mA. This provides an average optical power of ∼ 0.05 mW. The QCL wavelength is scanned by a modulation of the subthreshold current using a saw-tooth waveform. At the end of each scan, the laser pulse trigger is disabled, which causes suppression of the laser output and allows collection of an offset value for each channel. A serial peripheral interface (SPI) provides an effective and robust interface to control a two-channel TI TLV5638 DAC for generation of arbitrary modulation waveforms (Fig. 1) . The TLV5638 specifies a settling time of 1 µs and an update rate of 233 kilosamples per second (KSPS), which is fast enough to provide a voltage step suitable for 1-MHz pulse rates. The modulation waveform in this paper employs a saw-tooth waveform with 233 values/scan at a 1-kHz sweep rate. An amplifier/filter follows the DAC, removing quantization noise before the waveform feeds a subthreshold current modulation circuit. With short QCL pulses of ∼ 20 ns, the bandwidth of the detector signal is much greater than the maximum sampling rate. Complete recovery of the detector signal (20-MHz bandwidth using KMPV8-1-J1-DC Kolmar MCT detector) would be possible at two times the bandwidth = 40 MHz (Nyquist Criterion). However, the ADC sampling rate of 12.5 megasamples per second (MSPS) is much less than the Nyquist rate, and continuous digitization of the detector signal is not possible for this system. For that reason, we use a dedicated external two-channel sample and hold (SH) circuit with a timing scheme to synchronize the sampling with the arrival of optical pulses to assure peak amplitudes of the signal extracted from each pulse. Synchronization is possible via a phase matching of the "hold" signal supplied to the SH circuit with the periodic amplitude peaks of the detector signal to assure sampling of maximum values. The remainder of the analog front end provides a matched gain to the DSP ADC input signal range.
The complete front end consists of three modules: multivibrator (integrated circuits) ICs with RC time constant-based timing delays, an external SH to capture and hold a value of the pulse signal, and conditioning amplifiers to match to the full scale input range of the ADC. An inverting amplifier based on a low-noise high-bandwidth op-amp provides the required attenuation of the SH output, and it performs a first-order low pass filtering in order to suppress high frequency noise at the input of the ADC. The embedded ADC simultaneously samples both channels at its single-ended inputs with a resolution of 12 bits over 3 V. Fig. 4 shows the electronic and optical signal traces generated by the pulsed QCL sensor. The timer-compare signal (generated by the event manager clock circuitry integrated in the DSP IC) provides triggering of the laser pulse. The custom delay generator controlled by the trigger signal produces a clock signal with appropriate delay and duty cycle to synchronize the SH ICs to the current pulse. The DSP event manager, in addition to controlling the clock circuitry, also synchronizes the ADC sequencer in order to measure the points for oversampling at identical times within one laser pulse cycle. This assures that when the ADC takes offset measurements, the ADC measures the same harmonic fluctuations.
B. Software Development
A combination of C programming language and TMS320F28X assembly languages provided ease of programming the processing algorithm (C), and high execution efficiency for time-critical routines and interrupts (assembly). Texas Instruments Code Composer Studio DSK v2.21 provides an integrated development environment (IDE) and compiles, assembles, and flashes the machine code to program memory.
A 12.5-MHz timer clock derived from the 150-MHz PLL CPU clock rate drives an interrupt-based algorithm. This clock provides synchronization for data acquisition and signal generation. When the embedded event manager timer count register (EVAT1CNT) reaches a programmed value (EVAT1CMP) [14] , the system triggers a pulse. The system continues counting up until the timer matches a period register (EVAT1PR), which then triggers the ADC sequencer to start conversion. The ADC sequencer permits the system to convert a short stream of simultaneous data points with a single start of conversion signal, which this system exploits for oversampling.
A generic polynomial fitting routine, which is based on Gauss-Jordan elimination [15] , allows for high-speed baseline fitting and concentration calculations, providing fast execution times and low memory usage in a processing-resource-scarce and memory-scarce environment. The software is programmed to solve the overdetermined system of equations
where 
for m pairs of measured gas absorption (y) versus frequency (v) data points, and c 1 . . . c n are coefficients for the fitted polynomial
Improvement of the polynomial fitting performance allows the system to process a spectrum more frequently, avoiding the slowest fluctuations, and increasing temporal resolution.
The generalized polynomial fitting algorithm also performs first-order linear fits with a spectrum of a known gas sample. The calibration gas spectrum stored in a processor memory provides values for comparison with the sample gas spectrum. The DSP computes the slope of the best linear fit of the function
where y s and y r represent absorption data at frequency ν i for a sample and reference gas, respectively. The calculated slope determines the comparison factor for calculating the sample gas concentration. Electronic drifts can cause slight detuning of the laser frequency. In order to assure that the absorption lines are in the correct position within the scan for comparison, the software monitors the line positions and shifts the spectra when necessary. With each integer position number shift, the fitting algorithm calculates a new slope (c 2 ) and determines the overall minimal offset (c 1 ) for each of ±5 points of the initial line center position. Fig. 5 shows the overall interrupt-based software algorithm, which acquires data to memory buffers and transforms the spectral measurements to gas concentration values.
V. RESULTS
In previous work [16] , the QCL pulse rate was the limiting factor in reducing the noise level to achieve a minimum trace gas detection limit. Using the DAQCard-6062E dataacquisition card with the same electronic hardware and software configuration as in [16] , the presented CO optical sensor with the 100-m MPC (see Fig. 6 ) is able to achieve 6 ppb in 3 s. The DAQCard uses a maximum of 500-KSPS sampling rate spread over four channels (two detector channels, two offset channels) with one pair of samples per pulse, resulting in a 125-kHz pulse rate.
The daughtercard is capable of producing a control waveform to pulse the laser at up to 6 MHz, with a maximum sampling rate of 12.5 MSPS. Laser drivers that provide such high repetition rates at high pulse currents and low pulse duration are not commercially available. Therefore, to exploit the fast dataacquisition capability of the system, the ADC oversamples the pulses [17] by holding the pulse value using the SHs and collecting multiple ADC conversions (at the highest ADC speed possible) from the same pulse value. This reduces the acquisition-system noise, so that the ratio of sample to reference signal from a single pulse is more accurate in a single shot. Oversampling is possible by using any method, which can increase the duty cycle of the signal, such as triggering external SH ICs with delay generators (as in this paper) or by performing gated integration of the signal.
The average power dissipated within the laser chip changes due to the changes in duty cycle while varying the repetition rate of the laser current pulses. Therefore, the temperature of the laser changes, causing the emitted wavelength to shift, which modifies the operating point of the laser (parameters such as laser threshold current), defining the limits of comparison. By varying pulse rates between 202 and 403 kHz (Table I) , the CO absorption line shifts within the scan but is still within the scanning range. Additionally, an observable change in peak laser current occurs due to capacitor bank charging time constant effects of the laser driver. For the aforementioned range of pulse rates, a drop of 37.3 mA (from 795 mA) occurs, reducing the measured optical signal from 5.75 to 3.80 V measured at the output of the MCT detector (66% of the available optical signal). Multiplying the 403-kHz noise level (0.463) by 0.66 gives a value of 0.305, which is comparable to the 0.294 noise level of the 202-kHz spectra. Thus, the single spectrum inferred noise levels are equal, assuming similar parameters of the optical signal.
Table I also shows the results of the test used to determine oversampling versus a single sampling performance, which reveals improvements in the acquired SNR for oversampling. The test was performed using a reference gas to acquire spectra. Noise levels were determined using the standard deviation of the baseline wings. Using a 202-kHz pulse rate with a double oversampling and 1613 spectral averages, a spectral noise level of σ 1613 * 2 = 5.18 × 10 −3 was observed. The inferred noise level of a single point is σ 1 = sqrt(1613 * 2) * 5.18 × 10 −3 = 0.294. The same was performed with a 266-kHz pulse rate with a quad over sampling that yielded a result of σ 2127 * 4 = 3.5 × 10 −3 and σ 1 = 0.323. These values for noise levels were obtained using the same acquisition time (8 s), in order to assure that the same amount of time is allowed for low frequency baseline fluctuations affecting the measurement. Higher repetition rates caused a greater single point noise level (σ 1 ) due to reduced optical power, but the overall averaged noise level improves. Oversampling provided the correct Gaussian noise reduction (see Fig. 7 ), which demonstrates that the oversampling is beneficial and can overcome the problem of a limited laser pulse rate.
Determination of timing jitter in the acquisition system is useful, since oversampling does not remove this noise source. The steps taken in this measurement are as follows: 1) The data acquisition system determines the overall pulse shape to find the average slope of one of the pulse edges. This is done by measuring a 0.1-V, 20-ns pulse with 1-MHz repetition rate generated by a low jitter pulse generator (Stanford Research SRS DG535) and varying the phase in 1-ns increments (Fig. 8) , 2) acquiring data for each point and analyzing statistically to determine the standard deviation of the measured signal, and 3) determining the jitter using the deviation of the signal measured in the center of the rising edge of the pulse at the phase delay of 2 ns. The standard deviation (∼ 1.67 mV) measured at this point, combined with the slope (0.06 V/ns) of the edge, demonstrates 28 ps of jitter, a value low enough for this application.
Using the highest available pulse rate/oversampling, the DSP stand-alone system reveals an improvement in the noise equivalent sensitivity (NES). A CO spectrum taken from a pure mountain air (from Niwot Ridge, Colorado with known CO concentration of 126 ppb), by performing a triple oversampling at 1.042 MHz, shows a 6.3-ppb NES in 0.96 s (see Fig. 9 ). Additionally, an absorption spectrum of a 588-ppb CO in N 2 Fig. 8 . Jitter measurement provides the trigger-to-trigger timing accuracy of the sampling clock. The rising edge slope and the noise are used to determine the jitter (28 ps) of the analog delay generator. Fig. 9 . Carbon monoxide absorption spectrum of pure mountain air at 2.67 kPa from Niwot Ridge, CO containing 126-ppb CO. The data acquisition settings for the 4.6-µm QCL sensor are a 1.042-MHz pulse rate, triple oversampling, and 0.96-s averaging. The measured noise level was ∼ 1 × 10 −3 , which yields a NES of ∼ 6.3 ppb.
reference mixture acquired with the same parameters is shown in Fig. 10 . The resulting noise level matches the value in Fig. 9 . Utilization of the ADC converter embedded in the DSP is currently 6.25 MSPS out of the maximum 12.5 MSPS during autonomous real-time operation, which is 50% of its capability due to programming constraints (Fig. 11) . Fig. 12 illustrates theoretical noise reduction, assuming an identical signal stability over 8 s. The curves were generated using the √ Hz dependence of the noise. The measured data presented in this paper follow the theoretical trends.
The dominating noise in this system was found to be ADC noise pickup. To confirm this, the daughterboard was detached from the DSP EVM, and the ratio between channels shunted to ground by a 50 Ω load was measured. In this configuration, the same noise behavior was observed. DSP analog/digital power coupling and EMI effects on the eZdsp evaluation board are the primary sources of this noise. Fig. 13 illustrates the generated noise spectrum measured at the input of the ADC using a network analyzer (Stanford Research SRS SR760). When the processor is running through its pipeline and actively fetching and executing instructions, the digital noise and emitted radiation from the processor cause an integrated 100-kHz bandwidth noise level of 0.219 V at the analog input pins.
Although this is a substantial noise level, the sensor provides detection limits, which exceed the NI DAQCard 6062E-based system by overcoming the noise with faster sampling. The DAQCard-based acquisition system applied to the CO sensor achieves a NES of 6 ppb in 3 s (500 spectra, 750 point spectrum), as compared to the DSP system with NES of 6 ppb in 1 s (1000 spectra, 1000 point spectrum, triple oversampling). Due to double mode laser operation effects observed for the DAQCard sensor architecture at the lower pulse rate of 125 kHz (compared to the DSP pulse rate of 1.042 MHz) and higher peak current above threshold, the calculated absorption signal is lower in Fig. 6 than in Fig. 10 . However, a comparison of noise levels with normalized absorption signals shows similar SNR (see Fig. 14) in a shorter acquisition time. The average optical power measured with the DSP controlled system at the high laser pulse repetition rate was only ∼ 12% of the power available for the DAQCard experiment; in spite of this, an improvement of more than 40% (from 10.4 ppb/ √ Hz to 6 ppb/ √ Hz) was achieved for the DSP-based instrument. Another advantage to oversampling is a lowered overall current draw for lasers, which require high power current pulses. Pulsing the laser with more pulses and running each of these pulses through the full analog front end would take more power than using solely electronic techniques to artificially create more data points. Hence, reducing the number of pulses required while maximizing the SNR is the optimum methodology for low power pulsed sensor systems (especially portable systems). For the CO sensor described here, at threshold currents, the laser draws ∼ 100 mW of power at 1 MHz. Assuming the laser accepts pulses at 3 MHz with the same pulsewidth and current, the system would draw > 300 mW in excess of the analog electronics, while three times oversampling reduces the same amount of noise using only the analog electronic power.
The embedded software can perform real-time autonomous monitoring of CO in laboratory air over a period of time. Fig. 15 shows the test results of the system measuring ambient gas samples by setting a flow controller to a 2.67 kPa (20 Torr) Fig. 15 . Continuous CO monitoring test of the DSP controlled QCL-based gas sensor system. Precision was ∼ 40 ppb at a 125-kHz QCL pulse rate with no oversampling. This measurement was taken as a first trial of the system (before noise optimization) as a baseline for comparison. set point to sample the ambient air over an 8-h period, and continuously pumping the MPC. The spikes in CO at ∼ 3:00 and ∼ 5:00 PM correlate with on-campus traffic outside of the laboratory. Calibration gas spectra taken before and after the test demonstrate consistent values.
VI. CONCLUSION
A QCL-based sensor with DSP technology demonstrates PC-independent processing, while simultaneously improving detection limits electronically. Integrated electronic systems reduce the overall system footprint, and significantly simplify system operation. Software developed for high-speed sampling and processing for real-time autonomous implementation requires further optimization to take full advantage of the architecture.
With higher oversampling (six times at 1.042-MHz pulse rate for a dual channel, resultant 12.5-MHz sampling rate) after further software optimization and a custom noise reducing implementation not reliant on the commercial EVM, dedicated analog power supply, high-precision low-drift components, stronger power supply decoupling, and/or cleaner mixed signal layout techniques [18] should further improve attainable trace gas detection limits electronically. 
