ABSTRACT Cloud computing systems often have two conflicting objective, maximizing service performance, and minimizing computing cost. The excellent task scheduling and resource allocation strategies can improve the cost/utility ratio efficiently. It is an NP-hard problem to optimize task scheduling of precedence-constrained parallel tasks represented by a directed acyclic graph (DAG) on the cloud system. In order to address this problem, a chemical reaction multi-objective optimization algorithm (CRMO) is proposed in this paper. The CRMO executes four chemical reaction operators (named on-wall ineffective collision, inter-molecular ineffective collision, decomposition, and synthesis) for cloud tasks DAG scheduling. The experimental results show that CRMO can produce outstanding cloud task scheduling solutions set.
I. INTRODUCTION
In cloud computing system, the service price is generally payas-you-go; meanwhile cloud users need specify the application's resource requirements to server provider. As the Pareto-optimal cloud scheduling view, the scheduling is an interactive process, the provider sends some Pareto-optimal scheduling candidates to the users firstly, and then the users select one scheduling point to realize the maximum utility with their preference [1] . To get high quality scheduling solutions Pareto frontier is very significant for cloud computing system.
It is an NP-HARD problem to execute task scheduling for those applications represented by a directed acyclic graph (DAG) on clusters [2] . So many meta-heuristic scheduling algorithms have been proposed, e.g. simulated annealing (SA) [3] , genetic algorithm (GA) [4] , ant colony optimization (ACO) [5] and tabu search [6] etc. However, most of these algorithms aim at single-objective scheduling optimization problems. They cannot deal with multi-objective scheduling in heterogeneous resources cloud environment, which is still high challenged problem.
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Chemical reaction optimization algorithm [7] is a population-based general-purpose optimization metaheuristic. It mimics the interactions of molecules driving towards the minimum state of free energy (i.e. the most stable state). Nowadays CRO algorithm has been applied to many optimization problems. CRO algorithm for solving combinatorial optimization problems shows good convergence performance [8] . Xu proposed an improved CRO method for grid task scheduling, which showed that CRO has strong search ability and efficient [9] . Li introduced a local search strategy which is based on tabu search mechanism, to improve its search efficiency for job-shop scheduling problem. In literature [10] , CRO was tested on classical benchmark examples, which show that it has high optimization search performance. In literature [11] , a mixed chemical reaction optimization algorithm was proposed for job-shop scheduling problem with fuzzy processing time, which balances its exploitation and exploration ability. In literature [12] , a CRO algorithm for task scheduling on heterogeneous computing system was developed, and the experiment results show that it is superior to the HEFT and CPOP algorithm. Real coding CRO algorithm was presented for economic load dispatch problem, in which it obtained high quality output [13] , [14] . In literature [15] , CRO algorithm was used for classical traveling salesman problems, which proved that CRO has high ability to address NP-HARD combinatorial optimization problem. From the above, CRO has been widely used for solving combinatorial optimization problem, but it was rarely applied to multi-objective optimization.
In our study, a chemical reaction multi-objective optimization algorithm (CRMO) for maximizing service performance and minimizing computing cost on heterogeneity cloud computation system (HCCS) is proposed. First, we defined the DAG scheduling multi-objective optimization problem on HCCS and analysis of the characteristics of the problem. Then a chemical reaction multi-objective scheduling optimization algorithm based on Pareto-optimal is developed, which include four types of chemical reactions for DAG scheduling, where on-wall ineffective collision (OIC) and inter-molecular ineffective collision (IIC) is mapped to local search operators, and decomposition, and synthesis is mapped to global search operators. Finally, experiment testing based on real world applications and cloud system was been executed, and the results show that CRMO has outstanding Pareto-optimal solutions set convergence performance. The main contributions of this study are as follows:
• Promote the application of chemical reactions algorithm.
At present, most researches apply the CRO algorithm to independent task scheduling problems. In contrast, we apply the CRO algorithm to dependent task scheduling problems (eg, DAG scheduling problems). To achieve this, we have designed four operators.
• Multi-objective optimization processing of the CRO algorithm. The traditional CRO algorithm is designed for single-objective optimization problems and does not have a multi-objective processing mechanism. In this paper, we combine Pareto's dominant and CRO algorithms to address multi-objective optimization challenges. The rest of this paper is organized as follows. The problem definitions is in Section II. In Section III, we describe the proposed CRMO algorithm. Section IV gives the simulation experiment results, where CRMO is compared with NSGA-II algorithms. We conclude our work in this paper and discuss some possible future work in Section V.
II. PROBLEM DEFINITIONS A. APPLICATION TASKS DAG MODEL
Generally, an application in clusters system can be represented by a DAG [16] , [17] . One DAG with m sub-tasks can be defined as G = (T , E), where T = {t i |i = 1, m} is a set of tasks, E = {e(t i , t j )|i = 1, m; j = 1, m} is the set of edges between different tasks. Here e(t i , t j ) means that the task ti is the immediate predecessor of task t j , and t i should be completed before t j . Moreover, we define L(t i ) as the computing duration length of task t i and U ij as the communication duration length between t i and t j . To a given DAG, tasks without any parent are called an entry task and tasks without any child are called an exit task. Here we assume that one DAG has only one entry task (t entry ) and one exit task (t exit ). A sample DAG with 8 sub-tasks is show in Fig.1 .
B. COMPUTING SYSTEM MODEL
A heterogeneous cloud computing system with n processor can be defined as S =< C, B >, where C = {c i |i = 1, · · · , n} is a set of processors, and B = {B ij |i, j = 1, · · · , n} is communication rate matrix with B ij as the data transfer rates between different processors c i and c j . Moreover, w(c i ) is defined as processing capacity of processor c i , M (c i ) is defined as the service price of processor c i . In this study, we assume that every two processors are connectable and the communication startup cost between different processors is zero.
C. PERFORMANCE AND COST REPRESENTATION
A DAG scheduling must conform to the precedence constraints among tasks, which means each task cannot start until its predecessor tasks have finished. Let L(t i )/w(c k ) is the computation cost of task t i on c k . The earliest execution finish time of task t i on c k is given by
where EST (t i , c k ) the earliest execution start time of t k on c u , which means all immediate predecessor task of t i have been scheduled and target machine(c k ) has been ready for its execute. Therefore,
where U ji /B uk be the communication cost between task t i and task t j , and U ij /B uk = 0 when u = k. Finally, the DAG task VOLUME 7, 2019 scheduling length (also called makespan ) can be defined as:
Let V is scheduling state matrix, where V ik = 1 represent task t i is scheduled on c k , otherwise, V ik = 0. Then, the service cost of DAG task scheduling can be described as:
In our study, the DAG task multi-objective optimization scheduling problem on HCCS is defined as follows:
where n k=1 V ik = 1, i = 1, 2, · · · , m make every task scheduled only on time, and the constraint condition
is used to guarantee the schedule meeting of the constraint between tasks.
III. CHEMICAL REACTION MULTI-OBJECTIVE OPTIMIZATION ALGORITHM(CRMO)
The original CRO is a single-objective optimization algorithm, which cannot be directly used for solving multi-objective optimization problem. In this section, a chemical reaction multi-objective optimization algorithm for DAG task scheduling is proposed.
AS the original CRO, potential energy and kinetic energy are two kinds of molecular energies of a molecule (i.e., a candidate solution). The potential energy quantifies the molecular structure, which can be defined as the objective function value as evaluating the corresponding solution. And the kinetic energy is a tolerance for the molecule changing toward less favorable structure. How to adapt this mechanism to multi-objective optimization needs is one of the important topics of our study. In this study, Pareto-optimal theory is used to improve the mechanism for guiding the evolutionary population toward the multi-objective Pareto optimal solutions set. In addition, four elementary reactions are proposed for DAG task scheduling. The process of chemical reaction multi-objective optimization algorithm is shown in Algorithm 1.
In the algorithm, we first get a scheduling sequence by topological sort on DAG. The molecule of CRMO can be represent as an integers vector, every element represents the processor number corresponding task scheduled on. Besides, α is as the decomposition metric (i.e., the number of hits-minimum hit number), and β is as the synthesis criterion.
A. ON-WALL INEFFECTIVE COLLISION
As inspired by on-wall ineffective collision elementary reaction, which means the processing that a molecule hits the if h ≥ MoleColl then 6: choose a molecule from pop 7: if decomposiztion metric met then 8: [p1,p2] = Decomposition; 9: newpop = newpop U{p1,p2} Choose two molecules from pop 16: if synthesis metric met then [P1,P2] = Iter-molecular ineffective collision 21: newpop = newpop U{p1,p2} 22: end if 23: end if 24: Iteration + +
25:
if |newpop| ≥ popsize then 26: use newpop to update A based on non dominated solution set sort end if 30: end while 31: Output: A wall of the container and a little perturbation disturb to the molecule, we design an evolution mechanism with a small change operator to the solution (OIC). In this operator, we just randomly change a task and/or its target processor. Here the detail evolutionary computing process is show in Algorithm 2.
In literature [7] , the Potential energy (PE) and Kinetic energy (KE) of molecule are designed as scalar value for single optimization objective. However, in contrast here the PE and KE in CRMO is designed as a vector for representing multiply optimization objectives, where PE x (i) represents the potential energy of the ith objective of Molecule x, KE x (i) represents the kinetic energy of ith objective of Molecule x. And buffer denotes the each object energy stored in the central buffer, which represents the energy interactions between molecules and the environment. In this section, Pareto dominant is applied for vector objective solutions comparing and selecting. In the comparing relationship, we say 20: p = x 21: end if 22: Output: p ''A dominates B'' means that each item of vector A is better or equal to corresponding item of vector B, which can be denoted as ''A B''. And we call the relationship ''A is not bad than B'' if and only if B cannot dominate A. By this type of comparing mechanism, the Algorithm 2 always outputs a molecule that is not be dominated by original input molecule, which means that the archive set will be updated by ''not bad'' solution. Likewise, the following three molecule chemical reaction operator can update the archive set instead of ''not bad'' solution.
B. INTER-MOLECULAR INEFFECTIVE COLLISION
Inter-molecular Ineffective Collision is simulating two molecules x 1 and x 2 collide with each other. And two new solutions are produced by adding small perturbations to x 1 and x 2 respectively. Inspired by simulating the processing, a type of new mechanism is designed. We apply the inter-molecular ineffective collision to exchange some information both x 1 and x 2 separately. Here the detail evolution operator processing is shown in Algorithm3. generally formulated as follows:
According to the decomposition mechanism of chemical reaction processing, one molecule maybe is split into multiply ones. Inspired by the mechanism, we can design new local search strategy due to the perturbations from the original one to the decomposed ones. Therefore, we assume that a original molecule x would be split to two ones, molecule x 1 and molecule x 2 , which are quite different from x. As the ''decomposition operator'' algorithm 4, we choose one item from molecule x randomly as the decomposition-point (DP) firstly. And then the left part of molecule x according to the DP is used to generate the left part of new molecule x 1 and the right part of molecule x 1 can be generated randomly. Likewise, we can generate new molecule x 2 based on the right part of molecule x, whose left part is randomly produced and right part is same as molecule x. The detail algorithm decomposition operator is as Algorithm 4.
D. SYNTHESIS
On the contrary with decomposition mechanism, two molecules x 1 and x 2 could be combined into a new one x according to the synthesis processing of chemical reaction. Inspired by the synthesis mechanism, we design synthesis evolutionary operator. Moreover, we let two original molecules x 1 and x 2 generate two new ones, x 1 and x 2 , which can double the computing efficiency of this type of operator. 
if E inter (i) ≥ 0 then 8: sum = sum + 1 9: 
x = x 1 , x 2 add to pop 21: else 22: if sum1 = Numobj then 23: m1 = rand(0, 1), m2 = rand(0, 1), 24: m3 = rand(0, 1), m4 = rand(0, 1), 25 : 
Firstly, a random position is chosen in original molecules x 1 and x 2 , And then the left part of x 1 and the right part of x 2 can be combined a new molecule x 1 ; likewise, x 1 's right part and x 2 's left part can be are combined another new molecule x 2 . Finally, the Pareto-optimal comparing is executed to the two new ones, x 1 and x 2 , and the ''not bad'' one is chosen as the operator's output. The detail process of synthesis operator is as Algorithm 5.
IV. THE EXPERIMENTAL SIMULATION AND ANALYSIS
The simulated experiments are performed on a PC with Intel Pentium 2.70 GHz CPU and 2GB RAM, and the experimental tool is MATLAB R2009a. In this experiment, we mainly discuss the performance of the algorithm in multi-objective optimiZation. For the performance of single-objective optimization, you can view our published papers [18] , [19] . We will compare the performance of CRMO with the improved NSAG2 [20] . NSGA2 is a state-of-theart multi-objective optimization algorithm, which also uses Pareto dominant to handle multi-objective problems. In our experiment, two real word DAG scheduling cases in data centre are applied as benchmark optimization problem, which are used by many journals as experimental subjects [21] . The algorithm's parameters are given in Table 1 .
In the experiment, the multi-objective optimization convergence C and S [18] are adopted as the evaluation criteria. The convergence C criteria can be defined as
where X , X represent two Pareto-optimal solution sets and α ≥ α means individual α dominate or equal to individual α . So, C(X , X ) = 1 means that all solutions of X dominate the solutions of X and the algorithm obtained solution set X has better convergence performance than another one X . Besides, S criterion denotes the hypercube volume of one Pareto front and the better convergence algorithms have smaller S value. Meanwhile, there are many factors that affect the performance of a real cluster computing system, and the scheduling algorithm is just one of them. Therefore, we use similar simulation experiments [22] - [25] to evaluate the performance of the algorithm.
A. DAG APPLICATION CASE
Here the DAG task graph by molecular dynamic code [26] is adopted; one of application example is as Fig. 2 . This application case has an irregular task graph and the sub-tasks quantity is given with 41. In our experiments, different processor number, different CCR and range percentage of computation costs (δ) are considered to experimental comparing and amylasis. The simulate optimization experimental results are show in Fig.3 , Fig.4 and Fig.5 , all of statistics results are based on 50 times experiment executions. The Fig.3 shows the average performance of the algorithms with respect to different processor number when CCR = 1.0 and δ = 0.5. As the processor number increasing, the search space increases exponentially, so the search algorithm would be faced with higher difficulty. As the Fig.3 , we can find that the CRMO always has a better convergence than NSGA2, which shows that CRMO have a better search efficiency on DAG scheduling than NSGA2. The Fig. 4 shows the average performance of the algorithms with respect to different CCR when δ = 0.5 and processor number equal to 4. Here CCR represents the communication to computation ratio of VOLUME 7, 2019 FIGURE 6. Tasks DAG graph for matrix with size 5.
DAG, and the bigger CCR means that the DAG application is communication-intensive tasks; contrariwise, the DAG application would be computation-intensive tasks. As the Fig.4 , we can find the CCR value have little impact to the performance of the CRMO. The fig.5 shows the average performance of the algorithms with respect to different δ when CCR = 1.0 and processor number equal to 4. The bigger δ value means that DAG application is more heterogeneous. As the Fig.5 , the CRMO have better performance than NSGA2, and this illustrates that CRO can adapt heterogeneous characteristics robustly.
B. GAUSSIAN ELIMINATION CASE
The Fig.6 gives a DAG of Gaussian elimination algorithm, where the dimension of the matrix(m) is 5. For the experiments of Gaussian elimination application, we let the CCR = 1 and δ = 0.5, and different matrix size and processor number is taken into account. The average result of 50 run times is shown in Fig.7 and Fig.8 .
The Fig.7 shows the average performance of the algorithms with respect to different matrix size (m) when CCR = 1, δ = 0.5 and processor number is 4. Here the task quantity of Gaussian elimination algorithm is equal to
. The smallest size of DAG graph is 14 and the largest one has 209 tasks. As the Fig.7 , we can find that CRMO have better performance than NSGA2 with different m, but its superiority gradually decrease as the tasks number increasing. The Fig.8 shows the average performance of the algorithms with respect to processor number when CCR = 1,δ = 0.5 and m = 30. This experiment is mainly to test the performance of the algorithm under larger DAG tasks. As the Fig.8 , we can find that CRMO still slightly superior than NSGA2.
V. CONCLUSION
It is an urgent and important issue to maximize performance and minimize cost simultaneously. In this paper, we discuss this issue in the level of task scheduling. First, we formulate the issue with multi-objective optimization problem; then a chemical reaction multi-objective optimization algorithm is proposed based on Pareto-optimal comparing strategy.
Inspired by the chemical reaction processing mechanism, this method include four chemical reaction operators for DAG scheduling solution evolutionary search. Finally, two simulation experiments are executed and analysis, the simulation results show that the proposed method has better optimal search performance.
