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It is well known that the study of singular potentials in quantum mechanics leads to
an array of technical diÆculties [1]. In the past few years the relevance of eld-theory
tools for the analysis of singular potentials has been gradually recognized and successfully
applied to a number of interesting cases. Even though most of the work was performed
in the Schrodinger picture, we have recently advanced a broad program that includes the
understanding of these potentials within a path-integral framework [2]. This analysis should
provide the rst natural step in our program, the ultimate purpose of which is to tackle the
notoriously diÆcult problem of bound states in quantum eld theory [3, 4]. The relevance of
singular potentials is highlighted by their inevitable presence in the nonrelativistic reduction
from eld theory to quantum mechanics [5, 6] within the eective eld theory paradigm [7].
In particular, in Ref. [2] we were able to show explicitly that: (i) innite summations of
perturbation theory capture the intrinsic nonperturbative nature of bound states [8, 9];
(ii) the use of this technique and a renormalization analysis [10, 11, 12, 13] provide a path-
integral rederivation of the solution to the inverse square potential [14]. In this paper we now
show that a similar approach reproduces the behavior of the two-dimensional delta-function
potential, another apparently pathological case [15, 16, 17].
The two-dimensional delta-function potential is actually included in a larger class of
singular potentials whose phenomenological usefulness dates back to the introduction of
pseudopotentials in the early days of quantum mechanics [18], and the subsequent applica-
tions of the zero-range potential in nuclear physics [19, 20], condensed matter physics [21],
statistical mechanics [22], atomic physics [23], and particle physics [15]. Our understand-
ing of these singular problems has advanced considerably in recent times: with the modern
theory of pseudopotentials [24, 25, 26], which overlaps with the technique of self-adjoint
extensions [17, 27, 28]; with the study of the nonrelativistic limit of the 
4
theory and the
question of its triviality [29]; and with the application of quantum eld theory tools to
singular problems in quantum mechanics. In particular, there have been many renormal-
ization analyses of the two-dimensional Æ-function potential: using momentum-space regu-
larization [15, 16, 17, 30, 31, 32, 33], as well as a momentum-space renormalization-group
analysis [34]; using real-space regularization [35, 36, 37, 38]; using dimensional regulariza-
tion [12, 13, 30, 31]; and dealing with its associated quantum anomaly [17, 39, 40].
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We will now focus on the technique of innite summations of perturbation theory via path
integrals and its application to this class of singular potentials, using dierent regularization
methods.
II. GENERAL FRAMEWORK: INFINITE SUMMATIONS OF PERTURBATION
THEORY
Our stated goal of renormalizing the delta-function potential using dierent regularization
schemes is best accomplished by rst establishing the general framework. The central object























































where the interaction with a potential V (r; t) is considered in the genericD-dimensional case.






























time-independent potential, Eq. (1) depends upon the times of the end points only through




. In that case, a complete analysis of the spectrum is most
eectively carried out by introducing the energy Green's function as the Fourier transform
































;E) = (E H + i)
 1
, which is the usual denition of the Green's function
operator.
A thorough analysis of the problem at hand can be established by means of perturbative
expansions, as we shall discuss next. At rst sight one might dismiss this approach because
it is well known that nite summations of perturbation theory are unable to capture the
required nonperturbative behavior. However, this limitation can be removed when innite
summations are considered. The technique of innite perturbative summations [8] has al-
ready been successfully applied to a number of interesting problems [2, 9, 42]. We can
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is expanded in Eq. (6) with a
proper rearrangement of the time lattice that denes the path integral [43]. This procedure






































































































An alternative approach is to rewrite the propagator in hyperspherical polar coordi-









































;T ) ; (5)




,  = D=2   1, Y
lm
(
) stands for the hyperspherical harmonics, and
d
l





















































































properly dened [46] so that the radial path integral, supplemented by the condition r(t) 
0, can be given a formal continuum representation in terms of the usual one-dimensional





























(z) stands for the modied Bessel function of the rst kind [47].





















































































































(x) being the modied Bessel function of the second kind and order p.
III. DELTA-FUNCTION INTERACTIONS
We are now ready to start applying the general framework to delta-function potentials.
The ensuing expressions have been derived in a number of dierent contexts and the nal
results can be summarized as follows. Equation (3) can be laboriously evaluated by using
a recurrence relation and its particular expression for D = 1 is known in the literature [48].
































V (r) =  Æ
(D)
(r) ; (11)






which will simplify the dimensional expressions; in particular [] = 1 (dimensionless) for




















=2M and R = r   r
0
. There is only one apparent restriction in the above
derivation: the geometric series involved in the innite perturbation expansion is guaranteed





; however, this restriction can be lifted by noticing
that the nal expression (10) provides the desired analytic continuation in the complex 
plane.



























where  = D=2   1 and H
(1)

() is the Hankel function of the rst kind and order . Thus,
Eq. (14) displays a unique pole when G
(0)
D
(0;E) is nite. Let us now see how this works for
particular dimensionalities.







, and Eqs. (14) and (15) imply
that  = =2, which agrees with the textbook answer [48].
We will now focus on the two-dimensional case, which exhibits a number of peculiar
features. For the two-dimensional delta-function interaction, Eqs. (14) and (15) lead to a
divergent expression and regularization is called for. This is the problem we announced
earlier and to which we now turn our attention.
IV. DIMENSIONAL REGULARIZATION
In dimensional regularization [49, 50] one generalizes the expressions from the given di-
mensionalityD to D , with  = 0
+
. In quantum mechanics, this procedure is implemented




Assuming that the two-dimensional case is considered (by selecting D = 2  ), the regular-











(R; k = i). From the small-argument behavior of Bessel functions,














= 1 : (18)























Notice that, as a result of the arbitrariness in the choice of g
(0)
, we have the freedom to
subtract, along with the pole, the term (ln4 ); this is the analogue of the usual modied
minimal subtraction (MS) scheme [51].











In short, we have reproduced the familiar results: (i) the unregularized problem has a
singular spectrum with a unique energy level at  1; (ii) regularization lifts this level to a
nite value; (iii) renormalization provides a well-dened prescription that yields the unique
nite ground state of the two-dimensional delta-function potential.
Renormalization of the two-dimensional delta-function potential leads to the emergence
of an arbitrary dimensional scale, as seen in the above derivation. This remarkable phe-
nomenon, known as dimensional transmutation, produces a violation of the manifest SO(2,1)
symmetry of this scale invariant potential and amounts to simple realization of a quantum
anomaly [17]. A similar symmetry analysis applies to the inverse square potential [52, 53],
magnetic monopole [54], and magnetic vortex [55], and has recently been generalized to the
dipole potential of molecular physics [56].
V. MOMENTUM-CUTOFF REGULARIZATION
Equation (14) determines the bound-state sector of the theory, as discussed in the previous
section. An alternative regularization technique can be introduced by rewriting G
D
(0;0;E)











= 1 ; (22)
where E =  jEj (E < 0 for the possible bound states). If this integral is computed
naively, an innite result is obtained. If it is generalized to D dimensions and dimensional
regularization is applied, one can immediately reproduce the results of Ref. [12]. Instead, if
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= 1 ; (23)
which amounts to the same conclusions as in Sec. IV, provided that  = () in such a way
that jEj remains nite when !1.
VI. REAL-SPACE REGULARIZATION
This may be regarded as the most \physical" regularization scheme, as it explicitly mod-
ies the short-distance physics so as to provide a well-dened problem. Of course, there are
many possible real-space regularization schemes. Here, it proves convenient to introduce a







where the limit a! 0 is understood; this amounts to the regularized circular delta-function
potential








Due to the central nature of Eq. (25), one can apply the formalism of Sec. II, with  = 0,





(a) = 2= : (26)




































(which amounts to a logarithmic singularity for p = 0), one draws the following conclusions.
For l 6= 0, Eq. (26) gives a singular term proportional to r
 p
, with p = l, according to
Eq. (27). Therefore, the boundary condition can only be satised for
l = 0 ; (28)
so that the delta-function potential, being of zero range, can only sustain bound states in













This amounts to the running coupling (a) =  2= ln(a) and provides the same results as
in Secs. IV and V.
Finally, the scattering sector of the theory can be analyzed in a similar way, using the
S-matrix derived with the formulation of Ref. [57].
VII. CONCLUSIONS
In summary, we have completed a thorough analysis of the path-integral derivation for
the two-dimensional delta-function interaction, including renormalization a la eld theory.
Our results are in agreement with the previously known ones from the Schrodinger picture.
The formalism provided in this paper also allows for generalizations to arbitrary dimension-
alities and further study of the three-dimensional case|which is the nonrelativistic limit of
the 
4
theory and is relevant for the question of triviality [29]. Our path-integral treatment
of the contact interaction further reinforces the following conclusions [2]: (i) the problem
of singular potentials and bound states is best dealt with by means of the energy Green's
function G(E); (ii) innite summations and resummations of perturbation theory give the
required nonperturbative behavior; (iii) proper analytic continuations may be needed in cer-
tain regimes; and (iv) the eective-eld-theory program, which leads to singular potentials,
requires renormalization in a quantum-mechanical setting, such as the one presented in this
paper. Extensions of this generic program to other singular potentials and eld theory will
be presented elsewhere.
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