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Abstract 
This paper compares the asymptotic behavior of certain probabilities for n x n upper 
triangular matrices over IFq to the asymptotic behavior of the corresponding probabili- 
ties for arbitrary n x n matrices over iF, r Specifically, the asymptotic behavior of prob- 
abilities for a given rank, for a given corank, and for diagonalizability are 
considered. © 1998 Elsevier Science Inc. All rights reserved. 
I. Introduction 
Let T,,.q denote the set of n × n upper triangular matrices with entries in the 
finite field Dr,, where q = ph for some prime p a.nd positive integer h. So if 
M E T,,.q, then 
M=[aij] withaijEIFq for l<~i~<n, l<~j~<n, anda~j=0 fo r i> j .  
Let S,,.q denote the set of all n × n matrices with entries in IFq. We shall consider 
certain subsets of T,,.q and analogous ubsets of S,,.q. For nonnegative integers r 
and c, we let 
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Rn,q.r = { M E T,,,q 
Rtn,q,r-'- {,~1 E an, q 
C,,q.,. = { M C Tn, q 
C' = {M E S,,q n,q,c 
On,q ---~ {M E Tn,q 
Dt;.q = {M E S,,.q 
J..q = { M E an, q 
(counting 
where corank M = n - 
the cardinality of a set 
I rank M = r}, (1.1) 
I rank M = r}, (1.2) 
I corank M = c}, (1.3) 
I corank M = c}, (1.4) 
I M is diagonalizable}, (1.5) 
I M is diagonalizable}, (1.6) 
I []=q contains n eigenvalues of M 
multiplicities) }, (1,.7) 
rank M i fM is an n x n matrix. Next, we let IWI denote 
W, and we let 
Pl(n,q,r) = IR,.q.rl/ITn.ql, 
~(n,q , r )  = IRi,.q.,.I/la,.ql, 
P2(n,q,c) = IC..q.cl/lT~,ql, 
~(n,q ,c)  = IC'..q,,.I/lS.,ql, 
P3(n,q) = IO,,.ql/IT,,.ql, 
~(n,q)  = IOi,,ql/lJ,,.ql. 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
So, Pl(n,q,r) (resp., P2(n,q,c); resp., P3(n,q)) is the probability that an n x n 
upper triangular matrix with entries in [Fq has rank equal to r (resp., has corank 
equal to c; resp., is diagonalizable). Similarly, P~(n, q, r) (resp., P~(n, q, c)) is the 
probability that an n x n matrix with entries in 0=,1 has rank equal to r (resp., 
has corank equal to c). Note that IF,~ contains n eigenvalues (counting multiplic- 
ities) for each matrix in T,,,q. Hence in defining ~ (n, q), we use J,,,q rather than 
S,.q to make P~(n,q) analogous to P3(n,q). 
In Section 2 of this paper, we shall compare the asymptotic behavior of 
Pl(n,q,r) to P~(n,q,r) for n and r fixed and q ~ c~, and also for q and r fixed 
and n ~ oc. In Section 3 we shall compare the asymptotic behavior of 
~(n,q,c)  to ~(n,q,c)  for n and c fixed and q --. c~, and also for q aud c fixed 
and n --, oo. In Section 4 we shall compare the asymptotic behavior of P3(n, q) 
to ~(n ,q )  for n fixed and q ~ c~, and also for q fixed and n ---. c~. Of course, 
the results we obtain apply to lower triangular matrices as well as upper trian- 
gular matrices. 
We conclude this section with some notations that we shall use. For positive 
functions f (x)  and g(x) with x > O, 
.f(x) ,.~ g(x) as x ---, c~ means f (x) /g(x)  ~ 1 as x ~ co. 
Next, 
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f(x) << g(x) means f(x) < Kg(x) 
for some positive K independent of x. Also 
f(x) × g(x) means Kig(x) < f(x) < K,_g(x) 
for some positive K~ and K_, k'-dependent ofx.  
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2. Asymptotic behavior of Pi (n, q, r) and P'! (n, q, r) 
We start with some elementary observations about the ranks of upper trian- 
gular matrices with entries in [Fq. Suppose M E T,,q and rank M = r. Next sup- 
pose MI E Tn+l.q and 
MI  = O.  ' 
n II where V E I:q, x E [Fq, and the transpose of 0,, is the zero vector in ~q. Note that 
rankM~=r  if g is in the column space of M and x=O.  Otherwise 
rankMl=r+l .  So 
Prob(rank Mi = r I 
and 
q" -q"-"-~ (2.1) rank M = r) - q"+ i
Prob( rankMl=r+l  ] rankM=r)=l -q" - "  i. (2.2) 
Lemma 2.1. Let ,°1 (n, q, r) he de[ined by Eq. (1.8). Then 
Pj(n,q,r) =q-~"-"ll"-"'ll/" I Z (1 -q  
il ~ ' "~ in  r41~:r  
each i~ >~ o 
-t)i, ...(l_q-I,,-r,I,)i,, .I] 
for r = O, 1,2, . . .  andn = r,r+ 1,1"+ 2 .... (For r= O, n = 1,2, . . . )  
Proof. If r = 0 and n/> 1, then Pl (n,q, r) = q-,,I,,~ t}12 since only one of the 
n(n + 1)/2 matrices in T,,.q has rank equal to zero, namely the zero matrix. So 
the formula in the lemma is valid for r = 0 and n >f 1. Next, if M E T,,,q, then 
rank M = n if and only if each entry on the principal diagonal of M is nonzero. 
So Pi(n,q,n) = (1 - q-t),,. Hence the formula in the lemma is valid for r = n 
and n ~> 1. The proof now proceeds by a double induction on r and n. We 
illustrate the main ideas. Suppose r > 0, n >t r, and the formula for Pl(m,q,s) 
in the lemma is valid Ibr 
(i) 0~<s<randa l lm>~s( i f s=0,  thenm>s)  and 
(ii) s=randr<~m<~n.  
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We show that the formula for PI (n + 1, q. r) in the lemma is valid. Now from 
Eq. (2.1) and with r replaced by r -  i in Eq. (2.2), we get 
Pl(n + l,q,r) = qr-"-lPl(n,q,r) + (1 - q"-I-"-I)Pl(n,q,r -- 1) 
I" .1 
=qr-n-lq-(n-rltn ,"',-I)/2] Z (1 __q l)il . . . ( l  __q-(n-r+l))i . . . . .  11 
L .+, +:~-,:, ,. d :,. / 
+ (1 - q-('t-'++"+)q-t--,+ i,,-++21/- + 
I- "1 
X ] Z (1 -q - I ) i ' . . . ( l - -q  t,, ,-+'-,)i .... ' l  
IJ I + '+- in  r+2 =r - I  J L ¢;It:h II " I) 
= q-(,-r+ )1,-r+2 /2 [il Z ( I -q-- ' )"  . . . (1 -q  (" ,+,j)i .... , 
~'" +in r+l  =P" 
+ 
I i+ . .+ I .  ,+? . r  ] 
C,Ith I~ • [I 
Z ( l -q  I)J, . . ( i -q  I ""+l ) ) / " ' " ( l -q  (,,+t.+zl)j,,,,.++l 
~,t ,',l)(n r~2 ,'2 =q 
=q 
+ Z 
I I +' ' J , l+l r+2:  I" 
t'd+hl/t "(l ' l l ldJl i  r+2 r ]  
Z ( I -q  I ) , , - . ' ( I -q  " "+]')'" '" 
II + ~ In r , I I" 
t',lt h t.~ - l} 
(! -q  B),, . . . (1 -q  ('' "+-')); .... "] 
which agrees with the formula in the statement of the lemma. So for a given 
positive integer r, we see by induction on n that the formula for P~ (n, q, r) in 
the lemma is valid for each integer n w i th ,  >i r. Then, repeating the process, 
we see that the formula for P~(n.q,r+l) in the lemma is valid for each 
n I> r + 1, that the formula for Pi (n, q, r + 2) in the lemma is valid for each 
n i> r + 2, etc. Hence the lemma is proved. [] 
Now we shall consider what happens to Pl(n.q,r) for fixed n and r as 
q ---+ ~.  From Lemma 2.1 it is clear that 
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lim P l (n ,q , r )  = ~f 1 i fn  = r, (2.3) 
,t---- ( 0 i fn  > r. 
However, we want a somewhat more precise result in order to compare 
Pi (n, q, r) to P~(n, q, r) as q ---, re. We shall prove the fol lowing proposit ion. 
Proposition 2.2. Let r be a nonnegative integer, and let n be a positive integer with 
n >t r. Let  Pi (n, q, r) be defined by Eq. (1.8). 
(a) l f  n = r, then P l (n ,q , r )  = 1 - nq -I + O(q-'-) as q --~ ~c. 
,, -I,,-,~,, , ,t  i +O(q- l ) )  asq-  ~c~. (b) I fn  > r, tlwn P l (n ,q , r )= ( .)q . . . .  !/2( 
Proof. When n = r, we see from Lemma 2.1 and the binomial  theorem that 
P l (n ,q , r )=( l -q -1 ) "= l -nq  -I +O(q -2) asq- - , . zc .  
Now suppose n > r. From Lemma 2.1, 
P l (n ,q, r )  = q-t,,-,.)(,,-,.4))~,_ Z (1 + O(q-I))  as q ~ ~.  (2.4) 
i I +"  +i n r , l : : r  
each i~ >/0 
Let y = n - r + i. Then the number ofy-tuples ( f i , . . . ,  i,.) with each ik >_- 0 and 
il + .. • +/,. = r is t|ae number of  ways of  choosing r objects from y objects with 
repetit ions allowed. So the number of  such y-tuples is ('",i -~) (cf. [3], p. 120). 
Since y = n - r + 1, then Eq. (2.4) becomes 
P l (n ,q , r )  =-q-'"-~"" "~ 1'/"(;'.)(1 +O(q- ' ) )as  q---. ,'~2, 
which completes the proof  of Proposit ion 2.2. [] 
We now war,.~ analogous asymptotic formulas for Pi(n, q, r) as q ~ ~c so 
that we can compare the probabil it ies P~ (n, q, r) for n x n upper tr iangular ma- 
trices to the probabil it ies Pi(n, q, r) for arbitrary n × n matrices. From Eq. 1.2 
in [i1 
P i (n 'q ' r )= : l-q,.---7 q.I.-,"---~[?~ l "  
(For  r= 0. we interpret his as P~(n.q,O) = q "-.) Now 
r-I r--I 
1-'[(q,,-i _ l ) = q, , - , , - ' ) , /2I - I (  l _ qi-,, ) 
i-:0 t 0 
and 
r-I r--I 
(2.5) 
(2.6) 
(2.7) I ' I (q  i+1 - 1) = q"C"+ll/2I'I(1 _q - i  I). 
i 0 i:.O 
254 F. Gerth HI I Linear Algebra and its Applications 282 (1998) "49-261 
Using Eqs. (2.6) and (2.7) in Eq. (2.5), we get 
] Iti t.s=o 1 - q-i-I 
Note that when n = r, then 
n-  I 
~(n,q ,n )  = 1-I(! -- q'-"). 
i=0 
Eqs. (2.8) and (2.9) then imply the following results. 
-] (2.8) 
(2.9) 
Proposition 2.3. Let r he a nonnegative integer, and let n be a posit ive integer with 
n >>. r. Let  ~ (n, q, r) be defined by Eq. (I.9). 
(a) I fn  = r, then g(n ,q , r )  = I -q -~ +O(q -2) as q ~ c~. 
(b) I fn  > r, then P~(n,q,r)  = q-/'-")-(l + O(q-I))  as q ~ oo. 
From Propositions 2 2 and 2.3 we can draw the following conclusions. As 
q --- 0¢~, the probability approaches 1 that an n × n upper triangular matrix 
over IF, I has rank equal to n, and similarly, as q ~ ~,  the probability approach- 
es 1 that an arbitrary n x n matrix over IFq has rank equal to n. 'The convergence 
of these probabilities to ! is somewhat slower in the triangular case if n > 1. 
If n > r, the probability P~(n,q, r) for arbitrary n x n matrices over IFq con- 
verges to 0 more rapidly as q ~ oc than the probability P~ (n, q, r) for n x n up- 
per triangtdar matrices over ~:q, except when n = I and r = 0. More precisely, 
we get the following corollary. 
Corollary 2.4. Stq~pose n > r. l f  n = r + I, then limq_..,(P~(n, q, r ) ) / (P!  (,1, q, r)) 
= l / ( r+  1). I fn  > r+ 1, 
P~(n,q , , ' ) /P l (n ,q , r )  = O(q -I'-r!/"-r-I)/2) as q -~ oo. 
In the remainder of this section, we shall consider PI (n, q, r) and P~ (n, q, r) 
for fixed q and r and for n ---, co. Intuitively, we expect both Pi (n, q, r) and 
P~(::. q, r) to approach 0 as n ~ ~,  since for n much larger than r, the proba- 
bility of having at most r linearly independent rows in an n × n matrix should 
be small. We shall be interested in how fast Pt (11, q, r) and P~(n, q, r) approach 0
as n ~ ec. We start with the formula for P~ (n, q, r) given by Lemma 2. i. 
/91 (n, q, r) = q- ,,-,.)l n ,., 1),/,. 
Ii ( !  . . . ( i  - "" 
eachi~ /> 0 
(2.1o) 
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I f  r=  0, we note tha~ P l (n ,q ,O)= q-,(.+1)/2. Now suppose r > 0. From the 
proof of Proposition 2.2, we know that there are (~) terms in the sum on the 
right side of Eq. (2.10). Hence it is clear that 
n _-(n-r)(n-r+l)/2lt <~Pl(n,q,r) <~ (2.11) ( r )¢  1 !, 1 _ q- l )r  (n)q-(n-r)(n-r+l)/2 
\ r l  
Since (7) "~ n'/r!, then 
Pl(n,q,r)  × nrq -(n-r)(n-r+l)/2 as n --+ ~.  (2.12) 
Next, from Eq. (2.8) we see that 
i ' - I  
~(n,q , r )  ,,~ q-" - ' )2H( l  - q - ' - ' ) - '  as n ~ co. (2.13) 
i=0 
So we see that as n ~ c~, ~ (n, q, r) converges to 0 more rapidly than P1 (n, q, r) 
converges to 0. A more precise statement, which follows from Formulas (2.12) 
and (2.13), is contained in part (c) of Proposition 2.5, which summarizes our 
results for Pi (n, q, r) and P~ (n, q, r) as n ~ oo. 
Proposition 2.5. Let r be a nonnegative integer, and let PI (n, q, r) and P~ (n, q. r) 
be defined by Eqs. (1.8) and (1.9), respectively. 
(a) l f  r = O, then Pl(n,q,r)  = q-,(,,+l)/2. 
l f  r > 0, then Pl(n,q,r)  × nrq -("-')('-'+1~/2 as n ~ oo. 
(b) I f  r = 0, then P~ (n, q, r) = q - " .  
l f  r > O, then g(n ,q , r ) , .~  q_(,,_,)2 i-i~=l(! _q - i ) - t  as n ~ ec. 
(c) P~(n,q,r) /P l (n,q,r )  = O(n-rq -("-')('-~-1)/2) as n ~ co. 
3. Asymptotic behavior of Pz(n, q, c) and Vz(n, q, c) 
We recall that P2(n, q, c) and P~(n, q, c) are probabilities for coranks of ma- 
trices, where corank M = n - rank M for an n × n matrix M. For the case 
where c and n are fixed and q ~ c~, essentially all we need to do is replace 
n -  r by c in Propositions 2.2, 2.3 and Corollary 2.4. (Also note that 
= (:-3---: 
Proposition 3.1. Let c be a nonnegative integer, and let n be a positive integer with 
n >>, c. Let P2(n,q,c) be defined by Eq. (1.10), and let P ' (n ,q,c)  be defined h), 
Eq.(l 
(a) 
(b) 
(c) 
.ll). 
I f  c = O, then P2(n,q,c) = 1 - nq -I +O(q -2) as q ~ cx~ and 
~(n ,q ,c )  = 1 _q - I  + O(q 2) as q--~ ~.  
= (c)q (1 +O(q- l ) )  as q---~ cxz and I f  0 < c<~ n, then P2(n,q,c) , -c(,.+l)/2 
~(n,q ,c )  = q- : ( I  + O(q-I))  as q ~ ~.  
~(n ,q ,c ) /P2(n ,q ,c )  = O~.q -'("-!)/2) as q ~ 00. 
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Although Proposition 3.1 follows directly from Propositions 2.2, 2.3 and 
Corollary 2.4, the case where c and q are fixed and n ---, 0o has results that 
are very different from the type of results in Proposition 2.5. In particular, 
lim,,__.~P~(n,q,r) = 0 for each fixed r >/0, but lim,__.~(n,q,c) > 0 for each 
fixed c >/0, as explained in the following proposition, which follows from The- 
orem 1.4 in [1]. 
Proposition 3.2. Let c be a nonnegative integer, and let ~(n,  q, e) be defined by 
Eq. (1.11). 
I n -- j  (a) I f  c=O,  then P~(n,q,c) = l-Ij=](l zq  ). 
(b) t f  c >0, then ~(n ,q ,c )  ..... 2 as 
n ---.~ oo .  
To evaluate P2(n,q,e), we start b~ letting e = n - r  in Lemma 2.1 to get 
P2(n,q,c) =q-,.(,..ll/2 Z ,1 _q- i ) i ,  . . .(1 _q-(,.+ll)i,.i (3.1) 
i I+*' '  ',*-it + I=,  c 
each i~ >/ 
We note that if c = 0, then 
P,(n,q,O) --(1 - q- ' ) ' .  (3.2) 
Ire > 0, we let 
xj = (I - q-i)/(I  _q-i,.~ll) (3.3) 
for I <~.] <~ c, and we note that 0 < xj < I for 1 ~< j ~< c. So 
;' (3.4) P2(n,q,c) =q"l"+]l/"(i-q /,',11),, ' Z x'l''"x"" 
i I + ""-f i ,  ~ I1-¢" 
each i~ >~ 0 
Since 
(z) (z/n x' , , . . .x ' .=, x',, . . .  xi: = ( l -x , / - ' ,  (3.5/ 
then from Eqs. (3.2)-(3.5) we get the following proposition. 
Proposit ion 3.3. Let e be a nonnegative fllteger; let ~(n,q,c) be ckfined by 
Eq. (1.10); amih'txi be definedby Eq. (3.3)./br I ~<j~<c ~'c > 0. 
(a) Fore=O, P2(n,q,c)= (1 -q  ')":,, , 
(b) For c>0,  P2(n,q,c)'~q 'l''l)/- [ I -L : I ( I -x i )  -]j (! _q-(,.~ll),,-,. as 
n -- .90G. 
Note that l im,,_~P2(n,q,c)=0 for each fixed c >/0, in contrast with 
lim,,_, P_,'(n, q, c) > 0 for each fixed c >f 0. 
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4. Asymptotic behavior of P3(n, q) and P'3(n, q) 
We first derive a formula for the probabil ity P3(n, q) that an n x n upper tri- 
angular  matrix M with entries in [Fq is diagonalizable. Suppose M has eigenval- 
ues )q with multiplicity il, 2z with multiplicity i2,- . . ,  )~s with multiplicity (~. 
Then s ~< q, and it + i2 + --. + h. = n. Since M is upper tr iangular, the eigenval- 
ues of  M are on the principal diagonal of M. I f  the eigenvalue 2, is the principal 
diagonal element in rows k~, . . . ,  k~ i of  M, then the principal diagonal element 
is 0 in rows kl° l , . . . ,  k~ ) of  the matrix M - 2fl, where I is the n x n identity ma- 
trix. 
Now suppose M is diagonalizable. Then 
rank(M - 2fl) = n - b (4.1) 
for j = 1 , . . . ,  s, and for 1 ~< g ~< ij, row k~ I in M - 2fl is a l inear combination of  
the rows below row k~' in M - 2)2, excluding row~ t:l¢, . . . .  , ki~'. Note that there 
are n - k~ ) - (i i - g) such rows below row k~ il, and they are linearly indepen- 
dent rows of  M - 2ft. Let 
=" - k ,  - (6  - e )  (4.2) 
for ! <~ j <~ s, I <~ t~ <~ ij. Then there are q:,.' possibilities for row k~' in M - 211, 
and hence q:,.' possibilities for row k~ il in M. Thus given that Zi is the principal 
t.u~ k uJ, then there are qC, possibilities for rows diagonal element of  rows , ~ . . . .  , ,, 
k~ 1, k ul of M, where 
• • . ~ i t 
Gi = Z/.~ + "'" + Zi.,, (4.3) 
for 1 <~j ~< s. Using Eqs. (4.2) and (4.3), we get 
GJ = n i j -  Zk~ i' - i j ( i)  - I ) /2  
t'=l 
(4.4) 
for i ~< j ~< s. Thus for a given arrangement of  the eigenvalues of  M (with eigen- 
values 2.i having mult ipl icity/ j  for 1 <~ j ~< s), there are q~ possibilities for M. 
where 
' n(n;l) I~ . ,  ,l 
c = = ,," , ;  + 
j=-I 
which simplifies to 
,( 0 G=~ n:- (4.5) 
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Note that G depends on the partition ( i~,. . . ,  is) ofn.  Also, we can replace s by 
q in Eq. (4.5) if we let ij = 0 for the q - s elements of 0:q which are not eigen- 
values of M. Thus we can rewrite Eq. (4.5) as 
G( i l , i2 , . . . , iq )  = ~ n 2 - . (4.6) 
To get the total number IOn,q[ of diagonalizable n x n upper triangular matrices 
over IFq, we must include all possible arrangements for a given set of eigenval- 
ues as well as the different sets of eigenvalues arising from different 
(it, i2 , . . . ,  iq). Thus 
iOn,ql __ ~ n! ,.l+...+g=n il!i2[ " " " iq[ qG(il,i2,...,iq). (4.7) 
each i~ /> 0 
Since the total number of n × n upper triangular matrices over IFq is q In2+n)/2, 
then we have proved the following lemma. 
Lemma 4.1. Let P3(n,q) denote the probabil ity that an n x n upper triangular 
matr ix with entries in ~:q is diagonalizable (of. Eq. (1.12)). Let 
H ( it , i2, . . . , iq) = - ½ (n + ~-~J=t i]), where il , i2, . . . , iq are nonnegative integers. 
Then 
n~ 
P3(n,q) = ~ it!i2!... iq[ qttl,,,,,~ ..... gl. 
i I +. . .+ iq~n 
each i~ ~> 0 
We now want to investigate the asymptotic behavior of P3 (n, q) for n fixed and 
q ---, oo. (Later we shall investigate P3(n, q) for q fixed and n ~ c~.) Let 
n! qH(il,i,.,...,iq~. (4.8) 
P~l)(n,q) = ~ il!i2[...i,t[ 
i I +. . .+ iq=n 
0~<i I ..... iq <~ I 
Note that P~t)(n, q) is the probability that an n x n upper triangular matrix over 
IFq has n distinct eigenvalues. Now 
P3Ol(n, q) = Z 
il +. . .+iq=n 
0 <~ i I ..... iq <~ I 
q[ 
(q_n) !q - "  = 1(I -q - I ) (1  - 2q -I) .... (1 - (n -  l)q-I). 
Thus 
P~l)(n,q) = I -½n(n-  l)q -I +O(q  -2) as q ~ e_x~. (4.9) 
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Next let 
n! 
Et  il qH(il,i2,...,iq), Pl2)(n'q) = [i2[" .iq[ 
ij +-..+iq=n 
(4.10) 
Now let 
So 
P~2)(n'q) = q E n[ q-(~+l) 
il+...+iq_!:n-2 il [i2[ " " " iq-1!2! 
O ~ il ,...,iq_ I ~ I 
where the sum in Eq. (4.11) corresponds to iq = 2. Now we see that 
P~2)(n,q)=q(q-12)~q-("+~). 
P)2)(tL q) = O(qlqn-2q "(n+l)) = O(q -2) as q --~ o0. 
n! qnlit,i2,...,iq) (4.13) 
P~3)(n'q)= E"  i,!i2!."i~! 
i I +. . .+iq=n 
where )~" is a sum restricted to q-tuples (il, i2,.. . ,  iq) soch that some ij/> 3 or 
at least two values, say ij and ik, satisfy ij =. 2 and ik = 2. I he number of terms 
in the sum Y~" is 
(q+n-l)_(q)n n - q(~-12) =O(q" -2)asq~cx)  (4.14) 
(the proof appears in the first paragraph on p. 273 in [2]). Siv.ce for any q-tuple 
(h, i2,. . . ,  iq) with each ik >i 0, 
qH(il,i2,...,iq) =O(q -n) as q ~ o0 (4.15) 
then from Eqs. (4.13)-(4.15), we get 
P~3)(n,q) = O(q -2) as q --, oo. (4.16) 
Since 
P3(n,q) = P~l)(n,q) + P~2)(n,q) + P~3)(n,q) (4.17) 
then Eqs. (4.9), (4.12), (4.16), (4.17) imply part (a) of the following proposition. 
(Part (b) of the following proposition is a restatement of Theorem 2 in [2].) 
(4.11) 
(4.12) 
where ~ '  denotes a sum with exactly one 6 = 2 and 0 ~< ik ~< 1 for k # j. Since 
there are q possibilities for the j such that ij = 2, then 
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Proposition 4.2. Let n be a positive integer, and let 1'3 (n, q) and P~ (n, q) be defined 
by Eqs. (1.12) and (I.13), respectively. 
(a) ~(n ,q )  = 1 -½n(n-  l)q -i + O(q--') as q ~ ~.  
(b) ~(n ,q )  = 1 -n (n -  1)q -t +O(q  -2) as q ----, cx~. 
From Proposition 4.2 we can draw the following conclusions. As q ~ c~, 
the probability approaches 1 that an n × n upper triangular matrix over IFq is 
diagonalizable. Similarly, for an n x n matrix M over IFq with n eigenvalues 
in IFq (counting multiplicities), the probability approaches 1 as q ~ c~ that 
M is diagonalizable. The convergence of these probabilities to ! is somewhat 
faster in the triangular case if n > 1. 
We now focus on the case where q is fixed and n ---, c~. We expect the prob- 
ability P3(n, q) that an n × n upper triangular matrix over IFq is diagonalizable 
to approach 0 as n ~ ~ since for n much larger than q, at least one eigenvalue 
will have large multiplicity, thereby making it unlikely that such a matrix is di- 
agonalizable. Now for il + . . .  + iq = n and H(it, i_, . . . .  , iq) defined in Lemma 
4.1, we note that 
H(i,,i,_, . . . .  iq) <<. -½(n + nZlq) 
and hence 
2 '  "~ pa(n,q) <~ q--I,,,,, /,t)/- Z 
i l  * ' "  ~ irl::l l 
each  i~ ~ II 
n! 
il!i2!'"iq! 
- 2 J'~ qt l  _ q c,, ,,, Iq):-. = q(n-n"lq)/2. 
So lim,,_..,P3(n,q)= 0, as expected. It is also true that 
More precisely, 
(4.18) 
lim,, .,~F~(n.q) = 0. 
~(n ,q )  = O(n I -,tq,,,,"/,t) as n ~ (4.19) 
(cf. Corollary 18 and Proposition 21 in [4]). We shall show that as 
n ---, c~, ~(n,  q) converges to 0 more rapidly than P3(n,q) converges to O. Al- 
though Inequality 4.18 gives us an upper bound for P3(n,q), we now need a 
lower bound for Ps(n, q). We shall focus on the largest term in the summation 
given for p~(n, q) in Lemma 4. !. To simplify our calculations, we shall consider 
the case where n is an integer multiple of q. We let 
n! 
= q.l,,/q,,,/q...,,/ql (4.20) Q(n, q) :,-,~It,qv... ('-"1 ?
Xqt '~q J "  .q .  
which represents the term in the summation for Ps(n, q) in Lemma 4. ! with 
each ij = n/q for 1 <~j ~< q. (Remark: If n is not an integer multiple of q, one 
can perform a similar analysis with some ij = [n/q] and other ii = [n/q] + 1, 
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where Ix] denotes the greatest integer less than or equal to a real number x.) 
Now 
Q(n,  q) = n! _ (,,+ ,,._/,,,/,_ (,_,)t(~)t... (,,)I q (4.21) 
q.' .q." .q." 
I f  m is a pos i t ive integer ,  St i r l ing's fo rmula  gives 
m! ,,~ (2rc)ll2mm+il2e -m as m --~ ~x~. 
Us ing  St i r l ing's  fo rmula  wi th  m = n and  wi th  m -- n/q  in Eq. (4.21), we get 
nnl l l /2e-n q-(n " "~ 
t n - tq l / .  Q(n, q) ~ cl as n ---, r,~. (4.22) 
where cl is an absolute constant. Formula (4.22) simplifies to 
Q(n ,q)  ,'~ c(q)n !l '~l'~-q i'' ,,'-lqti2 as n ~ oc, (4.23) 
where c(q)  is a constant depending on q. Thus since o~(n, q) > Q(n,  q), we get 
the following proposition. 
Proposition 4.3. Let P~(n,q) and P~(n,q) be defined by Eqs. (1.12) and (1.13), 
respectively. Then 
(a) n(I-,j)12q.,,,. ,,'-/ql/2 << P3(n,q) <. q(,,-,¢-/,11/2, as n ~ co. 
(b) P~(n,q) = O(n i - "q  ''-'' '/') as n ---, ~ .  
(c) P~(n,q)/P3(n,q)  = O(n (I -,#)i.qi,, ,,-/,,l'2) a.v n ~ _~. 
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