Generation point cloud from single image is a classical problem in computer vision. The learning methods for this task often adopt local distance metrics as loss function, which means the generated points are not easy to meet the overall shape distribution of the target object. To solve this problem, we introduce a voxel reconstruction network with distribution fitting as auxiliary task and propose a novel framework named Voxel-Assisted Points Generation Network(VAPGN). The auxiliary learning with voxel generation makes it easier to capture the shape distribution of objects in the image during the encoder phase, thereby effectively improving the result of point cloud reconstruction. To meet the needs of mobile and embedded applications, a mobile version of the model is also proposed. In the experiments, we verify the feasibility of our network on the ShapeNet dataset. The proposed framework has achieved outstanding performance on the point cloud generation task, comparing with various state-of-the-art methods.
I. INTRODUCTION
The task of 3D reconstruction from one or several 2D images is a classic issue in computer vision [1] - [5] . It is a generally scientific problem in a wide variety of fields, such as virtual reality [6] - [8] , autopilot [9] , [10] , etc. One of the key difficulties is how to effectively model the 3D information in the image.
By observing a 2D image, humans can easily perceive the 3D information in it. At the moment of seeing a picture, humans can recognize the target contained therein, the 2D perspective projection shape of the target, and 3D shapes formed by the target under certain lighting conditions, thereby restore the 3D information. That is to say, the picture itself is not complete for perceiving the 3D information of the picture, and human intelligence needs to use the summarized rules and common sense to make inferences. This means that we can complete 3D reconstruction in a data-driven way. The emergence of large-scale 3D shape datasets [11] , [12] and the development of data-driven methods [13] , [14] have given rise to new interest in reconstructing 3D shape with learning method.
The associate editor coordinating the review of this manuscript and approving it for publication was Dapeng Wu . As high resolution voxel grids require huge memory, many works focus on the point cloud generation. These works often adopt distance metrics(earth mover's distance, chamfer distance etc.) as loss function, which means the generated points are not easy to meet the overall shape distribution of the target object. However, the voxel generation model usually targets distribution fitting so that the generated volume matches the shape of the real object well. Therefore, the voxel generation can be adopted as a suitable auxiliary task to supplement the defects of the point cloud generation model.
Motivated by this idea, we propose a novel architecture to finish the image-based point cloud reconstruction, referred to as Voxel-Assisted Points Generation Network(VAPGN). The proposed model consists of two neural networks, one of which is the main network to finish the point generation task, and the other is the auxiliary learning network whose outputs are voxel grids. These two tasks share some convolutional layers in learning process to learn the general feature from input images for 3D reconstruction, and the exactly reconstruction process from the feature vector with separate decoder branches. The whole network is trained by a combined loss function. Another interesting aspect of our architecture is that we design the encoder with a pretrained image classification model.
To meet the needs of mobile and embedded applications, we make some corresponding alterations to the original model, and proposes a mobile version of the proposed model.
The main contributions of our work are summarized below:
• We propose a auxiliary approach to model the intrinsic general 3D characteristics in point cloud reconstruction. The auxiliary learning of voxel generation makes it easier to capture the shape distribution of objects in the image during the encoder phase of the point cloud reconstruction task, thereby effectively improving the result of point cloud reconstruction.
• We propose a mobile version of the proposed model for mobile applications
• We propose a reasonable combined loss function for our framework.
• Our extensive experiment demonstrates the outstanding performance of our reconstruction algorithm compared to the state-of-the-art techniques on the public dataset ShapeNet.
The rest of the paper is organised as follows. Section 2 presents related literature. Section 3 illustrates the proposed network architecture, training losses and training strategy. Section 4 presents experiments, ablation study and analysis. Finally, we provide a brief summarisation of our work in Section 5.
II. RELATED WORKS A. DEEP LEARNING ON 3D RECONSTRUCTION
Existing work 3D reconstruction bases on learning can be roughly classified as voxels based, point cloud based or surface based according to the output representations they produce.
1) VOXEL
A voxel is an abbreviation for a volume element. Due to the simplicity, voxels are the most commonly used representation for 3D tasks. Wu et al. [11] combined 2.5D depth map and 3D shape class to complete the reconstruction task.
Girdhar et al. [15] fed the image and 3D voxel grid into their TL-embedding network to train a predictable vector for 3D object reconstruction. Yan et al. [16] proposed an encoder-decoder network with a projection loss defined by the perspective transformation which enables the unsupervised learning using 2D observation and fixed-viewpoint without explicit 3D supervision. Wu et al. [17] proposed 3D Generative Adversarial Network which generates 3D objects from a probabilistic space. This research first introduced GAN to 3D field. The issue of reconstructing 3D geometry from multiple views has been considered in [18] - [20] . Choy et al. [18] proposed an overall framework called 3D Recurrent Reconstruction Neural Network for single-view and multi-view reconstruction based on LSTM which means it had high computation complexity. Ji et al. [19] and Kar et al. [20] encode camera parameters with the input image as a 3D voxel representation and apply a 3D convolution to reconstruct the 3D scene from multiple views.
However, due to memory limitation, these methods are limited to relatively small 32 3 resolutions. Although recent work has applied 3D convolutional neural networks to resolutions as high as 128 3 , this only applies to small batch sizes, which results in slow training.
Due to the high memory requirements expressed by voxels, recent work has proposed to reconstruct 3D objects in a multi-resolution manner. However, the resulting method is often difficult to implement and requires multiple passes on the input to generate the final 3D model. In addition, they are still limited to 256 3 voxel grids.
2) POINT CLOUD
The point cloud has also been widely used in computer graphics. Qi et al. [21] , [22] pioneered the point cloud as a manifestation of discriminative deep learning tasks. They achieve alignment invariance by applying a fully connected neural network to each point independently and then performing global pooling operations. Fan et al. [23] proposed a point set generation network for 3D object reconstruction from one single image. Although named point cloud, it actually learns the coordinates of the voxel grid. And the fixed number of points would not do any help to represent complex geometric structure of objects.
By applying a convolution on the graph spanned by the vertices and edges of the grid, the grid is first considered for discriminative 3D classification tasks [24] , [25] . Recently, the grid has also been considered to be the output representation of 3D reconstruction [26] - [28] . Liao et al. [27] proposed an end-to-end readable version of the marching cube algorithm. However, their approach is still limited by the memory requirements of the underlying 3D mesh and is therefore limited to 32 3 voxel resolution.
3) SURFACE
There are also many implicit surfaces representation methods based on deep learning [29] - [32] .Park et al. [32] represented a shape's surface by a continuous volumetric field. Michalkiewicz et al. [31] proposed an end-to-end trainable model that directly predicts implicit surface representations of arbitrary topology by optimising a novel geometric loss function.
B. MULTI-TASK LEARNING
The proposed approach belongs to multi-task learning (MTL), which refers to a learning paradigm in machine learning which aims to leverage useful information contained in multiple related tasks to help improve the generalization performance of some tasks.
Argyriou et al. [33] presented a method for learning sparse representations shared across multiple tasks. Popa et al. [34] proposed a deep multitask architecture for fully automatic 2d and 3d human sensing (DMHS), including recognition and reconstruction, in monocular images. Ranjan et al. [35] proposed two novel CNN architectures that perform face detection, landmarks localization, pose estimation and gender recognition by fusing the intermediate layers of the network. Ma et al. [36] proposed a multi-task end-to-end optimized deep neural network (MEON) for blind image quality assessment. Liu et al. [37] proposed a hierarchical clustering multi-task learning (HC-MTL) method for joint human action grouping and recognition. Ke et al. [38] proposed to use deep convolutional neural networks to learn long-term temporal information of the skeleton sequence from the frames of the generated clips, and then used a Multi-Task Learning Network (MTLN) to jointly process all frames of the clips in parallel to incorporate spatial structural information for action recognition. Dou et al. [39] divided the 3D face reconstruction into neutral 3D facial shape reconstruction and expressive 3D facial shape reconstruction and trained the combine model with a multi-task loss function.
III. VAPGN
This section describes our framework architecture and related loss function.
A. NETWORK ARCHITECTURE Figure 1 shows the overall structure of the proposed method, starting from a single image and ending with different predictions. We use two networks performing the point cloud generation and voxel generation tasks by sharing features, which forms a tree-structured network architecture. Both tasks adopt the encoder-decoder structure. The two networks share a set of encoder layers for extracting the features of a given image on multiple levels, and meanwhile have different decoder layers that are tailored for different applications, including point cloud generation and voxel generation.
According to the theory in [40] , the current state-of-theart in single-view object reconstruction does not actually perform reconstruction but image classification. The convolutional layers of the encoder are identical to the corresponding parts of state-of-the-art classification model ResNet34 except that the feature map sizes are adjusted by our input size. Due to the limitation of computing power, we have not adopted a more complex network structure such as Res101, Inception etc. We also compress the network layers as much as possible in decoder layers to reduce the parameters. The voxel decoder consists of only three convolutional layers and three deconvolutional layers, and the point decoder consists of only four fully connected layers.
In the point generation task, the feature vector extracted from the shared layers are fed into the point decoder layers to produce point cloud of the object in the input image. To make the output map have the same size as the ground truth, we design a series of four fully connected layers. The task finally outputs a 1024 * 3 tensor, representing a series of 1024 point cloud coordinates. We can visualize the point cloud according to these coordinates.
In the voxel generation task, we aim to generate a 32 * 32 * 32 voxel grid. Specifically, we use three convolutional layers and three deconvolutional layers. The task finally outputs a 32 * 32 * 32 tensor. We then convert the output vector with voxel-wise sigmoid function and transform it into voxel occupancy through thresholding.
The whole model receives a 224 * 224 RGB input, converts it into a feature containing high level information, then completes the respective task with individual branch. Note that we refer to voxel decoder and point decoder as domain-specific layers and all the feature preceding layers as shared layers, the feature encoder extracts generic features for 3D reconstruction with joint learning. 
B. METRICS
The Chamfer-L1 distance is defined as the mean of accuracy and a completeness metric [30] . The accuracy metric is defined as the mean L1 distance of points on the output mesh to their nearest neighbors on the ground truth mesh. The completeness metric is defined similarly, but in opposite direction. The corresponding distances are estimated with a KD-tree. The Chamfer-L2 distance is defined similarly to the Chamfer-L1 distance.
Intersection over Union (IoU), also known as the Jaccard index, is the most popular evaluation metric for tasks such as segmentation, object detection and tracking. The IoU in our task is defined as the division of two volume grid sets' intersection by the union of the two.
C. LOSS FUNCTION
Loss function is a critical factor for the convergence of neural network. A combined loss function has been introduced in this task.
Let
denote their corresponding element-wise ground truth voxel occupancies, and P = {P j |P j ∈ R 3 + } N 1 * N 2 denote their corresponding point-wise ground truth coordinates. Furthermore, we denote all the parameters in the shared layers as θ s ; the parameters in the point cloud generation task as θ p , and the parameters in the voxel generation task as θ v .
where 1{·} is the indicator function, h is the voxel generation function, and h i1,i,i2,i3,i4 is the (i2, i3, i4)-th element of the i1-th probabilistic voxel occupancy map; r k,i is the k-th point cloud gotten from the i-th imager with the point generation function. Clearly, the first one is associated with the binary cross entropy loss term for the voxel generation task, while the second function corresponds to the Chamfer-L2 loss term for the point generation task. Then our optimization problem is
where is a small positive number.Suppose the optimal value of the problem is v * According to our daily prior knowledge, there is a great correlation between the two generation parts, so we assume that there is a function g that satisfies θ v = g(θ p ).The problem can be transformed into:
The Lagrange dual function of this problem is: This means that g(λ) can give a lower bound on the objective problem with any given λ. If λ, are given, then
where c is a constant number. So the proposed DDRN is trained by minimizing the following loss function L:
where w is the hyperparameter.
IV. EXPERIMENT
In this section, we firstly introduce the dataset and training details, and verify the feasibility of our algorithm in quantitatively (summarized in the Table 3 and Table 1 ) and qualitatively (shown in Figure 2 ). Dataset: The ShapeNet dataset is a richly-annotated, large-scale dataset of 3D shapes which is collected by Princeton, Stanford and TTIC. We used a subset of the ShapeNet dataset which contains about 50,000 3D models over 13 common categories. We split the dataset into training, valid sets and test sets, with 50 percent for training, 30 percent for validation and the remaining 20 percent for testing. Note that all viewpoints are sampled randomly. Implement Detail: We use the ADAM [41] solver for stochastic optimization in all the experiments. During the training process, we set the learning rate 10e-4 for the neural networks.
A. STATE-OF-THE-ART PERFORMANCE COMPARISON
We compare the proposed approach with several stateof-the-art methods including 3D-R2N2 [18] ,PSGN [23] , Pix2Mesh [28] , AtlasNet [26] , Occupancy Network [30] . Table 1 shows a numerical comparison of our approach and the state-of-the-art for single image point cloud reconstruction on the ShapeNet dataset. Our method achieves the highest Chamfer-L1 score to the ground truth.According to Table 1 , we have achieved the best Chamfer-L1 score in all categories and almost improved by an order of magnitude. (As [30] reproduces some experiments and gets better performance, parts of the results are from [30] instead of the The IoU score of voxel generation task on the ShapeNet data set.The higher the score, the better the performance.Since occupancy network does not provide the commonly used IoU scores, we download the author's pre-trained model from the official site provided by the author and obtain the corresponding IoU score. original reference.) Some results from our model are visualized in Figure 2 . Table 2 shows a more detailed Chamfer-L1 score, and Figure 3 shows a visual display of some failed instances.
Besides, the category-wise IoU score on voxel generation task is shown in Table 3 , and we have achieved the best in 7 out of 13 categories and got the best mean score.
B. ABLATION STUDY
In order to verify our strategy, we evaluate the performance differences of the proposed approach with and without auxiliary learning. The proposed model without auxiliary task consists of the shared encoder and task-related decoder in Figure 1 , resulting in a single-task version. The loss function for the single-task version is the Charmfer-L2 distance The input image is shown in the first column, the second columns show the result of our method, and we also reconstruction the surface with the algorithm from [42] in the third column.
between the prediction and the ground truth as shown in Equation (2) . Table 4 shows the quantitative comparison on the ShapeNet without or with auxiliary training, respectively. Clearly, auxiliary task helps to learn a better model for point cloud generation task, as performing voxel task improves the performance of point cloud generation in all the categories.
C. THE MOBILE VERSION
In real life, it is often necessary to consider implementing point cloud reconstruction tasks on computationally limited platforms such as robots, mobile phones etc. This section proposes a mobile version of the proposed model to meet the needs of mobile and embedded applications. This mobile version makes the following corresponding alterations to the original. • Replace the original ResNet34 with MobileNets which is designed for mobile phone.
• Replace the original fully connected layer in the point cloud generation task with a convolutional layer of kernel size 1. With these adjustments, the parameter amount can be successfully reduced from 29 million to 8 million. The Chamfer-L1 score on ShapeNet of our mobile vision is 0.068. Although the mobile version scores lower than the original version, it is still higher than the other networks mentioned above. Figure 4 shows some instances of the mobile model.
V. CONCLUSION
In this paper, we propose a simple yet effective auxiliary learning approach for point cloud reconstruction. The auxiliary structure helps the main network to learn better feature for point cloud generation. We also design a combined loss function for the model. A mobile version of the proposed model is proposed to meet the needs of mobile and embedded applications. Compared to the state-of-the-art, we have achieved outstanding performance in the large public 3D reconstruction dataset ShapeNet 3D+. 
