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Abstract
Noninvasive blood glucose monitoring has been long envisioned to serve as an invaluable
tool in the treatment of diabetes. The current invasive method makes it difficult for diabetic
patients to perform frequent blood glucose measurements and maintain better control of
their glucose levels, crucial in reducing the risks of complications. In this thesis, the use of
the near infrared absorption spectroscopy is proposed and investigated. The light radiation
is envisioned to be transmitted through thin tissue such as the webbing tissue between the
thumb and the index finger. The main technical difficulties are identified to be those caused
by complex interferences from other physiological variables and the weak near infrared
glucose signals. Thus, the success of such a method hinges on adequately isolating the
glucose signals from among the interferences as well as on obtaining high signal-to-noise-
ratio spectra.
The first objective of this thesis is to provide deeper quantitative understanding to the
challenges described above. Such knowledge is key to developing clinically accurate and
robust devices. This objective is accomplished through a series of systematic experimental
and analytical investigations involving glucose measurements in various biological sample
matrices. Analytical figures of merit such as "selectivity" and "limit of detection" are de-
fined, and used to quantify the signal quality and to predict the robustness of the method.
The second objective of this thesis is to design an optimum spectroscopic system for the
near infrared glucose measurements in the methodically selected band region approximately
between 2100 and 2300 nm. A unique, filter spectrometer is developed, which enables spec-
tral signal-to-noise ratio improvement by an order of magnitude over the published data
to-date employing top-grade commercial spectrometers, while significantly reducing the re-
quired signal acquisition time and hardware complexity. A spectral processing algorithm
is developed, which enables the effective removal of spectral variations caused by changes
or drifts in the instrument, environment and/or sample conditions, as well as those due
to tissue scattering. The spectroscopic system is tested in experiments measuring glucose
in synthetic biological solutions, human plasma samples and animal tissue samples. The
thesis demonstrates that with a carefully designed system, noninvasive blood glucose mea-
surements using the near infrared absorption spectroscopy is feasible.
Thesis Supervisor: Kamal Youcef-Toumi
Title: Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 Motivation
Diabetes mellitus is a chronic metabolic disease in which there is a deficiency of, or a
resistance to an effective use of insulin. It is estimated to afflict 17 million people in the
United States and over 150 million people worldwide, and ranked as the fourth leading
cause of death by disease in the United States, killing more than 169,000 people each year
[1].
Diabetes is a complex disease, with potentials of affecting nearly every body organ
through complications. Diabetes-induced complications include blindness, kidney failure,
heart failure, and other cardiovascular diseases. Studies have shown, however, that these
complications can be prevented with close monitoring and control of blood glucose level [2].
Upon detections, the blood glucose level can be controlled by appropriate measures such as
diet therapy, exercise program, insulin injections and/or oral drugs. Unfortunately, close
monitoring of blood glucose is difficult to attain with the current "finger-prick" technology,
which involves puncturing the skin (usually at the tip of a finger) to obtain a drop of blood.
Clearly, this method is inconvenient and painful, and is not well-suited for frequent use.
The need for a noninvasive glucose sensor that enables frequent or continuous measure-
ments of blood glucose is clear. Radiation-based techniques enable such measurements, as
no mechanical probing is involved. Obviously, the useful methods would be those that do
not harm the body by their radiation energy, as well as those that do not require chemical
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reagents that might impose immediate or long-term health risks. Light-based techniques or
sometimes called optical techniques generally satisfy these criteria. Examples include ab-
sorption spectroscopy, polarimetry, linear scattering spectroscopy and Raman spectroscopy.
Among them, the near infrared (NIR) absorption spectroscopy seems to be the most promis-
ing one that would enable the development of practical, low-cost, and clinically accurate
devices suitable for the home-consumer market. It is the method of choice for this thesis
work. Comparisons between the various noninvasive optical methods are given in Ch. 3.
Research in the area of noninvasive blood glucose sensing using the NIR spectroscopy
has been ceaseless in the last thirty years. A quick search on the internet or on any sci-
entific journal database will prove it. However, the degrees of success reported have been
mixed, and a clinically accurate and reliable system has yet to be developed. The nature
of empirical-based data processing methods generally used in this field makes it difficult to
determine the quality of glucose-specific signal actually present in the measured spectral
data. This has, to some extent, prevented maximum progress, as knowledge transfer is
difficult. Reasons for success (or failure) of the experimental works reported are often not
clearly known. Thus, similar mistakes may have often been repeated, and improvements
cannot be logically thought up.
Furthermore, most of the research efforts have been focused on the software, specifically
on improving the accuracy and reliability of multivariate calibration models [3]-111]. As
important as they are, the spectroscopic hardware that produces the raw spectral data
should not be neglected. It is well-known that clinically relevant blood glucose variations
produce extremely small spectral changes. For clinically accurate readings, signal-to-noise
ratio on the order of 105 is needed; a stringent requirement for any spectroscopic instrument.
1.2 Thesis objectives
In this thesis, the technical challenges pertinent to the development of near infrared non-
invasive glucose sensors are first to be investigated. Clear understanding of the conceptual
and engineering challenges at hand is crucial for the success in developing a clinically accu-
rate and reliable system for noninvasive blood glucose measurements. To accomplish this, a
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series of systematic experimental investigations will be performed, and combined with thor-
ough signal and interference analysis. The complexity of the samples or "matrices" used
in the experiments will be incrementally increased, ensuring high-quality glucose signal at
each step. Methods that allow objective assessments of the obtainable spectral quality of
glucose absorption will be introduced. Therefore, upon reading this dissertation, the reader
should have a deeper qualitative and quantitative understanding of the technical challenges
pertinent to the noninvasive NIR blood glucose measurement.
Secondly, an optimum near infrared spectroscopic system for noninvasive blood glu-
cose measurements is to be developed and tested. The system will include a spectroscopic
hardware (spectrometer) and a software unit containing a suitable spectral processing al-
gorithm. Several experiments involving the use of appropriate biological samples will be
performed to validate the proposed system and approach. The hardware system should be
superior than the commonly employed laboratory Fourier-transform spectrometers and the
grating-based spectrometers for the task at hand. The software system should be able to
effectively suppress and/or compensate for the instrument, environment and physiological
interferences.
Finally, this thesis should convince the reader that noninvasive blood glucose measure-
ment using the near infrared absorption spectroscopy is possible. Using a low-cost and
simple instrument, it will be shown that the technique provides sufficient specificity and
sensitivity to measure clinically relevant glucose concentration in as complex of a back-
ground matrix as one containing blood and tissue.
1.3 Content summary
We start by discussing the various aspects of blood glucose measurements using the NIR
spectroscopy in Ch. 2, which include the technical challenges due to the absorption and
scattering interferences. In Ch. 3, several other optical methods that have been investigated
for noninvasive glucose measurements are discussed and compared with the NIR absorption
spectroscopy - the method of our choice. Early in the thesis work, it was determined that
the commonly used, generic spectrometers were not optimum for the application. Thus, a
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unique instrument was proposed and developed, and is described in Ch. 4. Spectral data
processing techniques suitable for the NIR glucose measurements are discussed in Ch. 5.
They include both the pre-processing or the filtering techniques as well as the multivariate
calibration and prediction techniques. The proposed instrument was first tested through
glucose measurements in synthetic biological solutions designed to simulate human plasma.
The experimental methods and results are reported in Ch. 6. The success of this experiment
served as the first indication that high-quality glucose signal could be obtained even among
large and complex interferences by using a rather simple NIR spectrometer. In Ch. 7, two
figures of merit are introduced that would enable quantification of the glucose signal quality
and assessment of the glucose prediction accuracy. Chapters 8 and 9 describe experimental
investigations involving complex samples including human plasma and animal tissue. These
investigations served as the final in vitro studies for proof-of-concept prior to clinical tests
involving human subjects.
17
Bibliography
[1] W. T. Driskill, "Diabetes continues to the nation's fourth leading cause of death," Health
Educator 1996: March 3.
[2] The Diabetes Control and Complications Trial Research Group, "The effect of intensive
treatment of diabetes on the development and progression of long-term complications in
insulin-dependent diabetes mellitus," N. Engl. J. Med., Vol. 329, pp. 977-986 (1993).
[3] C. Fischbacher, K. U. Jagemann, K. Danzer, U. A. Mi'ller, L. Papenkordt, J. Schfiler,
"Enhancing calibration models for non-invasive near-infrared spectroscopical blood glu-
cose determination," Fresenius J. Anal. Chem., Vol. 359, pp. 78-82 (1997).
[4] G. W. Small, M. A. Arnold, L. A. Marquardt, "Strategies for coupling digital filter-
ing with partial least-squares regression: application to the determination of glucose
in plasma by Fourier transform near-infrared spectroscopy," Anal. Chem., Vol. 65, pp.
3279-3289 (1993).
[5] H. M. Heise and A. Bittner, "Multivariate calibration for near-infrared spectroscopic as-
says of blood substrates in human plasma based on variable selection using PLS-regression
vector choices," Fresenius J. Anal. Chem., Vol. 362, pp. 141-147 (1998).
[6] M. A. Arnold, G. W. Small, "Determination of physiological levels of glucose in an
aqueous matrix with digitally filtered Fourier transform near-infrared spectra," Anal.
Chem., Vol. 62, pp. 1457-1464 (1990).
[7] U. A. Muller, B. Mertes, C. FischBacher, K. U. Jageman, K. Danzer, "Non-invasive
blood glucose monitoring by means of near infrared spectroscopy: methods for improving
18
BIBLIOGRAPHY
the reliability of the calibration models," The International Journal of Artificial Organs
Vol. 20, pp. 285-290 (1997).
[8] M. J. Mattu, G. W. Small, M. A. Arnold, "Determination of glucose in a biological
matrix by multivariate analysis of multiple bandpass-filtered Fourier transform near-
infrared interferograms," Anal. Chem. Vol. 69, pp. 4695-4702 (1997).
[9] N. A. Cingo, G. W. Small, M. A. Arnold, "Determination of glucose in a synthetic
biological matrix with decimated time-domain filtered near-infrared interferogram data,"
Vibrational Spectroscopy Vol. 23, pp. 103-107 (2000).
[10] F. M. Ham, G. M. Cohen, I. Kostanic, B. R. Gooch, "Multivariate determination of
glucose concentrations from optimally filtered frequency-warped NIR spectra of human
blood serum", Physiological Measurement VOl. 17, pp. 1-20 (1996).
[11] D. M. Haaland, M. R. Robinson, G. W. Koepp, E. V. Thomas, R. P. Eaton, "Reagent-
less near-infrared determination of glucose in whole blood using multivariate calibration",
Appl. Spec., Vol. 46, pp. 1575-1578 (1992).
19
Chapter 2
Important Aspects of Transdermal
Near Infrared Glucose
Measurement
2.1 Fundamentals of near infrared absorption spectroscopy
Near infrared light is considered to be the radiation having wavelength components ap-
proximately between 800 nm and 2500 nm. When near infrared light interacts with an
"infrared-active" component, some of its frequency components (wavelengths) are absorbed.
The wavelength location and the magnitude of the absorption is determined by the sample
absorptivity, or often called the absorption coefficient, cz(A). Being unique to the molecular
structure of a component, it can serve as a "fingerprint" - an important tool in non-intrusive,
light-based chemical identifications of compounds.
Glucose is an infrared-active component, which means that it absorbs the radiation at
some wavelengths in the infrared region. What makes a component infrared-active is the
presence of molecular vibrations in the form of molecular stretching and bending that pro-
duce a change in the dipole moment of the molecule. Besides glucose, some other infrared-
active blood and tissue constituents include water, fat, protein, triglycerides, cholesterol,
lactate and urea.
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Most of the fundamental molecular vibrations occur at frequencies corresponding to the
mid-infrared region (around 1014 Hz or 3pm), where the absorptions are strongest. In the
near infrared, however, the absorption correspond to overtone vibrations of anharmonic
fundamental absorption bands or to combinations of the fundamental absorption bands,
primarily associated with C-H, 0-H, and N-H stretching vibrations [1]. The absorption
magnitude decreases substantially in the following order: fundamental, combination, first
overtone, second overtone, third overtone, etc.
The previous discussion seems to suggest that measurements in the near infrared are
disadvantageous compared to the measurements in the mid-infrared because of the weaker
signal in the near infrared. This is true. However, because water has strong absorptivity
throughout the mid-infrared region (and water is the main component of blood and tissue),
mid-infrared light can only penetrate less than a few hundred micrometers, thus making it
impractical for noninvasive, in vivo measurements. As we will see later in the chapter, near
infrared light can penetrate much deeper into tissue - on the order of a few millimeters, or
even a few centimeters.
In the near infrared, clinically relevant glucose absorption have been measured to follow
Beer Lambert's law [2], defined as:
(T(A)
a(A) = -log,( i = a(A)ce (2.1)
Trej
where a is the absorption magnitude in absorbance unit (AU) as a function of wavelength A,
Tg is the transmission spectrum of glucose, Tref is the transmission spectrum of a reference
sample, a is the sample absorption coefficient, c is the concentration and f is the path-length
of the radiation through the sample.
2.2 Main technical challenges
Despite more than 20 years of research, a practical and reliable noninvasive NIR glucose sen-
sor is yet to be developed. Investigators in the field have indicated that the main problems
include high background absorption of water, baseline variations due to instrumentation
drifts and ambient conditions, high-frequency detector noise, large numbers of overlapping
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absorption spectra from other blood constituents, scattering of the skin, weak glucose sig-
nals, lack of repeatability, signal variations, etc. [3, 4, 5]. They can be identified and
summarized into two main categories: (i) the specificity problem, and (ii) the sensitivity
problem.
2.2.1 Specificity challenge
The first challenge refers to the problem of isolating blood glucose spectrum from the
overlapping spectra of physiologic interferences, including tissue scattering and variations
of other blood components. In addition to the physiological interferences, environmental and
instrumental noise/drifts may also interfere with the glucose NIR signals. The important
questions are: How "unique" is the glucose signal/spectrum? Can it be distinguished from
the interference signals? The challenge is then to design a system with which the glucose
spectrum can be isolated and quantified. Analysis of the interfering components and signals
are discussed in greater details in Sec. 2.4.
2.2.2 Sensitivity challenge
The second issue refers to the challenge of measuring the weak signals produced by physi-
ological blood glucose variations. Blood glucose values of non-diabetics are within 64 and
110 mg/dL (3.6 and 6.1 mM). There is no definite glucose range in the case of diabetics,
except that a random (non-fasting) glucose value of greater than or equal to 200 mg/dL
indicates a diagnosis of diabetes. Nor there is a clear-cut answer to how accurate a blood
glucose sensor needs to be. A new international standard ISO DIS 15197 has currently been
developed that recommends accuracy of +/- 20 mg/dL (+/- 1.1 mM) for glucose values un-
der 100 rng/dL and +/- 20% for higher glucose values [6]. The most widely used method
to evaluate the clinical accuracy of a glucose sensor is the "Clarke Error Grid" developed
in 1987 by Clarke et. al. [7], shown in Fig. 2-1. Most glucose meters are designed to read
glucose levels from 0 to 600 mg/dL (0 to 33.3 mM).
In any case, glucose concentration changes within the physiological range produce lit-
tle quantifiable NIR spectral changes. To illustrate, resolving 1 mM variation in a 1-mm
pathlength aqueous solution requires approximately 1 part per 20,000 measurement repeata-
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Figure 2-1: Clarke error grid. Zone A: clinically accurate, within ±20% of the laboratory.
Zone B: error greater than ±20%, but would lead to benign or no treatment. Zone C: errors
would lead to unnecessary corrective treatment. Zone D: potentially dangerous failure to
detect hypo- or hyperglycemia. Zone E: erroneous treatment of hypo- or hyperglycemia.
bility, which means that the signal-to-noise ratio (SNR) of the measuring device alone has
to be considerably greater than 10 4 (SNR definition and its method of calculation are given
in Sec. 2.3.4). This is certainly a stringent requirement for any spectroscopic instrument.
2.3 Wavelength selection
2.3.1 Water absorption spectrum
Because water is the main component of blood and tissue, its absorption spectrum plays an
important role in determining the availability of certain spectral regions for blood glucose
measurement. If water absorbs too strongly, the detected light would be weak, which would
result in low measurement signal-to-noise ratio (SNR). This is in fact the reason why in
vivo blood measurement using the mid-infrared light is difficult.
Within the near infrared itself, glucose has several absorption bands. The first task is
then to determine which spectral window(s) is optimum for noninvasive, transdermal glucose
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measurements. To do this, let us first examine the NIR water absorption spectrum, shown
in Fig. 2-2. In the figure, the near infrared is divided into three regions: the combination
band region, the first overtone region and the higher-order overtone region, corresponding to
the various types of the excited molecular vibrations discussed earlier. It can be seen in the
figure that water has very low absorption below approximately 1300 nm, thus leaving the
higher-order overtone region highly accessible. What this means is that based on the water
absorption characteristics alone, centimeter-thick samples can be measured between 800 nm
and 1300 nm. Unfortunately, glucose absorption in this region is extremely weak - too weak
for clinically accurate measurements. In the first overtone region, a window approximately
between 1600 nm and 1850 nm contains relatively low water absorption. The average
water absorbance in this window is about 3 AU/cm ("AU" stands for Absorbance Units),
which means that for each centimeter, the transmitted (and detected) radiation is 10-3
of the original radiation. With a high-sensitive photo-detector such as Indium Gallium
Arsenide (InGaAs) and a medium-power tungsten-halogen light source (50 W - 250 W),
such radiation loss is well affordable. In the combination band region, there may be such
a window, although narrower and containing higher water absorption. Such a window is
around the absorption minimum at 2200 nm.
Aiming to further analyze these two spectral windows (the first-overtone and the com-
bination band regions), water absorption spectrum was measured in the laboratory, using a
custom Fourier-transform spectrometer employing a 100-W tungsten-halogen source and an
extended InGaAs detector. Shown in Fig. 2-3 is the measured transmission spectrum of wa-
ter in a 2-mm-pathlength quartz cuvette. As indicated in the figure, a long-wave-pass filter
was used to exclude the shorter-wavelength light, which was necessary in order to prevent
it from dominating the recorded spectrum. In this figure, the two measurement spectral
windows can be seen more clearly. In the first-overtone region, it is between 5400cm 1
and 6400cm- 1 (1560 nm and 1850 nm), and in the combination band region it is between
4300cm 1 and 4800cm- 1 (2080 nm and 2325 nm).
24
2.3. Wavelength selection
8 0-- - -- --
70 Higher-order First Combination
overtones overtone band
60
40
301
~20,
10
008 1000 1200 1400 1600 1800 2000 2200 2400 2600
Wavelength (nm)
Figure 2-2: Water absorption spectrum per 1-cm pathlength.
2.3.2 Glucose absorptivity
Let us continue by analyzing the magnitudes of the various glucose absorption bands in
the near infrared. In the first-overtone region, glucose absorption band at around 1690 nm
has been observed to have the highest SNR [2] due to glucose high absorptivity in this
wavelength band. This agrees with the results obtained by Hazen et.al. [8]. This band
has been assigned as a C-H overtone band [9]. In the combination band region, the most
useful band has been observed to be at around 2270 nm [2]. This absorption band has been
assigned to the combination of C-H stretch and O-C-H deformation [9].
We then need to select, among these two windows, the more useful one for physiological
blood glucose measurements. To do this, two main criteria should be used. First, the
glucose absorption spectrum needs to have sufficient magnitude - that is it should have
high enough absorptivity value (oz in Eq. 2.1) so that it can be detected to within the
required accuracy. To be clinically accurate, the system needs to be able to resolve roughly
each mmol/L (mM) change in blood glucose concentration, as discussed earlier (Sec. 2.2.2).
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Figure 2-3: Water transmission spectrum in a 2-mm-pathlength quartz cuvette obtained
by a Fourier-transform spectrometer employing an extended InGaAs detector and a 100-W
tungsten-halogen light source.
Because of this reason, the combination band region was chosen, and the first-overtone
region was deemed unacceptable for this work. An experimental investigation that leads to
such conclusion is described later in this section.
The second criterion for selecting the appropriate spectral region is that the glucose
spectral features within it needs to be specific enough, so that its spectrum can be iso-
lated despite the interferences from other physiological variables. It will be shown through
this thesis work that the glucose spectrum in between 2080 nm and 2310 nm has enough
specificity to be isolated and extracted from complex biological samples such as blood and
tissue.
The following paragraphs and subsections describe an experimental investigation aim-
ing at justifiably determining an optimum glucose band, which would be used in this the-
sis work. Using the custom Fourier-transform spectrometer, magnitudes of the glucose
strongest bands in the two spectral regions (first overtone and combination band) were
measured and compared [2]. Figure 2-4 shows some of the resulting spectra, which have
been pre-processed or filtered to remove the baseline noise (the slow wavelength-varying
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spectral noise) through applications of Fourier filtering (described in Ch. 5). The absorp-
tivity or the absorption coefficients of the two glucose bands were then computed from their
peak-to-peak amplitudes.
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Figure 2-4: Fourier-filtered aqueous glucose absorption spectra of various concentrations in
the first-overtone region (left) and in the combination band region (right).
Absorptivity of the glucose band at around 2270 nm was measured to be approximately
2.0 x 10-5 AU(mm mM)- 1 . On the other hand, the absorptivity of the band at around
1690 nm was measured to be approximately 1.1 x 10-6 AU(mm mM)- 1 , about 20 times
smaller.
2.3.3 Detection limit
In addition to assessing the absorption magnitude, spectral noise also needs to be evaluated.
After all, it is the detection limit that is of most interest. The premise is that given the
absorptivity values and the spectral noise magnitudes, the minimum glucose concentration
change detectable can be deduced. As illustrated in Fig. 2-5, for a concentration change to
be detectable, its corresponding spectral change needs to have a peak-to-peak magnitude
greater than the noise spectrum.
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Figure 2-5: Illustration of noise spectrum and its comparison with a sample absorption
spectrum.
In this work, a noise spectrum n(A) is usually defined to be the residual spectrum of the
subtraction between two repeat spectra, which are replicate spectra of the same sample:
n(A) = ai(A) - a2 (A) (2.2)
where a, and a2 are absorption spectra of the same sample. What this measures is actually
spectral repeatability, rather than spectral accuracy. Since it is the relative spectral variation
that is to be detected, the absolute spectral accuracy is not important.
Shown in Table 2.1 is the summary of the results. The absorbance value (column 4) is
a product between absorptivity and pathlength (column 2 and 3). This value can then be
compared with the spectral noise value (column 5) to roughly estimate the "detectability",
which is defined as the minimum detectable glucose concentration change in mM. A more
rigorous and formal approach in determining the detection limit is described in Ch. 7 using
a figure of merit called the "limit of detection".
These results indicate that the glucose absorption band at around 2270 nm in the com-
bination band region is critical for aqueous glucose measurement in the clinically relevant
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concentration range. With a simple peak-to-peak band analysis, each mM concentration
change in a 2-mm pathlength can be resolved, as shown in Fig. 2-6. Using this absorption
band and a more elaborate post-processing algorithm, L.A. Marquardt and M.A. Arnold
have successfully measured glucose in a protein matrix in a 1-mm pathlength with a stan-
dard prediction error of 0.24 mM using a Fourier-transform spectrometer [10].
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Figure 2-6: Glucose concentration prediction using simple peak-to-peak
X-axis values are the reference glucose concentration values.
spectral analysis.
1 2 3 4 5 6
Band Absorptivity Pathlength Absorbance Noise (rms) Detectability
(nm) (AU/(mM mm)) (mm) (Au/mM) (AU) (mM)
2270 2.0 x 10-5 2 4.0 x 10-" 2.0 x 10-5 0.5
1690 1.1 x 10-6 2 2.2 x 10-6 1.9 x 10-5 8.3
1690 1.1 x 10-6 10 1.1 x 10-5 2.5 x 10-5 2.3
Table 2.1: Summary of aqueous glucose sensitivity experimental study
Many investigators in this field have avoided the combination band region of the near
infrared spectrum for in vivo transdermal measurements because of the strong water absorp-
tion. Specifically, the absorbance of water is about three times higher in the combination
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band region than in the first-overtone region. As a result, sample thickness is generally
limited to 2-3 mm. Sampling is envisioned to be across thin tissue such as the webbing
tissue between the thumb and the index finger and the earlobe, or by a diffuse-reflectance
method with carefully limiting the penetration depth to 1-2 mm.
2.3.4 Definition of spectral signal-to-noise ratio
Spectral SNR is often used (in this thesis document and in other publications in the field)
to quantify the quality of spectral measurements or the spectrometer performance. Thus,
it is fitting to provide a clear definition of the term that is consistent with its use in this
dissertation.
First, a noise spectrum is computed according to the following equation:
Ta (A)N(A) = 1 - T(A) (2.3)
Tb (A)'
where Ta and Tb are the transmission spectra of the same sample/buffer taken at two
different times, which we often refer to as repeat spectra or replicate spectra. Thus, in
the case of zero noise, N(A) will be a flat line at zero across the wavelength range. The
root-mean-squared (rms) value of the spectral noise, Nrms can then be computed as
k
Nrms = Z [N( A)]2, (2.4)
where k is the number of spectral elements being observed. Note that the rins noise value
is usually three to five times smaller than the peak-to-peak noise value. Finally, spectral
SNR can be defined as
1
SNR= . (2.5)
Nrms
It is important to relate the noise value described in this section with the noise value
in the absorption unit (AU), since we will be dealing mostly with absorption magnitudes
in the absorption unit. As stated in Eq. (2.1), absorbance is simply the logarithm of the
ratio of two transmission spectra, generally the sample and the reference spectra. Noise
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spectrum in absorption unit is thus:
n(A) = -logio (T(A))AU. (2.6)
Therefore, n(A) and N(A) will differ in magnitude because of the logarithmic transformation.
2.4 Identification of spectral interferences
The shape of the recorded radiation spectrum from a transdermal measurement is a function
of the absorption and the scattering spectral characteristics, a(A) and s(A) respectively, of
the blood and tissue. The total spectral changes observed AS can be modelled as the
superposition of the absorption, the scattering and the noise spectra n(A), as given by the
following equation and is illustrated in Fig. 2-7:
AS(A) = E a (A)Acjfj + A Z sk(A) + n(A) (2.7)
where Ac is the concentration changes, f is the pathlength, and i represents each absorbing
component and k represents each scattering component.
The model simply states that the recorded spectral changes AS(A) consists of the sum-
mation of the absorption spectral variations, the tissue scattering spectral variations and
the spectral noise. Note that what is of interest is the spectral variations, rather than the
absolute spectrum. As seen in Fig. 2-7, the glucose spectral feature is no longer clearly
visible. The goal is to isolate and extract spectral changes corresponding only to the glucose
concentration changes.
2.4.1 Interferences due to molecular absorptions
In the spectral region of interest - between 2100 nm and 2300 nm, the spectral absorption
features correspond to combinations of the fundamental molecular vibrations occurring in
the infrared. They consist of combinations of X - H stretches with other fundamental
vibrations, where "X" represents "C", "N" or "0" (carbon, nitrogen or oxygen) atoms.
Therefore, blood and tissue analytes that are made up of these molecules may possess
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Figure 2-7: Superposition of glucose absorption (top-left), triacetin absorption (top-right)
and scattering (bottom-left) that results in the spectra on the bottom-right.
absorption features in the region, and may interfere with that of glucose. Blood components
that possess absorptions in the combination band region with similar or higher magnitudes
include protein (albumin, globulin), hemoglobin, triglycerides, urea, cholesterol and lactate.
Shown in Fig. 2-8 is the normalized absorption spectra of BSA (to model protein), triacetin
(to model triglycerides), glucose, urea and lactate. The spectra were obtained using a
commercial monochromator (CM110, CVI Laser Corp., Albuquerque, NM) with a 10-nm
resolution. As seen in the figure, although the spectra are overlapping, each has its own
unique features. In particular, glucose has its own unique spectral shape, which makes it
seemingly extractable.
Besides their qualitative features, we are also concerned about the interfering compo-
nents' absorption strengths relative to glucose. In real measurements where noise is present,
interference signals from components with strong absorptions are more difficult to suppress
than those from components with weak absorptions. The potential spectral magnitude
variations due to a certain component depend on its absorptivity value, pathlength and
its physiological concentration range (Eq. 2.1). Assuming that pathlength is the same
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Figure 2-8: Normalized absorption spectra of some of the major NIR-absorbing blood ana-
lytes.
for all components, let us deduce the components' potential spectral variations from their
absorptivity values and their expected physiological concentration variations.
To do this, the component absorptivity values were measured. The experiment involved
measurements of pure aqueous solutions of hemoglobin, BSA, triacetin, lactate and urea,
and ethanol-based cholesterol using a commercial monochromator (model CM110, CVI
Laser Corp., Albuquerque, NM). As mentioned before, these components were deemed to
be the major NIR-absorbing blood components. The results are summarized in Table 2.2.
Some example spectra are shown in Fig. 2-9 and 2-10.
Shown in the second column of Table 2.2 are the normal physiological variation ranges
of the blood components. Column 3 shows the absorptivity at the peak wavelength shown
in column 5. The expected variation, shown in column 4 is obtained by multiplying the
concentration range by the absorptivity. Thus, the values in column 4 represent the potential
signal variations caused by normal physiological changes.
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Figure 2-9: Absorption spectra of 200 mg/dl glucose (top-left), 8000 mg/dl BSA (top-right),
200 mg/dl triacetin (bottom-left), and 200 mg/dl lactate (bottom-right). All components
are dissolved in distilled water. Top-half of the plots show the raw spectra, and the bottom-
half show the baseline-removed spectra using third-order polynomial fit and subtraction.
It is evident that the physiological variations of hemoglobin, total protein and triglyc-
erides can generate significantly higher absorption signals than the ones caused by physio-
logical variations of glucose. Their variations will most likely dominate the recorded spectral
changes. On the other hand, physiological variations of blood cholesterol produce spectral
changes in the same order of magnitude as those of glucose. In the case of lactate, due
to its small physiological variations (- 15 mg/dL), it produces significantly weaker signals
than glucose. The spectrum of urea in the combination band region has distinctly different
features than those of the other components, as seen in Fig. 2-10. Its spectrum is signifi-
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Component Normal concentration Absorptivity Expected variation Peak
Unit mg/dL AU (mm mg/dL)- 1  AU/mm nm
Hemoglobin 14000-17500 4.44 x10 6  1.6 x10 2  2275
Total protein 6000-8300 1.16 x10- 6  2.7 x10- 3  2287
Triglycerides 10-190 5.78 x10- 6  1.0 x10- 3  2250
Glucose 50-200 1.13x10- 6  1.7 x10- 4  2273
Cholesterol 150-250 1.32 x10- 6  1.3 x 10- 4  2273
Urea 17-50 n/a* n/a 2220
Lactate 4.5 - 19.8 -2.05 x10- 6  -3.1 x10- 5  2280
Table 2.2: Quantitative information of absorption spectra of blood components
*Urea absorption peak is sufficiently far from 2270-nm glucose peak, and its band sufficiently wider to be of
concern.
cantly broader than the others, with a peak at around 2220 nm. Because of this, its spectral
variations may be suppressed easily through an appropriate baseline-removal algorithm.
Besides blood, skin and muscle tissue signals will also be present in transdermal mea-
surements. The greatest spectral variations from tissue are caused by tissue scattering, as
we will find in Ch. 9. However, molecular absorption features are also present, which are
mainly due to fat, water and protein absorptions [3]. Analysis of the absorption spectra of
tissue are described in details in Ch. 9.
2.4.2 Interferences due to tissue scattering
Light scattering in tissue can be characterized by two coefficients, the scattering coefficient
p, and the average cosine of the scattering angle g, or generally called the anisotropy
parameter [12]. It is defined as g = cos(O) , where 0 is the photon deflection angle after
a single scattering event. For a forward-directed scattering phenomenon, in which light
penetrates deep into the tissue, 0 is close to zero, and thus g is close to one. The two
parameters can be combined into a single transport scattering coefficient 1', also often
called the reduced scattering coefficient:
PS = Pj(1 - g). (2.8)
It is suggested that the dependence of the reduced scattering coefficient on wavelength
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has the following form [13]:
' bA-P (2.9)
where b is a constant and p is the scatter power, which ranges from 1 in the case of Mie
scattering and 4 in the case of Rayleigh scattering. For our purposes, the most important
fact is that this coefficient has a "slow" dependence on wavelength, which has been proven
experimentally [14, 15, 16, 17]. Example spectra demonstrating such finding are shown in
Fig. 2-11 and 2-12. In Fig. 2-11, the slight curvature at around 1450 nm is probably due to
a "leakage" of the strong absorption in that wavelength region in separating the scattering
coefficient, from the absorption coefficient. In Fig. 2-12, the peak at around 450 nm is due
to the oscillation when the particle size is comparable to the wavelength. In the longer-wave
NIR that is considered for this work, such oscillation is highly unlikely, since the wavelength
is significantly larger than the dimension of the scatterers.
In conclusion, spectral variations due to tissue scattering changes have been shown to
have slow dependence on wavelength, and thus can be treated as baseline noise. With-
out prior knowledge of its exact features or characteristics, they can seemingly be sup-
pressed through an appropriately designed baseline-removal algorithm, as part of spectral
pre-processing method. We will find that this is in fact true in Ch. 9. Design of the
pre-processing method is described in Ch. 5.
2.5 Summary
Two main technical challenges are identified, namely the specificity and the sensitivity
challenges. Based on the sensitivity requirement, the glucose band at around 2270 nm,
which is within the combination band region, is determined to be the optimum one for
noninvasive blood glucose measurements. Other glucose bands in the near infrared are
considered to be too weak to produce sufficient signal-to-noise ratio. In this chapter, results
of a preliminary investigation of the characteristics and origins of spectral interferences are
given. The results and findings described in this chapter serve as a basis upon which system
(hardware and software) design parameters are determined.
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Figure 2-10: Absorption spectra of 6000 mg/dl hemoglobin (top-left), 50 mg/dl urea (top-
right), 1000 mg/dl cholesterol (bottom-left), and 8000 mg/dl hemoglobin (bottom-right).
All components are dissolved in distilled water except for cholesterol, which are dissolved
in ethanol. Top-half of the plots show the raw spectra, and the bottom-half show the
baseline-removed spectra using third-order polynomial fit and subtraction, except for the
hemoglobin which shows only the raw spectrum (bottom-right).
37
2.5. Summary
(a) 50 -_-_-----
40--
301
1000 1200 1400 1800 1800 2000 2200
Watength (Mn)
(b) 0 - ~ 
~
34-
o20
0
1000 1200 1400 1800 180 2000 2200
Wa*leIwgth (nm)
Figure 2-11: (Reproduced from [17]). The average (solid line) of (a) absorption coefficient
pa and (b) reduced scattering coefficient p' plotted with the population and standard
deviations (dotted lines) of 22 human skin samples taken from 14 subjects.
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Chapter 3
Other Techniques for Noninvasive
Glucose Measurements
There are currently a number of optical techniques and approaches being investigated for
noninvasive blood and/or tissue glucose measurements. Most, if not all, are light-based
techniques or sometimes called optics-based techniques, in which light interactions with the
blood and/or tissue are analyzed. The following sections present brief overviews of the most
popular methods. For each method, we will pay close attention to the two most important
factors: the potential specificity and sensitivity of the method.
3.1 Scattering spectroscopy
In scattering spectroscopy, the scattering variation As(A), rather than the absorption varia-
tion Aa(A) (see Eq. 2.7), is analyzed. In tissue, the light scattering depends on the degree of
mismatch of the refraction index between the extracellular fluid and the membranes of the
cells composing the tissue. It has been found that an increase in blood glucose concentration
leads to a subsequent rise in the refractive index of blood and interstitial fluid, whereas the
refractive index of the scattering particles in the skin remains unchanged [1, 2, 3].
To perform this technique, an instrument that measures the reduced scattering p is
needed. Various designs for such measurements exist. Design examples are described in
references [4] and [5]. They generally involve more components and thus have higher com-
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plexity than the NIR absorption spectrometer. However, with an appropriate design they
can still be made to be relatively inexpensive and rugged.
The main advantage of this technique is that it can produce significantly higher glucose-
induced signal than the absorption method. Results from an in vivo study have indicated
that the light scattering coefficient changes approximately 0.18% per 1 mM of blood glucose
change (6]. Compared with the glucose absorption magnitude in the combination band
region (described in Ch. 2) of 1 part per 20,000 or 0.005%, it is certainly a significant
sensitivity advantage.
The main drawback of this technique is the fact that the signal used to compute the
glucose concentration is derived from secondary factors, the refractive indices. Thus, they
are not only dependent on glucose alone, but also on other physiological variations such as
concentration and volume changes of other blood constituents, and skin temperature and
humidity changes. Unlike glucose absorption spectra, however, the scattering spectra are
featureless, making glucose-specific signal isolation difficult if not impossible. In summary,
the specificity of the glucose signal is low.
3.2 Raman spectroscopy
Raman scattering is a nonlinear or inelastic scattering which occurs when monochromatic
light interacts with a certain sample. This scattered light exhibits frequency shifts (wave-
length shifts) as functions of the rotational and vibrational energy states within the scat-
tering molecule. The locations and magnitudes of the shifts (the spectrum) provide specific
information about the molecular chemistry of the sample. Thus, similar to the infrared
absorption technique, the component spectrum can serve as its "fingerprint". The observed
shifts are independent of the excitation frequency. This is an advantage as the user can
select the excitation wavelength that is appropriate for a certain sample. For example, an
excitation wavelength in the short-wave near infrared (~ 800 nm) may be optimum for
transdermal measurements of blood because it can penetrate deeper into the tissue. One
thing to note, however, the intensity of the Raman signal falls off rapidly as the excitation
wavelength increases.
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In Raman spectroscopy, a relatively high-power laser is used as an excitation source,
on the order of a few hundreds milliwats. The reason is that Raman signal is very weak,
and it is only with the recent availability of high-sensitive charge-couple device (CCD)
arrays that quantitative physiological glucose measurements have become possible. The
need for a high-power laser and a high-sensitive CCD detection unit makes the technique
highly expensive and bulky, unsuitable for at-home testing by the diabetic patients. For
example, a high-sensitive, NIR CCD detection system costs approximately between $10,000
and $30,000 to-date, and the price of the laser source is around $20,000.
The main advantage of Raman spectroscopy compared to the NIR absorption technique
is that the spectra have more distinct features, including the glucose spectrum. Thus,
glucose specificity is potentially higher, making Raman spectroscopy to be a more robust
technique. However, the features are not so distinct that a simple peak-to-peak analysis can
be used to quantify the glucose concentration. Spectral overlapping still occur, and hence
the wide use of multivariate calibration and prediction techniques such as PLS, similar to
those used in the NIR absorption technique. At this time, it is unclear what value this
"extra" distinctiveness of the spectral features actually adds to the accuracy of the glucose
concentration prediction. Quantification of the figure of merit selectivity as introduced in
Ch. 7 will be useful in order to objectively compare the two methods.
Besides the high instrumentation cost and complexity, another disadvantage of Raman
spectroscopy is its extremely weak signal. Long signal acquisition/integration time is usually
needed and photothermal damage of the tissue is of great concern for in vivo measurements
using this technique. As an illustration, to produce a standard error of prediction (SEP) of
19 mg/dL (1.1 mM) in in vitro blood samples, Koo [7] uses an 830-nm laser with 480-mW
output power, and a signal integration period of 5 minutes, using a high-throughput, highly
optimized, top-grade Raman spectrometer. It is shown that the prediction accuracy can
still be improved by increasing the integration time - thus indicating that the main limiting
factor is the sensitivity. We will see that using a low-cost, simple and rugged NIR absorption
instrument, similar results can be obtained with an acquisition time of 15 seconds.
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3.3 Polarimetry
In polarimetry, the concentration of an optically active component is deduced by measuring
the amount of rotation of linearly polarized light. The amount of rotation is a linear
function of the path length, the component concentration and the specific rotation constant
(property of the component). At physiological concentrations and pathlengths of about
1 cm, optical rotations due to glucose are on the order or 5 millidegrees [81. With this
technique, measurements cannot be performed transdermally, as skin is high scattering.
A number of investigators have suggested the anterior chamber of the eye as a suitable
measurement site.
The instrumentation for polarimetry is relatively simple and inexpensive - a basic setup
involves readily available visible or NIR sources, polarizer plates, a polarization modulator
and a detector. However, because of other polarization-rotating components present in
the anterior chamber of the eye, several wavelengths (laser sources) and perhaps detectors
need to be employed to compensate for the interferences. This will obviously increase the
instrument complexity. To-date, the exact number of wavelengths needed, and whether or
not it is possible to compensate for all physiological interferences is not yet determined.
3.4 Photoacoustic spectroscopy
In photoacoustic spectroscopy, a light beam (generally a laser beam) is used to rapidly heat
the sample and generate an acoustic pressure wave that is measured by an acoustic detector,
such as a piezoelectric detector. Thus, rather than detecting the absorption signal directly
(optical absorption signal -- electrical signal), the absorption signal is first converted to
heat, then to acoustic pressure, then to an electrical signal (optical absorption signal -+
heat -> acoustic -+ electrical signal). The premise is that through such a process, greater
sensitivity than the conventional absorption spectroscopic technique can be achieved when
certain physical parameters are favorable.
Because of the need to heat the sample rapidly, a light beam with high power density
is needed. Thus, a laser source is generally used. Sharing the same underlying principle
with the optical absorption technique, it requires the measurement of several wavelength
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components in order to obtain the specificity required. Two hardware possibilities that
exist: (i) employ multiple laser sources emitting various wavelengths [10], or (ii) employ a
tunable laser source [9]. Both require expensive and complex instrumentation. A pulsed,
NIR-tunable laser source alone, for example, costs between $50,000 and $100,000 to-date.
It is unclear at this time whether the sensitivity of the glucose measurement is indeed
enhanced by using this indirect absorption-acoustic technique. In fact, McKenzie et. al.
indicate that although the method works well for some substance, the response of glucose
does not appear to give substantial photoacoustic signal enhancement over the conventional
absorption technique [9]. The specificity can potentially be similar to that obtainable by the
conventional absorption method, but by using a significantly more complex and expensive
instrument.
3.5 Comparison of techniques and summary
Let us compare the five techniques we have discussed: (i) NIR absorption spectroscopy
(the method of choice in this dissertation), (ii) linear scattering spectroscopy, (iii) Raman
spectroscopy, (iv) polarimetry, and (v) photoacoustic spectroscopy. The three important
factors to take into account are the specificity, the selectivity, and the instrumentation cost
and complexity. Shown in table 3.1 is the comparison summary examining these three
factors
Technique Specificity Sensitivity Instrumentation complexity and cost
NIR absorption Sufficient Sufficient Simple and low-cost
Scattering Low Good Potentially simple and low-cost
Raman Good Low Simple but expensive
Polarimetry Low Sufficient Potentially simple and low-cost
Photo-acoustic Sufficient Sufficient Complex and expensive
Table 3.1: Comparison summary of the various light-based noninvasive techniques.
This thesis will prove that with the proper hardware and signal-processing units, the near
infrared absorption spectroscopy can provide sufficient specificity and sensitivity needed for
accurate and robust physiological glucose measurements. The technique also allows for de-
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velopments of simple, low-cost and rugged devices, suitable for at-home test ng by diabetic
patients. Raman spectroscopy appears to provide better specificity, and thus .-an potentially
be more robust. However, its low sensitivity (and thus low SNR) and its high instrumenta-
tion cost may hinder it from being a practical clinical instrument. The scattering technique
certainly has the advantage of high sensitivity, and thus potentially high signal-to-noise
ratio. More research needs to be done, however, to determine if it can provide enough
specificity to account and compensate for the various physiological interferences. Polarime-
try also suffers low specificity. In addition, unlike the other techniques, it cannot perform
transdermal measurements due to the depolarization from scattering. Measurements on the
eye is obviously less convenient, and would prevent continuous monitoring. The photoa-
coustic spectroscopy does not appear to provide any advantage over the conventional NIR
absorption technique in terms of the obtainable sensitivity and specificity. In addition, it
requires complex and expensive instruments.
It should be pointed out that the comparative findings and conclusions were based on
the published results available at the time of the writing of this dissertation. Ii- is well known
that noninvasive blood glucose monitoring is a highly pursued goal both academically and
commercially. Progress is made everyday, and so are improvements, both on the system
side as well as on the component side. Developments of cheaper and better lasers/light
sources, detector materials and electronics, optics, etc. may adjust some of tbe conclusions
made.
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Chapter 4
Spectroscopic Hardware Design
4.1 Hardware requirements
In this section, we discuss the main hardware requirements that are important for NIR
transdermal blood glucose measurements in the combination band region. The requirements
are driven by the two main technical challenges described in Ch. 2: (i) distinguishing and
extracting glucose spectrum from among interfering spectra (specificity challenge), and (ii)
detecting the weak glucose signal (sensitivity challenge). Based on these challenges, there
are three hardware performance factors that are most important: the spectral SNR, the
spectral range and the spectral resolution.
4.1.1 Spectral SNR
As defined in Sec. 2.3.4, the spectral SNR is equal to the inverse of the root-mean-squared
value of the noise spectrum prior to the logarithmic transformation, Nrms:
1SNR = . (4.1)
Nrms
which is in fact, a measure of spectral repeatability. Such SNR computation method pro-
vides a straightforward way to predict the instrument sensitivity; a measure of the smallest
incremental spectral variation the instrument can detect as we will see shortly.
The absorption intensity value of the glucose band at around 2270 nm was measured
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to be approximately 2 x 10-5 AU mm 1 mM- 1, as analyzed in Ch. 2. The absorption
intensity was defined as the peak-to-base distance or height of the absorption spectrum per
unit concentration per unit pathlength. Assuming a pathlength of 1 mm, each mM change in
the glucose concentration (approximately the resolution needed for a clinically acceptable
accuracy) causes only 2 x 10- 5 AU change in the absorption signal, or 0.005% of signal
intensity change (see Sec. 2.3.4 for the relationship between the absorbance unit and the
percentage unit). In order to measure such weak signal changes, the measuring instrument
needs to have an SNR value on the order of 105; certainly a stringent requirement for
any spectroscopic instrument. Considerable amount of effort should thus be dedicated to
improving and optimizing the spectroscopic hardware, to ensure that it has the required
SNR, prior to any exhaustive experimentation or data collection.
When the detected light is weak, such as in the case of in vivo measurements, the
achievable measurement SNR is usually limited by the detector noise, in which case, the
SNR is proportional to the detected radiation power P and to the square root of the
number of collected and averaged spectral data for each spectral element or data point, N.
Furthermore, the detected radiation power is proportional to the optical throughput E and
to the transmission efficiency of the optical system ( (a value between 0 and 1). Combining
these relations, the spectral SNR is thus proportional to the optical throughput, the optical
transmission efficiency, and the number of the averaged data:
SNRoc8x(xN 1 / 2 . (4.2)
The design of the spectroscopic hardware should aim to maximize these parameters.
4.1.2 Spectral range
The glucose NIR spectrum is overlapped by other NIR light-absorbing blood components,
whose concentrations are also dynamically varying. The major NIR light-absorbing compo-
nents of blood include hemoglobin, protein (albumin and globulin), triglycerides, cholesterol,
urea and lactate [1, 2], whose absorption spectra correspond to the O-H, C-H and/or N-H
vibrational stretching and bending, as discussed in Ch. 2. In order to isolate the spectral
information relevant to only that of glucose, one of the following two conditions needs to be
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satisfied: (i) the interfering spectrum can be filtered out through generic filtering techniques
such as the polynomial baseline correction, low-pass filtering, and/or band-pass filtering, or
(ii) the recorded spectrum includes the spectral features unique to the interfering variables
so that they can be compensated for, through multivariate spectral processing techniques.
This argument is illustrated in Fig. 4-1. The figures on the top illustrate the case where the
interfering spectrum has significantly different features than the signal spectrum such that
it can be removed easily through the application of a bandpass filter. On the other hand,
the interfering spectrum shown on the bottom figure has similar features with the signal
except for an additional band at longer wavelengths. In this case, removal this interference
requires the detection of the additional band, which means that the instrument needs to
extend its spectral coverage to include the wavelength region this additional band is located
in.
gnal 
Bandpassfilter
Interference Multivariate model
Signal compensation
Wavelength
Figure 4-1: Conditions for interference compensation. The interference signal "frequencies"
significantly different than that of the glucose signal (top), or the interference signal has
features or additional features that is recorded by the instrument (bottom).
Figure 4-2 shows the absorption spectra of glucose, triacetin (to model blood triglyc-
erides), BSA (to model blood protein), lactate and urea. Except for urea- the spectral
bandwidths of the components are very similar to each other. Furthermore, the peaks are
located very close to each other, such that the overall spectra are overlapping. For these
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reasons, filtering alone is unlikely to succeed in separating the glucose spectrum from the
other spectra, and that multivariate approach seems to hold the most potential to success-
fully extract glucose spectrum from the overlapping spectra. The next question is: what is
the spectral range required in order to achieve the required specificity?
1
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Figure 4-2: Normalized absorption spectra of some of the major NIR-absorbing blood ana-
lytes. Spectra are experimentally obtained using a monochromator.
As mentioned earlier, the major NIR-absorbing blood components that would interfere
with glucose spectrum are water, hemoglobin, protein (albumin and globulin), triglycerides,
cholesterol, lactate and urea. The major absorbing components of tissue are water, fat and
protein. A fat spectrum is shown in Fig. 8.9. We also know that because of water absorption
spectrum, only a relatively narrow window approximately between 2100 nm and 2300 nm is
available for millimeter-thick transdermal measurements. Fortunately, within this window,
the glucose spectrum seems to be quite unique from among these interfering spectra, as can
be seen in Fig. 4-2. With this rather "crude" information, we hypothesize at this time that
a spectral region between 2100 nm and 2300 nm contains glucose information of sufficient
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4.2. Hardware feasibility study through numerical simulation
specificity. Before developing a hardware prototype, this hypothesis would be confirmed
through a numerical simulation study, which is described in Sec. 4.2.
4.1.3 Spectral resolution
The spectral resolution needs to be fine enough to permit accurate representation of not
only the glucose spectrum but also the spectral features of the interferences. The trade-off
is in the capturing of the fine spectral features and the loss of throughput. As seen from Fig.
4-2, the spectra we deal with in this work are all relatively broad, with "full-width-at-half-
height" (FWHH) values larger than 20 nm. It is thus envisioned that a hardware spectral
resolution around 10 nm is sufficient. However, it is foreseen that such a resolution will not
capture all of the spectral qualitative features, particularly those due to spectral overlaps.
Nevertheless, it will be shown through the numerical simulation presented shortly that such
a resolution is indeed sufficient to provide the specificity required to isolate glucose NIR
signals from the interferences.
4.2 Hardware feasibility study through numerical simulation
In this study, we aimed at verifying the hypothesis we had made earlier regarding the
spectral range and resolution requirements. By examining the qualitative spectral features
of glucose and the major interfering blood components, we hypothesized that, the available
spectral window between 2100 nm and 2300 nm and a hardware spectral resolution of 10
nm were sufficient to provide specific-enough glucose signals. In this study, spectral effects
of the major interfering spectra on glucose prediction accuracy were investigated. The
components studied were BSA (to model albumin, globulin and hemoglobin), triacetin (to
model triglycerides), cholesterol, lactate, urea, fat and water.
4.2.1 Method
First, the pure component spectra of glucose, BSA, triacetin, urea, cholesterol, lactate, fat
and water were measured using a conventional monochromator with a resolution of 10 nm
spanning from 2080 nm to 2310 nm. These component spectra were then baseline-corrected
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by a third-order polynomial fit technique, and stored as the "basis spectra". Next, spectra of
multi-component matrices were simulated, assuming that the Beer-Lambert law of linearity
and superposition hold true. Thus, the spectrum of a multi-component solution s,(A) (a
1 x n vector, where n is the number of spectral elements) is given by:
si(A) = E a2 (A)ci + n(A), (4.3)
where ai(A) is the absorption spectrum of the component i (a basis spectrum), ci is the
concentration value of the component i, and n is a 1 x n vector containing random numbers
to simulate spectral noise. In this simulation study, the pathlength was considered to be the
same for all components, and hence did not need to be included in the equat'on. The mag-
nitude of the basis spectrum a(A) of each component was scaled such that it represented the
pure component spectrum at 1 mg/dL in a 2-mm pathlength. The interfering components'
concentration values were randomly generated between zero and the maximum expected
physiological change. For example, lactate was varied between 0 and 15 mg/dL, and BSA
was varied between 0 and 5000 mg/dL to include the total protein and hemoglobin varia-
tions. Water and fat concentrations were assumed to vary by 20%. The noise spectrum n
was designed to have a root-mean-squared (rms) value of 10-5 AU (equal to SNR of 43,000),
which was considered to be achievable with a high-quality commercial spectrometer, such
as a top-grade Fourier-transform spectrometer, and a signal acquisition time on the order
of minutes.
The concentration values of the components were then extracted from s(A), using a
classical least-squares (CLS) regression, as illustrated by the following equation:
q= SAT (AAT 1 , (4.4)
where A is a m x n matrix containing the basis spectra (m basis components and n spectral
elements), and q is a vector containing the predicted concentration values. If the spectral
shapes of the individual component were sufficiently "unique", CLS algorithm would be able
to decompose the multi-component spectrum back into its individual spectral components.
The simulation was performed 500 times, to create 500 different and random combinations
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of component concentrations.
4.2.2 Results
Shown in Fig. 4-3 is the glucose prediction correlation plot from the numerical simulation.
Albeit the greatly varying interferences (some with orders of magnitude higher spectral
magnitudes), glucose spectrum can be extracted and the concentration predicted to great
accuracy. The standard error prediction (SEP) value was calculated to be 4.8 mg/dl (0.26
mM) - well within the target accuracy (1 mM).
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Figure 4-3: Simulation result of glucose prediction in matrices of interferences. SEP 4.8
mg/dL. See text for details.
In addition, it would be of interest to find out the narrowest spectral window that
could be used - rather than using the full 200-nm-wide region. By examining the glucose
spectrum in Fig. 4-2, it is unlikely that glucose can be analyzed without including the
spectral window between approximately 2220 nm and 2310, as it contains the most useful
band with the peak at 2270 nm. However, the usefulness of the spectral region between 2100
nm and 2220 nm is questionable. To determine the minimum possible spectral window to
use, a simulation was performed in which the lower-end spectral window A,,, was adjusted,
4.3. Continuous-rotating-filter spectrometer: concept
and the SEP value computed. Thus, an SEP value was computed for each A,, - 2310 nm
window. The result is shown in Fig. 4-4. As seen in the figure, a spectral window between
2200 nm and 2310 nm produces SEP lower than 10 mg/dl (0.56 mM).
20-
15-
Cd, 10
5
2'20 2140 2160 2180
Lower-end wavelength, k,, (nm)
2200
Figure 4-4: SEP values obtained for a spectral window between Al, and 2310 nm.
In conclusion, the results of this simulation study suggest that a spectral bandwidth of
200 nm between 2100 and 2300 with a spectral resolution of 10 nm is likely to be sufficient
for predicting blood glucose concentration in a dynamically varying concentration values
of other NIR-absorbing components. In fact, the study suggests that a narrower spectral
window between 2200 nm and 2310 nm suffices, although the prediction error is about twice
as large.
4.3 Continuous-rotating-filter spectrometer: concept
A unique spectrometer using angle-tuned, narrow-band interference filter(s) is proposed,
developed and used in this work. The spectrometer is called a "continuous-rotating filter
spectrometer" (CRFS). A schematic of the spectrometer is shown in Fig. 4-5. Wavelength
tuning is accomplished by rotating the filter in the direction shown in the diagram, in which
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the beam incident angle is varied. The peak transmission wavelength AT is a function of
the beam incident angle, and can be described by the following equation:
AT ~ Ao 1- ( -o )2 sin2 P (4.5)
\nef f)
where Ao is the wavelength at a normal incident angle, no is the refractive index of the
external medium, neff is the refractive index of the filter and p is the incident angle. Figure
4-6 shows a plot showing the relationship between the incident angle and the transmitted
peak wavelength for a narrowband filter with Ao equal to 2315 nm and neff equal to 2.13
(the characteristics of the filter to be employed in the prototype device), and no equal to 1.
Light LightDetector
source
*, Sample
Lens Lens
Rotating
filter
Figure 4-5: Optical schematic of the continuous-rotating filter spectrometer. Shown is a
setup for transmission measurements.
A drawback to this type of instrument is that its spectral range is rather limited. It is
approximately 5% of the nominal wavelength, or approximately between 2200 nm and 2310
nm. In order to extend the spectral coverage down to 2100 nm, a second filter needs to be
employed.
The filter(s) is designed to perform the wavelength scanning through continuous rotation
(in one direction), rather than by step-and-scanning as generally done in other scanning
instrument. This would enable rapid scanning, and hence more spectral data points to
average within a certain time period (maximizing N in Eq. 4.2). The potential advantages
of the hardware design are described in the next section.
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Figure 4-6: Plot of calculated transmitted wavelength as
filter with neff = 2.13 and A0 = 2315.
a function of incident angle for a
4.4 Potential advantages of the proposed concept
In the following paragraphs, we discuss the potential benefits of the proposed hardware
concept in the context of noninvasive blood glucose measurements, especially compared
with the conventional and widely used instruments: Fourier-transform spectrometers and
grating spectrometers (monochromators and spectrographs).
Equation (4.2) specifies the three main device parameters affecting the achievable SNR
for a detector-noise-limited system, namely the throughput, the transmission efficiency and
the number of averaged data for each spectral element. In the following subsections, we will
discuss the throughput and the rapid measurement advantages; the latter is directly related
to the data averaging capability. The transmission efficiency will not be discussed because
the three types of the wavelength-selecting components we consider (bandpass filter, grating
and Fourier transform spectroscopy) generally have similar transmission efficiency values,
at least in the order-of-magnitude sense.
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4.4.1 High optical throughput
A filter spectrometer provides significant throughput advantage over a grating spectrometer.
Note that the throughput referred to in this paper is the geometrical throughput. The
current device can offer up to ~ 20 times higher throughput than a grating spectrometer,
for similar grating - filter size. The following paragraphs provides the analysis of the claimed
throughput advantage.
Throughput, E, is defined as:
E= Aaperture (4.6)
where Aaperture is the area of the limiting aperture and Q is the solid angle (in units of
steradians, abbreviated as "sr") formed by the collimating or the focusing optics, given
by:[3]
S= A(47)
f 2
where f is the focal length of the collimating lens and Afill is the projected area of the
illuminated wavelength-selecting component, such as the interference filter (in filter spec-
trometer), the grating (in grating spectrometer) and the beamsplitter and mirrors (in FTS).
Essentially, throughput determines the allowable energy the system can let through per unit
time. Combining Eq. (4.6) and Eq. (4.7), we obtain
= Aaperture Afill (4.8)
In a spectrometer, the spectral resolution requirement AA generally determines the
maximum allowable angular divergence A(,max in the system, as illustrated by the following
equation:
Amax a x AA. (4.9)( dW max)
Furthermore, the maximum divergence angle is commonly controlled by limiting the size of
the aperture, as shown in Fig. 4-7. For a small divergence angle,
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a
W~(max = - If (4.10)
where a is the radius of the aperture (assuming circular aperture). Therefore, combining
Eq. (4.9) and Eq. (4.10), we obtain
a x AA. (4.11)
dA max)
Combining Eq. (4.8) and Eq. (4.11), the throughput of a filter spectrometer can then be
calculated to be
=Filter 7r - Afill = 7r d m -1 X AA] AAfill.f2 dp max) (4.12)
a Aperture or slit Extreme rays
i I ... ..... .. . .......... .....*... _A
V-f
Collimating lens /
Wavelength-selecting
component
Figure 4-7: Optical throughput of a spectrometer's collimating system. The spectral res-
olution requirement determines the maximum allowable beam divergence. An aperture is
used to limit the divergence.
Figure 4-6 shows that the maximum dA/dp occurs at the shortest wavelength, in the
vicinity of 2180 nm, which imposes the most stringent requirement on the maximum ac-
ceptance angle. In that region, dA/do is approximately equal to 270 nm/rad. Therefore,
J
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for AA of 10 nm, the throughput of a filter spectrometer can be as high as 4.3 x 10-Afiu
cm 2 sr.
Let us now look at the allowable throughput of a Fourier transform spectrometer and a
grating spectrometer. In a Fourier transform spectrometer, the throughput is given by:[4]
EFTS = LAfill, (4.13)R
where R is the spectral resolving power, Amin/AA. On the other hand, the throughput of
a grating spectrometer is given by [4]:
Grating = Afill, (4.14)f R
where 1 is the height of the commonly used rectangular aperture.
Table 4.1 depicts the comparison of the achievable throughput by the three types of
spectrometer for an operation with a minimum wavelength of 2200 nm. The grating's 1/f
value is assumed to be 20, which is considered to be that of a "fast" spectrometer by
today's standard. As seen from the table, at our projected spectral resolution of 10 nm,
the throughput of the filter spectrometer is approximately one-third of the throughput of
an FTS, and approximately 20 times higher than the throughput of a grating spectrometer
with similar optical dimension. A grating spectrometer is thus certainly not suitable for
weak signal measurements such as the noninvasive blood glucose measurements. A Fourier
transform spectrometer, on the other hand, outperforms a filter spectrometer from the
throughput standpoint, although both are in the same order of magnitude. Note that
for a filter spectrometer, a circular aperture is actually not optimal. Using a rectangular
aperture, the throughput can be improved by several times. Note also that the results are
valid for measurements at around 2200 nm. In all types of spectrometers, operations in
shorter wavelengths will require smaller apertures for the same spectral resolution, thus
reducing the throughput.
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Required Resolution Filter FTS Grating
AAa E)/Afjjj(x10-1) E)/Afjj(x10-3) E)/Afjj(x10-3)
5 1.1 7.1 0.11
10 4.3 14.3 0.23
15 9.7 21.4 0.34
20 17.2 28.6 0.45
Table 4.1: Throughput Comparison
aValues are in nm. Values in all other columns are in steradians (sr).
4.4.2 Compact, rugged and low-cost
A filter spectrometer offers a few invaluable practical advantages over a Fourier transform
spectrometer. First, it involves significantly fewer optical and electro-mechanical parts than
a FTS. Secondly, it does not require highly sensitive alignments between the optical parts.
In a FTS, the beamsplitter, the reference mirror and the moving mirror need to be aligned
with each other with high precision. To illustrate the precision required, 0.2 mrad (0.01
degree) mirror tilt error can result in approximately 60% loss in the recorded power; thus
significantly affect SNR [5]. There is no such sensitive alignment requirement in the filter
spectrometer. Therefore, the proposed instrument is potentially less prone to errors due
to vibration, motion artifacts and other external disturbances, resulting in consistently
high-SNR measurements.
Thirdly, a continuous-rotating filter spectrometer does not require high-precision motion
system. It suffices only with a low-cost rotary DC motor with a relatively low-resolution
position encoder. A FTS, on the other hand, generally requires stabilized HeNe laser as
a position feedback sensor and an exceptionally smooth (frictionless) mechanical bearing
system, such as air-bearing or flexural bearing stages [5]. These practical advantages can
lead to successful development of low-cost, compact and rugged devices; suitable for the
home - consumer market.
It should be pointed out that the above mentioned FTS difficulties apply to the com-
monly used scanning types involving a moving mirror. Some stationary FTS have been
developed to address some of the issues described above [6, 7].
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4.4.3 Rapid measurement
The operation of the continuous-rotating filter spectrometer does not involve stopping,
acceleration and deceleration, which are inherently time-consuming processes. Thus, sig-
nificantly faster measurements are possible, which enables more signal averaging N within
a given time period, which in turn increases SNR. Rapid measurement is desirable in the
actual in vivo setting, where motion artifacts can corrupt the signal. A device requiring
a measurement period on the order of a few seconds is likely to be less prone to motion
artifacts than one that requires a measurement period of minutes.
Assuming a modest rotation speed of 1200 rpm (20 revolutions per second), 80 scans
can be performed in 1 second. This is because each revolution has four useful ranges or
quadrants: 0 - 45 degrees, 135 - 180 degrees, 180 - 225 degrees and 325 - 360 degrees.
Thus, 4800 scans can be performed in one minute. The signal from between these ranges is
discarded as no useful data is present.
4.5 Development of prototypes
Two prototypes were developed throughout the course of this thesis work. One used a single
narrow-band filter covering 2180 nm - 2310 nm, and the other used two filters, which covered
2080 nm - 2310 nm. The single-filter instrument was tested in an experimental investigation
measuring glucose in a synthetic biological matrix containing BSA, triacetin, lactate and
urea. This was done as a preliminary proof-of-concept. The two-filter instrument was then
developed to provide a more versatile instrument for experimental works involving more
complex matrices, such as human serum and animal tissue samples.
4.5.1 Single-filter spectrometer
The device uses a narrow-band filter with the center peak at 2310 nm and a resolution
of 10 nm (NB-2310-010-B, Spectrogon, Parsippany, NJ, USA). The filter's refractive index
is found to be approximately 2.13 by measuring the transmitted peak wavelength and the
incident angle (see Fig. 4-6). The wavelength output is tunable between ~ 2180 nm and
2315 nm with the incident angle varying between 0 degree and 45 degree.
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The filter is driven directly (without any gear mechanism) by a small, inexpensive DC
brush motor (model 8324S005, Pittman, Harleysville, PA, USA). A photograph of the motor
- filter assembly is shown in Fig. 4-8. The motor unit consists of an optical encoder unit,
which produces 500 quadrature encoder counts and an index pulse per revolution.
Encoder
Figure 4-8: Photograph of the rotating filter assembly of the single-filter instrument.
The analog signal from an InGaAs detector (IGA2.2-010-TE2-H, Electro-Optical Sys-
tems, Inc., Phoenixville, PA, USA) is sampled by a 16-bit analog-to-digital (A/D) converter
(PCI-6032E National Instruments, Austin, TX, USA). The data acquisition is externally
timed by the encoder pulses (500 clock-pulses per revolution). The use of the external timer
minimizes the sensitivity of the data sampling accuracy to the motor velocity error. The
data acquisition is triggered by the index pulse at the beginning of each measurement. In
its current operation, the filter rotates at 1200 rpm, resulting in an A/D data conversion
rate of 10 kHz.
The light source is a 250-watt tungsten-halogen contained in a housing with a fan cooling
(LSH-T250, Jobin Yvon, Inc., Edison, NJ, USA). It is powered by a DC-stabilized power
supply (LPS 250) supplied by the same manufacturer.
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In the earliest prototype, a velocity control was employed. The frequency of the encoder
pulses was converted into an electrical voltage by a frequency-to-voltage converter (LM2907,
National Semiconductor, Santa Clara, CA, USA) and used as an analog feedback signal.
The speed control was achieved through the use of a servo amplifier with a built-in speed-
control capability (model 12A8K, Advanced Motion Controls, Camarillo, CA, USA). This
speed control was soon discarded, however, as the obtainable spectral SNR did not vary
whether the speed control was employed or the motor was run in an "open-loop" mode.
In fact, an intentional introduction of significant velocity variations did not degrade the
spectral SNR.
4.5.2 Dual-filter spectrometer
The instrument is a modified version of the single-filter instrument. A second narrow-
band interference filter is added so as to cover the full available spectral window in the
combination band region, approximately between 2100 nm and 2315 nm. The second filter
(Model NB2310-010-B, Spectrogon, Parsippany, NJ) is designed to cover approximately
2100 nm -- 2200 nm, and is placed edge-to-edge with the first filter, as shown in the 3-D
model in Fig. 4-9.
In addition to the filter assembly modification, the optical layout is optimized (Fig.
4-10). The complete hardware systems including optical components, PC, data acquisition
and the electronics is assembled on a cart to provide mobility. The picture of the assembly
is shown in Fig. 4-11.
4.6 Instrument performance evaluation
As discussed earlier, three hardware performance factors are most important: the spectral
SNR, the spectral resolution and the spectral range. From the numerical simulation study,
we have determined that a spectrometer measuring a spectral range between 2120 nm and
2310 nm with a resolution of 10 nm and a spectral noise rms value of 10- 5 AU would suffice.
In the next subsections, measurements of these performance factors are reported. The real
performance tests, however, are the subsequent experiments in this dissertation involving
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Figure 4-9: A 3-D CAD (computer-aided design) model of the two-filter assembly
measurements of glucose in various biological matrices.
4.6.1 Signal-to-noise ratio
Both instruments produce spectral SNR with an average rms value on the order 105 over
their spectral windows. This value translates to an rms absorbance noise value of 5 x 10-6
(see Sec. 2.3.4). To achieve this SNR performance value, the single-filter instrument needs
a signal acquisition/averaging time of only 5 seconds, and the dual-filter instrument needs
15 seconds due to its lower scanning speed.
Following the definition in Eq. (4.1), the SNR values were obtained by taking the root-
mean-square values of the inverse of the noise spectra. In this case, the noise spectra were
produced by taking the ratio of numerous transmission spectra of water through a 2-mm-
pathlength quartz cuvette. Figure 4-12 shows four typical 100% lines of the single-filter
instrument. Due to the high absorption of water, the transmitted radiation power was less
than 1IpW. The average root-mean-square noise value was calculated to be ~ 3 micro AU,
translating to an average SNR value of 1.4 x 105 .
Qili
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Figure 4-10: A simplified optical layout of the spectrometer containing a light source (LS), a
plane mirror (M), a circular aperture (AP), collimating CaF 2 lenses (LI and L2), a focusing
CaF 2 lens (L3), the rotating filter assembly (RF), a parabolic focusing mirror (FM), and a
detector (D). The sample (S) is placed between L2 and FM.
We believe that this level of SNR performance is unprecedented. Hazen et al. [2] re-
ported an RMS noise value of 37 micro AU (SNR of ~ 1 x 104) between 2244 nm and
2297 nm with similar sample characteristics obtained by averaging 256 double-sided inter-
ferograms of a Fourier-transform (FT) spectrometer (we estimate a measurement time of
over a couple of minutes for collecting the large number of interferograms). A "scanning
spectrometer" developed by Instrumentation Metrics, Inc. achieved an SNR value of 15000
(noise value of 29 AU) [8]. We also estimate a signal acquisition time on the order of minutes
in this case.
It may be surprising to some that the results obtained by a FT spectrometer are infe-
rior in SNR to those obtained by the filter spectrometer. After all, FT spectrometers are
well-known for their high spectral SNR due to the throughput and multiplex advantages.
We believe that the superior SNR achieved by the filter spectrometer is due to its rugged-
ness. FT spectrometers are extremely sensitive to motion, environmental and sampling
errors - further exaggerated by the short wavelengths of the near infrared [5]. These errors
directly translate to spectral irreproducibility, which in turn degrade spectral SNR. There-
fore, although FT spectrometers provide superior fundamental advantages, their engineering
challenges prove to be detrimental to their use in quantitative NIR applications.
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Figure 4-11: Photographs of the rotating filter assembly. Left: a picture of the complete
assembly. Right: a picture of the rotating-filters assembly.
4.6.2 Spectral range and resolution
The single-filter instrument has been measured to cover a spectral range between 2180 nm
and 2315 nm. From the simulation, we know that the most important spectral window is
between ~ 2200 nm and 2315 nm. The lower-end wavelength (2180 nm) is achieved at a 45-
degree incident angle. The dual-filter instrument extends the lower-end wavelength coverage
to 2080 nm, as a result of the addition of a second filter with a nominal peak at 2210 nm.
The wavelength coverage measurements were done using a calibrated monochromator.
The nominal resolution (full-width-at-half-height) of the filters at zero incident angle
is 10 nm . However, the resolution degrades as the incident angle increases, as shown in
Fig. 4-13. At 40 degree, the resolution is measured to be 15 nm. Thus, the spectral
resolution of the proposed instrument is slightly inferior than that used in the simulation
study. However, it is shown in the subsequent chapters that the instrument resolution is still
sufficient to isolate and extract the glucose spectrum from among the complex interfering
spectra. At zero incident angle, the transmission efficiency is approximately 95% per filter's
manufacturer data sheet. As shown in the figure, the transmission efficiency degrades to
about 30% at 40 degree.
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Figure 4-12: Four typical 100% lines obtained by the single-filter continuous-rotating filter
spectrometer.
Shown in Fig. 4-14 is the baseline-corrected and amplitude-normalized absorption spec-
tra of glucose, triacetin, BSA and lactate measured by the single-filter spectrometer. By
comparing the spectra in this figure with the ones in Fig. 4-2, it can be inferred that all of
the component spectral features are well-preserved.
4.7 Summary
The chapter begins with evaluating the main hardware requirements, which include the
SNR, the spectral range and the spectral resolution requirements. Using numerical simula-
tions, it is determined that a spectral bandwidth of 200 nm between 2100 and 2300, with a
spectral resolution of 10 nm, and a spectral SNR of ~40, 000 would suffice to predict clin-
ically relevant blood glucose concentrations in a dynamically varying concentration values
of other NIR-absorbing components, assuming a 2-mm pathlength. For such narrow band-
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Figure 4-13: Instrument responses at various incident angles.
width and low resolution requirements, filter-based spectrometers are determined to be the
most suitable one, due to their simplicity and high-throughput capability. A filter-based
spectrometer covering 2080 - 2315 nm is developed.
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Figure 4-14: "Basis spectra" obtained by the rotating filter spectrometer. The raw spectra
are baseline corrected using a 3rd-order polynomial subtraction and amplitude normalized.
Sample concentrations used to obtain the spectra: glucose: 200 mg/dL, BSA: 8000 mg/dL,
triacetin: 200 mg/dL, lactate: 200 mg/dL.
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Chapter 5
Spectral Data Processing
In this thesis, spectral data processing refers to all the processes concerned with comput-
ing the glucose concentration values from the measured "raw" spectra. It involves four
main steps: (i) converting the transmission (or the reflectance) spectra into absorption
spectra, (ii) removing spectral errors including baseline noise and high-frequency electronic
noise (called the pre-processing step), (iii) developing glucose calibration model through a
multivariate technique, and (iv) computing glucose concentrations from a new set of pre-
processed spectra. Figure 5-1 illustrates the general spectral processing steps including the
calibration and the prediction stages.
5.1 Transmission-to-absorbance conversion
In has been demonstrated in Ch. 2 that in the clinically relevant concentration range, the
NIR glucose absorption signal is linearly proportional to the concentration. Thus, linear
models have been widely used. Common ones include partial least-squares (PLS), principal
component analysis (PCA) and classical least-squares (CLS). Before the application of such
a model, however, the detected radiation should be converted logarithmically - as stated
by the well-known Beer-Lambert law:
(Tm ((A)a(A) =-10910 To' = a(A)Cc (5.1)
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Figure 5-1: Illustration of the spectral processing procedure.
where a is the absorption magnitude as a function of wavelength A, Tcomp is the transmission
spectrum of the component, Trej is the transmission spectrum of a reference sample, a is the
sample absorption coefficient, c is the concentration and f is the pathlength of the radiation
through the sample. Tref is generally a transmission spectrum of the component-free buffer
solution. For example, in the case of aqueous glucose measurements, the transmission
spectrum of water is generally used as Tref. However, for the actual purpose of glucose
concentration predictions, the component used to produce Trej is not important, as what
matters is the spectral variations Aa. In fact, in all of our experimental measurements, Trej
is simply a constant. Nevertheless, often only using the buffer as the reference will we be
able to see the component qualitative features.
5.2 Spectral pre-processing
Spectral pre-processing here refers to the processing of the raw absorption spectra a(A)
prior to the application of a multivariate algorithm for the calibration and prediction. The
main purpose of this pre-processing step is to remove or suppress the effects of baseline
noise generally caused by the sample, instrument, and/or environment variations. Often,
it is also designed to remove the high-frequency noise of the detector and its electronics.
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In most measurements performed in this thesis work involving biological samples, baseline
noise has been found to be orders of magnitudes larger than the high-frequency noise, and
by far the more important type of noise to suppress.
There are several types of baseline noise removal techniques. The most common ones in
the field of spectroscopy are polynomial fit, spectral differentiation and bandpass filtering
or often called Fourier filtering. The following sections provide brief descriptions of them.
However, it is important to first identify the sources of baseline noise.
5.2.1 Sources of baseline noise
Baseline noise is generally associated with "drifts" or unwanted variations having time
scales of the same order of magnitude as the spectral reading time period. Such drifts may
originate from the instrument (such as drifts in the light source output and detector response
function), the environment (such as drifts in the humidity and temperature), and the sample
itself (such as temperature and scattering variations). Albeit the use of low-noise and well-
controlled electronics, the instrumental drifts may still be orders of magnitude higher than
the signal changes due to the physiological glucose variations, simply because the glucose
signal is extremely small.
In all of the experimental investigations performed in this thesis work, no control of
environmental and sample conditions was used. The prototypes were those of "open-air"
types without controlled enclosure. Liquid samples were placed in quartz cuvettes without
the use of temperature control. Therefore, the success of the experiments and the excellent
repeatability of the repeat spectra suggest that the errors and drifts have been effectively
suppressed through the pre-processing techniques, as demonstrated shortly.
In non-scattering, aqueous biological samples, the largest source of baseline noise is
probably the sample temperature variation [1, 2], which is dominated by the change in
water absorption spectrum due to a change in the amount of hydrogen bonding. Here, we
show that using an appropriate pre-processing method, the temperature-induced spectral
variations, which mostly are in the form of baseline noise, can be suppressed effectively.
Shown in Fig. 5-2 are the difference spectra of distilled water at various temperature
differences. For example, the solid line represent a difference spectrum of water absorptions
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at 27 degree and 31 degree-C (the absorption spectrum of water at 27 degree minus the
absorption spectrum of water at 31 degree). The top figure shows the un-processed spectra,
and the bottom figure shows the pre-processed spectra. The pre-processing method is a
combination of a first-order spectral differentiation and a second-order polynomial fit, as
we will describe in Sec. 5.2.6. Comparing the spectra in the top and the bottom figure,
we can see that the magnitudes of the spectral variations are suppressed by three orders of
magnitude in a window below 2315 nm.
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Figure 5-2: Difference spectra of repeat water spectra at varying temperature. Top: raw
absorption spectra. Bottom: filtered spectra using a combination of differentiation and
polynomial fit techniques. Solid line: 4-degree variation, short dashed line: 6-degree varia-
tion, long dashed line: 8-degree variation.
In transdermal, in vivo measurements, a major source of baseline noise is tissue scatter-
ing. The characteristics of spectral variations due to tissue scattering have been discussed
in Ch. 2. It is shown in this thesis work that such variations can be effectively removed
through the application of an appropriate pre-processing technique. Using the same pre-
processing technique as the one used to suppress the effects of temperature (a combination of
a first-order spectral differentiation and a second-order polynomial fit), effective suppression
is achieved, as will be demonstrated in Ch. 9.
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5.2.2 Polynomial fit
In a polynomial fit method, the raw absorption spectrum araw (A) is first fitted with a
polynomial function fpolv(A), which is equal to co + c1 A1 + c2 A2 + ... , where co, ci, ... are
constants. The constants are determined by minimizing the residual:
n
R2= Z[araw(Ai) - fpojy(Aj)] 2  (5.2)
i=1
where n equals the total number of spectral elements. The user determines the order of
the polynomial, generally through a combination of some knowledge of the spectral noise
characteristics and trial-and-errors.
The "filtered" or the pre-processed absorption spectrum is then the difference between
the raw absorption spectrum and the fitted polynomial:
afiltered(A) = araw(A) - fpoly(A). (5.3)
In this thesis work, the polynomial-fit spectral pre-processing method has been found to
be very effective in removing the baseline noise of measurements involving non-scattering
samples. For example, a third-order polynomial fit was used with excellent results in an
experiment involving synthetic biological solutions, reported in Ch. 6.
5.2.3 Spectral differentiation
As the name suggests, this method involves taking the derivative of the raw absorption
spectrum:
a!iltered(A) = dnaraw (5.4)dAn 54
where n is the order of the differentiation. For example, for a second-order derivative
spectrum, n is equal to 2. A spectral derivative method tend to be more robust than a
polynomial fit, because it does not ascertain a particular baseline shape. However, spectral
derivative methods tend to degrade SNR by enhancing the high-frequency noise. Thus, they
are generally used with a "smoothing" method to compensate for the SNR degradation.
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With the spectroscopic system used in this work, spectral differentiation has been found
to be greatly effective. When sample scattering effects are present, particularly, it is the
most effective method to use.
5.2.4 Fourier filtering
Another common method of spectral pre-processing is called Fourier filtering, which involves
Fourier transforming the raw spectral data, applying a certain filter function (Gaussian,
low-pass, high-pass, etc.), and taking the inverse Fourier-transform to obtain the filtered
spectrum. The process schematic is shown in Fig. 5-3.
FFT Inverse
FFT
Raw absorption Filter function Filtered absorption
spectrum spectrum
Figure 5-3: Schematic illustrating a Fourier filtering process.
For this method to be effective, the noise "frequency" or the spectral bandwidth needs
to be significantly different than the bandwidth of the absorption features of interest. In
addition, it generally works better on a periodic signal with large number of data points.
Although this method has been proven to be quite effective on spectra obtained by Fourier-
transform spectrometers [2, 3, 4, 5, 61, we have not found it to be superior than either the
polynomial fit or the spectral differentiation method. The main reason is most likely the
fact that the number of data points obtained by the filter spectrometers are relatively low
and the spectral window is narrow, between 2100 and 2300 nm.
5.2.5 Smoothing
By smoothing, we try to reduce the high-frequency noise due to the detector electronics and
other random noise sources. In this work, a moving-window averaging method has been
found to be effective. It involves convolving the spectrum with a certain small "window",
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which moves along the spectrum from one end to the other. The window can take the
form of various functions, such as rectangular, Gaussian, or triangular. The idea here is to
replace a few adjacent data points by a single data which represents their "average" value.
Thus, if the noise is random, the resulting spectrum would be smoother than the original.
The drawback is that the spectral resolution would be degraded. The degradation increases
with the width of the averaging window.
In this thesis work, this smoothing technique is used when spectral differentiation is
performed in order to compensate for the decrease of SNR inherent to the differentiation
method. The window used is a rectangular window averaging four data points (a vector
1,1,1,1).
5.2.6 Selection of pre-processing methods
Spectral pre-processing is certainly a rich and important subject in NIR spectroscopy. How-
ever, there seem to be no hard rules to determine which pre-processing technique to use,
and the best approach is often a trial and error, combined with some physical knowledge of
the noise characteristics. In this thesis work, the difference spectra between repeat spectra
(replicate spectra of the same samples) are often used to aid in the selection of the pre-
processing method to use. An effective method would lead to difference spectra close to
zero. The magnitudes of the difference spectra are often compared with the magnitudes
of the physiological glucose spectrum. For example, assuming a 2-mm-pathlength sample,
1-mM glucose change will cause 4 x 10-5 AU. If the pre-processing method suppresses the
magnitudes of the difference spectra to lower than that, it is considered to be an effective
method.
As an example, let us refer back to the baseline noise suppression for temperature-
induced variations described earlier. As shown in Fig. 5-2, a combination of a first-order
differentiation and a second-order polynomial fit suppresses the baseline noise magnitudes to
less than 4 x 10- AU even for a large 8-degree-C variation. Given such noise characteristics,
we would say that such a pre-processing method is effective enough. Let us compare this
with using a third-order polynomial fit alone. Using the same raw absorption spectra, the
resulting filtered spectra are shown in Fig. 5-4. In this case, the pre-processing method
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is considered insufficient as the resulting filtered noise is larger than 4 x 10-5 AU - the
absorption magnitude of 1-mM glucose in a 2-mm pathlength.
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Figure 5-4: Difference spectra of water absorption spectra at varying temperature. Filtered
spectra using a polynomial fit method alone. Solid line: 4-degree variation, short dashed
line: 6-degree variation, long dashed line: 8-degree variation.
The method of choice:
Because of its robustness and effectiveness, the pre-processing method combining a first-
order differentiation and a second-order polynomial fit is used for all of the measurements
involving blood plasma and tissue samples. A moving-window averaging method is also used
to compensate for the SNR decrease due to the differentiation. A schematic that illustrates
the process is shown in Fig. 5-5. The plots underneath the block diagram are absorbance
plots at different stages of the spectral pre-processing algorithm as indicated by the vertical
arrows.
Note that the algorithm is applied to each of the two spectral windows (obtained by the
two filters) separately. Therefore, the spectral window between 2100 nm and 2200 nmn is
treated separately and independently from the spectral window between 2200 nm and 2300
nm with the same algorithm. This is done because spectral discontinuity is usually present
around the transition wavelength region of the two filters. An example of this discontinuity
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can be seen in Fig. 8.1. Attempts of the baseline-correction algorithm to correct for the
spectral discontinuity are not needed, and would likely reduce its effectiveness in suppressing
the relevant baseline noise.
Raw Filtered
absorbance . 2nd order absorbance
1P derivative Moving - polynomial 0
average subtraction
Figure 5-5: Schematic and illustration of the spectral pre-processing method to suppress
baseline variations.
5.3 Multivariate techniques for calibration and prediction
This section aims to provide a brief overview of several multivariate calibration (and pre-
diction) methods used in this thesis work. It is not meant to provide a complete review or
analysis of the methods or the subject in general, as excellent chapters in many 'chemo-
metrics' textbooks have been dedicated to such discussions. An example of such textbook
is the reference [7].
Multivariate methods are usually needed in quantitative NIR spectroscopy. It is because
the absorption spectra are relatively broad, and more detrimentally, overlapping, which
make direct peak-to-peak analysis difficult if not impossible. Unfortunately, this is also
true for blood glucose measurements, as we can see in Fig. 2.8 showing the overlapping of
the spectra of the major blood components.
In this work, three multivariate methods have been investigated and used: classical
84
5.3. Multivariate techniques for calibration and prediction
least-squares (CLS), partial least-squares (PLS) and hybrid linear analysis (HLA). Before
we discuss each of these techniques, let us first define the variables and matrices used
throughout the discussions. First, matrix A is a m x n matrix containing the measured
sample spectra, where m is the number of samples, and n is the number of spectral elements:
/l 1(Al) al (A2) .l .a(An)
a2(A1) a2 (A2 ) a2(An)
Sam(A1) . .. am (An)
For example, in the case of a human plasma experiment involving measurements of 30
samples, A is a 30 x n matrix, with each row containing the measured spectral elements of
a plasma sample.
C is a m x 1 matrix containing sample concentration values, where 1 is the number of
pure components:
C11 C12 - - Cl
C21 C22 . . C21
Cml - - - Cml
For example, in the case of a five-component samples, C is a m x 5 matrix, with each row
containing the concentrations of the five components in a particular sample solution.
K is a 1 x n matrix containing the pure component spectra at a unit concentration and
a unit pathlength:
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ki (A1 ) ki(A2 ) . . (An)
k2 (A1 ) k2 (A2 ) . . k2(An)
kI (A 1) ... ki (An)
Therefore, the Beer-Lambert's law in this multi-component, multi-sample case becomes:
A = CK. (5.5)
5.3.1 Classical least-squares
The CLS method is a direct application of the Beer-Lambert's law model where the ab-
sorbance at each wavelength element is proportional to the component concentrations. At
the calibration step, we seek to determine IK, the pure-component spectral model from the
spectra of the multi-component calibration samples A:
RK= (Ct C CtA. (5.6)
At the prediction step, we seek to find the concentration vector i containing the component
concentration values of a new prediction sample:
E = (k t) 1 ka, (5.7)
where a is a vector representing the prediction sample absorption spectrum.
This method requires that all interfering components be known, and included in the
calibration. This means that their concentration values need to be known also (the 'C'
matrix). This is a major disadvantage of the method for the practical measurements of
blood glucose as it is difficult to know all possible interferences present in the blood and
tissue, as well as to measure their concentrations.
Rather than using a fitting-based calibration procedure as described in Eq. (5.6), in
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which the pure-component matrix is obtained from "fitting" the measured sample matrix,
the pure component spectrum may be determined individually. For example, the pure
component spectrum of protein can be obtained by measuring an aqueous solution of BSA
and the glucose spectrum from measuring an aqueous glucose solution. These individual
pure-component spectra can then be used to build the pure-component matrix K. This way,
the calibration model is composed of the actual physical component spectra, rather than
that obtained from an empirical fitting. This usually ensures that the calibration model is
of higher quality and robustness. In Ch. 6, we describe an experiment involving synthetic
biological samples using such a method.
5.3.2 Partial least-squares
The PLS method is the most commonly used technique in the field of NIR spectrsocopy,
including NIR glucose measurements. With the PLS method, only the component of interest
need to be known. That means in blood glucose measurements, only glucose reference
concentrations need to be measured and used during the calibration. The method will
automatically take into account the background or interference variations without needing
the user to specify what the interfering components are. This feature makes it a much more
practical method than the CLS method.
In PLS, C and K matrices in Eq. (5.5) are replaced by T and B matrices respectively:
A = TB, (5.8)
where T is a m x h matrix and B is a h x n matrix. Rather than using the pure-component
spectra as the basis vectors, the PLS algorithm uses loading vectors (the rows of B), which
are orthogonal to each other. In a sense, it creates a new coordinate system. The number
of loading vectors h is determined by the user, depending on the model complexity required
or desirable. The T matrix is composed of the intensities (or scores) of the loading vectors,
much like the C is composed of the intensities of the basis spectra. Although the elements
of T are no longer concentrations per se, they are still linearly related to the concentrations.
Reference [8] presents excellent descriptions and details of the PLS algorithm, and pro-
vides comparisons with the CLS and the principal component analysis (PCA) methods. The
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complete calibration and prediction algorithms are also provided. An example MATLAB
program of the PLS method is presented in Appendix A. The reader is referred to reference
[8] for a step-by-step explanation of the algorithm.
With the PLS method, the glucose calibration model can only be obtained by the
least-squares fitting of the measured multi-component spectra A. This is considered to be
a disadvantage because there are potentials of building an erroneous glucose calibration
model which may be due to secondary factors. These secondary factors may be some
instrument, environment and/or physiological variations that happen to correlate with the
glucose concentrations, as demonstrated by Arnold et. al. [9].
5.3.3 Hybrid linear analysis
The main motivation behind the development and use of the HLA method is that we would
like to take advantage of the PLS's ability to perform a single-component analysis, while
making use of the known glucose spectrum. Thus, while the model for the interferences
is built implicitly by least-squares fitting, glucose is modeled explicitly using an actual or
physical glucose spectrum obtained separately. Hence, the quality and the authenticity of
the glucose calibration model is ensured. The technique was proposed by Berger et. al.
[10], and applied to glucose measurements using Raman spectroscopy. It is called a hybrid
method because it combines two different approaches in building the calibration model:
explicit modeling of glucose and implicit modeling of the background interferences. Figure
5-6 illustrates the calibration process, which is further explained in detail in the following
paragraphs.
Multi-component spectral + Agf Least-squares
data from measurements (A) ffi t Model of background
interferences
Known glucose spectrum (ag)
Figure 5-6: Calibration process of the HLA method. For illustration purposes only. See
text for details.
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The method is composed of the following steps:
1. Measure a high-quality spectrum of glucose ag (a 1 x n vector). This can be done
by measuring a highly concentrated aqueous glucose solution with a long acquisition time,
subtracting the water absorption spectrum, and scaling it to represent a "unit" concentra-
tion and pathlength. Note that ag should be the pre-processed spectrum, free from baseline
noise.
2. Remove the spectral contributions of glucose from the sample spectral matrix A,
thus creating glucose-free sample spectral matrix Agf:
Agf = A - cgag, (5.9)
where cg is a m x 1 vector containing the glucose concentration values of the samples,
measured by the reference instrument.
3. Compute the principal components of Ag. This step is similar to the generation of
orthogonal basis spectra V composed of the principal components of a matrix as done in
principal component analysis (PCA) [7, 11]. V is a n x p matrix where p is the number of
principal components used, as chosen by the user.
4. Subtract from ag its projections onto each of the V vectors, leaving a residual
spectrum a*:
9*
a* = ag - agVtV. (5.10)
This residual spectrum a* is actually the portion of ag that cannot be modeled by the
spectra contained in the principal components of the interferences V. In other words, a* is
the part of ag that is orthogonal to V.
5. Normalize a* to make it a suitable glucose calibration vector b:
b = a*/(aga*). (5.11)
An example MATLAB program of the HLA method is given in Appendix B.
The vector a* produced in Eq. (5.10) is called the component net analyte signal. This
vector serves as an important tool to evaluate the "specificity" of the glucose signal and the
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limit of detection, which will be discussed in detail in Ch. 7.
Through glucose predictions in human plasma and animal tissue described later in this
dissertation, the HLA method will be demonstrated to be a powerful technique. Since the
actual glucose spectrum itself is used as the glucose calibration vector, it will eliminate the
risk of building and using erroneous glucose model that correspond to secondary factors. In
addition, glucose variations need not be present in building the calibration model. This will
reduce the required number of samples used during the calibration, as well as the complexity
of the calibration procedure. For instance, with the PLS method, the instrument needs to
be calibrated while blood glucose is varying greatly in order to build a reliable glucose
model, such as during an oral-glucose test in the case of a real clinical setting. This is in
addition to the need for background variations. On the other hand, with the HLA method,
the blood glucose variation is not needed at all. Only the background variations are needed
to build the calibration model.
5.4 Summary
Spectral data processing consists mainly of a pre-processing step and a multivariate calibra-
tion/prediction step. This chapter first provides an overview of the popular pre-processing
methods. A method that combines a first-order differentiation and a second-order polyno-
mial fit is found to be the most robust and effective in suppressing the sample variation
effects. It is used in the subsequent experiments involving human plasma and animal tissue.
This chapter also describes several popular linear multivariate calibration/prediction meth-
ods, which include the PCA, PLS and the HLA methods. The HLA method is of particular
interest in this thesis work, as will be evident in Ch. 8 and 9, as it enables the use of known
physical glucose spectrum while implicitly modelling the background interferences.
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Chapter 6
Glucose Measurements in
Synthetic Biological Solutions
In this chapter, we evaluate the accuracy of glucose measurement in synthetic biological so-
lutions containing BSA, triacetin, lactate and urea. The main purpose of this experimental
investigation was to verify that the proposed continuous-rotating-filter spectrometer had
sufficient specificity to distinguish glucose spectrum from the major NIR spectral interfer-
ences of the blood. This experiment was performed upon the development of the single-filter
spectrometer, as "proof-of-concept". The dual-filter instrument was not yet developed.
In the experiment, glucose concentrations were predicted in a sample matrix contain-
ing varying concentrations of BSA, triacetin, lactate and urea. As discussed in Ch. 2,
these components are deemed to represent the major NIR-absorbing components of the
blood. The concentrations of these interfering components were designed to encompass the
expected physiological variations, as listed in Table 2.2.
6.1 Materials and data collections
A total of 15 solutions with unique compositions were used, whose compositions are shown
in Table 6.1. They were prepared by diluting and mixing highly concentrated, pure aqueous
solutions of glucose (1000 mg/dL), BSA (10000 mg/dL), triacetin (1000 mg/dL), urea (1000
mg/dL) and lactate (1000 mg/dL). The percentage composition of each pure component
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solution in each sample was carefully measured and used to compute the concentration
values shown in the table.
The highly concentrated, pure solutions of glucose, BSA, urea and lactate were prepared
by weighing the dry solutes and dissolving them in distilled water. The aqueous solution of
triacetin was prepared by diluting the pure solution by additions of distilled water. All of
the analytes were purchased from Sigma-Aldrich, St. Louis, MO, USA.
The variation magnitudes of glucose were designed to be within the physiologically
relevant range found in the blood. The variation magnitudes of the interfering components
were designed to span more than their physiological variation magnitudes in the blood. This
can be seen by comparing the component concentration ranges in Table 6.1 and Table 2.2.
As shown in Table 6.1, for example, solution A is composed of 33 mg/dL glucose, 33 mg/dL
triacetin, 2667 mg/dL BSA, 33 mg/dL lactate and 8 mg/dL urea. Glucose concentrations
ranged from 22 mg/dL to 200 mg/dL, BSA concentrations ranged from 0 mg/dL to 9000
mg/dL, triacetin concentrations ranged from 0 mg/dL to 250 mg/dL, lactate concentrations
ranged from 0 mg/dL to 40 mg/dL, and urea concentrations ranged from 0 mg/dL to 37
mg/dL.
Table 6.1: Compositions of Synthetic Biological Samples. All values are in mg/dL
Glucose Triacetin BSA Lactate Urea
A 33 33 2667 33 8
B 89 22 1778 22 6
C 50 50 2000 25 6
D 100 25 1000 25 6
E 57 100 571 14 4
F 22 0 889 22 33
G 171 0 1143 0 0
H 167 167 5333 0 0
I 125 250 3000 25 6
J 200 200 0 40 20
K 150 100 2400 10 3
L 77 77 3692 15 4
M 100 125 2400 5 10
N 67 0 0 13 37
0 63 0 9000 0 2
6.2. Spectral noise measurement
For each spectral reading, the solution was put in a 2-mm quartz cuvette and inserted
into the spectrometer's sample compartment. A transmission spectrum was obtained by
averaging data from 100 filter revolutions, which took approximately 5 seconds. For ease of
data processing, only two of the four available quadrants was used in this study, resulting
in a 200 averaged data for each spectral element. A second transmission spectrum was
then obtained upon discarding and refilling the quartz cuvette with a solution of the same
composition. Thus, there were two spectra for each unique solution: two spectra for solution
A, aAl and aA2, two spectra for solution B, aBl and aB2, and so on. The discarding and
refilling process prior to the measurement of the second spectrum was done to take into
account procedural errors associated with the solution transfers.
6.2 Spectral noise measurement
The difference spectrum of each solution pair was measured (for example, aAl-aA2). Note
that this spectrum represents the spectral repeatability between two repeat spectra. Through
such measurements, we aimed at determining the achievable spectral irreproducibility, which
was a function of the instrument SNR performance, solution sampling or handling errors
and environmental noise. Comparing this value with the glucose absorptivity value, the
minimum detectable glucose concentration could then be estimated.
The average root-mean-square value of the spectral noise or spectral irreproducibility
was measured to be about 7 pAU. Three typical noise spectra are shown in Fig. 6-1,
together with an absorption spectrum of 1 mM (18 mg/dL) of aqueous glucose through
a 2-mm-pathlength cuvette. The pre-processing method in this case was a third-order
polynomial fit. By comparing the magnitudes of the noise spectra and the glucose spectra,
we can roughly estimate the glucose prediction accuracy to be better than 1 mM, simply
because the peak-to-peak magnitude of the noise is less than the peak-to-peak magnitude
of glucose of 1 mM concentration (in a 2-mm pathlength).
The previous paragraph introduces the notion of assessing the achievable accuracy of the
glucose prediction prior to the actual measurements of the samples, by simply comparing
the unit-concentration glucose spectral magnitude and the spectral noise. In Ch. 7, we
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Figure 6-1: Glucose absorption spectrum and noise spectra. Dotted lines: noise spectra.
Solid line: spectrum of 1 mM of aqueous glucose solution in a 2-mm pathlength. Each
spectrum was measured in 5 seconds, averaging 200 spectra.
will introduce a figure of merit called a limit of detection (LOD) that will more formally
perform such assessments.
6.3 Sample measurements and spectral processing
At the beginning of the experiment, a transmission spectrum of pure distilled water was
recorded. 'The absorption spectra of all of the synthetic biological solutions were computed
using the water spectrum as a reference, as described by the following equation:
a, (A) = -logio ( w())(6.1)
where a,(A) is the sample absorption spectrum in absorbance unit (AU), T,(A) is the sample
transmission spectrum and T,(A) is the water transmission spectrum.
In this experiment, the spectral pre-processing method was a third-order polynomial fit
technique, as described in the previous chapter. The technique was found to be sufficient
to remove the baseline noise, which removed the "slow-varying" baseline variations without
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removing the component absorption spectra. The more robust pre-processing method con-
taining the spectral differentiation and a second-order polynomial fit as described in Ch. 5
had not yet been developed at the time when this experiment was performed.
The CLS method was used to predict the glucose concentrations. However, rather than
using the least-squares fitting approach in obtaining the calibration matrix K (as described
in Eq. (5.6)), the pure-component spectra were used instead, which were obtained by
measuring the aqueous solutions of the components individually. Thus, the calibration
model was obtained explicitly. Besides providing a more robust model, such a method
enabled an experimental study using a small number of samples, as none of the measured
spectra were needed to be used for the calibration. Some of the pure-component spectra
are shown in Fig. 6-2, which include pure glucose, triacetin, BSA and lactate spectra. They
form the K matrix described in Sec. 5.3.1.
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Figure 6-2: Absorption spectra of aqueous pure components in a 2-mm pathlength. Solid
lines: baseline-corrected absorption spectra. Dashed lines: raw absorption spectra. Top-
left: 200 mg/dL glucose. Top-right: 200 mg/dL triacetin. Bottom-left: 8000 mg/dL BSA.
Bottom-right: 200 mg/dL lactate.
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6.4 Results and discussions
Shown in Fig. 6-3 is the glucose prediction plot, that is the plot of the computed glucose
concentration values versus the actual values. The standard error of prediction was cal-
culated to be 10.0 mg/dL or 0.56 mM. All of the predicted value would be within Zone
A of the Clarke error grid (Clarke error grid is shown in Fig. 2.1). Albeit the use of the
simple CLS prediction algorithm, the result accuracy of this experiment compares favorably
with those obtained by other investigators performing similar experimental studies using
Fourier-transform spectrometers [1, 2, 3, 4]. In those studies, only BSA and triacetin were
included, and the PLS method was used. In addition, based on their reported number of
interferogram scans, the spectral acquisition time is estimated to be on the order of a couple
of minutes, significantly longer than our 5-second acquisition time.
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Figure 6-3: Glucose prediction correlation plot for multi-component, synthetic biological
solutions. The solid line represents a linear regression fit. "x" and "o" represent the first
and the second data set respectively. SEP: 0.56 mM. SER: 0.17 mM.
As mentioned earlier, two spectral measurements were done for each sample upon dis-
carding and refilling the cuvette. To measure the repeatability between the two data sets,
a "standard error of repeatability" (SER) is calculated, which measures the rms value of
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the deviation in the concentration values between the pairs. It is calculated to be 0.17 mM
(3.0 mg/dL), about a third of the SEP value. Note that the SEP value takes into account
errors due to the reference measurements as well as the spectral measurements. The SER
value, on the other hand, does not take into account the reference error. Thus, the results
suggest that the quality of the measured spectra is high (high spectral repeatability which
results in low SER value), and that the higher SEP value may be due to errors in the sample
preparations resulting in erroneous reference concentration values.
Besides the glucose concentrations, the system was also able to compute the BSA and
triacetin concentrations accurately. This is no surprise, however, as they possess large
spectral variations - much higher than the glucose spectral variations. Their correlation
plots are shown in Fig. 6-4. However, predictions of lactate and urea are not accurate. This
is because lactate has small spectral variations (due to its small concentration range) and
urea had no useful features in the spectral window used.
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Figure 6-4: Prediction correlation plots of triacetin (left) and BSA (right).
A few highlights of our experimental investigation should be mentioned. First, each
spectrum was obtained in only 5 seconds by averaging 200 spectra. The unique rotating
filter spectrometer enabled us to produce high-quality spectra (high SNR) under such a
short period of time. Second, the component concentrations in the sample set were care-
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fully designed to encompass their physiological variations in the blood. This realistically
simulated the sensitivity and specificity difficulties due to the weak NIR signals of glucose,
including the complex spectral interferences, and the significantly stronger NIR signals of
some of the interfering components as seen in Table 6.1. Third, all of the measured trans-
mission spectra were referenced to the same pure water transmission spectrum obtained at
the beginning of the experiment. Since the data were collected over five days, this implied
five-day instrumental stability. In other words, no instrument or baseline "re-calibration"
needed to be performed in five days.
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Chapter 7
Figures of Merit
Let us be reminded that the technical challenges of the NIR noninvasive blood glucose
measurements can be summarized into two main ones: the specificity and the sensitivity
challenges. First, the "specificity" problem refers to the challenge of isolating glucose spec-
trum from the greatly overlapping spectra of the other absorbing and scattering blood and
tissue components. The success of isolating the glucose spectrum depends on the unique-
ness of its features compared to the interfering or the "background" spectra. To gauge this
uniqueness, we use a figure of merit, selectivity, discussed in Sec. 7.1.
The "sensitivity" problem refers to the challenge of detecting the weak spectral changes
associated with physiological variations of glucose in the blood. Resolving 1 mM varia-
tion (approximately the level of resolution required for clinically accurate data) in a 1-mm
pathlength aqueous solution requires approximately 1 part per 20,000 detection. This is
a stringent requirement for any spectroscopic instrument, requiring careful design of the
optical, mechanical, electrical and the software components. To quantify the level of "sen-
sitivity" achievable, we define a figure of merit, limit of detection, discussed in detail in Sec.
7.2.
7.1 Selectivity
Selectivity (SEL) is a measure of the degree of "uniqueness" of the glucose spectrum in
a particular background mixture. As such, it is dependent on the host it is in (plasma,
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blood, tissue, etc.), as well as on the hardware's spectral resolution and spectral range.
It is quantified by measuring the degree of overlap between the glucose spectrum and the
background or interfering spectra. To do this, we need to employ an additional terminology,
net analyte signal (NAS) [1, 2, 31.
A net analyte signal of a component is defined as the part of its spectrum which is
orthogonal to the spectra of the background components. Or more specifically, it is orthog-
onal to the principal components of the background or the interference matrix. Essentially,
it is the part of the spectrum that is "totally unique" to the component. The following
paragraphs describes a procedure in obtaining the NAS of glucose in a certain background
matrix, and subsequently, the SEL. For ease of illustration, let us use plasma matrix as the
background matrix.
First, spectra of glucose-free plasma samples are obtained. Assuming absorption lin-
earity, contributions of glucose absorptions to the plasma spectra can be removed if pure-
component glucose spectrum is available, and glucose concentrations in the plasma samples
are known. Given all these conditions are met, glucose spectra can simply be subtracted
out from the plasma spectra:
Agf = A - cgag, (7.1)
where Agf is a m x n matrix containing the glucose-free plasma spectra (m samples and n
spectral data points), A is the m x n original plasma spectral matrix, ag is a 1 x n vector
containing the pure-component spectrum of glucose at a "unit" concentration, and c9 is a
m x 1 vector containing glucose concentration values of the plasma samples.
The next step is the computation of the principal components of the glucose-free plasma
spectra. This step is similar to generation of orthogonal basis spectra V composed of the
principal components of a matrix as done in principal component analysis (PCA) [4]. V is
a n x p matrix where p is the number of principal components used, as chosen by the user.
Glucose NAS s* can then be calculated by the following equation:
ag = ag - agVtV
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7.2. Limit of detection
Finally, we quantify selectivity, SEL. Lorber [1] proposed a method to quantify selectiv-
ity, which involves the division of the pure component spectrum by the norm of component
NAS:
SEL- (7.3)|| a. |
where fl . denotes the Euclidean norm. With this method, the selectivity value ranges
from zero, which implies a "non-selective" signal, to one, which implies a "fully selective"
signal.
It should be pointed out that the calculated selectivity value will depend on the number
of the principal components used to describe the background or interference spectra. A
larger number generally decreases the SEL values, as more background spectral features are
included - increasing the chance of overlapping with the glucose spectrum. The number of
the principal components used should not be too large such that the model includes random
spectral noise, but large enough to include the important interferences, such as the spectra
of protein (albumin and globulin) and triglycerides.
7.2 Limit of detection
Here we wish to estimate the smallest incremental glucose concentration change detectable,
called the "limit of detection". This can be done by comparing the magnitude of noise and
the magnitude of glucose signal. LOD is estimated to be the concentration level at which
the magnitude of glucose signal is "equal" to the noise magnitude. Its definition is similar
to the definition of the noise equivalent power (NEP) value, commonly used to quantify the
performance of optical detectors.
The tasks are then to define what is meant by signal and noise. There really is no hard
rules to define them. In this thesis, we define the signal to be the peak-to-peak magnitude
of the glucose NAS for 1 mM concentration in a 2-mm pathlength. Note that we aim at
resolving each mM change in glucose concentration, and that we estimate the glucose path-
length across the webbing tissue between the thumb and the index finger to be around or
larger than 2 mm.
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To estimate the noise magnitude, we first need to obtain the unmodelled spectral varia-
tions or the residual spectra n upon spectral least-squares fitting using the selected principal
components as the basis spectra:
n = x - tvt (7.4)
where x is the background or interference spectrum and ctVt is the least-squares estimator
of x using the principal-component matrix Vt. The following elucidates the process in
obtaining the noise spectra: (i) PCA is performed on the glucose-free background matrix,
(ii) the first k principal components, VI ...Vk are obtained and stored, (iii) a set of p
new glucose-free matrix are obtained for analysis(as an independent data set), (iv) CLS
regression is performed on the new matrix using the k principal components as the basis
spectra, (v) the residual spectra are obtained and centered about their mean spectrum,
and (vi) each of the p residual spectra are subtracted by the mean spectrum to obtain
the spectral variations. Physically, these spectra represent spectral variations that are not
modelled by the HLA calibration model. Thus, they are considered to be the noise or the
residuals.
Figure 7-1 shows an example of the residual spectrum obtained from the plasma matrix
(the human plasma samples are used for an experiment described in Ch. 8) using four
principal components (k is equal to 4). The noise magnitude can then be defined to be
the average of the rms value of the noise spectra, nrms. Note that the noise spectra (and
hence the noise value) should be in the same measurement unit as the signal spectra. In
this thesis work, for example, all of the measurement spectra are in the absorbance unit
(AU).
Having defined the signal and the noise magnitudes, the LOD can then be defined to
be:
LOD ~ 3 x nrms (7.5)
a,* Ipk-pk
where ja* pk-pk is the peak-to-peak glucose NAS magnitude of 1 mM aqueous glucose. The
constant three is chosen to compensate for the fact that a rms value of a noise is generally
about three times smaller than its peak-to-peak value for a uniformly distributed random
noise.
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Figure 7-1: A residual or noise spectrum of a human plasma matrix upon least-squares
fitting using four principal components (dashed line), and a pre-processed pure component
glucose spectrum scaled to represent 1-mM concentration in a 2-mm pathlength (solid line).
7.3 Utility
The nature of empirical-based data processing algorithms generally used in this field makes
it difficult to determine the quality of glucose-specific signal actually present in the measured
spectral data. Through the use of these figures of merit, the success of the experimental
work can be measured by a consistent and a more objective means. Until now, it has
generally been gauged by the standard error of prediction (SEP) of a prediction plot alone,
whose values depend on many experimental and computation parameters. In essence, the
figures of merit can serve as the prediction tools of the measurement success, without the
need for the completion of a large-scale, exhaustive experiments. Such methods are used
in our experimental investigations involving human plasma and animal skin samples, as
presented in the following two chapters.
These figures of merit can also be used to objectively and quantitatively compare various
methods, for example, between the absorption spectroscopy and the Raman technique. It
can also be used to validate a particular hardware design. For example, with a spectrom-
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eter employing discrete light sources, one would use the selectivity value to determine the
required number of sources or discrete wavelengths.
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Chapter 8
Glucose Measurements in Human
Plasma
In this experiment, glucose in 30 human plasma samples from various donors were measured.
Glucose spectral information was extracted, and the concentrations predicted. In addition,
the glucose net analyte signal (NAS) was computed, which enabled the determination of
the selectivity (SEL) of glucose signal in the human plasma background. By comparing
the magnitude of the glucose NAS with the measurement spectral noise, limit of detection
(LOD) was estimated.
This experimental investigation is a necessary step prior to any work involving tissue
samples and the transdermal, in vivo measurements. In this thesis work, we increase the
background matrix complexity step-by-step, at each step ensuring the quality of the glucose
signal as well as the accuracy of the measurements. Upon successfully measuring glucose in
a complex synthetic biological solutions using a single-filter spectrometer (Ch. 6), the next
logical step was to increase the complexity by using real human plasma samples. Prior to
this, the dual-filter instrument was developed. Its full coverage of the useful combination
band region was deemed to be important to compensate for the added complexities, some
of which are "unknown".
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8.1 Materials
Plasma samples were purchased from George King Bio-Medical, Inc. (product no. 0070-
30). The samples came from 30 non-diabetic donors. To make high glucose concentrations
as found in diabetic patients, anhydrous glucose was added to nineteen samples, creating
values between 194 mg/dL (10.8 mM) and 571 mg/dL (31.7 mM). The unaltered set con-
tained glucose concentrations between 103 mg/dL (5.7 mM) and 167 mg/dL (9.3 mM). The
reference glucose values were measured by a commercial "finger-prick" sensor (Accu-Chek
Active TM, Roche Diagnostics Corporation, Indianapolis, IN).
8.2 Spectral readings
Each solution was placed in a 2-mm pathlength quartz cuvette. Three absorption spectra
were obtained for each solution. Each absorption spectrum a(A) was obtained by averaging
100 transmission spectra (measurement time of 15 seconds) and transforming it logarith-
mically:
a(A) = -logio (T(A)) (8.1)
10
where T(A) was the transmission spectrum upon averaging. The constant 10 was chosen
so that all of the absorption spectra are positive (the maximum detector voltage value
was ten). Note that the absorption spectra were essentially logarithmically transformed,
single-beam transmission spectra. No repetitive referencing to a background sample (such
as background air or water) or sometimes called "instrument baseline re-calibration" was
performed throughout the experiment. Thus, the success of the experiment relied on the
stability of the system over the experiment period, which was approximately 5 hours. The
experiment was carried out in a regular photonics laboratory without the use of additional
sample or environment control, such as temperature control, humidity control, etc.
110
8.3. Spectral pre-processing
8.3 Spectral pre-processing
The use of an appropriate spectral pre-processing algorithm is critical for the success of the
glucose prediction of the spectral data at hand. However, in addition to its suitability to
the current set of measurements, at this stage we also wanted to develop and use a spectral
pre-processing algorithm that would be robust enough to suppress the effects of scattering
- unavoidable in real blood and tissue measurements.
When the scattering effects were taken into account, the polynomial fit technique that
was sufficient for the measurements involving synthetic biological solutions was no longer
effective. The baseline-corrected spectra still would possess unacceptable variation magni-
tudes.
A method found most effective was one using a combination of a first order differentiation
and a second order polynomial fit - the method described in Sec. 5.2.6. The algorithm was
applied to each of the two spectral windows (obtained by the two filters) separately. A
moving-window smoothing method was used to compensate for the spectral SNR loss due
to the spectral differentiation. The schematic of the algorithm is shown in Fig. 5.5. Note
that the third-order polynomial fit sufficient in the previous experiment involving synthetic
biological solutions (described in Ch. 6) was inferior to the "differentiation-polynomial"
method.
To evaluate its suitability to the current measurements, the pre-processing method was
applied to the difference spectra of the triplicate repeat spectra. Each of the triplicate plasma
spectral set produced two difference spectra, adi (A) and ad2 (A), which were the difference
spectrum of the first and the second spectra, and the difference spectrum of the first and the
third spectrum respectively. Thus, it is a measure of spectral repeatability. This way, thirty
plasma samples produced 60 difference spectra. Figure 8-1 shows the application of the pre-
processing algorithm to one of the plasma difference spectra. As seen, the pre-processing
algorithm effectively removes the baseline error. The resulting spectral variations shown in
Fig. 8-1 compose mainly of the "high-frequency" detector and/or electronic noise, which is
three orders of magnitude lower than the original baseline noise.
By analyzing the pre-processed repeat spectra, we decided to discard 2 spectral sets out
of the original 30. The pre-processed difference spectra from those samples were found to
ill
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Figure 8-1: Typical raw difference spectrum of the repeat spectra (top) and the correspond-
ing filtered spectrum (bottom). The discontinuity at 2200 nm is due to the transition
between the two filters.
be a couple orders of magnitude higher than the other 28, thus indicating large variations
within the sets. We speculated that the unusually large variations were due to formations
of air bubbles which we occasionally observed upon liquid transfers. As a result, only the
remaining 28 samples were used in the subsequent analysis. The 56 repeat spectra from the
triplicate plasma samples (28 x 2) produce noise values in the range between 2.4 x 10-6 AU
and 8.4 x 10-6 AU, with an average value of 5.1 x 10-6 AU.
8.4 Evaluation of spectral quality
In this section, the performance of the proposed hardware and spectral pre-processing al-
gorithm was evaluated by assessing the figures of merit: selectivity (SEL) and limit of
detection (LOD). Again, the former evaluates the "uniqueness" of the glucose spectrum in
the human plasma matrix, and the latter estimate the achievable accuracy of the glucose
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prediction. Note that the assessment of these figures of merit is not only applicable to the
spectroscopic system described in this thesis, but can be applied to data obtained by other
NIR hardware and software methods, and can be useful to objectively gauge the method
performance.
8.4.1 Selectivity
As described in Ch. 7, the selectivity value (SEL) is dependent on the background matrix
the component (glucose) is in. In this case, the background matrix is the glucose-free
spectra of the 28 human plasma samples. A SEL of zero would indicate a totally un-specific
spectrum., in which case any glucose prediction attempt would fail, and a SEL of 1 would
indicate a fully specific glucose spectrum. A SEL of 1 would not guarantee successful
glucose predictions, however, as the measurement spectral noise/residual would play a role
in determining the achievable limit of detection.
Following the procedure described in Sec. 7.1, the glucose NAS was first to be obtained.
First, a glucose spectrum was obtained by measuring 500 mg/dL (27.8 mM) of aqueous glu-
cose solution in a 2-mm cuvette. The raw absorption spectrum was then filtered and scaled
appropriately to represent a 1-mM glucose spectrum ag. Note that the highly concentrated
glucose solution was used to ensure high-quality spectrum. After that, the product ag
and the concentration vector cg was subtracted from one of the triplicate plasma spectral
data sets A, as described in Eq. (7.1). Thus, a glucose-free matrix Agf was constructed.
The NAS and the SEL value of glucose were then obtained by using Eq. (7.2) and (7.3)
respectively.
Shown in Fig. 8-2 is the SEL values as a function of the number of principal components
used. Shown in Fig. 8-3 is glucose NAS with three and four principal components. The
next question is how many principal components will be needed to sufficiently represent
the background interferences. In Sec. 8.5.1 we will find that four principal components
are sufficient. The corresponding NAS value is 0.57. This means that a little over half of
the glucose spectrum between 2100 nm and 2300 nm is "totally unique" to glucose in the
human plasma matrix.
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Figure 8-2: SEL values of glucose in plasma matrix as a function of the number of principal
components used to model glucose-free plasma matrix.
8.4.2 Limit of detection
As described in Ch. 7, LOD measures the minimum component concentration change de-
tectable. To calculate the LOD values, we need to first estimate the spectral noise magni-
tude. With the procedure outlined in Sec. 7.2 and using the first four principal components
to model the glucose-free background matrix, the average rms value of the noise spectra is
calculated to be 5.2 x 10-6 AU. The peak-to-peak magnitude of the glucose NAS is approx-
imately 7.1 x 10-6 AU. Note that these values are obtained from the pre-processed spectra
using the combination of a spectral differentiation and a polynomial fit as described in Sec.
5.2.6. Substituting these values into Eq. (7.5), the LOD value is estimated to be 2.2 mM.
We will see later that this value provides a conservative estimate of the glucose standard-
error-of-prediction (SEP) values obtained in the glucose-prediction experiment. Note that
the LOD values are valid for 2-mm pathlength samples - the pathlength used throughout
the experiment.
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Figure 8-3: NAS of glucose (dashed lines) in comparison with pure-component aqueous
glucose spectrum (solid lines) for numbers of principal components of 3 (top figure) and 4
(bottom figure). The peak at 2200 nm does not correspond to any absorption, but due to
the two-filter transition discontinuity.
8.5 Plasma glucose prediction
The 28 samples were divided into a prediction and a calibration set, each containing 14
samples. This was done by first sorting the original samples by their reference concentrations
C1 , C2, ---, c28 in increasing value. The odd-numbered and the even-numbered samples were
then grouped into a prediction and a calibration set respectively.
Two multivariate calibration techniques were used independently. One was the HLA
method, making use of the NAS of glucose obtained from the calibration sample. The other
was the PLS method - the most commonly used multivariate technique in the field.
8.5.1 Using the hybrid linear analysis method
Glucose NAS is first normalized using the pure-component glucose spectrum:
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b = a*/(aga*), (8.2)
where b is the normalized glucose NAS, which is the glucose calibration vector. The pre-
dicted glucose concentrations were then obtained by simply multiplying b and the matrix
of the prediction spectral data set Apred:
Cpred = bApred- (8-3)
Shown in Fig. 8-4 is the prediction plot obtained by this multivariate method. The
standard error of prediction (SEP) was found to be 1.14 mM, and the standard error of
repeatability (SER) was found to be 0.52 mM. Note that whereas SEP value takes into
account errors due to the reference measurement, liquid transfer/sampling and spectral
reading, SER only takes into account errors associated with the spectral reading. For
example, glucose residuals present in the cuvette from the previous sample would affect the
SEP value, but not the SER value. The low SER value (high repeatability of the prediction
values of the same sample) suggests that the spectroscopic system produces high-quality
spectra. It also suggests that the poorer SEP value is most likely due to "outside" factors
such as the reference error and the liquid sampling/transfer error.
The use of more than four principal components to model the background variations was
not found to improve the SEP value substantially. Generally, we want to use the minimum
number of principal components that produces an "acceptable" SEP value without over-
fitting the data (modelling the random noise). In fact, as the number of the principal
components increased, higher SER values were observed, indicating data over-fitting.
8.5.2 Using the partial least-squares method
With the PLS method, a similar prediction plot was obtained, shown in Fig. 8-5. In this
case, the SEP and SER were found to be 1.45 mM and 0.38 mM respectively, The number
of PLS factors used was 5.
As explained in Ch. 5, the nature of the PLS calibration algorithm makes it difficult
to determine if the signal used to build the glucose calibration model actually comes from
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Figure 8-4: Glucose prediction plot obtained by a HLA method. "x", "+" and "o" represent
the first, second and third data set respectively. SEP: 1.14 mM. SER: 0.52 mM. Number
of principal components used in the HLA calibration: 4
glucose, and not from other secondary factors. Considering the weak signal of glucose
compared with signals from some other blood components, as well as due to the instrumental
and environmental variations, such error is highly probable. Thus, we went a step further.
We examined the features of the weight loading vectors produced at the PLS calibration
step.
Haaland and Thomas [1] suggests that the first weight loading vector should contain
useful qualitative spectral information as it represents the first-order approximation to the
analyte's pure-component spectrum. This would be true if high-quality analyte spectra
were obtained from the samples. The top figure in Fig. 8-6 shows the first PLS loading
vector. As seen in the figure, it remarkably resembles the glucose pure-component spectrum
(the bottom plot). This finding suggests that the PLS model that was developed and used
to compute the concentrations in the prediction set was truly particular to glucose, rather
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Figure 8-5: Glucose prediction plot obtained by a PLS method. "x", "+" and "o" represent
the first, second and third data set respectively. SEP: 1.45 mM. SER: 0.38 mM. Number
of PLS factors: 5
than to some secondary factors - thus indicating high-quality spectra.
8.6 Summary and analysis
Albeit the complex background matrix and the relatively minute glucose signal, glucose con-
centration could be predicted to within the clinically required accuracy. It was accomplished
with a relatively simple spectrometer covering a narrow spectral window between approx-
imately 2100 nm and 2320 nm. The measurements were single-beam in nature throughout
the experiment, which meant no instrumental baseline re-calibration was done. Therefore,
the success of the experiment would rely on the instrumental stability. No temperature con-
trol of the sample or the surrounding environment was done. Each spectrum was recorded
in 15 seconds.
With the HLA method, the SEP was found to be 1.14 mM, and with the PLS method,
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Figure 8-6: First weight loading vector of the PLS calibration (upper) and pure-component
glucose spectrum (lower).
it was 1.45 mM. More importantly, glucose spectra can be distinguished from among the
background interferences (conclusion is deduced from the SEL value), and that the mea-
surement repeatability is excellent (0.52 mM with the HLA method and 0.38 mM with the
PLS method). It should be noted that the SEP values would contain not only errors due
to the spectral measurements, but also those due to the reference measurements as well as
those due to liquid sampling/transfer.
Using the glucose net analyte signal, the LOD value is estimated to be 2.2 mM. In this
matrix, the computed LOD value provides a conservative estimate of the SEP values ob-
tained by the HLA and the PLS methods, thus serving as a tool to predict the measurement
success.
We have examined the first weight loading vector from the PLS calibration model, which
clearly indicates that the PLS glucose model developed is authentic and particular to glucose
absorption. It would be interesting to also examine the other weight loading vectors, as
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well as the principal components of the glucose-free samples obtained by the HLA method.
Shown in Fig. 8-7 are the first principal component (vi) from the HLA meihod (top plot)
and the PLS second weight loading vector (*2) (middle plot). The bottom plot shows the
pure-component spectrum of BSA, which is used as a model protein including albumin and
globulin. As seen in the figure, both V, and *2 considerably resemble the puire-component
spectrum of BSA. This result indicates that protein is indeed the dominant component
of blood plasma (and hence produces the largest variations), as it is easily captured by
both calibration techniques as the dominant interfering component. Note that although
water is the main component of plasma, it is relatively featureless in the spectral window
considered. The pre-processing algorithm used effectively removes its contribution to the
measured spectra.
Subsequently, in Fig. 8-8 we show the second principal component (V 2 ) and the PLS
third weight loading vector (* 3 ). Again, we see similarities between the two. However, this
time the spectra do not appear to be similar to any of the major blood components listed in
Table 2.2. Although upon closer examination, we find that they actually re~semble a pure-
component spectrum of fat, as shown in Fig. 8-9, marked by the absorption bands with
peaks at around 2150, 2275 and 2315 nm. In this case, the fat spectrum is obtained from
the absorption spectrum measurement of pure peanut oil. It should be pointed out that
direct assignment of a principal component or a weight loading vector to a particular blood
component would not necessarily be successful, as they may be results of combinatorial
effects of several components. In addition, the principal components and the weight loading
vectors are orthogonal to each other, whereas the component spectra may not be.
Nevertheless, the similarity of the second principal component of the blood spectra to
the fat spectrum is particularly interesting. We have modelled blood triglycerides (the
most common form of blood fat) with triacetin, as suggested by Arnold et. al. [2, 3, 4].
However, comparing the features in Fig. 8-8 with the triacetin spectrum in Fig. 8-10, we
cannot confirm any similarity between them. This may suggest that the spec':rum of blood
triglycerides, or often called blood fats is better modelled by the spectrum of fat, such as
that of peanut oil, rather than by the spectrum of triacetin. We will learni in the next
chapter that the fat spectrum shown in Fig. 8-9 can also be used to model the spectral
120
8.6. Summary and analysis 121
1
0.5 7
0
-0.5
2100 2150 2200 2250 2300 2350
1D T------- -~-- -v - - --- --- -_
0
.
5r
0
0 0.5
-o -1 -_---* - - ----- -- -- _
2100 2150 2200 2250 2300 2350
0.5
0
-
0
.
5 r
2100 2150 2200 2250 2300 2350
Wavelength (nm)
Figure 8-7: Comparison of the first principal component of the glucose-free matrix of the
HLA method (top), the second weight loading vector of the PLS method (middle), and the
pure-component spectrum of BSA.
absorption of the fat in skin tissue.
Whether blood triglycerides should be modeled by triacetin or peanut-derived fat is not
detrimental to the success of NIR glucose prediction, as the spectra of both substances are
sufficiently different from that of glucose. Through the experiment and analysis, we show
that glucose has unique-enough spectrum in the blood plasma, and that clinically relevant
variations of glucose concentration can be detected.
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Figure 8-8: Comparison of the second principal component of the glucose-free matrix of the
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Figure 8-9: Fat absorption spectrum obtained from peanut oil.
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Figure 8-10: An absorption spectrum of triacetin.
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Chapter 9
Scattering and Absorption Effects
of Tissue
So far we have demonstrated that glucose can be measured to within the clinical-relevant
accuracy in a complex matrix such as that containing human plasma samples from vari-
ous donors. Here, we increase the complexity one step further by including the spectral
contributions of skin tissue. In transdermal measurements such as through the webbing
tissue between the thumb and the index finger or through an ear lobe, the sample will be
composed of two main elements: blood and tissue. Therefore, studies of the NIR spectral
effects of tissue and developments of their suppression and/or compensation techniques are
necessary, and will complete the work of this thesis.
It has been known that the main spectral effects of skin and muscle tissue are those due
to scattering, fat absorption, protein absorption and water absorption [1, 2, 3, 4]. We will
see shortly that the scattering by far produces higher spectral variation magnitudes than the
absorption. However, the scattering spectra are generally in the form of baseline variations,
which are featureless, as first analyzed in Sec. 2.4.2. Thus, it was suggested that they could
be removed through the application of an appropriate spectral pre-processing technique.
In Ch. 5, we claimed that an effective pre-processing algorithm was one employing the
combination of a first-order spectral differentiation and a second-order polyriomial fit. Let
us now further analyze the scattering effects and prove the suitability of the proposed
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pre-processing method through experimental and analytical investigations. In addition,
through these investigations, we will determine the obtainable accuracy of physiological
glucose measurement in a blood-tissue matrix.
9.1 Phantom experiment of homogeneous samples
Before studying heterogeneous samples, it is logical to start with a homogeneous one. In
this experiment, the effects of homogeneous scatterer, polystyrene micro spheres were in-
vestigated. The main objectives of the study were to show that the dominant feature of
the scattering is in the form of baseline noise, and to prove that the spectral effects of scat-
tering could indeed be suppressed through the application of the pre-processing algorithm
proposed. Scattering variations were simulated by measuring solutions of the scatterer at
various densities. Distilled water was added to the original polystyrene solution to create
the various densities. The average diameter of the micro spheres was 0.5pm. The top figure
in Fig. 9-1 shows the raw absorption spectra, and the bottom figure shows the filtered or
the pre-processed spectra.
As seen in the bottom figure, not only have the large baseline variations been removed,
but all three spectra show the same features, much like molecular absorption features,
with varying magnitudes. If the spectral pre-processing algorithm had indeed effectively
removed the scattering effects, the residual peaks would correspond to the absorption peaks
of polystyrene. An absorption spectrum of polystyrene was then obtained from a handbook
[5] (shown in Fig. 9-2) and compared with pre-processed spectra. As seen, the absorption
peaks of the pre-processed spectra correspond to actual polystyrene absorption peaks shown
with the arrows in Fig. 9-2. There is a constant peak-location offset of about 5 nm between
the two spectra, which is due to the spectral differentiation process in the pre-processing
algorithm which inevitably shifts the location of the peaks. As with other spectra obtained
by the dual-filter spectrometer, there is a discontinuity at around 2200 nm due to different
spectral characteristics of the two filters. One would also note that the specti a obtained by
the filter spectrometer have less distinct features due to its lower resolution.
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Figure 9-1: Spectral variations due to scattering from homogeneous samples. Top: raw
spectra. Bottom: filtered spectra. The discontinuity at ~ 2200 nm is due to the transition
between the two filters.
9.2 Phantom experiment of heterogeneous samples
Let us now increase the complexity of the sample matrix a step further, by investigating
spectral variations from heterogeneous samples. The actual transdermal, in vivo mea-
surements will inevitably involve such samples. It was determined that the most suitable
phantom to use were those that composed of animal skin layers. In this study, various
layers of chicken skin and breast tissue were investigated. The inclusion of the breast tissue
samples was to simulate muscle tissue.
The following were two potential outcomes that we hoped for: (i) the variations of the
repeat spectra could be effectively reduced so as to permit accurate detection of 1-mM
blood glucose change (~ 4 x 10-5 AU in a 2-mm pathlength), or (ii) the variations of the
repeat spectra were composed of well-defined features that can be compensated through
a multivariate calibration and prediction technique. The former was unlikely, as skin and
__ - ii - - - aaai - _- . .- -
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Figure 9-2: Absorption spectrum of polystyrene obtained from a spectral handbook.
muscle contained varying densities of fat, water and protein. We knew that fat and protein
have observable absorption features in the combination band region. Thus, it was hoped
that the absorption spectra of fat and protein did not overlap with that of glucose, and that
they could be compensated with the appropriate calibration model.
9.2.1 Materials and methods
20 chicken skins taken from various parts of several chicken legs and 20 chicken breast
layers from several chickens were used. The chicken skins were prepared simply by peeling
them off the legs, and the chicken breast layers were prepared by slicing them to thin
pieces. The thickness of the layers turned out to be approximately between 1 mm and 3
mm. The spectra were measured upon placing the sample on the side of an empty quartz
cuvette in the optical pathlength. Thus, transmission spectra were obtained, similar to all
0
0
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of the liquid experiments performed. The samples were simply held (against gravity) by
the cuvette-sample wet surface adhesion.
9.2.2 Spectral composition analysis
Fig. 9-3 shows the raw absorption spectra (top) and the pre-processed absorption spec-
tra (bottom) of 10 chicken skins. As expected, the raw absorption spectra exhibit large
baseline variations. However, they are effectively removed through the application of the
differentiation-polynomial pre-processing algorithm (as described in Sec. 5.2.6). The re-
sulting pre-processed spectra show relatively similar features with variations in the peak
magnitudes. If these features were the absorption features of the skin samples, they could
most likely be fitted with the combinations of water, protein and fat spectra [3].
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As before, the protein spectrum was modelled with the spectrum of BSA. The fat
spectrum was modelled with the spectrum of 100% pure peanut oil, shown in Fig. 8.9.
9.2. Phantom experiment of heterogeneous samples
Shown in Fig. 9-4 are the pre-processed chicken skin spectra and the result of the spectral
least-squares fitting (shown by the dashed line). We can see that the spectra of water,
protein and fat can indeed account for the majority of the chicken skin spectral features.
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Figure 9-4: A filtered absorption spectrum of a chicken skin sample and its least-squares fit
(dashed line) with linear combinations of water, protein and fat absorption spectra.
Similar analysis was also performed on the chicken breast samples. Shown in Fig. 9-
5 are the pre-processed spectra and the resulting least-squares fit (shown by the dashed
line). The same conclusions can be drawn for these samples. The only major difference
between the breast and the skin samples was the relative water, protein and fat contents.
Approximately, the skin contains 5x more fat, 3x less protein, and 3x less water than the
breast tissue.
Because of the content similarity between the skins and the breast layers, we will focus
on only one of them in the subsequent experiments and analysis. The chicken skin was
selected due to ease of preparation (the use of thin breast layers involves difficult slicing).
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Figure 9-5: Filtered absorption spectra of various chicken breast layers and a least-squares
fit (dashed line) with linear combinations of water, protein and fat absorption spectra.
9.2.3 Glucose selectivity analysis
The question is now: would any of the skin spectral features overlap with glucose spectrum?
In other words, would they decrease the glucose selectivity (SEL) to the point where glucose
spectrum can no longer be distinguished from among the background interferences? To
answer this question, we calculate the SEL, as we have done in the previous chapter - this
time using the chicken skin spectral set as the background matrix.
Fig. 9-6 shows the SEL values as a function of the number of the principal components
used to describe the background interferences. As discussed before, the number of the
principal components should be high enough to include all of the important spectral features
to be compensated for, but not too large as to over-fit the data. As we will show later, 5
principal components are sufficient to represent the spectral variations of the chicken skin
matrix. We will find that inclusion of more components would not increase the accuracy of
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the glucose prediction. The SEL value is then calculated to be 0.92, which is surprisingly
high considering the complex background matrix. As seen in Fig. 9-6, the SEL value would
always be larger than 0.4 even for the use of a large number of principal components. Similar
glucose SEL values were obtained for the chicken breast sample matrix.
The surprisingly high SEL value suggests that although skin presents large spectral
interferences, glucose spectrum can easily be distinguished and extracted from among back-
ground interferences. This is because the glucose spectral features are distinctively different
than the features of the interferences. However, it does not necessarily mean that accurate
quantitative glucose measurements can be accomplished. To estimate the accuracy of the
glucose concentration prediction, the LOD value needs to be calculated.
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Figure 9-6: SEL values of glucose in a skin matrix as a function of the number of principal
components used.
9.2.4 Limit of detection estimation
We now estimate the obtainable glucose prediction accuracy in the skin tissue matrix by
computing the limit of detection (LOD) as done in Ch. 8 for the plasma matrix. To do
this, we compare the average rms spectral noise value with the peak-to-peak glucose NAS.
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As described before, the noise spectra are considered to be the variations of the residual
spectra of a new set of skin spectra (prediction set) upon spectral least-squares fitting using
the selected principal components as the basis spectra. Following the procedure described in
Sec. 7.2: (i) PCA is performed on the original skin tissue matrix containing 20 spectra, (ii)
the first k principal components, V1...vk are obtained and stored, (iii) another set of 20 skin
spectra are obtained (with various other skin samples), (iv) CLS regression ik performed on
the new skin tissue matrix using the k principal components as the basis spectra, (v) the
residual spectra are obtained and centered about their mean spectrum, and (vi) each of the
20 residual spectra are subtracted by the mean spectrum to obtain the spectral variations.
Physically, these spectra represent spectral variations that are not modelled by the HLA
calibration model.
The average value of the standard deviation of the noise spectra is computed for each k
principal components, from the minimum of 1 to the maximum of 20. This value represents
the average noise value nrms that can be used to estimate the LOD:
nrmsLOD --3 X la*i (9.1)
|apkpk'
rewriting Eq. (7.5).
For k equal to 5, the glucose signal magnitude Ia* Ipk-p has a peak-to-peak value of ap-
proximately 7.5 x 10-6 AU, upon scaling to represent the signal from a 1-mM concentration
in a 2-mm pathlength, and the average rms value of the noise spectra is caLculated to be
3.9 x 10-5 AU. Substituting these values into Eq. (9.1), the LOD value of glucose in the skin
matrix can be estimated to be 15.6 mM. The results suggest that the minimum detectable
glucose concentration change is 15.6 mM. As the results in the previous ch apter suggest,
the LOD value would provide an estimate of the SEP (standard error of prediction) value
of the glucose prediction. This LOD value, obviously, is not clinically acceptable. Albeit
the high SEL value, we find that the LOD value is extremely poor. In the ne.t sections, we
analyze the possible causes of this phenomenon, and suggest several methods to improve
the LOD value, and subsequently the glucose prediction accuracy.
Shown in Fig. 9-7 is the plot of LOD values as a function of the number of the principal
components used. As a general rule, we want to use the minimum number of principal com-
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ponents that produces an "acceptable" SEP value without over-fitting the data (modelling
the random noise). As seen in the figure, increasing the number of the principal components
beyond four would not improve the SEP value substantially. The over-fitting is generally
indicated by the deterioration of the repeatability (poorer SER value) as we have observed
in the plasma study. For this reason, four principal components are deemed to be sufficient
to model the background variations of a skin tissue matrix.
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Figure 9-7: Plot of LOD as a function of the number of principal components used.
9.2.5 Spectral noise analysis
The high SEL value indicates that the "shape" of the glucose spectrum is highly unique from
among the skin spectral variations. The large LOD value, on the other hand, predicts that
the method would not yield accurate glucose concentration measurements. It is interesting
to find that despite such a high SEL value, the LOD value is extremely poor. We can see
from Eq. (9.1) that the only possible explanation is that the spectral noise nrms is large.
Note that this value is the average rms value of the residual spectra, which are the spectral
variations that are not modelled by the PCA model vectors or the five principal components
v1 ...v5 . The top figure of Fig. 9-8 shows the residual spectra.
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Figure 9-8: Residual spectra or noise spectra (top) and pre-processed absorption spectra of
chicken skins (bottom).
The first observation that can be made on these residual spectra is that they do not
consist of random noise, but have discernible patterns. These features are substantially
different than the usual noise spectra, which mainly contain electronic noise, generally
noted by the "high-frequency" and random features, such as the one shown in Fig. 7.1.
Upon further examining the noise spectra, there is one distinguishing attribute observed,
which is the fact that the peak locations of the noise spectra generally coincide with the
peak locations of the skin filtered absorption spectra, shown in the bottom figure. For
example, the large noise peak at around 2150 nm and 2250 nm coincide with the absorption
peak/valley at 2150 nm and 2250 nm respectively.
Such spectral residuals are not surprising, however, considering the turbid nature of
the samples, which have been found to cause spectral distortions [6, 7]. Due to spectral
distortions, the variation magnitude may no longer be a constant across the wavelength.
For example, consider a component has two absorption peaks at A1 and A2 . A change in
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its concentration may change the height of the peaks by different factors. W Lat it means is
that the Beer-Lambert law of linearity would no longer apply. In this case, the commonly
used linear multivariate calibration methods such as PLS, PCA, CLS and HLA cannot
accurately model the background spectral variations.
9.2.6 Possible solutions to improve accuracy
The most obvious solution to improve the accuracy, or to reduce the spectral noise is to
reduce the sample variabilities. In this experiment, we used 40 unique chicker skin samples,
whose thicknesses varied from approximately 1 mm to 2 mm. Thus, this experiment by no
means simulates "ideal" conditions. Sample thickness variation is considered t> be the major
source of errors in this experiment. Large thickness variations mean large ccmponent (fat,
protein, etc.) content variations, as seen from the large variations of the absorption peaks
in Fig. 9-8 (bottom plot). As we have discussed, these magnitude variations i esults in large
spectral residuals due to the insufficiency of the linear calibration techniques. Therefore,
one possible solution is to better control or limit the tissue geometrical variations. In
transdermal, in vivo measurements, this may mean controlling the tissue thickness by using
a suitable clamping mechanism, or by limiting the use of the calibration model for a single
individual.
The second potential method to improve the accuracy of glucose prediction is to reduce
the spectral noise by further modelling and compensation of the residual spectra. The idea
here is to develop a second multivariate calibration algorithm that follows the HLA method
to model the residual spectra. The proposed procedure is illustrated in Fig. 9- L0, in which a
PLS algorithm is used as the second calibration method. The application of this technique
is described in Sec. 9.3.2.
The first method (tissue variability reduction) and the second method (res dual spectral
modelling) may also be combined to produce high glucose prediction accuracy. In the next
few sections, we investigate these approaches through experimental-simulation studies.
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9.3 Prediction of glucose in a skin matrix
In this study, glucose spectrum is numerically added to the tissue spectra:
Stotal(A) = stissue(A) + c9ag (A), (9.2)
where c9 is the glucose concentration in mM and ag is the glucose absorption spectrum at
1 mM. The pathlength of glucose is assumed to be 2 mm throughout the simulation study.
The scaling factor for the tissue spectra is one, which means that the spectral variation
magnitudes represent the actual variation magnitudes from 1 to 2-mm thick skin samples.
9.3.1 Using the HLA method
The first 20 skin spectra were used as the calibration data set, and the other 20 as the
prediction data set, to which glucose signal was added. The HLA method was employed,
in which case no glucose variation was needed in the calibration sample. The number of
principal components used was 5.
The top figure in Fig. 9-9 shows the simulation result as glucose is varied from 0 to
20 mM for the 20 skin samples. As seen in this figure, there are two "outliers" that have
extremely large error, having the prediction concentration values between 40 and 60 mM.
The bottom plot shows the prediction concentration error cwredicted - Cactual for each of
the samples, which shows more clearly the two outliers (sample 14 and 15), as well as the
prediction errors of the other samples. The glucose prediction SEP value is calculated to be
13.5 mM, which agrees pretty well with the estimated LOD value (15.6 mM). Even if the two
outliers were omitted, the standard error of prediction (SEP) is 3.5 mM, which unarguably
is still clinically unacceptable. The outliers might be due to skin samples having distinctly
geometrical and/or bio-chemical characteristics.
9.3.2 Using HLA-PLS hybrid
It would be of interest to improve the prediction error of the glucose-simulated tissue matrix
through the use of a more advanced calibration method that is more suitable in handling
spectral distortions or nonlinearities. Here, we attempt to make use of the residual spectra
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upon the HLA calibration step (top figure in Fig. 9-8). Figure 9-10 illustrates the process.
With this method, the calibration set of 20 spectra is divided into two groups: the first
10 spectra are used for HLA calibration (AgiA), and the second 10 spectra are used for
PLS calibration (A~4s). The actual input to the PLS calibration algorithm are thus the
residual spectra of (A~js) that are left unmodelled by the HLA calibration model, and the
concentration error predicted by the HLA method Cres.
Figure 9-11 shows the simulation results, with the same prediction data set as used
previously. As shown clearly on the bottom figure, the prediction error of each sample is
significantly reduced. Omitting the two outliers as before, we calculate the SEP to be 2.15
mM, about 40% smaller than the one obtained by the HLA method alone. With the outliers,
the SEP is 6.9 mM. Therefore, it is shown that by using a more advanced algorithm than
the common linear methods, we can indeed improve the prediction results significantly in
cases where spectral distortions are present. Five principal components were used in both
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Figure 9-10: Schematic illustration of HLA-PLS hybrid technique used to compensate for
spectral distortions.
methods. Three PLS factors were used in the PLS portion of the HLA-PLS hybrid method.
This work presents a preliminary investigation, and further algorithm development ef-
fort may be needed in order to formulate an algorithm that is both accurate and robust.
Nevertheless, the use of large prediction samples that are completely independent of the
calibration samples provides a positive indication of its robustness. We will also see in the
next section that the same algorithm works well for another set of calibration and prediction
sets, as well as for a set involving plasma variations (Sec. 9.5.3).
9.4 A skin matrix with reduced variabilities
As mentioned earlier, the skin samples used in the previous study by no means represent
ideal samples. The thicknesses have about 100% variations (1 - 2 mm). Combined with
their highly scattering, heterogeneous nature, they produce spectral distortions that are
orders of magnitude greater than the spectral variations produced by a 1-mM change in
glucose. The second accuracy-improvement method as proposed in Sec. 9.2.6 is to limit the
tissue variations. In the actual in vivo measurements, this would mean controlling the tissue
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Figure 9-11: Glucose prediction plot for 20 tissue samples (top) and the prediction concen-
tration error (bottom) using the HLA-PLS hybrid method.
thickness variations by designing an appropriate sampling mechanism. It may also mean
building a calibration model for a particular individual or a particular set of individuals,
rather than building a calibration model for numerous individuals.
To evaluate the accuracy improvements with this method, another experiment was per-
formed. This time, rather than measuring various samples, we measured spectra of one skin
sample that was removed from the cuvette and re-positioned between the measurements.
Each re-positioning of the skin sample inevitably caused slight lateral displacements as well
as different stretching tensions. A total of 35 spectral measurements were preformed. Of
these, 15 spectra were used for the calibration and 20 were used as the prediction data.
Figure 9-12 shows the raw (top) and the pre-processed spectra (bottom). We can see from
this figure that the spectral variations are still considerably high. The maximum magnitude
variation of both the raw and the filtered spectra is about 35%, and is still much larger than
the spectral variations due to the physiological glucose changes. These large spectral varia-
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tions are due to the sampling position variations combined with the sample's heterogeneous
nature.
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Similar to the previous experiment, glucose spectra were numerically added to the pre-
diction spectra. Using both the HLA method alone and the HLA-PLS hybrid method, the
accuracy of the glucose prediction was evaluated. Shown in Fig. 9-13 are the glucose pre-
diction error values obtained by the two algorithms. The SEP values were computed to be
3.1 mM for the HLA method alone and 0.63 mM for the HLA-PLS hybrid method. Four
principal components were used in both methods. Three PLS factors were used in the PLS
portion of the HLA-PLS hybrid method. The LOD value estimated for this matrix is 3.9
mM, which agrees pretty well with the SEP values obtained using the HLA method alone
(a linear method).
The results suggest that with a combination of well-controlled tissue variability and a
proper nonlinear calibration (and prediction) algorithm, accurate physiological measure-
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Figure 9-13: Glucose prediction error using the HLA method alone ('o') and using the
HLA-PLS hybrid method ('x'). SEP values are 3.1 mM and 0.63 mM for the HLA and the
HLA-PLS method respectively.
ment of glucose can be achieved. The obtained SEP value of 0.63 mM is well within the
clinical accuracy requirement.
9.5 Prediction of glucose in a skin-and-plasma matrix
So far we have seen that glucose can be predicted to within the clinical accuracy requirement
in plasma matrix as well as in the highly scattering, heterogeneous skin matrix. In vivo
measurements will ultimately involve interferences from both matrices. Thus, in this section,
we investigate the obtainable accuracy of glucose prediction in the skin--and-plasma matrix,
which will conclude our study involving scattering biological phantoms.
9.5.1 Methods
In this case, stotal is simulated by adding the spectral contributions from the plasma samples
splasma and the spectral contributions from the skin samples sskin:
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stotal(A) = sakin(A) + splasma(A). (9.3)
As before, the scaling or the weighting factor used for skin is one, and so is the scaling
factor for splasma. It means that the magnitudes of the spectral variations are the actual
magnitudes from the repetitively re-positioned heterogeneous skin sample and the plasma
samples from 28 various donors. Note that the pathlength of the plasma samples is 2 mm
and that the "reduced-variability" skin matrix is used for this study, representing tissue
variations from a single individual. Note that each pair of sakin and splasma is unique, which
means that different pairs consist of spectra from different skin and plasma samples. Thus
the "recorded" spectra consist of great sample variations, mimicking if not exaggerating the
variations to be encountered in in vivo measurements.
A total of 28 unique skin-plasma spectra were available. 14 spectra were used for
calibration and the other 14 spectra were used as an independent prediction data set. Note
that as done throughout the other experimental-simulation studies in this chapter, at the
calibration step we model the background spectral variations alone. The glucose calibration
vector is the glucose NAS signal, which comes from the actual, physical glucose spectrum
(with the HLA and the HLA-PLS hybrid methods).
9.5.2 Selectivity and limit of detection
In this complex matrix, the glucose SEL value is found to be 0.40, and the LOD value is
estimated to be 7.2 mM, using 7 principal components to model the background variations.
The low SEL value is mainly due to interferences from plasma. Note that we have previously
computed the SEL value of glucose in plasma matrix alone to be 0.57, and in the skin matrix
alone to be 0.92. Nevertheless, we still consider this glucose SEL value to be encouraging,
considering the highly complex background matrix it is in. The LOD value is also poor, and
certainly not clinically acceptable. However, as we have found in the previous section, the
use of the nonlinear HLA-PLS algorithm may produce an SEP value that is considerably
lower than the estimated LOD value, which assumes the use of a linear algorithm.
9.6. Validity of simulation
9.5.3 Glucose prediction accuracy
Figure 9-14 shows the glucose correlation plot using the HLA-PLS algorithm. The SEP
value is calculated to be 2.3 mM. As seen in the figure, all of the predicted values except
one is within the clinically acceptable regions, using both the Clarke error criterion and
the new international standard ISO DIS 15197, discussed in Sec. 2.2.2. The number of the
principal components used in the PCA algorithm to model the background variations is 7,
and the number of PLS factors used to model the residual spectra is 2.
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Figure 9-14: Glucose correlation plot of glucose in skin-plasma matrix. SEP value is 2.3
mM. PCA factors: 7. PLS factors: 2. Solid line represents the ideal zero-error line.
9.6 Validity of simulation
In the previous experimental-simulation studies, we assume that the glucose signal is linearly
proportional to its concentration as in the case of non-scattering aqueous solution, and that
the glucose spectrum is not distorted. It is important to determine if these assumptions are
true, and to evaluate the consequences if they are not. To do this, two types of measurements
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were performed. In one setup, an aqueous glucose solution was added to a polystyrene
solution, so that the glucose molecules were within turbid samples. This setup accurately
mimic the transdermal in vivo measurements in which glucose molecules are embedded in
blood and tissue. In the other setup, an glucose aqueous solutions was placed directly
before a chicken skin layer in the optical path. In both cases, the transmission spectra were
measured. The schematic of the setups are shown in Fig. 9-15.
Glucose in
polystyrene solution
Glucose Skin
solution sample
Figure 9-15: Schematic of scattering experimental setups. Top: glucose in polystyrene
solution. Bottom: a layered setup of an aqueous glucose solution and a chicken skin sample.
The skin layer is held on the cuvette surface by wet surface adhesion.
Two levels of glucose concentrations were measured: 250 and 500 mg/dL. Fig. 9-16
shows the results for the glucose-in-polystyrene measurements, and Fig. 9-17 shows the
results for the glucose-skin-layer measurements. By comparing the spectra in these figures
with an aqueous glucose absorption spectrum such as the one shown in the lower plot of
Fig. 8.6, we can see that the major features of the glucose absorption, which are those
between 2200 and 2300 nm are preserved, albeit the highly scattering samples it is in. In
addition of features from glucose, there are other features associated with the variations of
the background matrices, as one would expect.
In addition to the non-distorted glucose spectral features, its quantitative feature seems
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Figure 9-16: Spectra of glucose in 2-mm-pathlength solutions containing polystyrene.
to also be preserved. The linear relationship between its absorption magnitude and concen-
tration persists, with an absorptivity value of about 5.5 x 10-6 AU mM- 1 mm- 1 , agreeing
with the previous values obtained from the glucose synthetic, non-scattering, aqueous solu-
tions, as well as from the plasma samples. Therefore, the results of these limited measure-
ments suggest that the assumptions we have made for the simulation studies are valid. The
assumptions are that in scattering samples: (i) glucose spectrum is not distorted, and (ii)
glucose signal changes linearly with concentration.
9.7 Conclusions
The results from the experimental and analytical investigations described in this chapter
suggest that NIR glucose spectra in scattering biological matrices such as skin tissue can be
isolated. The selectivity value on the order of 0.9 indicates high specificity of the glucose
signal. The results also suggest that glucose concentrations may be predicted to within the
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Figure 9-17: Spectra of 1-mm-pathlength glucose solutions layered to a ~ 1-mm-thick
chicken skin sample.
clinical accuracy requirement if the tissue variations are reasonably well controlled and an
appropriate nonlinear calibration-prediction algorithm is employed such as the HLA-PLS
hybrid described in Sec. 9.3.2. To illustrate, in the case where the magnitudes of the tissue
spectral variations varied by about ±50%, which were mainly due to thickness variations,
the best SEP obtainable was 2.15 mM. In the case where the tissue spectral variations
were limited to ±18%, the SEP was reduced to 0.63 mM, well within the clinical accuracy
requirement.
It is also found that the estimated LOD values provide a good estimate on the achievable
SEP value using a linear calibration method such as the HLA method. By using an ad-
vanced, nonlinear method such as the HLA-PLS algorithm, the obtainable SEP values are
significantly lower than the estimated LOD values. Table 9.1 summarized the SEL, LOD
and the SEP values obtained in the investigations involving plasma and tissue samples.
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Background matrix SEL LOD SEP [HLAI SEPHLA-PLS] PCA
(mM) (mM) (mM) factors
Plasma from 30 donors 0.57 2.2 1.14 N/A 4
40 various chicken skins 0.92 15.6 13.5 6.9 5
35 similar chicken skins 1.0 3.9 3.1 0.63 4
28 similar skin and 0.40 7.2 7.0 2.3 7
28 various plasma
Table 9.1: SEL, LOD and SEP values of various background matrices.
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Chapter 10
Conclusions
10.1 Summary of thesis contributions
Through a sensitivity analysis performed early on in the thesis work, the glucose absorption
band at 2270 nm was determined to be the optimum NIR glucose band for noninvasive blood
glucose measurements. It was also predicted through a simulation study that the spectral
window between 2100 and 2300 nm, which covered the whole available combination band
region would provide enough specificity to isolate glucose spectrum from among the physi-
ological interferences. The spectral resolution needed was determined to be approximately
10 nm.
The findings were important as the relatively narrow spectral range and low resolu-
tion requirements presented ample hardware optimization opportunities that had not been
exploited before. A new NIR spectrometer optimized for noninvasive blood glucose mea-
surements in the combination band region was designed and developed. The spectrometer
employs continuously rotating narrow-band filters as the wavelength-selecting element. Un-
like conventional spectrometers such as Fourier-transform spectrometers and grating-based
spectrometers, the proposed hardware system enables rapid and high-throughput measure-
ments with simple, rugged and low-cost design. Rapid-scanning and high-throughput ca-
pabilities are crucial in addressing the sensitivity challenge due to the weak NIR glucose
signal.
The system was measured to provide a typical spectral signal-to-noise ratio on the order
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of 105 between 2080 and 2315 nm with a signal acquisition period of 15 seconds. The SNR
value is an improvement of about an order of magnitude over the reported values in this field
obtained by Fourier-transform spectrometers and spectrographs, whose typical acquisition
time was estimated to be several minutes.
A spectral pre-processing method was developed. The algorithm employs a combination
of a first-order spectral differentiation and a second-order polynomial fit technique. A
moving-window averaging method is also used to compensate for the decrease in SNR due
to the spectral differentiation. Combined with the proposed spectroscopic hardware, the
pre-processing method is able to effectively suppress the baseline errors or variations caused
by changes or drifts in the instrument, environment and/or sample conditions, including
sample temperature changes.
A nonlinear multivariate calibration/prediction method consisting of a HLA-PLS hybrid
was proposed and developed. The method enables compensations of glucose prediction
errors due to large spectral distortions caused by tissue scattering. Such spectral distortions
cannot be compensated using a linear calibration method, such as the PLS, HLA and the
PCA alone.
A series of experimental investigations was performed to validate the proposed approach.
The experiments included measurements of aqueous glucose solutions, synthetic biological
solutions, human plasma solutions, and animal tissue samples. In each experiment, two
main questions were to be answered: (i) can glucose spectra be distinguished and isolated
from among the interferences? and (ii) can glucose concentrations be predicted to within
the clinical accuracy requirement? The two questions concerned with the specificity and
the sensitivity issues - the two main challenges of noninvasive glucose measurements using
any optical method.
To answer such questions, methods to quantify signal specificity and sensitivity, the two
most important measurement attributes, were introduced. The methods calculate selectivity
and limit of detection as figures of merit to quantify the signal specificity and sensitivity
respectively. Such quantifications are also important to determine the signal quality of
a particular system or approach rapidly and objectively, without the need for large-scale
experiments.
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The results of the experimental and analytical investigations in this thesis suggest that
glucose spectra can be distinguished and isolated in as complex of biological matrices as
human plasma (of various donors) and chicken skins (used as human-skin-simulating phan-
toms). This means that direct measurements of NIR blood glucose signal is possible albeit
the complex physiological interferences. It is also shown that clinically accurate transder-
mal, noninvasive glucose measurements is possible using the proposed spectroscopic system.
In addition to the design and test of the proposed unique spectroscopic approach, this
thesis also presented systematic methods to better understand the conceptual and engineer-
ing challenges associated with the NIR noninvasive glucose measurements. lost investiga-
tors in this field have relied on empirical-based multivariate modelling techniques, in which
multivariate glucose and interference calibration models were developed from empirical data
(usually involving large-scale experiments) without actually identifying the relevant glucose
and interference signals. In this thesis, on the other hand, understanding of the spectral
characteristics glucose and the interferences are considered to be of great importance. Signal
that is authentic of glucose (the actual absorption spectrum of glucose) is always sought for.
An experiment was not deemed successful if such signal was not found. Similarly, spectra
of the physiological interferences were identified, which had enabled the development of a
robust interference suppression and/or compensation technique.
In conclusion, this thesis demonstrates that with a carefully designed system, noninva-
sive blood glucose measurements using the near infrared absorption spectroscopy is feasible.
Both the hardware and software components are equally important for the success of the
measurements. On the hardware side, the wavelength region of operation, the wavelength
range, the throughput, and the allowable measurement signal-to-noise ratio are crucial fac-
tors in determining the achievable sensitivity and specificity. In this thesis work, these
factors were carefully investigated, which enabled optimizations of the hardware design pa-
rameters. On the software side, a spectral processing algorithm (or generally referred to as
the calibration model) that effectively suppresses and/or compensates for the interferences
is needed. Furthermore, it needs to have a long-term "stability" or, in other words, it needs
to be robust. The purely empirical-based data processing algorithms generally used in this
field generally result in calibration models that do not have long-term stability. In this
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thesis, the spectral processing algorithm developed makes use of any known spectral char-
acteristics of glucose and the interferences, resulting in a non-bogus and robust calibration
model.
10.2 Recommendations for future work
The experimental results in this thesis suggest that noninvasive, transdermal blood glucose
measurement is feasible if tissue variations such as thickness variations can be appropriately
controlled. It is thus envisioned that the first "generation" instruments will be calibrated
for and used by a single individual, in order to avoid large tissue variabilities.
The next step should be to apply the investigative method employed in the phantom
experiments to an experimental study involving human subjects. In this experiment, non-
diabetic subjects should be used. The purpose of this experiment is not to measure the
blood glucose concentrations, but rather to examine the spectral variations recorded. From
them, SEL value can be evaluated, and the LOD value estimated. Glucose signals can be
numerically added as we have done in the phantom experiments to evaluate the obtainable
accuracy of glucose prediction. This experiment will serve as an intermediate step prior
to an expensive and time-consuming clinical test involving diabetic patients, where blood
needs to be extracted numerously for reference measurements.
The next form of study should be a clinical investigation involving a small number of
diabetic patients (between one and three people). Measurements should be done during an
oral glucose tolerance test, in which the blood glucose level is intentionally varied consid-
erably. The purpose of this experiment is now to determine that the glucose variations can
indeed be isolated from the interferences and detected by the spectroscopic system. As in
the previous experimental investigations, efforts should be put in ensuring the authenticity
of the measured glucose signal.
Prior to the above-mentioned experiments, a sampling mechanism for tissue transmis-
sions needs to be designed and developed. Possible sampling sites include the webbing tissue
between the index finger and the thumb, the ear lobe and the cheek. The sampling device
needs to control the thickness of the tissue being measured reproducibly. As suggested by
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the experiment involving the animal tissue, too large of a thickness variation would de-
crease the measurement accuracy, due to the spectral distortions associated with scattering
samples. With an appropriate, more advanced multivariate algorithm that can account for
such spectral nonlinearities, thickness variations on the order of ± 20% seem to be well
manageable.
Appendix A
PLS MATLAB Program
clear
load A-cal % m x n calibration matrix
load A-pred % prediction matrix
load c-cal % m x 1 concentration vector of the calibration samples
n-step = 10 % number of iterations or the maximum PLS loading factors
% CALIBRATION
% STEP 1: Data pretreatment: mean centering
[m,n] =size(A-cal);
ave-A=mean(A-cal);
ave-c.cal=mean(c-cal);
for a=1:m
A(a,:)=A-.cal(a,:)-aveA;
end c=c.cal-ave_c_cal;
for h=1:n-step
A-t=transpose(A);
c-t=transpose(c);
% STEP 2: Forming the weight loading vector wihat
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w-hat(:,h) = A-t*c/(c-t*c);
w-hat-temp(:,h) = w-hat(:,h);
w-hat(:,h) = w-hat(:,h)*2/(max(w-hat(:,h))-min(w-hat(:,h)));
% STEP 3: forming the score (latent variable) vector tihat
t-hat(:, h) = A*w-hat(:,h);
% STEP 4: relating score vector to concentrations
vihat(h) = transpose(t-hat(:,h)) *c/ (transpose(t-hat (:,h)) *t-hat(: ,h));
% STEP 5: forming the PLS loading vector bhat for A
b-hat(:,h) = A-t*t-hat(:,h)/(transpose(t.hat(:,h))*t-hat(:,h));
% STEP 6: calculating the residuals of A and c
E-A = A-t hat(:,h)*transpose(b-hat(:,h));
e-c = c-vhat(h)*t_hat(:,h);
% STEP 7: Substitute A with EA increment h
A =E_A;
c = ec;
end
% PREDICTION
% STEP 1: Data pretreatment: mean centering
AA = A-pred;
[mm,nn] =size(AA);
ave-AA=mean(AA);
for b=1:mm
AA(b,:)=AA(b,:)-aveAA;
158
end
AA = transpose(AA);
c_0 = ave-c-cal; % Initialization of concentration
residuals e-0 = AA; % Initialization of spectral residuals
for hh = 1:n-step
% STEP 2: CLS calibration assuming only one component is known
t(hh,:) = transpose(w-hat(:,hh))*AA;
% STEP 3: CLS prediction assuming only one component is used
cc(hh,:) = c-+v-hat(hh)*t(hh,:);
% STEP 4: Relating the score factor to a concentration
e = e_0-b-hat(:,hh)*t(hh,:);
% STEP 5: Substitute AA with e, increment hh
AA= e
c-0 = cc(hh,:);
e-0 =e;
%STEP 6: COMPUTE PREDICTED CONCENTRATIONS
c-NIR = cc; % cNIR contains the prediction concentration values
end
Appendix B
HLA MATLAB Program
clear
load A-cal % m x n calibration matrix
load A-pred % prediction matrix
load c-cal % m x 1 concentration vector of the calibration samples
load a-g % high-quality glucose spectrum of a "unit" magnitude
nPCA = 4 % number of PCA factors to use
% CALIBRATION
% CREATE GLUCOSE-FREE CALIBRATION MATRIX
n-c = length(c-cal);
for k = 1:n-c
aa(k,:) = c-cal(k).*a-g;
a-gfree(k,:) = A-cal(k,:)-aa(k,:);
end
[mA,nA] = size(a-gfree);
avgA = mean(a-gfree);
centerxA = (a-gfree - avgA(ones(mA.,1),:)); % mean-centered glucose-free matrix
% PERFORM PCA
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[U,latent.pc] = svd(centerxA);
V = transpose(pc(:,1:nPCA));
V_t = transpose(V);
% GET GLUCOSE NAS: a-g-star
a-g-star = a-g - a-g*V.t*V;
%NORMALIZE GLUCOSE NAS
scaling-fact = a-g-star*transpose (a-g);
b=a-g-star./scaling-fact;
% PREDICTION
% DATA PRE-TREATMENT: MEAN CENTERING
AA = A-pred;
[mAA,nAA] =size(AA);
ave-AA=mean(AA);
for bb=l:mAA
AA(bb,:)=AA(bb,:)-aveAA; % mean-centered prediction matrix
end
% COMPUTE PREDICTED CONCENTRATIONS
cNIR = b*transpose(AA)+mean(c-cal);
Appendix C
Measurement Units
Base quantity Name Symbol Notes
absorption magnitude Absorbance Unit AU see Eq. (2.1)
wavelength nanometer nm
wavenumber wavenumber cm- 1  reciprocal of wavelength
concentration milligram per deciliter mg/dL English unit*
concentration millimole per liter mmol/L or mM SI unit*
* 1 mM of glucose is equal to 18 mg/dL.
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