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Abstract 
 
Graphic processing units (GPUs) are powerful graphics engines featuring high levels of 
parallelism and extreme memory bandwidth, which constitute a powerful computing platform to 
solve complex problems involving chemically reacting flows. In the present study, computer 
programs for combustion simulations with detailed chemical kinetic mechanisms were compiled 
in the Compute Unified Device Architecture (CUDA) language for NVIDIA GPU architecture. 
Ignition processes were simulated under constant pressure and constant volume conditions using 
an explicit 4th order Runge-Kutta algorithm for time integration. Sufficiently small time steps 
were identified with time scale analysis to ensure the integration stability. The program was 
validated with the results from simulations with CPUs using detailed mechanisms of various 
fuels including H2, and CH4. It was found that the GPU-accelerated simulations can be 
approximately 10-20 times faster than those on CPUs for solving identical problems. 
Furthermore, the newly implemented GPU solver for detailed chemical kinetics was employed 
for quasi 2-D simulations.  
 1 
 
1. Introduction 
Detailed chemical kinetic mechanisms have been developed for a variety of fuels during the 
last few decades. However, the availability does not mean that these mechanisms are ready to 
be adopted to numerical simulation. In fact, these detailed mechanisms are getting more and 
more complex. To demonstrate this, the statistic plot of the major chemical kinetic 
mechanisms developed in the last two decades for a variety of hydrocarbon fuels is given in 
Figure 1.1 [1]. From this figure, for instance, GRI1.2 mechanism [2] developed before 2000 
for methane oxidation consists of 32 species and 177 elementary chemical reactions, while a 
detailed mechanism for methyl decanoate in 2008 [3] contains 2877 species and 8555 
elementary reactions. Considering that 2-D or 3-D simulations of turbulent flames may 
require 106-109 spatial grid points, it is difficult to apply the detailed mechanisms of practical 
fuels in combustion simulations. Furthermore, due to limited access to supercomputers in 
solving many engineering problems, GPU with high level of parallelism can be a solution to 
make it possible to accommodate large detailed chemical kinetic mechanisms in combustion 
simulations. 
 
 
Figure 1.1 Sizes of selected detailed chemical kinetic mechanisms of typical hydrocarbon fuels (taken from [1]) 
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High performance computing with GPUs has been studied in multiple disciplines, such as 
molecular dynamics [5-7], computational biology [8], linear algebra [9-10], weather 
forecasting [11] and artificial intelligence [12]. In the field of computational fluid dynamics, 
Foster et. al. (1996) [13] used an explicit integration scheme to solve the Navier-Stokes 
equations to simulate the turbulence of smoke using computer graphics. Stam (1999) [14] 
introduced an unconditionally stable Semi-Lagrangian method and solved the issue 
associated with the small time steps in Foster's method. With the increasing programmability 
of GPUs, Harris et al. (2002) [15] solved the coupled map lattice problem and simulated 
cloud dynamics involving partial differential equations. Goodnight et al. (2003) [16] 
implemented a multi-grid method on GPU, and applied it to the modeling of heat transfer and 
fluid mechanics. Kruger et al. (2003) [17] computed the basic linear algebra problems, and 
further computed the 2-D wave equations and the Navier-Stokes equations on GPU. Bloz et 
al. (2003) [18] utilized the multi-grid method to solve fluid dynamic problems by rearranging 
the sparse matrix into textures. Hagen (2006) [19] developed an Euler equation solver by 
using both GPUs and CPUs for simulating two types of flows, namely the shock-bubble 
interaction and Rayleigh-Taylor instability. Compared to an equivalent CPU code, a 
performance increase by 10-20 times was reported by Hagen. A code to simulate complex 
flow in 3-D geometries was developed for GPU by Brandvink and Pullan (2008) [20], who 
also performed 2-D and 3-D compressible flow simulations on GPU and achieved speedup 
factors of 29 for 2-D cases and 16 for 3-D cases. Currently, GPUs can be used for flow 
simulations on highly complex geometries (2008) [21]. 
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However, although the utilization of GPUs as general-purpose computing devices has 
resulted in many breakthroughs in computational sciences [22], complex reacting flow 
visualization and simulations with GPUs are only studied in a limited number of cases. Stam 
[23], proposed a thermodynamic simulation method for flames on computer graphics in 1995. 
Wang et al. [24] presented a survey on flame simulations in computer animation with a 
detailed introduction to different methods employed in the GPU field before 2005. In 2006, 
Storli et al. [25] developed an approach for simulating and visualizing 3-D flames in real 
time on GPUs. Turbulence and flicking of flames were presented in the paper by using an 
underlying fluid simulation, modeling the mass and heat transfer aspects of the combustion 
processes. The operations were implemented completely on the GPU to ensure high frame 
rates without compromising the visual quality. In 2010, a high-fidelity turbulent reacting 
flow solver (S3D) was accelerated on GPUs by Spafford, Merdith, Vetter, Chan, Grout, 
Sankaran in Oak Ridge National Laboratory and Sandia National Laboratory [26]. The 
calculation of the rates of chemical reactions was identified as a major performance 
bottleneck by using CPU based profiling tool. A speedup factor of 17 was reported for 
double precision reaction rates calculation on GPUs compared with that on a single CPU. 
Later in 2011, Shi et al [27] developed a GPU-enhanced algorithm for reaction rate 
evaluations. A speedup factor of 20 was achieved when using mechanisms with more than 
2000 species, compared with that on a single CPU.  
 
In the present study, a new GPU-based explicit chemical solver was developed to take full 
advantage of GPUs in accelerating combustion simulations with detailed chemical kinetics. 
The implementation of a parallel explicit auto-ignition solver on GPUs will be presented in 
 4 
 
Chapter 2. The solver will be validated in Chapter 3, and its application in 2-D combustion 
simulations with transport processes ignored will be demonstrated in Chapter 4. 
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2. An explicit solver for chemical kinetics integration on GPUs 
2.1. Governing equations 
A closed system is studied in the present work for GPU simulations. The equation for mass 
conservation in a closed system is: 
𝑑𝑚
𝑑𝑡
= 0,𝑚 = ∑ 𝑚𝑖𝐾𝑖=1                                                         (1) 
where 𝑚𝑖 is the mass of the i-th species and K is the total number of species in the mixture. 
Eq. (1) can also be written in the from of species mass fractions: 
𝜌
𝑑𝑌𝑖
𝑑𝑡
= ?̇?𝑖𝑊𝑖                                                               (2) 
where 𝑌𝑖 = 𝑚𝑖/𝑚 is the mass fraction of the i-th species, 𝑡 is time, 𝜌 is the density of the 
mixture, ?̇?𝑖 is the production rate of i-th species, and 𝑊𝑖 is the molecular weight of the i-th 
species.  
The energy equation for a closed adiabatic system can be described as: 
𝑑𝑒 + 𝑝𝑑𝑣 = 0                                                                (3) 
where e is the specific internal energy, 𝑣 is specific volume, and p is the pressure. If the 
volume of the system is fixed,  𝑝𝑑𝑣 = 0 , so that 𝑑𝑒 = 0 . Differentiating the internal energy 
of the mixture, we have 
𝑑𝑒 = ∑ 𝑑(𝑒𝑖𝑌𝑖)𝐾𝑖=1 = ∑ 𝑌𝑖𝑑𝑒𝑖𝐾𝑖=1 + ∑ 𝑒𝑖𝑑𝑌𝑖𝐾𝑖=1                                     (4) 
where ei  is the specific internal energy of the i-th species. Substituting 𝑑𝑒𝑖 = 𝑐𝑣,𝑖𝑑𝑇 into (4): 
∑ 𝑌𝑖𝑐𝑣,𝑖𝑑𝑇𝐾𝑖=1 + ∑ 𝑒𝑖𝑑𝑌𝑖𝐾𝑖=1 = 0                                               (5) 
𝑐𝑣,𝑖 is specific heat capacity for constant volume of the i-th species. By defining a mean heat 
capacity under constant volume 𝑐𝑣 = ∑ 𝑌𝑖𝑐𝑣,𝑖𝐾𝑖=1 , Eq. (5) becomes 
𝑐𝑣
𝑑𝑇
𝑑𝑡
= −∑ 𝑒𝑖 𝑑𝑌𝑖𝑑𝑡𝐾𝑖=1                                                                (6) 
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Substitution equation (2) to (6) resulted in: 
𝜌𝑐𝑣
𝑑𝑇
𝑑𝑡
= −∑ 𝑒𝑖𝐾𝑖=1 ?̇?𝑖𝑊𝑖                                                          (7) 
For adiabatic systems under constant pressure, the energy equation is:  
𝑑ℎ = 𝑑(𝑒 + 𝑝𝑣) = 𝑑𝑒 + 𝑝𝑑𝑣 + 𝑣𝑑𝑝=0                                             (8) 
𝑑ℎ
𝑑𝑡
= 𝑑(∑ ℎ𝑖𝑌𝑖𝐾𝑖=1 )/𝑑𝑡 = ∑ 𝑌𝑖 𝑑ℎ𝑖𝑑𝑡𝐾𝑖=1 + ∑ ℎ𝑖 𝑑𝑌𝑖𝑑𝑡𝐾𝑖=1 =0                                 (9) 
where ℎ𝑖 is the specific enthalpy of the i-th species. Substituting 𝑑ℎ𝑖 = 𝑐𝑝,𝑖𝑑𝑇 into (9): 
∑ 𝑌𝑖𝑐𝑝,𝑖 𝑑𝑇𝑑𝑡𝐾𝑖=1 + ∑ ℎ𝑖 𝑑𝑌𝑖𝑑𝑡𝐾𝑖=1 = 0                                                  (10) 
where 𝑐𝑝,𝑖 is heat capacity under constant pressure of the i-th species. As before, the energy 
equation for a constant-pressure system becomes 
𝜌𝑐𝑝
𝑑𝑇
𝑑𝑡
= −∑ ℎ𝑖𝐾𝑖=1 ?̇?𝑖𝑊𝑖                                                       (11) 
where 𝑐𝑝 = ∑ 𝑌𝑖𝑐𝑝,𝑖𝐾𝑖=1 .  
 
2.2. Explicit integration on GPUs 
The time-dependent ordinary differential equations (ODEs) in Eqs. (2) (7) (11) can be solved 
by explicit or implicit solvers. As an example of implicit solvers, the differential algebraic 
sensitivity analysis code (DASAC2) solves ODEs by the implicit backward Euler method [28] 
on CPUs. An attempt was made by Shi et al [27] on using GPUs to enhance the performance 
of implicit solver recently. It was observed that the evaluations of the reaction rates and the 
matrix operations in ODEs integration induce significant computational time. Hence, the rate 
of each reaction and the LU factorization of the Jacobian were calculated on the GPUs to 
improve the performance of the implicit solver. It is noted that this approach speed ups the 
simulation only for mechanisms with more than about 500 species. For smaller mechanisms, 
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CPU computation is more efficient than GPU enhanced computation. . In the present work, a 
4th-order explicit Runge-Kutta (ERK) solver is implemented on the GPUs. The explicit 
solver does not involve evaluation and factorization of the Jacobian matrix, thereby renders it 
amenable to be implemented on GPUs. The 4th-order explicit Runge-Kutta (ERK) method is 
outlined. 
 
In general, initial value problems can be expressed as 
𝒚′ = 𝑓(𝑡,𝒚),𝒚(𝑡0) = 𝒚0                                                  (12) 
Then, the ERK method for this problem is given by the following equations [29] 
𝒚𝑛+1 = 𝒚𝑛 + ℎ∑ 𝑏𝑖𝒌𝒊𝑠𝑖=1                                                   (13) 
where  ℎ and 𝑏𝑖 are constant coefficients, 𝑘𝑖can be shown as: 
𝑘1 = 𝒇(𝑡𝑛,𝒚𝑛), 
𝒌2 = 𝒇(𝑡𝑛 + 𝑐2ℎ,𝒚𝑛 + 𝑎21ℎ𝒌1), 
𝒌3 = 𝒇(𝑡𝑛 + 𝑐3ℎ,𝒚𝑛 + 𝑎31ℎ𝒌1 + 𝑎32ℎ𝒌2), … 
𝒌𝑠 = 𝒇�𝑡𝑛 + 𝑐𝑠ℎ,𝒚𝑛 + 𝑎𝑠1ℎ𝒌1 + 𝑎𝑠2ℎ𝒌2 + ⋯+ 𝑎𝑠,𝑠−1ℎ𝒌𝑠−1�. 
The coefficients (𝑐𝑠, 𝑎𝑠,𝑠−1, bs) above are shown in the following table known as the Butcher 
tableau [29]: 
 
 
0 
 
c2 a21 
 
c3 a31 a32 
     
 
cs as1 as2 
 
as,s − 1 
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b1 b2 
 
bs − 1 bs 
Specifically, the coefficients of the 4th order ERK method are [29] 
 
0 
 
1/4 1/4 
 
3/8 3/32 9/32 
 
12/13 1932/2197 −7200/2197 7296/2197 
 
1 439/216 −8 3680/513 -845/4104 
 
1/2 −8/27 2 −3544/2565 1859/4104 −11/40 
 
  
16/135 0 6656/12825 28561/56430 −9/50 2/55 
 
2.3. Time scale analysis for determination of integration time steps 
The explicit integration may be unstable when integration steps are too large because of the 
chemical stiffness [30], which is caused by large differences between the timescales of 
different species [31]. As such, sufficiently small integration steps needed to be identified for 
integrating the detailed chemical kinetics. Note that the integration time step is determined 
prior to the GPU simulations using timescale analysis as described in the following.  
 
For a typical reacting flow, the ODEs in the Lagrangian coordinate can be expressed as: 
𝑑𝒚
𝑑𝑡
= 𝒈(𝒚)                                                                (14) 
where y is the vector of dependent variables, including, for example, species concentrations 
and temperature. 𝒈(𝒚) includes the chemical source term as well as all the non-chemical 
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source terms. For the homogeneous auto-ignition process, 𝒈(𝒚) only contains the chemical 
source term. As a similar procedure to that in Computational Singular Perturbation (CSP) 
[32-33], by using chain rule, eq(14) can be expressed in the form involving the Jacobian: 
𝑑𝒈
𝑑𝑡
= 𝑱 ∙ 𝒈(𝒚) , 𝑱 = 𝑑𝒈
𝑑𝒚
                                                     (15) 
Solving the eigenvalues and eigenvectors of the Jacobian, 𝑱 can be diagonalized as: 
𝑑𝒇/𝑑𝑡 = 𝚲 ∙ 𝒇 , 𝒇 = 𝑩 ∙ 𝒈                                                    (16) 
where 𝑩 is the eigenvectors. Assuming that B and the eigenvalues of Jacobian 𝜆1, 𝜆2,⋯ , 𝜆𝑘 
are time independent. The chemical term 𝒈 can then be represented as 
𝑑𝑓1
𝑑𝑡
= 𝜆1𝑓1 
𝑑𝑓2
𝑑𝑡
= 𝜆2𝑓2                                                          (17) 
⋮ 
𝑑𝑓𝑘
𝑑𝑡
= 𝜆𝑘𝑓𝑘 
The solution of Eq. (17) is: 
𝑓1 = 𝑐1𝑒𝜆1𝑡 
𝑓2 = 𝑐2𝑒𝜆2𝑡                                                           (18) 
⋮ 
𝑓𝑘 = 𝑐𝑘𝑒𝜆𝑘𝑡 
where 𝒄 is a constant vector determined by the initial condition. If 𝜆𝑚𝑎𝑥 is eigenvalue with 
the largest absolute value of the real part, the minimum time scale of chemical reactions can 
be estimated as 
𝜏𝑚𝑖𝑛 = 𝑂(1/|𝜆𝑚𝑎𝑥|)                                                               (19) 
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Thus the integration time step can be roughly determined for the explicit integration. 
 
Figure 2.1 shows the minimum time scales of H2, CH4 and dimethyl ether (DME) 
mechanisms [3, 34-35] for constant pressure auto-ignition. It is seen that cases with higher 
initial pressure or temperature tend to have smaller time scales.  
 
  
 
Figure 2.1 The shortest time scales in detailed mechanisms for H2, CH4 and DME, respectively, for auto-
ignition under constant pressure. 
 
Figure 2.2 shows the shortest time scales of H2, CH4 and DME for constant-volume auto-
ignition. It was observed again that the time scales decrease with increasing pressure. 
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Figure 2.2 The shortest time scales in detailed mechanisms for H2, CH4 and DME, respectively, for auto-
ignition in constant volume. 
 
The information in Figs. 2.1 and 2.2 will then be utilized in the following to determine 
appropriate integration time steps for explicit integration of detailed chemical kinetics. For 
example, when simulating the CH4-air auto-ignition with initial temperature of 1000K and a 
constant pressure of 1 atmosphere, a time step of 1.0e-9s can be employed to achieve stable 
explicit integration using the ERK scheme. 
 
2.4. Implementation of ERK with CUDA on GPUs 
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In the current study a Tesla S1070 GPU, introduced by NVIDIA in 2008, was used for GPU 
simulations. Based on the product manual [36], an S1070 GPU unit consists of four 
hierarchical arrays of T10 processors with 4GB of associated global off-chip high speed 
DRAM. Each array of processors consists of 30 streaming multiprocessors (SMs). As shown 
in Fig. 2.3 [36], each SM contains eight cores called streaming processors (SPs), for a total of 
240 cores in one T10 processor. Threads are grouped into batches of 32, called warps, which 
execute in lockstep SIMD fashion by running across the 8 cores of a SM at the same time. As 
such, a single instruction can be run across 32 threads in 4 clock cycles on one SM. All the 
SMs can access the global off-chip DRAM to load and store the same instructions. Data is 
transferred between the CPU and the GPU by crossing the PCIE bus, which typically has a 
lower bandwidth than either the CPU-to host memory or GPU-to-device memory interfaces, 
as shown in Figure 2.3. 
 
 
Figure 2.3 Schematic view of a GPU streaming multiprocessor with 8 scalar processor cores (Image from [36]). 
 
The first version of GPU programming language CUDA was released by NVIDIA in 2006. 
After several updates, CUDA has become a general-purpose parallel computing architecture 
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that is compatible with several standard programming languages, as listed in Figure 2.4 [37], 
with new parallel programming model and instruction set, it leverages the parallel compute 
engine in GPUs to solve many complex computational problems in a more efficient way than 
that with CPUs. 
 
GPU Computing Applications 
C C++ OpenGL FORTRAN 
NVIDIA GPU with the CUDA Parallel Computing Architecture 
Figure 2.4 CUDA application programming interfaces (Taken from [37]) 
 
 
 
Figure 2.5 Flow chart for GPU-based auto-
ignition with explicit integration. 
Figure 2.6 Flow chart for CPU-based auto-ignition 
with explicit integration. 
Figures 2.5 and 2.6 show the flow charts for auto-ignition simulations using the 4th order 
ERK integration method on GPUs and CPUs, respectively. For the conventional computing 
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shown in Fig. 2.6, CPU is the only device involved. In Fig. 2.5, compared with CPU 
computing, GPU can be employed to speed up the integration once the initialization of the 
problem is completed on CPU. For example, in the auto-ignition simulation, the temperature, 
pressure, species mole fractions, integration time step and overall integration time are 
initialized on the CPU’s memory. These values are then passed to GPU’s memory via the 
PCI bus. The species composition, temperature and pressure are then calculated at each time 
step on the GPU until the integration is complete. Finally, the results are sent back to CPU’s 
memory. During this process, most of the calculation operations are performed on GPU.  
 
In the present work, the CUDA kernels for chemical reaction rates evaluation on GPU was 
automatically generated by a Matlab script, considering that a typical rate in detailed 
chemistry can be expressed in the Arrhenius form [38]:  
?̇?𝑖 = 𝑘𝑓𝑖 ∏ (𝑀𝑗)𝑣𝑗′ − 𝑘𝑟𝑖 ∏ (𝑀𝑗)𝑣𝑗′′𝑛𝑗=1𝑛𝑗=1 ,                                       (20) 
𝑘𝑓𝑖 = 𝐴𝑇𝑛exp (−𝐸/𝑅𝑇)                                                 (21) 
𝑘𝑟𝑖 = 𝑘𝑓𝑖𝐾𝑐𝑖                                                                 (22) 
where ?̇?𝑖is net reaction rate, 𝑀𝑗is mole concentration of the jth chemical species, 𝑣𝑗
′ is the 
stoichiometric coefficient of the j-th reactants, 𝑘𝑓𝑖  and 𝑘𝑟𝑖  are the forward and backward 
temperature-dependent rates, respectively, A is the kinetic pre-exponential factor that takes 
into account the collision frequency and the steric factor other than the species concentrations, 
𝐸 is activation energy, R is gas constant, T is temperature, 𝐾𝑐𝑖 is the equilibrium constant that 
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is a function of temperature. Furthermore, reaction involving third bodies and fall-off 
phenomena can be handled in a similar way. 
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3. Validation of the GPU solvers in homogeneous systems 
The parallel GPU solvers are first validated with SENKIN [39], an application in the 
CHEMKIN software package, for constant pressure and constant volume auto-ignition, 
respectively. SENKIN uses DASAC2 [28] to solve the ODEs in Eqs. (2), (7), and (11). To 
further compare the efficiency of the GPU solvers, the ERK method was implemented for 
both CPU and GPU, and the comparison in the following is based on wall-clock time.  
 
3.1. Constant-pressure auto-ignition for H2 and CH4 
First, the GPU solver is validated by simulating constant pressure auto-ignition with a 
detailed hydrogen mechanism [34].  
 
  
Figure 3.1 Temperature and mass fraction of major species as functions of time in a constant–pressure auto-
ignition for stoichiometric H2-air at atmospheric pressure and initial temperature of 1600K, calculated with 
SENKIN (symbols) and the explicit GPU solver (lines), respectively. 
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1600K, calculated using SENKIN and the GPU solver, respectively. A time step of 1.0e-9s 
was assumed for the explicit GPU solver. For comparison, SENKIN employs adaptive time 
steps. It is seen that the GPU solver gives identical result as that from SENKIN. The GPU 
solver is then validated for a CH4 mechanisms [3]. Figure 3.2 shows the results obtained 
with the GPU solver and SENKIN, respectively. The integration time step for the explicit 
GPU solver is 5.0e-11s. The results from the GPU solver are again identical to that from 
SENKIN. 
  
Figure 3.2 Temperature and mass fractions of major species as functions of time for constant-pressure CH4-
air auto-ignition, calculated with SENKIN (symbols) and the explicit GPU solver (lines), respectively. 
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H2-air with initial temperature of 1600K at 5 atm. A time step of 1.0e-10s was chosen for the 
explicit GPU solver. Figure 3.4 compares the GPU solver with SENKIN for stoichiometric 
CH4-air at 10 atm with initial temperature of 1800K. The time step is 5.0e-11s for the explicit 
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integration. Identical results were obtained with the GPU compared with those from 
SENKIN. 
  
Figure 3.3 Temperature and mass fractions of selected species in a constant–volume auto-ignition for 
stoichiometric H2-air at 5atm and initial temperature of 1600K, calculated with SENKIN (symbols) and the 
explicit GPU solver (lines), respectively. 
  
Fig. 3.4 Temperature and mass fractions of selected species concentrations in a constant–volume auto-
ignition for stoichiometric CH4-air at 10 atm with initial temperature of 1800K, calculated with SENKIN 
(symbols) and the explicit GPU solver (lines), respectively. 
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Computational efficiency is of primary concern in combustion simulations, and parallel 
computing on many core processors has been widely adopted to accelerate numerical 
simulation. In an ideal case, linear speedup can be achieved using parallel computing. That is, 
compared with a single-core processor, a program running on n cores simultaneously can 
reduce the wall-clock time by a factor of n. In practical simulations, speedup achieved using 
parallel computing is typically not linear, limited by various factors, such as hardware 
configuration, parallelization scheme, inter-process communication overhead. GPU 
computing is subjected to additional bottlenecks, such that its efficiency may be severely 
compromised if a program was not appropriately implemented. In the following, the 
efficiency of the present GPU solver for will be measured through numerical experiments 
using a Tesla T10 processor and an Intel Core Duo E8500 processor. The specifications of 
the two hardware platforms are listed in Table 3.1. The efficiency comparison is based on 
auto-ignition of hydrogen [34]. The 4th order ERK algorithm was implemented for both 
GPUs (shown in Figure 2.1) and CPU (shown Figure2.2).  
Table 3.1 Hardware specifications 
 Tesla T10 processor Intel Core(TM)2 Duo E8500 
Number of cores 30*8 2 
Number of threads 240 2 
Clock rate 1.44GHz 3.16GHz 
 
3.3.1. Effect of number of cases on efficiency 
In order to study how the overall work load affects the performance of parallel computing,  a 
set of constant-volume auto-ignition cases with the number of tasks ranging from 16 to 
1.0e+6 were dispatched to the CPU and GPU solvers, respectively. The numerical integration 
time is 5.0e-6s with a fixed time step of 5.0e-10s. These auto-ignition cases have different 
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initial conditions. The initial temperature for the simulations ranges from 1000K to 1600K 
and the pressure is 1atm. In general a linear speedup could be achieved by running more 
threads concurrently. However, due to the limitation of the clock rates of both the GPU and 
the CPU and the inter-process communication, the linear speedup by GPU typically cannot 
be achieved in practical simulations. Figure 3.5 plots the wall-clock time for GPU and CPU-
based simulations, respectively.  
 
Figure 3.5 Wall-clock time for the GPU and CPU based explicit solvers, respectively, as a function of the 
number of auto-ignition cases. 
 
The data from Figure 3.5 indicates that the wall-clock time of GPU-based cases are higher 
than those on CPU when the number of cases is below 200. This reduction in performance is 
largely caused by overheads as data transfer through the PCI bus. For example, if some data 
is being transferred from the GPU’s memory to the main memory through the PCI bus, the 
GPU will send a request to the PCI bus arbiter on the motherboard and wait for responses. 
After receiving permission from the PCI bus arbiter, the GPU can start sending the data. 
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Because each T10 processor can run 240 threads simultaneously, while only one process is 
running on the Intel E8500 processor, the computational time by the GPU solver eventually 
becomes lower than that on CPU as the number of tasks increases. When the number of tasks 
is large, the CUDA solver can be 16 to 17 times faster than the CPU solver.  
 
3.3.2. Effect of the number of threads in a single block on efficiency 
The basic executing unit of GPU is called block, which consists of a large amount of threads. 
When the GPU is given one or more blocks [37] to execute, the blocks will be distributed to 
stream processors with available processing capacity automatically, as illustrated in Figure 
3.6 [37]. However, the number of threads in each block cannot be calculated automatically 
by GPU, due to the memory usage of each thread. Instead, it needs to be specified by the user. 
Therefore, the number of threads in a single block is evaluated by the data size processed by 
each thread. The physical maximum number of threads in a single block is 512.  
 
 
Fig. 3.6 Multiprocessor automatic scalability (Image from [37]) 
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Figure 3.7 shows the wall-clock time as a function of block size for 4096 cases. The size of 
block increases from 2 threads to the maximum of 512 threads, and the results indicate that 
the GPU solver has low efficiency when the block size is small, say close to 2, and achieves 
high efficiency when there are approximately 32 active threads, which is a characteristic of 
the single instruction multiple data (SIMD) architecture.  
 
Figure 3.7 Wall-clock time for explicit integration as a function of block size. 
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4. Quasi-2D simulations using the GPU solver 
In this chapter, the CUDA solver is applied to simulate auto-ignition processes in a 2-D 
domain. This domain is comprised of a number of independent combustion zones. Transport 
between different zones is ignored for simplicity. The domain consists of 32 by 32 zones. 
The zones are initialized with non-uniform temperatures as shown in Fig. 4.1. The x and y 
coordinates are normalized by the number of zones in each direction. A detailed mechanism 
for DME oxidation [36] is used with the GPU solver.  
 
Figure 4.1 Distribution of initial temperature in the 2-D domain (unit: K) 
 
DME is an environmental-friendly fuel that features reduced emission of CO, NOx, 
formaldehyde, particulates and non-methane hydrocarbons [35]. It has been extensively used 
as a fuel or fuel additive for internal combustion engines, or as an ignition enhancer for using 
methanol in diesels [41-42]. The chemical kinetic mechanism of DME employed in the 
current study consists of 55 intermediate species and 290 element reactions [35].  
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Figure 4.2 shows the temperature iso-contours at different time obtained by the GPU solver. 
Transport between zones is not considered. The initial temperature spans from 2000K to 
2400K. When time reaches 1.0e-8s, the highest initial temperature starts to decrease. It drops 
to approximately 2300K at t=1.0e-7s. At t=1.0e-6s, the temperature difference between the 
hot area and the cold area reaches 700-800K. Hot ignition then follows.  
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Figure 4.2 Temperature iso-contours of DME auto-ignition in the 2-D domain. 
 
Figure 4.3 shows the iso-contours for the concentration of CO, CO2, and H2O at different 
time. It is seen that the CO and H2O are already formed at 1.0e-8s, while the formation of 
CO2 occurs at a later time.  
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t=1.0e
-6s 
   
Figure 4.3 Mass fractions of CO, CO2, and H2O for DME auto-ignition in the 2-D domain. 
 
The wall-clock time for a single zone per integration time step is shown in Fig. 4.4. It is seen 
that the averaged time cost for the GPU solver decreases with the number of independent 
zones, while, the averaged cost for the CPU solver remains mostly constant as the number of 
zones changes. i.e., the averaged time cost for the GPU solver is significantly lower when the 
number of zones is large. With more than 10,000 zones, the GPU solver can be 
approximately 20 times faster than the CPU solver for the quasi 2-D simulations for DME 
auto-ignition. 
 
Figure 4.4 Wall clock time per zone per integration for DME auto-ignition in the 2-D domain. 
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5. Conclusions  
In the current work, GPU was employed to numerically simulate chemically reacting flows 
with detailed chemistry using a 4th-order Runge-Kutta method for explicit time integration. 
The solver was implemented with CUDA for GPUs. Its accuracy and efficiency were 
compared with CPU computing with implicit and explicit solvers respectively. The results 
show that GPU computing is accurate and can be more efficient than CPU computing for 
combustion simulations. Specifically, the CUDA solver tested with a single NVidia T10 
GPU processor can be 16 to 17 times faster than that on a dual-core CPU (E8500). This 
increase in performance is largely attributed to the many-core architecture of the GPU 
processors and the high bandwidth of the GPU memory. The GPU performance was further 
found to be strongly dependent on the bandwidth between the processors and the device, 
such as the PCI bus.  
 
The CUDA-based explicit integration solver was further applied to a quasi 2-D domain for 
DME auto-ignition. Each zone in the flow field is independent and ignition occurs at 
constant-volume condition. The results show that by increasing the number of zones, the 
averaged time cost decreases for GPU, while remains mostly constant for CPU, indicating 
that GPU can be used to significantly speedup combustion simulations with detailed 
chemistry involving a large number of zones.  
 
Nevertheless, limitations of GPU computing was also discussed in the present study. For 
example, the SIMD architecture makes it more difficult to implement implicit integration 
algorithms in comparison with CPU. Furthermore, there are only limited number of libraries 
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that can be employed for CUDA programming. The bottlenecks in GPU computing also need 
to be carefully avoided in using GPU for combustion simulations. 
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