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Abstract
A new system to segment and label CTrMRI brain slices using feature extraction and unsupervised clustering is
. presented. Each volume element voxel is assigned a feature pattern consisting of a scaled family of differential geometrical
invariant features. The invariant feature pattern is then assigned to a specific region using a two-stage neural network
. system. The first stage is a self-organizing principal components analysis SOPCA network that is used to project the
feature vector onto its leading principal axes found by using principal components analysis. This step provides an effective
. basis for feature extraction. The second stage consists of a self-organizing feature map SOFM which automatically clusters
the input vector into different regions. A 3D connected component labeling algorithm is then applied to ensure region
connectivity. We demonstrate the power of this approach to volume segmentation of medical images. q1997 Elsevier
Science B.V.
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1. Introduction
There is a growing need in neuroscience research
for computational tools to organize, analyze, and
visualize the vast amounts of new information being
produced about the structure and the function of the
brain. A range of approaches has been proposed for
semi-automatic detection of various structures in the
head. These approaches usually require manual inter-
action, even in most practical implementations, to
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perform the required segmentation and detection.
The fully automated segmentation, however, is still
under research.
Several brain image interpretation systems have
 been reported Dellepiane et al., 1992; Natarajan et
al., 1991; Li et al., 1993; Raya, 1990; Kennedy et al.,
. 1989 . Their quality depends strongly on the effi-
ciency of the low and intermediate level vision algo-
rithms which are applied to extract information from
the image data. These techniques may be divided
into two broad approaches: region-based and edge-
based segmentation. Region-based segmentation is
obtained by pixel classification based on the homo-
geneity of some features of the object. The systems
 described in Dellepiane et al., 1992; Natarajan et al.,
. 1991; Li et al., 1993; Raya, 1990 adopt a knowl-
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edge-based approach and some of them integrate an
uncertainty reasoning mechanism to label the image
segments. Globally, these systems perform well for
MRI images, which are known to yield good contrast
between soft tissues, and for CT images if the analy-
sis is confined to gross and easily identifiable struc-
tures. Edge-based segmentation was applied, in a
semi-automatic system, to segment MRI brain im-
 . . ages e.g. Kennedy et al., 1989 . Tools are supplied
for extracting contours, for optimizing region bound-
aries, and for propagating contours to the neighbor-
ing slices.
. Artificial neural networks ANNs are relatively
new computing systems whose architectures are made
of massive numbers of densely interconnected sim-
ple analog processing elements. The processing is
done in parallel either in a synchronous or asyn-
chronous mode. The architecture of ANNs is mod-
eled after the human nervous system with some
unique processing capabilities which are not found in
the conventional, sequential computing systems. One
such processing task in which ANNs excel is in the
. area of pattern recognition Zurada, 1992 . ANNs
. have been used in Raya, 1990; Li et al., 1996 for
medical image processing. These networks use a
training set very similar to the conventional super-
vised methods, with the exception that no a priori
probabilistic knowledge is required. Another neural
architecture which has attracted considerable atten-
 tion recently was proposed by Hopfield Zurada,
. 1992 . These type of networks have been proposed
 for the unsupervised classification of patterns Amar-
. tur and Takefuji, 1992 .
In this paper, we present a new technique for
automatic volume segmentation based on multiscale
image analysis and the unsupervised clustering capa-
bility of neural networks. In this technique, each
voxel is assigned a feature pattern consisting of a
scaled family of differential geometrical invariant
features. The invariant feature pattern is then as-
signed to a specific region using a two-stage neural
network system. The first stage is a self-organizing
. principal components analysis SOPCA network that
is used to project the feature vector onto its leading
principal axes found by using principal components
analysis. This step provides an effective basis for
feature extraction. The second stage consists of a
. self-organizing feature map SOFM which will au-
tomatically cluster the input vector into different
regions. Finally, a 3D connected component labeling
algorithm is applied to ensure region connectivity.
2. Multiscale feature extraction
The first step in many image processing applica-
tions is to extract a description from the image in
terms of a set of meaningful features. An appropriate
choice of the feature set is therefore a vital factor in
such applications, as it will determine the ease and
effectiveness with which subsequent recognition and
processing tasks may be performed. Scenes of the
world contain objects of many sizes containing fea-
tures of many sizes. Moreover, objects can be viewed
at various distances. Consequently, the images we
see contain features at many different scales. In fact,
our visual system analyzes a scene at multiple levels
of resolution simultaneously. Therefore, choosing the
correct scale for analyzing image features is crucial
for recovering a complete physical interpretation of
the objects in a scene.
Multiscale image representations are a powerful
tool for analyzing image features at multiple scales.
An image is decomposed into a set of descriptions,
each making explicit image features at a specific
scale. The scale space, a one-parameter family of
blurred replicas of the input image, is based on the
diffusion equation and was proposed by Witkin
. . 1983 and Koenderink 1984 as the image repre-
sentation for multiscale analysis. A linked set of
image replicas has been called a stack for 2D im-
ages, and a hyperstack for 3D images.
4 The hyperstack Hs I ,I ,...,I consists of a 12 N
set of replicas I of the original 3D image I and its j
derivatives, blurred by a Gaussian kernel of increas-
. ing width s ,
```
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. The Gaussian kernel G P was proposed by s
. . Witkin 1983 and Koenderink 1984 . The kernel
for a three-dimensional Gaussian operator is
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. Taking the partial derivative of Eq. 1 with re-
spect to x, we have
EIx ,y,z .
I s )Gx ,y,z . x s E x
EGx ,y,z . s
s )Ix ,y,z ,3 .  .
E x
. where ) denotes convolution. The second direc-
tional derivative I is defined as xy
EIx ,y,z .
I s )Gx ,y,z . xy s E xE y
EGx ,y,z . s
s )Ix ,y,z .4 .  .
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Using the above equations, all image derivatives
4 I ,I ,I ,I ,I ,... can be obtained by convolving xyzx zx x
with the corresponding derivative of the Gaussian.
Consequently, a family of scaled differential opera-
tors is available, by which image structures may be
described completely up to any desired order at
various scales, as shown in Fig. 1. By creating the
hyperstack, a voxel Í can be represented by a i
4 feature pattern, Xs x ,x ,...,x . This feature i1 i2 iN
vector is then presented to a two-stage network,
illustrated in Fig. 1, for feature selection and cluster-
ing.
3. Feature selection using self-organized principal
components analysis
A key problem encountered in statistical pattern
recognition is that of feature selection. Feature selec-
tion refers to a process whereby a data space is
transformed into a feature space, in such a way that
the data set may be represented by a reduced number
of ‘‘effective’’ features and yet retain most of the
intrinsic information content of the data. Principal
. Components Analysis PCA is perhaps the oldest
and best-known technique in multivariate analysis
. Haykin, 1994 . The practical value of PCA is that it
provides an effective technique for dimensionality
reduction. The first stage in our two-stage network is
a neural network that performs principal components
analysis of arbitrary size on the input vector. As
shown in Fig. 2, this network is a feedforward
. Fig. 2. a Feature extraction using differential geometrical invari-
.  . ant features. b Two-stage network SOFCA–SOFM for the
unsupervised clustering of multi-scale feature vectors.
network composed of a single layer of linear neu-
rons. The only aspect of the network that is subject
4 to training is the set of synaptic weights w con- ji
necting source node i in the input layer to computa-
tion node in the output layer, where is0,1,...,ny
1, and js0,1,...,my1.
SOPCA Algorithm
Step 1 Initialize the synaptic weights of the network,
w , to small random numbers at iteration ji
ks1.
Step 2 Assign a small positive value to the learn-
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Step 3 For ks1, js0,1, . . . ,my1, and is
0,1,...,ny1, compute
ny1
yks wx k,5 . . .  jj i i
is0
Dwk sh ykxk . . . ji j i
j
yyk w kyk ,6 . . . .  jh i h
hs0
. where xk is the ith component of the i
. n=1 input vector Xkand m is the desired
number of principal components.
Step 4 Increment k by 1, goto step 3, and continue
until the synaptic weights w reach their ji
steady-state values.
Using the above algorithm, we can train the
SOPCA network to project our feature vector X
orthogonally onto the subspace spanned by the
eigenvectors belonging to the largest eigenvalues. By
doing so we ensure that the vector X is represented
by a reduced number of effective features. The next
step is to cluster the output of the SOPCA network
into different regions. This is accomplished using a
. self-organizing feature-map SOFM network. The
details of this operation are presented in the next
section.
() 4. Self-organizing feature-mapping SOFM
The principal goal of the self-organizing feature-
. mapping SOFM network developed by Kohonen
. 1984 is to transform an incoming signal of arbi-
trary dimension into a one- or two-dimensional dis-
crete map, and to perform this transformation adap-
tively in a topological order fashion. Many activation
patterns are presented to the network, one at a time.
Each input causes a corresponding localized group of
neurons in the output layer of the network to be
active. The essence of Kohonen’s SOFM algorithm
is that it substitutes a simple geometric computation
for more detailed properties of the Hebb-like rule
and lateral interactions. There are three basic steps
involved in the application of the algorithm after
initialization, namely, sampling, similarity matching,
and updating. These three steps are repeated until the
map formation is complete. The algorithm can be
summarized as follows:
SOFM Algorithm
Step 1 Initialize the synaptic weights of the network,
. V 0 , to small, different, random numbers at j
iteration ks0.
Step 2 Draw a sample y from the input set.
.  . Step 3 Find the best-matching winning neuron r y
at iteration k, using the minimum distance
Euclidean criterion
55 < r y smin yyV js1,2,...,L .7 . . 4 j
Step 4 Update the synaptic weight vectors using the
update formula
V
kq1sV
k qh
k yyV
k , . r y. r y. r y.
2 kq1 kk k V sV q h yyV . . jj j
;jgV k ,8 . . r y.
. . where V k is the neighborhood of r y . r y.
Step 5 Increment k by 1, goto step 2, and continue
until the synaptic weights V reach their j
steady-state values.
5. Results
This section describes the experimentation under-
taken to investigate the performance of the system
described above. These experiments were intended to
evaluate the robustness of the system. We have
performed statistical comparisons of the performance
 of the SOFM with the Hopfield network Amartur
. and Takefuji, 1992 and the ISODATA algorithm
. Ahmed and Farag, 1996a,b . The Hopfield network
represents one of the most theoretically consistent
and practically successful neural network approaches
 for image labeling Amartur and Takefuji, 1992; Li
. et al., 1996 . The ISODATA algorithm is similar in
principle to the well-known K-means procedure in
the sense that cluster centers are iteratively deter-
mined by sample means. Unlike the latter algorithm,
however, ISODATA represents a fairly comprehen-
sive set of additional heuristic procedures which
have been incorporated into an interactive scheme
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Ten MRI and CT volumes were used in this
comparison. The number of regions was fixed for the
three different algorithms. Usually the interesting
. areas of brain images see, e.g., Fig. 3 are skull
tissues, white matter, gray matter, and cerebrospinal
. fluid CSF . We ran the experiments on a Silicon
Graphics Onyx Supercomputer. Table 1 presents the
average run time, and correct classification for the
three techniques. Correct classification was estab-
lished by comparing the segmentation results for
Fig. 3. Coronal and lateral sections from an MRI volume.() M.N. Ahmed, A.A. FaragrPattern Recognition Letters 18 1997 1143–1151 1149
various methods with manual segmentation done by
an expert. The number of correctly classified voxels
is divided by the total number of voxels to determine
the technique’s accuracy. From Table 1, we can see
that the fastest method is the ISODATA algorithm
while the slowest is the Hopfield network. The num-
ber of iterations for the SOFM is much smaller than
for the Hopfield network. Finally, the accuracy of
the SOFM is superior to that of the Hopfield network
and the ISODATA algorithm. The SOFM has also
Fig. 4. Segmentation results for the MRI volume. Colors in the segmented images refer to the detected regions in the brain.() M.N. Ahmed, A.A. FaragrPattern Recognition Letters 18 1997 1143–1151 1150
Table 1
Comparison between SOFM, Hopfield network, and ISODATA
algorithm
Algorithms CT volumes MRI volumes
SOFM network Iterations 7 7
Run time 3.03 sec 3.55 sec
%Correct 97.21% 96.02%
Hopfield network Iterations 50 63
Run time 43.23 sec 47.65 sec
%Correct 92.51% 91.24%
ISODATA algorithm Iterations 5 5
Run time 2.53 sec 2.85 sec
%Correct 89.66% 86.23%
the advantage of ease of implementation, and guaran-
teed convergence. Fig. 4 presents the results of the
application of our volume segmentation technique to
a 256=256=50 MRI volume. Colors in the seg-
mented images refer to regions in the brain.
6. Conclusions
In this paper, we presented a new technique to
segment a CTrMRI volume. In this technique, each
voxel is assigned a feature pattern consisting of a
scaled family of differential geometrical invariant
features. The invariant feature pattern is then as-
signed to a specific region using a two-stage neural
network system. The first stage is a self-organizing
. principal components analysis SOPCA network that
is used to project the feature vector onto its leading
principal axes found by using principal components
analysis. This step provides an effective basis for
feature extraction. The second stage consists of a
. self-organizing feature map SOFM which automat-
ically clusters the input vector into different regions.
The results for the system compare favorably with
the Hopfield network and the traditional ISODATA
algorithm for volume labeling.
Discussion
Sziranyi: You use a multiscale method to enhance ´
edges and homogeneous areas. You can reach the
same result using ‘‘anisotropic diffusion’’ in these
cases. Secondly, you do segmentation. Did you use
Markov random segmentation in volumetric space?
Yamany: No, we didn’t try to use a Markov model
since we are more concerned with the time aspects
for segmentation. Most of the segmentation algo-
rithms we tried take more than two or three minutes,
so we tried to reach an optimal way to segment fast,
in less than 30 seconds. That is why we used this
multi-scale approach. That is easy and it is fast. It
means just the convolution with the Gaussian kernel
and then the features are already selected, so actually
the self-organizing map network is already there. We
essentially used this simple model just for obtaining
a fast segmentation.
Van Dyck: In your multiscale representation,
wouldn’t it be more efficient to use a wavelet de-
composition, rather than successive Gaussian convo-
lution?
Yamany: This is one of the things we may try in the
future. Try to see what implementation of wavelets
will do it. It may indeed be more accurate.
Nagy: The picture you showed had central ventricles
and then all around those, the cerebral spinal fluid.
. Do the results you are showing 85–90% apply
mainly to the central ventricles or do they include
the cerebrospinal fluid?
Yamany: They include all the structures in the brain.
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