This paper is concerned with time-stepping numerical methods for computing sti semi-discrete systems of ordinary di erential equations for transient hypersonic ows with thermo-chemical nonequilibrium. The sti ness of the equations is mainly caused by the viscous ux terms across the boundary layers and by the source terms modeling nite-rate thermo-chemical processes. Implicit methods are needed to treat the sti terms while more e cient explicit methods can still be used for the nonsti terms in the equations. This paper studies three di erent semi-implicit Runge-Kutta methods for additively split di erential equations in the form of u 0 = f (u) + g(u), where f is treated by explicit Runge-Kutta methods and g is simultaneously treated by three implicit Runge-Kutta methods: a diagonally implicit Runge-Kutta method and two linearized implicit Runge-Kutta methods. The coe cients of up to third-order accurate additive semi-implicit Runge-Kutta methods have been derived such that the methods are both high-order accurate and strongly A-stable for the implicit terms. The results of two numerical tests on the stability and accuracy properties of these methods are also presented in the paper.
Introduction
This paper is concerned with numerical methods for computing sti equations for transient hypersonic ows with thermo-chemical nonequilibrium. This work is motivated by our studies on the stability and transition of hypersonic boundary layers involving shock interactions and real gas e ects 1, 2] . In addition to the e ects of viscosity, heat-conduction, and di usion, hypersonic ows often contain nonequilibrium processes of thermal excitations and chemical reactions because of high gas temperature and high speeds. One of the major di culties in computing such ows is the sti ness of the governing equations in temporal integrations.
The sti ness is mainly caused by the viscous stress and heat ux terms in the boundary layers and by the source terms modeling nite-rate thermo-chemical processes. The viscous terms across the boundary layer are sti because ne-grid spacing is used in the direction normal to the wall. Finite di erence approximation to the viscous equations with these small-size grids lead to sti systems of ordinary di erential equations. The source terms are sti because the chemical and thermal nonequilibrium processes have a wide range of time scales, some of which are much smaller than the transient ow ones. As a result, if explicit methods are used to integrate the sti governing equations, the computations will become very ine cient because the time-step sizes dictated by the stability requirements are much smaller than those required by the accuracy considerations.
In order to remove the stability restriction on the explicit methods, implicit methods need to be used. For computing multi-dimensional reactive ow, global implicit methods are seldom used because it takes a prohibitively large amount of computer time and large memory to convert full implicit equations. Practical implicit methods for multi-dimensional reactive ow calculations include the fractional step method (or time-splitting method) and the additive semi-implicit method.
The fractional step methods 3, 4] solve the sti terms and the nonsti terms in two independent steps. The results from the partial calculations are combined together after the computations of the individual steps. The time-step restriction by stability conditions is removed by using di erent methods to compute the sti and nonsti terms. The drawback of these methods is that the temporal accuracy is limited to second-order accurate at most if a Strang 5] splitting method 6] is used.
The additive semi-implicit 1 methods, on the other hand, additively split the ordinary di erential equations into sti and nonsti terms, where the sti terms are treated implicitly while the nonsti terms are treated explicitly. The semi-implicit methods are more e cient than the full implicit methods for reactive ow computations because the sti terms can be easily separated from the rest of the equations. The standard semi-implicit method for direct numerical simulation of incompressible turbulence is to use the implicit Crank-Nicolson method for the viscous terms normal to the wall and the explicit Adams-Bashford method for the rest of terms 11, 12, 13, 10, 14] (ABCN method). For compressible reactive ow, a semiimplicit MacCormack method 15, 16, 17, 6] has been used to compute the chemical source terms implicitly while the uid terms are computed explicitly. 1 The term \semi-implicit", which is di erent from the term \semi-implicit Runge-Kutta methods" de ned by Butcher 7, 8, 9] , is used in this paper following the terminology often used in computational uid dynamics literatures 10] .
The temporal accuracy of these two methods, however, is usually only second-order accurate at most. To obtain simultaneous high-order accuracy and good stability properties, additive semi-implicit Runge-Kutta methods can be used. The derivation of an additive semi-implicit method with both high accuracy and good stability is not a straight forward task because of the coupling between the explicit and implicit terms. The rst additive Runge-Kutta methods for sti ordinary di erential equations were studied by Cooper and Sayfy 18, 19] . They derived additive Runge-Kutta methods to solve a system of di erential equations in a form of x 0 = J(t)x + g(t; x), where the linear term on the right hand side of the equation was sti . Their additive methods solve the linear term using implicit A-stable Runge-Kutta methods and solve g(t; x) simultaneously using explicit Runge-Kutta methods.
Additive methods of up to fourth order were studied. Recently, Engquist and Sjogreen 20] derived additive semi-implicit Runge-Kutta methods for computing detonation waves. Their third-order schemes are A( ) stable for the sti source term when the nonsti term satis es an explicit stability condition. Other methods for sti ordinary di erential equations were summerized in Hairer and Wanner 21].
Numerical methods for time-accurate computations of nonequilibrium hypersonic ow need to have simultaneous higher-order accuracy and good sti stability properties. In this paper, three di erent sets of additive semi-implicit Runge-Kutta (ASIRK) methods are studied for additively split ordinary di erential equations in the form of u 0 = f(u) + g(u), where the nonsti term f is treated by explicit Runge-Kutta methods, and the sti term g is simultaneously treated by three implicit Runge-Kutta methods. The three implicit methods for g are a diagonally implicit Runge-Kutta method and two Rosenbrock linearized RungeKutta methods 22] with di erent ways of evaluating Jacobian matrixes. The new methods, which are di erent from those used in Ref. 20] , are derived to be both high-order accurate and strongly A-stable (A( 2 ) stable) for the implicit term g. The strongly A-stable methods are needed for numerical results to reach correct asymptotic values for very sti problems.
Numerical test results on these methods for the stability and accuracy properties are also presented in this paper.
2 Additive Semi-Implicit Runge-Kutta Methods
General Formulas of Three ASIRK Methods
In the semi-discretization approach, the spatial derivatives in the governing partial di erential equations are rst approximated by spatial discretization methods. The spatial discretization leads to a system of rst-order ordinary di erential equations, du dt = f(u) + g(u) (1) where u is the vector of discretized ow eld variables. The right hand side of the di erential equation above is additively split into two terms, g and f, where g is the vector resulting from the spatial discretization of the sti terms, and f is vector resulting from the spatial discretization of the rest of the nonsti ow equations. In general, the splitting of f and g terms is not unique.
The Runge-Kutta methods are one-step methods involving intermediate stages to achieve high-order accuracy 9, 7] . A general r-stage additive semi-implicit Runge-Kutta method in- . However, LU decomposition is often not possible for multi-dimensional reactive ow problems because of the enormous requirement for computer memory and CPU times in the LU decomposition method. Therefore, in this paper, the a i 's are allowed to be di erent at di erent stages in order to have more exibility in searching for the optimal parameters in both stability and accuracy. Two methods are used to compute the Jacobins by using either d ij = 0 or d ij = c ij in this paper.
The Rosenbrock additive semi-implicit Runge-Kutta method given by Eqs. (4) and (5) is similar to the implicit methods used in computational uid dynamics and is much more e cient than the diagonally implicit version given by Eqs. (2) and (3). But, for some strongly nonlinear problems, the nonlinear diagonally semi-implicit method given by Eqs. (2) and (3) is necessary because it is more stable than the Rosenbrock additive semi-implicit RungeKutta method for nonlinear problems. Therefore, three versions of the additive semi-implicit Runge-Kutta methods are derived to be both high-order accurate and strongly A-stable for the implicit terms, i.e., Method A: \Fully implicit" additive semi-implicit Runge-Kutta method given by
Eqs. (2) and (3).
Method B: Rosenbrock additive semi-implicit Runge-Kutta method given by Eqs. (4) and (5), and d ij = 0.
Method C: Rosenbrock additive semi-implicit Runge-Kutta method given by Eqs. (4) and (5), and d ij = c ij .
The rth-stage additive semi-implicit Runge-Kutta methods are termed ASIRK-rA methods, ASIRK-rB methods, and ASIRK-rC methods for Methods A, B, C respectively.
Linear Stability Conditions
The parameters of the additive semi-implicit Runge-Kutta methods are chosen based on both stability and accuracy requirements with the simultaneous coupling between the explicit and implicit terms. The use of an implicit method for the sti term g permits a larger time step than that allowed by a fully explicit method. Unlike the explicit Runge-Kutta methods, whose stability conditions are the same for di erent choices of parameters as long as they have the same stages and accuracy, the stability properties of the additive semi-implicit
Runge-Kutta methods of the same stages are di erent for di erent choices of parameters because of the coupling between the f and g terms. .
Substituting Eq. (6) into any of the three additive semi-implicit Runge-Kutta methods leads to the same equation for the characteristic root as follows:
(i = 1; ; r) where = fh f ; h g g is a function of h f and h g .
An A( ) stability region of a semi-implicit method in the complex plane of h f is de ned as the region where j fh f ; h g gj 1 (9) for h f within the region and for all h g within a wedge bounded by ? ; + ] in the complex plane. When = =2, the semi-implicit method is A-stable for h g . The A( ) stability region of the semi-implicit Runge-Kutta method is computed numerically in this paper.
In order to obtain a correct asymptotic decay for sti terms, it is desirable to have a strong A-stability (L-stability) condition for the semi-implicit schemes, i.e., The strong A-stability for the implicit term assures that the numerical solutions approach the correct solutions as step sizes increase. For the three additive semi-implicit Runge-Kutta methods, the strongly A-stable condition can be obtained from Eqs. (7), (8) , and (10) as follows: 
where a 1 = 0, and a 2 = c 21 = ! 1 = ! 2 = 1=2. This method is second-order accurate and Astable. However, the method in computing k 1 in the rst stage is an explicit method because a 1 is zero. Because the explicit calculations at that stage can lead to non-physical results if the equations are sti , this scheme is not appropriate for sti reactive ow calculations.
Therefore, we impose the following additional condition on the additive semi-implicit RungeKutta methods:
Accuracy Conditions
Additive semi-implicit Runge-Kutta schemes are derived to be high-order accurate with the simultaneous coupling between the explicit and implicit terms. Taylor series expansions lead to the following accuracy conditions:
1st order:
2nd order: 
The accuracy equations for Methods A, B, or C are the same except in the third-order Eq. (21) . In addition, the accuracy conditions for explicit coe cients b ij are decoupled from implicit coe cients, c ij and a i , except in the third-order Eq. (19) . Therefore, for up to second-order accuracy, a direct combination of an explicit and an implicit Runge-Kutta methods will result in an additive semi-implicit Runge-Kutta method with the same order of accuracy as long as the two schemes have the same set of ! i . However, for accuracy equal to or higher than third order, the direct combination of an explicit and an implicit methods will likely be only second-order accurate because of the coupling between the explicit and implicit terms in Eq. (19) .
We search for the optimal parameters in the additive semi-implicit Runge-Kutta schemes by simultaneously imposing the stability and accuracy conditions discussed above. Whenever possible, we try to choose the coe cients for the explicit term f to be the same as those of the conventional explicit Runge-Kutta methods, so that when g = 0, the schemes reduce to conventional explicit Runge-Kutta schemes. It turns out that we can only do that for the rst-and second-order additive semi-implicit schemes. For the thirdorder additive semi-implicit schemes, we cannot nd satisfactory parameters using the same explicit coe cients as those from the third-order TVD Runge-Kutta schemes of Shu and
Osher 25] or other classical third-order methods 9] . Hence, the third-order methods in this paper are not the same as the conventional Runge-Kutta methods in both the explicit and the implicit parts. 
The accuracy condition given by Eq. (14) leads to
and the characteristic root is
It can be shown that when , and b 21 = 1. The equations for second-order accuracy and strong A-stability, (Eqs. (16) and (11) The requirement of a 1 and a 2 being positive numbers leads to 0 a 2 0:5.
A search for the parameters shows that the optimal values for the parameters in stability are a 1 = a 2 = 1? Table 1 .
The methods using the coe cients above are third-order accurate and strongly A-stable for the implicit term h g . The A( ) stability region of the ASIRK-3C method is shown in Figure 3 . Similar to the stability region of the ASIRK-2C method, this gure shows that the A( ) stability region for the explicit term h f is the same as that for the explicit third-order RK methods when is 0, but the region becomes slightly smaller as approaches =2. The semi-implicit MacCormack predictor-corrector method used for reactive ow 15, 16, 17, 6] This method is a two-stage semi-implicit Runge-Kutta method similar to the ASIRK-2 methods. LeVeque and Yee 6] showed that the traditional choice of c 21 = 1 is only rst-order accurate, and the coe cient for a second-order semi-implicit Runge-Kutta method is c 21 The method is second-order accurate, and the A(a) stability region is shown in Figure 4 .
This gure shows that the stability region for the ABCN method becomes much smaller when increases. Like the previous method, the ABCN method is not strongly A-stable for the implicit term. 
Test Cases

Systems of Ordinary Di erential Equations
Lambert 26] pointed out that for any nonlinear system for which the solution suddenly increases in an isolated peak due to the eigenvalue straying into the right half-plane, there is a danger that a strongly A-stable method will lose solution information due to its excessive stability. This is due to the stability region of a strongly A-stable method encroaches into the positive regime. Lambert 26] considered the following test case: 2 6 6 6 6 6 6 6 4 u v w 
The eigenvalues are 0:1 8i and ?50. The exact solutions are
u(x) = e :1x sin 8x + e ?50x v(x) = e :1x cos 8x + e ?50x w(x) = e :1x (cos 8x + sin 8x) + e ?50x :
Though this problem does not satisfy Re( ) 0, it can be taken as a model for nonlinear systems for which the solutions suddenly increase for a restricted period of time. show damping for this particular step size. In order to obtain an acceptable solution using the Backward Euler method, the step size has to be less than 0.00312 so that h(0:1 8i)
is within the region of instability. This indicates that the excessive damping is not a result of the strong A-stability of the scheme, it is related to the particular time step used in the computations.
We tested the semi-implicit Runge-Kutta schemes by using the ASIRK-1, ASIRK-2, and ASIRK-3C methods to solve Eq. (36) The nite-di erence discretization of the spatial derivatives leads to a system of semidiscrete ordinary di erent equations: Figure 8 shows the solution distribution along the x direction at y = 0:88 and at t = 1:054237 using h = t=60. Figure 9 shows the distribution along y direction at x = 377 at the same moment. Figure 10 is where e h is the numerical errors due to the temporal discretization only, u h is the numerical solution computed using time step h, u ex is the numerical exact solution computed using the Richardson extrapolated solution at the smallest time step, and p is the computed order of the method. For a p-th order method, the expected value of R p is R p = 2 p (55) Table 2 shows the results of the grid re nement study. From the table, we can see that the ASIRK-3C method is third-order accurate, while ASIRK-2 method is second-order accurate.
Conclusions
Three additive semi-implicit Runge-Kutta methods of up to third-order accurate have been derived in this paper for direct numerical simulation of nonequilibrium hypersonic ows.
These high-order accurate additive semi-implicit schemes are strongly A-stable for the implicit terms when the explicit terms are in stability regions similar to those of pure explicit
Runge-Kutta methods. Linear stability analysis shows that these methods have good stability properties for the explicit terms. The new methods have been tested by computing a test case used by Lambert and by a two-dimensional model boundary layer stability problem.
The test results show that these schemes are stable and accurate for the calculations. The temporal orders of accuracy of the additive semi-implicit Runge-Kutta methods have been numerically validated by a grid re nement study in a test case of this paper. 
