This paper reviews the relationship between energy consumption and information processing in biological brains, providing insights into how they consume remarkably little power in comparison to designed electronic computers.
I. INTRODUCTION
The nervous system has been subject to natural selection over the course of millions of years [1] , [2] . The factors contributing to the ''survival of the fittest'' [3] are hard to quantify. Yet increasing evidence points to the role played by cellular metabolism in determining an organism's fitness [4] . Indeed, Levy and Baxter have argued that many aspects of neurophysiology and neuroanatomy can be explained as ''a compromise between the rate of information processing and the energy consumed'' [5] .
The study of energy efficiency in the nervous system is important for three reasons. First, neurodegenerative diseases, such as Parkinson's disease, result when neurons' mitochondria cannot keep up with energetic demands [6] , [7] . Intervening in aberrant metabolic processes might well prove to be an effective clinical neuroprotective strategy in the future, but requires a clear understanding of how neural function relates to metabolism. Second, neuroprosthetic devices work best when the power supply can be miniaturized, which requires the devices to replicate neurobiology's feat of maintaining the actionperception loop while drawing ultralow power [8] , [9] . Last, the efficient use of power is an important factor in natural selection and a design principle in its own right, which might help clarify the function of neural circuits [10] . In biology and electronics alike, the hallmark of energy efficiency comes from a clever juxtaposition of the physics of the medium and wiring strategies. Indeed, as neural circuits use both analog and digital (pulse-like) signaling simultaneously [11] , [12] , neurobiology has inspired engineers to combine the robustness of pulsatile signal processing with the efficiency of analog signals.
In this review, we revisit the tradeoff between energy and information processing in the nervous system from an engineering perspective. In Section II, we first touch briefly on the comparison of neurons to their equivalent electrical circuits, whose thermal dissipation of energy has been thoroughly studied. Miniaturization plays an important role in reducing energy consumption, so in Section III, we outline some factors that limit the minimum size of the components in the nervous system. We then extend the analysis of energy dissipation to the electrochemistry of neuronal signals in Section IV. Under normal conditions, cellular metabolism is based on the oxidation of glucose; two highly conserved enzymes, cytochrome oxidase and the Na þ -K þ -ATPase regulate energy generation and delivery [13] . The assumption of oxidative metabolism makes the assessment of energy use in the nervous system remarkably simple, allowing us to quantitatively study whether neuronal signals minimize energy use. In Section V, we review how a neuron's subthreshold bandwidth is directly proportional to the energy it consumes. Section VI examines how neuronal analog-to-digital (ADC) conversion, as subtheshold signals are converted to suprathreshold spike trains, affects the ratio of information transmitted (in bits) to the energy expended (in Joules). Such conversions are power inefficient, and we show why they often imply a loss of information. As energy consumption depends strongly on the network's state and task, Section VII explores the consequences of balanced inhibition and excitation in the nervous system. In Section VIII, we review work that compares the biophysics of neurons to optimal control strategies in control engineering.
II. ENERGY DISSIPATION IN ELECTRONIC DEVICES
Most neurons transform sensory or synaptic input into either a graded response or a sequence of action potentials (APs), the latter of which are all-or-nothing pulses that are transmitted over long distances from neuron to neuron. In many cases, the first steps of sensory processing in the nervous system are based on graded, analog responses, yet graded responses are susceptible to attenuation and to the accumulation of noise, especially during long-distance transmission [14] . In a similar fashion, communication in consumer electronics or satellite communications relies on converting continuous time signals to binary codes in discrete time.
To study the benefits and limitations of converting an analog signal to pulses, Hosticka compared a conventional resistor-capacitor (RC) circuit to an M-bit register that represents a pulsatile device [15] . At low values of the signalto-noise ratio (SNR), the analog device performs in a powerefficient manner [ Fig. 1(a) ]. By comparison, the pulsatile register requires more power to perform the same computation. Only when a high SNR is required does the pulsatile device gain an advantage [ Fig. 1(b) ]. Why is this the case? In higher SNR regimes, the analog device consumes more power to overcome the effects of thermal and flicker noise [9] . At extremely low power [G 10 À13 J/s; Fig. 1(c) ], the channel capacity of the analog device is low, making the pulsatile device advantageous in this regime, as well.
Converting signals to pulses is one form of analog-todigital conversion (ADC). The SNR of this conversion is limited by four noise sources present during the conversion processVquantization noise resulting in the conversion to finite precision samples, thermal noise, aperture uncertainty, and comparator ambiguity (for details, see [16] ). Aperture uncertainty refers to the sample-to-sample variation in the conversion to a pulsatile signal, while comparator ambiguity results from the finite response speed of the comparator to a small voltage input. When an analog signal is converted to its pulsatile representation, the resolution of an electronic ADC up to 2 MHz is limited by thermal noise [ Fig. 2(a) ]. Beyond this point, the resolution of the ADC drops by approximately 1 bit every time the sampling rate is doubled due to aperture jitter. Above 1 GHz, comparator ambiguity limits the resolution. Operating an ADC chip at higher resolution costs energy [ Fig. 2(b) ] and proves to be an energy-inefficient solution.
As energy-efficient analog signals are converted into robust pulsatile representations, ADC chips and neurons alike trade off speed and energy against precision. The power dissipated in circuits is kTf ðSNRÞ, where k is Boltzmann's constant ðJ=KÞ, T is the thermodynamic temperature ðKÞ, and f is an increasing function of SNR. In the nervous system, the thermal noise proportional to kT is overshadowed by other noise sources [16] . The flicker of ion channels opening and closing constitute one such noise source. In small neurons or isolated membrane patches, Fig. 1 . Energy efficiency of an analog and a pulsatile system. The analog system (blue) is represented by a continuous-time RC filter, while the pulsatile system (green) is represented by a serial M-bit register. (a) Analog system consumes increasingly less power as the SNR decreases, while the power required for a digital device stays nearly constant. (b) For SNRs below 40 dB, analog systems are more efficient than their pulsatile counterparts. (c) Analog systems have higher information capacity at intermediate levels of power consumption; below and above these levels, pulsatile systems have higher capacities. Based on analysis in [15] .
where the number of ion channels is low, this noise source predominates [10] . Synaptic communication is riddled by failures of transmission and variability [17] , [18] . Moreover, the sensory input to the nervous system is subject to external noise. The photons reaching the retina, for instance, follow a Poisson distribution, and the capture of such photons and their transduction to electrical signals is probabilistic as well [19] . These noise sources can be represented by an effective temperature. Reducing noise to improve information processing requires higher numbers of receptors, channels, or neurons, which requires a greater commitment of energy resources [9] , [14] , [20] - [22] . between information processing and metabolic efficiency. As compartments increase in size from 1 to 300 m 2 , the information rates they achieve increase but metabolic efficiency drops for a given channel density. Voltage-gated Na þ and K þ channel densities ranged from a quarter of to four times the density of those found in the squid giant axon. Colors indicate compartment size while symbols indicate the density of the voltage-gated ion channels. Replotted from [10] . 
III. SIZE CONSTRAINTS IN NEUROBIOLOGY
The fastest supercomputer Tianhe-2, which went into operation in 2013, consumes 17.8 MW of power [23] , while the laptop used to write this paper consumes just 100 W, albeit with much more limited computing capabilities. Biology is no different. The size of neurons within and between species varies substantially and so does their fidelity. The size of a neuron affects the number of voltage-gated ion channels within an electrical compartment; more channels imply less channel noise [24] . Larger neurons (such as larger photoreceptors) have a higher information capacity, but at a much greater energy cost. In a computational modeling study [10] , larger compartments consumed a greater number of adenosine triphosphate (ATP) molecules during signaling [ Fig. 3(a) ], but the metabolic efficiency dropped [ Fig. 3(b) ].
If the channel densities are kept constant, smaller compartments are more efficient than their larger counterparts [ Fig. 3(c) ]. Evolutionary selection pressure should favor the miniaturization of components, whereby the minimum size is set by two constraints: 1) the information rate needed to fulfill the nerve cell's function; and 2) the physical size of the organelles and proteins that support signaling. Ion channels are trans-membrane proteins that shuttle ions across the plasma membrane passively (without requiring ATP), while ion pumps exchange ions actively across a local concentration gradient (requiring ATP). Regardless of whether these proteins utilize energy, each neuron has a limited membrane area into which these ion channels, pumps, and postsynaptic machinery must fit. For example, a voltage-gated K þ channel with a linear extent of 40 Å occupies an area of 16 nm 2 . Hence, a 300-m 2 compartment uses just 0.1% of the membrane to house these ion channels. A single ion pump passes 10 5 times less current than an ion channel, but, on average, pump currents and channel currents must balance each other [25] . In addition, ion pumps are larger in size. When a 300-m 2 compartment is stimulated by a 0.2-mS/cm 2 synaptic conductance, the Na þ /K þ pump uses 1.07 Â 10 9 ATP molecules per second to restore the concentration gradients of ions across the membrane. Such signaling would require roughly 5.4 million pumps. Assuming that the linear extent of the Na þ /K þ pump is around 70 Å, these pumps consume 88% of the total membrane area. The remaining area is needed for the postsynaptic densities (PSDs), each of which requires an area of 0.13 m 2 . By adding more ion channels, a neuron can increase the information capacity or the maximal firing rate, but sufficient membrane ''real estate'' must be available to house the ion pumps. Our back-of-the-envelope calculation shows that the membrane area of the neuron constrains its maximal spike rate and its information capacity.
Mitochondria produce ATP, but they, too, take up space. Attwell and Laughlin [26] estimate that the specific metabolic rate for a cortical neuron is 40 mol ATP per gram per minute (based on measurements of the specific metabolic rate [27] and assuming that one molecule of glucose yields 31 ATP molecules). This gives a rate of ATP production of 4 Â 10 5 ATP molecules per m 3 per second. Even after assuming that the entire cell is packed with mitochondria, none of the compartments modeled in [10] have enough volume to accommodate the mitochondria required to power the ATPases.
IV. THE MECHANICS OF NEURONAL CODING AND ENERGY DISSIPATION
In electrical circuits, energy is dissipated as heat. In the nervous system, cells use electrochemistry to exchange signals over long distances. Such forms of communication, ranging from Ca 2þ waves to postsynaptic potentials to APs, are powered by the chemical energy stored in ATP [26] . As opposed to purely electrical circuits, the nervous system dissipates energy not only through resistors, but also uses energy to preserve the average concentrations of ions and signaling molecules. To obtain more accurate estimates of energy use in the nervous system, we start with a general description of signaling across cell membranes.
In nerve cells, both electrical and chemical signaling depends on the exchange of molecules across compartments separated by semiporous lipid membranes. The energy of signaling reflects changes in the chemical potential U, where
Here, ½C 1 is the concentration of a molecule (for instance, a charged ion, neurotransmitter, or hormone) in compartment #1, ½C 2 is the concentration in compartment #2, R is [30] . Constant injection of external current causes the potential to slowly increase from V ¼ À65 mV, until energy-consuming nonlinear dynamics take over and cause the voltage to accelerate to þ30 mV before returning to the initial voltage V.
the ideal gas constant ðJ K À1 Mole À1 Þ, and T is the thermodynamic temperature ðKÞ. Note that the chemical potential U exists for both charged and uncharged molecules. Ions carry charge, so an ion's chemical potential is directly proportional to an electrical potential known as the ion's reversal or Nernst potential.
A signaling event is an excursion in the membrane potential V that returns to the prior state (Fig. 4) , supported by the exchange of positively charged ions across the membrane, such as sodium Na þ and potassium K þ ions [28] . The Na þ /K þ ATPase pump restores the ionic concentration gradients after an electrical event [29] . Thus, the energy required for the signaling event will be directly proportional to the excess number of ions that accumulate within the cell; this quantity is known as the ionic load. Attwell and Laughlin estimate the energy required for an electrical event to be proportional to the (Na þ load)=3 ATP molecules, as one molecule of ATP is expended to move three Na þ ions back across the neuronal membrane [26] . In the simplest model of neuronal excitability, there are only two types of ion, namely Na þ and K þ , that drive two currents in opposite directions. Minimal energy is expended when the two currents always flow at different times, and never at the same time. Suppose that the electrical signaling event involves charging and then discharging the neuron's membrane capacitance, such that the ionic loads are Q Na and Q K . By electroneutrality, Q Na ¼ Q K and, furthermore, H CjdV=dtjdt 2Q Na . The energy is, therefore, bounded by
where C is the capacitance of the lipid bilayer, V is the transmembrane potential, and the proportionality constant ¼ 0.65 J/Coulomb is derived from the energy released by one ATP molecule.
The lower limit in (1) is reached when the electrical signal can be treated as the charging and discharging of a capacitor, without any dissipative loss. Yet dissipation is characteristic of nervous systems, as leak currents lead to loss of charge on the capacitor. Fast signaling on the millisecond time scale, which is the characteristic of pulselike APs, might mitigate dissipative loss, but such fast signals require amplification of synaptic currents by voltage-dependent ion channels, which could lead to countervailing currents and thus excess ions accumulating. But mounting evidence suggests that APs in cortex are energy efficient [31] - [33] . In [34] , the minimal currents required for amplification are computed. For any particular time course VðtÞ of an amplified electric signal, the sum of currents through the voltage-gated Na þ and K þ channels is always balanced by synaptic and passive current flow through the membrane capacitance and resistance. Representing the sum of capacitive, resistive, and synaptic currents as LVðtÞ C _ VðtÞ þ I leak ½VðtÞ þ I syn ½VðtÞ, the minimal additional current must be equal and opposite to LVðtÞ, while the sign of LVðtÞ determines which voltage-gated current should be active: given standard intracellular and extracellular concentrations of ions, if LVðtÞ > 0, only inward Na þ current should flow, but when LVðtÞ G 0, only outward K þ current should flow. In many cases, the time course of conductance changes in neurons is not measured directly, but can be inferred from the rate of voltage change [35] , [36] . One commonly plots the rate of change dV=dt against V, which is known as a phase plane representation of the dynamics (Fig. 4) . In this phase plane, a signaling event forms a closed loop. Such an event could be an AP (as shown) or an excitatory postysynaptic potential (EPSP). The area enclosed by the loop in the phase plane is shaded in light blue (Fig. 4) .
. We observe that the energy bound given by (1) depends only on the horizontal extent of the closed loop. This fact implies a certain minimum area A of the loop in the phase plane, but places no bound on the maximum area. Different dynamics in the vertical direction, which represents the time derivative dV=dt, are compatible with the same energy bound. Natural selection could conceivably shape the time course of V and especially dV=dt to minimize the energy required for electrical signaling; as long as the minimum and maximum V are fixed, the optimal target energy for an AP will not change. In this approach, the cost of switching channels from closed to open states has not been considered. Voltagedependent ion channels are transmembrane proteins that carry internal charges: these charges move across the membrane to open or close the channel. As these voltagedependent switches rely on the movement of charges, they increase the effective capacitance of the membrane [37] .
V. CONTINUOUS ENERGY CONSUMPTION
Even in the absence of computation or electrical communication within and between neurons, neurons expend energy. The Na þ /K þ pump establishes the cellular membrane potential and maintains it against the leakage of charge across the membrane. Attwell and Laughlin estimate the metabolic cost of maintaining the resting potential by the following computation: they take a leak Na þ and a leak K þ conductance (g Na and g K ) and couple these to ''batteries'' (B Na and B K ) driven by the chemical potential gradient for each ion [26] . The sum of these two currents is the leak current. If all other currents are negligible at rest, then the neuron's input resistance is
. When the voltage is equal to the reversal potential for a given ion (e.g., E Na ), the flux for that ion ceases. If one writes I leak ¼ g Na B Na ðVÞþ g K B K ðVÞ, with B Na ðE Na Þ ¼ 0 and
This is equation (4) in [26] and is illustrated in Fig. 5 . The term B Na ðVÞ could be straightforward, such as B Na ðVÞ ¼ E Na À V, or be given by the Goldman-Hodgkin-Katz equation, for instance. Two observations can be made. First, to minimize the energy used during resting, the resting potential V rest should be close to the reversal potential E K for K þ ions (or close to E Na , but this is rarely the case). If V rest and E K are different, then a synaptic conductance could make the membrane potential more negative, but only if the neuron expends energy to allow inhibitory inputs to have this effect. Second, (2) implies that ATP consumption is proportional to the (subthreshold) bandwidth of the neuron, Df ¼ ð2R in CÞ À1 . In auditory nuclei, neurons start off with high input resistances at birth, then become progressively more specialized to process high-bandwidth sounds. As they mature, the input resistance of these neurons drops dramatically. Equation (2) implies that such neurons should increase their metabolism during the course of development. Indeed, Trattner et al. not only showed experimentally that a range of metabolic markers increases during development, each with a similar time course, but also that (2) provides a quantitative prediction for this increase [38] . The baseline consumption of energy in this case reflects the cost of readiness for the nervous system: being prepared to represent and compute with incoming inputs. That (2) should hold is remarkable, given that it represents a simplification. The following four facts suggest additional costs: 1) the Na þ -K þ pump is not the only cellular ATPase; each ATPase performs work [39] , even though they might not contribute to the membrane potential [40] ; 2) the transport of many charged molecules across the membrane, such as chloride or the neurotransmitter glutamate, employs the sodium and potassium gradients; for instance, sodium moves into the cell with the gradient, while simultaneously other molecules are moved against their gradients [41] ; 3) protein and membrane synthesis and recycling have not been considered; and 4) internal organelles with their own membranes, such as mitochondria or the sarcoplasmatic reticulum, also sequester ions and proteins and have pumps. A number of studies have compared the relative metabolic costs of such factors [26] , [42] , [43] .
VI. TRADEOFF BETWEEN THE ENERGY COST OF SIGNALING AND INFORMATION CODING
As electrical signals are costly, and APs are particularly expensive energetically, many parts of the nervous system reduce energy consumption by using APs only sparingly. A network of neurons in which only few neurons fire at any given time maintains a high representational capacity (as reflected by the possible combinations of neurons that could fire together) while being energy efficient [44] , [45] . If k out of N neurons in the network are active, then the number of combinations scales as N k =k! if k ( N. Such networks are thought to implement ''sparse codes.'' Nonetheless, the capacity of a sparse code pales in comparison to a dense code, in which half the neurons fire at any timeVthe number of combinatorial patterns in such a code scales as 2 ðNþ1Þ = ffiffiffi ffi N p , where N is the number of neurons in the network. Moreover, dense codes can yield representations that are orders of magnitude better than sparse codes [46] .
Moreover, the generation of APs is stochastic, as repeatedly injecting constant currents into a neuron leads to different timings of the APs on every trial of experiments [47] . The stochastic nature of APs is captured by the linear-nonlinear-Poisson (LNP) model, which is often used in neuroscience to describe the output of a neuron [48] . In the LNP model, signals pass through a linear filter followed by a static nonlinearity, which sets the Poisson rate of generating APs. Given a constraint on power consumption, the optimal encoding strategy for a Poisson channel is binary [49] : at any time point, either the neuron should effectively not fire at all, or should fire at a rate close to the maximum rate. The same holds true when the Poisson rate varies in time and the number of APs within the encoding window is low [50] . In more general signal-response models, the optimal encoding is no longer binary, but can still be discrete [51] . Once one has a model for both the neuron and the noise, one can quantify the information efficiency relative to the metabolic cost. A balance an Ohmic leak current for E Na ¼ þ50 mV, E K ¼ À80 mV, and R in ¼ 10 kW/cm 2 .
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law of diminishing returns applies, as more and more energy is consumed as the upper bound on the information rate, also known as the information capacity, is approached; as a consequence, optimal codes exist that maximize the ratio of bits of information per unit energy [20] , [51] . In some instances, there is even a downside to minimizing the energy of an electric signaling event. As we will show in Section VIII, the minimal energy solution for an AP implies a fast upstroke of the potential V, followed by a fast downstroke. Powerful currents are evoked, which effectively uncouple, at least momentarily, the neuron's dynamics from the external input. Noise and the nearly autonomous AP dynamics cause the neuronal response to lose information about the external input. In systematic reductions of complex mathematical neuron models to a single phase variable [52] , the coupling to a time-varying external input sðtÞ becomes
where function ZðÞ that couples stimulus sðtÞ to phase goes to zero during the AP. This is not a consequence of the mathematical reduction method, but of the intrinsic dynamics of neurons that generate APs. As shown in [53] , the phase reduction allows one to estimate the neuron's information rate directly from the dynamics. A zero crossing of ZðÞ leads to mutual information loss. This result extends to more complex neuron models: the conversion from graded signals to pulsatile APs is accompanied by a loss of information [54] - [56] whenever the bandwidth of the signal exceeds the average firing rate. A systematic comparison of the information rates in spiking and graded response neuron models driven by time-varying white noise current [ Fig. 6(a) -(c)] shows that the information rate drops by an order of magnitude when graded responses are converted to APs using stochastic, voltage-dependent ionic conductances. By removing the spikes from the voltage record of the spiking neuron, one recovers the generator potential that drives the spike generating mechanism. The generator potential itself already encodes less information than the graded response model neuron [ Fig. 6(b) ]. First, the voltage dynamics uncouples from the stimulus near the voltage threshold for APs, as described earlier; second, the fluctuations increase near threshold, which influences the timing precision of APs [57] , [58] . Both effects are mediated in large part by the Na þ conductance. Important computations such as addition, subtraction, coincidence detection, and multiplication of inputs are performed in the subthreshold regime at the level of the generator potential, before being converted to pulsatile APs [58] - [60] ; such computations are also associated with the loss of mutual information.
The loss of information due to the Na þ conductance is counteracted by an increase in reliability. In club-ending afferents of the Mauthner cells in goldfish, the activation of persistent Na þ channels in the subthreshold domain allows the cell to produce 200-600-Hz bursts that more reliably and strongly activate the postsynaptic cell [61] . In cortical pyramidal neurons, voltage-gated Na þ channels amplify weak synaptic input [62] .
One can identify three causes of information loss in the generator potential that are the byproduct of AP generation: 1) the voltage-gated Na þ channels necessary for AP generation increase intrinsic noise; 2) introduce nonlinearities; and 3) the finite duration of the AP creates a ''footprint'' in the generator potential that obscures incoming signals. These three processes reduce information rates generator potentials by one-half compared to graded potentials; these rates are still three times that of spike trains. Both generator potentials and graded potentials consume almost an order of magnitude less energy per second than spike trains (Fig. 7) . The lower information rates of generator potentials makes them substantially less energy efficient than graded potentials, but still an order of magnitude more efficient than spike trains [ Fig. 7(c)-(d) ]. The conversion of analog-to-digital information comes at a twofold cost: the higher energy needed for APs combined with their lower information content.
However, one caveat applies as to whether APs imply information loss: when the signal is bandlimited, the Nyquist sampling theorem states that one need only sample the signal at discrete time intervals to completely reconstruct the signal. No loss of information occurs. A neuron that fires APs can also be said to be ''sampling'' the signal under certain conditions. Lazar and Tóth demonstrate a recursive algorithm that recovers an exact copy of the stimulus from the threshold crossings of driven nonlinear oscillators, such as integrate-and-fire or realistic Hodgkin-Huxley model neurons [64] , [65] . In other words, when the signal is bandlimited, the ''footprint'' of the AP may be too short to interfere with the encoding of the signal. Three prerequisites must be met for lossless encoding: 1) the neuron must be driven by a bias current and fire continually, even in the absence of a signal; 2) the bandwidth of the signal must be less than the average firing rate; and 3) the neuron should be noiseless. With noise, the recursive algorithm for reconstruction degrades gracefully [65] , but the other two prerequisites must still be met. In many instances, though, excitation balances inhibition in the nervous system, which would seem to rule out a net bias current that would drive neurons to fire APs. We address this balance and its implications for the energetics of neurons in Section VII. 
VII. BALANCED INHIBITION AND EXCITATION
The communication between neurons often occurs through chemical synapses (contact points). In a cascade of events, an electrical event triggers the release of transmitter molecules that locally and transiently change the membrane conductance of the receiving neuron. These conductance changes lead to synaptic currents [66] , [67] , which in turn feed into the spike generating mechanism to produce a sequence of APs. Neurons can receive both inhibitory as well as excitatory synapses; the former counteract APs, whereas the latter aid in generating them. This raises a vital question: How do different types of synaptic inputs combine to encode information efficiently while using minimal energy [68] - [70] ? Neurons display complex morphologies, whose neurites extend like tree branches, and inhibitory and excitatory synaptic inputs are broadly distributed across their extent [71] . The excitatory neurons outnumber their inhibitory counterparts, yet many inhibitory neurons fire more often, making the impact of inhibitory postsynaptic potentials (IPSPs) on the postsynaptic potential far-reaching.
From the cortex to the spine, many neurons receive matching levels of inhibition and excitation, leading to simultaneous currents across the membrane that oppose each other [72] , [73] . Such opposing currents should translate into higher energy costs than simple excitation or inhibition alone, which begs the question why networks in the nervous system would generate balanced currents. Let us reexamine the question of energy in networks subject to balanced inhibition and excitation.
Consider a presynaptic spike train that obeys Poisson statistics with a mean firing rate of . Such a spike train can convey up to ð1=2Þ logð2eðT þ ð1=12ÞÞÞ bits of information, where T is the duration of the spike train [74] . What happens to the information rate when inhibitory input is introduced at the synaptic terminal? Introducing inhibition can have two beneficial effects. First, inhibition prevents the overexcitation of neurons by reducing the firing rates, thereby avoiding pathological network activity. Second, inhibition increases the reliability of spiking by reducing the noise entropy [75] , such that spikes become more reproducible across trials in response to identical inputs. At the same time, introducing inhibition raises the coefficient of variation of the intervals between APs [75] , [76] .
In [75] , the information efficiency of three different input ensembles were compared: purely excitatory inputs, balanced excitatory and inhibitory conductances, and balanced excitatory and inhibitory currents. Balanced synaptic currents generate spike trains with higher mutual information rates [ Fig. 8(a) ], and lower energy consumption [ Fig. 8(b) ] than either of the other regimes, which produce a higher net current on average. Balanced currents lead to lower firing rates, resulting in a superior metabolic efficiency [ Fig. 8(c) ] as well as increased information per spike [ Fig. 8(d) ].
Balanced synaptic currents enable cortical neurons to process information with low numbers of precise spikes. This is only possible if the neurons' voltage remains close to the spike initiation threshold, the neurons have fast membrane time constants, and the neurons depolarize rapidly to conductance signals to produce APs. Such features are precisely the ones supported by balanced excitation and inhibition. Under ideal conditions, neurons should have a low-cost resting state that is well separated from a high-cost ''active'' state [4] , [75] , which would preserve the cortex's ability to respond reliably and precisely. Despite the additional costs of the inhibitory synapses, they increase efficiency and enable a wide spectrum of functions, from sensory adaptation [77] to network synchronization [78] , to ensuring metabolic efficiency [75] .
Thus, maintaining a balance of excitation and inhibition costs energy, but neurons would spike comparatively rarely, so that less energy might be used overall. But balanced inhibition and excitation affords another advantage: speed. As Murphy and Miller [79] point out, purely positive feedback can implement a gain G, but only by multiplying the characteristic response time scale by G, so that the response time becomes G. Applying mathematical insights from hydrodynamics, they show that balanced networks do not suffer from this slowdown. Instead, such networks selectively amplify inputs on much faster time scales. Amplifying a given signal using a balanced network requires a higher peak power, but the total energy cost may be comparable to that of a purely excitatory feedback network performing the same task.
VIII. BIOPHYSICS OF CHANNEL GATING AND ENERGETIC OPTIMALITY
Neurons produce a myriad of APs with different shapes and varying heights and widths; underlying these APs are highly nonlinear, voltage-dependent ionic conductances with varying biophysical properties. Each AP leads to a net influx of Na þ ions, followed by an efflux of K þ ions, which charge the membrane capacitance to the peak of the AP and then discharge it back to the resting potential. To maintain signaling, the Na þ /K þ ATPase pumps these ions back across the membrane using energy provided by ATP. Redundancy reduction [81] and sparse codes [82] reduce the number of APs required to represent information, while efficient wiring reduces the capacitance of neural circuits by minimizing the distance over which APs must propagate. Several mammalian neurons exhibit remarkably energy-efficient APs [31] - [33] . This raises three questions: 1) Are APs across the animal kingdom energy efficient? 2) Is AP shape a direct predictor of AP energy consumption? 3) How does biophysics affect the energetic cost of APs?
Using numerical optimization and perturbation theory for periodic systems, Sengupta et al. [80] showed that indeed AP shape and energy cost varies broadly across the animal kingdom (Fig. 9) . For example, three of the seven models [rat hippocampal interneuron (RHI), rat granule (RG), and mouse thalamo-cortical relay neuron (MTCR)] achieved this same high level of efficiency (> 70%), suggesting that energy-efficient neurons are not uncommon in mammalian central nervous system [ Fig. 9(a) ]. The shape of an AP is model dependent [ Fig. 9(c) ], but is a poor predictor of energy consumption [ Fig. 9(d) ]. Single APs with the same shape can be produced by different Na þ and K þ currents, and thus incur different energy costs. The importance of ion channel biophysics is underlined by a study of electrocytes in weakly electric fish; these cells sustain APs at rates of up to 600 Hz to produce electric dipole fields around the fish [83] . To maintain the AP amplitude as the rate changes, the electrocytes need to overcome the increasing tendency of inward currents to inactivate at higher rates. As a consequence, the relationship between firing rate and energy consumption is nonlinear [83] .
Synaptic currents typically bring a neuron to AP threshold so that it fires. One can ask what time course these synaptic currents should have to minimize energy consumption [69] , [70] , [84] . Using variational calculus or stochastic search, the optimal time course for a stimulus to a squid axon was found to be biphasic: the ideal stimulus consists of inhibition preceding excitation, so that the inhibition removes the inactivation of Na þ conductances [69] , [70] . Moreover, through a phenomenon known as ''postinhibitory rebound,'' a purely inhibitory input by itself could elicit an AP, which implies that the system effectively has two thresholds: one positive and one negative. The energetically optimal stimuli are different for these two cases [69] .
A similar question can be posed regarding the voltagedependent conductances that underlie the AP itself: Which kinetics and biophysics would minimize the AP's energy consumption? Control theory predicts that the optimal voltage-dependent currents should be bang-bang [85] : intense, brief, and not overlapping, so as to generate APs with sharp onsets and offsets and thereby minimize the current loss through the membrane resistance. A set of key biophysical innovations promote bang-bang dynamics and reduce the cost of APs: Na þ currents that are extraordinarily powerful and inactivate with voltage, Na þ and K þ currents whose kinetics have a bell-shaped voltage dependence, and multiple gating particles to control current flow through a single ion channel. While most neuron models invoke voltage-dependent outward currents during APs, these are not required for the generation of APs; in fact, APs produced by the interaction of voltagedependent Na þ and passive leak currents cost less energy than those caused by persistent voltage-gated Na þ and K þ currents. A time delay between the inward and outward current is the essential feature required to reduce the overlap between the Na þ and K þ currents. Given only the existence of ionic concentration gradients and first-order differential equations for ion channel kinetics, minimizing energy use allows one to deduce many features of the standard Hodgkin-Huxley model for the squid giant axon [34] , from which almost all other neuron models are derived. Many mathematical models can give rise to AP-like dynamics, including classic nonlinear oscillators such as van der Pol oscillator. Yet only the full Hodgkin-Huxley model, given suitable parameters, has the minimal dynamics necessary to produce maximally energy-efficient APs. By comparing the measured biophysical parameters to the parameters produced by numerical optimization for maximal energy efficiency, Sengupta et al. [80] argued that natural selection for energy efficiency could help explain both the shape of the AP and the underlying biophysics of ionic currents.
IX. CONCLUSION
Even though glycolysis (conversion of glucose to ATP) involves a complex chemical cascade and the connection between oxygenated blood flow and neural activity still faces many open questions, a simple, quantitative theory has emerged to measure the energy requirements of nerve cells. Provided that one can quantify the noise and information capacity of nerve cells, this development sets the stage for applying optimization theory to explain the function and design of the nervous system, which promises to be an exciting field for future research. h
