Introduction
One of the most important contributions to the area of non-Gaussian noise 1 . Mathematical expressions were developed for the received and match ltered signal at a single antenna that results from the interference generated by a collection of emitters in the space around the antenna. By using a statistical formulation, the analysis considers the arrangement of the emitters in space and time as well as the propagation environment. The thermal noise that is always present in real receivers is also included in the derivation. To achieve a tractable model from such a complicated analysis, Middleton employed simplifying assumptions where feasible. He was always careful to use physics to justify these assumptions. Middleton also described and measured real noise from various man-made sources 4, 6] and showed that these measurements were consistent with the assumptions he made in his model.
One highly desirable property of Middleton's model is that it is derived from a mathematical analysis of a simpli ed model of the real physical mechanisms that generate noise in communication receivers. Further, Middleton has shown that his model is consistent with real measurements of noise in communication receivers. Another advantage of Middleton's model is that it can be expressed in a canonical form, so that noise from many di erent speci c interference scenarios can all be represented by the same model but with a di erent set of coe cients. In fact, the interference scenarios can result in either Gaussian or 1 Our use of the term noise includes interference whose structure can not be predicted. non-Gaussian noise. A canonical model for Class A noise, where the duration of a typical interference waveform is much greater than the reciprocal of the bandwidth of the receiver 6], was developed in 3, 4] . This type of noise generates ignorable transients in the receiver.
The fundamental nature of the Class A model is evidenced by the fact that it was derived separately in 7] when designing optimal and sub-optimal detectors for linear processes. An- While other researchers have also attempted to develop models by considering interference scenarios 8, 9, 10], none of these models have been as extensively tested 4, 6] , as rigorously justi ed using electromagnetic wave theory and physics 1, 2, 3, 4, 5, 6] or as heavily referenced and employed as Middleton's model 11]. In fact, due to the popularity and wide applicability of Middleton's Class A model, there was a previous attempt in 11] to extend his model to multivariate cases (multiple antenna or time observations). In multivariate scenarios, there may be correlation between the di erent noise observations. However, the multi-dimensional non-Gaussian noise models proposed in 11] are ad-hoc and are not based on a mathematical analysis of interferers located in space. The models in 11] are each just one of several possible two-dimensional probability density functions (pdfs) that have Middleton's model, a univariate model, as their marginal pdf. It is unknown if the models in 11] have assumed a dependence structure which is consistent with the dependence structure imposed by the real physical mechanisms that generate noise in communication receivers.
Thus, using the models in 11] to analyze performance may result in a completely inappropriate analysis. Similarly, using a model from 11] to design a receiver may result in a scheme which performs very poorly in practice, even though the receiver functions well when used with noise from the model in 11]. Alternatively, we produce a model which is consistent with the real physical mechanisms that generate noise in communication receivers. The importance and utility of developing accurate multi-dimensional non-Gaussian noise models is evidenced by the use of the models proposed in 11] in some recent studies 12], even though these models have not been justi ed.
Here we produce a multi-dimensional version of Middleton's model by developing mathematical expressions for the signals simultaneously received at two antennas after match ltering. In our literature searches we found no journal papers on this topic which attempted to develop multi-dimensional models based on the physical mechanisms producing the noise, although such models are needed 12]. We believe the lack of this type of model is mainly due to the di culty of this problem. Just as Middleton did for the single antenna case, we use a statistical formulation to consider the arrangement of the emitters in space and time as well as the propagation environment. Of course, this type of analysis is not a straight forward extension of Middleton's analysis for the one dimensional case. In fact, the complexity is greatly increased. Thus making simplifying assumptions is essential in order to facilitate the analysis and to produce a simple model. Several assumptions are made in the development of our noise model. Similar assumptions were also made by Middleton and justi cations for these assumptions appear in 1, 3, 4, 5] . We assume that the noise voltage due to the interference emissions is a linear superposition of the received waveforms produced by each emission. Further, we assume the number of emissions from incrementally small spatial regions are Poisson distributed. Each emission event is statistically independent of all other emission events. Emission times are independent of emission locations. The emission times are assumed to be uniformly distributed over a long time interval. We assume far eld conditions, i.e., the distance from an emitter to the receiving antenna is large compared with the distance between the antennas. The noise is characterized at the output of the IF stage of the receiver (before down-conversion to baseband). In simplifying the equation for the characteristic function, we assume the expected values of certain highly oscillatory waveforms are small enough to be approximated as zero. This assumption is reasonable if the expected values are equivalent to time averages (an ergodic assumption). The model includes an additive Gaussian component to account for noise caused by the thermal agitation of electrons which is present in all real receivers.
We assume that narrow-band waveforms exist after the interference has been match ltered.
This scenario can result from either narrow-band interference entering the receiver or from narrow-band match ltering forcing the interference to look like a narrow-band signal. This assumption is not very limiting and includes many cases of practical interest. Consider the typical case where a narrow-band pulse waveform is used in a spread spectrum system. A receiver for this case would satisfy our assumptions even if wideband interference enters the receiver. We consider only Class A noise and therefore ignore transient responses in the receiver. This corresponds to assuming the duration of a typical interference waveform is much greater than the reciprocal of the bandwidth of the receiver. This would be the case, for example, for interfering communication signals. In order to limit complexity and to promote clarity, we consider only the two antenna array case in this paper.
After obtaining our nal results for the pdf of the observations at the two antennas, we found 13] where a similar problem is considered. A model is provided in 13] which appears to be equivalent to a simpli ed version of our model. A detailed derivation showing how the model is obtained is not provided in 13] and we could not nd a published version of this derivation. Hence, it is not possible to describe the exact di erences between our approach and that used to obtain the results in 13].
It should be emphasized that we did not follow the common practice of initially assuming that our noise model would be non-Gaussian. We attempted to develop a mathematical model for interference plus thermal noise. The model allows noise from many di erent interference scenarios to be represented, each corresponding to a di erent set of coe cients.
For example, the model handles both dependent and independent observation cases. The coe cients are related to the physical parameters which describe the communication system, to the emitters producing the interference and to the thermal noise. If the coe cients are chosen in a speci c way, a Gaussian pdf results. However, most choices of the coe cients result in non-Gaussian noise pdfs. We shall demonstrate that in some cases these pdfs exhibit impulsive noise characteristics. Measurements indicate that real noise often has impulsive characteristics, such that large noise samples are observed every so often. This characteristic is not exhibited by Gaussian noise. Impulsive noise has been measured in many indoor wireless communications environments, such as o ces, factories, and hospitals 14, 15] and also outdoor environments due to a variety of man-made sources 4, 6] . Measurements made by Parsons 16] provide evidence that in some frequency ranges, noise that is impulsive dominates over thermal noise. 
Characteristic Function
The received voltages at antenna 1 and antenna 2 will be represented by the random variables X 1 (t 1 ) and X 2 (t 2 ) respectively. To be precise, these random variables are the received voltages after processing through the aperture, radio frequency and IF stages of the receiver.
We de ne the following notation i) X 1;a (t 1 ) = that part of X 1 (t 1 ) resulting from emitters observed by antenna 1 alone.
Let ? a denote the spatial domain for such emitters.
ii) X 2;b (t 2 ) = that part of X 2 (t 2 ) resulting from emitters observed by antenna 2 alone.
These emitters lie in ? b .
iii) X 1;c (t 1 ), X 2;c (t 2 ) = the portions of X 1 (t 1 ) and X 2 (t 2 ) resulting from emitters observed by both antenna 1 and antenna 2. These emitters lie in ? c . X 1;c (t 1 ) and X 2;c (t 2 )
are generally not equal due to di erences in the propagation paths, apertures, re ectivities, etc.
Since ? a , ? b and ? c are non-overlapping and emission events are independent, X 1 (t 1 ) = X 1;a (t 1 ) + X 1;c (t 1 );
(1)
and X 1;a (t 1 ), X 2;b (t 2 ) and (X 1;c (t 1 ), X 2;c (t 2 )) are independent. Let there be R non-overlapping regions which cover the spatial domain ? a . The volume of the k th region is denoted as a;k , where k = 1; : : : ; R. X 1;a (t 1 ) is the sum of the contributions from all the emissions from ? a .
De ne the contributions just from the k th region as Y 1;a;k (t 1 ) so that
Similar relationships apply for X 1;c (t 1 ), X 2;b (t 2 ) and X 2;c (t 2 ). Using these relationships in (1) and (2), the joint characteristic function for X 1 (t 1 ) and X 2 (t 2 ) becomes Under the conditioning on the right-hand side of (6) Y`; c;k (t`) = N X j=1 U(t`; j;k ; q j;k ) for`= 1; 2:
In (7), U is the basic form of the waveform emitted by each emission event, j;k represents the spatial coordinates which locate each emission and q j;k is a set of random parameters 
where c ( k ) is the ensemble average number of emission events per volume c;k . We call c ( k ) the density of emissions and note that it is de ned for all k 2 ? c . Inserting (7) and (8) in (6) gives
The well known series for exp(x) is applied and (9) (10) Using (10) in (4) and applying a similar set of steps for all of the other terms in (4) 
3 Narrow-band Waveform Simpli cations
For our purposes, one of the most important random parameters contained in the set q is 2 (? T 2 ; T 2 ). sets the delay of the received waveform. Clearly is related to the emission time. Here we assume is uniformly distributed over the interval (? T 2 ; T 2 ). To simplify the situation we assume T 2 > max(t 1 ; t 2 ) + T s and ? T 2 < min(t 1 ; t 2 ) + T s . While it is straightforward to generalize our analysis to other cases, we shall not consider these other 
In (14) 
where cos(a) cos(b) = 1 2 (cos(a + b) + cos(a ? b)) (18) was used. For any m > 0 or n > 0, the rst cosine function in (17) oscillates. Therefore the contribution of these terms will not be considered. For the second cosine function, only terms with n = m will be considered since they are the least oscillatory terms 3 . Using the trigonometric identity cos(m(a + )) = (?1) m cos(ma); (23) where the assumption that is uniformly distributed over (? T 2 ; T 2 ) has been used. As de ned in (14) , an emission will be observed at both antennas if t 0 < t 1 < T s + t 0 and t 0 < t 2 < T s +t 0 , where t 0 = d+ . Figure 1 illustrates a case satisfying these conditions with t 1 < t 2 , since both t 1 and t 2 lie within the required window of length T s . Varying shifts the window placement on the time axis. Assuming t 2 ? t 1 < T s as chosen in Figure 1 , the window can be shifted from the point where t 0 = t 2 ? T s to the point where t 0 = t 1 and the necessary conditions for an emission to be observed at both antennas is still maintained.
Thus can be varied over an interval of size T s ? . Considering the case where t 2 < t 1
shows the general result is that may be varied over an interval of length T s ? j j. Further, only cases where j j < T s will allow any possibility that an emission can be observed at both antennas. Applying similar analysis shows that if j j < T s , may be varied over an interval of size j j and the required conditions will still be satis ed for an emission to be observed only at a single antenna. If j j > T s , may be varied over a region of length T s and the required conditions will still be satis ed for an emission to be observed only at a given antenna. Finally, if j j > T s then each emission can only be observed at a single antenna.
This produces independent noise voltages at each antenna and in this case the third term in (17) (25) Note that normalizing by
allows us to write f ( ) = ( ) I A ; (27) where f ( ) is a pdf. For convenience we de ne the following parameters 
and A = T s I A T : (29) Then using (24) 
The rst few coe cients in (34) are found to be C 0 = 1, C 2 = 0 and 
Inserting the values for the coe cients determined by using de nitions like (34) and (35) and explicitly writing out the value of Q, we obtain (46) which is the desired form of the pdf.
Numerical Investigations and Discussion
The terms in (46) are coe cients multiplied by Gaussian functions and derivatives of Gaussian functions. The similarity to the one-dimensional model developed in 3], which is a sum of one-dimensional Gaussians and their derivatives, is evident. In 3], the author suggests truncating the sum to eliminate the derivatives of the Gaussians and to employ only a nite number of terms. The truncated model is said to be appropriate in many practical cases.
In particular, the author demonstrates that the truncated model provides an excellent t for some measured data cases ( 11] and references therein). This is not completely surprising since the truncated model, with proper renormalization, is a special case of a Gaussian mixture pdf. Gaussian mixture pdfs with arbitrary parameters are known to be good for representing impulsive noise 23, 24] and evidence exists which indicate that these pdfs can represent a large class of impulsive pdfs. For example, with enough terms in the mixture, these pdfs can exactly represent any completely monotonic pdf 25]. Further, it has been
shown that mixture models with a nite number of terms can often represent impulsive pdfs of practical interest 11, 26] . Finally, we have found the Gaussian mixture representation works well when used in an adaptive receiver 27]. Whatever modeling errors do occur, we have found they appear to be unimportant as far as the probability of error performance of the adaptive receiver is concerned.
Since the model developed in this paper is a generalization of the one developed in 3], it is clear that our model can also be truncated in some cases to include only a nite number of non-derivative terms (and no derivative terms). In particular, if the observations are independent from antenna to antenna then our model exactly reduces to the one in 3]. We have found that the model produced here can also be truncated (derivative terms set to zero and only a nite number of terms used) for some dependent observation cases also. However, we have not yet investigated this issue using measured data. In 13], a model is produced which is equivalent to the model we provide with the derivative terms set to zero. This gives further justi cation to truncation in some cases. Finally, we note that the analytical justi cations of the nice properties of Gaussian mixture models do carry over to multi-dimensional cases 25]. In particular, a mixture model can represent any completely monotonic, elliptically symmetric, multi-dimensional pdf. Some discussion of how the mixture models considered here compare to other, more ad-hoc models is provided in 28].
By changing the coe cients in (46), it is possible to obtain di erent pdfs ranging from Gaussian to highly impulsive. Our analysis shows how these coe cients are related to the physical mechanisms which generate the interference. Thus, many di erent pdfs may result from the wide range of possible interference scenarios. While it would be impossible to include a comprehensive discussion of all the di erent pdfs possible, we focus here on impulsive pdfs. These pdfs appear to be the most important based on past 4, 6] and recent 14, 15, 16] measurements. Further, even the class of possible impulsive pdfs is rather large. Therefore, rather than attempting to produce a complete discussion, we present a few examples of possible pdfs.
Consider a case where the derivative terms in (46) can be ignored as discussed in the last two paragraphs. Further, assume t 1 = t 2 so = 1 and based on the results in 11, 26] we consider only the rst two terms in the sum over n, speci cally n = 0; 1. Thus, the pdf becomes (after adjustment to make sure it integrates to unity after truncation 11]) 
where K j is the ratio of the Gaussian power to the non-Gaussian power. 
We will use (52) in the following simulations. Figure 2 illustrate a more impulsive noise case. Every so often a large spike appears in the impulsive noise sequences. Large spikes of this type never appear in Gaussian noise sequences. This is reasonable since it is well known that Gaussian noise samples lie within two standard deviations of the mean of the distribution with very high probability. Figure 2 indicates that A clearly controls the impulsiveness of the noise, where small A leads to the noise being more impulsive. It is interesting to contrast the results in Figure 2 with the results in Figure 3 . The noise sequences in Figure 3 were generated from our model with the parameters K 1 = 0:04, We may also illustrate the impulsiveness of the cases illustrated in Figure 2 and Figure   3 by examining the decay of the pdf (52) for large arguments. Figure 4 in the pdf versus z 1 for z 2 = 1. Note that while the less impulsive pdf decays rapidly, the tail of the impulsive pdf decays much more slowly.
Next we brie y illustrate the performance of a typical communication system faced with the noise we have described. We consider using the optimum (likelihood ratio) receiver 29] designed for receiving a known antipodal unit-amplitude signal in zero-mean Gaussian noise with variance 0:0741 at the rst receiver and 0:0909 at the second receiver. Our receiver is optimum under the assumption that the noise is independent from receiver to receiver, which is a typical assumption in receiver design. The actual noise at the output of the match lter is assumed to come from the model in (52) with the parameters given in Figure 5 (a).
This noise is, as speci ed, at the output of the match lter. At the output of the match lter, ?1 corresponds to a zero sent and +1 corresponds to a one sent. In order to vary the impulsiveness of the noise we assume the power of the noise from the rst term in (52) A so that the variances of the second term in (52) increase as seen from (53). Changing parameters in this manner is analagous to having a constant noise power from the rst term and adding noise power, possibly due to extra interference, from the second term as A is decreased. Clearly this will lead to an increase in the bit error rate as A is decreased as seen in Figure 5 (a). One might wonder if a similar behavior is observed if the receiver is designed for Gaussian noise which is correlated from receiver to receiver. Such a case is considered in Figure 5 (b). In this case the receiver is again designed for receiving a known, antipodal, unit-amplitude signal in zero-mean Gaussian noise with variance 0:0868 at the rst receiver and 0:0826 at the second receiver. However, the receiver is optimum for correlated noise from receiver to receiver with a correlation coe cient of 0:8. The actual noise at the output of the match lter is assumed to come from the model in (52) with the parameters given in Figure 5 (b). Again we see an increase in the bit error rate as A is decreased.
Conclusion
This study yielded a model for statistically dependent non-Gaussian noise observed at two closely spaced antennas (less than one wavelength). The interest in models for closely- shows that all of the analysis in that Section is still valid for the case of Class B noise. In fact, (12) is still valid for Class B noise. The major di erence in a development of a Class B noise model starts with the assumptions and analysis in Section 3. One major task is to evaluate the expected values denoted by Efg q in (12) . In particular, one must rst evaluate some integrals which are similar in spirit to the integral over in (23) but which are much more complicated than the one in (12) . Due to the extreme di erences from the Class A case after (12) , even an abbreviated, but clear, discussion of the procedure would require several more Sections. Thus we avoid further discussion of the Class B case due to space limitations. We believe this could be the topic of future research.
