Introduction {#Sec1}
============

Researchers of culture, whether human or animal, face the problem of how cultural differences between groups can persist over time despite processes like migration and intermarriage, which tend to mix individuals from different groups^[@CR1]^. To sustain cultural differences between groups under such exchange of individuals requires some counteracting cultural force that promotes population level conformity. It may be tempting to think that social learning acts as such a force. However, consideration of a very simple model shows that social learning does not necessarily promote population level conformity^[@CR1],[@CR2]^. Namely, assume two alternative behaviors, B and b, and assume that every learning individual independently draws a random role model from the population and copies the behavior of that role model. If the relative frequency of Bs among the role models is *f*, then the expected frequency of Bs among the learners is also *f*. Thus, social learning in this model does not amplify a difference in frequency between the two behaviors.

Robert Boyd and colleagues have shown how conformity can arise from social learning if individuals instead make *multiple observations and use some frequency bias* when learning from these observations^[@CR1],[@CR2]^. For instance, an individual may observe a random sample of three members of the population and adopt the majority behavior in this sample^[@CR2]^. With the same notation as above, the probability that an individual observes three Bs is *f* ^3^ while the probability of observing two Bs and one b is 3*f*  ^2^ · (1 −*f* ). The probability of observing a majority of *B*s is the sum of these two terms, which can be rewritten as *f* + *f* · (1 − *f* ) · (2*f* − 1). The second term is positive when 1/2 \< *f* \< 1, which means that the frequency of the most common behavior will be greater among learners than among role models. In other words, this frequency-biased social learning model results in a conformist trend in the population.

Due to the abovementioned results, much theoretical research has focused on frequency-biased social learning as the mechanism behind sustained cultural differences between groups^[@CR1]--[@CR4]^. The empirical support that social learning is generally frequency-biased in this sense is mixed^[@CR5]--[@CR14]^. Based on simulations it has also recently been suggested that other individual biases in social learning, such as learning mainly from a smaller group of favored demonstrators, may produce the same kind of population-level trends as frequency-biased social learning^[@CR15]^. However, follow-up research has argued that these findings were artifacts of the simulations^[@CR16]^.

In a recent paper on animal traditions, Franz and Matthews suggested another way in which social learning could promote population level conformity in the absence of frequency bias, namely, if *individual behavior exhibits some randomness* and social learning interacts with reinforcement learning^[@CR17]^. Franz and Matthews developed a simulation of population dynamics proceeding in discrete time steps. The state of an individual consisted of their probabilities for using either of two behaviors (say, B or b) as well as their level of knowledge for each behavior. At every time step, each individual displayed a behavior according to their current probabilities, received payoff based on their knowledge for the displayed behavior, updated their knowledge for that behavior, and updated the probability of using it in the next step based on the received payoff (i.e., reinforcement learning). These simulations did not bring about conformist population level trends. In another set of simulations, each time step was extended by letting each individual select another individual at random, observe the behavior of that individual, and *increase the probability of using the observed behavior*--a social learning mechanism referred to as *social enhancement*. The simulations that incorporated social enhancement exhibited conformist population level trends.

Note that, as social enhancement was based on a single observation, there was no frequency bias involved. Thus, the result of Franz and Matthews indicates that there are conditions under which social learning from randomly drawn role models can promote population level conformity even in the absence of frequency bias. The purpose of our paper is to examine what these conditions are.

One possibility was suggested by Franz and Matthews: it could be the combination of social enhancement with reinforcement learning that promotes conformity at the population level. Specifically, they suggested that social enhancement would amplify frequency differences arising from reinforcement^[@CR17]^, p. 3368. However, this cannot hold in general. To see why, note that social enhancement includes as a special case the simple social learning model we discussed in the first paragraph. Namely, if social enhancement works by increasing your probability of using the observed behavior to 100%, it is equivalent to copying the observed behavior. And we know from the first paragraph that copying the observed behavior of a randomly drawn role model does *not* amplify frequency differences between behaviors.

In their simulations, Franz and Matthews used a specification of social enhancement in which probabilities were not increased all the way up to 100%. But there are infinitely many different ways in which one could specify the size of the increase. When discussing the population level effects of social enhancement we therefore need to take into account *exactly how large the increase in the probability of using the observed behavior is specified to be*. We shall demonstrate that, depending on the choice of specification, social enhancement may either promote conformity, or be neutral, or even promote anticonformity at the population level. Moreover, this holds regardless of whether or not social enhancement is combined with reinforcement learning. Thus, we aim to show that social enhancement is such a powerful mechanism that it does not require frequency bias, nor the presence of reinforcement learning, to cause population level trends.

Importantly, the domain of social enhancement is much larger if the presence of reinforcement learning is not required. Namely, social enhancement may then apply also to choices of behavior that are mainly socially determined, which is the focus of the models of cultural differences discussed in the initial paragraphs.

To gain detailed understanding of how social enhancement may lead to conformist or anticonformist population level trends, we study the effect at the population level of using different specifications of the probability increase function. For completeness we treat two different population level processes that have received attention in previous research on cultural evolution: between-generation learning and within-generation learning. Although they operate on different time-scales, these processes are quite similar from a mathematical perspective; we therefore expected the effects of varying the specification of social enhancement to be the same for between-generation and within-generation learning. Indeed, this is what we found.

We also discuss the effect on the individual of repeated social enhancement. We then turn to the combination of social enhancement with reinforcement learning. Finally, we look at the combination of social enhancement with frequency-biased processing of multiple observations.

Results {#Sec2}
=======

We shall consider individuals who do not have detailed memory of all observations they have made in their lifetime. Instead of remembering the exact number of times they have observed *B* and the exact number of times they have observed b, they sacrifice some of this information by maintaining only a one-dimensional state, represented by their current probability *x* of doing B. This state variable is updated when a new observation of a B or a b is made. Because of this loss of historical information, the influence of any given observation may depend on when it is made. In other words, order effects may occur (as we will see in detail below).

Formally, we assume that an individual who observes behavior B at time *t* increases their own probability of using B from some current value *x* ~*t*~ to a new value *x* ~*t*+1~ according to some function incr(*x* ~*t*~):$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Observing}}\,{\rm{B}}\,{\rm{yields}}\,{x}_{t+1}={x}_{t}+{\rm{incr}}({x}_{t}).$$\end{document}$$

As we assume a choice between only two behaviors, B and b, the probability of using the alternative behavior b at any time *t* is 1 − *x* ~*t*~. If instead b is observed, we can just replace *x* ~*t*~ by 1 − *x* ~*t*~ in Eq. [1](#Equ1){ref-type=""}. After simplification we obtain the following:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Observing}}\,{\rm{b}}\,{\rm{yields}}\,{x}_{t+1}={x}_{t}-{\rm{incr}}(1-{x}_{t})\mathrm{.}$$\end{document}$$

We shall consider various ways of specifying the function incr(*x*). As probabilities can only be in the range from 0 to 1, any specification must satisfy incr(*x*) ≤1 −*x*.

The exact specification of social enhancement that Franz and Matthews used can be found in the supplementary material to their paper. In our notation, their specification was$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{incr}}}_{C}(x)={\gamma }_{C}\cdot \mathrm{(1}-x)\cdot x,{\rm{for}}\,{\rm{some}}\,{\rm{constant}}\,0\, < \,{\gamma }_{C}\le 1.$$\end{document}$$

The index "C" is a label that we use to indicate that this particular specification leads to conformity at the population level, as we shall see below. Note that when the current behavioral probability *x* is close to zero, the value of incr~*C*~(*x*) is very small. In other words, if the individual is already almost always choosing b, a new observation of B will have almost no impact. This property can be regarded as akin to confirmation bias: the individual has become committed to one behavior and does not care if other people behave differently.

Other psychological theories may suggest other forms incr(*x*). Specifically we shall consider social impact theory, which states as a "law" that as the number of sources of social impact grows, the marginal impact decreases^[@CR18]^. For instance, the greatest difference in impact should occur in the step from zero sources to one source. An interpretation of that law is that when an individual has previously only observed one type of behavior, say b, so that *x* has become close to zero, a first observation of B should have a large impact and subsequent observations of *B* should have less and less additional impact. We shall formulate two specifications of incr(*x*) that implements this principle. The first specification is$$\documentclass[12pt]{minimal}
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A good reason to consider this particular specification is that the special case of *γ* ~*N*~ = 1 amounts to simply adopting the last observed behavior. The label "N" is used to indicate that, as we shall see, this specification leads to neutral drift at the population level. Note that the value of incr~*N*~(*x*) is proportional 1 − *x*. Thus, consistent with social impact theory, the impact of observing a B is at its largest when the current probability *x* of using B is small. Here, the impact of observing B decreases linearly with *x*. Finally, we consider a more extreme version where the impact of observing B decreases faster than linearly:$$\documentclass[12pt]{minimal}
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The label "A" is used to indicate that, as we shall see, this specification leads to anticonformity at the population level.

Below we present a framework for the analysis of the population level effects of a given specification of social enhancement. We then present the results of such analyses of the specifications incr~*C*~, incr~*N*~, and incr~*A*~. Thereafter, following Franz and Matthews, we use simulations to examine the interaction of social enhancement with reinforcement learning. Finally, we consider social enhancement combined with frequency biased processing of multiple observations.

Analytical framework {#Sec3}
--------------------

We shall consider a large population of learning individuals, all using the same social enhancement mechanism to update the probabilities of using B vs. b.

In the between-generation analysis, we assume that each learning individual repeatedly observes an independently chosen random individual from a parent population. We assume that both behaviors are present in the parent population at some fixed frequencies. One behavior, say B, is assumed to be more common than the other. Thus, the parent population displays behavior B at a fixed frequency *f* satisfying 1/2 \< *f* \< 1. Then *f* is also the probability for an individual in the learning population to observe B at any given observation. To emphasize that the process is stochastic, we use capital letters to signify stochastic variables. The stochastic variable *X* ~*t*~ denotes the probability that a given individual will use behavior B at time *t*. By the law of large numbers, the average frequency of behavior B in the learning population at time *t* will be very close to the expected value *E*\[*X* ~*t*~\]. We say that a mechanism is *between-generation conformist-biased* if *E*\[*X* ~*τ*~\] \> *f* whenever *τ* is sufficiently large; *between-generation neutral* if *E*\[*X* ~*τ*~\] is arbitrarily close to *f* whenever *τ* is sufficiently large; and *between-generation anticonformist-biased* if *E*\[*X* ~*τ*~\] \< *f* whenever *τ* is sufficiently large.

In the within-generation analysis, we assume a population that is learning from itself. In each time step, each individual both displays a behavior and observes the behavior of an independently chosen random individual in the same population. We say that the social enhancement mechanism is *within-generation conformist-biased* if the population trend will be toward homogeneity in displayed behavior (i.e., moving toward either all B or all b); *within-generation neutral* if the expected effect at the population level is zero; and *within-generation anticonformist-biased* if the population trend will be toward equal frequencies in display of the two behaviors.

Population level analysis {#Sec4}
-------------------------

For any *x* ∈ \[0, 1\], let *p* ~*t*~(*x*) denote the probability that *X* ~*t*~ = *x* under the process we are studying. Let *M* ~*t*~ denote the finite set of values that *X* ~*t*~ may in fact attain under that process:$$\documentclass[12pt]{minimal}
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In the case of between-generation learning, a learning individual observes a B with probability *f*, leading to an increase in the individual's own probability of using B. This increase is given by *X* ~*t*+1~ − *X* ~*t*~ = incr(*X* ~*t*~). A b is observed with probability 1 − *f*, in which case the individual's probability of using B is instead decreased according to *X* ~*t*+1~ − *X* ~*t*~ =− incr(1 − *X* ~*t*~). It follows that the change in expected value is described by the equation$$\documentclass[12pt]{minimal}
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In the case of within-generation learning, the only difference is that a learning individual observes a B with probability equal to the frequency of display of B in the learning generation, which by the law of large numbers is very close to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\overline{X}}_{t}$$\end{document}$ in a large population. Thus, to conduct the analysis we just replace *f* by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\overline{X}}_{t}$$\end{document}$ in the above equation.

We shall now analyze between-generation learning and within-generation learning for each of three specifications of the function incr(*x*).

Social enhancement by incr~*N*~ (*x*) is both between-generation and within-generation neutral {#Sec5}
----------------------------------------------------------------------------------------------

Using the specification incr~*N*~(*x*) = *γ* ~*N*~ · (1 − *x*), Eq. [8](#Equ8){ref-type=""} simplifies to$$\documentclass[12pt]{minimal}
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As 0 \< *γ* ~*N*~ ≤ 1, it follows that the sequence $\documentclass[12pt]{minimal}
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We now turn to within-generation learning for the same specification. Replacing *f* by $\documentclass[12pt]{minimal}
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This means that the expected change of behavior at the population level is zero (i.e., population level behavior will exhibit neutral drift). Hence, incr~*N*~ is within-generation neutral according to our framework.

Social enhancement by incr~*C*~(*x*) is both between-generation and within-generation conformist-biased {#Sec6}
-------------------------------------------------------------------------------------------------------

Using the specification incr~*C*~(*x*) = *γ* ~*C*~ · (1 − *x*) · *x*, Eq. [8](#Equ8){ref-type=""} simplifies to$$\documentclass[12pt]{minimal}
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As 0 \< *γ* ~*C*~ ≤ 1 and 1/2 \< *f* \< 1 it follows that the factor 1 − *γ* ~*C*~ · (2*f* − 1) · *X* ~*t*~ is strictly between zero and one, and hence the sequence $\documentclass[12pt]{minimal}
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We now turn to within-generation learning for the same specification. Replacing *f* by $\documentclass[12pt]{minimal}
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Social enhancement by incr~*A*~(*x*) is both between-generation and within-generation anticonformist-biased {#Sec7}
-----------------------------------------------------------------------------------------------------------

Using the specification incr~*A*~(*x*) = *γ* ~*A*~ · (1 − *x*)^2^, Eq. [8](#Equ8){ref-type=""} simplifies to$$\documentclass[12pt]{minimal}
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Simulation of within-generation learning using varying specifications of social enhancement {#Sec8}
-------------------------------------------------------------------------------------------

The above mathematical analysis of within-generation learning approximated frequencies of display with expected probabilities of display. This approximation is inaccurate for finite populations. To illustrate that the qualitative conclusions nonetheless hold, we simulated within-generation learning in a population of 1000 individuals. Over the course of *τ* = 1000 rounds, each of these individuals first made a display of behavior (B or b) according to the probability given by their current state variable, then observed a randomly chosen individual's display, and finally updated their state probabilities according to the given specification of social enhancement. To clearly illustrate the differences between the population level trends caused by the three specifications of social enhancement, individual states were initialized so that the initial frequency of display of B in the population was approximately 0.7, Fig. [1](#Fig1){ref-type="fig"} shows the results of the simulations: neutral drift when incr~*N*~ was used, a conformist trend when incr~*C*~ was used, and an anti-conformist trend when incr~*A*~ was used.Figure 1A plot of the proportion of behavior B displayed by a population of 1000 individuals as a function of time, for three simulated populations. Each simulation begins with an identical population, generated by drawing each individual's value of *X* ~*t*~ from a beta distribution with parameters *α* = 7 and *β* = 3. The blue (middle) curve is the trajectory followed by a population using social enhancement as specified by incr~*N*~, a within-generation neutral mechanism. The green (top) curve is the trajectory of a population using social enhancement as specified by incr~*C*~, a within-generation conformist-biased mechanism. The red (bottom) curve is the trajectory of a population using social enhancement as specified by incr~*A*~, a within-generation anticonformist-biased mechanism. We set *γ* ~*N*~ = *γ* ~*C*~ = *γ* ~*A*~ = 0.01 in these simulations.

The specifications we have studied have all been of the form incr(*x*) = *γ* · (1 − *x*)^1+*u*^ · *x* ^*v*^ for some values *u* ≥ 0 and *v* ≥ 0. To see how our analytic results on within-generation learning generalize across specifications of this form, we ran simulations with the same basic set up as described in the previous section but systematically varying the values of *u* and *v* in the range of \[0.0, 5.0\] in increments of 0.25 for a total of 441 distinct learning rules. See Fig. [2](#Fig2){ref-type="fig"}. Generalizing our analytic results, these simulations suggest that *u* \> *v* results in anticonformist-biased mechanisms and that *u* \< *v* results in conformist-biased mechanisms. Even when we set *u* = *v* \> 0, the mechanism seemed to become slightly conformist-biased. These simulations illustrate that it may be very rare for a specification of social enhancement to be neutral. Rather, it seems that we should generally expect social enhancement to have a population level effect--either toward conformity or toward anticonformity.Figure 2Each square in the grid represents the final frequency of display of behavior B (averaged over 5 simulations) for a given choice of *u* and *v* in the specification incr(*x*) = *γ* · (1 − *x*)^1+*u*^ · *x* ^*v*^. Values of *u* and *v* range between 0 and 5 in increments of 0.25. Note that above the diagonal, where *u* \> *v* we consistently have final expected display frequencies close to 50% (i.e., anticonformist-bias); below the diagonal, where *u* \< *v*, we consistently have average final expected display frequencies close to 100% (i.e., conformist-bias). In the lower left corner, where *u* = *v* = 0, the final expected display frequency is approximately the same as the initial display frequency of 70%. On the rest of the diagonal, where *u* = *v* \> 0, the final expected display frequency is higher than 70% (i.e., indicating conformist-bias). Each simulation consists of 1000 individuals, run for 2000 rounds. The value of *γ* for each simulation is chosen so that the maximum possible change in an individual's probability of display in a single round is 0.01.

Individual level analysis {#Sec9}
-------------------------

Note that population level trends arise despite individuals being unable to apply any frequency bias, as their social learning is based on a single observation at a time. Indeed, the population level trends in the three cases are determined by Eqs [12](#Equ12){ref-type=""}, [15](#Equ15){ref-type=""} and [19](#Equ19){ref-type=""}, all of which describe the population level effect of individuals making a single observation.

One may wonder whether *repeated* social enhancement amounts to frequency bias at the individual level. In other words, does the frequency of Bs encountered during *τ* repetitions of social enhancement determine the individual's final probability *x* ~*τ*~ of using B? The answer is no, not even when the number *τ* of repetitions is very large.

To see this, consider an individual who starts out with *x* ~0~ = 1/2 and updates this value following a series of observations of length *τ* in which the relative frequency of Bs is *f* \> 1/2. The individual thus encounters *f* · *τ* Bs and (1 − *f*) · *τ* bs, where the number of Bs is greater than the number of bs. Consider two different orderings of these observations: Bs first (i.e., all Bs come before all bs), and Bs *last* (i.e., all bs come before all Bs). It turns out that for sufficiently large *τ* the following holds for the three specifications. (The proof is given in the supplementary m[ate](#MOESM1){ref-type="media"}rial.)$\documentclass[12pt]{minimal}
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Hence, at the individual level, none of these social enhancement mechanisms exhibits a well-defined sensitivity to the frequency of multiple observations. Only when averaged over the population is there a well-defined frequency sensitivity (as shown by the between-generation analyses above).

Combining social enhancement with reinforcement learning {#Sec10}
--------------------------------------------------------

We now turn to the more elaborate simulation scheme used by Franz and Matthews, in which social enhancement is combined with reinforcement learning^[@CR17]^. As described in the introduction, Franz and Matthews simulated a population of "individual learners" who only used reinforcement learning, as well as a population of "social enhancement learners" who added social enhancement to the reinforcement learning. Repeated simulations of the two populations (100 simulations of each population) produced systematically different outcomes with regards to conformity: In groups of individual learners, the mean difference in frequency between the more frequent behavior and the less frequent behavior at the end of the simulation was just 8 percentage points. Thus, reinforcement learning alone was insufficient for behavioral conformity to arise. In groups of social enhancement learners, however, the corresponding difference was 96 percentage points. Thus, the combination of reinforcement learning with social enhancement caused behavioral conformity.

In the introduction we outlined two competing explanations for this result: either conformity is produced by the interaction of reinforcement learning and social enhancement regardless of how you specify it, or it is the product of special properties of the specification of social enhancement that was used. In the preceding sections we have shown that, in the absence of reinforcement learning, social enhancement may produce both conformity and anticonformity depending on the specification. Franz and Matthews used the incr~*C*~(*x*) specification, which we now know produces conformity. To achieve a definitive test of the two explanations, we must examine the result of combining reinforcement learning with a specification of social enhancement that on its own would produce anticonformity.

We reran the exact same simulation of Franz and Matthews, only specifying social enhancement using incr~*A*~(*x*) instead. In groups of social learners, the mean difference in frequency between the more frequent behavior and the less frequent behavior at the end of the simulation was now less than 1 percentage point, that is, even lower than among individual learners.

Thus, the combination of reinforcement and social enhancement does not produce consistent outcomes. Our conclusion is that the original finding of emerging conformity obtained by Franz and Matthews reflects the special properties of the particular specification of social enhancement they used.

Social enhancement based on multiple observations of behavior at a time {#Sec11}
-----------------------------------------------------------------------

So far we have analyzed social enhancement based on a single observation at a time. If individuals instead make multiple observations at a time (or remember multiple recent observations), they may explicitly take frequency into account. How may such frequency bias in the processing of multiple observations interact with the bias we found to arise from different specifications of social enhancement?

There are many ways to model frequency bias and many ways to specify social enhancement. We shall address the question in one special case, building on a model of conformist social learning developed by Boyd and Richerson^[@CR2]^. They modeled individuals that based their own behavior on the majority behavior observed among three random members of the population. Here we develop a social enhancement model that incorporates this particular frequency bias in the processing of multiple observations. Thus, we will assume that individuals observe the behavior of three random members of the population and use some specification of social enhancement to increase their probability of using the majority behavior observed among these three.

If the individual learner's probability of using the majority behavior is increased to 100% (i.e., using specification incr~*N*~(*x*) with *γ* ~*N*~ = 1), we are back in the model of Boyd and Richerson for which it is well-known that the population trend will be conformist. The interesting question is what the population trend will be if the individual learner's probability of using the majority behavior is specified by incr~*A*~. In this case, a conformist bias in the processing of multiple observations is combined with an anticonformist bias in the specification of social enhancement. For this model of social enhancement we simulated within-generation learning in a population of 1000 individuals over 1000 time steps. The results are shown in Fig. [3](#Fig3){ref-type="fig"}. First, as expected, conformist-biased processing of observations combined with the incr~*N*~ specification of social enhancement yielded a conformist population trend. Second, and more interesting, conformist-biased processing of observations combined with the incr~*A*~(*x*) specification of social enhancement yielded an anticonformist population level trend.Figure 3A plot of the proportion of the population displaying behavior B as a function of time for two simulated populations of 1000 individuals. Both simulations begin with an identical population, with each individual's value of *X* ~0~ drawn from a beta distribution with parameters *α* = 7 and *β* = 3. The blue (top) curve is the trajectory of a population using conformist-biased processing of observations combined with the incr~*N*~ specification of social enhancement (*γ* ~*N*~ = 0.01). The red (bottom) curve is the trajectory of a population using conformist-biased processing of observations combined with the incr~*A*~ specification of social enhancement (*γ* ~*A*~ = 0.01).

We conclude that even in a population of individuals who are explicitly conformist-biased, certain specifications of social enhancement may still produce anticonformist cultural dynamics.

Methods {#Sec12}
=======

Simulations were coded in Python using the NumPy package for scientific computing. The code for the simulations is available as Supplementary In[formati](#MOESM1){ref-type="media"}on.

Discussion {#Sec13}
==========

The overarching question behind this paper is how population level trends may arise from individual level social learning mechanisms. Much previous research has focused on how conformist population level trends may arise from individuals using some frequency bias when processing multiple observations.

Here we instead focused on how such trends may arise if individual behavior exhibits some randomness, with the probability of using a certain behavior updated whenever the individual observes a demonstrator using, or not using, that behavior. Thus, randomness in individual behavior is a key assumption. This assumption means that, even in the absence of additional social observations (or any other relevant cues to which behavior to use), the individual should sometimes vary its behavior from trial to trial. There are many possible sources of such randomness in behavior, such as a drive for exploration, a preference against monotony, influences of irrelevant stimuli or states, or otherwise noisy processing of the behavioral decision. It seems reasonable to assume that such factors will vary between species, between individuals, and between contexts.

An established framework for decision making distinguishes between two elements: a decision variable (DV) and a decision rule^[@CR19]^. The DV is a state variable that is updated whenever new evidence is observed. When a decision is required, the decision rule states how the decision is made based on the value of the DV. In this framework, our model could be described as having a DV given by *x* ~*t*~ and a probabilistic decision rule stating that behavior *B* should be used with probability *x* ~*t*~. However, this constitutes a rather large leap from what DVs and decision rules usually look like in the decision-making literature, which is focused on situations where the world is in either of two states and where the individual's choice should depend on its belief about the state of the world. The DV is then usually conceived of as the likelihood ratio (LR) that the world is in state 1 rather than in the alternative state 2^[@CR19]^. In contrast, models of cultural evolution do not assume that cultural differences in behavior (e.g., style of expression in speech, art, clothes, etc.) hinge on different societies having different beliefs about the state of the world, but rather that these behaviors are shaped by individuals socially influencing each other. For that reason, we model social observations as acting directly on the individual's probability of using one behavior over another.

Now recall our findings. In individual level analyses, we found that repeated social enhancement does not imply any well-defined frequency bias at the individual level. Nonetheless, population level analyses showed that repeated social enhancement may result in either conformist or anti-conformist population level trends, depending on the exact mathematical specification of social enhancement. This finding has several implications.

First, our results point to social enhancement as a hitherto unappreciated pathway by which population level trends can arise in humans and animals. Thereby, it adds to the debate on what inferences can be drawn from population-level data to individual-level mechanisms^[@CR15],[@CR16]^.

A second implication is that predictions of population trends based on social enhancement is only possible if we obtain very detailed knowledge of how it works in practice at the individual level. In other words, we need to estimate, for a given individual in a given context, the mathematical form of the effect of observing a behavior on the probability that the observer will use that behavior. This is a very difficult task, not least because such probabilities are not directly observable.

Third, our results shed new light on a previous finding in simulations of animal behavior. Franz and Matthews found that population level conformity arose when they simulated a population of individuals that used a combination of reinforcement learning and social enhancement. They attributed this result to the interaction of these two mechanisms. Our analyses indicate that this conclusion was premature, and that the results obtained by Franz and Matthews do not rely on the presence of reinforcement, but strongly rely on the particular choice of mathematical specification of social enhancement that was used.

This example points to a final implication for modelers of cultural evolution. The setting up of models typically require arbitrary choices to be made, such as the choice of the exact specification social enhancement. Although such arbitrary choices may seem innocuous, our results demonstrate that they can have an overwhelming impact on the results. Without awareness of this possibility, it is likely that results of models are interpreted as holding in greater generality than they actually do.
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