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Poravnava medicinskih slik predstavlja ključen korak pri računalnǐsko podprti
analizi medicinskih slik in slikovno vodenih posegih. Uporablja se za zaznava-
nje in kvantifikacijo normalnih in patoloških sprememb v času, kot na primer
spremljanje poteka nevrodegeneracije pri preiskavah glave, spremljanje razvoja
tumorjev, razgradnjo kritičnih struktur v slikah pri načrtovanju radioterapije
preko poravnave topoloških atlasov, itd. S poravnavo pred- in med-operativnih
slik v realnem času lahko med posegom sproti lokaliziramo anatomijo bolnika v
operacijski dvorani, prenesemo pridruženi pred-operativni načrt posega in tako
omogočimo minimalno invazivne kirurške posege. V posameznem kliničnem kon-
tekstu je uporabnost postopkov poravnave medicinskih slik kritično določena z
ustreznim razmerjem med točnostjo, zanesljivostjo in časovno učinkovitostjo iz-
vajanja.
Poravnavo slik izvedemo z iskanjem parametrov preslikave tako, da optimi-
zacijski algoritem poǐsče optimum mere podobnosti med referenčno in premično
sliko. Netoga poravnava slik je slabo pogojena, ker je prostor rešitev neskončen,
hkrati pa je zaradi velikega števila prostih parametrov preslikave tudi računsko
zahtevna. Računsko učinkovit optimizacijski pristop je z uporabo iterativne me-
tode gradientnega spusta, vendar dosegljivo točnost in zanesljivost poravnave
lahko omejujejo lokalni minimumi v meri podobnosti, predvsem v aplikacijah
kjer je začetni približek preslikave daleč od optimuma. Slednji problem nasla-
vljajo globalni optimizacijski postopki, katerih tipični predstavnik je genetski
algoritem, vendar je zaradi velikega prostora možnih rešitev iskanje optimuma
računsko zelo zahtevna naloga.
Z naraščajočo zmogljivostjo grafičnih procesnih enot, tako glede računskih
kot spominskih kapacitet, se tudi v domeni analize medicinskih slik odpira po-
v
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dročje paralelnega programiranja, ki v določenih primerih obljublja visoke pohi-
tritve v primerjavi s klasičnimi serijskimi algoritmi. Genetski algoritem omogoča
učinkovito paralelno implementacijo postopka. Zato je bil cilj te naloge razvoj in
vrednotenje postopka za netogo poravnavo medinskih slik, ki uporablja genetski
optimizacijski algoritem in je neodvisen od tehnike zajema slik ter ga je moč izva-
jati na eni ali več grafičnih procesnih enotah, s prilagodljivim programskim vme-
snikom za doseganje željenega razmerja med točnostjo, zanesljivostjo in časovno
učinkovitostjo poravnave. Postopek je temeljil na netogi preslikavi z uporabo
B-zlepkov, za mero podobnosti pa smo uporabili primerjavo normaliziranih gra-
dientnih polj med referenčno in premično sliko. Za izločanje nesmiselnih rešitev
smo v mero podobnosti vključili regularizacijska člena, kjer prvi kaznuje velike
premike, drugi pa preprečuje zvijanje premične slike. Zaradi omejitev količine
spomina na grafični procesni enoti, pa tudi za izkorǐsčanje podvojenih strojnih
operacij, smo kot možno rešitev uspešno preizkusili 16-biten zapis sivinskih vre-
dnosti slik. Zaradi velikega števila iskanih parametrov smo prilagodili postopek
mutacije, s katerim smo izbolǰsali konvergenco ter rešili problem popolnoma na-
ključne oziroma slepe mutacije.
Razviti postopek netoge poravnave smo objektivno in kvantitativno vrednotili
in primerjali z uveljavljenimi prosto dostopnimi programskimi paketi za porav-
navo medicinskih slik. Vrednotenje smo opravili na zasebni bazi slik in pokazali
primerljive rezultate razvitega postopka v primerjavi z uveljavljenimi postopki,
pri čemer smo dosegli kraǰsi čas izvajanja poravnave in tako povečali možnosti
praktične uporabe takšnega postopka. Zaradi hitrosti poravnave je razviti posto-
pek ugoden za časovno kritične aplikacije, na primer pri analizi in prilagajanju ob-
sevalnih načrtov ter pri slikovno vodenih posegih. Prilagodljivost ter razširljivost
na več grafičnih procesnih enot tako nudi konkurenčno alternativo obstoječim
uveljavljenim rešitvam.
Ključne besede: Genetski algoritem, B-zlepki, netoga poravnava slik, paralelni
algoritem, CUDA.
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Image registration is a key step in computer-assisted analysis of medical images
and image-guided procedures. For instance, it is used to detect and quantify
normal and pathological changes over time, such as monitoring the course of neu-
rodegeneration in head examinations, monitoring of tumor development, contour-
ing of critical structures in images for radiotherapy planning through registration
of topological atlases, etc. Furthermore, by registering pre- and inter-operative
images in real time, we can localize the patient’s anatomy in the operating room
during the procedure, transfer the associated pre-operative plan of the procedure
and thus enable minimally invasive surgical procedures. In a particular clinical
context, the applicability of medical image registration method is critically deter-
mined by the appropriate balance and/or trade-offs between accuracy, reliability,
and computational efficiency.
Image registration is performed by searching for spatial transform param-
eters via a numerical optimization algorithm, which aims to find the (global)
optimum of a measure of similarity between the reference and moving image.
Non-rigid registration of images is poorly conditioned because the space of solu-
tions is generally infinite, and at the same time, due to the large number of free
transformation parameters, it is also computationally demanding. A widely used
computationally efficient optimization approach is the iterative gradient descent,
however, the achievable alignment accuracy and reliability may be limited due to
local minima in the similarity measure, especially in applications where the initial
transformation is far from the global optimum. The latter problem is addressed
by global optimization procedures, among which a typical representative is the
genetic algorithm. Due to the large space of possible solutions, finding the global
optimum remains computationally very demanding.
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viii Abstract
With the increasing capacity of graphic processing units, both in terms of
computing and memory, the field of parallel programming is entering the domain
of medical image analysis and, in certain cases, promises high acceleration com-
pared to classical serial algorithms. The genetic algorithm in particular allows
an efficient parallel implementation of the optimization process. Therefore, the
aim of this thesis was to develop and evaluate a method for non-rigid alignment
of medical images, which uses a genetic optimization algorithm that is indepen-
dent of image acquisition technique, can be performed on one or more graphical
processing units, and has a flexible software interface to achieve the desired rela-
tionship between accuracy, reliability and time efficiency of the registration.
The procedure was based on non-rigid transformation using B-splines. As a
measure of image similarity we compared the normalized gradient fields between
the reference and the moving images. To eliminate implausible solutions, we
included two regularization terms in the criterion function; first, to penalize large
shifts and, second, to prevent folding of the moving image. Due to the memory
limitations on the graphics processing unit, as well as to take advantage of within-
cycle dual 16-bit floating point math operations capability, we successfully tested
a 16-bit floating point number format of grayscale images as a possible solution.
Due to the large number of spatial transformation parameters we adjusted the
mutation process and thereby improved convergence and solved the problem of
completely random, so called blind mutation.
The developed non-rigid registration method was objectively and quantita-
tively evaluated and compared with the established freely available software pack-
ages for the non-rigid registration of medical images. We evaluated the methods
on a private image database and showed comparable results of the developed
method compared to the established methods, but achieving a shorter registra-
tion time. This features creates new accuracy-reliability-efficiency trade-off op-
portunities and thus increase the potential for practical application. Due to the
high speed of alignment, the developed method is suitable for time-critical ap-
plications, for example in the analysis and adjustment of irradiation plans and
in image-guided interventions. Flexibility and scalability to multiple graphics
processing units thus offers a competitive alternative to the existing established
methods.
Abstract ix
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6.3.5 Uporaba več GPE . . . . . . . . . . . . . . . . . . . . . . . 73
6.4 Prilagojena mutacija . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.5 Regularizacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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desetih meritev. 95% interval zaupanja. A) Vpliv parametra δ na
konvergenco. β = 0, 25. a) δ = 1, b) δ = 0, 25. B) Vpliv parametra
β na konvergenco. δ = 1. a) β = 0, b) β = 0, 25. . . . . . . . . . . 77
6.8 Vrednost metrike sDICE za prostato pri različnih postopkih po-
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1.3 Nekatere značilnosti prosto-dostopnih programskih paketov za ne-
togo poravnavo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4.1 Glavne lastnosti posamezne verzije. . . . . . . . . . . . . . . . . . 37
5.1 Glavne lastnosti posamezne verzije. . . . . . . . . . . . . . . . . . 56
6.1 Lastnosti baze slik. . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Parametri poravnave. . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.3 Hitrost poravnave. Bolnik 1, CBCT 1. Enojna točnost (32-bitna
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ritev. Polovična točnost. Bolnik 1, CBCT 1. Privzeti parametri
poravnave, tabela 6.2. kfold = 1. . . . . . . . . . . . . . . . . . . . 78
Seznam tabel xxi
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Radioterapija je eden izmed temeljnih postopkov zdravljenja rakavih obolenj.
Načrt obsevanja se pripravi na osnovi zajete računalnǐsko tomografske slike (CT;
ang. Computed Tomography), zato tej sliki rečemo tudi planirni CT oziroma
pCT ). V pCT sliki so razgrajene in označene kritične strukture ter tarča, ki je
v tem primeru tumor. Na osnovi razgrajenih struktur in atenuacije iz pCT slike
se načrta optimalni obsevalni plan, v katerem se maksimizira obsevanje tarče
ter minimizira obsevanje kritičnih struktur in drugih zdravih tkiv. Minimizacija
obsevalne doze v teh strukturah zmanǰsuje tveganja za kasneǰse neželene stranske
učinke obsevanja.
Načrt obsevanja se nato izvede v zaporednih dnevnih frakcijah, pri katerih
postopoma dostavimo celotno načrtovano dozo obsevanja. Tipično je frakcij lahko
več deset, medtem pa lahko pride do internih anatomskih sprememb. Na primer:
krčenje tumorja zaradi odziva tkiva na obsevanje, nenadzorovan premik mehkih
tkiv pri vsakokratnem nameščanju bolnika pred frakcijo, stanje hidracije, ipd.
Te anatomske spremembe so pogosto tako velike, da je potrebno prilagajanje
obsevalnega plana med frakcijami.
V zadnjem času se tudi zaradi novih zmožnosti analize medicinskih slik uvaja
adaptivna radioterapija, katere cilj je prilagajanje obsevalnega plana glede na
interne anatomske spremembe bolnika. Na podlagi pred frakcijo zajete dnevne
CBCT slike (ang. Cone Beam CT) se prilagaja izhodǐsčni obsevalni plan tako,




Sivinske vrednosti v CT sliki predstavljajo standardizirane in preslikane ate-
nuacijske koeficiente, oziroma HU (ang. Hounsfield Unit), kjer ima voda vrednost
0 HU, zrak pa -1000 HU. Točni atenuacijski koeficienti so ključni pri izračunu doze
obsevanja. Zajem CBCT slike se opravi pri nižjih energijah rentgenskih žarkov,
za zmanǰsanje tveganj povezanih z ionizirnim sevanjem, kot pri pCT slikah, zato
HU vrednosti niso primerljive med pCT in CBCT slikama. Neposredna analiza
že dostavljene doze in načrtovanje obsevanja direktno na HU vrednostih v CBCT
slikah zato ni dovolj natančno (±3%).
Z uporabo analize medicinskih slik lahko intenzitete zajete CBCT slike presli-
kamo v HU enote pCT slike in tako omogočimo adaptivno radioterapijo v okviru
trenutne klinične rutine. Rezultat omenjene preslikave bomo poimenovali simu-
lirana CT slika (kraǰse sCT). Razvitih je bilo več postopkov pridobivanja sCT iz
zajete CBCT slike, ki jih v grobem delimo na:
• Prenosne funkcije (ang. Transfer Functions, kraǰse TF),
• Netoga poravnava slik (ang. Deformable Image Registration, kraǰse DIR),
• Nevronske mreže (ang. Neural Networks, kraǰse NN).
Prenosne funkcije lahko podajajo (1) eksplicitno matematično zvezo med in-
tenzitetami CBCT in CT HU vrednostmi, lahko pa (2) preslikavo modeliramo
neparametrično z iskalno tabelo na osnovi učne zbirke medsebojno poravnavnih
CBCT in CT slik. S prenosnimi funkcijami in iskalnimi tabelami je simulacija
CT slike časovno zelo učinkovita, vendar zaradi omejene kompleksnosti ne uspe
dobro opisati nelinearne preslikave med HU vrednostmi v CBCT in CT. Namreč,
ta preslikava je tudi prostorsko spremenljiva; na primer, na področjih CBCT slike,
kjer so prisotni črtasti artefakti se razlikuje od tiste, kjer jih ni.
Netoga poravnava preslikuje pCT sliko na zajeto CBCT sliko na iterativen
način tako, da optimizira podobnost med slikama. Preslikava se opǐse s poljem
deformacij, preko katerega lahko poleg same poravnave slik spremljamo tudi ana-
tomske spremembe posameznih tkiv oz. področij v sliki (npr. krčenje ali razteza-
nje tarče oz. tumorja). Takšen način generacije sCT slike dobro opǐse anatomske
značilnosti posameznega bolnika, saj deformiramo njegovo lastno sliko. Slabost
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poravnave s postopkom netoge poravnave je lahko v dolgem računskem času in
občutljivosti na črtaste artefakte v CBCT slikah. Prav tako se lahko zgodi, da
postopek ne skonvergira uspešno, s čimer dobimo nesmiselno sCT sliko.
Simulacija sCT slike z nevronskimi mrežami je najmoderneǰsi pristop, kjer
na podlagi poravnanih parov CBCT in CT slik istega bolnika mrežo naučimo
(nelinearne) preslikave intenzitet CBCT slike v CT HU vrednosti. Najzahtevneǰsi
je proces učenja nevronske mreže, ker imajo mreže za ta namen veliko prostih
parametrov, učnih slik pa je običajno le nekaj deset. Ko je mreža naučena, je
proces simulacije sCT slike relativno hiter. Največja prednost postopka je v tem,
da naučena nevronska mreža ne potrebuje pCT slike, temveč samo zajeto CBCT
sliko za generacijo sCT.
Za klinično uporabo so kritičnega pomena natančnost, zanesljivost in hi-
trost in postopka simulacije CT slike. Glavna težava je predvsem hitrost, saj
je za praktično uporabo adaptivne radioterapije simulacija CT slike le eden iz-
med mnogih korakov, ki morajo biti izvedeni v željenem časovnem okviru, ki bi
omogočil praktično izvedbo adaptivne radioterapije. Dnevno prilagajanje načrta
se izvaja, ko je bolnik že imobiliziran na obsevalni napravi, zato je maksimalen
časovni okvir za izvedbo prilagajanja obsevalnega načrta do 10 min.
Primerjava naštetih postopkov je zahtevna, saj je potrebno izvesti analizo
na istih podatkih, poleg tega pa je za ustrezno analizo potrebno poleg dnevne
CBCT slike zajeti tudi referenčno CT sliko (kraǰse rCT), za analizo kvalitete sCT
slike. V praksi raziskovalci izvajajo validacijo na različnih podatkovnih bazah. A.
Thummerer in sodelavci [1] so sistematično primerjajo kvaliteto različnih metod
na istem naboru slik. Te predhodno obdelajo ter ustrezno poravnajo. V tabeli
1.1 so prikazana odstopanja sivinskih vrednosti izbranih metod med rCT in sCT,
v tabeli 1.2 pa je predstavljeno vrednotenje razlik v doznem izračunu na podlagi
sCT slike.
Tabela 1.1: Primerjava odstopanj sivinskih vrednosti.
Postopek MAE1 [HU] ME2 [HU]
Prenosna funkcija 76, 2± 13, 3 1, 4± 11, 5
Netoga poravnava 44, 3± 6, 1 −7, 6± 4, 9
Nevronska mreža 36, 3± 6, 2 1, 5± 7, 0
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Tabela 1.2: Vrednotenje razlik v doznem izračunu na podlagi sCT slike z Gamma
pass ratio.
Plan 1 Plan 2
Postopek 2%/2 mm 3%/3 mm 2%/2 mm 3%/3 mm
Prenosna funkcija 98,05% 99,66% 96,64% 99,23%
Netoga poravnava 99,58% 99,96% 98,35% 99,84%
Nevronska mreža 99,43% 99,98% 99,18% 99,91%
Postopek z nevronskimi mrežami se izkaže kot najučinkoviteǰsi tako pri odsto-
panju sivinskih vrednosti (tabela 1.1), kot tudi pri dozimetrični evalvaciji (tabela
1.2). Postopek z netogo poravnavo je kljub večjim napakam pri primerjavi sivin-
skih vrednosti dosegal konkurenčne rezultate pri dozimetrični evalvaciji. Rezultati
z uporabo prenosnih funkcij so bili v splošnem najslabši.
Na podlagi prikazanih rezultatov smo se odločili implementirati in vrednotiti
lasten DIR postopek. S pravilno izbiro mere podobnosti med slikami je postopek
robusten na spremembo načina zajema slike (npr. sprememba parametrov pri
slikanju CT) ter preko polja deformacij omogoča analizo anatomskih sprememb
med pCT in CBCT sliko. Poleg tega je poravnava slik ključni predpogoj za
ustrezno učenje postopka NN. Pričakujemo, da lahko s točnim DIR postopkom
pridobimo tudi bolǰse učne podatke za NN postopek.
1.2 Pregled rešitev
Avtorica A. Sotiras s sodelavci v študiji [2] opravi sistematičen pregled področja
netoge poravnave slik. Opravljena je podrobna analiza geometrijskih modelov ter
optimizacijskih strategij, ki jih v delu razdelijo v tri skupine:
• zvezne optimizacijske metode,
• diskretne optimizacijske metode,
1Srednja absolutna napaka (ang. Mean Absolute Error).
2Srednja napaka (ang. Mean Error.)
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• ostale metode.
Večina algoritmov temelji na zveznih optimizacijskih metodah, kjer je tipičen
predstavnik gradientni spust. Nekateri noveǰsi pristopi raziskujejo uporabo dis-
kretnih optimizacijskih metod za reševanje problema netoge poravnave preko
MRF (ang. Markov Random Fields) formulacije. Predstavniki ostalih metod
so naključno preiskovanje področja spremenljivk (ang. Greedy Search) ter evolu-
cijski algoritmi.
V študiji [3] je dan pregled rešitev poravnave slik, ki kot optimizacijsko metodo
uporabljajo evolucijske algoritme. Predstavljene so različne prilagoditve algorit-
mov, kjer je najbolj zastopan genetski algoritem. Študije nakazujejo ustreznost
uporabe evolucijskih algoritmov pri reševanju toge poravnave 2D in 3D slik, kjer
so dosežene uspešne poravnave tudi pri slabi izhodǐsčni poravnavi, ki lahko v
primeru zveznih optimizacijskih metod vodi v lokalni minimum.
Zaradi razširjene uporabe postopka DIR je na voljo več prosto dostopnih
rešitev. Neposredna primerjava učinkovitosti ter hitrosti različnih algoritmov
je težavna, saj se strojna oprema skozi čas izbolǰsuje. Poleg tega so študije opra-
vljene na specifičnih podatkovnih zbirkah, za katere avtorji poǐsčejo optimalne
parametre postopka. Rešitev zato ni splošna in so potrebne prilagoditve parame-
trov na druge zbirke slik. K. K. Brock v študiji [4] leta 2010 opravi sistematični
pregled DIR postopkov na istih podatkovnih zbirkah, kjer opravi analizo rezul-
tatov 21 različnih postopkov. Hitrosti poravnave se gibljejo od nekaj do več 10
minut. Najhitreǰse poravnave so v rangu 1-5 minut. Samo en postopek izvaja
poravnavo s pomočjo grafične procesne enote (kraǰse GPE).
V tabeli 1.3 so prikazani nekateri popularni programski paketi za DIR. Opti-
mizacija z gradientnim spustom predstavlja najpogosteǰsi optimizacijski postopek
pri netogi poravnavi. Paket Elastix [5] omogoča tudi optimizacijo s postopkom
CMA-ES [6], ki je predstavnik evolucijskih algoritmov. Programski paket Deeds
[7, 8] se izmed ostalih močno razlikuje po načinu optimizacije, saj izvaja diskre-
tne premike in ovrednosti optimalnost posameznega stanja premikov v okviru
naključnih Markovovih polj (ang. Markov Random Field, kraǰse MRF).
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Deeds6 MIND Diskretna (MRF) -
Mere podobnosti so pri paketih Plastimatch [9], Elastix in Niftyreg dokaj
podobne. Srednja kvadratna napaka (ang. Mean Square Error, kraǰse MSE)
ter normaliziran korelacijski koeficient (ang. Normalized Correlation Coefficient,
kraǰse NCC) sta tipično uporabljeni meri pri netogi poravnavi slik istih modalitet.
Medsebojna informacija (ang. Mutual Information, kraǰse MI), normalizirana
medsebojna informacija (ang. Normalized Mutual Information, kraǰse NMI),
gradientna metoda (ang. Gradient Method, kraǰse GM) in Kullback–Leiblerjeva
divergenca (kraǰse KLD) so primarna izbira pri poravnavi slik različnih modalitet,
saj niso odvisne neposredno od sivinskih vrednosti, pač pa od različnih statističnih
značilnosti (MI, NMI, KL div.) oziroma gradientov (GM). Deeds mero podobnosti
med slikami definira kot funkcijo samo-podobnosti (ang. Modality Independent
Neighbourhood Descriptor, kraǰse MIND [10]) ter s tem omogoči poravnavo slik
različnih modalitet.
Zaradi numerične kompleksnosti večina programskih paketov podpira upo-
rabo GPE pri poravnavi. Tipično sta v heterogenih sistemih uporabljeni plat-
formi CUDA ter OpenCL, kjer CUDA podpira zgolj GPE proizvajalca NVIDIA,








Osrednji cilj te magistrske naloge je razvoj postopka za netogo poravnavo slik,
ki uporablja genetski optimizacijski algoritem. Za zmanǰsanje računskega časa
takšnega postopka bomo raziskali možnost paralelne implementacije na grafični
procesni enoti. Na zbirki CT in CBCT slik v kliničnem kontekstu adaptivne
radioterapije bomo označili referenčne podatke, kot so obrisi kritičnih struktur,
ter izvedli objektivno in primerjalno vrednotenje novega postopka poravnave z
uveljavljenimi javno dostopnimi postopki.
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2 Metodologija in postopki
Predlagani postopek temelji na preslikavi z B-zlepki, ki omogočajo poljubne defor-
macije, pri čemer je deformacija določena na podlagi lege mreže kontrolnih točk.
S premikom le-teh vplivamo na deformacijo, ki pa je vedno zvezna in gladka.
Uporabljeni so kubični univariatni B-zlepki [11]. Poenostavljen potek postopka
poravnave je prikazan na sliki 2.1. Osnovne gradnike definiramo ter opǐsemo v
posameznih poglavjih; geometrijsko preslikavo v 2.1, funkcijo kakovosti v 2.4 in
3.2 ter optimizacijski postopek v 3.
Slika 2.1: Shema poteka postopka poravnave.
2.1 Geometrijska preslikava
Naj ψ označuje nx×ny mrežo kontrolnih točk ψi,j v 2D prostoru, ki ima pripadajoč
razmak δx in δy v x in y osi slike, oziroma nx × ny × nz mrežo kontrolnih točk
ψi,j,k v 3D prostoru, ki ima pripadajoč razmak δx, δy in δz v x, y in z osi slike.
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Preslikavo v 2D in 3D prostoru lahko zapǐsemo kot:
T2D(r) = r + T2D(r) , (2.1)
T3D(r) = r + T3D(r) , (2.2)
kjer r predstavlja mrežo koordinat, v katerih vzorčimo sliko, D2D in D3D pa
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Slika 2.2: Rdeče označene kontrolne točke vplivajo na deformacijo točk v izbrani
regiji. Z rumeno barvo sta označeni točki ter pripadajoče lokalne koordinate. Z
modro barvo so označene meje slike. Rdeče puščice predstavljajo vektor premika
posamezne kontrolne točke.
Bazne funkcije vplivajo na preslikavo le v lokalni okolici 4× 4 kontrolnih točk
v 2D, oziroma 4 × 4 × 4 v 3D prostoru. Glede na lego kontrolnih točk lahko v
vsaki točki premične slike izračunamo vektor premika. Tako dobimo vektorsko
polje premikov, ki ima enake dimenzije kot premična slika in mu pravimo polje
deformacij.
Da je polje deformacij definirano v vsaki točki premične slike, morajo kon-
trolne točke B-zlepkov segati tudi izven slike. Število točk za sliko dimenzije
12 Metodologija in postopki


















+ 3 . (2.17)
Z manǰsanjem razmaka δx, δy in δz narašča število kontrolnih točk. Večje kot je
število kontrolnih točk, bolj prilagodljive deformacije lahko dosežemo.
2.2 Hierarhična poravnava
V praksi se netogo poravnavo izvaja v več stopnjah, kjer spreminjamo vzorčenje
(in s tem velikost) slik ter razmak med kontrolnimi točkami. Z manǰsim številom
kontrolnih točk opravimo večje deformacije, z manǰsanjem razmaka pa čedalje
bolj natančno opisujemo deformacijo. S spreminjanjem vzorčenja in velikosti slik
pospešimo delovanje poravnave, saj zmanǰsamo količino podatkov, ki jih morajo
ščepci obdelati, s tem pa lahko opravimo več iteracij algoritma v danem času.
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Slika 2.3: Hirearhična poravnava.
2.3 Polje deformacij
2.3.1 Jacobijeva determinanta
Sprememba volumna je ena izmed pomembnih značilnic pri analizi anatomskih
sprememb na zajetih slikah. Spremembe prostornine v infinitizimalno majhni
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Zaradi zveznosti ter analitične odvedljivosti je izračun Jacobijeve matrike v
















Podobno izračunamo parcialne odvode za ostale spremenljivke ter za 3D polje
deformacij (2.4).
Determinanta matrike J predstavlja relativne spremembe prostornine posa-
meznega slikovnega elementa kot posledica deformacije slike. Velja:
• det(J) > 1; raztezanje,
• det(J) < 1; krčenje,
• det(J) = 1; nespremenjeno.
Vrednosti det(J) < 0 v domeni slik predstavljajo fizikalno nesmiselno preslikavo.
To se zgodi v primeru, ko se slika preslika sama vase, kar lahko dosežemo s
prekomernim premikom posamezne kontrolne točke. Preko negativne vrednosti
det(J) se tako lahko oceni kvaliteto polja deformacij.
Z integriranjem vrednosti determinante matrike J za področjem zanimanja
določimo relativno spremembo volumna:





detJ − 1) . (2.21)
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Slika 2.4: Primer deformacije s premikom kontrolnih točk.
a) Izvirna slika ter začetne lokacije kontrolnih točk,
b) Deformirana točka ter premaknjene kontrolne točke.
Slika 2.5: Analiza polja deformacij za sliko 2.4.
a) X komponenta polja deformacij,
b) Y komponenta polja deformacij,
c) det(J) polja deformacij.
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Slika 2.6: Primer pretiranega premika kontrolnih točk.
Slika 2.7: Analiza polja deformacij pretiranega premika kontrolnih točk.
a) X komponenta polja deformacij,
b) det(J) polja deformacij.
2.4 Mere podobnosti
Mera podobnosti je poljubna skalarna funkcija, preko katere analiziramo kvaliteto
ujemanja slik. Določena je nad vsemi istoležnimi elementi referenčne in plavajoče
slike. Meri MSE (povprečna kvadratna napaka) in MAE (povprečna absolutna
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|A (i, j)−B(i, j)| , (2.23)
kjer A predstavlja referenčno sliko, B plavajočo sliko,M in N pa število pikslov v
X in Y osi slike. CC (korelacijski koeficient) dobro opǐse podobnost med slikama
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A (i, j)− A
)︁2 ·∑︁M−1i=0 ∑︁N−1j=0 (︁B (i, j)−B)︁2 , (2.24)
kjer A predstavlja povprečno sivinsko vrednost referenčne, B pa povprečno sivin-
sko vrednost plavajoče slike.
Pri poravnavi slik imamo velikokrat opravka z večmodalnimi slikami, katerih
intenzitete niso funkcijsko, pač pa statistično odvisne. V tem primeru se pogosto
uporablja MI (medsebojna informacija), ki opisuje statistično odvisnost dveh
slik:
MI = H (A) +H (B)−H(A,B) , (2.25)
kjer H(A) predstavlja marginalno entropijo histograma slike A, H(B) margi-
nalno entropijo slike B, H(A,B) pa entropijo skupnega histograma slik A in
B. Za izračun MI je potrebno sivinske vrednosti slik razvrstiti v histograme,
preko katerih ocenimo gostote verjetnosti. Tak postopek je za paralelne algoritme
računsko potraten, saj je pri razvrščanju vzorcev v histograme potrebna uporaba
atomskih operacij. Dodatno težavo predstavlja gostota lokalnih maksimumov in
minimumov, ki jih izkazuje mera MI.
2.4.1 Normalizirano polje gradientov
Dve sliki se smatrata kot podobni, ko se iste strukture nahajajo v enakih
položajih. To hkrati pomeni tudi to, da se spremembe sivinskih intenzitet zgo-
dijo na istem mestu. Podobnost slik lahko torej proučujemo preko gradientov [12].
Zaradi različnih sivinskih intenzitet slik izračunane gradiente normaliziramo:




∥∇A(p)∥ , ∇A(p) ̸= 0
0, ∇A(p) = 0,
(2.26)
kjer ∇ predstavlja operator nabla, ∥..∥ pa evklidsko normo izbranega vektorja.
Gradient slike izračunamo preko konvolucije z jedrom [−1, 0, 1] v izbrani smeri.
V primeru 3D slike se torej za vsak voksel izračuna vektor s tremi komponentami,
ki predstavljajo gradiente v x, y in z smeri.
Slika 2.8: Primer rezine 3D slike.
Vektorja gradientov soležnih točk slike A in B tvorita kot ϕ. Zaradi normali-
zacije skalarni produkt vektorjev g(A,p) in g(B,p) predstavlja kosinus izbranega
kota, vektorski produkt pa sinus. Za poravnavo slik lahko:
1. minimiziramo kvadrat sinusa
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Slika 2.9: Polje gradientov rezine 3D slike na sliki 2.8.
a-c) ε = 0
d-f) ε = 0,1
2. maksimiziramo kvadrat kosinusa





kjer simbol p predstavlja prostor vzorčnih koordinat, × vektorski produkt, ⟨...⟩
pa skalarni produkt dveh vektorjev.
Zaradi občutljivosti normaliziranega gradientnega polja (2.26) na minimalne








∇A(p)T · ∇A(p) + ε2 . (2.32)
Z izbiro parametra ε zadušimo gradiente, ki imajo nižje vrednosti, hkrati pa ε
ne bo imel učinka na gradiente, ki imajo veliko večje vrednosti, s čimer lahko do
neke mere zadušimo šum.
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Meri dsin (2.27) in dcos (2.29) sta ugodni za nadaljno analizo podobnosti slik.
Večja kot bo vrednost dcos v izbranem pikslu, bolj sta si sliki tam podobni. Na-
sprotno velja za dsin. Večja vrednost nakazuje manǰso podobnost v izbrani točki.
Z analizo celotne slika lahko tako odkrijemo območja, ki niso dobro poravnana.
3 Genetski algoritem
Zaradi numerične zahtevnosti ter velikega števila prostih parametrov preslikave je
optimizacija netoge poravnave časovno kompleksen problem. Večina optimizacij-
skih postopkov temelji na iterativni metodi gradientnega spusta [2], ki spada med
lokalne optimizacijske postopke. Za večino popularnih metrik podobnosti med sli-
kami je značilno, da imajo več lokalnih optimumov, kar je predvsem težavno pri
optimizaciji z gradientnim spustom, saj lahko s slabo nastavljenimi parametri
hitro zaidemo v območje lokalnega minimuma, brez možnosti konvergence proti
globalnemu optimumu.
Genetski algoritem je predstavnik globalne optimizacije in spada v razred
evolucijskih algoritmov, ki so popularni pristop reševanja problemov, za katere
analitična rešitev ni poznana. S posnemanjem procesa naravne selekcije ǐsčemo
rešitve, ki se čim bolj prilegajo danim okolǐsčinam. Definiramo tri osnovne ope-
racije:
• mutacija (ang. mutation),
• izbor (ang. selection),
• križanje (ang. crossover).
Optimizacijski postopek se začne z začetno populacijo, ki jo zastopajo posamezni
kromosomi. Z zgoraj naštetimi genetskimi operacijami spreminjamo populacijo
ter jo prilagajamo danemu problemu, dokler niso izpolnjeni pogoji za zaključek1.




Kromosom je osnovni gradnik populacije, ki hrani vso informacijo o možni rešitvi
problema. V primeru netoge poravnave posamezen kromosom hrani informacijo
o lokaciji kontrolnih točk, ki so zapisane kot realne vrednosti v obliki matrike.
Naj bo K prostor kromosomov k⃗ ∈ K, ki predstavljajo možne rešitve. V
primeru 3D poravnave je posamezen kromosom zapisan v obliki matrike dimenzij
Nx×Ny×Nz, kjer posamezen element predstavlja X, Y in Z komponento lokacije
kontrolne točke ψ, kot je to prikazano na sliki 3.1.
Slika 3.1: Primer kromosoma dimenzij 3× 3× 3.
3.2 Funkcija kakovosti
Kvaliteto posameznega kromosoma ovrednotimo preko tako imenovane funkcije
kakovosti (angl. fitness function), ki vsakemu kromosomu priredi skalar in je v
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našem primeru sestavljena iz več delov:
Fi =MP (A,Bi) + Creg , (3.1)
kjer MP (A,Bi) predstavlja mero podobnosti med slikama A in B za i-ti kro-
mosom, Creg pa regularizacijski člen, s katerim omejimo deformacije na fizikalno
smiselne. Mero podobnosti izračunamo kot razliko vsote sinusnih (2.28) in kosi-
nusnih (2.30) komponent normaliziranega polja gradientov:
MP (A,Bi) = knorm · (Dsin −Dcos) , (3.2)






Pri popolnoma poravnanih slikah bo tako vrednost MP (A,B) enaka -1.
3.3 Regularizacijski člen
Regularizacijski člen v (3.1) omejuje prostor možnih rešitev na fizikalno smiselne.
Sestavljen je iz dveh delov:
Creg(ksmooth, kfold) = ksmooth · Csmooth + kfold · Cfold, (3.4)
kjer Csmooth predstavlja faktor gladkost deformacije, Cfold faktor pregibanja slike,
ksmooth in kfold pa faktorja, s katerima reguliramo vpliv regularizacijskih členov.
Gladkost deformacije je pogost regularizacijski člen pri netogi poravnavi slik.






R(T )dxdydz , (3.5)



















kar predstavlja 3D alternativo 2D energiji ukrivljanja tanke kovinske plošče.
Glavna pomanjkljivost njihovega zapisa je v računski potratnosti takega izračuna,
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saj je potrebno za vsak voksel slike izračunati tenzorske produkte drugih ter
mešanih odvodov preslikave (2.2).
Alternativa zgornjemu postopku je direktna analiza polja deformacij, kjer
energijo polja deformacij izrazimo kot kvadrat evklidske razdalje:
R(T ) = D2x +D2y +D2z , (3.7)
kjer Dx, Dy in Dz predstavljajo komponente premika posameznega voksla. Sla-
bost direktne regularizacije je v njeni občutljivosti na toge premike, ki jih sma-
tramo kot smiselne deformacije in jih ne bi želeli kaznovati, prednost pa v računski
preprostosti.
Implementirali smo lasten regularizacijski člen gladkosti deformacije, ki na-
mesto analize polja deformacij izračuna gladkost preko lokacije kontrolnih točk,
ki jih je v praksi veliko manj od števila vokslov v izbrani sliki:
Csmooth =
1
(Nx − 2)(Ny − 2)(Nz − 2)
∑︂
ψ∗
R(T , ψ) , (3.8)
R(T , ψ) = ∥ψ −G(ψ)∥ . (3.9)
kjer ψ∗ predstavlja nabor vseh kontrolnih točk, razen skrajnih, G(ψ) pa geome-










⎧⎨⎩ψi+l,j+m,k+n |l|+ |m|+ |n| ≠ 00 |l|+ |m|+ |n| = 0 , (3.10)
Takšen način izračuna gladkosti je neobčutljiv na toge preslikave ter računsko
manj zahteven od tistih, ki analizirajo polje deformacij.
Drugi del regularizacijskega člena, faktor pregibanja Cfold, kaznuje fizikalno
nesmiselno deformacijo slike, ki je opisana v poglavju 2.3.1. Do pregibanja slike
v 2D prostoru pride, kadar je ploščina osmih trikotnikov, ki jo tvori izbrana
kontrolna točka s pari sosednjih kontrolnih, večja od ploščine mnogokotnika, ki








i=1 Stri,i > Smno
0
∑︁8
i=1 Stri,i ≤ Smno
. (3.12)
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Podobno je v primeru 3D prostora, le da izračunamo pregib posamezne kontrolne
točke v vseh treh ravninah (X-Y, Y-Z in X-Z):
P3D(ψi,j,k) =
⎧⎨⎩1 PXY + PY Z + PXZ > 00 PXY + PY Z + PXZ = 0 . (3.13)
3.4 Mutacija
Mutacija je genetska operacija, ki v model vnaša naključnost ter skrbi za razno-
likost populacije. Z mutacijo v model vnašamo naključne spremembe, s katerimi
preiskujemo prostor možnih rešitev. Vsak element v kromosomu (torej posame-
zna kontrolna točka) ima določeno verjetnost, da mutira:
M(ψ, p) =
⎧⎨⎩1, U(0, 1) ≥ 1− p0, drugače. (3.14)
kjer U(0, 1) predstavlja uniformno porazdelitev na intervalu [0, 1), p pa verjetnost
mutacije. Poleg verjetnosti je določena tudi maksimalna vrednost mutacije:
c(a) = U(−1, 1) · a . (3.15)
Z večjo vrednostjo mutacije se lahko izognemo širšemu področju lokalnega mini-
muma, a to hkrati pomeni, da lahko zgrešimo tudi lokalni maksimum.
Vrednost kontrolne točke v kromosomu za posamezno iteracijo matematično
zapǐsemo kot:
ψt+1 = ψt · (1 +M(p) · c(a)) . (3.16)
3.4.1 Prilagojena mutacija
Klasična operacija mutacije je popolnoma slepa, saj ima vsak element enako
možnost za mutacijo. Pri deformaciji slik z B-zlepki ima vsaka kontrolna točka
vpliv na področje sosednjih 4 × 4(×4) točk. S premikom posamezne kontrolne
točke torej vplivamo na celotno lokalno območje. V primeru slepe mutacije se
lahko zgodi, da premaknemo kontrolno točko tudi na področju, kjer sta sliki že
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dobro poravnani. Z naključno mutacijo lahko tako pokvarimo lokalno področje
prej dobro poravnanih slik.
Zaradi velikosti slik, ki so pri zajemu medicinskih slik tipično velikosti n×512×
512, je velikost populacije močno omejena zaradi omejenega spomina na GPE.
Ker je operacija mutacije slepa, lahko tako pokvari dobre lastnosti kromosoma,
katerih število v populaciji pa je v domeni poravnave slik relativno nizko. V takem
primeru porabimo veliko iteracij, da napačno mutirana točka ponovno pravilno
mutira.
Z vključevanjem predznanja lahko slepo mutacijo naredimo bolj učinkovito.
Sliki smatramo kot dobro poravnani, kadar se iste strukture nahajajo na enakem
položaju. Na območjih, ki so dobro poravnana, je mutacija veliko manj smiselna
kot na tistih, ki so slabše poravnana. Kvaliteta poravnave neposredno vpliva na
sinusno (2.27) ter kosinusno komponento (2.29) normaliziranega polja gradientov,
kot je to opisano v poglavju 2.4.1. Visoka vrednost kosinusne komponente (2.29)
predstavlja visoko podobnost slike v izbranem vokslu, visoka vrednost sinusne
komponente (2.27) pa majhno podobnost (3.2). Preko analize normaliziranega
polja gradientov lahko tako v genetski algoritem vnesemo predznanje o problemu.
Verjetnost mutacije posamezne kontrolne točke v kromosomu zavisi od vredno-
sti sinusne komponente (2.27) normaliziranega polja gradientov (kraǰse SKNGF)
v lokalnem območju. Če se v bližnji okolici kontrolne točke nahaja voksel z
veliko vrednostjo SKNGF, to pomeni, da sliki tam nista dobro poravnani, za
izbrano kontrolno točko pa tako obstaja večja verjetnost, da bo naključna muta-
cija kvečjemu izbolǰsala podobnost med slikama. Pri kontrolnih točkah, katerih
lokalna okolica je dobro poravnana, bo maksimalna vrednost SKNGF relativno
nizka. Zanje je visoka verjetnost mutacije nesmiselna, saj je območje že dobro
poravnano in bomo z naključno mutacijo hitro poslabšali kvaliteto poravnave.
Naj λ predstavlja polmer podokna okoli začetne pozicije kontrolne točke na
območju Ω(ψ, λ) = {p = (x, y, z)| |ψ0x − x| ≤ λ, |ψ0y − y| ≤ λ, |ψ0z − z| ≤ λ}.
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Prilagojena verjetnost mutacije kontrolne točke ψ je izračunana kot:
kmax(ψ, λ) = max
Ω(ψ,λ)
(dsin(A,B,p)) , (3.17)
M∗(ψ, α, β, λ) =
⎧⎨⎩1, U(0, 1)(1 + β · kmax(ψ, λ)) ≥ 1− α0, drugače. . (3.18)
kjer β predstavlja utež, s katero uravnavamo vpliv lokalne okolice kontrolne točke
na verjetnost mutacije, α verjetnost mutacije, ψ0 pa začetno lokacijo kontrolne
točke. V primeru β = 0 je mutacija popolnoma slepa. Izbira parametra λ pri-
marno zavisi od koraka vzorčenja ter razmaka v posamezni smeri. Poudariti
je potrebno, da visoka vrednost λ povečuje računsko kompleksnost, hkrati pa
prenizka vrednost ne uspe odkriti področij, na katere ima kontrolna točka domi-
nanten vpliv. Priporočena eksperimentalno določena vrednost je λ = 5.
Poleg verjetnosti mutacije je pomembna tudi njena maksimalna vrednost. Za
kontrolne točke, pri katerih je SKNGF nizka, vendar ne zanemarljiva, visoka
mutacijska vrednost ni najbolj smiselna, saj so strukture po vsej verjetnosti bolje
poravnane kot tam, kjer je SKNGF visoka. Faktor skaliranja izračunamo kot:
γ(ψ, γmin) = max(γmin, kmax(ψ)) , (3.19)
kjer γmin predstavlja najnižjo vrednost, s katero skaliramo mutacijsko vre-
dnost. Kljub vnosu predznanja v operacijo mutacije je vseeno pomembno pustiti
določeno mero naključnosti. V primeru mutacije ima tako točka določeno verje-
tnost δ, da bo mutirala naključno, ali pa prilagojeno. Končna enačba prilagojene
mutacije je tako:
c∗(a, δ) =
⎧⎨⎩c(a), U(0, 1) ≥ 1− δγ(ψt, γmin) · c(a), drugače , (3.20)
ψt+1 = ψt · (1 +M∗(ψ, α, β, λ) · c∗(a, δ)) . (3.21)
3.5 Izbor in križanje
V vsaki iteraciji genetskega algoritma ovrednotimo kvaliteto dane populacije, ki
se tekom izvajanja spreminja. Iz dane populacije izluščimo n najkvalitetneǰsih
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staršev Ks (kromosomov), ki bodo tvorili prihodnjo generacijo:
Ks,i ∈ Ks ∈ K (3.22)
S kombinacijo staršev tvorimo m potomcev (kromosomov). Kromosoma staršev
si izmenjata lokaciji kontrolnih točk, kjer imata kontrolni točki izbranih staršev
enako verjetnost, da bosta izbrani.
Slika 3.2: Operacija križanja.
4 CUDA arhitektura
Grafične procesne enote (kraǰse GPE) se v zadnjih letih vedno bolj upora-
bljajo na področju podatkovne znanosti. GPE so se sprva primarno upora-
bljale pri računalnǐski grafiki, kjer je bilo potrebno izvesti veliko število preprostih
računskih operacij. Zaradi velike potrebe po računski zmogljivosti v podatkovni
znanosti se je uveljavil model GPGPU programiranja, ki uporabniku omogoča
izvajanje lastnih programov na GPE.
4.1 CPE
Centralna procesna enota (kraǰse CPE) in GPE sta si v mnogih pogledih enaki.
Glavni namen CPE je serijsko izvajanje ukazov ob visoki frekvenci. V CPE je
vgrajen nabor ukazov, ki jih je sposoben izvajati (npr. seštevanje, odštevanje,
množenje, skočni ukazi, ...) CPE izvaja operacije na številih, ki so na stroj-
nem nivoju zapisana v obliki bitov, ničel in enic, ter tako izvaja kompleksneǰse
operacije.
Krmilna enota usmerja delovanje procesorja tako, da dekodira vhodne ukaze
in tvori signale za krmiljenje aritmetično logične enote. Aritmetična logična enota
izvaja aritmetične in logične operacije na vhodnih podatkih (bitih). Vse komple-
ksneǰse operacije je mogoče izvesti s kombinacijo seštevanja, odštevanja, množenja
in deljenja.
Zaradi potrebe po hitri menjavi med opravili ima CPE relativno velik predpo-
mnilnik, kamor shranjuje podatke, do katerih pogosto dostopa, saj je ena izmed
ključnih omejitev pri učinkovitosti delovanja prav zakasnitev zaradi nalaganja
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Slika 4.1: Arhitektura CPE.
podatkov. Bližje kot je pomnilnik procesorju, kraǰse so zakasnitve, a hkrati tudi
nižja kapaciteta pomnilnika.
Primarno so se procesorji razvijali v smeri povečevanja frekvence, zaradi fi-
zikalnih omejitev pa so takšne izbolǰsave v prihodnosti omejene. Moorov zakon
pravi, da se število tranzistorjev na dani volumen vsako leto podvoji. Bližamo
se velikostnim razredom, pri katerih se začenjajo kazati kvantni pojavi, kar one-
mogoča normalno delovanje CPE. Sodobne izvedbe procesorskih enot omogočajo
vzporedno izvajanje ukazov, saj moderne CPE sestavlja več jeder, ki individu-
alno izvajajo željene operacije. Z naraščanjem števila jeder se tako čedalje bolj
uveljavlja programiranje vzporednih algoritmov.
4.2 GPE
Grafična procesna enota v primerjavi s CPE deluje pri počasneǰsem taktu, a
zaradi drugačne arhitekture nudi odlično okolje za izvajanje masivno paralelnih
procesov. GPE je v primerjavi s CPE namesto nizke zakasnitve optimizirana za
velik pretok podatkov. Veliko večje število tranzistorjev je namenjeno izvajanju
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aritmetičnih in logičnih operacij, kar hkrati pomeni, da je nalaganje podatkov
počasneǰse kot pri CPE, a nudi večjo računsko moč.
Enega izmed najbolj znanih programskih vmesnikov za splošno namensko pro-
gramiranje GPE je razvilo podjetje NVIDIA, imenuje pa se CUDA. Za učinkovito
implementacijo paralelnega algoritma je potrebno razumeti CUDA arhitekturo,
njene značilnosti ter posebnosti.
4.3 GPE arhitektura
GPE sestavlja več multiprocesorjev, ki imajo podobno nalogo kot CPE, kjer vsak
izmed njih paralelno izvaja program. Posamezen multiprocesor je sestavljen iz
CUDA jeder ter pomnilnika, ki je zadolžen za hrambo podatkov. CUDA jedro je
enota, ki omogoča računanje z 32-bitnimi celimi ali decimalnimi števili in ni ne-
posreden ekvivalent procesorskemu jedru. Matematične transcendentne funkcije
(npr. sinus, kosinus, koren, ...) se izvajajo v posebnih funkcijskih enotah. Izva-
janje takih ukazov lahko močno upočasni izvajanje programa, saj si jih CUDA
jedra delijo in morajo tako čakati na prosto enoto.
4.4 GPE pomnilnik
Zaradi majhne velikosti pomnilnika GPE naprav je pomembno poznati njegovo
organizacijo, da dosežemo čim večjo učinkovitost.
Na sliki 4.2 je prikazan pomnilnǐski model arhitekture CUDA. Vsaka vrsta
pomnilnika ima svoje značilnosti:
• Registri: Najhitreǰsi 32-bitni pomnilnik, ki je lokalen za posamezno nit ter
dostopen v enem urnem ciklu. Število registrov je omejeno za posamezen
multiprocesor in je odvisno od izbrane arhitekture.
• Deljeni pomnilnik: Deljeni pomnilnik je skupen vsem nitim v istem
bloku. Tipično se uporablja za hranjenje podatkov, ki so tekom izvaja-
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Slika 4.2: Tipi GPE pomnilnika.
nja večkrat uporabljeni, ter za shranjevanje skupnih podatkov. Okvirna
hitrost deljenega pomnilnika je pet urnih ciklov.
• Lokalni pomnilnik: Lokalni pomnilnik je, podobno kot register, privaten
za vsako nit. Realiziran je v pomnilniku DRAM, zato je veliko počasneǰsi
od registrov (reda 500 urnih ciklov) in se ga uporabi v primeru, ko ni do-
volj registrov za posamezno nit. V praksi se poskušamo uporabi lokalnega
pomnilnika zaradi dolge latence izogibati.
• Globalni pomnilnik: Globalni pomnilnik je viden vsem nitim v ščepcu ter
dostopen za branje in pisanje tako gostitelju, kot tudi napravi. Ima največjo
kapaciteto izmed naštetih pomnilnikov (moderne izvedbe GPE imajo tudi
po nekaj 10 GB globalnega spomina). Tipična hitrost dostopa do globalnega
pomnilnika je 500 urnih period.
• Konstantni ter teksturni pomnilnik: Konstantni ter teksturni pomnil-
nik je preslikan v globalni pomnilnik. Zaradi zmožnosti predpomnitve (angl.
caching) je lahko tako hiter kot deljeni pomnilnik. Teksurni pomnilnik se
predvsem uporablja v primeru dostopa do podatkov, ki so strukturirani v
2D ali 3D polje ter imajo izraženo dvodimenzionalno lokalnost.
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4.5 Programski model
Programiranje paralelnih algoritmov za arhitekturo CUDA je podobno progra-
miranju paralelnih algoritmov za procesorje, a ima svoje značilnosti. Sam potek
izvajanja programa vodi gostitelj, to je CPE, ki lahko na napravi, to je GPE,
izvaja metode, ki jim pravimo ščepci (ang. kernel).
Za lažje razumevanje ter upravljanje z masivno paralelnimi algoritmi, CUDA
arhitektura uvede več hirearhičnih abstrakcijskih nivojev. Najbolj osnovni gra-
dnik predstavlja posamezna nit (ang. thread). Več niti se združuje v blokih (ang.
block), bloki pa v mreži (ang. grid). Organizacija niti in blokov je lahko eno-,
dvo-, ali tro-dimenzionalna; odvisno od problema, ki ga naša programska koda
rešuje. V primeru 2D slik je tako preprosteje problem obravnavati v obliki 2D niti
in blokov, kjer posamezna komponenta indeksa niti predstavlja vrstico in stolpec
slike, v katerem se nahaja trenutna nit. Pri analizi slik je namreč tipično, da
vsak piksel oziroma voksel predstavlja neodvisno enoto, zato nad njim izvajamo
individualne računske operacije, kar pa predstavlja idealno nalogo za GPE.
1 __global__ void sestevanje_matrik(const float* A, const float* B,
float* C) {
2 // Izra čun indeksa.
3 int tid = blockDim.x*blockIdx.x + threadIdx.x;
4 // Se š tevanje matrik.
5 C[tid] = A[tid] + B[tid];
6 }
Koda 4.1: Primer paralelnega seštevanja dveh vektorjev A in B, kjer se rezultat
zapǐse v vektor C.
Ob klicu metode na napravi definiramo število blokov in niti v posameznem
bloku. Blok se prenese na multiprocesor, kjer se vsaki niti priredi indeks, zapo-
redno številko, ki predstavlja lokacijo izbrane niti v mreži, preko katerega lažje
upravljamo z željenimi naslovi, do katerih želimo dostopati. GPE spada med
naprave SIMD, kar pomeni, da se en enak ukaz izvrši v skupini niti (angl. warp),
ki je v trenutni arhitekturi (Ampere) velikosti 32.
Programiranje arhitekture CUDA se izvaja v razširjenem programskem jeziku
C/C++. Kodo se preko prevajalnikov zapǐse v datoteke s končnico .cu. CUDA
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omogoča dva prevajalnika:
1. NVCC, klasični prevajalnik,
2. NVRTC, sprotni prevajalnik.
Ker se koda izvaja ločeno na gostitelju ter napravi, se to prevajalniku eksplici-
tno pove preko posebnih oznak, ki predstavljajo razširitev standardnega C/C++
jezika:
• __host__: del kode, ki se izvaja na gostitelju ter jo prevede klasični preva-
jalnik,
• __device__: del kode, ki jo prevede CUDA prevajalnik ter jo lahko kliče
le naprava,
• __global__: del kode, ki predstavlja ščepec. Izvaja se na napravi, kliče pa
jo gostitelj1.
Slika 4.3: CUDA abstrakcijski nivoji.
1Moderne različice GPE podpirajo t.i. dinamični paralelizem (ang. dynamic parallelism),
ki omogoča ščepcu zaganjanje novih ščepcev.
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Izračun indeksa posamezne niti v ščepcu se izvede preko spremenljivk, ki so
avtomatično definirane:
• threadIdx: vektor s tremi elementi x, y in z, ki predstavljajo lokacijo niti
znotraj bloka,
• blockDim: vektor s tremi elementi x, y in z, ki predstavljajo dimenzijo bloka
(koliko niti se nahaja v posamezni dimenziji),
• blockIdx: vektor s tremi elementi x, y in z, ki predstavljajo lokacijo bloka
znotraj mreže.
int stolpec = blockIdx.x * blockDim.x + threadIdx.x;
int vrstica = blockIdx.y * blockDim.y + threadIdx.y;
int rezina = blockIdx.z * blockDim.z + threadIdx.z;
Koda 4.2: Tipičen izračun indeksov za posamezno nit. Primer 3D strukture.
4.6 Arhitekturne spremembe
Podjetje NVIDIA vsakih nekaj let posodobi fizično sestavo GPE. V tej magistrski
nalogi so predstavljeni rezultati za sledeče različice:
• Pascal, ki temelji na 16 nm ter 14 nm proizvodnem procesu. Predstavnik
je GTX 1080, ki temelji na čipu GP104.
• Turing, ki temelji na 12 nm proizvodnem procesu. Predstavnik je RTX
2080ti, ki temelji na čipu TU102.
• Ampere, ki temelji na 8 nm proizvodnem procesu. Predstavnik je RTX
3080, ki temelji na čipu GA102.
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Slika 4.4: Različice GPE čipov.
Vsaka generacija uvede razne spremembe v sestavi CUDA jeder, številu mul-
tiprocesorjev ter operacijah, ki so podprte. Različne izvedbe GPE znotraj ene
različice se med seboj razlikujejo primarno po številu multiprocesorjev, zato je
najbolǰsa primerjava glede na strukturo multiprocesorja posamezne arhitekture.
Na sliki 4.4 so predstavljene particije multiprocesorja čipov različnih generacij.
Vsak multiprocesor je sestavljen iz štirih particij. Največja sprememba se je zgo-
dila ob prehodu iz generacije Pascal v Turing. Posamezno CUDA jedro je bilo v
generaciji Pascal sestavljeno iz dveh vej, prva za celoštevilske 32-bitne, druga pa
za decimalne 32-bitne operacije. V praksi je to pomenilo, da se ukaz izvrši zgolj
v eni izmed vej. V primeru potrebe po vzporednem izvajanju celoštevilskih ter
decimalnih operacij se je tako ukaze serializiralo. Arhitektura Turing je zaradi
velike potrebe po hkratnem izvajanju ločila posamezni veji v CUDA jedru, kar v
praksi pomeni, da se celoštevilska ter decimalna operacija lahko izvajata hkrati.
Arhitektura uvede tudi tako imenovana tenzorska jedra. Tenzorsko jedro je na-
menjeno matričnemu množenju ter seštevanju, kar predstavlja večino operacij v
globokem učenju ter tako znatno pohitri učenje modela.
V tabeli 4.1 so predstavljene teoretične zmožnosti izvajanja operacij izbranih
GPE. V vsaki verziji se poveča število jeder CUDA, kar v praksi pomeni, da je
procesorska moč2 samega čipa večja. Med številom operacij, ki jih GPE lahko
2Število operacij, ki jih GPE izvede v eni sekundi. Tipično izraženo v enoti FLOPS (ang.
Floating Point Operations Per Second).
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Tabela 4.1: Glavne lastnosti posamezne verzije.
GTX 1080 RTX 2080ti RTX 3080
Hitrost spomina [GB/s] 320 616 760
Velikost spomina [GB] 8 11 10
Št. multiprocesorjev 20 68 68
Št. CUDA jeder 2560 4352 8704
izvede v sekundi, ter številom CUDA jeder, ni neposredne povezave, saj proce-
sorska moč zavisi tudi od mnogih drugih lastnosti (hitrost spomina, takt ure, ...).
Velika sprememba je opazna predvsem pri računanju s 16-bitnimi decimalnimi
števili pri prehodi iz generacije Pascal v generacijo Turing. 16-bitna decimalna
števila (polovična natančnost, angl. half precision) so bila z generacijo Pascal
prvič strojno podprta, vendar je število enot, ki so sposobne računati s takimi
števili, občutno zraslo šele v generaciji Turing.
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5 Implementacija
Hitrost netoge poravnave slik je ključna omejitev pri praktični uporabi v medicini.
Genetski algoritem zaradi delne neodvisnosti posameznega kromosoma omogoča
preprosto paralelno implementacijo. 3D slike so prav tako tipičen primer pre-
proste paralelizacije, saj je vsak voksel slike neodvisna enota, nad katero lahko
operacije izvaja posamezna nit.
Pomembno je izpostaviti dejstvo, da prenos podatkovnih struktur med go-
stiteljem in napravo poteka preko vodila PCIe, katerega pasovna širina je veliko
manǰsa od hitrosti spomina na GPE. Pogosti prenosi CPE-GPE tako hitro posta-
nejo primarni vir zakasnitev. S povečevanjem pomnilnǐskih kapacitet na enotah
GPE je tako mogoče hraniti nabor vseh potrebnih struktur za izvajanje programa
neposredno v globalnem pomnilniku GPE, s čimer izključimo zakasnitve prenosa
podatkov med gostiteljem in napravo ter tako znatno pohitrimo izvajanje pro-
grama. Celotno izvajanje programa torej poteka na GPE. Nekateri algoritmi
niso primerni za paralelno izvajanje (npr. rekurzija), zato je pomembna izbira in
implementacija, ki omogoča izkorǐsčanje paralelnega delovanja GPE.
Predpostavimo, da imamo opravka s sliko dimenzij 140× 512× 512 ≈ 36, 7 ·
106 vokslov. Vsak voksel je predstavljen z 32-bitnim decimalnim številom, kar
predstavlja štiri bajte podatkov. Celotna slika torej zavzame okvirno 4 × 36, 7 ·
106 ≈ 150 MB podatkov. Tipične velikosti globalnega spomina zmogljiveǰsih GPE
so 8 GB (npr. GTX 1080) in več, kar pomeni, da lahko v globalnem spominu
GPE hranimo 8 · 109MB / 150 · 106MB ≈ 50 slik. Z ustrezno decimacijo število
možnih slik hitro povečamo na nekaj 100.
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5.1 Potek genetskega algoritma
Populacija sestoji iz več kromosomov, kjer vsak kromosom neodvisno deformira
plavajočo sliko. Vse podatkovne strukture se tako nahajajo na napravi, gostitelj
pa zaganja ustrezne ščepce, ki izvajajo operacije na napravi.
Slika 5.1: Potek algoritma.
Posamezna iteracija algoritma sestoji iz več zaporednih operacij:
1. deformacija slike: Vsak kromosom hrani informacijo o lokacijah kontrol-
nih točk B-zlepkov. Preko kontrolnih točk izračunamo polje deformacij, ki
je unikatano za posamezen kromosom.
2. interpolacija slike: Preko polja deformacij je določena preslikava posa-
meznih vokslov. S predhodno izračunanim poljem deformacij je za vsak
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kromosom tako znana preslikava, preko katere interpoliramo začetno sliko,
ki je shranjena v teksturnem spominu.
3. normalizirano polje gradientov Po koraku interpolacije imamo znane
sivinske vrednosti vokslov za posamezni kromosom, preko katerih lahko s
konvolucijo z jedrom [−1, 0, 1] izračunamo gradiente plavajoče slike, ki jih
primerjamo s predhodno izračunanimi gradienti referenčne slike ter tako
izračunamo sinusno in kosinusno komponento normaliziranega gradientnega
polja.
4. funckija kakovosti Kot je opisano v poglavju 3.2, je funkcija kakovosti
sestavljena iz treh delov:
(a) Mera podobnosti: Mera podobnosti zavisi od sinusne in kosinusne kom-
ponente izračunanega normaliziranega polja gradientov. Sinusno in
kosinusno komponento izračunamo v predhodnem koraku.
(b) Csmooth: Prvi del regularizacijskega člena govori o gladkosti polja de-
formacij, oziroma v našem primeru, gladkosti postavitve kontrolnih
točk. Izračunan je individualno za kromosom.
(c) Cfold: Drugi del regularizacijskega člena govori o nefizikalnih preslika-
vah. Vrednost izračunamo preko lokacije kontrolnih točk, individualno
za kromosom.
Po izračunu posameznih komponent funkcije kakovosti le te seštejemo ter
tako dobimo skalarno vrednost, ki predstavlja kvaliteto posameznega kro-
mosoma.
5. Selekcija: Starši so izbrani neposredno iz vrednosti funkcije kakovosti.
Izmed vseh izločimo N najbolǰsih ter si zapomnimo njihov indeks.
6. Mutacijski koeficienti Za izbolǰsano konvergenco uvedemo prilagojeno
verjetnost mutacije posamezne točke. Z analizo sinusnih komponent nor-
maliziranega gradientnega polja, v podoknu izbrane dimenzije, v okolici
posamezne kontrolne točke, za vsak kromosom izračunamo koeficient mu-
tacije, ki je podan v enačbi (3.17).
7. Križanje: Dva naključno izbrana kromosoma iz nabora staršev si izmenjata
del informacije (lokacije kontrolnih točk) ter tvorita kromosom za naslednjo
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generacijo. Kreiramo toliko novih kromosomov, da je število staršev +
število otrok = velikost populacije. Poleg menjave lokacije kontrolnih točk
se izmenja tudi pripadajoče mutacijske koeficiente kontrolnih točk.
8. Mutacija: Kromosomi staršev ter njihove kombinacije tvorijo populacijo
za prihodnjo iteracijo. Vsaka kontrolna točka v posameznem kromosomu
ima določeno verjetnost, da mutira. Upoštevamo mutacijske koeficiente,
ki povečujejo verjetnost mutacije posamezne točke ter hkrati prilagajajo
vrednost mutacije.
5.2 Linearizacija struktur
CUDA arhitektura omogoča trodimenzionalno indeksiranje posameznih blokov in
niti. Kljub temu se podatkovne strukture vǐsjih dimenzij pogosto linearizira v
eno dimenzijo, kot je to prikazano na sliki 5.2.
Linearizirane indekse lahko na preprost način pretvorimo nazaj v vǐsje dimen-
zije. V odseku kode je prikazan način, ki iz lineariziranega indeksa izračuna 3D
koordinate trenutne niti:
1 // %(Z)d, %(Y)d in %(X)d nadomestimo z dejanskimi vrednostmi za
dani primer.
2 static int slices = %(Z)d;
3 static int rows = %(Y)d;
4 static int cols = %(X)d;
5
6 __global__ void kernel (){
7 // Linearni indeks
8 int tid = blockIdx.x*blockDim.x + threadIdx.x;
9 // Pretvorba v izvirne koordinate
10 int slice = tid / (rows*cols);
11 int row = (tid - slice*rows*cols)/rows;
12 int col = tid - slice*rows*cols - row*cols;
13
14 // Nadaljevanje programa ...
15 }
Posebne spremenljivke threadIdx.x, blockIdx.x in blockDim.x so tako upo-
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Slika 5.2: Linearizacija 3D kromosoma kontrolnih točk.
rabljene za linearno indeksiranje podatkovne strukture. Največje število niti, ki
se lahko nahaja v posameznem bloku, je omejeno na 1024. V primeru, ko imamo
opravka z večjimi strukturami, je tako potrebno uporabiti več blokov hkrati. Ker
so števila niti in blokov celoštevilskega tipa, je potrebno zaokroževanje. Da bomo
s posameznimi nitmi obdelali vse elemente dane podatkovne strukture, se število
blokov zaokroži navzgor:
bloki = ⌈X × Y × Z
niti v bloku
⌉ , (5.1)
kjer X, Y in Z predstavljajo število elementov matrike v posamezni dimenziji.
Hkrati je zaradi zaokroževanja potrebno v ščepcu zagotoviti, da ne prekoračimo
mej pomnilnika:
1 // %(Z)d, %(Y)d in %(X)d nadomestimo z dejanskimi vrednostmi za
dani primer.
2 static int slices = %(Z)d;
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3 static int rows = %(Y)d;
4 static int cols = %(X)d;
5
6 __global__ void kernel (){
7 int tid = blockIdx.x * blockDim.x + threadIdx.x;
8 // Ali se nahajamo znotraj matrike?
9 if(tid < slices*rows*cols){




Sintaksa programiranja arhitektura CUDA je podobna klasičnemu C/C++ pro-
gramiranju, vendar se pojavijo razlike, ki so predvsem algoritmične narave. V
serijskem okolju smo vajeni obdelovanja matrik na način, da se preko zanke spre-
hodimo skozi vse elemente matrike ter nad njimi izvajamo določene operacije. Pri
paralelnem programiranju hkrati dostopamo do več elementov, kjer moramo biti
v primeru odvisnosti pozorni na pojav tekmovanja. Tipičen algoritem, kjer je to
pogosto, je redukcija (vsota, povprečna vrednost, standardna deviacija), kjer iz
vektorja podatkov izluščimo skalarno vrednost, ki predstavlja neko statistiko.
1 int vsota = 0;
2 for (int i=0; i<n; i++){
3 vsota += A[i];
4 }
Koda 5.1: Vsota vektorja A, serijsko izvajanje.
Koda 5.1 predstavlja preprosto serijsko operacijo seštevanja izbrane matrike.
Ker kodo izvaja en sam proces v zanki, ne pride do tekmovanja, saj do izbra-
nih struktur dostopa le trenutni proces. Težava se pojavi, kadar bi pognali dva
procesa, ki bi hkrati brala posamezne elemente matrike ter bi vsoto poskušala
zapisati v isto deljeno spremenljivko.
Predpostavimo sledečo situacijo: začetna vrednost spremenljivke vsota je 0.
Proces 1 prebere vrednost v matriki A in jo želi prǐsteti spremenljivki vsota. To
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naredi tako, da najprej prebere trenutno vrednost spremenljivke vsota, prǐsteje
prebrano vrednost matrike A ter končno vrednost zapǐse nazaj v spremenljivko
vsota. Vzporedno deluje tudi proces 2, ki prav tako želi prǐsteti vrednost ma-
trike A, vendar prebere vrednost spremenljivke vsota ob istem času kot proces 1.
Ker proces 1 še ni uspel zapisati posodobljene vrednosti v spremenljivko vsota,
se proces 2 ne zaveda, da se bo vrednost po njegovem branju spremenila, zato
normalno opravi svojo nalogo; prǐsteje vrednost matrike A ter zapǐse rezultat v
spremenljivko vsota. S tem povozi rezultat, ki ga je v vmesnem času zapisal
proces 1.
1 __global__ void vsota_matrike(int* A, int* vsota){
2 int tid = blockIdx.x*blockDim.x + threadIdx.x;
3
4 // Izracunamo novo vrednost vsote.
5 // Pojav tekmovanja , saj vec niti hkrati prireja vrednost na
naslovu vsota.
6 *vsota = *vsota + A[tid];
7 }
Koda 5.2: Vsota vektorja A, paralelno izvajanje s problemom tekmovanja.
Probleme tekmovanja rešujemo z atomskimi operacijami, kjer zagotovimo
medsebojno izključevanje procesov pri prirejanju. Atomarnost hkrati v sistem
prinaša zakasnitve, saj mora posamezen proces počakati, da se željena spremen-
ljivka sprosti, preden posodobi njeno vrednost. V primeru, ko veliko procesov
spreminja vrednost spremenljivke na istem naslovu, se tako pojavijo dolge čakalne
vrste, ki upočasnjujejo delovanje algoritma, kot je to prikazano v spodnji kodi:
1 __global__ void vsota_matrike(int* A, int* vsota){
2 int tid = blockIdx.x*blockDim.x + threadIdx.x;
3
4 // Izracunamo novo vrednost vsote z uporabo atomske operacije
5 atomicAdd (&vsota , A[tid]);
6 }
Koda 5.3: Vsota vektorja A, paralelno izvajanje s problemom tekmovanja.
Način redukcije strukture na način, ki je prikazan v kodi 5.3, je za paralelne
procese neučinkovit, saj z atomskim prirejanjem vrednosti na istem naslovu vsi-
limo serijsko izvajanje, s čimer pa izgubimo osnovno idejo paralelizma.
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Paralelna redukcija je algoritem, prilagojen posebej za uporabo v močno pa-
ralelnih okoljih, kar predstavlja arhitektura CUDA. Paralelno redukcijo se lahko
implementira za vsak binarni asociativni operator (A · B) · C = A · (B · C), kjer
izvedemo redukcijsko operacijo na parih elementov, dokler nam ne ostane le en
sam element, ki hrani vsoto celotne matrike.
Slika 5.3: Primer redukcije 1.
V primeru, da poleg asociativnosti velja tudi kumulativnosti operatorja, A ·
B = B · A, lahko algoritem načrtamo tudi drugače, kot je to prikazano na sliki
5.4.
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Slika 5.4: Primer redukcije 2.
Algoritem na sliki 5.4 je v praksi hitreǰsi, saj izraža lepši vzorec dostopa do
pomnilnika. Najprej definiramo velikosti matrike (za primer smo izbrali velikost
2000) ter bloka (tipično 1024), ki bo izvajal proces redukcije:
1 static const int arrSize = 2000;
2 static const int blockSize = 1024;
Sledi definicija ščepca:
1 __global__ void redukcija(const int* A, int* vsota){
2 // Indeks niti.
3 int tid = threadIdx.x;
4 // Zacasna spremenljivka.
5 int tmp = 0;
Ker je število niti v bloku omejeno na največ 1024 mora vsaka nit naložiti več
elementov:
1 for(int i=tid; i<arrSIze; i += blockSize){
2 tmp += A[i];
3 }
Definiramo deljeni pomnilnik, kjer bomo računali vmesne rezultate. Deljeni po-
mnilnik ima dodatno oznako __shared__. Uporaba take vrste pomnilnika je v
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primeru redukcije zaželjena, saj je le-ta veliko hitreǰsi od globalnega. S primerno
velikostjo, ki je v tem primeru enaka dimenziji bloka, poskrbimo, da ne pride do
tekmovanja med posameznimi nitmi. Z ukazom __syncthreads() poskrbimo,
da vse niti v bloku naložijo vrednosti v deljeni pomnilnik, preden nadaljujemo z
operacijo redukcije:
1 // Deljeni pomnilnik.
2 __shared__ int shArr[blockSize]
3 // Nalozimo zacasno spremenljivko.
4 shArr[tid] = tmp;
5 // Sinhroniziramo niti v bloku.
6 __syncthreads ();
Preko zanke primerjamo pare vrednosti v deljenem spominu, kot je to prikazano
na sliki 5.4, ter poskrbimo za ustrezno sinhronizacijo niti:
1 for(int zamik=blockSize /2; zamik >0; zamik /=2){
2 if(tid < zamik){




Ko primerjamo ter seštejemo vse pare vrednosti, se končna vsota nahaja v prvem
elementu deljenega spomina, ki ga preberemo z izbrano nitjo ter zapǐsemo v
rezultat:
1 if(tid == 0){
2 *vsota = shArr [0];
3 }
Celotna koda se tako glasi:
1 static const int arrSize = 2000;
2 static const int blockSize = 1024;
3
4 __global__ void redukcija(const int* A, int* vsota){
5 // Indeks niti.
6 int tid = threadIdx.x;
7 // Zacasna spremenljivka.
8 int tmp = 0;
9
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10 for(int i=tid; i<arrSIze; i += blockSize){
11 tmp += A[i];
12 }
13
14 // Deljeni pomnilnik.
15 __shared__ int shArr[blockSize]
16 // Nalozimo zacasno spremenljivko.
17 shArr[tid] = tmp;
18 // Sinhroniziramo niti v bloku.
19 __syncthreads ();
20
21 for(int zamik=blockSize /2; zamik >0; zamik /=2){
22 if(tid < zamik){





28 if(tid == 0){




Koda 5.4: Vsota vektorja A z uporabo paralelne redukcije.
Paralelna redukcija predstavlja ključni korak v primeru računanja mere kako-
vosti, kjer iz sinusne ter kosinusne komponente polja normaliziranih gradientov
izluščimo skalarno vrednost, ki predstavlja mero podobnosti med slikama, iz lo-
kacij kontrolnih točk pa komponenti Cfold in Csmooth. Računska kompleksnost
paralelne redukcije v primeru neomejenega števila procesov je tako O(log2 n), v
primerjavi s serijsko izvedbo redukcije, kjer je časovna kompleksnost O(n).
5.4 Optimizacija ščepcev
Za učinkovito implementacijo sta glavni zahtevi:
• minimizacija porabe spomina: Tipično so 3D medicinske slike velikosti
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reda več 10 MB. Velikost spomina GPE je relativno majhna v primerjavi s
spominom RAM, zato je pomembno, da minimiziramo količino spomina, ki
ga potrebuje posamezen kromosom, ter tako zagotovimo zadostno velikost
populacije.
• minimizacija prenosa podatkov: Zakasnitve pri prenosu podatkov pred-
stavljajo glavno omejitev pri hitrosti delovanja posameznih ščepcev. Po-
membno je, da se minimizira prenose ter omogoči večkratno uporabo po-
datkov preko deljenega spomina, kjer je to mogoče.
Ščepci si sicer delijo neke skupne lastnosti ter podatkovne strukture, kljub temu
pa je optimizacija za vsakega drugačna, saj je potrebno posamezne postopke
zaradi drugačnih lastnosti obravnavati individualno ter določiti področja, ki so
ugodna za optimizacijo. Primarno smo se osredotočali na korake, ki so računsko
najzahtevneǰsi. To so deformacija, interpolacija in izračun polja normaliziranih
gradientov.
5.4.1 Deformacija in interpolacija
Izračun polja deformacije predstavlja računsko najbolj zahteven korak poravnave.
Za vsak individualni voksel na sliki je potrebno izračunati tenzorski produkt B-
zlepkov preko treh zank. Deformacijo ter interpolacijo izvajamo po principu ena
nit na en voksel. Koordinatno mrežo poravnamo z voksli, kar nam omogoča
ponovno uporabo podatkov v posamezni gruči vokslov. Izraz gruča predstavlja
skupino vokslov, ki si delijo iste okolǐske 4×4×4 kontrolne točke, ki določajo defor-
macijo znotraj gruče. Število vokslov v posamezni gruči je tako δx×δy×δz. Kon-
trolne točke posamezne gruče shranimo v deljeni pomnilnik ter tako omogočimo
hitreǰsi dostop posamezne niti do lokacije kontrolnih točk, s čimer minimiziramo
zakasnitev, ki bi se pojavila v primeru branja iz globalnega spomina.
5.4 Optimizacija ščepcev 51
Slika 5.5: 2D predstavitev gruč. Sivo obarvano področje označuje izbrano gručo.
Krogi predstavljajo kontrolne točke. Z zelenim polnilom so označene kontrolne
točke, ki določajo deformacijo pikslov označene gruče.
Zaradi poravnanih vzorčnih točk z mrežo vokslov so vsem gručam skupni tudi
koeficienti, ki predstavljajo tenzorski produkt B-zlepkov. Tipično se koeficiente
predhodno izračuna ter shrani v tako imenovane vpogledne tabele (ang. Look-
Up-Table, kraǰse LUT), s čimer prihranimo čas, ki bi ga morala temu nameniti
posamezna nit. Uporaba LUT tabele je smiselna, kadar je čas, ki ga porabimo
za branje željene vrednosti, manǰsi od tistega, ki bi ga posamezna nit porabila za
izračun tekom izvajanja. Velikost LUT tabele tenzorksega produkta B-zlepkov
narašča premo sorazmerno z velikostjo posamezne gruče. V primeru velikih gruč
je LUT tabela prevelika, da bi jo lahko shranili v konstantni spomin na GPE, kar
pomeni, da je potrebno LUT hraniti v globalnem spominu na napravi, ki pa je
veliko počasneǰsi. Namesto celotne LUT tabele prenesemo v konstantni spomin
le vrednosti B-zlepkov v posamezni lokalni vzorčni koordinat u, v in w, izračun
njihovega produkta pa izvajamo znotraj zanke.
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Slika 5.6: Večkratna uporaba kontrolnih točk znotraj gruče.
Linearna interpolacija je pri GPE proizvajalca NVIDIA strojno podprta, kar
omogoča visoke hitrosti v primerjavi z ročno implementacijo. Plavajočo sliko
predhodno prenesemo v teksturni spomin na GPE. Vzorčne koordinate zavisijo
neposredno od predhodnega izračuna polja deformacij ter so neodvisne za posa-
mezne voksle. Korak interpolacije se tako izvaja v istem ščepcu kot izračun polja
deformacij, saj tako minimiziramo zakasnitev zaradi prenosa podatkov.
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5.4.2 Polje normaliziranih gradientov
Gradienti referenčne slike ostajajo enaki skozi celotno izvajanje, zato se jih
izračuna na samem začetku ter shrani v matriko dimenzij Z×Y ×X×3, ki ji hra-
nimo v globalnem spominu GPE. Gradienti plavajočih slik, ki so za vsak kromo-
som drugačni, bi za ločeno shranjevanje vzeli preveč prostora (Z×Y ×X×3×4B),
zato posamezne komponente gradientov za posamezen kromom izračunamo zno-
traj ščepca, v globalnem spominu pa tako hranimo le sinusno ter kosinusno kom-
ponento, ki ju izračunamo preko skalarnega ter vektorskega produkta. Matrika
komponent normaliziranega polja gradientov je tako velikosti 2×Z×Y ×X×4B.
Potrebno je upoštevati dejstvo, da je konvergenca hitreǰsa ob večjem številu
kromosomov. Vsak kromosom poleg slike velikost Z×Y ×X×4B hrani tudi obe
komponenti polja gradientov. Skupno bi torej posamezen kromosom zavzel 3×Z×
Y ×X×4B spomina, kar občutno zmanǰsa populacijo, ki jo lahko hkrati hranimo
na GPE. Količino potrebnega spomina lahko zmanǰsamo z ločenim izračunom
komponente normaliziranega polja gradientov, v isto strukturo shranimo najprej
sinusno komponento ter jo analiziramo, kasneje pa še kosinusno. Tako zmanǰsamo
potreben spomin na 2 × Z × Y × X × 4B, vendar na račun dalǰsega izvajanja,
saj se sinusna ter kosinsna komponenta izračunata zaporedno.
Arhitektura CUDA omogoča uporabo podatkovnega tipa s polovično na-
tančnostjo, 16-bitno decimalno število, ki je definiran z zapisom __half. Velikost
strukture se v primerjavi z 32-bitnim zapisom tako prepolovi, s čimer razbre-
menimo zasedenost pomnilnika. Na strojnem nivoju GPE se branje in pisanje
naslovov izvaja v 32-bitnem načinu, kar pomeni, da se kljub 16-bitnemu zapisu
matrike prebere 32-bitov. Zaželjeno je, da se uporabi oba dela 32-bitnega branja,
drugače dosegamo le polovico teoretičnih zmogljivosti. V ta namen se upora-
blja struktura __half2, ki predstavlja vektor dveh 16-bitnih števil. Ob enem
32-bitnem branju lahko tako dostopamo do posameznega 16-bitnega števila.
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Slika 5.7: Primer zapisa decimalnega števila v 16, 2x16 in 32-bitnem formatu.
V primeru izračuna komponent normaliziranega polja gradientov bomo name-
sto 32-bitnega zapisa uporabili 16-bitnega, s čimer bomo razpolovili zasedenost
spomina, hkrati pa bomo v istem ščepcu izračunali sinusno ter kosinusno kom-
ponento, ju pretvorili v 16-bitni zapis ter združili v vektor __half2. Tako bomo
znotraj enega ščepca izračunali obe komponenti, s čimer se izognemo serijskemu
računanju posamezne komponente, hkrati pa bomo s prehodom iz 32-bitnega v
16-bitni zapis ohranili količino potrebnega spomina.
Pomembno je poudariti, da je uporaba 16-bitnih decimalnih števil ustrezna
samo v primeru, kadar natančnost zapisa in izračuna nista primarnega pomena,
saj je numerična fleksibilnost zaradi zmanǰsanja števila bitov okrnjena. Ker pre-
vajalnik ne podpira navadnih računskih operacij s 16-bitnimi števili, je potrebno
vključiti ustrezno knjižnico cuda_fp16.h ter vse izračune opraviti s klicem po-
sebnih funkcij.
1 // Podpora za 16 bitna decimalna š tevila
2 #include <cuda_fp16.h>
3
4 __global__ void sin_cos_komponente(__half2* rezultat){
5
6 int tid = blockDim.x * blockIdx.x + threadIdx.x;
7
8 float sin_komponenta , cos_komponenta;
9
10 // Izra čun posamezne komponente
11 // KODA ...
12
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13
14 // Pretvorba iz 32-bitnega zapisa v 2x16 -bitni zapis z ustrezno
funkcijo.
15 __half2 tmp = __floats2half2_rn(sin_komponenta , cos_komponenta);
16
17 rezultat[tid] = tmp;
18
19 }
Koda 5.5: Del kode za pretvorbo iz 32-bitnega v 16-bitni zapis pri računanju
komponent.
5.4.3 Polovična natančnost
Kot je že bilo omenjeno, nam CUDA arhitektura omogoča uporabo 16-bitnih
decimalnih števil, ki zavzamejo polovico prostora, ki bi ga sicer 32-bitno deci-
malno število. Arhitektura Pascal je bila prva, ki je strojno podprla računanje
s 16-bitnimi decimalnimi števili, predhodne arhitekture pa so jih prevorile v 32-
bitni zapis, izvedle zahtevano operacijo ter pretvorile nazaj v 16-bitni zapis (slika
5.8a). Noveǰsa CUDA jedra lahko izvedejo izbrano operacijo nad dvema 16-
bitnima številoma v enem urnem ciklu, kot je to prikazano na sliki 5.8c, s čimer
se sposobnost računanja podvoji.
Prehod iz 32-bitnega v 16-bitni zapis ima tako dve glavni prednosti:
• manǰsa zasedenost spomina,
• manǰsa zakasnitev pri nalaganju podatkov.
Izvajanje ščepcev je v pogosto omejeno s hitrostjo spomina, saj mora posa-
mezna nit naložiti podatek iz globalnega spomina. Z uporabo 16-bitnega zapisa
lahko tako podvojimo število elementov, ki bi jih v enakem času prebrali v pri-
meru 32-bitnega zapisa, s čimer zmanǰsamo zakasnitve, ki jih branje prinaša.
V tabeli 5.1 je prikazana računska učinkovitost izbranih GPE. Razvidno je, da
se učinkovitost računanja s 16-bitnimi števili močno razlikujejo pri različnih GPE.
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Slika 5.8: Podpora FP16 operacijam.
Tabela 5.1: Glavne lastnosti posamezne verzije.
GTX 1080 RTX 2080ti RTX 3080
FP32 [TFLOPS] 8,873 13,45 29,77
FP16 [TFLOPS] 0,1386 26,9 29,77
Razmerje FP16/FP32 1:64 2:1 1:1
To je primarno pogojeno z vrsto CUDA jeder, saj le določene izvedbe omogočajo
paralelno izvajanje operacij na 2x16-bitnih številih (primer je RTX 2080ti).
V naši implementaciji smo podprli tako 32 bit tudi 16-bitni zapis s plavajočo
vejico. V primeru uporabe 16-bitnega zapisa so vse matrike preoblikovane na
način, da najhitreje spreminjajoči indeks združuje po 2 kromosoma:
[populacija,X, Y, Z] → [populacija/2, X, Y, Z, 2] , (5.2)
kjer mora biti velikost populacije soda vrednost. S takim preoblikovanjem zagoto-
vimo preprost prehod iz 32 v 16-bitni zapis z minimalnim spreminjanjem izvorne
kode ščepcev. V primeru matrik vǐsjih dimenzij pretvorba poteka na enak način,
kjer ima najhitreje spreminjajoča dimenzija vedno po 2 elementa, ki predstavljata
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dva ločena kromosoma.
Pri uporabi polovične natančnosti je potrebno poudariti, da pri nekaterih ope-
racijah to ni primerna oblika zapisa, saj je najvǐsja vrednost, ki jo lahko 16-bitno
decimalno število zavzame, približno 65000. To predstavlja težavo predvsem pri
računanju statistične vrednosti neke matrike, pri katerem akumuliramo vrednost
posameznih elementov, kjer hitro prekoračimo zgornjo mejo, s tem pa preidemo
v nasičenje. Pri uporabi paralelne redukcije na 16-bitnem podatkovnem zapisu,
se zaradi numeričnih razlogov pred akumulacijo podatke znotraj ščepca pretvori
v 32-bitni zapis, s čimer razširimo zgornjo ter spodnjo mejo, ki jo lahko zavzame
izračunana vrednost.
5.5 Uporaba več GPE
Implementirani algoritem lahko pohitrimo z uporabo več GPE. Celotno popula-
cijo lahko razporedimo na več naprav, ki vzporedno izvajajo zahtevane operacije.
Uporaba genetskega algoritma je ugodna, saj vsak kromosom predstavlja samo-
stojno enoto, ki jo posamezna naprava obdeluje neodvisno od ostalih. Ponovna
združitev nabora podatkov je potrebna pri mutaciji ter križanju, kjer izvajamo
operacije nad celotno populacijo in ne nad samostojnimi kromosomi.
Slika 5.9: Porazdelitev dela med več GPE.
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Komunikacija med različnimi napravami GPE načeloma poteka preko vodila
PCIe v enoto CPE ter nato v drugo napravo preko vodila PCIe. Ta korak predsta-
vlja največje zakasnitve, saj je takšna komunikacija veliko počasneǰsa od hitrosti,
ki jo zagotavlja globalni spomin znotraj GPE. Zagotoviti je potrebno, da so zaka-
snitve, ki jih komunikacija med napravami prinaša, dovolj majhne, da jih zaradi
računskih zahtevnosti zakrijejo ostale operacije. Hitrost vodila PCIe 3.0 je 1GB/s
na stezo, kjer je možno uporabiti vseh 16 stez za hitrost prenosa 16GB/s. Hitrost
PCIe 4.0 je 2x vǐsja, torej 32GB/s. Takšne hitrosti niso primerljive s tistimi, ki
jih omogoča spomin GPE, ki je reda 10x večje.
Nekatere GPE podpirajo komunikacijo preko posebne povezave NVLINK, ki
omogoča neposreden prenos podatkov med GPE brez komunikacije z gostiteljem,
s čimer se zmanǰsajo zakasnitve ter poveča hitrost prenosa. Pri porazdeljenem
računanju na več GPE je uporaba vodila NVLINK kritičnega pomena za ohra-
njanje hitrosti poravnave.
Slika 5.10: Komunikacija preko PCIe in NVLINK vodila.
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5.6 Razvojno okolje
Program smo razvili v okolju Python, ki je zaradi svoje prilagodljivosti ter
podpore mnogih knjižnic ugoden za začetne verzije programov. Uporabili smo
knižnico CuPy, ki deluje na podoben način kot zelo razširjena numerična knjižnica
NumPy, le da uporablja strojno pospeševanje z GPE, zaradi česar je ugodna za
obdelavo kompleksnih matrik, ki zahtevajo veliko računsko moč, hkrati pa je kom-
patibilna z NumPy-em. CuPy poleg vnaprej implementiranih matričnih operacij
na GPE skrbi tudi za nadzor pretoka podatkov med CPE in GPE ter sinhro-
nizacijo. Posamezni ščepci se na GPE po klicu iz CPE izvedejo asinhrono, kar
pomeni, da uporabnik lahko izvaja druge ukaze še preden se ščepec do konca
izvede. CuPy od dostopu do strukture, ki jo uporablja določen ščepec, poskrbi,
da je le-ta izveden ko konca, preden uporabnik s strukturo dalje manipulira.
Knjižnica CuPy preko razredov RawKernel in RawModule podpira tudi ročno
implementacijo ščepcev, katerih definicije podamo v tekstovni obliki, prevajal-
nik pa jih prevede ob prvem klicu zahtevane funkcije. Tako imamo podporo do
vnaprej pripravljenih ter optimiziranih CUDA knjižnic, kot so cuBLAS, cuDNN,
cuRAND in ostale. Uporabljali smo predvsem cuRAND za generacijo naključnih
števil znotraj ščepcev.
5.7 Hirearhična poravnava
Večstopenjska poravnava zahteva določene prilagoditve znotraj ščepcev. Po-
membno je, da so spremenljivke, katerih vrednosti so odvisne od izbranih pa-
rametrov poravnave ter velikosti slik, prilagodljive. Ker so definicije ščepcev
podane preko teksta in jih prevedemo šele ob klicu prvega ščepca, lahko še pred
začetkom posamezne stopnje poravnave določene vrednosti prilagodimo z upo-
rabo python-ove funckije besedilo % slovar, kjer v slovarju definiramo vrednosti
spremenljivk, ki jih želimo spremeniti v besedilu. Dodatno prednost prinaša li-
nearizacija matrik, ki omogoča delo s podatki različnih dimenzij.
Po končani stopnji izračunamo polje deformacij za sliko osnovnih dimenzij ter
ga uporabimo kot vhod v naslednjo stopnjo poravnave. Tako poskrbimo, da se
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optimalna deformacija posamezne stopnje poravnave prenaša med posameznimi
stopnjami, ki zgolj nadgrajujejo predhodno izračunano polje deformacij.
6 Poskusi in Rezultati
Poskusi izvajanja razvitega postopka poravnave bodo vključevali vrednotenje
različic paralelne implementacije in implementacije prilagojene mutacije ter re-
gularizacije in nato še primerjalno vrednotenje točnosti poravnave glede na uve-
ljavljene postopke, in sicer v kliničnem kontekstu poravnave CT in CBCT slik za
namen prilagajanja načrta radioterapije.
6.1 Podatki
Razviti postopek poravnave smo vrednotili na zasebni bazi podatkov, ki jo je
zagotovila ustanova UKC Maribor. Poravnavo smo izvajali na parih CT in CBCT
slik dvajsetih anonimnih bolnikov (tabela 6.1). Slike so bile zajete kot sivinske
slike s 16-bitnim celoštevilskim zapisom. Tekom predobdelave slik smo zapis
pretvorili v 32-bitni decimalni zapis. Pri vsakem bolniku smo imeli na voljo
planirno CT sliko ter 6 dnevnih CBCT slik področja prostate, ki so bile zajete v
različnih časovnih obdobjih, skupaj torej 120 parov CT in CBCT slik. Za vsako
CT sliko so bile ročno razgrajene označene tri strukture: površina bolnika, leva
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Slika 6.1: CT (zgoraj) in CBCT (spodaj) slika ter pripadajoče segmentacije v
vseh treh ravninah. Modra barva označuje prostato, zelena levo kolčno glavico in
oranžna površino pacienta.
Vse CBCT slike in njihove pripadajoče maske smo predhodno togo poravnali
s programskim paketom Elastix ter jih prevzorčili v isti koordinatni sistem kot
referenčna CT slika. Pri postopku poravnave je referenčno sliko predstavljala slika
CT, plavajočo pa CBCT. Za vsakega bolnika smo tako opravili 6 togih poravnav.
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6.2 Metrike vrednotenja
Za klinično rabo je potrebno postopek vrednotiti vsaj iz dveh zornih kotov:
• hitrost poravnave (poglavje 6.3),
• kvaliteta poravnave (točnost, regularnost; poglavji 6.5).
V splošnem velja, da z večjim številom iteracij dosežemo kvalitetneǰso poravnavo,
a hkrati porabimo več časa. Glede na zahteve določene aplikacije je potrebno
nastaviti parametre tako, da v omejenem časovnem okviru zagotovijo ustrezno
kvaliteto opravljene poravnave.
Kvaliteto poravnave običajno vrednotimo večparametrično. Pri netogi po-
ravnavi je pomemben aspekt točnost poravnave, ki jo lahko posredno ocenimo z
analizo prekrivanja označenih struktur. Diceov koeficient (6.1) je ena izmed stan-
dardnih mer, ki se uporablja pri oceni točnosti netoge poravnave in jo definiramo
kot:





Za dozimetrično analizo je lahko vrednotenje zgolj preko Diceovega koeficienta
zavajujoče, saj je mera neobčutljiva na sistematično pre- in pod-razgradnjo. S.
Nikolov in sodelavci v članku [13] prilagodijo izračun Diceovega koeficienta tako,
da uvedejo določeno toleranco med površinami maskiranih struktur ter namesto
volumna izračunajo prekrivanje površin znotraj izbranega območja tolerance, kot
je to prikazano na sliki 6.2. Opisano metriko poimenujejo površinski Diceov ko-
eficient (kraǰse sDICE), klasičen izračun (6.1) pa volumetrični Diceov koeficient
(kraǰse vDICE). Pri dozimetrični analizi največjo težavo predstavljajo velike na-
pake pri deformaciji, kar je na sliki 6.2 označeno z rožnato barvo, to pa preko me-
trike vDICE ni neposredno razvidno. Zaloga vrednosti za meri sDICE in vDICE
je podana na intervalu [0,1], kjer vrednost 1 predstavlja najbolǰse ujemanje.
Pri izračunu metrik sDICE in vDICE v primeru površine bolnika smo maske
obrezali z uporabo avtomatskega postopka, ki je obrezal deformirane maske glede
na togo poravnano masko bolnika CBCT slike, saj CBCT slika pokriva le določen
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Slika 6.2: Površinski Diceov koeficient. Polna črta označuje deformirano masko,
črtkana pa referenčno masko. Z zeleno barvo je označeno območje znotraj, z
rožnato pa zunaj tolerance.
del celotne CT slike (slika 6.1). Koda samodejnega obrezovanja je priložena v
dodatku I. Izbrano območje tolerance pri izračunu mere sDICE je 3 mm.
Pri netogi poravnavi vrednotimo tudi regularnost oz. fizikalno smiselnost
polja deformacij, in sicer z z izračunom determinante Jakobijeve matrike polja
deformacij (poglavje 6.5).
6.3 Hitrost poravnave
Hitrost poravnave zavisi od izbire parametrov in tipa GPE. Opravili smo porav-
navo referenčne CT slike ter prve CBCT slike bolnika 1 (poglavje 6.1). Proučili
smo vpliv različnih tipov GPE (poglavje 6.3.1), izbire parametrov (poglavje 6.4),
točnosti zapisa (poglavje 6.3.4) ter uporabo več GPE (poglavje 5.5) na čas izva-
janja poravnave.
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6.3.1 Izbira GPE
Sodobne izvedbe GPE zaradi velikega števila CUDA jeder ter hitreǰsega spomina
hitreje zaključijo poravnavo brez kakršnega koli spreminjanja kode. Opravili smo
poravnavo z enakimi parametri na različnih GPE, kjer smo proučili vpliv moči
GPE na hitrost poravnave ter pokazali pohitritev pri prehodu na noveǰse genera-
cije GPE podobnega cenovnega ranga2.
Tabela 6.2: Parametri poravnave.
Stopnja Št. kromosomov Št. iteracij Vzorčenje Razmak Podokno
1 200 250 4× 4× 2 10× 10× 5 5
2 80 250 2× 2× 2 10× 10× 5 5
3 80 250 2× 2× 2 5× 5× 5 3
4 40 250 2× 2× 1 5× 5× 3 3
Tabela 6.3: Hitrost poravnave. Bolnik 1, CBCT 1. Enojna točnost (32-bitna
plavajoča vejica).




Tabela 6.3 prikazuje čas poravnave za različne GPE. Parametri poravnave so
opisani v tabeli 6.2. Poravnava je bila opravljena pri enojni točnosti, kar pomeni,
da so bile vse podatkovne strukture v 32-bitnem zapisu. Razvidno je, da hitrost
poravnave ni neposredno odvisna od števila CUDA jeder3, je pa bila pričakovano
najhitreje zaključena na GPE RTX 3080.
2Cena ob izidu generacije.
3Specifikacije GPE so podane v tabeli 4.1
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6.3.2 Vpliv parametrov
Razviti postopek nudi možnost nastavljanja parametrov. Raziskali ter razložili
smo vpliv različnih vrednosti parametrov poravnave na celotni čas izvajanja.
Tabela 6.4: Vpliv spremembe vrednosti parametrov na hitrost poravnave. GPE
RTX 2080ti. Bolnik 1, CBCT 1. Enojna točnost.
Sprememba Čas poravnave [s] Faktor pohitritve 4
- 46 1
Št. kromosomov ×2 92 0,5
Št. iteracij ×2 92 0,5
Podokno ×2 79 0,58
Korak vzorčenja z-osi ×2 24 1,92
Razmak ×2 38 1,20
Čas poravnave je premo sorazmeren s številom kromosomov v populaciji, saj
je z večjo populacijo večja računska zahtevnost vsake operacije znotraj posa-
mezne iteracije5. Prav tako se čas linearno povečuje s številom iteracij ter s
povečevanjem resolucije. Razmerje je težje opisati pri spremembi parametrov, ki
vplivajo le na določen del operacij. To se zgodi pri spremembi razmaka ter dimen-
zijah podokna za izračun mutacijskih koeficientov. Sprememba razmaka vpliva
na dimenzije posameznega kromosoma6. Kljub manǰsim kromosomom ostajajo
dimenzije slike enake. Operaciji interpolacije ter izračuna komponent normali-
ziranega polja deformacij sta neodvisni od izbire razmaka, pač pa od dimenzije
slike, ki je sorazmerna s korakom vzorčenja. Računska kompleksnost izračuna
polja deformacij primarno zavisi od dimenzije slik, velik vpliv pa ima tudi število
kontrolnih točk v posameznem kromosomu, saj mora ščepec pri manǰsem razmaku
v deljeni spomin naložiti večje število podatkov.
4Kvocient časa poravnave z osnovnimi ter prilagojenimi parametri.
5Slika 5.1
6Večji razmak bo rezultiral v manǰsem številu kontrolnih točk.
68 Poskusi in Rezultati
6.3.3 Hitrost ščepcev
Pri optimizaciji hitrosti poravnave je potrebna individualna analiza posameznih
operacij, da lahko določimo časovno kritične ter temu primerno prilagodimo vre-
dnosti parametrov. Z orodjem Nsight Visual Profiler (kraǰse NVPROF) je možna
podrobneǰsa analiza posameznih ščepcev. V poglavju 6.3.2 smo že nakazali do-
minanten vpliv operacij, ki imajo opravka s slikami. Opravili smo poravnavo
na GPE RTX 2080ti ter tekom izvajanja spremljali čas izvajanja posameznih
ščepcev.
Tabela 6.5: Čas izvajanja posameznih ščepcev na iteracijo. Privzeti parametri
poravnave, tabela 6.2. GPE RTX 2080ti. Bolnik 1, CBCT 1. Enojna točnost.
D+I = deformacija + interpolacija, G = polje gradientov, MK = mutacijski
koeficienti, rF1 = izračun mere podobnosti, M = mutacija, K = križanje, F =
izračun Cfold, S = izračun Csmooth, rF2 = izračun Creg.
Ščepec Stopnja 1 Stopnja 2 Stopnja 3 Stopnja 4
t [ms] % t [ms] % t [ms] % t [ms] %
D+I 5,638 55,0 23,110 56,7 29,022 51,0 59,266 52,4
G 3,009 29,4 11,750 28,8 11,629 20,4 24,189 21,4
MK 0,720 7,0 2,674 6,6 7,053 12,4 13,278 11,7
rF1 0,488 4,8 1,958 4,8 1,955 3,4 3,914 3,5
M 0,158 1,5 0,504 1,2 2,936 5,2 5,306 4,7
K 0,165 1,6 0,528 1,3 3,082 5,4 5,665 5,0
F 0,014 0,1 0,051 0,1 0,523 0,9 0,485 0,4
S 0,022 0,2 0,062 0,2 0,315 0,6 0,612 0,5
rF2 0,034 0,3 0,112 0,3 0,430 0,8 0,488 0,4
skupaj 10,248 100 40,749 100 56,945 100 113,203 100
Ščepec za izračun polja deformacij ter interpolacijo slike je časovno najbolj
potraten in predstavlja kar polovico celotnega časa izvajanja. Tenzorski produkt
B-zlepkov, ki je realiziran kot trojna for zanka, je računsko zelo zahteven, saj
je potrebno v vsaki iteraciji znotraj posamezne for zanke naložiti lokacijo kon-
trolne točke iz deljenega spomina. Sledi mu ščepec za izračun sinusne in kosinusne
komponente normaliziranega polja gradientov, ki zavzame 20-30% časa izvajanja.
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Slika 6.3: Grafični prikaz časa izvajanja posameznih ščepcev na iteracijo. Tabela
6.5.
Glavna omejitev tega ščepca je hitrost spomina, saj je potrebno za izračun gradi-
enta slike posameznega kromosoma iz globalnega spomina naložiti po 3 elemente
za vsako dimenzijo7. Pri ščepcu za izračun mutacijskih koeficientov beležimo vi-
sok skok časovne zahtevnosti iz stopnje 2 na stopnjo 3. Razlog za to je predvsem
v tem, da se število kontrolnih točk na dani volumen v posameznem kromosomu
močno poveča. Korak vzorčenja za 2. in 3. stopnjo je enak, razmak pa se iz
10 × 10 × 5 zmanǰsa na 5 × 5 × 5, kar rezultira v 4× večji gostoti kontrolnih
točk na dani volumen. Trije najzahtevneǰsi ščepci tako zavzamejo ≈ 90% celo-
tnega časa izvajanja poravnave. Skok med prehodom iz 2. v 3. stopnjo je moč
zaznati tudi pri ščepcu za izračun mutacije in križanja, vendar je čas izvajanja
v primerjavi s prej naštetimi ščepci občutno manǰsi, saj predstavlja zgolj ≈ 10%
celote.
7Konvolucija z jedrom [−1, 0, 1] v x, y in z smeri v primeru 3D slike. Poglavje 2.4.1.
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6.3.4 Točnost zapisa
Prehod iz enojne v polovično točnost zapisa pri enakih parametrih poravnave
razpolovi količino spomina, ki ga posamezen kromosom zasede. Kot smo že
večkrat omenili, je podpora 16-bitnemu zapisu s plavajočo vejico pri različnih
GPE različno podprta, kar se odraža v stopnji pohitritve pri prehodu iz enojne
točnosti. Nekatere operacije zaradi numerične narave niso ugodne za 16-bitni
zapis. Izračun mere podobnosti in faktorjev Csmooth ter Cfold je tako tudi v pri-
meru polovične točnosti podatkov izveden v polni točnosti, saj ščepci z uporabo
redukcije seštevajo posamezne elemente, s čimer se pojavi nevarnost nasičenja.
Primerjali smo hitrosti poravnave pri zapisu struktur z enojno in polovično
točnostjo. Poravnavo smo izvedli na več tipih GPE, kjer smo preverili podporo
računskim operacijam na vektorju števil polovične točnosti. Pokazali smo, da
lahko v določenih primerih dosežemo do 2× pohitritev pri prehodu iz enojne v
polovično točnost zapisa, a hkrati to ni dosegljivo na vseh tipih GPE.
Tabela 6.6: Čas izvajanja posameznih ščepcev na iteracijo. Privzeti parametri
poravnave, tabela 6.2. GPE RTX 2080ti. Bolnik 1, CBCT 1. Polovična točnost.
Ščepec Stopnja 1 Stopnja 2 Stopnja 3 Stopnja 4
t [ms] % t [ms] % t [ms] % t [ms] %
D+I 3,395 51,4 13,688 57,0 19,130 58,3 38,599 59,7
G 1,567 23,8 6,085 25,4 6,090 18,6 12,351 19,1
MK 0,970 14,7 1,422 5,9 2,333 7,1 3,388 5,2
rF1 0,486 7,4 2,015 8,4 2,019 6,2 4,412 6,8
M 0,078 1,2 0,300 1,2 1,430 4,4 2,631 4,1
K 0,065 1,0 0,276 1,1 1,368 4,2 2,506 3,9
F 0,016 0,2 0,049 0,2 0,243 0,7 0,370 0,6
S 0,016 0,2 0,157 0,7 0,165 0,5 0,311 0,5
rF2 0,005 0,1 0,011 0,0 0,039 0,1 0,069 0,1
skupaj 6,741 100 24,003 100 32,817 100 64,637 100
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Slika 6.4: Grafični prikaz časa izvajanja posameznih ščepcev na iteracijo. Tabela
6.6.
Tabela 6.7: Čas izvajanja posameznih ščepcev za polno in polovično točnost na
iteracijo. Bolnik 1, CBCT 1. Privzeti parametri poravnave, tabela 6.2. GPE
RTX 2080ti.
Ščepec Stopnja 1 [ms] Stopnja 2 [ms] Stopnja 3 [ms] Stopnja 4 [ms]
tFP16 tFP32 tFP16 tFP32 tFP16 tFP32 tFP16 tFP32
D+I 3,395 5,638 13,688 23,110 19,130 29,022 38,599 59,266
G 1,567 3,009 6,085 11,750 6,090 11,629 12,351 24,189
MK 0,970 0,720 1,422 2,674 2,333 7,053 3,388 13,278
rF1 0,486 0,488 2,015 1,958 2,019 1,955 4,412 3,914
M 0,078 0,158 0,300 0,504 1,430 2,936 2,631 5,306
K 0,065 0,165 0,276 0,528 1,368 3,082 2,506 5,665
F 0,016 0,014 0,049 0,051 0,243 0,523 0,370 0,485
S 0,016 0,022 0,157 0,062 0,165 0,315 0,311 0,612
rF2 0,005 0,034 0,011 0,112 0,039 0,430 0,069 0,488
skupaj 6,741 10,248 24,003 40,749 32,817 56,945 64,637 113,203
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Slika 6.5: Grafični prikaz primerjave časa izvajanja posameznih ščepcev na ite-
racijo za enojno in polovično točnost. Tabela 6.7.
Prehod na polovično točnost pohitri predvsem ščepce, ki so omejeni s hitro-
stjo spomina, saj hkrati preberemo vektor dveh 16-bitnih števil, kar razpolovi
zakasnitve zaradi branja podatkov. Učinek je izrazito opazen pri mutaciji in
križanju. Čas izvajanja ščepca za deformacijo in interpolacijo se pohitri, vendar
se ne razpolovi. To je predvsem povezano z načinom strojne interpolacije, saj
ne obstaja operacija, ki bi lahko izvedla vektorsko operacijo interpolacije dveh
vokslov paralelno, ampak je potrebno vsako 16-bitno število pri teksturni inter-
polaciji obravnavati ločeno. Največjo pohitritev dosežemo pri ščepcu za izračun
mutacijskih koeficientov.
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Tabela 6.8: Čas izvajanja poravnave na različnih GPE, polovična in polna
točnost. Bolnik 1, CBCT 1. Privzeti parametri poravnave, tabela 6.2.
GTX 1080 RTX 2080ti RTX 3080
tFP32 94 s 46 s 38 s
tFP16 - 27 s 46 s
Poravnavo pri polni točnosti je najhitreje opravila GPE RTX 3080. Poravnava
pri polovični natančnosti je bila najhitreǰsa na GPE RTX 2080ti, kljub temu da
so teoretične hitrosti ta polovično točnost vǐsje pri GPE RTX 3080 (tabela 5.1).
To je primarno posledica števila enot, ki so sposobne računati z vektorjem 16-
bitnih števil. V primeru RTX 2080ti so vsa jedra, ki opravljajo operacije na
32-bitnih decimalnih številih, sposobna računati tudi z vektorji 16-bitnih števil,
zato je razmerje FP16:FP32 1:2, pri RTX 3080 pa zgolj 1:1, kar pomeni, da
moramo matematične operacije na vektorju izvesti ločeno za vsak element, kjer
pa so potrebni dodatni ukazi in sinhronizacija, s čimer pa pride do dodatnih
zakasnitev.
6.3.5 Uporaba več GPE
V poglavju 5.5 smo predstavili možnost uporabe več GPE za pohitritev izvajanja
poravnave. Poravnavo smo izvedli na dveh GPE RTX 2080ti. Komunikacijo med
GPE smo preizkusili preko standardnega vmesnika PCIe 3.0 ter z uporabo vodila
NVLINK, kjer pokažemo prednost uporabe vodila NVLINK pri prenosu podatkov
med GPE.
Tabela 6.9: Čas izvajanja poravnave na enem in več GPE RTX 2080ti. Polovična
točnost. Bolnik 1, CBCT 1. Privzeti parametri poravnave, tabela 6.2.
Kombinacija t [s] Tip povezave
GPE 0 27 -
GPE 0 + GPE 1 17 NVLINK
GPE 0 + GPE 2 39 PCIe 3.0
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Tabela 6.10: Čas izvajanja posamezne stopnje v primeru uporabe več GPE.
Komunikacija preko vodila PCIe in NVLINK. Polovična točnost. Bolnik 1, CBCT
1. Privzeti parametri poravnave, tabela 6.2.
Stopnja Čas poravnave8 [s] Razmerje
PCIe NVLINK
1 4,03 2,25 1:0,56
2 5,354 3,28 1:0,61
3 11,56 4,21 1:0,36
4 16,07 5,01 1:0,31
Testiranje hitrosti poravnave smo izvedli na sistemu s tremi GPE tipa RTX
2080ti. GPE 0 in 1 sta poleg PCIe verzije 3.0 povezana tudi z vodilom NVLINK,
ki omogoča neposredno komunikacijo med napravama. GPE 2 komunicira zgolj
preko vodila PCIe. V tabeli 6.9 so prikazani časi poravnave pri različnih kombi-
nacijah uporabljanih naprav. Poravnava se najhitreje izvede v primeru uporabe
GPE 0 in GPE 1 in predstavlja ≈ 60% časa, ki ga porabimo v primeru uporabe
ene same GPE. Pomembno je poudariti, da lahko dosežemo pohitritev z uporabo
več GPE zgolj do neke mere, saj je potrebno operaciji mutacije in križanja izve-
sti na eni sami napravi. Pri kombinaciji GPE 0 in GPE 2 se čas izvajanja celo
podalǰsa. To je predvsem posledica počasne komunikacije med napravami, saj
komunikacija med GPE poteka preko vodila PCIe in gostitelja (CPE).
Iz tabele 6.10 je razvidno, da se razmerje glede na vodilo NVLINK s stopnjami
slabša. Zaradi povečevanja dimenzij posameznega kromosoma se povečuje tudi
količina podatkov, ki si jih morajo GPE izmenjati pred in po operacijah križanja
in mutacije. V tabeli 6.11 je prikazan odstotek časa, ki se znotraj posamezne
iteracije porabi za prenos podatkov med GPE. Ta v primeru komunikacije preko
vodila PCIe predstavlja znaten delež časa celotne iteracije, s čimer je hitrost
poravnave slabša kot v primeru, ko uporabljamo eno samo GPE. Uporaba vodila
NVLINK je tako kritičnega pomena za učinkovito komunikacijo med GPE in
praktično uporabo več GPE za pohitritev poravnave.
8Končna vsota ločenih stopenj od celotnega časa poravnave odstopa (tabela 6.9). Meritve
ne vključujejo časa, ki je potreben za začetno dodelitev spomina na GPE.
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Tabela 6.11: Čas, ki ga porabimo za prenos podatkov med napravami med
izvajanjem poravnave. Polovična točnost. Bolnik 1, CBCT 1. Privzeti parametri
poravnave, tabela 6.2.







Mutacija pri genetskem algoritmu zaradi popolnoma slepega delovanja lahko hi-
tro pokvari kvalitetne kromosome. Število kontrolnih točk v posameznem kro-
mosomu z večanjem dimenzij slike ter nižanjem razmaka hitro naraste. Visoka
verjetnost mutacije hitro vodi v preveliko število kontrolnih točk, katerih loka-
cije spreminjamo, s tem pa težko ovrednotimo kvaliteto kromosoma. Prvi način
reševanja te težave je s preprostim znižanjem verjetnosti mutacije. Ker je zaradi
visoke porabe spomina 3D slik število kromosomov močno okrnjeno, z nižanjem
verjetnosti mutacije genetski algoritem močno omejimo.
Na prvem paru CT-CBCT slik bolnika 1 smo opravili analizo konvergence pri
različnih vrednostih faktorjev β in δ. Izvedli in povprečili smo deset meritev prve
stopnje poravnave (tabela 6.2), kjer smo spremljali vrednost funkcije kakovosti
(3.2) za najbolǰsi kromosom v dani iteraciji.
9Odstotek časa, ki ga porabimo za prenos podatkov, glede na čas izvajanja ene iteracije
znotraj posamezne stopnje.
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Slika 6.6: Primerjava konvergence slepe in prilagojene mutacije. Povprečje
desetih meritev.
A) Vpliv parametra δ na konvergenco. β = 0, 25.
a) δ = 1, b) δ = 0, 5, c) δ = 0, 25, d) δ = 0.
B) Vpliv parametra β na konvergenco. δ = 1.
a) β = 0, b) β = 0, 25, c) β = 0, 5, d) β = 1, e) β = 2.
Na sliki 6.6 sta prikazana vpliva faktorjev β in δ na konvergenco. S spreminja-
njem vrednosti parametra β (slika 6.6B) vplivamo na verjetnost mutacije točk,
kjer imajo večjo verjetnost mutacije točke, katerih lokalna okolica je slabo porav-
nana. Namesto pretiranega zmanǰsevanja verjetnosti mutacije omejimo spremi-
njanje lokacije zgolj določenih točk znotraj kromosoma. Prilagojena verjetnost
mutacije izbolǰsa konvergenco algoritma. Pri visokih vrednostih parametra β
(slika 6.6B, primer e) je že opazno poslabšanje konvergence, saj je vpliv prevelik.
Predlagana vrednost β se giblje okoli 0.25− 0.5, saj tako z minimalnim vplivom
dosežemo izbolǰsanje konvergence.
Parameter δ je namenjen skaliranju maksimalne vrednosti mutacije. Večje
spremembe lokacije so bolj smiselne pri kontrolnih točkah, katerih lokalna oko-
lica ni dobro poravnana. S parametrom δ uravnavamo verjetnost, da bo premik
točke popolnoma naključen, ali pa bomo vrednost ustrezno skalirali s faktorjem
kmax (3.17). Predlagamo vrednost δ ≈ 0.25, kjer je večja verjetnost skaliranja
mutacijske vrednosti, vseeno pa dopuščamo določeno mero popolnoma naključne
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vrednosti mutacije.
Slika 6.7: Primerjava konvergence slepe in prilagojene mutacije. Povprečje
desetih meritev. 95% interval zaupanja.
A) Vpliv parametra δ na konvergenco. β = 0, 25.
a) δ = 1, b) δ = 0, 25.
B) Vpliv parametra β na konvergenco. δ = 1.
a) β = 0, b) β = 0, 25.
6.5 Regularizacija
Kvaliteto polja deformacij lahko ocenimo preko izračuna vrednosti determinante
Jacobijeve matrike v izbranem vokslu. Vrednosti det(J) < 0 predstavljajo fizi-
kalno nesmiselne deformacije. Takšne deformacije je potrebno v največji meri
preprečiti. Večina postopkov poravnave rešuje problem zlaganja preko regula-
rizacijskega člena, ki opisuje gladkost polja deformacij, kar je v našem primeru
izraženo s členom Csmooth.
Izvedli smo poravnavo prve CBCT slike bolnika 1 pri različnih vrednostih
parametra ksmooth ter analizirali pridobljeno polje deformacij.
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Tabela 6.12: Minimalna in maksimalna vrednost Jacobijeve determinante polja
deformacij pri različnih vrednostih ksmooth. Povprečje desetih meritev. Polovična







V tabeli 6.12 so prikazani rezultati analize polja deformacij. Negativno vre-
dnost Jacobijeve determinante smo zaznali samo enkrat pri vrednosti parametra
ksmooth = 10
−4. Iz tabele je razvidno, da se s povečevanjem vrednosti koeficienta
ksmooth zmanǰsuje obseg vrednosti det(J), saj raztezanje in krčenje, ki je določeno
preko lege kontrolnih točk, čedalje bolj kaznujemo. Eksperimentalno določena
vrednost ksmooth, ki daje konsistentne rezultate, se giblje med 10
−3 in 10−2.
6.6 Primerjava z obstoječimi rešitvami
Postopek poravnave smo vrednotili na togo poravnanih CT-CBCT parih slik (ta-
bela 6.1), kjer CT slika predstavlja referenčno, CBCT pa plavajočo sliko. Opravili
smo 120 poravnav, izmerili čas izvajanja postopka poravnave ter preko pridoblje-
nega polja deformacij deformirali posamezno masko prostate, leve kolče glavice
in površine bolnika. Kvaliteto opravljene poravnave smo vrednotili preko mere
sDICE za vsako od omenjenih struktur ter jo primerjali z rezultati poravnave z
obstoječimi programskimi rešitvami (pTVreg10, Elastix11, Plastimatch12 in De-
eds13) na istih parih CT in CBCT slik.
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Slika 6.8: Vrednost metrike sDICE za prostato pri različnih postopkih poravnave.
Slika 6.9: Vrednost metrike sDICE za levo kolčno glavico pri različnih postopkih
poravnave.
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Slika 6.10: Vrednost metrike sDICE za površino bolnika pri različnih postopkih
poravnave.
Slika 6.11: Čas izvajanja pri različnih postopkih poravnave.
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nave, opravljene na podatkovnem setu, opisanem v poglavju 6.1. Meritve so bile
izvedene z uporabo dveh GPE RTX 2080ti, ki sta bili med seboj povezani z vodi-
lom NVLINK. Uporabljena je bila polovična točnost zapisa podatkovnih struktur.
pTVreg, Elastix, Deeds in Plastimatch predstavljajo poravnavo z istoimenskimi
programskimi paketi. Elastix-rigid predstavlja začetno togo poravnavo. GIR-
default, GIR-highprec in GIR-rigid predstavljajo razviti postopek poravnave z
genetskim algoritmom z različnimi vrednostmi parametrov. GIR-default upora-
blja privzete parametre, opisane v tabeli 6.2. Pri GIR-highprec smo podvojili
število kromosomov ter iteracij za vse stopnje poravnave. GIR-rigid poleg pod-
vojenega števila kromosomov in iteracij na začetku opravi še dodatnih 150 iteracij
toge poravnave. Podrobni parametri posameznih postopkov so podani v dodatku
B, C, D, E, F, G in H.
Tabela 6.13: Povprečni čas izvajanja poravnave CT-CBCT para slik na celotnem
podatkovnem setu za različne postopke.









Slika 6.11 prikazuje čas izvajanja poravnave. Po časovni učinkovitosti izmed
postopkov izstopa GIR-default, ki je s povprečnim časom poravnave 23 s (tabela
6.13) najhitreǰsi izmed vseh uporabljenih postopkov. Postopki GIR-default, GIR-
highprec, GIR-rigid, Elastix-rigid, Elastix in Deeds izkazujejo dokaj konsistenten
čas poravnave, brez večjega raztrosa.
Kvaliteto poravnave postopkov smo vrednotili preko prekrivanja označenih
struktur: prostate, leve kolčne glavice in celotne površine bolnika. Slike 6.8, 6.9
in 6.10 prikazujejo vrednost metrike sDICE po opravljeni poravnavi. Najbolǰse
vrednosti ter najmanǰsi raztros v primeru prekrivanja prostate ter kolčne glavice
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Slika 6.12: Opravljena poravnava za bolnika 4, CBCT 6. Prikaz iste rezine za vse
tri osi za sliko CT (zgoraj), sliko CBCT (sredina) ter deformirano sliko CBCT
(spodaj).
je pri uporabi postopka GIR-rigid. V primeru površine bolnika je pri postopku
GIR-rigid moč zaznati nekaj osamelcev. Pri postopku GIR-default, ki je sicer
najhitreǰsi, je opazen večji raztros pri metriki sDICE za kolčno glavico ter pro-
stato. Slike, pri katerih so med enakimi strukturami večja odstopanja, postopek
GIR-default zaradi omejenega števila iteracij ter kromosomov ne uspe dobro po-
ravnati. Težavo delno reši postopek GIR-highprec, kjer s spremembo parametrov
dosežemo bolj konsistentno poravnavo, vendar na račun dalǰsega časa izvajanja
poravnave. Vseeno je tudi v primeru GIR-highprec pri prostati ter kolčni glavici
nekaj osamelcev, neuspešnih poravnav. Razlog za to je predvsem v slabi začetni
togi poravnavi in naravi uporabljene mere podobnosti, ki je občutljiva na večje
spremembe sivinskih vrednosti, torej robove. Kadar se enake strukture sploh ne
prekrivajo, je z naključno mutacijo kontrolnih točk težko poiskati ravno pravšnji
premik, ki bo poravnal robove enakih struktur. Poleg tega je potrebno za ustre-
zno deformacijo lokalnega območja po vsej verjetnosti potrebno premakniti več
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kot le eno kontrolno točko. Kadar so vsaj nekateri robovi enakih struktur porav-
nani, je konvergenca hitreǰsa, saj jo dodatno usmerjamo z uporabo prilagojene
mutacije (poglavje 3.4.1).
Slika 6.13: Primerjava metrik sDICE in vDICE pri površini bolnika za postopek
GIR-rigid.
Težavo slabe začetne poravnave in ne-prekrivanja robov enakih struktur
rešimo z uporabo postopka GIR-rigid, ki pred začetkom netoge poravnave iz-
vede 150 iteracij toge poravnave z uporabo enake mere podobnosti kot postopek
netoge poravnave, zaradi česar so robovi struktur bolje poravnani, kar omogoči
uspešneǰso netogo poravnavo. To je razvidno predvsem pri manǰsem raztrosu vre-
dnosti metrike sDICE pri prostati ter kolčni glavici. Pri analize površine bolnika
je v primeru uporabe postopka GIR-rigid veliko večji raztros kot pri postopkih
GIR-default in GIR-highprec. Razlog za to leži v avtomatskem obrezovanju slik,
saj jih obrežemo glede na začetno togo poravnano masko. V primeru slabe iz-
hodǐsčne poravnave bo začetna toga poravnava pri postopku GIR-rigid rezultirala
v večjih deformacijah. Mera sDICE je občutljiva na prekrivanje površin. V pri-
meru slabe začetne poravnave bo tako začetni del postopka GIR-rigid rezultiral v
večjih togih premikih, zaradi česar bo deformirana maska površine bolnika izma-
knjena glede na začetno masko. To se odraža v nižji vrednosti metrike sDICE, ki
je občutljiva na območje tolerance med površinama, ki v našem primeru znaša 3
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Slika 6.14: Poravnava slik za bolnika 11, CBCT 1. Rezina 50, aksialna ravnina.
a) CT slika.
b) CBCT slika.
c) Deformirana CBCT slika.
d) Primerjava CT in CBCT slike.
e) Primerjava CT in deformirane CBCT slike.
mm in ga v primeru večjih togih premikov hitro presežemo. Na sliki 6.13 je prika-
zana primerjava vrednosti metrik sDICE in vDICE pri analizi površine bolnika,
kjer je razviden veliko večji raztros vrednosti metrike sDICE, hkrati pa visoke
vrednosti ter majhen raztros mere vDICE kažejo na visoko prekrivanje volumna.
Učinek pri prostati ter kolčni glavici ni opazen, saj tam avtomatskega obrezovanja
ne opravljamo.
Izmed obstoječih rešitev najbolǰse razmerje med hitrostjo, konsistentnostjo ter
kvaliteto poravnave izkazuje postopek Deeds, ki brez dodatne toge poravnave, kot
jo izvedemo v primeru GIR-rigid, uspešno poravna tudi slike s slabo izhodǐsčno
poravnavo.
7 Zaključek
Hitrost poravnave je ena izmed glavnih omejitev pri uporabi netoge poravnave
za namen adaptivne radioterapije. Minimizacija časa pripomore k hitreǰsemu
prilagajanju obsevalnega plana ter večjemu številu bolnikov, ki jih v določenem
času lahko obravnavamo. V okviru magistrske naloge smo raziskali možnost upo-
rabe genetskega algoritma kot optimizacijski postopek za netogo poravnavo CT
in CBCT parov slik. Genetski algoritem zaradi individualnih gradnikov (kromo-
somov) omogoča preprosto paralelno implementacijo na GPE, katere računska
moč je tipično veliko večja od CPE.
Ena izmed glavnih omejitev pri GPE je količina spomina DRAM. Poleg pa-
ralelne implementacije smo predstavili tudi možnost uporabe 16-bitnega zapisa
decimalnih števil, s katerim razpolovimo količino prostora, ki ga populacije iste ve-
likosti zasede pri uporabi 32-bitnega zapisa. To nam omogoča podvojitev števila
kromosomov v populaciji, ali pa hitreǰsi zaključek poravnave pri isti velikosti po-
pulacije; odvisno od omejitev, s katerimi se srečujemo. Pri prehodu na polovično
točnost je pomembna izbira ustrezne GPE, ki podpira operacije nad vektorji
16-bitnih števil, saj lahko drugače uporaba polovične točnosti vodi v dalǰsi čas
izvajanja poravnave.
Najzahtevneǰsi korak pri poravnavi slik predstavlja izračun polja deformacij.
Paralelno implementacijo smo nagradili z uporabo več GPE, kjer smo časovno
najbolj potratne operacije porazdelili med več GPE ter tako dosegli znatno po-
hitritev. Glavna omejitev, s katero se srečujemo pri uporabi več GPE, je prenos
podatkov med različnimi napravami. Sodobne GPE omogočajo uporabo vodila
NVLINK, ki omogoča neposredno komunikacijo med GPE, s čimer zmanǰsamo
zakasnitve zaradi prenosa podatkov. V primeru komunikacije preko vodila PCIe
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se pri prenosu večjih matrik pojavijo velike zakasnitve, ki zavzamejo večino časa
izvajanja poravnave. V takem primeru je uporaba več GPE nesmiselna, saj se
efektivni čas poravnave v primerjavi z eno samo GPE celo podalǰsa. Komunika-
cija preko vodila NVLINK je omogočena na profesionalnih GPE vǐsjega cenovnega
ranga proizvajalca NVIDIA in so za praktično implementacijo tako potrebni večji
finančni vložki. Pohitritev, ki jo lahko dosežemo z uporabo več GPE, je hkrati
omejena s hitrostjo izvajanja operacij mutacije in križanja, ki se ne moreta izva-
jati na več GPE hkrati. Ker operaciji predstavljata zgolj ≈ 10% celotnega časa
izvajanja poravnave, je uporaba več GPE smiselna.
Računska moč GPE se z vsako novo generacijo izbolǰsa. Pri prehodu na novo
generacijo se čas poravnave izbolǰsa tudi do 50%1, kjer so potrebne spremembe v
obstoječi kodi minimalne, oziroma jih ni. Tako lahko dosežemo hitreǰso poravnavo
zgolj z menjavo strojne opreme, kar je vsekakor močna prednost implementiranega
algoritma. Dodatno pohitritev lahko dosežemo z optimizacijo ščepcev glede na
arhitekturo čipa GPE, saj ima vsaka verzija svoje posebnosti.
Poleg časovnih izbolǰsav smo predstavili metodo za izbolǰsanje konvergence al-
goritma, kjer smo slepo mutacijo preko analize normaliziranega polja gradientov
usmerili v tiste točke, kjer sliki nista dobro poravnani. S tem omejimo prostor
rešitev, ki ga z genetskim algoritmom naključno preiskujemo ter dosegamo hi-
treǰso konvergenco.
Razviti postopek smo primerjali s sodobnimi orodji za poravnavo slik, kjer
smo pokazali, da lastni postopek dosega primerljive rezultate pri kraǰsem času
izvajanja poravnave kot ostali postopki. Na težave naletimo v primeru izredno
velikih odmikov med enakimi strukturami, kar se lahko zgodi zaradi slabe začetne
toge poravnave. V tem primeru postopek zaradi omejenega mutacijskega koraka
in števila iteracij ne uspe uspešno poravnati slik, zato svetujemo začetno togo
poravnavo z uporabo iste mere podobnosti (poglavje 2.4.1) kot razviti postopek,
da okvirno togo poravnamo meje struktur ter tako omogočimo lažjo konvergenco.
Konkurenčne rezultate lastnemu postopku dosega postopek Deeds, ki uspešno
skonvergira tudi v primeru slabe začetne poravnave, brez da bi slike dodatno
togo poravnali, je pa čas izvajanja poravnave ≈ 2× dalǰsi2.
1Tabela 6.8, prehod iz GTX 1080 na RTX 2080ti
2Tabela 6.11, postopek Deeds in GIR-rigid.
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V primeru klinične uporabe razvitega postopka za namen adaptivne radio-
terapije je največja prednost hitrost poravnave. Postopek nudi nastavljive pa-
rametre, s katerimi lahko vplivamo na hitrost ter kakovost željene poravnave.
Razviti postopek dosega visoke vrednosti sDICE (slike 6.8 6.9 in 6.10) predvsem
pri trdih strukturah (kolčna glavica). Mehke strukture lahko pri istem bolniku
lahko močno spremenijo obliko med obdobjem zajema različnih slik, zato porav-
nava takšnih struktur ni tako natančna, kot je to vidno na sliki 6.8. V primeru
praktične uporabe razvitega postopka bi priporočili vizualni pregled kakovosti
poravnave, saj programsko brez (ročno označenih) referenčnih podatkov ne mo-
remo objektivno ovrednotiti uspešnosti. Za namen adaptivne radioterapije bi bilo
potrebno izvesti dodatno dozimetrično analizo ter oceniti ustreznost razvitega po-
stopka za klinično rabo, kljub temu pa rezultati kvalitete poravnave nakazujejo
na visok potencial razvitega postopka.
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A Elastix toga poravnava - parametri







8 // **************** Main Components **************************
9 (Registration "MultiResolutionRegistration")









19 // ******************** Multiresolution **********************
20 (NumberOfResolutions 3 )
21 (ImagePyramidSchedule 4 4 2 2 2 1 1 1 1 )
22






29 // ******************* Optimizer ****************************
30 (MaximumNumberOfIterations 800)
31
32 // ******************* Similarity measure *********************
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36 // **************** Image sampling **********************
37 (NumberOfSpatialSamples 2000)
















54 // =============== end of ParameterFile
B pTVreg - parametri







grid spacing [5, 5, 5]
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96 pTVreg - parametri
C Elastix - parametri












98 Elastix - parametri
D Plastimatch - parametri







max its 100, 50, 50
grid spac 20 20 20, 10 10 10, 5 5 5
res 4 4 2, 2 2 1, 1 1 1
99
100 Plastimatch - parametri
E Deeds - parametri





G 7× 6× 5× 4× 3
L 7× 6× 5× 4× 3
Q 3× 2× 2× 1× 1
101
102 Deeds - parametri
F GIR-default - parametri
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G GIR-highprec - parametri
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H GIR-rigid - parametri
107





















































































































































































































































































1 def get_results(gt_fname , pred_fname , img_fname , pred_rigid_fname
, bkg_intensity =-1):
2 mask_gt_img = itk.Cast(itk.ReadImage(gt_fname), itk.sitkUInt8
)
3 mask_pred_img = itk.Cast(itk.ReadImage(pred_fname), itk.
sitkUInt8)
4 if pred_rigid_fname:
5 offset = 5
6 # determine the mask region
7 mask_pred_rigid_img = itk.Cast(itk.ReadImage(
pred_rigid_fname), itk.sitkUInt8)
8 mask_arr = itk.GetArrayFromImage(mask_pred_rigid_img)
9 z, _, _ = np.where(mask_arr > 0)
10 z_min , z_max = np.min(z) + offset , np.max(z) - offset
11 # mask the inputs
12 mask_gt_arr = itk.GetArrayFromImage(mask_gt_img)
13 mask_pred_arr = itk.GetArrayFromImage(mask_pred_img)
14 mask_gt_arr [:z_min , :, :] = 0
15 mask_gt_arr[z_max:, :, :] = 0
16 _mask_gt_img = itk.GetImageFromArray(mask_gt_arr.astype(’
uint8 ’))
17 _mask_gt_img.CopyInformation(mask_gt_img)
18 mask_pred_arr [:z_min , :, :] = 0
19 mask_pred_arr[z_max:, :, :] = 0
20 _mask_pred_img = itk.GetImageFromArray(mask_pred_arr.
astype(’uint8’))
21 _mask_pred_img.CopyInformation(mask_gt_img)
22 mask_gt_img = _mask_gt_img
23 mask_pred_img = _mask_pred_img
24 return compute_metrics(mask_gt_img , mask_pred_img)
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