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ABSTRACT 
Fluid depletion within a compacting reservoir can lead to significant stress and strain changes and 
potentially severe geomechanical issues, both inside and outside the reservoir. We extend previous 
research of time-lapse seismic interpretation by incorporating synthetic near-offset and full-offset 
common-midpoint reflection data using anisotropic ray tracing to investigate uncertainties in time-
lapse seismic observations. The time-lapse seismic simulations use dynamic elasticity models built 
from hydro-geomechanical simulation output and a stress-dependent rock physics model. The 
reservoir model is a conceptual two-fault graben reservoir, where we allow the fault fluid-flow 
transmissibility to vary from high to low to simulate non-compartmentalized and compartmentalized 
reservoirs respectively. The results indicate time-lapse seismic amplitude changes and traveltime shifts 
can be used to qualitatively identify reservoir compartmentalization. Due to the high repeatability and 
good quality of the time-lapse synthetic dataset, the estimated traveltime shifts and amplitude 
changes for near-offset data match the true model subsurface changes with minimal errors. A 1D 
velocity-strain relation was used to estimate the vertical velocity change for the reservoir bottom 
interface by applying zero-offset time-shifts from both the near-offset and full-offset measurements. 
For near-offset data, the estimated P-wave velocity changes were within 10% of the true value. 
However, for full-offset data, time-lapse attributes are quantitatively reliable using standard time-lapse 
seismic methods when an updated velocity model is used rather than the baseline model. 
Key words: Time-lapse seismic estimates, Waveform modelling, Reservoir compartmentalization. 
1 INTRODUCTION 
Reservoir production can cause serious geomechanical issues in a reservoir and the surrounding rocks, 
especially when strong stress and strain changes occur. Reservoir compaction due to declining pore 
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pressure inside a producing reservoir has been observed in a number of reservoirs in the Gulf of Mexico 
and North Sea, particularly in the high-porosity, over-pressured (HPHT) sand and chalk reservoirs with 
large thickness (e.g., Guilbot and Smith 2002; Hawkins et al. 2007; Herwanger and Horne 2009). 
Reservoir compaction due to production can act as a major driving mechanism for fluid flow by 
maintaining pressure. Due to reservoir heterogeneity and geometry, hydrocarbon production can lead to 
reservoir compartmentalization and subsequent heterogeneous pore pressure distribution. Furthermore, 
large strain and stress changes in the overburden might lead to wellbore failure due to shear or fault 
reactivation and hence cause serious economic loss. Monitoring and understanding stress and reservoir 
pressure changes across faults (or any barrier) is therefore of considerable significance to avert drilling 
and reservoir depletion related problems.  
Time-lapse seismic monitoring of production-induced changes in a reservoir and the surrounding rocks 
over time has the basic aim of mapping reservoir compartments and subsurface rock deformation, 
identifying by-passed oil, monitoring fluid movement and planning for future production performance (e.g., 
Calvert 2005; Herwanger and Koutsabeloulis 2011). The general idea behind the time-lapse seismic 
approach is to enable separation of the effects of fluid saturation and pore pressure changes, and this 
has been challenging (Landrø 2001; Trani et al. 2011; MacBeth et al. 2011). Since reservoir 
compaction and pore pressure changes induced by fluid depletion in a reservoir might lead to 
changes in seismic velocities and layer thickness, it is thus crucial to discriminate between the two 
effects using time-lapse seismic analysis.  
Using a 1D expression to describe the travel-time difference due to geomechanical effects (equation 
1, Landrø and Stammeijer 2004), Hatchel and Bourne (2005) and Røste, Stovas and Landrø (2005) 
propose a linearized relation to link changes in layer velocity and thickness using a dilation factor. 
Using the dilation factor and assuming uniaxial deformation, vertical velocity change and average 
vertical strain can be estimated from observed time-lapse vertical travel-time shifts. Moving beyond 
uniaxial deformation, Minkoff et al. (2004) apply coupled fluid-flow and geomechanical simulations 
capable of predicting production-induced triaxial (3D) stress evolution and deformation within a 
compacting reservoir. Herwanger and Horne (2009) extend this workflow to predict induced seismic 
anisotropy and velocity changes due to 3D stress and strain evolution within and outside a reservoir. 
Herwanger and Horne (2009) use a third-order elasticity rock physics model (Prioul, Bakulin and 
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Bakulin 2004) to estimate seismic velocity perturbations caused by production induced effective 
stress changes. Fuck, Bakulin and Tsvankin (2009) and Fuck, Tsvankin and Bakulin (2011) introduce 
an analytic geomechanical model with third-order elasticity to predict travel-time shifts due to stress-
induced seismic velocity heterogeneity and anisotropy within and surrounding a compacting reservoir. 
Verdon et al. (2008) and Angus et al. (2009) and Angus, Fisher and Verdon (2012) extend and 
calibrate a micro-structural rock-physics approach to model the nonlinear elastic response due to 
varying effective stress and hence predict induced changes in seismic velocity and anisotropy. 
Verdon et al. (2011) and Angus et al. (2011) integrate the micro-crack rock physics model with coupled 
fluid-flow and geomechanical simulation (Segura et al. 2011) for seismic modelling applications to 
evaluate various time-lapse seismic and microseismic attributes. The primary reason for using the 
micro-crack model rather than the third-order elasticity model is based on practical considerations; 
most ultrasonic stress-dependent velocity measurements do not include the strain measurements 
needed for third-order elasticity theory.  
In spite of many successful applications of the time-lapse seismic technique for reservoir monitoring 
(Barkved 2012) and hydro-geomechanical calibration (Herwanger et al. 2010), various uncertainties 
exist. These uncertainties exist for several reasons, but primarily they relate to the fact that the hydro-
geomechanical and rock physics models are simplified representations of the true physics. 
Furthermore, there is the question of how best to process time-lapse seismic data. Smith and 
Tsvankin (2012) analyze the stress and strain-induced travel-time shifts using coupled fluid-flow and 
geomechanical simulation, third-order elasticity rock physics model and multicomponent full-waveform 
finite-difference seismic modeling. To the authors’ knowledge, Smith and Tsvankin (2012) provide the 
first study using full waveform synthetic data to develop a processing workflow that includes f-k 
(frequency-wavenumber) filtering of shot records, cross-correlation skip corrections and an adaptive 
polynomial time-shift curve fitting. The integration of time-lapse seismic analysis and hydro-
geomechanical simulation can strengthen our understanding of the evolution of the dynamic reservoir 
system, and hence lead to a better quantification of trapped oil, optimization of well placement and 
design, and hydrocarbon extraction procedure.  
In this paper we use ray-based waveform forward modelling to investigate the fidelity of time-lapse 
seismic processing to extract time-lapse seismic attributes, and whether these attributes can credibly 
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be used to identify reservoir compartmentalization. The ray-based synthetics allow us to avoid 
complications from multiple energy in the processing as well as provide fast synthetic waveforms for 
3D generally anisotropic velocity models. The dynamic elastic models constructed from hydro-
geomechanical simulation and non-linear micro-crack rock physics models are considered the 
ground-truth model. Estimated time-lapse seismic attributes (travel-time shifts and reflection 
amplitude changes) are compared with the dynamic elastic models to study the effects of errors 
resulting from time-lapse seismic processing and time-lapse seismic attribute calculations. 
Understanding these errors is necessary for meaningful calibration of hydro-geomechanical models 
and improving subsurface reservoir predictions. A major objective of this study is to develop a method 
of being able to study, both qualitatively and quantitatively, the influences of these errors in time-lapse 
seismic observations by using an integrated fluid-flow and geomechanical simulation, rock physics 
model and seismic simulation. 
2 METHODOLOGY 
In time-lapse seismic studies, there are two approaches to reduce uncertainty in reservoir predictions 
and enhance the imaging quality of by-passed reserves (Davies and Maver 2004): simulation to 
seismic and seismic to simulation. In both approaches, the workflow requires the integration of hydro-
geomechanical simulation, rock physics models and time-lapse seismic analysis. To quantitatively 
monitor and measure small subsurface physical changes, we need to understand the magnitude of 
errors inherent in time-lapse seismic analysis and hence how much the true time-lapse changes might 
be over-predicted or under-predicted due to these errors.  
[FIGURE 1 HERE] 
In this paper, we focus on developing the forward modelling (simulation to seismic) approach (see 
Figure 1). Specifically, the dynamic elastic models at three stages of production (baseline survey, 5-
year and 10-year monitor surveys) are used as the input elastic models for 3D seismic waveform 
simulation. The waveform synthetics are processed using various methodologies and subsequently 
compared directly with the dynamic elastic models to evaluate the errors in the conventional time-
lapse estimates, and hence potential errors and uncertainties in the time-lapse seismic observations 
(He et al. 2013). In principle, deviations between the synthetics and the true time-lapse seismic 
attributes could be influenced by the waveform simulation algorithm (anisotropic ray theory) and the 
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rock physics model, but it is expected that the major influence will be due to the band-limited nature of 
seismic waveforms (i.e., resolution), acquisition geometry and time-lapse seismic processing. 
2.1 Two-fault graben reservoir model 
The subsurface model we use in this study is a graben-style reservoir consisting of three reservoir 
compartments separated by two normal faults (Angus et al. 2010; Lynch et al. 2013). Two production 
cases are examined, one having high fault fluid-flow transmissibility (HFT) and the other having low 
fault fluid-flow transmissibility (LFT). Figure 2 shows the geometry of the model, with the production 
well located in the centre of the left-most reservoir compartment. Hydro-geomechanical simulation is 
performed using two-way iteratively coupled reservoir flow simulator Tempest with geomechanical 
solver Elfen (Segura et al. 2011), where the geomechanical simulator uses pore pressure evolution 
calculated in the reservoir simulator to update the geomechanical loading and the reservoir simulator 
uses the updated pore volume change calculated in the geomechanical simulator to update the flow 
properties. In the simulation, the production well is produced at a constant rate of 4000 m
3
/day at a 
minimum well pressure of 5 MPa over the duration of the simulation. The stress, pressure and static 
elastic tensor are output every six months of simulation time and are used as input for the non-linear 
rock physics model of Verdon et al. (2008) to construct the dynamic elastic models for waveform 
simulation (Angus et al. 2011).  
[FIGURE 2 HERE] 
Since the hydro-geomechanical mesh is unstructured, the dynamic elastic model is discretised on an 
appropriate regular grid with arbitrary spatial density suitable for ray tracing via a B-spline 
interpolation algorithm. As well, since ray tracing requires a smooth velocity model, the elastic model 
is also smoothed using a damped least squares method to remove sharp interfaces as well as sharp 
transitions in elastic properties. Figure 3 shows an example of the 3D P-wave velocity model after 
interpolation and smoothing. Also shown in Figure 3 is a 1D P-wave velocity profile through the centre 
of the left reservoir-compartment that compares the original, interpolated and smoothed velocities. 
[FIGURE 3 HERE] 
Given the asymmetry and heterogeneity of the graben model, stress perturbations will be triaxial and 
hence seismic anisotropy will develop (e.g., Herwanger and Koutsabeloulis 2011). To investigate the 
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influence of induced seismic anisotropy as well as induced velocity heterogeneity on estimated time-
lapse seismic attributes (e.g., Hawkins et al. 2007; Herwanger and Horne 2009), both anisotropic 
elastic models and equivalent isotropic elastic models are constructed. The isotropic model assumes 
vertical effective stress changes only, and hence the elastic tensor C33 is used to compute the P-wave 
velocity.  
2.2 Acquisition geometry and waveform synthetics 
An anisotropic ray tracer (Guest and Kendall 1993) is used to generate seismic synthetics. The 
simulation uses both ray shooting (variable incidence and azimuth angles) and normal incidence (e.g., 
exploding reflector method) modes. Figure 4 shows an example of the ray shooting method for one 
shot with various incidence angles and tracking two reflectors; in this paper we focus on the top and 
bottom reservoir layers (two red interfaces) to examine the time-lapse seismic responses due to 
triaxial effective stress changes and strain within and outside the reservoir. P-wave explosive point 
sources were simulated using a zero-phase Ricker wavelet with central frequency of 30 Hz and 
temporal sample of 1 ms, positioned along the surface and down the centre of the long-axis (x-
direction) of the model. The source-receiver offsets vary from 0 m to 5500 m, with receiver spatial 
spacing of 12.5 m.  
[FIGURE 4 HERE] 
The synthetic shot gather data are resorted into common-mid point (CMP) gathers, normal-moveout 
(NMO) corrected, stacked and time-migrated using the Stolt migration method. Figure 5 shows a post-
stack migrated image of baseline model using the reflections from the two reservoir layers. Identical 
acquisition geometry, source wavelet and processing procedures were applied to the baseline, 5-year 
monitor (monitor1) and 10-year monitor (monitor2) surveys such that time-lapse seismic repeatability 
is not an issue with the subsequent analysis. Although it is expected that the post-stack near-offset 
data will provide better vertical resolution of time-lapse seismic changes than post-stack full-offset 
data (due to offset effects), the post-stack full-offset data should contain more information on induced 
lateral velocity heterogeneity within the subsurface. Since near-offset data contains mainly sub-
vertically propagating energy, the information carried by near-offset reflections will be dominated by 
vertical velocity variation. Full-offset data contain sub-vertical as well as oblique incident reflections 
and so will contain information dominated by vertical and lateral velocity variation. To ground-truth the 
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near- and full-offset time-lapse reflection seismic analysis with the true dynamic elastic model for both 
isotropic and anisotropic medium, we use vertical incidence synthetics (utilizing the normal incidence 
ray tracing) to provide the benchmark travel-time shifts and reflection amplitude changes.  
[FIGURE 5 HERE] 
2.3 Calculation of time-lapse seismic attributes 
The standard time-lapse seismic attribute, travel-time shift, is calculated by cross-correlation of the 
baseline and monitor surveys. We use a Hanning window with length of 80 ms and 66 ms for the top 
and bottom reservoir horizons (such that the window length encompasses the reflection events that 
have approximate period of 70 ms and 50 ms for the top and bottom horizons respectively). The time-
shift is calculated by interpolating the time lag for maximum cross-correlation (i.e., to improve the 
resolution of estimated travel-time shifts). The reflection amplitude changes are estimated first by 
correcting for the travel-time shift between traces and then calculating the difference between the 
maximum reflection amplitudes of both traces (see Figure 6). Previous studies (e.g., Hodgson 2009; 
Selwood 2010; Whitcombe et al. 2010) have shown that the conventional cross-correlation technique 
is not ideal for time-lapse seismic travel-time shift analysis. This is because travel-time shift recovery 
using cross-correlation is dependent on window length (Selwood 2010), which could lead to high-
frequency noisy or incorrect estimates (Whitcombe et al. 2010). However, in this study we are 
primarily concerned with the general recovery of time-lapse seismic attributes and so do not apply 
more advanced methods of estimating time shifts. 
[FIGURE 6 HERE] 
3 Results: time-lapse seismic attributes 
The reflection amplitudes estimated from the baseline, monitor1 and monitor2 surveys for both 
isotropic and anisotropic HFT models are displayed in Figure 7. The amplitudes are normalised to the 
largest magnitude of the baseline anisotropic model (in this case the largest amplitudes are for the left 
and right top reservoir interface). The difference in amplitude change estimates between near-offset 
data and the ground-truth is less than 10%. However, the difference in amplitude change estimates 
using the full-offset data shows significantly larger deviations ranging between 20% and 50%, 
especially in the left and right reservoir compartments.  
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The reflection coefficients along the reservoir interfaces are influenced by fluid depletion induced pore 
pressure changes (we do not model saturation effects so that we can focus solely on pressure 
effects). The absolute amplitude decrease indicates a velocity increase in the reservoir and decrease 
in the surrounding overburden and under-burden (i.e., reservoir velocities approach that of the 
surrounding rock). There is little difference in the magnitude of amplitude changes in the isotropic and 
the anisotropic models (see Figure 7), and this suggests that induced velocity heterogeneity is more 
dominant than induced seismic anisotropy. The amplitude changes in the central compartment are 
significantly less than the left and right compartments (i.e., nearly 10%) as a result of stress arching 
due to compaction and reservoir geometry (Angus et al. 2010). This indicates the importance of 
recognising stress arching in the time-lapse signature. Assuming uniaxial deformation one might 
incorrectly assume the central compartment is not as productive compared to the left and right 
compartments. 
[FIGURE 7 HERE] 
In Figure 8, the reflection amplitudes calculated from the anisotropic LFT model for monitor1 and 
monitor2 are displayed. Similar to the HFT model, the reflection amplitudes decrease for both the top 
and bottom reservoir interfaces, though only in the left compartment (in the right and central 
compartments the amplitude changes are negligible). This is because the low fluid-flow 
transmissibility of both faults inhibits fluid flow from the central and right compartments to the 
production well in the left compartment and hence pore pressure reduction is restricted to the left 
compartment. The slight observable changes that occur in the central and right compartments relate 
to stress arching due to stress redistribution in the overburden above the left compartment and fault 
movement (Angus et al. 2010).  
[FIGURE 8 HERE] 
In Figure 9, the vertical travel-time shifts calculated from the near-offset and full-offset data for the 
isotropic and anisotropic HFT models are displayed with the ground-truth model. The full-offset travel-
time shifts are larger than the near-offset time shifts for both the top and bottom reservoir interfaces 
(see Figure 9). In monitor1, the travel-time shift estimates are positive for the top interface and 
negative for the bottom interface. For longer production and hence greater pore pressure reduction in 
monitor2, travel-time shifts for the bottom interface in the middle compartment transition from negative 
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(-2 ms) to positive (5 ms). The increase in travel-time from the top interface results from reduced 
velocity due to overburden extension. The initial decrease in travel-time from the bottom interface 
results from increased velocity and layer compaction within the reservoir, and the transition to positive 
shift is due to the evolving stress arching in the overburden. 
[FIGURE 9 HERE] 
Figure 10 demonstrates the time-lapse seismic travel-time shifts for the anisotropic LFT model. Larger 
travel-time shift estimates for the full-offset data can be observed compared to the near-offset data 
(similar to the results shown in Figure 9). The travel-time shifts are limited mainly to the left 
compartment, though there are small negative travel-time shifts (-1 to -2 ms) over the central and right 
compartments due to stress arching and reservoir geometry. In monitor2, the development of stress 
arching in the overburden and side-burden has a significantly larger influence and leads to positive 
travel-time shifts for the bottom layer.  
[FIGURE 10 HERE] 
The results from the time-lapse seismic attributes can be summarised as follows: 
• The amplitude changes are sensitive to reservoir compaction relatively immediately, not only 
locally close to the production well but also further away in the other compartments (for the 
HFT model), 
• The time shifts are less sensitive than the amplitude changes to reservoir compaction since 
amplitude change is a more local attribute whereas time shift is a path-averaged attribute. 
Since the time shift is a path-averaged attribute, it is effectively smoothed spatially and hence 
the effect of time shifts away from the producing well can appear delayed temporally. This is 
the main reason that the time strain attribute is used if the data are not too noisy, since the 
time strain provides a localised measure of elastic property changes. 
• Both amplitude changes and time shifts are sensitive to reservoir compartmentalization, and  
• The influence of stress arching has a significant impact on the character of amplitude 
changes and time shifts, and this relates to the geometry of the reservoir system.  
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A key observation is that post-stack near-offset seismic data provide a more accurate estimate of 
time-lapse seismic attributes compared to post-stack full-offset data for conventional 4D seismic 
processing (i.e., processing workflow that assumes uniaxial deformation). This has more to do with 
the 4D seismic processing rather than the information contained in mid- and far-offset data. It is clear 
that pre-stack time-lapse seismic analysis is more appropriate when the subsurface geometry and 
induced velocity changes show strong lateral heterogeneity and anisotropy.  
4 Estimating velocity change using 1D transform 
The challenge in time-lapse seismic analysis is to find a suitable approach to discriminate between 
velocity changes and induced strain, and hence quantitatively differentiate between the influence of 
fluid saturation, where there is no strain, and reservoir pressure changes. Since travel-time shifts 
represent the cumulative travel-time differences along the ray path, the seismic travel-time shift 
attribute will not be a local measure of physical perturbations in the way that reflection amplitudes are. 
However, the so-called time strain attribute provides an instantaneous (or interval) travel-time 
difference measurement (Rickett et al. 2006) and can be calculated by taking the temporal derivative 
of time shifts (
00
/ tt∆ ). Landrø and Stammeijer (2004) introduce the zero-offset relative travel-time 
shift change for a single layer to describe the combined effects of fractional changes in layer 
thickness and seismic velocity for normal incidence. Assuming ∆V /V <<1  and 1/ <<∆ zz , Landrø 
and Stammeijer (2004) write 
                                                  
∆t
0
t
0
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∆z
z
−
∆V
V
= ε
zz
−
∆V
V
,                               (1) 
where 
0
t denotes the vertical two-way travel-time across a thin layer with thickness z, V is the vertical 
velocity and 
zz
zz ε=∆ /  is the average vertical strain over the layer.  
Hatchell and Bourne (2005) and Røste et al. (2005) introduce a 1D linear model to link vertical strain 
and velocity changes: 
                                                            
∆V
V
= −Rε
zz
=αε
zz
,                     (2) 
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where the dimensionless factor 0≥R  is the so-called R-factor (Hatchell and Bourne 2005) and 
0≤α  (Røste et al. 2005). The scalar parameter (R  or α ) represents the relative contribution to 
time shifts from vertical velocity change and layer thickness change. Although this parameter cannot 
provide an exact or unique relation between ∆V /V  and 
zz
ε , it has been applied in a wide variety of 
time-lapse seismic programs. 
Hatchell and Bourne (2005) utilize a standard rock velocity-porosity relation with a theoretical crack 
model to predict values for the dimensionless R-factor. The R-factor takes on two different values 
depending on whether the layer is the reservoir unit or the overburden, and this is due to the 
asymmetrical influence of rock compaction and elongation. Since the velocity-strain factor is assumed 
to vary over a narrow range (typically between 2 and 3 for the reservoir, and between 4 and 6 in the 
overburden layers), it has been applied with varying degrees of success on many fields. Herwanger 
(2008) presents a method to compute the R-factor directly using third-order elasticity theory and 
neglecting horizontal strain changes, yet notes that horizontal stress and strain have a significant 
effect on vertical velocity changes. The dilator factor α  of Røste et al. (2005) is dependent on rock 
properties and can vary spatially. Røste, Landrø and Hatchell (2007) introduce an approach to 
calculate α  from pre-stack seismic data (zero-offset and offset-dependent time shifts) for all offsets 
within a given layer, and extend it to handle both lateral and vertical changes in thickness and 
velocity.  
[FIGURE 11 HERE] 
The estimated vertical P-wave velocity changes using the 1D velocity-strain model of Hatchell and 
Bourne (2005) and the time strain attribute for the bottom reservoir interface of the HFT and LFT 
models are shown in Figure 11. We compare velocity change estimates using the near-offset travel-
time shifts for four constant R-factors: (1) R=0 representative of no reservoir compaction or zero strain 
(solid blue line), (2) R=1 for a value smaller than typically used for reservoirs and where velocity and 
strain changes have equal influence on travel-time shifts (dashed blue line), (3) R=3 representative of 
a value typically applied for reservoirs (solid red line), and (4) R=13 for a value larger than typically 
used for reservoirs and where the time shift contribution is much larger for velocity change with 
respect to strain change (dashed red line). 
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Comparing the estimated P-wave velocity changes with the true subsurface model it can be seen that 
the constant non-zero R-factor cases provide a much more reliable estimate of velocity change (e.g., 
±20% error for R=3 compared to ±80% error for R=0) for both the HFT and LFT models. For the HFT 
model, the estimated P-wave velocity changes for the constant non-zero R-value approaches that of 
the true model in the central compartment with some deviations in the left and right compartments, 
while the velocities estimated using zero strain R-value display large deviations (between ±30% to 
±80% error) throughout the reservoir. This is consistent with the fact that compaction in the reservoir 
is not homogeneous due to reservoir geometry and stress arching, and provides strong support for 
allowing lateral variation in the dilation parameter (Røste et al. 2007). The estimated P-wave velocity 
changes in monitor1 for the LFT model match well with the true model for the constant non-zero R-
values (within ±10% error). However, the velocity predictions worsen (±50% error) due to production-
related stress and strain heterogeneity after a longer period of production. The chosen constant R-
values used in the HFT models are larger than in the LFT models in order to yield similar velocity 
predictions to the true model (the low fault transmissibility cases are approximately 50% the high 
transmissibility cases). The different R-values relate to the varying amount of stress arching in the 
overburden as well as magnitude of stress changes and strains in the reservoir.  
Although the constant R-value approach yields vertical P-wave velocity change estimates with broad 
similarity to the true subsurface model, the differences between the estimated and the true subsurface 
models can still lead to serious errors when predicting fluid properties and stress changes to calibrate 
hydro-geomechanical models. Error in velocity change estimates will propagate into errors in 
estimating fluid saturation and pressure changes (Landrø 2001; Ribeiro and MacBeth 2004; Kvam 
and Landrø 2005; Sayers 2006). When reservoir complexity and/or stress arching is expected to be 
significant, a more accurate calculation of the velocity-strain relation ( R  or α  factor) is required to 
improve the time-lapse seismic velocity estimates. In the above example, we consider only vertical 
strain and assume velocity changes have been modelled adequately using the 1D rock physics 
model. However, induced seismic anisotropy and velocity heterogeneity due to triaxial strain and 
stress changes within and outside the reservoir indicates that the approach of Røste, Stovas and 
Landrø (2006) is likely a more appropriate method to estimate a ‘laterally’ variable velocity-strain 
coefficient from pre-stack seismic data.  
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5 Influence of velocity model on time-lapse seismic uncertainty 
In conventional time-lapse seismic processing, both the baseline and monitor observations are 
processed using identical workflows and, in many instances, the same velocity model (i.e., baseline 
model), as discussed in Landrø and Stammeijer (2004). When the subsurface velocity changes are 
small or only the near-offset data are used, the estimated time-lapse seismic travel-time shifts will be 
quantitatively close to the true model values (e.g., fractional ms error as shown in Figures 9 and 10). 
However, if the time-lapse velocity changes are significant, accurate velocity analysis for the monitor 
surveys should be implemented to improve travel-time shift predictions and reduce artificial time-lapse 
error and uncertainty in the time-lapse seismic attributes. In Figure 12, travel-time shift calculations 
using the baseline and monitor P-wave velocity models in the stacking and Stolt time-migration 
procedure are compared. Apparent improvements in the travel-time shifts for the full-offset data using 
the monitor velocity model are observed and, as expected, very little improvement in the near-offset 
data. This is because the travel times of full-offset stacks strongly depend on the lateral heterogeneity 
and non-hyperbolic move-out. Thus, using post-stack full-offset data for time-lapse seismic attribute 
analysis requires an accurate monitor velocity model when large velocity changes are expected. This 
is because large velocity changes can cause noticeable time-lapse lateral and vertical shifts through 
the migrated image (Cox and Hatchell 2008). However, accurate velocity analysis may be either 
expensive or impractical for time-lapse surveys, and hence the uncertainty in velocity analysis should 
be incorporated in time-lapse seismic analysis (see Kvam and Landrø 2005).  
[FIGURE 12 HERE] 
6 CONCLUSIONS 
In this study, integrated hydro-geomechanical simulation, rock physics model and waveform seismic 
simulation is applied to investigate the effects of time-lapse subsurface changes on P-wave attributes. 
The workflow is applied on a two-fault graben reservoir model with time-variant rock properties due to 
reservoir production induced effective stress changes inside and outside a reservoir. Travel-time 
shifts and reflection amplitude changes are used to evaluate physical changes within the reservoir 
system. The application of time-lapse seismic analysis was helpful to assess reservoir 
compartmentalization from a qualitative and semi-quantitative estimate. The results indicate that 
compartmentalization can be identified but that it is important to understand the stress path of the 
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reservoir if quantitatively accurate estimates are required. Near-offset and full-offset synthetic 
datasets of high repeatability and quality for baseline and repeated surveys were used to interpret the 
time-lapse anomalies. The calculated time-lapse P-wave velocities were in general agreement with 
the true subsurface models when using a constant R-value (for both the high and low fault fluid-flow 
transmissibility models) in the reservoir. Differences in velocity predictions indicate that the producing 
reservoir is not experiencing uniaxial deformation and that compaction and velocity changes are 
variable laterally and hence require variable velocity-strain coefficients.  
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FIGURES: 
 
Figure 1 The integrated workflow used in this work. 4D observations can be calibrated at various stages. Previous 
studies have compared 4D seismic observation directly with hydro-geomechanical models. In this paper, we have 
developed a workflow that will allow comparing observation with synthetically derived attributes from waveform 
modelling using the hydro-geomechanical models. This in principal allows an assessment of the 4D seismic 
resolution and sensitivity of seismic waves to physical changes within the subsurface. 
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Figure 2 Two-fault graben reservoir model: (a) unstructured geomechanical mesh, (b) vertical and plane-view 
sections of the reservoir geometry, and (c) geometry of the normal fault intersecting the reservoir layer. X, Y and Z 
are given in meters. 
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Figure 3 The P-wave velocity model for the two-fault graben reservoir after interpolation and smoothing (left), and 
1D P-wave velocity profile (right) through the left compartment (depth profile is along the production well shown by 
the black line in Figure 2). 
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Figure 4 Example of the ray tracing geometry in model (top). Two reflected phases are traced through the model 
(red rays from the top reservoir interface and blue rays from the bottom reservoir interface) from the top and bottom 
of the reservoir (shown by the two red line interfaces). Example of a shot gather (bottom) for the source located at 
2500 m (see top). 
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Figure 5 Stolt post-stack migration image of the two-fault graben model using reflections from the top and bottom of 
the reservoir layers for the baseline survey. 
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Figure 6 Comparison of seismic traces from the baseline, and the two monitor surveys: before (left) and after (right) 
time-alignment to the baseline trace. 
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Figure 7 Normalized normal incidence reflection amplitudes of monitor1 (left) and monitor2 (right) survey for HFT 
model: isotropic model (a) and (b), and anisotropic model (c) and (d). Reflection amplitude changes calculated with 
respect to the baseline survey: isotropic model (e) and (f), and anisotropic model (g) and (h). The solid lines indicate 
attributes from the top interface of the reservoir and the dashed lines from the bottom reservoir interface. Colours: 
green represents normal-incidence baseline, black represents normal-incidence monitor (ground truth), red 
represents near-offset monitor, and blue represents full-offset monitor. 
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Figure 8 Normalized normal incidence reflection amplitudes ((a) and (b)) of monitor1 (left) and monitor2 (right) for 
anisotropic LFT model. Changes in reflection amplitude ((c) and (d)) calculated with respect to the baseline model. 
The solid lines indicate attributes from the top interface of the reservoir and the dashed lines from the bottom 
reservoir interface. Colours: green represents normal-incidence baseline, black represents normal-incidence monitor 
(ground truth), red represents near-offset monitor, and blue represents full-offset monitor. 
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Figure 9 Vertical P-wave travel-time shifts for monitor1 (left) and monitor2 (right) HFT model: isotropic model (a) 
and (b), and anisotropic model (c) and (d). The solid lines indicate attributes from the top interface of the reservoir 
and the dashed lines from the bottom reservoir interface. Colours: black represents normal-incidence monitor 
(ground truth), red represents near-offset monitor, and blue represents full-offset monitor. 
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Figure 10 Vertical P-wave travel-time shifts for monitor1 (a) and monitor2 (b) anisotropic LFT model. The solid lines 
indicate attributes from the top interface of the reservoir and the dashed lines from the bottom reservoir interface. 
Colours: black represents normal-incidence monitor (ground truth), red represents near-offset monitor, and blue 
represents full-offset monitor. 
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Figure 11 Estimated vertical P-wave velocity changes for the bottom reservoir interface for monitor1 (left) and 
monitor2 (right) HFT (a) and (b), and LFT (c) and (d) models. The solid black line is the true subsurface model, solid 
blue line is the constant R=0 case, dashed blue line is the R=1 case, solid red line is the R=3 case, and dashed 
red line is the R=13 case.  
  
#∗∀
∀
 
Figure 12 Estimated P-wave vertical time shifts of monitor1 (left) and monitor2 (right) survey; near-offset (top) and 
full-offset (bottom) dataset. The solid lines indicate travel-time shifts from the top interface of the reservoir and the 
dashed lines from the bottom reservoir interface. Colours: black represents normal-incidence monitor (ground truth), 
red represents near-offset monitor survey using Vp of baseline model, blue represents near-offset monitor survey 
using Vp of monitor model, green represents full-offset monitor survey using Vp of baseline model, pink represents 
full-offset monitor survey using Vp of monitor model. 
 
