In this paper a multi-step algorithm for LC 1 unconstrained optimization problems is presented. This method uses previous multi-step iterative information and curve search to generate new iterative points. A convergence proof is given, as well as an estimate of the rate of convergence.
INTRODUCTION
We shall consider the following LC 1 problem of unconstrained optimization for some 0 L > , where the gradient computed at x is denoted by g(x ). We shall present an iterative multi-step algorithm which is based on the algorithms from [1] and [4] for finding an optimal solution to problem (1) generating the sequence of points { } k x of the following form:
where the step-size k α and the directional vectors k s and k d are defined by the particular algorithms. 
PRELIMINARIES
We shall give some preliminaries that will be used for the remainder of the paper.
Definition (see [5] ) The second order Dini upper directional derivative of the function 
, then x is a strict local minimizer of (1).
THE OPTIMIZATION ALGORITHM
Algorithm: 0 1
Step 1. If 0 k g = then STOP; else go to step 2.
Step 2.
( ) ( ) 
Curve search rule: Choose
Direction vector rule 1 : 
where
Step 3. k:=k+1, go to step 1.
We make the following assumptions. Proof: 1) From the assumption (5) and the mean value theorem it follows that for all
that is, f is uniformly and consequently strictly convex on
2) From [3] it follows that the level set 
Since f is strictly convex it follows from [6] that * x is a unique minimizer. (3), (5) and Lemma 4 it follows that ( )
Hence { } 
Since f is by the Proposition strictly convex, it follows that there exists a unique point
Hence, { } k x has a unique limit point x -and it is a global minimizer.
Therefore we have to prove that ( ) 0, 
