In this paper, we investigate appropriate strategies for multi/hyperspectral image compression. In particular, we compare the classic multi-2D compression strategy and two different implementations of 3D strategies (Full 3D and hybrid). All strategies are combined with a PCA decorrelation stage to optimize performance. For multi-2D and hybrid strategies, we propose a weighted version of PCA. Finally, for consistent evaluation, we propose a larger comparison framework than the conventionally used PSNR. The results are significant and show the weaknesses and strengths of each strategy.
Introduction
A hyper/multispectral imaging system splits the light spectrum into more than three frequency bands (dozens to hundreds) and records each of the images separately as a set of monochrome images. This type of technique increases the number of acquisition channels in the visible spectrum and expands channel acquisition to the light that is outside the sensitivity of the human eye. Such systems offer several advantages over conventional RGB imaging and have, therefore, attracted increasing interest in the past few years. However, multispectral uncompressed images, in which single image-band may occupy hundreds of megabytes, often require high capacity storage. Compression is thus necessary to facilitate both the storage and the transmission of multispectral images.
Generally, a multispectral image is represented as a 3D cube with one spectral and two spatial dimensions. The fact that a multispectral image consists of a series of narrow and contiguously spectral bands of the same scene produces a highly correlated sequence of images. This particularity differentiates multispectral images from volumetric ones with three isotropic spatial dimensions, and also from videos with one temporal and two spatial dimensions. Conventional compression methods are not optimal for multispectral image compression, which is why compression algorithms need to be adapted to this type of image. Many multispectral image compression methods are based on JPEG 2000 which is considered as standard for monochrome image compression. The majority of these methods can be classified into three different compression strategies:
• The first, and simplest, is an extension of the 2D monochromatic image compression to the imagebands of the spectral dimension. The result is a repetitive 2D compression composed of 2D wavelets followed by 2D SPIHT: the multi-2D strategy.
• The second compression strategy takes multispectral image particularities (high correlation in spectral dimension, anisotropy, etc.) into account to propose appropriate methods. It is composed of 3D wavelets and 3D SPIHT: the full 3D strategy.
• Another strategy can also be found. It combines the two other strategies. This strategy takes multispectral image particularities (3D wavelets) into account but also uses elements of repetitive 2D compression (2D SPIHT): the hybrid strategy.
We aim to compare these three different compression strategies using the same lifting scheme wavelets transform within the JPEG2000 standard. To provide a more objective benchmark, we propose a framework of evaluation composed of seven metrics in addition to the classic PSNR. These metrics evaluate the quality of reconstruction in terms of signal, spectral reflectance and perceptive aspects.
In the next section, we provide a short overview of how we use the PCA algorithm within the three compression strategies before describing them. The third section introduces the framework of comparison by splitting the metrics into three categories and gives the explicit formula of each metric. We discuss our experiments in the fourth section and highlight the strengths and weaknesses of the three strategies. Conclusions are presented in the last section.
Compression strategies
As previously reported, multispectral images have a high correlation between image-bands. To achieve the best com-pression ratios it is necessary to take this correlation into account.
PCA decorrelation
In order to optimize the multispectral image compression, a decorrelation step is often used. In this context, several methods have been developed. Among others, classic algorithms are based on vector quantization [1] , wavelets or hybrid methods such as DPCM-DCT [2] , KLT-DCT [3] , 3D SPIHT [4] and 3D DWT-3D SPIHT [5] . The PCA (KLT) has been shown to be one of the most effective spectral decorrelators [6] . In [7, 8] PCA is shown to be efficient for multispectral image decorrelation. In our experiments, we apply PCA to the original multispectral image in the spectral dimension, before applying each of the compression strategies. As a result, we obtain a new multiband image in the transform domain in which the spectral correlation of the transformed components is reduced. The imagebands in the transform domain are sorted with decreasing variance (according to the values of the eigenvalues). After PCA decorrelation we compress the resulting image using the three strategies.
First strategy -Multi-2D
This strategy consists in applying the same 2D wavelets transform on each band of the resulting PCA image. Because of PCA, the resulting image has decreasing energy bands. In order to take this fact into account, it is preferable to weight each band. As weights, we define the energy E of each band as in formula:
where I λ is the image band at the λ wavelength, X and Y are its dimensions, and x and y are the position of a pixel in the band. We have chosen the JPEG 2000 standard wavelets transform [9, 10] because it is a reference for 2D compression. The JPEG 2000 standard wavelets are "Le Gall 5/3" for lossless compression and "Cohen-Daubechies-Feauveau 9/7" (or CDF 9/7) for lossy compression. In our case we perform lossy compression, so we will utilize the CDF 9/7 wavelets. Afterwards, we apply a 2D SPIHT coding [11] on each band of the wavelets transform results to achieve compression.
Second strategy -Full 3D
The second strategy consists in considering the whole multispectral image cube as an input for a full 3D wavelets transform. In our case the input is the result of the PCA. A 1D wavelets transform is applied on the spectral dimension in addition to the 2D one applied on the spatial dimension. The 2D wavelets transform principle consists in applying two 1D wavelets transforms following the two spatial image dimensions.
However, since the spectral dimension of the multispectral images is lower than the two other spatial dimensions and since following this dimension the correlation is higher, it is appropriate to use a different type of wavelets for this dimension. In [12] Kaarna and Parkkinen recommend a short wavelets basis as a good choice for spectral wavelets. This recommendation is confirmed by the results obtained by Mansouri et al. in [13] in which the authors propose the Haar lifting scheme wavelets basis as an appropriate short support basis for reflectance representation and estimation from multispectral images.
Technically speaking, it is possible to use two methods to apply the full 3D wavelets transform. The classic square wavelets transform method produces a multidimensional wavelets transform by applying one level of the onedimensional (1D) transform separately in all dimensions and then iterating this procedure on the approximation cube. The other way of obtaining a multidimensional wavelets transform consists first in computing all the desired decomposition iterations along one dimension, then all the desired iterations on the next dimension, and so on. This method is called the hybrid rectangular/square wavelets transform. We depict these two principles in Fig.1 . The next step of full 3D wavelets transform is SPIHT coding. Since we manipulate 3D data, we extend the 2D-SPIHT algorithm to 3D. However, due to the input data form of the 3D-SPIHT, it is necessary to have a wavelets decomposition output corresponding to the input of the 3D-SPIHT encoder. As this condition is satisfied only by the square wavelets transform, this method is used instead of the hybrid transform.
This full 3D implementation of the wavelets transform takes into account the high spectral correlation of the image and its anisotropy.
Third strategy -Hybrid
The third strategy consists in applying a full 3D wavelets transform on the PCA result as in the full 3D strategy. But the square wavelets transform is replaced by a hybrid rectangular/square wavelets ( Fig.1) as used in [14] by Penna et al.. This wavelets transform takes into account the multispectral image properties. But the fact that this wavelets transform has two differentiated stages (spatial transform is followed by spectral transform) allows its result to be considered as multiple 2D plans. For this reason we can apply 2D SPIHT coding on each resulting band to achieve compression as in the multi-2D strategy. In order to take the difference of energy bands into account we weight each band with its energy E as in equation (1).
Compression evaluation framework
When lossy compression methods are used, quality measurements are necessary to evaluate performance. According to Eskicioglu [15] , the main problem in evaluating lossy Figure 1 . Graphical representation of the two ways of 3D wavelets decomposition: on the top is represented the square decomposition by its first and second steps; on the bottom is represented the hybrid rectangular/square wavelets decomposition with two spatial decompositions followed by two spectral decomposition compression techniques is the difficulty of describing the nature and importance of the degradations on the reconstructed image. That is why instead of evaluating compression performances according to one metric or one type of metrics, we propose the utilization of eight known metrics belonging to three categories to do so. We call this a framework for compression evaluation. The metrics we propose can be divided into three families: signal processing isotropic extended metrics (MAE, RRMSE and MAD), spectral oriented metrics (F λ , MSA and GFC), and an advanced statistical metric taking some perceptive aspects into account (UIQI). These different metrics are also known to be more or less sensitive to some known distortions like white noise addition, spatial or spectral blur, Gibbs effect, etc. [16] . We also use the PSNR in order to facilitate comparison with other methods, since it is the metric most employed in image compression.
In the following sections this notation will be used: I is the original multispectral image andĨ is the reconstructed multispectral image. The multispectral images are represented in three-dimensional matrix form: I(x, y, λ), x is the pixel position in a row, y the number of the row and λ the spectral band. n x , n y , n λ respectively the number of pixels in a row, the number of rows and the number of spectral bands. For simplification, we note I(x, y, λ) andĨ(x, y, λ)
by I andĨ, and also 
Signal processing isotropic extended metrics
These metrics come from classic statistical measures. They do not take into account the difference between spatial and spectral dimensions. The structural aspect of errors does not appear.
Mean absolute error (MAE).
The MAE is used for its high sensitivity to the Gibbs effect.
Relative root mean square error (RRMSE).
It is a classic statistical measure based on MSE (L p norm) with a normalization by the signal level. It is a metric sensitive to white noise.
Maximum absolute distortion (MAD).
The MAD is used to give a upper bound on the entire image.
MAD(I,Ĩ) = max I −Ĩ (4)

Spectral oriented metrics
These metrics are specially adapted for the multispectral field.
Goodness of fit coefficient (GFC).
GFC(I,Ĩ)
where R I (λ j ) is the original spectrum at wavelength λ j and RĨ (λ j ) is the reconstructed spectrum at the wavelength λ j .
The GFC is bounded, facilitating its understanding. We have 0 ≤ GFC ≤ 1. The reconstruction is very good for GFC > 0.999 and perfect for a GFC > 0.9999.
Spectral fidelity F λ .
This metric was developed by Eskicioglu [17] . We define fidelity by :
We will take into account the following adaptation focus on spectral dimension to obtain spectral fidelity:
This metric is highly sensitive to spatial blur but not to white noise, spectral blur nor JPEG 2000 compression noise effect.
Maximum spectral angle (MSA).
The MSA is a metric used in [18] . The spectral angle represents the angle between two spectra viewed as vectors in an n λ -dimensional space.
In our case we take the maximum of SA with:
Universal image quality index (UIQI)
The IUQI was developed by Wang [19] for monochrome images. This metric uses structural distortion rather than error sensibility. It is an advanced statistical metric. The UIQI is based on three factors: loss of correlation, luminance distortion and contrast distortion.
is the mean and σ 2 the variance. The result is bounded by:
The UIQI can be applied in three different ways, on each band, on each spectrum of the image or on both. We use it on each spectral band of the image as follows:
The UIQI is sensitive to spectral blur and JPEG 2000 compression noise effect but not to spatial blur and Gibbs effect.
Experimental results
We conducted the experiments on 32 bands of Cuprite multispectral images with sizes of 64 * 64, 128 * 128 and 256 * 256 pixels, coded in 16 bit integer. Results shown in this section are the mean results of each strategy for each different metric between all image sizes. Figure 2 shows the results in terms of signal processing isotropic extended metrics (MAE, RRMSE, MAD and PSNR). The results of these four metrics show the same trend: the multi-2D strategy is better than the full 3D and the hybrid one for low bitrate values. For intermediate values, the hybrid strategy is slightly better than the two others and for high bitrate values the full 3D strategy is better.
Results of spectral oriented metrics are shown in Tab.1, Tab.2, Tab.3 (GFC) and in Fig.3 (F λ and MSA) . In this figure are also shown results of UIQI. For these three metrics we can see the same trend as in previous results, for low bitrate values the multi-2D strategy is the best of the three, for high bitrate values the full 3D one is better and for intermediate values the hybrid strategy gives the best results.
For all metric methods, the multi-2D strategy performs better for low bitrate values, for high bitrates values the full 3D strategy is the best, and for intermediate values the hybrid strategy gives slightly better results. The association of different metrics also highlights several resulting compression noises (white noise, spatial and spectral blur, and Gibbs effect). Results show that the full 3D strategy produces less noise for high bitrate values. For low bitrate values, the multi-2D strategy is better and the hybrid strategy produces less noise in the reconstructed image for intermediate values.
Our results contradict the results obtained by Penne et al. in [14] . Indeed, the authors found that hybrid method gives better results than the 3D method. In their article, they compared different kind of wavelets decompositions within hybrid and 3D methods. The obtained results showed that the square 3D wavelets decomposition give worse results than the hybrid rectangular/square wavelets decomposition. We could probably explain this by the fact that Penne et al. use the same filter (CDF 9/7) for each dimension ignoring thusly the multispectral image anisotropy and the high spectral correlation. 
Conclusion
In this article, we have compared three strategies of multispectral image compression. These strategies are multi-2D, full 3D and hybrid compressions, combined with a PCA decorrelation. The comparison of these strategies is performed within a framework containing eight metrics belonging to three different categories: signal processing isotropic extended metrics, spectral oriented metrics, and perceptive metrics. All metrics show the same trend: the 
