A model neuron with delay line feedback connections can learn a time series generated by another neuron. In the case that both neurons have identical transfer functions, a model neuron (student) is capable of reproducing the instruction sequence generated by another neuron (teacher), but the parameters are not uniquely determined by learning a quasi-periodic time series. A student that has completed the learning can be either faithful or unfaithful, depending on whether it continues mimicking the teacher's time series over a long interval after the learning or whether it departs from the teacher and eventually generates a time series that bears no resemblance to the teacher's. In the case that both neurons have different transfer functions, a student is generally incapable of reproducing the instruction sequence. Each student readjusts its parameters so as to minimize the mean-squared deviation between the instruction signal and its own output, but this parameter set is not uniquely determined. In this unrealizable learning, the degeneracy among faithful students is lifted and there is no more distinction between faithful and unfaithful students.
Introduction
In the analysis of time series, one first characterizes the sequence received and models a sequence generator and then tries to predict future time series. If one possesses knowledge of the system, one would adopt a model of the known structure and simply readjust the parameters so that the model reproduces past time series, expecting that it will predict future time series. If the system (teacher) is contained in the family of models and if the model (student) has been able to mimic the time series perfectly, then one would expect that the student has become almost identical to the teacher in all respects.
We are interested in the problem of how much internal information, such as the parameters of a system, can be extracted from the time series generated. Here we deal with a model neuron, which consecutively generates output signals by a non-linear mapping of a linearly weighted sum of own preceding N output signals. A model neuron with a monotonic map (transfer function) is known to generate a time series that is stationary, periodic or quasi-periodic . In addition, there are tiny parameter regions in which low-dimensional chaotic sequences are generated (Priel & Kanter, 1999) . A model neuron with a non-monotonic transfer function can generate a high-dimensional chaotic sequence, in addition to fixed, periodic or quasi-periodic sequences (Priel & Kanter, 2000) .
A model neuron can learn a time series generated by another neuron. For the learning of a periodic continuous time series, global convergence of parameters for a three-node real time network was proved by Townley et al. (2000) . It was recently found by Freking et al . that a discrete time neuron trained with another neuron's quasi-periodic discrete sequence can mimic the sequence over a long interval, but the model parameters are not determined uniquely through this learning (Freking et al., 2002) . More recently, Miyazaki et al. found that in addition to such 'faithful students' that continue mimicking the time series over a long interval there are 'unfaithful students' that deviate from a teacher's time series and eventually enter into completely different orbits (Miyazaki et al., 2003) .
In the present paper, we first discuss the mechanism that leads to these two kinds of students. There are cases that the neuron's asymptotic quasi-periodic orbit is confined to a lower dimensional sub-space in the phase space. This explains both the facts that the students do not acquire much information about the teacher and that the same teacher may have unfaithful students in addition to faithful students.
Second, we consider the learning of a student neuron whose transfer function is not identical to the teacher's. We call this case in which a neuron is incapable of reproducing the instruction sequence the 'unrealizable' learning, in contrast to the above-mentioned 'realizable' learning. Even in unrealizable learning, the student readjusts its parameters so as to minimize the squared deviation of its output from the instruction signal but the student's parameters are not determined uniquely either. The degeneracy among the faithful students is lifted and the students' orbits become different from each other.
Model neurons
We consider a discrete time sequence generator, or a 'neuron', represented by a recurrence equation of the form
where f (x) is a non-linear transfer function and {w 1 , w 2 , . . . , w N } are the weights of delay line connections from the output. Qualitative features of numerical results are not crucially dependent on the order of recurrence or the dimension of the phase space, N . In the present numerical simulation, we take N = 20. The value of each weight w i is chosen randomly from a normal distribution with mean 0 and variance 1/N . As a result, w = (w 1 , w 2 , . . . , w N ) is a vector whose length is near unity and direction randomly chosen in an N -dimensional space. We first examine a neuron with an anti-symmetric monotonic transfer function,
where β represents the input gain. With a small value of β, the neuron has a tendency for having a trivial fixed point s t = 0 and with a larger value of β there is a tendency for the time series to become quasi-discrete s t ∼ ±1. In some cases, the sequence converges to a trivial fixed point s t = 0, a non-zero fixed point s t = c = 0, a period-2 oscillation s t = ±c or a periodic sequence of a relatively short period. But in many cases the sequence converges to a quasi-periodic oscillation. Here we define the quasiperiodicity as the sequence of s t−1 = (s t−1 , s t−2 , . . . , s t−N ) that is incommensurate to the integer period, t = 1, 2, 3, . . . , and whose Lyapunov exponent is zero. A sequence that is periodic with respect to the discrete time (index) ought to display a finite number of points on the delay plot (s t , s t−1 ). On the other hand, a quasi-periodic sequence that is incommensurate to the discrete time ought to display an infinite number of points (numerically, a sufficiently large number of points) on the delay plot as seen in Fig. 1 . We use these kinds of quasi-periodic sequences as an instruction time series. The 'fragile' chaos (Priel & Kanter, 1999 ) that possesses the positive Lyapunov exponent is rarely observed. The fractions of systems that generate such kinds of orbits among 100 systems of randomly chosen weight vectors w = (w 1 , w 2 , . . . , w N ) are listed in Table 1 .
Realizable learning
We call the learning condition in which the student is, in principle, capable of reproducing the teacher's sequence, the 'realizable learning'. In particular, we consider here the learning in which a student and a teacher have the identical transfer functions, (2). The student's output o t is generated by inputting the vector representing the preceding N values of the teacher's time series, s = (s t−1 , s t−2 , . . . , s t−N ), into f ,
where w S is the student's weight vector. The student repeatedly adjusts its weight vector w S so as to get its output o t to be as close as possible to the teacher's output
which is obtained from the common inputs, s. This learning is carried out with a standard on-line gradient descent method (Hertz et al., 1991) , in which the squared deviation,
is minimized.
While performing the gradient descent method, we monitor the average deviation
of the student's output o t from the teacher's output s t , both of which are obtained for the common inputs. This is done for every time interval of length N . The learning is completed if the condition < 10 −3 is satisfied for 10 5 consecutive time steps of learning. We also confirmed that the student's weight vector w S hardly changes in this stage and the student becomes a good model of the system. After the learning, we determine how closely the student's final weight vector w S approximates the teacher's weight vector w T .
In each trial, one teacher teaches multiple students. The initial weight vector of each student is chosen randomly according to the same prescription as used for the teacher. All the students eventually succeed in the learning to the level specified above. After the criterion for successful learning is satisfied, the student is allowed to proceed independently, by now using its own output for s t−i in f of (3). We then observe how the deviation between the teacher and the student evolves, using input different than the learning sequence.
In accordance with Freking et al. (2002) , many students deviate from the teacher linearly in time and remain close for a long period. Despite this small departure, there is a significant difference between the final student weight vector w S and the teacher weight vector w T . In addition to those 'faithful' students, there are 'unfaithful' students that depart from the teacher and eventually generate time series that bear no resemblance to the teacher's time series, in accordance with Miyazaki et al. (2003) (see Fig. 2 ). In this case, the deviation of the student from the teacher grows exponentially in time.
FIG. 2. The delay plot (s t , s t−1 ) for the sequence generated by an unfaithful student after learning has ceased. The learning has been carried out, using the instruction sequence depicted in Fig. 1. 
Spatial dimension of a quasi-periodic orbit
We compute the dimension of the space spanned by an orbit, using singular value decomposition (SVD) analysis. We first iterate the recurrence equation (1) for a sufficiently large number of time steps T 1, so that the system enters an asymptotic orbit. From the last moments of the time series,
and decompose it with an N × N orthogonal matrix U and an L × L orthogonal matrix V into
as prescribed by the SVD method. The dimension of the sub-space, M, is determined by the number of non-negligible singular values, σ i . Specifically, it is determined for which the (M +1)-th largest singular value σ M+1 is sufficiently small compared to the largest singular value σ 1 , prescribed as (Golub & Van Loan, 1989 )
In our computation, we choose the threshold r th = 10 −6 for a sequence obtained for the free evolution time step, T = 10 6 and L = 200. The following results are not sensitive to the variations in T and L. The dimension of the sub-space spanned by an orbit, M, increases with the distortion of the orbit, due to the non-linearity β. A typical example of this feature is demonstrated in Fig. 3 . Note that the subspace dimension, M, of the present interest is not an attractor dimension of the orbit. If the sub-space dimension, M, is smaller than the full dimension, N , the components of the weight vector w T orthogonal to this sub-space are irrelevant to the learning dynamics and are free from the learning pressure that acts on the students' weight vector w T during the instruction period (see Fig. 4 ). This means that w S approaches w T in the sub-space of dimension M(< N ) in which the internal states are confined, while it can take arbitrary values in the complementary sub-space. It is confirmed that the differences of the weight vectors w S −w T lie in the orthogonal sub-space of dimension N − M. In this way, the parameters are underdetermined by the learning of a quasi-periodic time series. This explains the fact that there is a significant difference between the final student weight vector w S and the teacher weight vector w T . The estimated dimension depends on the choice of a threshold r th . Infinitesimally small components of the orbit in the remaining space of dimension N − M do not have any effect in a practical time-scale.
In order to determine numerically whether a student's asymptotic orbit, {o t }, is almost identical to the teacher's orbit, {s t }, we computed here the minimum distance between the two orbits as We regard the two orbits as almost identical if d({o t }, {s t }) < 0.05 computed for a time period of T = 5, 000 steps after the free evolution of t 0 = 10, 000 steps. The presence of the unfaithful students is consistent with the fact that the orbit is confined to a lower dimensional sub-space of the full phase space: when the weight vector component is increased in the complementary sub-space that is orthogonal to the orbit space, the student's orbit may become unstable to the orthogonal direction to the space of the learned orbit. In fact, the fraction of unfaithful students decreases as the sub-space dimension M increases.
Unrealizable learning
As an example of the realizable learning, we have adopted the same anti-symmetric transfer functions, (2), for both teacher and student. In this section we consider the case that a teacher and a student have different transfer functions. Specifically, we adopt the anti-symmetric transfer function (2) for the teacher, and an asymmetric transfer function,
for the student. Here α represents the degree of asymmetry of the transfer function. The transfer function remains monotonic in the range −0.5 < α < 0.5. The bias w 0 is initially set to
so as to satisfy f (0) = 0, but is treated as one of the modifiable parameters in the learning stage. The delay plot (s t , s t−1 ) for a quasi-periodic sequence generated with the asymmetric transfer function bears apparent asymmetry. It is not trivial that a model structurally different from the system fails to reproduce a system's time series. But our students whose transfer functions are asymmetric, α = 0, are unable to reproduce the whole sequence generated by the teacher whose transfer function is symmetric, α = 0, even during the training period. We may call such learning condition as the 'unrealizable learning' or 'imperfect model' (Judd & Smith, 2001a,b) . The student nevertheless adjusts its weight parameters w S = (w S 1 , w S 2 , . . . , w S N ) as well as w S 0 so as to minimize the mean-squared deviation between the student's output o t and the teacher's output s t , (s t − o t ) 2 , over the whole instruction sequence. The minimization can be achieved with the on-line gradient descent method,
with an infinitesimal learning rate η. The optimization can be efficiently approximated by tempering the learning rate. In our simulation, the learning rate η is linearly tempered from 0.05 to 0 in 2,000,000 steps while monitoring the temporal average of the squared deviation. We have confirmed that all the students of a single teacher attained practically the same asymptotic values of the mean-squared deviation. All the students' orbits attained with this learning are not identical to the teacher's orbit (see Fig. 5 ). Some of them are relatively similar to the teacher's orbit while the others are very different. This is reminiscent of the faithful and unfaithful students in the realizable learning condition.
As the parameter of asymmetry α approaches zero, the orbits of a certain fraction of students approach that of the teacher, and finally degenerate to form a group of 'faithful students', while the others' orbits do not approach the teacher's even in the limit of α = 0 and they form a group of 'unfaithful students'.
These observations are also consistent with the empirical fact that the dimension of the space spanned by the teacher's quasi-periodic orbit, M, is smaller than the dimension of the full phase space, N . The minimization of the squared deviation between the outputs of a student and a teacher uniquely determines the student's weight vector in the sub-space of dimension M (< N ) in which the teacher's internal states are confined. But in the complementary sub-space orthogonal to the sub-space of dimension M, the weight vector is free from the learning pressure. The parameters are also underdetermined even in this unrealizable learning condition. In realizable learning, the student's orbit can be made identical FIG. 5 . The delay plots (s t , s t−1 ) for the asymptotic sequences generated by the several asymmetric students with α = 0.1, for the same instruction sequence of Fig. 1 . Some students generate sequences that bear no resemblance to the instruction sequence. The other students' orbits are similar to the teacher's but they are not perfectly identical with each other, as depicted in the magnification in the right.
to the teacher's and it remains stable ('faithful') within a certain permissible range in the complementary sub-space of dimension N − M. But in unrealizable learning, the student's orbit cannot be made identical to the teacher's and is easily deformed by a change in the weight vector in the complementary sub-space.
Summary
In the learning condition that a student neuron has a transfer function identical to that of a teacher neuron, the student can mimic the time series but its parameters are not determined uniquely. Students that have completed the learning are classified into two kinds, faithful and unfaithful, according to whether the learned orbit is stable or not.
In the learning condition that a student neuron has a transfer function different from the teacher neuron's, the student generally cannot reproduce the instruction time series precisely but minimizes the squared deviation between the outputs of the teacher and the student. This unrealizable learning does not determine the student's parameters uniquely either. In unrealizable learning, the students which have completed the learning generate mutually different orbits.
The learning of a time series by a model neuron can be regarded as a natural non-linear extension of the traditional linear prediction method or the autoregressive (AR) model. In fact, if the non-linear transfer function of a student is removed or replaced with a linear transfer function, the minimization of the mean-squared deviation (5) is identical to the linear prediction or the AR model. We have learned from the present exercise that a set of model parameters may be left underdetermined in rather ubiquitous conditions.
