Abstract Gridded meteorological data are available for all of Norway as time series dating from 1961. A new way of interpolating precipitation in space from observed values is proposed. Based on the criteria that interpolated precipitation fields in space should be consistent with observed spatial statistics, such as spatial mean, variance and intermittency, spatial fields of precipitation are simulated from a gamma distribution with parameters determined from observed data, adjusted for intermittency. The simulated data are distributed in space, using the spatial pattern derived from kriging. The proposed method is compared to indicator kriging and to the current methodology used for producing gridded precipitation data. Cross-validation gave similar results for the three methods with respect to RMSE, temporal mean and standard deviation, whereas a comparison on estimated spatial variance showed that the new method has a near perfect agreement with observations. Indicator kriging underestimated the spatial variance by 60-80% and the current method produced a significant scatter in its estimates.
INTRODUCTION
Spatial interpolation of meteorological elements such as precipitation and temperature is essential in operational hydrology. In Norway, the national flood forecasting service is based on simulations and forecasts from 117 catchments, using the Swedish hydrological model, the HBV model (Bergström, 1992) . In order to facilitate rapid inclusion of new catchments into the forecasting system, it has been decided to use meteorological grids of temperature and precipitation as input to the hydrological models rather than weighted values from nearby specific meteorological gauging stations.
The problem with using specific gauging stations is that these stations have a varying life span dependent on their representativeness, and the availability of staff to carry out the observations. Once such a station is no longer operational, the hydrological forecast model has to be re-calibrated for a new set of gauging stations. It is foreseen that maintenance of the flood forecasting system would be much easier if meteorological grids were used. However, these grids have to be interpolated on a daily basis according to available gauging stations. The current precipitation grid (see examples at www.senorge.no) is obtained by a simple interpolation method, where a triangular irregular network (TIN) of precipitation is established based on all points of observation. A grid of resolution 1 Â 1 km 2 is constructed from the TIN. A similar grid of station altitude is produced and this altitude grid is compared to altitudes from a digital terrain model (DTM); then the precipitation grid is adjusted using a precipitation gradient of 10%/100 m on the differences between the two altitude grids (Jansson et al., 2007) . The resulting precipitation grid compared well with grids obtained by other methods used in the Nordic countries (Jansson et al., 2007) . However, the method has the disadvantage of not being able to extrapolate outside defined triangles, and the spatial variability and correlation are, for a large part, the result of topography rather than derived from the rainfall process itself.
Most methods used for interpolating precipitation, even sophisticated methods such as kriging (Creutin & Obled, 1982; Teegavarapu, 2007) , have a tendency to produce too smooth fields, i.e. to underestimate the spatial variability (Creutin & Obled, 1982; Haberland, 2007) . The loss of variability will affect the estimation of extreme values and undermine the main contribution of the distributed hydrological model which is the optimal use of spatially distributed moisture input. The relative importance of the spatial variability of rainfall in relation to hydrological prediction is not entirely clear, and is dependent on physical catchment characteristics, catchment scale, precipitation type and scale, antecedent moisture conditions and type of hydrological model (lumped, distributed, physical, conceptual, etc.; Segond et al., 2007) . Most authors conclude, however, that for semi-distributed and distributed models, improvements in predictions and hydrological insights are gained by taking into account the spatial variability of rainfall (Singh, 1997; Tetzlaff & Uhlenbrook, 2005; Pechlivanidis et al., 2008) . Chaubey et al. (1999) point out that a large uncertainty in estimated parameters of the hydrological model can be expected if spatial variability of precipitation is ignored.
Ideally, we would like an interpolated rainfall field to have the same spatial statistical features as the observed spatial fields. The spatial statistical features that are the focus of this study are spatial mean, spatial variability and realistic fractions of dry area. The path followed in this study is to simulate precipitation values according to a two-parameter gamma distribution. The parameters are estimated from within-storm spatial mean and variance. By the term "within-storm", we mean the part of the area in question in which positive values of precipitation are observed (see Seo, 1998) . The within-storm spatial mean and variance are derived from the observed moments, but with estimated intermittency taken into account. Simulated precipitation values typically span outside the interval determined by the smallest and largest observed values (apart from observed zeros) and we try here to devise rules to correctly place the maximum simulated precipitation value in space. We further hypothesize that this added information will result in more precise interpolated fields. Furthermore, we use the spatial distribution of a kriged field (using spatially mapped ranks of precipitation values) as a map of where to distribute the simulated values. The new method for simulating/ interpolating precipitation fields is hereafter named SPF, an abbreviation for its product, simulated precipitation fields.
Over a catchment, precipitation is often fractional, and procedures for the interpolation of precipitation thus have to take into account within-storm variability and the variability due to intermittency (Seo, 1998) . Here, the intermittency is estimated through the relationship between observed spatial mean and variance and derived within-storm spatial mean and variance. The proposed method for determining intermittency is compared to that of indicator kriging (Barancourt et al., 1992) and to the method of deriving intermittency from weather radar. Indicator kriging is also the method to which SPF is compared through crossvalidation analysis.
In the next section, we present the theory applied for estimating intermittency and thus the within-storm parameters in the gamma distribution. The methods derived for mapping the simulated precipitation values are also described in this section. The next section presents the results of the cross-validation and a discussion follows in the last section.
METHOD
The methods developed in this paper are described below: first the statistical model, the gamma distribution, used for simulating precipitation is presented; then, we introduce an algorithm for estimating intermittency from observed spatial mean and variance. Next we develop a method for determining a possible location for the highest simulated value, and, finally, the method for distributing the simulated precipitation in space is presented.
Statistical model
Let us introduce a statistical model for the spatial distribution of within-storm positive precipitation, z 0 (x), (z 0 (x) > 0). Precipitation z 0 (x) is measured during a fixed time interval (in this case daily) across space, x. In order to further simplify the notation, we omit x, so positive rainfall across space is hereafter denoted z 0 . The distribution in space of the within-storm (positive) rainfall is assumed to follow a gamma marginal distribution.
where and a are the shape and scale parameters, respectively. The mean is E(z 0 ) ¼ /a and the variance var(z 0 ) ¼ /a 2 . The parameters are estimated from the observed spatial mean and variance as:
where the hats denote the estimate of the expected value.
The gamma distribution is a common choice of distribution for precipitation in space due to its flexibility in shape (Robinson & Sivapalan, 1997; Kuzuha et al., 2006) , which may range from very skewed to the left or approaching that of the normal distribution.
When spatial precipitation is studied over a fixed area, we find two possible outcomes of the spatial pattern: (a) the area might be fully covered with precipitation; and (b) we have an intermittent field, where only a fraction of the area is covered by precipitation. For both cases, the spatial distribution of precipitation can be described by a two-parameter gamma distribution as suggested above.
Estimating the intermittency of a precipitation field
In the case of full coverage of precipitation over the area of interest, fitting the gamma distribution to the observed spatial mean and variance is straightforward, and equation (2) is used to estimate the parameters. In the case of intermittency, we are faced with the problem of having to determine the fraction of wet area p, within a fixed domain in order to decide on the parameters of two-parameter gamma distribution for the within-storm precipitation. Let z and z 0 denote precipitation distributed in space including and not including zeros, respectively. We refer to the withinstorm precipitation, z 0 , as conditional precipitation (conditioned on positive precipitation) and to z, as non-conditional precipitation. In order to determine the fraction of wet area, p, we have to express p as a function of conditional and non-conditional moments. Furthermore, if we make an assumption on the functional relationship between the non-conditional spatial mean and variance, we have enough information to determine the fraction of wet area p and the parameters of the within-storm distribution of precipitation.
If we grid a fixed area into n elements, and m of these elements are wet, the first-order moments of non-conditional and conditional precipitation are, respectively:
where p ¼ m/n is the fraction of the area with positive precipitation. Similarly, for the second-order moments:
From equation (6), one can write the conditional variance, var(z 0 ), as
and since E(z 2 ) ¼ var(z) + E(z) 2 equation (7) can be written as:
which gives:
From equation (3), we also have:
which, together with equation (9), give:
From observed values we can determine the nonconditional mean and variance,ÊðzÞandvarðzÞ, and the right-hand side of equation (11) is quantified. In order to proceed further and quantify the fraction of wet area, p, and the conditional mean and variance, E(z 0 ) and var(z 0 ), we introduce an assumption regarding the regularity of the relationship between E(z 0 ) and var(z 0 ). If we assume a one-to-one functional relationship between E(z 0 ) and var(z 0 ), equation (11) becomes an equation with only one unknown. With estimated values of E(z 0 ) and var(z 0 ), the fraction of wet area, p, can be determined from equation (10). In support of an assumption of a one-to-one relationship between E(z 0 ) and var(z 0 ), we have found reports in the literature on very high correlation between spatial mean and spatial standard deviation (Creutin & Obled, 1982; Barancourt et al., 1992; Skaugen, 2007) , which we can use to determine the right-hand side of equation (11). In assessing this relationship, we have to consider events, over a fixed area, for which zeros are observed, but where spatial mean and variance are estimated from non-zero observations. This will ensure that the observed spatial distribution is not bounded to the left by positive values. Of course, the data available for this assessment are limited, as there are not so many events (especially events with heavy precipitation) for which there are also stations within the same area that measure zero precipitation. Figure 1 shows an assessment of the fixed relationship between standard deviation and mean for conditional precipitation of the Rissa area in central Norway.
If var(z 0 ), or rather the standard deviation, s(z 0 ), is considered as a function of E(z 0 ), the left-hand side of equation (11) can be compared, for different values of E(z 0 ), with the right-hand side of equation (11), and the wet fraction can be estimated through equation (10), when a match is found. It should be noted here that the reason for estimating the intermittency through the proposed method instead of using the fraction of observation points that measure zero precipitation is that the number of precipitation gauges in the area of interest is often too small to give us a reliable estimate of the fraction of wet area.
Location of the highest simulated value in space
This section describes the non-trivial task of placing the highest simulated precipitation value in space. When interpolating using kriging, the highest value in the kriged field is equal to, or very similar, to the highest observed. However, the highest simulated value is almost always higher than the highest observed, and we need to place this value at a location which is consistent with the pattern of the observed values. This is necessary for the procedure described in the next sub-section, which concerns the distribution in space of all the simulated values, and in which the highest simulated value is treated as an observation. In order to avoid confusion, we wish to make it clear that kriging interpolation is carried out twice in SPF. First we use the kriged field to place the highest simulated value in space, according to the procedure described herein. Second, we apply kriging again, using the highest simulated value as an observation, and use the kriged field when distributing all the simulated values in space. The latter procedure is described in the next subsection.
It is difficult to devise clear rules as to where a precipitation maximum should be located. An intuitive thought is to associate maximum precipitation with topography, i.e. placing the maximum value at the highest peak close to the highest observed values. Such a procedure was abandoned based on reported low correlation between precipitation and altitude in Norway. Two Norwegian studies conclude that the altitude explains very little of the variability for daily, monthly and annual precipitation, and negative trends are often found (Førland, 1979; Steinsland et al., 2007) . Furthermore, when such a procedure was tested using cross-validation, we found that for some locations estimation was improved compared to kriging, whereas for other locations this was not the case. Interestingly enough, placing the highest precipitation value at the lowest local location was found to be just as good. The adopted procedure is a result of a trialand-error process, in which several schemes were tested and evaluated; it can be described as follows: the optimum location of the highest simulated value is the location where the spatial correlation structure in terms of a semivariogram is best defined. For precipitation stations rather close to each other, we expect a close-to-linear slope in a well-defined empirical semivariogram (see Cole & Moore, 2008) . The winning location is thus selected as the point for which the deviations from a linear slope of the empirical semivariogram are the smallest. In practice, the highest simulated value is placed in different locations and the empirical semivariogram is calculated for each new location. The location which gives the smallest deviations from the linear slope of the empirical semivariogram is defined as the optimum location of the highest simulated value. However, it can be quite timeconsuming to test every possible location within an area of interest, so the area for testing locations is restricted in the following way. The precipitation field is interpolated by ordinary kriging from the observed values and ranked. It is reasonable to assume that the highest simulated value should be located in a general area where we find the highest kriged values. The size of the area, in which we assume the highest simulated value is located, is restricted to the number of simulated values that are higher than the highest observed value. Note that each value represents the average value within a grid cell so that a collection of values also represents an area. This procedure defines an area which is large when the difference is large between the highest simulated and observed value (i.e. we have a field with high spatial variability), and small when the difference is small. The procedure described above gave the best result when evaluated using cross-validation. Other schemes, based, for example, on precipitation gradients and correlation distances, were inferior to the chosen method, but the problem should remain open for further study.
Distribution of simulated precipitation in space
As already stated, the main objective of this study is to produce daily precipitation fields which respect the observed spatial mean, variance and intermittency. In order to achieve this we choose to simulate values from a gamma distribution with parameters estimated so that simulated spatial mean and variance are the same as the observed values. The following description deals with the method of distributing the simulated values in space with the aid of the kriging interpolation method.
In distributing the simulated values in space, we use the same line of reasoning as in Skaugen (2002) . A precipitation field is interpolated from the observed values using ordinary kriging. Here, the highest simulated value is included as one of those observed through the procedure described in the previous sub section. The vector of kriged values is ranked and the spatial location is determined from the location in the vector (i.e. the first value corresponds to the lower left value in the grid). So to each spatial location, there is assigned a rank, denoting the relative precipitation value (the highest, the second highest, etc.). The vector of simulated values is sorted and each simulated value is placed at the location where its place in the simulated vector (after ordering) and rank from the kriged field are equal. In mathematical terms this procedure can be described as follows (see also Skaugen, 2002) : let V be a vector of ordered simulated values, drawn from a gamma distribution and sorted into ascending order. Let Y be the vector of kriged values. Then if rankY is a vector of the ranks of the kriged values Y, the resulting precipitation field Z, can be expressed as:
where the brackets [ ] indicate the components of the vector and also the spatial location. The result is thus a field with gamma distributed values of non-zero precipitation, and with spatial dependencies inherited from the interpolated field Y. Figure 2 shows a simplified flow chart of the steps and procedures necessary for producing simulated precipitation fields.
RESULTS
In this section we will first evaluate the algorithm for estimating the intermittency. Finding a sufficiently dense network of precipitation gauges in Norway to estimate the intermittency is difficult. A possible way is to use observations from weather radar. The Rissa radar in central Norway (near Trondheim) provided precipitation observations (derived by the Norwegian Meteorological Institute) on a 1 Â 1 km 2 grid for the Øyungen catchment (238 km   2 , with elevations 103-680 m a.s.l.). Figure 3 shows the location of the radar and some nearby catchments.
The Øyungen catchment is located quite near the radar and the radar is considered to provide good precipitation estimates. Through the observed nonconditional spatial mean and variance of precipitation (derived by the radar) and the fixed relations between conditional moments (see Fig. 1 ), we can estimate the intermittency. Figure 4 shows how the estimated intermittency compares with intermittency observed by the radar. The agreement is good, especially for precipitation events of small spatial extent.
Cross-validation comparison between SPF and indicator kriging (IK)
In order to evaluate SPF, cross-validation was performed for two areas in Norway: Oslo (interpolating over a grid of 60 Â 60 km Variance-consistent precipitation fieldsone year. We wanted to compare the time series obtained by SPF and by indicator kriging (IK) with the observed time series in order to evaluate the relative performance of SPF compared to IK. Kriging is a very commonly-used interpolation method (Teegavarapu, 2007) and is also considered to be among the best interpolation methods for precipitation (Creutin & Obled, 1982; Lebel, 1987) . In indicator kriging, the probability of precipitation is mapped spatially. If precipitation is observed, then the station in question is assigned the value one, and zero if not. A probability field is then interpolated. If a pixel in space has the probability of more than 0.5 for precipitation, the value obtained from ordinary kriging is used and a value of zero precipitation is assigned if the probability of precipitation is below 0.5. Ordinary kriging was carried out using an exponential semivariogram model with sill equal to the observed spatial variance and with a nugget effect equal to 5% of the sill. The results of the cross-validation for SPF and IK are shown in Fig. 5 . The measures used for evaluation are: mean absolute error (MAE), the root mean square error (RMSE), absolute fractional deviation AFD, (AFD ¼ |1 -(sim/obs)|, where sim is the simulated value and obs the observed value) of temporal mean (AFDm), standard deviation (AFDstd), and number of dry days (AFDzero).
In general, the performance of the two methods appears to be very similar. The IK method is somewhat better for the Oslo area, and the two methods perform very similarly for the Trondheim area. Note that the amount of precipitation is generally much higher for the Trondheim area with a daily mean for this year of about 3-4 mm whereas for the Oslo area the daily mean was less than 2 mm.
Extreme values
In order to investigate the ability of SPF and IK to estimate extreme values, the two highest observed values during the year of observation were compared to those estimated. Figure 6 shows the MAE and RMSE for the extreme values. The extreme values for the Trondheim area were best estimated by SPF, whereas the two methods have the same performance for the Oslo area. We also compared the sample quantiles obtained for the cross-validation series of SPF and IK for the probabilities 0.8, 0.82, up to 1.00 against the sample quantiles of the observed precipitation. A mean AFD of the quantiles, averaged over the different probabilities was computed for each station and this value was averaged for all the stations within the areas Oslo and Trondheim. The SPF performed marginally better for the Oslo area with a mean AFD over the quantiles and over the stations with 0.14 (SPF) against 0.15 (IK), and clearly better for the Trondheim area with 0.19 (SPF) against 0.23 (IK).
Comparison of SPF and the current interpolation method
The SPF method was also compared to the current interpolation method for precipitation, used in www.senorge.no (denoted SeNorge). The method is briefly described in the introduction. Figure 7 shows the results of comparing SPF and SeNorge derived values against independent observations of precipitation for the month of August 2001. The independent precipitation values are independent in the sense that they were not used in estimating the SPF or SeNorge precipitation fields. We observe that SPF is just slightly better than the current interpolation method. As, in the case of the cross validation exercises, SPF compares well with the mean and standard deviation of the observed time series, whereas for the absolute and squared deviations (MAE and RMSE), no improvements of SPF compared to the other methods are found.
Comparison of spatial fields
We also compare the spatial statistics of the estimates of SPF, IK and SeNorge. The estimated spatial means and variances were compared to those observed from the network of precipitation gauges for the two areas. The results are shown in Figs 8 and 9.
The comparison shows that, whereas the estimates of the spatial mean are indistinguishable for IK and SPF, SeNorge appears to have a very small negative bias for the Oslo area and a clear positive bias for the Trondheim area. In regard to the estimation of spatial variance, the most striking result is the severe underestimation of spatial variance by IK. The kriged fields reproduce 40% of the observed spatial variability for the Oslo area and only 20% for the Trondheim area. The SPF method naturally estimates the spatial variance very well, as the simulations are performed with a specified variance equal to that of the observed precipitation values, whereas SeNorge exhibits an overestimation for the Oslo area and a slight underestimation for the events of low intensity for the Trondheim area. A considerably larger scatter is observed for SeNorge compared to SPF. The estimates of the fraction of wet area (p) also deserve a comment. Figure 10 shows the estimate of the fraction of zero precipitation by SPF and IK compared to the observed fraction of zeros (estimated as the proportion of stations that actually observed zero precipitation). Estimates of the fraction of wet area were not carried out for SeNorge. The estimate of p by SPF is scattered around the line representing a perfect match between modelled and observed values. For both the areas, the estimates of p by IK tend to underestimate coverage for events where less than half of the area is covered by precipitation and overestimate coverage for events where more than half of the area is covered by precipitation.
DISCUSSION
The increased use of spatially-distributed hydrological models also increases the demand on the quality of the interpolated meteorological fields used as input. If the interpolation method applied to the observed values produces too smooth a field, it undermines the very idea of distributed models and the motivation for using them. In principle, the more the spatial variability of the input is underestimated, the more the distributed models will tend to provide the same information as lumped models with spatial means as input. One could argue that the degree of distribution in space of the hydrological model should be carefully matched by the detail of the spatial distribution of the meteorological input. If the spatial variability of precipitation is systematically underestimated, one cannot expect to properly calibrate or model the different (nonlinear) hydrological response mechanisms. An informative data set is one which contains enough variability in watershed behaviour that the different modes of operation of the hydrological processes are properly represented (Sorooshian, 1995, p. 49) . Also, when predicting hydrological response, it is better to have extreme precipitation estimated for the wrong location than not estimated at all. The latter will be the case if spatial variability is underestimated.
It is clear from Figs 7 and 8(b) that SPF is better at reproducing the observed spatial variability and that this feature is seriously underestimated by IK. The fact that the spatial variability of SPF is generally higher than IK could have had a negative impact on the precision in point estimation of SPF. The generally higher spatial variability of SPF clearly gives a higher potential for errors than IK with its very conservative estimate, since SPF provides a larger range of variation around the spatial mean than IK. The SPF method is thus more dependent on a good procedure for placing the estimated values correctly in space, since, due to this method's higher spatial variability, there is a greater risk of large deviations from the true precipitation values. It is surprising that the quite significant difference in estimate of spatial variance is not, somehow, reflected in the cross-validation results. Although RMSE and MAE for the Oslo area are slightly better for IK, the results for the other error measures, and for the Trondheim area, are very similar. One possible explanation may be that the data records of precipitation (one year) are not sufficient to resolve the, perhaps, subtle differences. The cross-validation results for the extreme values show that the two methods perform similarly for the Oslo area and that SPF is somewhat better for the Trondheim area. The analysis contains few data but the comparison of extreme values is more in favour of SPF than when assessing the one-year data sample. Perhaps one can see here the effect of a more realistic estimate of spatial variance of SPF, in that one would expect significant errors in the estimates of extreme values if the spatial variance were underestimated. Analysis of longer time series is needed for further assessments to be made.
The derived algorithm for estimating the dry areas appears to work well. The agreement with the Rissa weather radar of the Trondheim area is very good. The differences between the estimates of intermittency by IK and SPF methods are indistinguishable when assessed for the cross-validation, and the systematic errors of under-/over-estimation to that of IK only appears when assessing the spatial data.
It can be argued that in order to employ SPF and kriging, an assumption of second-order stationarity in space (see Delhomme, 1978) has to be made. Whether SPF is subject to such constraints is not entirely clear in that the shape of the spatial distribution is allowed to vary for each event. In addition, the spatial distribution will, for some events, have a frequency of zeros. Stationarity of the second order for the precipitation fields from SPF is therefore not obvious and perhaps not even desired. The ability to produce non-stationary sequences is considered as a positive feature in rainfall modelling, and the application of generalized linear models on rainfall modelling problems has this feature (Chandler & Wheater, 2002) . Nevertheless, implemented operationally, SPF will be employed for limited areas of 70 Â 70 km 2 , in an attempt to ensure some degree of spatial stationarity.
The semivariogram used in the kriging procedure defines the spatial structure (i.e. spatial autocorrelation) of the precipitation fields obtained by SPF. The type of the semivariogram is fixed as exponential and the sill is estimated, for each event, from the observed spatial variance. By using a fixed-type semivariogram, the spatial structure of the fields from SPF is unrealistic and probably too smooth. The spatial auto-correlation structure of precipitation fields is probably not well described for shorter time scales by the sort of climatological variograms (Lebel et al., 1987) employed in this study, and ideally, the spatial structure of each event should be determined. However, an analytical representation of the observed spatial structure is often difficult to determine and if SPF is used operationally, nationwide, the number of stations will often be too few for a meaningful estimate of spatial structure.
The SPF method is not an exact interpolator, which means that the interpolated precipitation field does not go through the observations. In contrast, kriging with zero nugget effect and inverse distance interpolation both do have this feature. The practical implication of SPF not being an exact interpolator is primarily that the observation points are not as well estimated as would be the case using kriging. The results of cross-validation, however, indicate that all the other points in the area of interest are estimated with a quality comparable to IK. As the number of observation points comprises a very tiny fraction of the area to be interpolated, the hydrological impact of SPF not being an exact interpolator is believed to be modest.
It is reasonable to assume that since the spatial variability is better estimated by SPF, the spatial distribution of precipitation obtained by SPF should be closer to reality than that of IK. In principle, there is thus a potential for SPF to provide better precipitation fields, and this serves as an inspiration to deriving better ways of distributing the simulated values in space than the method employed in this study. This line of enquiry will be followed in future work.
