Hashing techniques have been applied broadly in retrieval tasks due to their low storage requirements and high speed of processing. Many hashing methods based on a single view have been extensively studied for information retrieval. However, the representation capacity of a single view is insufficient and some discriminative information is not captured, which results in limited improvement. In this paper, we employ multiple views to represent images and texts for enriching the feature information. Our framework exploits the complementary information among multiple views to better learn the discriminative compact hash codes. A discrete hashing learning framework that jointly performs classifier learning and subspace learning is proposed to complete multiple search tasks simultaneously. Our framework includes two stages, namely a kernelization process and a quantization process. Kernelization aims to find a common subspace where multi-view features can be fused. The quantization stage is designed to learn discriminative unified hashing codes. Extensive experiments are performed on single-label datasets (WiKi and MMED) and multi-label datasets (MIRFlickr and NUS-WIDE), and the experimental results indicate the superiority of our method compared with the state-of-the-art methods.
Introduction
Recently, the explosive growth of multimedia data on the Internet has magnified the challenge of information retrieval. Multimedia data usually emerges in different forms, such as image, text, video, and audio. Hashing is an effective feature representation of data, the purpose of which is to enhance the retrieval efficiency. It has received considerable attention in multimedia data analysis and retrieval applications [1] . Unimodal retrieval, which implements a query within a single data type, is extensively applied in practice. For example, an image query specified by a given image returns relevant images from the database. Many unimodal methods, such as semi-supervised hashing (SSH) [2] , semisupervised manifold-embedded hashing (SMH) [3] , minimal loss hashing (MLH) [4] based on the latent structural SVM framework, learn the hashing mapping by employing labeled data. Weakly supervised multimodal hashing (WMH) [5] integrates the weakly supervised tag information, underlying discriminative information and the geometric structure in the visual space to learn semantic-aware hash functions for scalable social image retrieval. Besides the supervised approaches, some unsupervised methods, such as scalable graph hashing with feature transformation (SGH) [6] , anchor graph-based hashing (AGH) [7] and contour points distribution histogram (CPDH) [8] , also achieve high performance. However, unimodal retrieval methods are not directly extensive to multimedia data. This has motivated the development of cross-modal hashing methods [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , which support searching among multimodal data. The most popular canonical correlation analysis (CCA) [19] projects multiple modal data into a common latent subspace where the correlation among projected vectors of all modalities is maximized. Semi-paired hashing [20] learns semi-supervised hashing by jointly performing feature extraction and classifier learning. However, these methods do not obtain satisfying retrieval precision because the learned hashing codes lack discriminative ability. In contrast, most of the supervised cross-modal methods [16, 17, [21] [22] [23] [24] which use the semantic label for hash code learning have achieved promising performance. An example is semantic correlation maximization (SCM) [16] which integrates semantic labels into the learning framework. However, the above methods just use single view to capture feature information. The representation ability of single-view feature is limited, and the inner structural information of an object is not captured effectively in the above methods. Yet, the structural information is very important to characterize the correlations among features. It is therefore desirable to explore as much structural information converged by feature spaces as possible. The covariance matrix [25] , which is considered as the representation of the second-order data statistics, captures the structural information of the feature space. The histogram feature and the first-order feature further enhance the feature representation ability. Inspired by the multi-kernel metric learning method [26, 27] , we propose a novel learning framework, termed multi-view feature discrete hashing (MFDH), which exploits the complementary information provided by multiple views information and combines the classifier learning to learn the discriminative unified hashing code. The flowchart of the framework of the proposed MFDH is illustrated in Fig. 1 . The main contributions of the proposed MFDH are: 1. A kernel approach is used to learn a common subspace in which multi-view features located in heterogeneous spaces are fused in order to enhance the representation capacity and enrich the feature information. 2. The multi-view information and semantic label information are incorporated into a unified framework for multiple retrieval tasks under different data scenarios. 3. A comparative evaluation of the proposed method on four available datasets with other state-of-the-art hashing methods shows that MFDH boosts the retrieval performance.
Structurally, the rest of this paper falls into five parts. In Sect. 2, we review related works about cross-modal retrieval.
The structure of MFDH model is described in Sect. 3, and the joint optimization process of MFDH is presented in Fig. 1 The MFDH flowchart. In the training phase, MFDH consists of four steps: Firstly, we extract the multi-view features of the original multimodal data (image or text). Secondly, kernelized multi-view features are projected to a common subspace. Thirdly, the fused features in the common space are quantized into binary codes. Finally, samples represented by the hashing feature are mapped into the label space. In the testing phase, we first obtain the multi-view features of arbitrary query data (an image or a text) and calculate the kernelized feature of the query. Then, the hashing feature can be got according to the learned hashing functions. After the XOR operation, another modal data closing to the query data is returned from the database Sect. 4. The experimental results and analysis are depicted in Sect. 5, and finally we draw the conclusions of the paper in Sect. 6.
Multi-view Features

Related work
Cross-modal retrieval has been a popular topic in multimedia applications. In this section, we preliminarily review the related work of cross-modal retrieval. According to the different ways of feature representations, cross-modal retrieval methods are divided into two branches: real-valued representation learning [25, [28] [29] [30] [31] [32] [33] and hash representation learning [13, 19, 20, [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . Real-valued representation learning is to find a common subspace where the different media data can be directly compared to each other. Deep collaborative embedding (DCE) [30] that employs the weakly supervised information, visual structure information, and tag correlation information to learn a latent subspace is the first attempt to address the cross-modal search, content-based image retrieval (CBIR), and tag expansion simultaneously under the deep factor analysis framework. Yu et al. [31] proposed to uncover a common subspace by maximizing kernel correlation and preserving discriminative structure. Yang et al. [32] proposed to learn shared semantic space by aligning the correlation of two modalities. The approach proposed in this paper falls in the branch of hash representation learning. The hash representation learning is also referred to as cross-modal hashing, which are more geared toward retrieval efficiency. Cross-modal hashing usually aims to learn a shared Hamming space where the distance among multiple modalities can be measured. Various hashing models have been proposed for efficient cross-modal retrieval. Cross-modal hashing methods are roughly grouped into two categories including unsupervised cross-modal hashing and supervised cross-modal hashing.
Unsupervised cross-modal hashing [13, 19, [34] [35] [36] [37] [38] mainly learns the hash functions by exploring the structural, distribution, topological information of data. Canonical correlation analysis (CCA) [19] learns a common space where the correlation between different two modalities is maximized. Inter-media hashing (IMH) [13] preserves both inter-media and intra-media consistency to learn their binary features. Cross-view hashing (CVH) [34] extends the classical unimodal spectral hashing to the multimodal scenario. Robust cross-view hashing (RCH) [35] learns a common Hamming space where the binary codes presented different modalities but the same semantic content is as consistent as possible. Collective reconstructive embeddings (CREs) [36] directly learn the unified binary codes via reconstructive embeddings collectively. Fusion similarity hashing (FSH) [37] constructs an undirected asymmetric graph to model the similarity among different modalities. Robust and flexible discrete hashing (RFDH) [38] adopts the discrete matrix decomposition to learn the binary codes, which avoids the large quantization error caused by relaxation. Different from unsupervised cross-modal hashing, supervised cross-modal hashing methods [16, 39, 40, 42, 43] exploit the available semantic label information to learn the discriminative hashing feature. Semantic correlation maximization (SCM) [16] preserves the cosine similarity calculated by the label vectors in Hamming space. Supervised matrix factorization hashing (SMFH) [39] integrates the graph regularization and matrix factorization into the hashing learning framework. Semantics-preserving hashing (SePH) [43] transforms the affinity matrix into a probability distribution, and the distribution is preserved in Hamming space via minimizing their Kullback-Leibler divergence. Generalized semantic-preserving hashing (GSePh) [40] preserves the semantic similarity between multimodal data to learn the unified binary codes for multiple scenarios. Discrete cross-modal hashing (DCH) [42] retains the discrete constraints to learn the discriminative binary codes. To better capture the nonlinear structural information underlying the original features, DCH+RBF extends the DCH to nonlinear embedding by using the typical Gaussian kernel. The above methods have shown promising performance, but there are still shortcomings. Since the diversity of the data structure and distribution for different original data, singleview feature is not enough to represent the feature of all samples, and our model introduces multi-view features into the hashing learning framework to learn the discriminative hashing codes.
Proposed method
Sample representation
Suppose that there are n instances O = {o 1 , o 2 , o 3 … o n } of image-text pairs in the training set. For each instance o i = {v i , t i } , v i is the fused feature of the image and t i is the fused feature of the text. I = {v 1 , v 2 , v 3 … v n } and T = {t 1 , t 2 , t 3 … t n } signify image modality and text modality, respectively. The classification label matrix is denoted by Y = [y 1 , y 2 , y 3 … y n ] ∈ R c×n , where c is the number of categories.
Multi-view features
In many traditional approaches, every sample, i.e., twodimensional image or text, is usually transformed into onedimensional feature vector. In this process, the structural information of the data is frequently ignored. However, the structural information conveys important information content. To exploit the underlying structural information, multi-view statistics of the two modalities are adopted. Multi-view features are presented as follows:
1. Histogram feature MFDH divides all images into many patches with constant size and computes local descriptors by employing dense SIFT operator [45] [46] [47] . Thus, every image is modeled by a set of local descriptors. Specifically, the ith image is represented as
denotes the number of patches in the ith image. Then, we learn a dictionary whose size is k for all local feature descriptors of all images based on the k-means clustering algorithm. After that, each image is quantized into a histogram feature vector according to the bag-of-view-word (BOVW) model [48] . Specifically, the histogram feature of the ith image is denoted as z img i (i = 1, 2, … , n) . For text, we use word vectors learned according to the word2vec model [49] to learn a dictionary by adopting k-means algorithm. Likewise, the high-dimensional histogram feature vector z txt i (i = 1, 2, … , n) of the ith text can be obtained. The above histogram feature vector is regarded as zeroth-order feature in this section. 2. First-order feature For the ith image, we compute the mean vector m img i as the first-order feature.
Similarly, we can also get the mean vector m txt i for the ith text. 3. Second-order feature We select the feature representation based on covariance matrix as the second-order statistical feature of samples. The diagonal element of covariance matrix is the variance of individual components of the representation vector, and non-diagonal elements reflect the correlations between the different components. There are two main advantages of the feature representation based on covariance matrix [25, 50] . On the one hand, the covariance encodes the feature correlation information of each class to better discriminate the samples from different categories. Specifically, the local descriptors from different two samples belonging to the same category should be close to each other in high-dimensional feature space, since they encode the same semantic content. Thus, the corresponding entries of their covariance matrix should also be close enough to each other. On the other hand, the covariance matrix-based representation can effectively filter out local feature descriptors corrupted by noise within sample because of the averaging process in computing the covariance. The second-order statistics of the ith image is obtained as:
In the same way, we also compute the covariance matrix-based representation for text. After computing multi-view features, we represent the ith
Kernelized operation
The points represented by z img i , m img i and z txt i , m txt i are located in Euclidean spaces R Z I ,R m I and R Z T ,R m T , respectively, while the second-order statistics are represented by covariance matrices C img i , C txt i , which approximately lie on the Riemannian manifolds M I , M T , respectively. It is difficult to fuse multi-view features directly since they locate in heterogeneous spaces. To tackle this problem, we use the kernel trick to embed the heterogeneous spaces into high-dimensional kernel spaces. As shown in Fig. 2 , the model includes implicit mapping g * r (r = 1, 2, 3) 1 that maps the original data represented by the (r − 1)− th order feature to Hilbert space H and the transformation functions ℏ * r mapping the data in Hilbert space H to common space R k ('*' signifies image modality or text modality when it is 'img' or 'txt' in this paper.). Here, we use x * ir to represent the rth term of the triplet 
denotes a latent projection matrix that maps the rth view feature of the image modality from the Hilbert space to the common
The mapping modes of the kernel operation. The model represents the kernelization process of multi-view features of image or text, respectively ('*' denotes 'I' or 'T') space and it is approximated by the linear combination of d r samples selected in the Hilbert space and the jth element of
Likewise, we can obtain the function F txt r (x txt ir ) = p txt r K txt ir of the (r − 1)− th order feature for text modality. We introduce RBF kernel function k(i, j) in Eq. (3) and polynomial kernel function k (i, j) in Eq. (4).
where a and s are coefficients.
The distance d 2
x * ir ,x * jr between any two points x * ir , x * jr which lie on the manifold is measured by the Log-Euclidean distance (LED). For the same order features of two modalities (i.e., image and text), we select the same kernel function. 
The above procedure of acquiring fusion features is called as kernelization process.
Learning discriminative hashing codes
To fuse multi-view ker nelized features, two projection matrices needed to be learned are d e n o t e d a s P img = (p
d r that transform multi-view kernelized features of image modality and text modality, respectively, into a common subspace, where L is the length of hash code
is a weighting coefficient. The fused features of the ith text are represented by
Since the two modalities have the same semantic information, v i and t i can be quantized into the same hashing feature b i in the Hamming space. Concretely, the process can be
We expect that the learned hash codes are discriminative enough and the class information of samples can be predicted effectively by a linear classifier W ∈ R L×c .
We formulate the quantization process of our framework by minimizing the error both projection and classification as follows:
where , are the penalty parameters, and is the regularization parameter. In Eq. (7), the fourth term and the first term are an unified term whose role is supervised classification, and the second and third terms aim to obtain the binary codes with less error for image modality and text modality, respectively.
Optimization algorithm
The objective function (7) is rewritten as (8) in order to make the optimization procedure more intuitive.
where the each column of B represents an instance. We adopt the ADMM optimization algorithm to solve the problem in (8) with binary constraint. The error is large if relaxing the constraints of B to be continuous; thus, we introduce the discrete cyclic coordinate descent method (DCC) [51] to optimize matrix B directly. 
Setting the derivative of (12) with respect to W to zero, we can get the optimal W as 4. Optimization of B We use the DCC algorithm to learn each row of binary codes B iteratively. Specifically, we suppose that u T , z T and q T denote lth row of W, B and Q, respectively. After excluding u T , z T and q T from W, B and Q, the resulting matrices are W ,B and Q , respectively. By using refashion strategy, we can obtain the closed solution (14) . Please refer to [42, 51] for a more detailed introduction.
Each row of B is updated iteratively by fixing the other L − 1 rows. The integral optimization procedure of MFDH is summarized in Algorithm 1.
In the test phase, for a given new query x (img or txt), we first compute multi-view kernelized features
view Features Discrete Hashing (MFDH)
Input: image multi-view features (Z img , m img , C img ) and text multi-view features (Z txt , m txt , C txt ); α, β, λ and the length of hashing code (L); class label matrix Y . Output: Projection matrix P img ,Ptxt and B.
Calculate kernerlized features Ψ ,Φ for image and text respectively. Initialize P img ,Ptxt and B ∈ R L×n . 1: repeat 2:
Optimize P img according to (10); 3:
Calculate P txt according to (11); 4:
Calculate W according to (13); 5:
Learn B according to (14) ; 6: until convergence 5 Experiments and analysis
Datasets
We conduct experiments on four publicly available crossmodal datasets: WiKi [52] , MMED [53, 54] , MIRFlickr [55] and NUS-WIDE [56] , respectively. These datasets, consisting of two modalities, i.e., image and text modalities, are widely applied in many previous works. The dimensions of multi-view features are set empirically. In our experiments, we employ the pre-trained word2vec model on Google corpus to transform every key word or tag in textual documents into a 300-dimensional word vector. In this way, each text can be represented by a set of vectors. As for the image features, the 128-dimensional dense SIFT features are extracted for each image of all datasets. Then, the first-and second-order textual features of each text are represented as a 300-dimensional mean vector and a 300 × 300 covariance matrix, respectively. Similarly, we can also get 128-dimensional first-order mean vector and 128 × 128 covariance matrix for each image. In addition, the histogram feature of each image from WiKi (MIRFlickr, NUS-WIDE and MMED) is extracted as 1000-dimensional (500, 500 and 500) feature vector by means of the BOVW model. Similarly, we also get the 50-dimensional (100, 100 and 100) feature histogram for each text on WiKi (MIRFlickr, NUS-WIDE and MMED). The statistics of all datasets are given in Table 1 .
Wiki [52] contains 2866 multimedia documents crawled from Wikipedia. Every document consists of a pair of an image and a text description, and every paired sample is classified as one of 10 categories. We take 2866 pairs from the dataset to form the training set and the remaining data is used as a testing set.
MMED [53, 54] is collected from hundreds of news media sites and Flickr-like photo-sharing social media. It includes 412 real-world events covering various event categories, such as natural disaster, public security, protest, sport, election and festival. We select samples belonging to natural disaster category from MMED to form a subset of 2476 image-text pairs. Each pair is classified into 12 categories, i.e., earthquake, floods, water crisis, storm, typhoon, wildfires, hurricane, tornado, heat wave, cyclone, tropical storm, snowstorm. Two thousand pairs are randomly chosen from the subset as the training data and the remaining data as query data.
MIRFlickr [55] consists of 25,000 original images collected from the Flickr website. Each image and corresponding annotated tags constitute an image-text pair, and each pair is classified into some of 24 classes. We keep 10,729 paired samples whose text can generate at least five words after removing stopwords from the original dataset for our experiments. Then, 6500 paired samples are used as the training set, and the rest of the database as query set.
NUS-WIDE [56] comprises 269,648 images with 81 concepts collected from Flickr, and each image is associated with annotated tags. The association is regarded as an image-text pair. We select 4301 paired samples that belong to the top 10 most frequent concepts and have at least 20 tags. We randomly choose 2534 pairs of the samples as the training data and 1767 as the testing data.
Experimental setting
MFDH proposed in this paper is compared with eight stateof-the-art cross-modal hashing methods, including CCA [19] , SCM-Orth [16] , SCM-Seq [16] , GSePH [52] , DCH [42] , DCH+RBF [42] , SePH rnd [43, 44] and SePH km [43, 44] , respectively. The source codes of the compared methods except for GSePH are kindly provided by the original authors. Since the source code of GSePH is not publicly available, we implemented it by ourselves. Our experiments are executed on MATLAB 2016b on a Windows 10 (64-Bit) platform based desktop machine with 12 GB memory and 4-core 3.6 GHz CPU. The CPU architectures are Intel(R) CORE(TM) i7-7700. is the regularization coefficient in the objective function (7) to avoid overfitting. In experiments, is set to be 0.01 empirically. Some amateur experiments are carried out by ourselves to determine the numerical values of a, s and in formulas (3) and (4). In larger candidate range, we found that the case where , a and s are set into 1, 1 and 5, respectively, is preferable. The baselines are designed based on a single-view feature. For WiKi, MIRFlickr, and NUS-WIDE, the baselines use uniformly the handcrafted feature reported in the reference [42] as the input of their models. It should be noted that the number of the training samples is different from one reported in the reference [42] to ensure that the raw samples of the training set and testing set are consistent with MFDH proposed in this paper. On the MMED dataset, the first-order feature is extracted as the original feature of the baselines. The average values obtained by performing 10 runs for all the methods are recorded in this paper.
Evaluation metric
The mean average precision (MAP) is used as a criterion of retrieval performance. The average precision (AP) for a query q is defined as Eq. (15) where l q denotes the correct statistics of top R retrieval results; P q (m) is the accuracy of top m retrieval results; and if the result of position m is right, q (m) equals one and is set to zero otherwise. The average value of AP of all queries is the final MAP. A larger MAP value indicates better performance.
Another widely used criteria, i.e., hash lookup, is adopted in our experiments. A lookup table is constructed to return the points that fall within a small Hamming radius r of the query point. In our experiments, we plot the precision and recall curve according to the hash lookup protocol and varying the Hamming radius r. All query points are used to evaluate the performance.
Retrieval results on single-label datasets
We carry out cross-modal retrieval including two typical retrieval tasks, i.e., image querying text and text querying Image, which are often abbreviated to I2T and T2I, respectively, in this paper. In particular, the meaning of I2T is as follows: Given an image search for texts of similar content from the dataset and by analogy, in T2I given a text as query to search for images of corresponding content in the dataset. In this section, we report the experimental results on the two single-label datasets (WiKi and MMED) where each sample associates a single label. As shown in Tables 2 and 3, we can see that the proposed MFDH outperforms all compared methods on both tasks when the code length ranges from 16 bits to 128 bits. Specifically, MFDH achieves average improvements of 8% and 7.2% over the best baselines on WiKi and MMED, respectively. In our experiments, we calculate the precision and recall according to the hash lookup protocol varying the Hamming radius. Figures 3 and 4 plot the precision-recall curves with 128-bit hash codes on WiKi and MMED, respectively. As illustrated in Figs. 3 and 4 , the scheme of MFDH consistently performs better than compared methods. We extend our model to unimodal retrieval which involves image query image task and text query text task. Likewise, we use the acronyms I2I and T2T to represent the two tasks in this paper. As shown in Tables 4 and 5 , the proposed MFDH consistently achieves the best performance on all datasets comparing with the methods listed in Sect. 5.2. These results indicate that MFDH can generate effective hash codes. Data set size  2866  2476  10729  4301  Training set size  2173  2000  6500  2500  Retrieval set size  2173  2000  6500  2500  Query set size  693  476  4229  1801  Number of labels  10  12  24 10 [43] 0.5655 0.5841 0.5956 0.6058 SePH km [43] 0.5667 0.5830 0.5955 0.6049 DCH [42] 0.5468 0.5617 0.5717 0.5788 DCH+RBF [42] 0.5413 0.5651 0.5767 0.5789 MFDH 0.8370 0.8464 0.8568 0.8646 Image query text (I2T) CCA [19] 0.5602 0.5580 0.5566 0.5555 SCM-Orth [16] 0.5741 0.5670 0.5615 0.5602 SCM-Seq [16] 0.6003 0.6112 0.6215 0.6275 GSePH [52] 0.6346 0.6180 0.6381 0.6363 SePH rnd [43] 0.6442 0.6490 0.6537 0.6564 SePH km [43] 0.6499 0.6533 0.6578 0.6583 DCH [42] 0.6439 0.6291 0.6137 0.6153 DCH+RBF [42] 0.6360 0.6276 0.6066 0.6142 MFDH 0.6836 0.6939 0.7066 0.7230 Text query image (T2I) CCA [19] 0.5578 0.5562 0.5553 0.5548 SCM-Orth [16] 0.5721 0.5654 0.5603 0.5587 SCM-Seq [16] 0.5855 0.5941 0.6022 0.6075 GSePH [52] 0.7109 0.7226 0.7301 0.7303 SePH rnd [43] 0.7226 0.7384 0.7401 0.7491 SePH km [43] 0.7304 0.7411 0.7482 0.7476 DCH [42] 0.7284 0.6985 0.6764 0.6737 DCH+RBF [42] 0.7128 0.7052 0.6702 0.6694 MFDH 0.7408 0.7506 0.7602 0.7797 Image query text (I2T) CCA [19] 0.4936 0.4920 0.4910 0.4903 SCM-Orth [16] 0.5305 0.5171 0.5065 0.5019 SCM-Seq [16] 0.6319 0.6357 0.6415 0.6437 GSePH [52] 0.6022 0.6009 0.6121 0.6064 SePH rnd [43] 0.6742 0.6710 0.6848 0.6785 SePH km [43] 0.6784 0.6784 0.6851 0.6799 DCH [42] 0.6070 0.5995 0.5949 0.6239 DCH+RBF [42] 0.6203 0.5997 0.5944 0.6267 MFDH 0.6460 0.6714 0.7014 0.7121 Text query image (T2I) CCA [19] 0.4942 0.4936 0.4927 0.4921 SCM-Orth [16] 0.5379 0.5191 0.5084 0.5029 SCM-Seq [16] 0.6457 0.6534 0.6667 0.6437 GSePH [52] 0.7115 0.7075 0.7344 0.7316 SePH rnd [43] 0.7875 0.7943 0.8037 0.8053 SePH km [43] 0.7907 0.8011 0.8114 0.8100 DCH [42] 0.7098 0.6944 0.6825 0.7533 DCH+RBF [42] 0.7421 0.7127 0.6987 0.7570 MFDH 0.7811 0.8285 0.8653 0.8824 Image query image (I2I) CCA [19] 0.5589 0.5570 0.5592 0.5521 SCM-Orth [16] 0.5594 0.5569 0.5553 0.5546 SCM-Seq [16] 0.5736 0.5752 0.5784 0.5791 SDH [51] 0.5774 0.5793 0.5800 0.5806 SePH rnd [43] 0.5970 0.5982 0.6013 0.6026 SePH km [43] 0.5994 0.6002 0.6036 0.6040 DCH [42] 0.5782 0.5794 0.5801 0.5818 DCH+RBF [42] 0.5785 0.5804 0.5793 0.5819 MFDH 0.6304 0.6334 0.6499 0.6517 Text query text (T2T) CCA [19] 0.5596 0.5581 0.5574 0.5572 SCM-Orth [16] 0.6240 0.5976 0.5776 0.5730 SCM-Seq [16] 0.6446 0.6752 0.7025 0.7238 SDH [51] 0.6682 0.6693 0.6733 0.6748 SePH rnd [43] 0.7134 0.7287 0.7312 0.7401 SePH km [43] 0.7220 0.7335 0.7404 0.7396 DCH [42] 0.6745 0.6656 0.6634 0.6605 DCH+RBF [42] 0.6773 0.6698 0.6510 0.6524 MFDH 0.6980 0.7301 0.7487 0.7730 [16] 0.5116 0.5023 0.4964 0.4937 SCM-Seq [16] 0.5767 0.5845 0.5852 0.5884 SDH [51] 0.5521 0.5498 0.5775 0.5842 SePH rnd [43] 0.6221 0.6232 0.6340 0.6285 SePH km [43] 0.6250 0.6236 0.6323 0.6290 DCH [42] 0.5496 0.5590 0.5625 0.5741 DCH+RBF [42] 0.5622 0.5480 0.5635 0.5752 MFDH 0.6890 0.7031 0.7148 0.7230 Text query text (T2T) CCA [19] 0.4985 0.4970 0.4953 0.4952 SCM-Orth [16] 0.5720 0.5508 0.5420 0.5381 SCM-Seq [16] 0.7328 0.7510 0.7562 0.7607 SDH [51] 0.6827 0.6768 0.7569 0.7651 SePH rnd [43] 0.7787 0.7843 0.7933 0.7943 SePH km [43] 0.7798 0.7927 0.8011 0.7962 DCH [42] 0.6769 0.6860 0.6927 0.7235 DCH+RBF [42] 0.7135 0.6836 0.6988 0.7303 MFDH 0.7995 0.8343 0.8419 0.8546
Retrieval results on multi-label datasets
We testify our method on the MIRFlickr and NUS-WIDE to ensure that our model is flexible with multi-label semantic supervision. We perform similar experiments to Sect. 5.3 but on multi-label datasets whose multimodal data is associated with multiple labels. The comparative MAP results on the two datasets are shown in Tables 6 and 7 . We can observe that our MFDH is much better than the compared algorithms in terms of MAP. Figures 5 and 6 present the precision and recall curves on the MIRFlickr and NUS-WIDE, respectively, when fixing the length of hash codes into 128 bits. The shape of the precision and recall curves with other hash code lengths is very similar to one with 128 bits. As seen in Figs. 5 and 6, our MFDH is superior to Tables 8 and 9 , respectively. We can easily observe that our approach outperforms other methods by a large performance margin. The promising results indicate our method with multi-view features is very effective under the multi-label data scenario.
Parameter sensitivity
The two parameters , in Equation 7 control the quantization error of two modalities, respectively. We vary the values of , in the candidate range of { 10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1}. Figure 7 plots the performance of MFDH I2T and T2I as a function of and for a hashing code of 128 bits. The value of and can be tuned manually. In Fig. 7 which shows our model has weak dependence on the selectable parameters.
Discussion
Comparison with the baselines
Some comparative experiments are performed to validate the effectiveness of the proposed method in this paper for two data scenarios presented in Sects. 5.3 and 5.4, respectively. We compare our method with the state-of-the-art hashing algorithms on four retrieval tasks. CCA [19] is an unsupervised method in which the correlation between two modalities is maximized. SCM-Orth [16] and SCM-Seq [16] are two supervised methods which construct the semantic similarity using the label vectors. The common goal of the two methods is to maximize the semantic correlation. SCM-Orth [16] imposes orthogonality constraint in the process of learning the hashing function, while SCM-Seq [16] utilizes a sequential strategy without orthogonality constraint. SePH [43] , i.e., SePH rnd and SePH km , transforms the semantic affinities into a probability distribution, which is approximated in Hamming space. GSePH [40] first learns the optimal hash codes by preserving the semantic similarity between the data points and then learns the hash functions for two modalities by using kernel logistic regression. SDH [51] and DCH [42] are very efficient methods which use the ground-truth labels to learn binary code. DCH introduces the DCC algorithm to optimize the problem with discrete constraint. DCH+RBF is an RBF kernel-based method for a nonlinear embedding. The main difference between DCH and DCH+RBF is that DCH+RBF modifies the linear embedding function of DCH to nonlinear to learn a common subspace. We can observe that DCH+RBF cannot obtain very competing results compared with DCH. The possible reason why the performance of DCH+RBF is limited is that the a large amount of information has been lost in process of obtaining the original feature of samples, and the available discriminative information is insufficient. Considering the limited representation ability of single-view feature, we design MFDH in the kernel stage fusing multiple views to solve this problem. Our framework employs multi-view features to represent images and texts for enriching the feature information, and the complementary information among multiple views is exploited to better learn the discriminative compact hash code. The experimental results on four public datasets show our approach based on multi-view features can dramatically improve the retrieval accuracy.
Comparison with CNN visual feature
Deep learning can naturally encode effective feature representation by nonlinear deep neural networks, which has shown state-of-the-art performance in retrieval applications.
In experiments, the CNN visual feature is extracted from the model [57] which is pre-trained on ImageNet. We use the CNN visual feature to replace the multi-view features. 
Discussion on different combination of kernel functions
The MFDH proposed in the paper selects two widely used kernel functions [Eqs. (3) and (4)] to calculate kernel matrices. For the same view features of the two modalities (i.e., image and text), we adopt the same kernel function. As seen in Table 11 , two kinds of kernel functions and three views construct eight combination modes. The MAP performance for different combinations of kernel functions (Table 11) is shown in Fig. 8 . In Fig. 8 , we can see that the performance has a larger variation among different combinations. The best average MAP performance of all datasets is under combination (8) . The best performance on different datasets is under different combinations, which may be due to the data differences among datasets.
The experimental analysis on the components of our framework
Our framework proposed in this paper includes two stages, i.e., the kernel stage and quantization stage. The kernel stage in our framework is to fuse multiple views in a common space, and the quantization stage aims to learn the discriminative hash codes. To evaluate the importance of each stage, we perform the ablation experiments on WiKi, MMED, MIRFlickr and NUS-WIDE, respectively. Firstly, if we ignore the kernel stage and just use the quantization process, it means the input of our framework is a single view. As illustrated in Fig. 9 , the performance of the second-order statistics feature is superior to the first-order statistics feature and histogram feature but is inferior to multi-view features. The MAP results of when using multi-view features exhibit improvements of 8.35%, 3.18%, 3.47% over the second-order statistics feature. Secondly, we record the retrieval results of MFDH when using arbitrary two views in the kernel stage to further validate how much each view contributes to the final retrieval result. As illustrated in Table 12 , we can observe that MFDH using multi-view features achieves the best retrieval accuracy compared with the cases which just use two views. By analyzing the results in Table 12 , we can easily find that the order is the second-order statistics feature, first-order statistics feature and histogram feature according to the contribution to final cross-modal retrieval result.
By the above analysis, we can conclude the following points: (1) Each view feature contributes to the final retrieval results; (2) the contribution of second-order feature is greater than others; (3) multiple views can promote jointly hashing learning and improve the retrieval accuracy.
The experimental analysis on the quantization stage of our framework
Some experiments are conducted on four datasets to validate the contribution of each term in Eq. 7. In Eq. 7, the last term is classified into the first term. and are two penalty parameters that control the weight of the second term and the third term, respectively. MFDH ( = 0 ) indicates that the model does not consider the role of the second term. MFDH ( = 0 ) means the third item is discarded. MFDH ( , ) implies that we ignore the first item of the object function (7) . As shown in Table 13 , we have the following observations: (1) three terms work together to impact the cross-modal retrieval task, such as I2T and T2I ; (2) the first term and the third term have larger effect on text query text (T2T) task; (3) the first term and the second term contribute more to image query image (I2I) task.
Computational complexity analysis
The 
Convergence analysis
The optimization procedure of MFDH adopts the alternative iteration method shown in Algorithm 1. We show the convergence of Algorithm 1 by setting the length of the hashing code to 16 bits. For the other length of hashing codes, the convergence is similar. As shown in Fig. 10 , we can observe that the rate of convergence is very fast on all four datasets. Specifically, the algorithm converges within 10 iterations on WiKi and MMED, and within 30 iterations on MIRFlickr and NUS-WIDE. However, the theoretical convergence has not been found yet.
Conclusion
In this paper, we propose a new algorithm (MFDH) integrating the classifier learning and the subspace learning into a joint framework to learn discriminative compact hash codes for multiple retrieval tasks. MFDH mines the rich feature information of multimodal data in the form of multi-view features, and the semantic label information is exploited to learn the discriminative hashing functions. The proposed MFDH is evaluated on four multimodal datasets, and the role of each component of our framework is explored experimentally. Extensive experimental results demonstrate that MFDH achieves significant performance compared with the state-of-the-art methods in terms of both accuracy and scalability. Future work will investigate the theoretical convergence of MFDH and consider the use of multiple kernel extension that integrates the feedback from the second stage to the first one in our framework.
