The recent letter to the editor, "Incorrect Reanalysis of Breath/Blood Alcohol Data," by Wigmore and Robinson ( 1 ), is a restatement of the obvious. Of course it is important to know the shape of the distribution of in vivo blood/breath ratios in order to determine the uncertainty in BACs that occurs when breath analysis is used. It was not I, but Dubowski who stated the blood/breath ratio follows a normal distribution. On p. 102 of Reference 2 he said, " [T]hese experimentally determined [blood/breath] ratios have a Gaussian distribution. Hence a postabsorptive blood alcohol:breath alcohol concentration range of 1797:1 to 2763:1 can be estimated for 95% and 1555:1 to 3005:1 of 99.7% of such a population. These statistical projections agree closely with the experimentally found range of values." (emphasis added) In a more recent article, Dubowski applied Jones' mean and SD to the data in a 1978 article (3) to predict the range of blood/breath ratios expected in 99.7% of the population (see Table III of Reference 4).1 Using the same approach, I estimated the uncertainty in BAC results determined from breath analysis and the percentage of over and underestimates of actual BAC based on Dubowski's data and a normal distribution. It would have certainly been desirable to use Dubowski's actual data in order to independently check the shape of the distribution he described, the value of the SD, and the actual number of over and underestimates. Because these data appear not to have been published, this was not possible. Therefore, only Dubowski can tell us how close the estimates I made are to his actual results. I should also point out that Jones (3) used a detailed normal error analysis of his experimental blood/breath ratios to report the results from his 1978 study. He too did not publish his data in sufficient detail to allow comparison of the estimates I made (7) with actual values, but he probably can inform us how closely they agree with the actual values. He also appears to have recently adopted a normal error curve to recommend that 0.015 g/210 L be deducted from each breath test result to allow for 99.7% confidence limits (see p. 20 of Reference 8).
amt the random error in repeated measurements of a particular person's height follow a normal distribution.
For random, or indeterminate error, n refers to the number of repeated measttrcmcnts, whercas for the desks or heights, N refers to the number of desks or the number of subjects having their height measured. What these authors apparently failed to appreciate is that there are a numbcr of things thai lbllow a normal distribution, 2 e.g., "...stature, many industrial measurements, various linear biological measurements, weight, age at marriage, mortality age for certain diseases, and wealth," in order of increasing skewness (9) . If the work done by Dubowski and Jones is any guide, then blood/breath ratio also follows a normal distribution.
In the opening sentence, Wigmore and Robinson referred to my "reworking" of other scientists' data by means of theoretical calculations. Actually, rather than "'reworking" their data, I performed the calculations Dubowski and Jones should have if they had wanted to report the expected uncertainty in breath test results for 95% of the population in both absorptive and postabsorptive subjects. 3 The "theoretical calculations" I carried out were those involving a normal error curve, a widely used, well-established method for making estimates of quantities that are normally distributed. As for the +200,000% error, not only was this value thoroughly scrutinized during the peer-review process, 1 clearly stated ( 11 ) it is the relative error that would result if the value of a person's blood/breath ratio were 1 : 1 instead of 2100:1, as assumed by the breath analyzer.
As l just pointed out, Dubowski specifically stated his blood/breath ratios conform to a Gaussian distribution, while the distribution 1 During a trial in Anchorage, Alaska, in 1980, Dubowski testitied (5) there are two ways to deal with the error in breath test results arising from variability in the blood/breath ratio. One way, so he claimed, is to report breath test results in units of direct BrAC, thus eliminating use of the 2100 conversion. While it is true this eliminates use of the 2100 conversion to obtain the analytical result, it requires the legislature to set a new BrAC limit, and in doing so the 2100 conversion is used, so the same problem reappears. The other way to account for the error, he said, was to use 99.7% confidence limits and according to his results this requires deduction of 0.025% from each breath test result. This 0.025% subtraction factor agrees closely with the factor I calculated, +27% (6), which is 0.027 at a BAC of 0.10%.
2 Wigmore and Robinson try to make the case that very few biological parameters are normally distributed. It is not clear if they are taking the unenviable position that Widmark was also wrong when he treated "r" and elimination rates as though they are normally distributed (10); Dubowski (2) also treated these parameters in this fashion. Certainly, medical laboratories are going to be very interested to hear from Wigmore and Robinson that the normal ranges and predicted errors they have established by using +~. SD are incorrect.
3 I say "should have" because any scientific article that is represented as an evaluation of an analytical method or instrument should include an estimate of the error or uncertainty expected under the conditions ot actual use. For some unexplained reason, when it comes to breath analysis, estimates of error have been limited to those derived from "fully postabsorptive" subjects. Typically, error analysis has been limited to presentation of scatter plots, regression analysis, or other data reduction methods, none of which tells us how much error is expected in a typical result under field conditions, even for postabsorptive subjects. My work in 1987 (6) was the first to point out that at least +15% uncertainty must be accounted for when a subject is postabsorptive (Dubowski does not appear to have published the 0.025% subtraction factor he discussed in footnote (1). Even Jones was forced to admit deduction of _+15% is correct (see p. 1702, second from last paragraph of reterence (17)). Hopefully, forensic scientists will also soon admit that arrested drivers are not always "fully postabsorptive," and that the error in breath test results can be very substantial indeed.
of ratios published by Cobb and Dabbs (13) , as shown in their Wigmore and Robinson also state that I ignored the effects of "truncation". Actually, on p. 120 of Reference 7, I did discuss the effect of deleting the digit in the third decimal place for Dubowski's data. I also discussed the effect of allowing 11.4% error at the statutory limit, which is effectively a deduction or subtraction factor used to allow for error in all breath test results. As for the use of the lower of duplicate results, the data of Cobb and Dabbs are helpful. In Table A21 , for the majority of cases (55.2%), the difference between the two test results was 2 mg/100 mL (breath) which is supposedly equivalent to 0.0046 g/100 mL blood. These data indicate that the effect of using the lower value is not very significant, especially compared to the much larger errors in breath test results that occur when a subject is not "fully postabsorptive". Wigmore and Robinson, like Wigmore etal. (14), claim there is increased variability in the blood/breath ratio at low BACs. The source they cited (16) to support these claims, however, actually stated that "[A]t levels below 60 mg/100 mL, all the instruments produced wide variations from the ideal line, as small differences in absolute values of analyses at these levels produced proportionately larger percentage differences than the same differences at higher BACs. To illustrate the blood/breath comparisons more clearly, the data can be presented in graphical form," [emphasis added], which they did in their Figures 7, 8 , and 9. Inspection of these scatter plots reveal that in all cases the spread is smaller at low concentrations and increases at higher concentrations. For this reason, and the ones I discussed earlier (14) , it is questionable if there is increased variability in the blood/breath ratio at low BACs.
Wigmore and Robinson quote Jones to show his blood/breath ratio of 990:1 was caused by mouth alcohol. Not only did Jones not report such differences and list the value of 990 in Table 2 (3), along with the others, as a "'mean blood/breath ratio" (not an apparent blood/breath ratio), he also made no mention of mouth alcohol anywhere in this article. Yet, 10 years later, while attempting to defend the reliability of breath analysis in the publication quoted by Wigmore and Robinson (I 6), he suggested that this ratio was in fact due to mouth alcohol. He further claimed that he published the 990 result to demonstrate the effects of mouth alcohol, which was part of his original experimental design. His assertions would have been more credible if he had provided some experimental evidence to sup port the claim that the 990 was due to mouth alcohol or if he had discussed these observations in the original article.
I was not, as they suggested, trying to rewrite the Downie decision by showing that it was based on incorrect information. The source of this incorrect information seems to be largely a result of misinterpretation of the scientific evidence by the Supreme Court of New Jersey. It appears that Dubowski was trying to make it clear that the results from his sample (2.3% harmful overestimates) cannot be applied to the population. Nevertheless, in the final the Supreme Court relied strongly on the "fact" that the Breathalyzer would overestimate BAC in a harmful way in only 2.3% of cases under field conditions. As I have pointed out (14) , even direct blood tests are not 97.7% reliable.
Widmark demonstrated a correct method for dealing with the uncertainty in various pharmacokinedc parameters as applied to an individual, but his successors have largely ignored this aspect of his work. Judge McGann concluded that Widmark's method was some obscure, complicated statistical approach that I had retrieved from the past and arbitrarily applied to more recent work. He therefore not only rejected my testimony, but also proclaimed that estimates based on a normal curve are not reliable. Had he looked more closely at the articles published by Dubowski and Jones, he would have seen that these scientists too, along with many others, have often employed normal error analysis to describe blood/breath ratios.
The conclusion of Judge McGann based in the remand hearing and the ultimate decision reached by the Supreme Court, which reaffirmed judicial notice of the reliability of BACs determined by the Breathalyzer, illustrate the folly of deciding scientific questions in the courtroom. Even the far more reliable technique of direct blood analysis should not be given judicial notice. The reliability of breath analysis is a scientific question that must be resolved by consensus among scientists. The scientific peer review system, which ensures
The normal error curve is veq/usalul 1or eslimating or predicling erro~ in a given result. For example, consider repealed measurements of 10 mL water with a pipet. Repeated measurement of 100 or 10OO different samples will yield a range of diffment volumes, the deviations being normally distributed (the prima~ source of random error is the uncertainty involved in adjusting the meniscus to the graduated mark on the pipet), such repeated measurements provide a measure of the spread, characterized by the mean, _+SD, CV, and range From lhiS information, predictions can be made about the range of values possible for single or duplicate measurement made with the same pipet, or a replica, at some other time. What we know, assuming that syslematic or determinate error has been eliminated (which, it present, has the effect of shifting the entire distribution to the right or left), is that this latter measurement will fall somewhere within the spread determined earlier, but we don't known where in the spread it will fall (as pointed out earlier (6), estimates of error based solely on precision, or random error, must be used with caution). If one needs to be only about 8% confident about where it falls in the spread, the average value can be selected If one needs to be 50% confident, the average plus all values either higher or lower can be used. If 95% confidence limits are required, +~2 SD about the average must be included. In other words, no single value under the curve is very likely to be correct, so the range of values corresponding to a particular confidence level must be used. Similarly, to estimate the blood/breath ratio of some individual at the time of a breath test, one would select appropriate confidence limits and consider the resulting range of values in a normal distribution. s AS discussed previously (7, 14, 15) , the results of Cobb and Dabbs do not agree with the "fully postabsorptive " results of Dubowski. A further difficulty with their results arises from the fact that 75% of the blood/breath ratios in Table A6 come not from the initial evidential breath test, but from a second breath test taken later within 10 min of a blood test. Inspection of Table  A16 and p. 45 of this work indicates the two breath tests were separated by 20 min or more. The blood/breath ratios in Table A6 are therefore not representative of the actual ratios that existed at the time Of the initial evidential test. They therefore shed little light on the absorption status and the error in breath test results for arrested drivers at the time of an evidential breath test. Given the 20 rain or more delay, the ratios in Table A6 would tend to overestimate the fraction of arrested drivers that are postabsorptive. Based on two breath tests taken 20 rain or more apart, Cobb and Oabbs estimated that about 20% of their subjects had not fully entered the elimination phase Journal of Analytical Toxicology, Vol. 15, July/August1991 that the results are reproducible regardless of the laboratory or field study they come from and that the experiments and data analyses conform to usual standards required in clinical or epidemiologic studies, is the proper mechanism for deciding this question. Another possible approach might be to charge an independent entity, such as the AACC/CAP, to carry out a nation-wide survey (similar to the Whole Blood Alcohol Survey) to test the actual accuracy with which the breath machines in police and crime laboratories determine BAC and BrAC in breath samples from human subjects. 
