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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 40 стор., 2 рисунка, 14 джерел.
Метою даної роботи є отримання оцiнок ефективностi та надiйностi
блокчейн-технологiї у сенсi САР теореми.
Об’єктом дослiдження є протоколи консенсусу блокчейну Casper FFG
та Proof of Work.
Предметом дослiдження є надiйнiсть, доступнiсть та стiйкiсть до
розгалудження блокчейну.
Результатами роботи є наведенi iдеї для подальшого дослiдження
надiйностi протоколу Casper FFG на етапi експлуатацiї та дослiдження
невiзантiйських протоколiв консенсуса на властивостi САР теореми.
Результати роботи можуть бути використанi для подальшого аналiзу
систем розподiлених обчислень та алгоритмiв консенсусу.
Була публiкацiя у журналi «Theoretical and Applied Cybersecurity»,
Серiя КВ № 23760-13600Р d/d Лютий 14, 2019.
БЛОКЧЕЙН, АЛГОРИТМ КОНСЕНСУСУ, САР ТЕОРЕМА
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ABSTRACT
The qualifying work contains: 40 pages, 2 figures, 14 literature references.
The purpose of this work is getting efficiency and reliability evaluations
of blockchain technology.
The object of the research are blockchain consensus protocols, Casper
The Friendly Finality Gadget, Proof of Work.
The subject of the research is reliability, availability and patition
resistance of blockchain.
The results of the work are given assunptiobs and ideas about future
researching reliability of Casper FFG consensus protocol and researching non
byzantine consensus algorithms in terms of CAP theorem.
The results of the work can be used for the further analysis of the
distributed computing systems and consensus algorithms.
There was a publication in the «Theoretical and Applied Cybersecurity»
journal, Series КВ № 23760-13600Р d/d February 14, 2019.
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ВСТУП
Актуальнiсть дослiдження. Ключовими факторами, що
характеризують роботу усiх розподiлених систем в залежностi вiд їх
призначення, є властивостi доступностi, узгодженостi даних та стiйкостi
мережi до розподiлення. Надiйнiсть блокчейна передусiм позв’язана з
тим, якi з цих властивостей вiдповiдають йому та в якiй степiнi.
Надiйнiсть у сенсi розподiлених систем зазвичай залежить вiд кiлькостi
чесних учасникiв протоколу, де чеснiсть визначається надiйнiстю
програмного забезпечення вузла.
Метою дослiдження Метою дослiдження є отримання оцiнок
оцiнок ефективностi та надiйностi блокчейну у сенсi САР теореми для
алгоритмiв консенсуса Proof of Work та Casper FFG. Для досягнення
поставленої мети необхiдно виконати наступнi завдання:
1) провести огляд лiтератури щодо алгоритмiв консенсуса;
2) дослiдити оцiнки надiйностi протоколiв на етапi експлуатацiї;
3) оцiнити надiйнiсть поведiнки блокчейна при рiзних варiацiях САР
теореми;
Об’єктом дослiдження є протоколи консенсусу блокчейну Casper
FFG та Proof of Work.
Предметом дослiдження є надiйнiсть, доступнiсть та стiйкiсть
блокчейну до розгалудження.
Методи дослiдження. При розв’язаннi поставлених завдань
використовувались такi методи дослiдження: методи теорiї iмовiрностей,
методи математичного моделювання.
Наукова новизна отриманих результатiв полягає в новому поглядi
на надiйнiсть протоколу Etherеum Casper FFG та порiвняння його з
робочим Proof of Work.
Практичне значення. Результати роботи можна використати при
подальшому аналiзi протоколу Casper The Friendly Finality Gadget на
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надiйнiсть та ефективнiсть у використаннi у криптовалютi Etherеum.
Результати розгляду блокчейну через призму САР теореми можна
використати для дослiдження швидкостей блокчейну при роздiленнi.
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1 ОГЛЯДОВА ЧАСТИНА
В цьому роздiлi будуть наданi вiдомостi про протоколи консенсуса
блокчейна, надiйнiсть та доступнiсть яких буде дослiджуватися — Proof of
Work та Casper The Friendly Finality Gadget.
1.1 Бiткоiн та Proof of Work
Протокол бiткоiну повинен досягати консенсусу стикаючись з двома
типами перешкод: недосконалiсть мережi, така як затримка зв’язку i
перебiй у роботi вузлiв, а також спроба саботувати процес з боку окремих
вузлiв [1].
Один iз конкретних наслiдкiв високої затримки - вiдсутнiсть
уявлення про глобальний часу. Це означає, що не всi вузли можуть
досягти згоди з питання послiдовностi подiй, виходячи з спостереження
за тимчасовими мiтками. Таким чином протокол консенсусу не може
мiстити iнструкцiю в формi: «Вузел, який вiдправляє перше
повiдомлення в кроцi 1 повинен зробити Х в кроцi 2». Це просто не буде
працювати, тому що не всi вузли будуть згоднi з тим, яке повiдомлення
було вiдправлено першим в кроцi 1 протоколу [1].
На вiдмiну вiд традицiйної моделi у бiткоiну вводиться iдею
мотивацiї майнерiв, яка є новою для протоколу розподiленого консенсусу.
Мета такого механiзму — змусити учасникiв протоколу працювати чесно.
Таким чином бiткоiн не зовсiм вирiшує проблеми методу розподiленого
консенсусу в цiлому, однак вирiшує їх зокрема в контекстi валютної
системи.
Бiткоiн включає в себе поняття випадковостi, алгоритм консенсусу в
бiткоiнi багато в чому покладається на рандомiзацiю. Крiм того йому
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вдалося покiнчити з поняттям конкретним вiдправним i кiнцевим
пунктом консенсусу. Замiсть цього консенсус вiдбувається протягом
довгого перiоду часу, приблизно протягом години в практичнiй реалiзацiї
системи. Але тим не менше по закiнченню цього часу, вузли не можуть
бути впевненi, що конкретна транзакцiя або блок були помiщенi в реєстр.
Замiсть цього протягом часу ми можемо бачити, що консенсус по блоку
буде рости.
Таким чином ймовiрнiсть того, що думки щодо транзакцiї або блоку
будуть розходитися, протягом часу буде зменшуватися. Цi вiдмiнностi в
моделi є ключем до того, як бiткоiн обходить традицiйнi результати
неможливостi для розподiлених протоколiв консенсусу.
Iнша причина в тому, що анонiмнiсть - це пiдкреслене перевагу
бiткоiна, навiть якщо було б можливо встановити особи всiх вузлiв або
учасникiв системи, не обов’язково захочемо це зробити. Хоча бiткоiн i не
гарантує абсолютної анонiмностi, наприклад тому, що рiзнi транзакцiї
зробленi однiєю людиною часто можуть бути пов’язанi, вiн як i ранiше
має властивiсть, що нiхто не буде зобов’язаний розкривати свою реальну
особистiсть, наприклад iм’я або IP-адресу, для участi в системi.
Алгоритм консенсусу Proof of work є слабким до атаки 51 вiдсоткiв,
тобто, якщо бiльше половини вузлiв у системi будуть пiдвласнi однiй
групi зловмисникiв, то чеснi учасники протоколу не зможуть прийти до
згоди, i з високою ймовiрнiстю вiзантiйськi вузли будуть контролювати
ланцюг блокiв. Отже кiлькiсть чесних вузлiв завжди має перевищувати
1/2 у спiввiдношеннi до усiх вузлiв мережi.
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1.2 Протокол Casper The Friendly Finality Gadget як
надбудова над Proof of Work
Ethereum є другою за величиною криптовалютою у свiтi за
ринковою межею та провiдною платформою для децентралiзованих
програм. Однак нинiшня реалiзацiя Ethereum має свої обмеження.
Масштабованiсть для обробки великої кiлькостi транзакцiй є однiєю з
головних проблем. Крiм того, теперiшня залежнiсть Ethereum вiд
алгоритму консенсусу Proof of Work означає, що безпека мережi
покладається на мiльйони доларiв обладнання та величезнi затрати
електроенергiї.
Протокол Casper FFG є гiбридним пiдходом [2]: вiн зосереджується
на багатоступеневому переходi до впровадження консунсусу Proof of Stake
для мережi Ethereum. У алгоритмi PoS блокчейн додає та погоджує новi
блоки через процес, де кожен, хто тримає монети всерединi системи, може
брати участь, а вплив учаснику протоколу пропорцiйний впливу кiлькостi
монет (або ставки), яку вiн зберiгає. Це набагато ефективнiша
альтернатива алгоритму доказу роботи (PoW) i дозволяє блокчейну
працювати без великих затрат на обладнання та електроенергiю.
Casper FFG - це є протокол Proof of Stake, що базується на
протоколу стiйкостi до вiзантiйських помилок (BFT). Вiдомо за
Лампортом, що поки 2/3 учасникiв чесно дотримуються протоколу, то
незалежно вiд стабiльностi мережi новий блок може бути доданий до
блокчейн. Протокол Casper накладається поверх протоколу генерацiї
блокiв i працює незалежно вiд нього. Casper вiдповiдає за доопрацювання
цих блокiв, по сутi вибираючи унiкальний ланцюг, який i буде
представляти канонiчнi транзакцiї. Casper забезпечує безпеку, але
життєздатнiсть залежить вiд обраного механiзму пропозицiї. Тобто, якщо
зловмисники повнiстю контролюють механiзм пропозицiї, Casper захищає
вiд фiналiзацiї двох суперечливi контрольних пунктiв, але зловмисники
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можуть завадити протоколу фiналiзувати будь-якi майбутнi контрольнi
точки.
Casper представляє кiлька нових функцiй, якi алгоритми BFT не
обов’язково пiдтримують [3]:
1) Вiдповiдальнiсть. Якщо валiдатор порушує правило, можливо
виявити порушення та iдентифiкувати порушника. Це дозволяє карати
зловмисникiв, вирiшуючи питання нульової ставки - проблема, яка
зачiпає блокчейн на основi PoS. Штраф за порушення є видалення
повного депозиту валiдатору. Оскiльки надiйнiсть Proof of Stake
ґрунтується на розмiрi штрафу, який може бути встановлений i який
може значно перевищувати прибутки вiд видобутку блоку, це забезпечує
суворiшу безпеку нiж алгоритм доказу роботи (PoW).
2) Динамiчна множина валiдаторiв.
3) Захист вiд атаки дальної ревiзiї та атак, де бiльше 1/3 вiд
валiдаторiв виходять в оффлайн.
4) Модульний надшар - Casper полегшує реалiзацiю протоколу,
оскiльки його можна використовувати як надбудову над iснуючим PoW.
Припускаємо ([3]), що iснує фiксований набiр валiдаторiв та
механiзм пропозицiї (наприклад, Proof of Work), який виробляє дочiрнi
блоки iснуючих блокiв, утворюючи постiйно зростаюче дерево блокiв.
Корiнь дерева, як правило, називають «генерующий блок». У випадку
порушеної коммунiкацiї через затримки мережi або нацiлену атаку на
блокчейн, обраний механiзм пропозицiї блокiв буде виробляти декiлькох
дiтей вiд одного блоку. Задачею протоколу є обрати єдиний правильний
ланцюжок.
Замiсть того, щоб мати справу з повним деревом iз блокiв, з метою
ефективностi Casper розглядає лише пiдрiвень контрольних точок дерева.
Кореневий блок є контрольною точкою, а також кожен блок, висота якого
в деревi блокiв (або його номер) кратне 100 - теж є контрольною точкою.
Висота контрольної точки блоку з висотою блоку 100k просто k;
еквiвалентно, висота ℎ(𝑐) контрольної точки 𝑐 - кiлькiсть елементiв у
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ланцюгу, що тягнеться вiд 𝑐 (не включно) до кореня вздовж батькiвських
ланок.
Кожен валiдатор має власний депозит; коли приєднується новий
валiдатор, його депозит - це кiлькiсть монет на його рахунку. Пiсля
приєднання, депозит кожного валiдатора збiльшується i падає з
винагородою та штрафами. Протокол Proof of Stake залежить вiд розмiру
депозитiв, а не кiлькiсть валiдаторiв, тому коли йде мова про 2/3
валiдаторiв, мається на увазi кiлькiсть учасникiв, яка зважена за
депозитом; тобто набiр валiдаторiв, розмiр суми депозиту яких дорiвнює
2/3 iз загального розмiру депозиту усього набору валiдаторiв.
Валiдатори транслюють повiдомлення про голосування щодо
обраної гiлки ланцюгу, що мiстить чотири вiдомостi [2]: два
контрольно-пропускнi пункти 𝑠 та 𝑡 разом з їх висотами ℎ(𝑠) та ℎ(𝑡).
Вимагаємо, щоб 𝑠 був родоначальником вiд 𝑡 на деревi контрольних
точек, iнакше голосування буде визнано невалiдним. Якщо вiдкритого
ключа валiдатора 𝑣 немає в його наборi <𝑣,𝑠,𝑡,ℎ(𝑠),ℎ(𝑡)>, голосування
теж вважається недiйсний.
Рисунок 1.1 – Дерево контрольних точок, функцiя висоти та
справедливий ланцюг у мережi
14
У протоколi видiляють наступнi означення [3]:
– Ланцюг за бiльшiстю - це упорядкована пара контрольних точок
(𝑎; 𝑏), також записана як 𝑎− > 𝑏, така, що принаймнi 2/3 валiдаторiв (за
депозитом) опублiкували голоси iз джерелом 𝑎 та цiльовим пунктом 𝑏.
Ланцюг за бiльшiстю може пропускати контрольнi точки, тобто, це
абсолютно нормально для ℎ(𝑏) > ℎ(𝑎) + 1.
– Двi контрольнi точки 𝑎 i 𝑏 називаються суперечливими, якщо i
лише тодi, якщо вони є вузлами в рiзних гiлках, тобто нiхто не є предком,
нi нащадком iншого.
– Контрольну точку с називають справедливою, якщо : 1) це корiнь
або 2) iснує ланцюг за бiльшiстю 𝑐′− > 𝑐, в якому контрольна точка 𝑐′ є
також справедливою.
– Контрольна точка 𝑐 називається завершеною (фiналiзующою),
якщо 1) це корiнь або 2) вона справедлива i iснує ланцюг за бiльшiстю
𝑐− > 𝑐′, де 𝑐′ - це пряме вiдгалудження вiд 𝑐. Еквiвалентно, контрольна
точка 𝑐 є завершеною тодi i тiльки тодi, коли контрольна точка с є
справедливою i iснує ланцюг за бiльшiстю 𝑐− > 𝑐′, та ′ не є
конфлiктними та ℎ(𝑐′) = ℎ(𝑐) + 1
1.3 Властивостi протоколу Casper FFG
Критичнi умови протоколу Кожен валiдатор не повинен
публiкувати два рiзних голоси <𝑣,𝑠1,𝑡1,ℎ(𝑠1),ℎ(𝑡1)> та
<𝑣,𝑠2,𝑡2,ℎ(𝑠2),ℎ(𝑡2)>, такi що :
1. ℎ(𝑡1) = ℎ(𝑡2)
Тобто, не має публiкувати два голоси iз однiєю висотою.
2. ℎ(𝑠1) < ℎ(𝑠2) < ℎ(𝑡2) < ℎ(𝑡1).
Не має мiсце публiкацiя голосу у промiжку мiж iншими.
Найпомiтнiшою властивiстю Casper FFG є те, що неможливо
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завершити двi конфлiктнi контрольнi точки, якщо тiльки бiльше нiж 1/3
валiдаторiв (за ставкою) порушують одну з двох критичних умов
протоколу.
Якщо валiдатор порушує будь-яку умову, докази порушення можуть
бути включенi до блокчейну як транзакцiя, в цей момент весь депозит
валiдатора забирається. У нинiшньому Ethereum для того, щоб обiйти цю
умову необхiдно провести успiшну атаку 51 вiдсотка.
Ми доводимо двi основнi властивостi Casper: вiдповiдальнiсть за
безпеку та правдоподiбну життєдiяльнiсть. Вiдповiдальнiсть за безпеку
означає, що два конфлiктнi контрольнi пункти не можуть бути завершенi,
якщо тiльки бiльше нiж 1/3 валiдаторiв (за ставкою) порушують одну з
двох критичних умов протоколу. Вiрогiдна життєдiяльнiсть означає, що
незалежно вiд будь-яких попереднiх подiй, якщо 2/3 вiд усiх валiдаторiв
дотримуються корректної роботи протоколу, тодi завжди можна
завершити нову контрольну без порушення критичних умов.
За припущенням, що < 1/3 валiдаторiв за ставкою порушують
критичнi умови, ми маємо наступнi властивостi:
(1) Якщо 𝑠1− > 𝑡1 та 𝑠2− > 𝑡2 - два рiзних ланцюга за бiльшiстю,
тодi виконується ℎ(𝑡1)! = ℎ(𝑡2).
(2) Якщо 𝑠1− > 𝑡1 та 𝑠2− > 𝑡2 - два рiзних ланцюга за бiльшiстю,
тодi нерiвнiсть ℎ(𝑠1) < ℎ(𝑠2) < ℎ(𝑡2) < ℎ(𝑡1) не має мiсця.
З цих двух властивостей видно, що для будь-якої висоти 𝑛
виконується :
(3) Iснує якнайбiльше один ланцюг за бiльшiстю 𝑠− > 𝑡 з висотою
ℎ(𝑡) = 𝑛.
(4) Iснує якнайбiльше одна справедлива контрольна точка висоти 𝑛.
Теорема 1.1. Теорема про вiдповiдальнiсть за безпеку : Двоє
конфлiктующих контрольних точек 𝑎𝑚 та 𝑏𝑛 не можуть бути обидва
завершеними.
Теорема 1.2. Теорема про вiрогiдну життєдiяльнiсть : Ланцюги
за бiльшiстю завжди можна додавати для створення нових
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остаточних контрольних пунктiв, за умови наявностi дiтей, що
розширюють завершений ланцюг.
Вибiр правильного розгалудження. Каспер складнiше, нiж
стандартнi конструкцiї PoW. Вибiр розгалдуження (вилки) повинен бути
вiдрегульований коректно. Модифiкований Правила вибору вилки
повиннi дотримуватися всiма користувачами, валiдаторами та навiть
механiзмом блоку пропозицiй, що лежать в основi.
Якщо натомiсть користувачi, валiдатори або блоковi пропозицiї
будуть дотримуватися стандартного правила вибору вилки PoW -
«завжди вибирати найдовший ланцюг» є патологiчним сценарiїєм, коли
протокол «застрягає », а будь-якi блоки будуються на вершинi
найдовшого ланцюга не зможуть бути завершенi (або навiть
виправданий), без того, щоб деякi валiдатори альтруїстично принесли у
жертви свої депозити. Щоб цього уникнути, ми вводимо нове, правильне
за побудовою, правило вибору вилки: вибирати необхiдно той ланцюг, що
мiстить справедливу контрольну точку найбiльшої висоти.
Визначення 1.1. Династiя блоку є кiлькiсть завершених
контрольних пунктiв починаючи вiд кореневого до батькiвського вiд
даного. Понняття династiї необхiдно для концепцiї динамiчних
валiдаторiв.
Casper FFG оригiнальний документ приводить захист вiд двух
можливих атак проти протоколу. Нас цiкавить друга атака –
катастрофiчнi падiння [3].
Припустимо, що бiльше нiж 1/3 частки валiдаторiв одночасно
виходять з ладу, тобто вони або бiльше не пiдключенi до мережi, або
мають несправностi комп’ютера, або самi валiдатори введуть себе
нечесно. З цього моменту, нiяких данцюгiв за бiльшiстю не можна
створити, i таким чином нiякi майбутнi контрольно пункти не можуть
бути доопрацьованi.
Ми можемо вiдновитись iз такої ситуацiї, встановивши «витiк
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бездiяльностi», який повiльно виводить депозит будь-якого валiдатора,
що не голосує за контрольно пункти, доки з часом розмiри його депозитiв
не зменшаться настiльки низько, що валiдатори, якi голосують, стають
бiльшiстю. Найпростiша формула таких витокiв – «нехай у кожну епоху
валiдатору iз розмiром депозиту 𝐷 не вдається проголосувати, тодi вiн
втрачає 𝐷 * 𝑝 (за 0 < 𝑝 < 1), хоча проблема швидкого вирiшення
проблеми катастрофiчних збоїв формулою, яка збiльшує швидкiсть
витоку в разi тривалої смуги незавершених блокiв.
Цей витечений ефiр пiсля цього можна знищити або повернути
валiдатору через 𝑤 днiв. Чи слiд випаденi активи спалити чи слiд їх
повернути, стає поза межами задачi вiзантiйської вiдмовостiйкостi i
вирiшується для конкретних економiчних систем по-рiзному.
Рисунок 1.2 – Витiк ставки через неактивнiсть. Утворення двух
завершених точок, що конфлiктують.
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Витiк через неактивнiсть вводить можливiсть завершення двох
конфлiктних контрольно-пропускних пунктiв без зменшення долi
валiдатора (рис. 1.2). У такiй ситуацiї валiдатори втрачають грошi лише
на одному з двох контрольно пунктiв. Припускається, що валiдатори
розбитi на двi пiдмножини, з пiдмножиною 𝑉𝐴 голосування по ланцюжку
𝐴 i пiдмножиною 𝑉𝐵, голосування по ланцюжку 𝐵. По ланцюгу 𝐴,
депозити 𝑉𝐵 будуть витiкати, i навпаки, що призведе до того, що кожна
пiдмножина має надмiрну величину у вiдповiдному протилежному
ланцюгу, що дозволяє завершувати двi суперечливi контрольнi точки без
вiдсiювання валiдаторiв (але кожна пiдмножина втратить значну частину
свого депозиту в одному з двох ланцюгiв через витоки).
Якщо така ситуацiя трапиться, то кожен валiдатор повинен просто
вiддавати перевагу тому ланцюгу, де фiналiзований пункт пропуску вiн
побачив першим.
Висновки до роздiлу 1
У роздiлi розглянуто протокол валiдацiї блокчейну для
криптосистеми Ethereum – Casper the Friendly Finality Gadget. Протокол
використовується як надбудова над iснуючим адгоритмом генерацiї
блокiв, наприклад, Proof of Work i не заважає його роботi. Головна мета
протоколу – набiр iз валiдаторiв має обрати єдину гiлку у деревi блокiв,
використовуючи гiбрид мiж алгоритмами PBFT та Proof of Stake.
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2 ДОСЛIДЖЕННЯ НАДIЙНОСТI ПРОТОКОЛIВ,
ПОБУДОВАНИХ НА ТЕХНОЛОГIЇ БЛОКЧЕЙН.
У цьому роздiлi розглядається вплив властивостей САР теореми на
технологiю блокчейн, їх спiввiдношення мiж собою. Пропонується модель
надiйностi на етапi експлуатацiї для протоколу консенсуса Casper FFG i
iдеї для подальшого її дослiдження.
2.1 Модель надiйностi для протоколу Casper FFG
Технологiя блокчейн функцiонує за рахунок алгоритму консенсусу,
який вiдповiдає за те, щоб усi вузли в мережi блокчейн прийшли до
узгодження. Формально, це означає, що алгоритм має вирiшувати задачу
Вiзантiйських генералiв, тобто приймати рiшення, незважаючи на
наявнiсть 𝑚 вiзантiйських вузлiв.
Для дослiдження надiйностi алгоритмiв консенсусу моделюємо
децентралiзовану розподiлену систему : розглянемо ситуацiю, коли усi
учасники мережi є чесними у сенсi коректної роботи програмного
забезпечення, роботи мережi, тощо. При цьому допускається вiзантiйська
поведiнка учасника : вiн може свiдомо порушувати довiрчу середу,
намагаючись обманути протокол. При таких умовах алгоритми мають
свої спiввiдношення на кiлькiсть нечесних вузлiв, до яких вони є
«терплячими» (<1/2 вiд усiх для PoW, <1/3 - для PBFT).
Реальнi системи однак, мають враховувати ненавмиснi помилки
учасникiв мережi, ситуацiї, коли вiдбувається «падiння» вузла або
некоректнiсть комунiкацiйних каналiв, iнше. В таких випадках логiчно,
що цiлеспрямованiй группi зловмисникiв не потрiбно буде досягати
граничного спiввiдношення, оскiльки в силу випадкових помилок
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учасникiв, значення цього спiввiдношення буде падати.
Основним випадком некоректної роботи мережi у даному
дослiдженнi розглядається поведiнка вiзантiйського характеру при умовi,
що власне мережа працює безпомилково. Однак для подальшого
дослiдження слiд розглянути ситуацiю, коли повiдомлення не
передаються через комунiкацiйнi канали без помилок. Хоча шумнi канали
з нульовою ємнiстю помилок iснують, бiльший практичний iнтерес
представляє ситуацiя протилежна. Помилки при передачi є неминучими,
це стосується наявностi у будь-якому каналi зв’язку шуму, який є
загальною сумою усiх випадкових сигналiв. Для того, щоб взяти такi
помилки передачi до уваги, необхiдне деякi виправлення в схемах
кодування, наприклад, розглянемо просту модель передачi даних при
наявностi шуму - бiнарний симетричний канал. Такий канал розрiзняє
лише два символи, що як правило, iнтерпретуються як 0 i 1; при цьому
симетричний означає, що помилки однаково ймовiрнi незалежно вiд
переданого символу.
Нехай ймовiрнiсть безпомилкової передачi буде позначена як 𝑝, а
зашумленої вiдповiдно 1− 𝑝. В такiй моделi для спрощення вважаємо, що
комунiкацiйний канал не пiдтримує затримок у часi. Для Pow консенсусу
це означає, що ймовiрнiсть попасти у ланцюг бiльшостi учасникiв
протоколу збiльшується для того, хто вирiшив задачу першим.
Тому час буде розглядатися як основний параметр для надiйностi у
такiй моделi. Ми кажемо, що блокчейн не є надiйним, коли час для
узгодження нового блоку перевищує деякий вiдомий порiг , тим самим це
суперечить здатностi системи виконувати заданi функцiї за умови
втручання (помилки, збої, падiння нод). Ситуацiя, коли часовий лiмiт
перевищується лише за рахунок не здатностi мережi генерувати новий
блок для деякого часу 𝑡 > 𝑇𝑙𝑖𝑚𝑖𝑡 є дуже малоймовiрною, щоб її
розглядати, оскiльки мережа PoW час вiд часу змiнює складнiсть
вирiшення проблеми спецiально так, щоб блок можна було знайти у
вiдповiдному часовому iнтервалi.
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Для практичного iнтересу розглянемо ситуацiю для консенсусу PoW,
коли блок 𝐵 не може бути узгоджений бiльшiстю вузлiв, тобто, бiльше
половини учасникiв протоколу не мiстять блоку 𝐵 у своїх ланцюгах i кожнi
блокiв, необхiдних для валiдацiї, якi йдуть пiсля цього, теж не можуть бути
узгоджена бiльшiстю.
Ми припускаємо, що блок 𝐵, породжений деяким майнером, не буде
включений до iншого вузла блокчейна якщо: 1) цей вузол - вiзантiйський; 2)
цей вузол випав оффлайн через збої програмного забезпечення; 3) майнер,
який вирiшив складну задачу не змiг передати знайдений блок до цього
вузла через некоректний канал зв’язку. Загальна кiлькiсть таких вузлiв
повинна бути бiльшою нiж половина всiх учасникiв протоколу для всiх
блокiв валiдацiї поспiль, так, щоб перший з них не був узгодженим за час
валiдацiї, встановлений мережею.
Таким чином, припущення щодо помилкових каналiв комунiкацiї
призвели до незручних для дослiдження i малоймовiрних ситуацiй повної
ненадiйностi системи. В подальшому вважаємо, що мережа може прийти
до ненадiйностi лише за рахунок вiзантiйських помилок вузлiв, вважаємо,
що вузли працюють коректно, але не захищенi вiд помилок їх ПЗ.
За [4] при побудовi моделi помилок у ПЗ робляться наступнi
припущення:
- iнтервали часу мiж спотвореннями, що виявили, є статистично
незалежними.
- iнтенсивнiсть прояву помилок залишається сталою, доки не
проводиться їх виправлення, однак частота виявлення помилок та
частота їх виправлення не рiвнi, але зв’язанi деяким коефiцiєнтом
пропорцiйностi; якщо усувати кожну знайдену помилку, iнтервали часу
мiж їх проявами змiнюються за експоненцiйним законом.
- в процесi тестування можуть виявлятися та накопичуватися групи
помилок, якi утворюють чергу для корекцiї програми; припускається, що
довжина черги виявлених та чекающих на виправлення помилок
визначається пуассонiвським потоком, вибiр помилок з усiх проводиться
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випадково, а витрати працi на корекцiю помилок порядкуються
експоненцiйному закону розподiлу.
Нехай, в якостi моделi розподiленої системи розглядаємо систему
масового обслуговування з вiдказами. Заявками в розумiннi моделi
виявлення спотворень у ПК вважаємо помилки, якi пiд час експлуатацiї
системи проявляються у деяких вузлах (каналах). Тобто, завяка, що
прийшла до каналу iнтерпретується, як виявлення помилки на вузлi.
Адекватнiсть такої моделi базується допущеннях про показниковий
розподiл часу обслуговування (допускаємо в рамках моделi) та
пуассоновський характер потока заявок, що означає виконання двох
властивостей: процес у системi має бути стацiонарним та майбутнi змiни
мають не залежати вiд змiн у минулому.
Очевидно, що на початку, вiдразу пiсля включення системи в
роботу, процесс, що вiдбувається, не буде стацiонарним, в системi
масового обслуговування (як i в будь якiй динамiчнiй системi) виникне
так званий «перехiдний», нестацiонарний процес. Однак, пiсля деякого
часу, цей перехiдний процес затухне, i система перейде на стацiонарний,
так званий «установлений» режим, ймовiрнiснi характеристики якого вже
не будуть залежати вiд часу.
Нехай, маємо 𝑛 - канальну систему масового обслуговування з
вiдказами, тобто в термiнах децентралiзованого протоколу - 𝑛 учасникiв
мережi. Розглянемо її як фiзичну систему 𝑋 iз скiнченою множиною
станiв:
𝑥𝑘 - зайнято рiвно 𝑘 каналiв (помилкова робота к вузлiв у мережi)
𝑘 = 0,...,n
Маємо визначити ймовiрностi станiв системи 𝑝𝑘 (𝑘=0,1,...,n) для будь-
якого моменту часу 𝑡. Задачу вирiшуємо при наступних допущеннях [5]:
1) Маємо потiк заявок з щiльнiстю 𝜆
2) час обслуговування (звiльнення канала вiд заявки, тобто усунення
помилки) має показниковий розподiл iз параметром 𝜇 = 1𝑚𝑡
З такими допущеннями маємо марковский випадковий процес i
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використовуючи його апарат можемо отримати [5]:
𝑔(𝑡) = 𝜇𝑒−𝜇𝑡
Параметр 𝜇 аналогiчен до параметра 𝜆 показникового закону
розподiлу промiжку 𝑇 мiж сусiднiми подiями простiшого потоку:
𝑓(𝑡) = 𝜆𝑒−𝜆𝑡
𝜆 має сенс щiльностi потоку заявок(помилок), i аналогiчно величину
𝜇 можна розглядати як «щiльнiсть потоку звiльнень». Визначимо
ймовiрностi 𝑝0(𝑡), 𝑝1(𝑡),. . ., 𝑝𝑛(𝑡) прийняти можливi стани системи 𝑥0,𝑥1,




Використовуючи апарат теорiї ймовiрностей, обраховуємо
ймовiрностi переходу системи з одного стану в iнший. Приходимо до
диференцiального рiвняння для 𝑝0(𝑡):
𝑑𝑝0(𝑡)
𝑑𝑡
= −𝜆𝑝0(𝑡) + 𝜇𝑝1(𝑡)




= 𝑝𝑘−1(𝑡)𝜆− (𝜆+ 𝑘𝜇)𝑝𝑘 + 𝜇(𝑘 + 1)𝑝𝑘+1(𝑡)




𝑑𝑡 = −𝜆𝑝0(𝑡) + 𝜇𝑝1(𝑡)
..............
𝑑𝑝𝑘(𝑡)
𝑑𝑡 = 𝑝𝑘−1(𝑡)𝜆− (𝜆+ 𝑘𝜇)𝑝𝑘 + 𝜇(𝑘 + 1)𝑝𝑘+1(𝑡)
...............
𝑑𝑝𝑛(𝑡)
𝑑𝑡 = 𝜆𝑝𝑛−1(𝑡)− 𝑛𝜇)𝑝𝑛
(2.1)
Оскiльки цiкавлять граничнi величини, система переводится у свiй
алгебраїчний аналог шляххом замiни всiх ймовiрностей на граничнi.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−𝜆𝑝0 + 𝜇𝑝1 = 0
𝜆𝑝0 − (𝜆+ 𝜇)𝑝1 + 2𝜇𝑝2 = 0
...............
𝜆𝑝𝑘−1 − (𝜆+ 𝑘𝜇)𝑝𝑘 + (𝑘 + 1)𝜇𝑝𝑘+1 = 0
...............
𝜆𝑝𝑛−2 − (𝜆+ (𝑛− 1)𝜇)𝑝𝑛−1 + 𝑛𝜇𝑝𝑛 = 0
𝜆𝑝𝑛−1 − 𝑛𝜇)𝑝𝑛 = 0
(2.2)
Вирiшуючи нову систему 2.2 вiдносно невiдомих ймовiрностей,





для будь-якого 𝑘 <= 𝑛
Величина 𝛼 = 𝜆𝜇 є приведена щiльнiсть потоку заявок, тобто середня
кiлькiсть заявок, що приходять на середнiй час обслуговування однiєї
заявки. В рамках розглянутої моделi виникнення помилок ця величина
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означає середню кiлькiсть помилок, що виникає за середнiй час,
необхiдний для виправлення одного спотворення.
Тодi 𝛼 = 𝜆𝑚𝑡, де 𝑚𝑡 - середнiй час обслуговування однiєї заявки. У












Таким чином, отримавши ймовiрностi 𝑝0(𝑡),𝑝1(𝑡), ... , 𝑝𝑛(𝑡), можна
знайти середню кiлькiсть нечесних вузлiв серед усiх учасникiв
децентралiзованого протоколу, тобто в них була виявлена помилка, що
призвело до збою в роботi.
Нехай 𝜉 - випадкова величина, що приймає значення 0,1,2,...,𝑛. Кожне
можливе значення 𝑘 означає, що в системi має мiсце стан 𝑥𝑘 iз ймовiрнiстю
𝑝𝑘 (працюють iз збоями 𝑘 вузлiв). Тодi математичне сподiвання випадкової





Протокол Casper FFG є Proof of Stake орiєнтованою системою, що
базується на PBFT. Тому, необхiдно враховувати, що падiння деякого вузла
мережi не є еквiвалентно зменшенню показникiв спiввiдношення чесних i
нечесних учасникiв на деяку логiчну одиницю, оскiльки у PoS-орiєнтованiй
системi мають значення не самi валiдатори, а ставки, якi вони роблять.
Таким чином, приходимо до наступної величини, що характеризує









де 𝑠𝑖 - величина ставки 𝑖-ого валiдатора. Ця величина означає
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кiлькiсть депозиту вiд суми ставок кожного валiдатора у блокчейнi, що є
вiзантiйським вузлом. Для досягнення стану ненадiйностi системи
необхiдно, щоб порушувалась умова протоколу PBFT, тобто, вказана
сума перевищувала третину вiд суми усiх ставок усiх валiдаторiв.
Для подальшого аналiзу можемо використати формальний
фреймворк для блокчейнiв, що використовують консенсус Proof of Stake
[6], а саме:
(𝛽, 𝑙) – достатнiй вклад ставки: сукупний розмiр ставки,
представленої чесними учасниками блокчейну в будь-якiй послiдовностi iз
𝑙 або бiльше послiдовних блокiв є не меншою за 𝛽 долi вiд загальної
ставки в системi блокчейну iз незначною ймовiрнiстю;
(𝛾, 𝑙) – достатнiй чесний вклад ставки: сукупний розмiр чесно
утриманої ставки, представленої чесними учасниками блокчейну в
будь-якiй послiдовностi iз 𝑙 або бiльше послiдовних блокiв є не меншою за
𝛽 долi вiд загальної ставки в системi блокчейну iз незначною
ймовiрнiстю;;
Вважаємо, що цi властивостi з вiдповiдними параметрами вже
отриманi (розглядаємо як чорний ящик), для припущення щодо певного
розподiлу ставок мiж чесними вузлами. Тодi можна оцiнити надiйнiсть
блокчейну, використовуючи данi параметри для 𝑙 рiвного одному блоку,
наступним чином:




Необхiдно зазначити, що при аналiзi параметрiв PoS блокчейна ми
робимо певнi спрощення припущень щодо моделi. По-перше, ми
вимагаємо, щоб кiлькiсть чесних майнерiв, якi активно беруть участь у
прийняттi рiшень (тобто знаходяться онлайн), а також сума ставки, яку
вони спiльно утримують, не опускалася нижче певного порогового
значення. Тобто, очiкуємо, що (чеснi) валiдатори, якi контролюють
значну кiлькiсть ставок, не залишаться оффлайн протягом достатньо
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довгих перiодiв. Однак не вважається, що всi чеснi вузли є активними, як
i не вважається, що всi чеснi групи, що мають бiльшу частку ставки
залишаються онлайн. Ми вимагаємо лише, щоб кiлькiсть таких чесних
учасникiв не опускалася нижче деякого лiмiту.
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2.2 САР теорема у розумiннi блокчейна
Теорема CAP — гiпотеза, що для будь-якої розподiленої
комп’ютерної системи неможливо одночасно забезпечити виконання
бiльше двох iз перелiчених трьох властивостей:
1) узгодженiсть даних (С) (усi вузли бачать однаковi данi у будь-який
момент часу або запит на читання дає останнi актуальнi данi);
2) доступнiсть (А) (гарантiя того, що кожен запит отримає вiдповiдь
без помилок, незважаючи на те, читає клiєнт останнi записаннi данi чи нi);
3) стiйкiсть до роздiлення (Р) (попри роздiлення на iзольованi
частини або втрати зв’язку з частиною вузлiв, система не втрачає
стабiльнiсть i здатнiсть коректно вiдповiдати на запити).
У системах типу Iнтернет не можна повнiстю гарантувати
властивiсть Р, обмежуючи вибiр доступнiстю та узгодженiстю даних.
Оскiльки доступнiсть грає найбiльшу роль для комерцiйних мереж,
задача розробки системи розподiлених баз даних для пiдприємства
зводиться до задачi вибору мiж рiзними можливими стратегiями
вiдновлення властивостi узгодженостi [7].
У блокчейнi ймовiрнiсть, що система роздiлиться на пiдчастини, є
значно бiльше нiж виникнення такої ситуацiї для традицiйної бази даних,
оскiльки блокчейн фактично моделює випадок, що виникає в системах баз
даних, де сторони, якi є повнiстю недовiреними або лише частково довiренi,
беруть мають у мережi рiвны умови.
Можливi не лише випадковi подiли системи через збої в мережi або
власне на вузлах, але i в ситуацiї, коли публiчний блокчейн повинен мати
справу зi зловмисно створеними розгалудженнями, вилками у ланцюгу за
рахунок змагання вузлiв щодо генерацiї блока, подiлом через неможливiсть
учасникiв протоколу прийти до загального рiшення [7].
Для блокчейну важливим питанням є дослiдження надiйностi,
узгодженостi та стiйкостi до роздiлення на пiдсистеми iз врахуванням
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CAP теореми. Як правило, усi розподiленi системи жертвують
властивiстю «доступностi» (А) або узгодженостi (С) на користь
властивостi «стiйкостi до роздiлення на пiдсистеми» (Р), тобто маємо
справу або iз АР системами або iз СР системами.
Для того, щоб бути AP, клiєнт повинен приймати транзакцiю, як
тiльки вiн додається до блокчейну. Таким чином, що немає залежностi вiд
решти вузлiв, щоб зробити її валiдною, але iснує ризик того, що решта
учасникiв вiдхилять транзакцiю, втрачаючи узгодженiсть системи. Для
того, щоб бути CP мережею, клiєнт повинен прийняти транзакцiю лише
пiсля того, як блокчейн прийщов до консенсусу щодо неї. Таким чином,
зберiгається узгодженiсть, але система ризикує стати недоступною, якщо
є розгалудження, що заважають утворити консенсус мiж вузлами.
Якщо обрати доступнiсть над узгодженнiстю в блокчейнi, то
будь-якi запити на читання не гарантовано будуть отримувати актуальнi
данi на той момент часу. Незважаючи на те, що в такому випадку мережа
завжди дає вiдповiдь, задача блокчейна як довiрчого посередника зникає.
Однак, вiдсутнiсть властивостi узгодженостi - не є приємлемим в жоднiй
комерцiйнiй системi. Узгодженiсть завжди має прiоритет у технологiї
блокчейн. Однак при зневажаннi властивiстю доступностi як
необов’язковою функцiєю, бачимо, що це змушує мережу бути
недоступною при наявностi розгалудження, що приводить до порушення
консенсусу. Отже, доступнiсть не може бути знехтувана в технологiї
блокчейн, оскiльки алгоритм консенсуса є ключовим.
Окремою проблемою, специфiчною для криптовалют типу бiткоiну є
проблема виявлення факту стiйкостi до подiлу системи на частини
(наприклад, DOS-атаки на блокчейни – саме той випадок, коли «P
властивiсть» порушується).
Для виявлення «властивостi Р» в повнiстю децентралiзованiй
розподiленiй системi, якою i є блокчейн, потрiбен специфiчний алгоритм
консенсусу, тобто спосiб учасникiв проголосувати за справжнiй стан
даних за наявностi розгалуджених ланцюгiв. Для вiзантiйських
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протоколiв узгодження Paxos i Raft ця задача вирiшується достатньо
просто. У цих системах запис вважається виконаним, якщо бiльшiсть
вузлiв у мережi приймає його. Але в протоколах PоW або PоS кiлькiсть
активних вузлiв (майнерiв) постiйно змiнюється, тому визначення
«бiльшостi» є проблематичним. Можливо показати, що в загальному
випадку, для PоW(PоS) блокчейнiв проблема виявлення Р є
невирiшуємою та досягнення С (тобто мережа РС) є неможливим.
Розглянемо ситуацiю, коли деяка кiлькiсть майнерiв блокчейна в
результатi роздiлення мережi стають вiдiрваними вiд глобального
ланцюга, але продовжують утворювати блоки та валiдувати транзакцiї
мiж собою. В такому випадку для цiєї групи майнерiв немає рiзницi,
продовжує роботу глобальний блокчейн чи нi, однак якщо вони згодом
налагодять синхронiзацiю iз зовнiшнiм пулом валiдаторiв, то пам’ять їх
менш потужного блокчейна буде стерта бiльш потужним. Однак, в силу
того розмiр мережi може змiнюватися, для них не iснувало надiйного
способу визначити, чи присутня бiльшiсть учасникiв. Ось чому бiткоiн не
може забезпечити узгодженiсть i система РС є недосяжною.
Зазвичай у блокчейнi вибирають оптимальний варiант АР-системи
та, залежно вiд задач та цiлей блокчейну, властивiсть узгодженностi.
Наприклад, для бiткоiну, що використовує алгоритм консенсусу Proof of
Work, «степiнь» узгодженостi виражається в кiлькостi блокiв в ланцюгу,
необхiдних для валiдацiї першого з них, тобто 6.
З цього приводу постає питання про час очiкування на надiйну
(валiдну) транзакцiю i звiдси питання про потенцiйне принципове
обмеження швидкостi блокчейнiв iз рiзними алгоритмами консенсусу,
вiдмiнними вiд вiзантiйських.
Для блокчейнiв iз PoW консенсусом у випадку маштабного
роздiлення ланцюга час очiкування валiдної транзакцiї збiльшується iз
зменшенням обчислювальної потужностi/кiлькостi майнерiв, що
вiдповiдно призводить до уповiльнення мережi. Для PoS орiєнтованної
системи може ймовiрнiше виникнути проблема централiзацiї, однак
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швидкiсть блокчейну не має зазнати змiн.
Протокол Сasper FFG проте, може стати оптимальним рiшенням
для цих алгоритмiв консенсуса, так як вiн фактично надбудовою над
будь-яким алгоритмом генерацiї блокiв. У ситуацiї вiддiлення групи
майнерiв вiд головної мережi, валiдатори Сasper зможуть помiтити їх
вiдсутнiсть — Сasper має динамiчний пул валiдаторiв i для виходу iз
цього пулу необхiдно включити в блок династiї 𝑑
«withdraw»-повiдомлення, щоб вийти на династiї 𝑑 + 2. У випадку
наявностi неактивних валiдаторiв, що знаходяться у оффлайн режимi
(падiння вузлiв) i не роблять ставок протокол вводить поняття «витоку
через неактивнiсть». Поступове зменшення депозиту у неголосующих за
чекпоiнти валiдаторiв дає змогу проводити голосування iншим, а саме —
зв’язок за бiльшiстю (елемент вiзантiйського протоколу).
Протокол Casper за рахунок використання елементiв вiзантiйського
узгодження (алгоритму BFT) не приходить до проблеми зменшення
швидкостi блокчейну. При виникненнi ситуацiї вiддiлення декої частини
пула валiдаторiв та згодом формування ними чекпоiнтiв мiж собою,
поєднання двох суперечливих ланцюгiв вiдбувається за вiзантiйською
бiльшiстю — обирають ту пару чекпоiнтiв, що утворюють зв’язок за
бiльшiстю.
Висновки до роздiлу 2
В цьому роздiлi було дослiджено протокол Casper the Friendly
Finality Gadget на надiйнiсть на етапi експлуатацiї — показали, як можна
оцiнити кiлькiсть нечесних валiдаторiв у сенсi ненадiйностi їх
програмного забезпечення. Було розглянуто концепцiю протоколiв Casper
FFG, PoW як АР i СР систем, окремою проблемою видiлено нездатнiсть
блокчейну вирiшувати ситуацiю роздiлення ланцюга на незалежнi
частини.
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3 ХАРАКТЕРИСТИКИ БЛОКЧЕЙНIВ BITCOIN I
ETHEREUM
3.1 Проблема масштабуємостi блокчейнiв та її вирiшення
Поставленi у минулому роздiлi питання щодо залежностi швидкостi
блокчейну i очiкування валiдної транзакцiї можно спостерiгати у рiзних
розподiлених блокчейн-системах. Такi блокчейн мережi, як Bitcoin i
Ethereum, мають суттєве обмеження, що уповiльнює їх реалiзацiю,
проблему масштабованостi: критичне зниження пропускної здатностi i
швидкостi транзакцiй при iстотному зростаннi обсягiв транзакцiй.
Проблема масштабованостi виникла через те, що розробникам
блокчейнiв довелося вирiшувати так звану трiлему блокчейна, коли iз
трьох якостей: децентралiзацiя, безпека i масштабованiсть, необхiдно
вiддати перевагу двом. Децентралiзацiя означає, що кожен вузел має
доступ до певної кiлькостi ресурсiв системи, що дає їй змогу коректно
працювати, ця властивiсть вiдповiдає доступностi. Безпека означає
стiйкiсть до роздiлення, стiйкiсть до проведення атак на систему iз
визначеною кiлькiстю ресурсiв. Масштабованiсть говорить пор кiлькiсть
транзакцiй, якi може обробити система.
Розробники платформ Bitcoin i Ethereum серед цих властивостей
обирають безпеку i децентралiзацiю, тому їх системи не є масштабуємi.
Iншим прикладом є вiдмова приватних блокчейнов (Hyperledger, Corda,
Quorum) вiд децентралiзацiї на користь збiльшення швидкостi. Щоб не
йти на компромiси i отримати всi три якостi, потрiбно заново винайти
спосiб побудови децентралiзованої мережi. Для бiткоiну головнi
претенденти на вирiшення проблеми масштабованостi є технологiї
Lightning Network i RootStock. Для Ethereum перспективними є технологiї
Sharding, Plasma i Caspеr.
Lightning Network
Lightning Network — це є надбудова над основним механiзмом
33
пропозицiї блокiв, в основi якої лежить iдея, що не всiм учасникам мережi
потрiбно тримати всю iсторiю транзакцiй для пiдтримки ефективної
синхронiзацiї мережi. Ця iдея є основою пiдходу з використанням
спрямованого ациклiчного графа (DAG). Блокчейн заснований на
«вертикальної архiтектурi», тодi як DAG працює за «горизонтальною»
схемою. У блокчейнi транзакцiї групуються у новi блоки, якi потiм
додаються в ланцюжок блокчейна. У «горизонтальнiй» схемi мережи
DAG транзакцiї безпосередньо зв’язуються з iншими транзакцiями, що
вiдбулись ранiше, групуючи їх в блоки. У випадку мереж, де новi
транзакцiї пiдтвержують старi, старий платiж нiколи не перевiрить
новий, тобто, перевiрка завжди йде вперед i нiколи не утворює циклу [8].
Оскiльки структура DAG схожа на верифiкацiї, її досить часто
називають клубком (tangle), що має аналогiчнi властивостями, що i
децентралiзований блокчейн: розподiльний реєстр, заснований на
тимчасовiй мережi. Отже, Tangle, як i блокчейн, є механiзмом валiдацiї
розподiленого прийняття рiшень. Цей клубок (криптовалюта IOTA)
створюється шляхом зв’язування окремих транзакцiй в єдину тимчасову
мережу. Зв’язки мiж транзакцiями формуються на базi простого правила:
щоб нова транзакцiя була пiдтверджена, вона повинна пiдтвердити двi
старшi транзакцiї, кожна з яких пiдтвердила всi iншi ще бiльш старiшi
транзакцiї.
На вiдмiну вiд блокчейна бiткоiна або Ethereum, де транзакцiї
валiдують майнери в обмiн на винагороду, у Tangle функцiя обробки i
затвердження платежiв покладена на усiх активних учасникiв мережi.
Кожен користувач, охочий провести транзакцiю, пiдтверджує двi iншi
новi транзакцiї i побiчно валiдує всю iсторiю транзакцiй. Таким чином,
мережа Tangle врятована вiд необхiдностi платити майнерам за внесення
транзакцiй до блоку, внаслiдок чого в мережi немає транзакцiйних
комiсiй. I оскiльки немає необхiдностi створювати блоки, то транзакцiї
пiдтверджуються дуже швидко: чим бiльше активних учасникiв, тим
бiльше пропускна здатнiсть мережi. Таким чином, на вiдмiну вiд
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блокчейну, системи, що використовують tangle здатнi до маштабування i
швидкiсть мережi зростає iз збiльшенням кiлькостi активних учасникiв у
мережi.
Rootstock
RSK є ще одною надбудовою над бiткоiном, яка дозволяє будувати
смарт-контракти i пiдключена до блокчейн-ланцюга за допомогою
технологiї побiчних ланцюгiв (Sidechain) [9].
По своїй сутi, Rootstock є поєднанням наступних елементiв:
- Детермiнована машина Тьюрiнга - Двостороннiй побiчний
бiткойн-ланцюг (для обмiну номiналом BTC) - Динамiчний гiбридний
протокол консенсусу майнiнгу та мережа з низькою затримкою (для
швидких платежiв).
Блокчейн RSK захищений технологiєю "злиття майнiнгу що
означає, що вiн буде настiльки стiйким як i бiткойн, коли мова йде про
захист атацi подвiйних витрат. RSK має потенцiал для збiльшення
масштабiв бiткоiна далеко за межi його поточного стану. RSK може
масштабувати до 300 транзакцiй в секунду, i для цього не має потреби
жертвувати децентралiзацiєю та зменшувати мiсце для зберiгання.
Шардiнг
Шардiнг — це спосiб масштабувати блокчейн Ethereum,
використовуючи роботу автономних блокчейнов (шардiв) зi своїми
локальними реєстрами. Це дозволить збiльшити пропускну здатнiсть
мережi, що важливо в разi Ethereum, який в iдеалi має бути
iнфраструктурою для децентралiзованих додаткiв[10].
Валiдатори будуть вiдповiдати за пiдтвердження транзакцiй в
шардах. Щоб стати валiдатором, потрiбно буде витратити на це не менше
32 ефiрiв (близько 10 тисяч доларiв за даним курсом). Згiдно з останньою
версiєю Ethereum, мiнiмально рекомендується використовувати 111
валiдаторiв для однiєї шарди, об’єднаних в «комiтет».
Валiдатори так само як i майнери отримуватимуть новi монети в
нагороду за валiдацiю блокiв. Чим бiльше загальне число монет у
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валiдаторiв в мережi, тим бiльше емiсiя монет. З технiчної точки зору
стати валiдатором набагато простiше, нiж майнером, i в Ethereum
сподiваються, що це стане масовим заняттям, хоча виникають сумнiви
щодо прибутковостi. Проте швидше за все встановиться баланс -
валiдатори будуть регулювати обсяг ставки в залежностi вiд цiни ефiру:
знижувати його при зниженнi вартостi активу, i навпаки.
Однi з основних проблеи шардiнга є наступнi: захоплення одного
шарда — атакуючий захоплює бiльшiсть валiдаторiв на одному шарду,
або перешкоджає отриманню достатньої кiлькостi пiдписiв, або,
вiдправляє недiйснi пiдписи; State transition execution - атака на один
шард, зазвичай запобiгання якої є за допомогою випадкової вибiрки, але
такi схеми ускладнюють отримання даних про стан шарду, так як вони не
можуть мати оновлену iнформацiю кожного вузла, якому можуть бути
призначенi. Не можливо точно гарантувати те, що "легкi вузли все ще
можуть отримати точну iнформацiю про стан шарда.
Plasma Ethereum
Основна iдея Plasma-технологiї полягає у створеннi фреймворка
побiчних ланцюгiв, якi будуть якомога рiдше взаємодiяти з основним
блокчейном. Такий фреймворк призначений для роботи у виглядi
блокчейн дерева, яке iєрархiчно органiзовано таким чином, що безлiч
дрiбних ланцюжкiв (плазма ланцюги) може бути створено поверх
основного [11].
Структура Плазми пов’язана з використанням смарт-контрактiв i
дерев Меркле, що дозволяє створювати необмежену кiлькiсть малих
ланцюжкiв, якi по сутi є меншими копiями основного Ефiрiум блокчейна.
У кожного малого ланцюга так само створюється велика кiлькiсть iнших
ланцюжкiв, що порождає деревоподiбну структуру.
По сутi, кожна малий плазма ланцюг являє собою гнучкий
смарт-контракт, який може бути розроблений так, щоб працювати єдиним
чином, вiдповiдаючи рiзним потребам. Це означає, що ланцюги можуть
спiвiснувати i працювати незалежно. Зрештою, Plasma дозволяє
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запроваджувати масштабованi рiшення рiзними способами вiдповiдно до
їх конкретних потреб.
Впровадження Plasma зменшує ймовiрнiсть того, що головний
ланцюг буде перевантажений, оскiльки кожний малий ланцюг буде
розроблений для роботи певним чином, для досягнення своїх конкретних
цiлей, якi не обов’язково пов’язанi c основний ланцюжком. Таким чином
малi ланцюги полегшують загальну роботу основного блокчейна.
Однiєю з основних проблем пов’язаних з Плазмою, є проблема
масового виходу, яка вiдноситься до сценарiю, в якому багато
користувачiв намагаються одночасно вийти зi свого Plasma ланцюга,
заповнюючи кореневий ланцюг i викликаючи перевантаження великої
мережi. Це може бути викликано шахрайської дiяльнiстю, мережевими
атаками або будь-яким iншим видом критичного збою, який може мати
малий Plasma ланцюг або група ланцюжкiв.
Висновки до роздiлу 3
У цьому роздiлi запропонували i розглянули можливi вирiшення
проблеми масштабуємостi для блокчейнiв типу Ethereum та Bitcion. Ця
задача тiсно пов’язана iз обмеженням на швидкiсть та кiлькiсть
оброблених транзакцiй у блокчейнi. Для бiткоiну головнi претенденти на
вирiшення — це технологiї Lightning Network i RootStock. Для Ethereum
перспективними є технологiї Sharding, Plasma i Caspеr.
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ВИСНОВКИ
У ходi даної роботи був проведений аналiз опублiкованих джерел,
розглянуто протокол консенсусу Casper the Friendly Finality Gadget як
надбудову над блокчейном системи Ethereum. Протокол являє собою
своєрiдне поєднання двох алгоритмiв узгодження: Proof of Stake та
вiзантiйський PBFT.
Протокол був дослiджений на надiйнiсть на етапi експлуатацiї з
метою отримати її оцiнки — розглянули надiйнiсть розподiлених систем
як вирiшення протоколом задачi Вiзантiйських генералiв, тобто, оцiнили
спiввiдношення кiлькостi «чесних» (коректно працюючих) вузлiв до
числа несправних (у сенсi ненадiйностi їх програмного забезпечення)
вузлiв мережi, при якому система працює коректно. Отримали
можливiсть оцiнювати величину, що характеризує надiйнiсть, тобто
середню кiлькiсть нечесних вузлiв: з одного боку нерiвностi вона
обмежена границею вiзантiйського консенсусу (PBFT), з iншої сталими
величинами, що описують властивостi розглядаємого PoS-блокчейна, а
саме — достатнiй вклад ставки та достатнiй чесний вклад ставки.
У роботi було розглянуто застосування САР теореми до блокчейна,
концепцiю протоколiв Casper FFG, PoW як АР i СР систем, побачили; що
оптимальним варiантом для блокчейну є АР-системи з деякою варiацiєю
властивостi узгодженостi. Було дослiджено, як алгоритм Proof of Work,
Proof of Stake та консенсус Casper FFG зiткаються iз проблемою САР
гiпотези — нездатнiсть блокчейну видiлити ситуацiю роздiлення ланцюга
на незалежнi частини, що призводить до порушення швидкостi
блокчейну.
Проблема порушення швидкостi валiдацiї транзакцiй може бути i
наслiдком проблеми масштабуємостi для публiчних блокчейнiв. Було
розглянуто, якi технологiї та протоколи можуть стати вирiшенням цiєї
задачi для бiткоiна та етерiуму. Для бiткоiну –— це технологiї Lightning
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