A computationally efficient numerical method is developed for solving sea ice momentum equations that employ a nonlinear viscous-plastic rheology. The method is based on an alternating direction implicit (ADI) technique that involves a direct solution of the momentum equations. This method is therefore more computationally efficient than those employing an iterative procedure in solving the equations. The ADI method for modeling sea ice dynamics is dynamically consistent since it rapidly approaches a viscousplastic solution described by the sea ice rheology. With different model configurations of varying spatial resolutions and decreasing time step intervals the ADI method converges to the same viscous-plastic solution as another numerical method that uses a line successive relaxation procedure to solve the ice momentum equations. This indicates that the ADI method is also numerically consistent. The approximateness of numerical solutions of sea ice, resulting from coarse model resolutions in time, is addressed. It is found that a significant bias, up to 10% or more, in the solution is likely to occur for a typical but coarse time step interval. This indicates that an assessment of the numerically created bias from a crude time integration may be necessary when model data comparisons are performed. In addition, suggestions are given for selecting appropriate time step intervals to enhance numerical accuracy in model applications.
Introduction
In many large-scale sea ice dynamics models the ice motion is described by momentum equations that treat the ice cover as a two-dimensional continuum obeying a certain constitutive law, or rheology. The ice rheology describes the internal interaction of the ice and significantly affects predictions of ice circulation and ice thickness [Ip et al., 1991; Ip, 1993; Hibler and Ip, 1995] . Two predominant ice rheologies have been used in sea ice models to represent ice interaction, which has been long thought to be a complicated, highly nonlinear, physical process. One is elastic-plastic rheology [Coon, 1974; Pritchard, 1975] and the other viscous-plastic rheology [Hibler, 1979] . Although the elastic-plastic models have proven very useful in describing sea ice motion in many applications, they generally require a knowledge of the strain history of the ice cover and small time steps to resolve elastic waves numerically. The viscous plastic model proposed by Hibler [1979] has found wide utility in large-scale sea ice modeling because of its relative simplicity and ease of numerical implementation.
The Hibler [1979] model uses a semi-implicit numerical method to solve momentum equations that include a nonlinear viscous-plastic rheology with an elliptical yield curve. This method is a combination of a modified Euler time stepping scheme and a point successive relaxation (PSR) procedure. The modified Euler time stepping is rather effective in dealing with the nonlinearity of the plastic rheology and with the water drag obeying a quadratic law and leads to a numerically stable solution. However, the iterative point successive relaxation procedure is rather computationally intensive because of a slow convergence rate and is therefore not efficient for large grids with high resolution.
Consequently, a numerical method with a different semiimplicit approach was proposed by Zhang and Hibler [1997] (hereinafter referred to as ZH) for solving ice momentum equations. The method is based on decoupling the u and v momentum equations into a form having substantially improved convergence properties and uses a tridiagonal solver in conjunction with a line successive relaxation (LSR) procedure. The ZH method converges especially rapidly and is 12 times more efficient than the PSR method on a particular machine. The ZH method can also simulate an ice cover in a fully plastic flow by taking a number of "pseudo time steps" without drastically increasing computer time. By pseudo time steps we mean that at each physical time step the momentum equations are solved repeatedly with updated calculations of ice rheology (see ZH for details). This is important for either large-scale or small-scale modeling where the interest is in accurate representation of sea ice as a plastic material. Because of its efficiency in computation and accuracy in achieving plastic flow the method has been used in climate studies that are mainly interested in the ice cover's seasonal and interannual variations in response to wind and thermal forcing often in a timescale of days [Zhang, 1993; Zhang et al., 1998a Zhang et al., , b, 1999 . With a number of pseudo time steps this method has also been used in studies that are interested in representing sea ice as a plastic material with rapid transient response to wind forcing [Ip, 1993; Hibler and Ip, 1995; Song, 1994; Geiger et al., 1998] .
Although the ZH method marks considerable progress in achieving computational efficiency in modeling sea ice dynamics, it involves an iterative LSR procedure. The iterative procedure is still computationally intensive and therefore may not be most desirable for long-term climate simulation and prediction. In this paper, we present a new numerical method for sea ice dynamics that eliminates the iterative LSR procedure adopted in the ZH method. Without iterations the new method conducts a direct solution of the ice momentum equaCopyright 2000 by the American Geophysical Union.
Paper number 1999JC900320. 0148-0227/00/1999JC900320$09.00 tions. Therefore it achieves higher computational efficiency and is more suitable for climate studies. In addition, this new method, like the LSR method, approaches a fully plastic solution with decreasing time step intervals with or without pseudo time steps, which is important for an accurate prediction of ice motion, deformation, and stress that are described by the viscous-plastic rheology. The new method is presented in section 2, and its behavior is examined in section 3 in comparison with the LSR method. An analysis of the new method's numerical stability is presented in the appendix.
Model Description

Ice Momentum Balance
Sea ice motion is described by the following momentum balance [Hibler, 1979] :
where m is ice mass per unit area, u is ice velocity, f is the Coriolis parameter, k is the unit vector in the z direction, a is air drag, w is water drag, g is the acceleration due to gravity, p(0) is sea surface dynamic height, and is an ice internal stress tensor ( ij ). The air drag and water drag are given by [see McPhee, 1986] 
where U g and U w are geostrophic wind and geostrophic ocean current, C a and C w are air and water drag coefficients, a and w are air and water densities, and and are air and water turning angles. These model constants and parameters are given by Hibler [1979] . The last term in (1) represents an internal ice interaction force, with the stress tensor being related to ice strain and strength following the viscous plastic constitutive law.
where ij is ice strain rate, P is ice strength, and and are the bulk and shear viscosities. The nonlinear viscosities are based on an elliptical yield curve and are given by
where e ϭ 2 and ⌬ ϭ [( 11 2 ϩ 22 2 )(1 ϩ e Ϫ2 ) ϩ 4e Ϫ2 12 2 ϩ 2 11 22 (1 Ϫ e Ϫ2 )] 1/ 2 . Clearly, these viscosities are functions of ice strain rate and ice strength and, in order to approximate rigid plastic behavior, are allowed to take on a large maximum value specified by Hibler [1979] when the deformation rate becomes very small (⌬ 3 0). In such a situation, the sea ice behaves like a linear viscous fluid, with a very slow "creeping," instead of a plastic material.
From the above equations the component equations of (1) in a rectangular coordinate system can be written as
where C ϭ w C w ͉U w Ϫ u͉ cos , D ϭ w C w ͉U w Ϫ u͉ sin ϩ mf, x ϭ ax ϩ wx Ϫ (ѨP/Ѩ x)/ 2, and y ϭ ay ϩ wy Ϫ (ѨP/Ѩ y)/ 2. Note that, like the LSR method, the present new method is also applicable to the momentum equations in any orthogonal curvilinear coordinate system, including those in the spherical coordinate system given by ZH.
Previous LSR Method
Before we present the new numerical method for solving (6) and (7) we briefly describe the LSR method. The LSR method adopts a three-level time stepping procedure for discretizing (6) and (7); this scheme consists of a two-level modified Euler time step and a third level of correction at each time step. The two-level modified Euler time step is described by (8)- (11), with some derivative terms in (6) and (7) being omitted. The omitted terms are treated the same way in time as the nextto-last term in each equation.
The first level of the modified Euler time step at time step k ϩ 1 is written as
where E ϭ ϩ . The second level of the modified Euler time step is written as
where (11) are semi-implicit equations because some of the terms in these equations are calculated using previously obtained ice velocity. Because of the semi-implicit treatment in the two-level modified Euler time stepping, the equations for the u and v components are effectively decoupled. These decoupled equations, (8)- (11), have better convergence properties and can be solved separately and efficiently following a LSR technique that utilizes an implicit tridiagonal matrix solver with the Thomas algorithm (see ZH). In addition to the two-level modified Euler time step, there is a third level of correction in the LSR scheme which is designed to treat the Coriolis term and off-diagonal water drag term implicitly to ensure a stable solution for zero or small ice interaction. Since the third level of correction is not necessary for the new method to maintain numerical stability, it is not shown here.
New Method
As found by ZH, the LSR method converges rapidly and obtains a stable and true viscous-plastic solution for ice motion, if thus desired, with a few pseudo time steps. However, it requires an iterative LSR procedure, which is still computationally intensive as mentioned before. The new method presented here aims at eliminating the iterative procedure and therefore achieving a substantial improvement in computational efficiency. The method is essentially based on the same semi-implicit, two-level modified Euler time stepping scheme described above and by ZH. However, the LSR procedure is replaced by an alternating direction implicit (ADI) procedure, which has been widely used in numerically solving mathematical and engineering problems [ see Fletcher, 1988] . Corresponding to (8)-(11), the new time stepping scheme is written as follows.
The first level of the modified Euler time step is
for the u equation and
for the v equation. The second level of the modified Euler time step is
for the v equation.
Following the ADI procedure, we solve (12), (14), (16), and (18) row by row (in the x direction) and solve (13), (15), (17), and (19) column by column (in the y direction) using the implicit tridiagonal matrix solver with the Thomas algorithm. Note that this scheme does not involve the iterative LSR procedure, and each of the above eight equations is solved with one sweep of the matrix solver at each time step. However, if a true plastic solution is desired, the same procedure for pseudo time steps used by ZH can be applied to these equations. Generally, the solution is numerically stable, as shown in the appendix.
Simulation Results
How does the ADI method behave? We want to examine its numerical consistency and accuracy. In order to evaluate the ADI method in comparison with the LSR method we incorporated both schemes into two stand-alone sea ice models with different resolutions that cover the Arctic Ocean, the Barents Sea, and the Greenland-Iceland-Norwegian (GIN) Sea. Figure  1 shows the grid configuration of the sea ice model with 160-km resolution, and Figure 2 shows the grid configuration of the sea ice model with 40-km resolution. Both ice models, described in detail by Zhang [1993] and Zhang et al. [1998a] , are two-category dynamic-thermodynamic models based on Hibler's [1979] model. They are driven by surface forcing and ocean currents and heat flux. The daily surface forcing consists of geostrophic winds, surface air temperature, humidity, parameterized longwave and shortwave radiative fluxes [Parkinson and Washington, 1979] , and precipitation. The geostrophic winds are calculated using sea level pressure fields determined by the International Arctic Buoy Program (IABP). The daily surface air temperature data are derived from buoys, manned drifting stations, and surrounding land stations [Rigor et al., 2000] . The precipitation is specified according to Zhang et al. [1998a] and used to calculate snow thickness in the model. The ocean currents and heat flux given by Hibler and Zhang [1993] are used to force the model.
To examine the numerical consistency and convergence of the ADI scheme, we conducted four series of test runs on an HP C180 workstation with a single processor. These test runs involve either the ADI scheme or the LSR scheme implemented in both the 160-and 40-km resolution ice models. All the models are integrated with decreasing time step intervals or varying pseudo time steps. Unless stated otherwise, the models are all driven by the daily forcing fields of 1996. Detailed information about the ice models and the model integrations are shown in Table 1 . The model results are compared in sections 3.1-3.5.
Comparisons of Ice Internal Stress States
Figure 3 is a plot of ice internal stress states in principal stress space. With a 1-day time step and without pseudo time steps the stress states predicted by either the LSR method or the ADI method do not all lie on or within the elliptical yield curve (Figures 3a and 3d) . They are scattered in a large area in the stress space. Thus, under such a time stepping condition without pseudo time steps the ice flow behavior predicted by the 160-km resolution ice model is not truly plastic. Given that the stress states are rather scattering, we expect that the ice deformation is somewhat randomly determined. When pseudo time steps are taken, however, the models start to approach a plastic solution, and the scattering of the stress states around the yield curve is reduced. With 5-15 pseudo time steps (Figures 3b, 3c , 3e, and 3f) the ice simulated by both methods is essentially in a state of fully viscous-plastic flow: Most of the stress states lie on the ellipse (plastic flow) and some fall inside the ellipse (viscous flow). This is desirable because the ice motion is described by the viscous-plastic rheology and, apparently, both numerical schemes are able to allow the ice to approach the state of the viscous-plastic flow.
However, a difference exists between the LSR solution and the ADI solution. As shown in Figure 3 , the LSR scheme appears to obtain more stress states inside the ellipse, whereas the ADI scheme appears to obtain fewer stress states inside the ellipse. Given that both LSR and ADI schemes aim at solving the same mathematical problem described by the ice momentum equations, this raises a legitimate question: Why do the stress states predicted by the two methods look different? Note that the two methods represent different numerical approaches to solve the mathematical problem of high nonlinearity. Since numerical solutions are approximate solutions with varying degrees of accuracy (or inaccuracy), we do not expect that different numerical schemes would result in exactly the same solution with exactly the same accuracy. Nevertheless, we want to make sure that it is the numerical inaccuracy, not the numerical inconsistency, of the models that results in the different distributions of ice stress states as illustrated in Figure 3 . Thus we conducted additional tests on the two methods with decreasing time step intervals (Table 1) in an effort to prove that the ADI method is numerically consistent and that it is the different numerical accuracies of the two methods that lead to the different distributions of ice stress states.
Figure 4 plots ice internal stress states from the same 160-km resolution ice model with a 1/16-day time step interval. With such a reduced time step interval both the LSR procedure and the ADI procedure approach a fully plastic solution even without pseudo time steps (Figures 4a and 4d ). This means that for a sufficiently small time step, pseudo time steps are not necessary for both procedures to reach a truly plastic solution. In addition, with 5-15 pseudo time steps the ice stress states from the ADI method that fall inside the ellipse are comparable in quantity with those from the LSR method (Figures 4b, 4c, 4e, and 4f ). This indicates that with a "sufficiently small" time step interval the ice stress states derived from the two different schemes are distributed in the stress space in the same manner. In other words, with decreasing time step intervals both procedures converge to the same solution of ice internal stress. This leads us to believe that the ADI method is numerically consistent.
Comparisons of Ice Velocity
In section 3.1 we have demonstrated that when the time step interval becomes smaller, both the ADI procedure and the LSR procedure converge to the same solution of ice internal stress. In this section, the behavior of the ADI solution of ice velocity is examined. To understand the overall behavior of the simulated ice velocity, a statistical analysis of ice velocity fields was carried out. Figure 5 shows the mean kinetic energy from both methods and mean velocity difference between both Table 1 ). The stress state at every ice point in the model domain is plotted.
methods over 1-year integrations (1996) as a function of time step interval for both the 160-and 40-km resolution model configurations. The kinetic energy here is defined as the square of ice velocity at every grid cell with sea ice in the Arctic Basin, and the velocity difference is defined as the square of velocity difference between both methods. As shown in Figure 5 , the kinetic energy values obtained using the different numerical schemes approach each other, and the velocity deviation diminishes as the time step interval decreases. Thus both the LSR method and the ADI method converge to the same solution of ice velocity with decreasing time step intervals on different model grid configurations of varying resolutions. This behavior is necessary for models to be numerically consistent and to be able to achieve higher accuracy with higher time resolution on a given model grid resolution. Since both methods provide an approximation to a plastic solution via semi-implicit time stepping, neither method can be considered a priori to be better with a given model configuration. They approach the same and, presumably, the accurate solution of ice velocity with decreasing time step intervals. That is, they are equivalent as the time step interval approaches zero. However, they do differ in the way they approach the accurate solution. As shown in Figure 5 , the ADI procedure generally overestimates the strength of ice motion when a crude time resolution is adopted. With the time step interval approaching zero the overestimation of ice speed is diminished, and the solution approaches the accurate one. In contrast, the LSR procedure generally underestimates ice speed with a crude time resolution and approaches the accurate solution with an increasing ice speed as the integration time step interval approaches zero. These contrasting behaviors of the two different procedures remain with or without pseudo time steps. With pseudo time steps, however, both procedures approach the accurate solution faster.
Note that the accurate solution of kinetic energy from the 40-km resolution model with a 1/16-day time step is slightly larger than that from the 160-km resolution model with a 1/32-day time step. This is because the former is calculated using ice velocity averaged over a smaller area (40 ϫ 40 km 2 ) and the latter is averaged over a larger area (160 ϫ 160 km 2 ). However, the difference between the two accurate solutions is small. This indicates that the models converge to the same accurate solution with increasing model resolutions, which is another aspect of numerical consistency.
Why does the ADI method overestimate the ice motion and the LSR method underestimate the ice motion when a crude time resolution is used? We may not be able to pinpoint the exact cause because it is numerical not physical. However, the answer appears to be linked to the behavior of the simulated ice internal stress shown in Figures 3 and 4 . With a crude time resolution the ADI procedure tends to overestimate the plastic state of ice (more stress points on the yield curve), which leads to stronger ice motion, and with a crude time step the LSR procedure tends to overestimate the viscous state of ice (more stress points inside the yield curve), which leads to weaker ice motion.
The difference in ice velocity between the ADI and LSR methods is further illustrated in Figure 6 , which plots the annual mean ice velocity fields and the corresponding difference fields for the 160-km resolution sea ice model integrated with two different time step intervals. With a 1-day time step interval the velocity difference between the two schemes is relatively large; the difference can be as large as 0.5 cm s Ϫ1 (Figure 6e ). This is because with such a time resolution the ADI procedure overestimates the ice speed and the LSR procedure underestimates the ice speed, as mentioned before. With a 1/16-day time step interval, however, the difference becomes rather small (Figure 6f ). Most of the velocity vector differences are zero. The maximum velocity vector difference among all the grid cells is Ͻ1 mm s Ϫ1 in magnitude. This behavior is also basically true with the results from the 40-km resolution sea ice model, as shown in Figure 7 . All these indicate once again that both the ADI scheme and the LSR scheme converge to the same solution of ice velocity as the time step interval decreases.
Finally, it is worth mentioning that both the ADI and LSR methods are based on solving the ice momentum equations with the u and v component equations decoupled (ZH). The errors with large time step intervals shown in Figures 5-7 are certainly related to the models' crude resolutions in time. They may also be related to the effect of decoupling the equations. Decreasing time step intervals not only reduces the numerical errors due to a crude time resolution but also strengthens the coupling of the equations since they exchange information more often.
Comparisons of the Simulated Ice Motion and Buoy Motion
As demonstrated earlier, both the ADI solution and the LSR solution converge to the same, accurate solution with a sufficiently small time step interval on a given model grid. Otherwise, the LSR method tends to underestimate the ice speed and the ADI method tends to overestimate the ice speed. The question is, What time step interval should one select? Of course, the smaller the time step interval is, the more accurate solution one obtains. In practice, however, considerations are given on the basis of a balance between computational cost and numerical accuracy in selecting an appropriate integration time step interval. Because of the constraints of computer resources, using very small time steps to integrate the sea ice model is often impractical, particularly in long-term climate studies. In fact, in order to reduce computational cost it is often the numerical stability criterion that is used to determine the time step interval. That is, the time step interval is selected to be as large as possible unless it is out of the range of numerical stability. As a result, the selected integration time step interval often may not be deemed sufficiently small. Then the question is, What are the consequences of integrating a certain numerical model with a relatively crude time resolution on a given model grid configuration? This is an issue of numerical accuracy that has rarely been addressed before. If the model integration is numerically stable, sea ice modelers often tend to accept the model output as is, without considering its numerical accuracy.
In this and the following sections we want to address this issue by examining the model outputs from both the ADI and the LSR schemes without a sufficiently small time step of integration. We hope to obtain some idea of how the numerical inaccuracy resulting from a crude time resolution affects the results of different numerical models. For this purpose we run the 40-km resolution sea ice model from 1979 to 1996 using the surface forcing described earlier. The ice model is integrated using a 1/4-day time step and five pseudo time steps with these two numerical schemes. The simulated ice velocity results are then compared with Arctic buoy data in this section. Comparisons of ice thicknesses and concentrations are made in section 3.4. Figure 8 compares the distributions of the simulated ice speed and buoy drift speed. A conspicuous feature shown in Figure 8 is a substantial overprediction of ice stoppage by the LSR method (see the large peak at the origin), which is attributed to its tendency to underestimate ice speed. In contrast, the ADI method underpredicts, to a lesser degree, ice stoppage, which is attributed to its tendency to overestimate ice speed.
Making use of the results in Figure 8 , we found that, overall, in 1981-1987 the Arctic buoys have a mean drift speed of 0.075 m s
Ϫ1
. The simulated mean ice motion, driven by the particular wind forcing, is 0.070 m s Ϫ1 for the LSR method and 0.081 m s Ϫ1 for the ADI method. Thus, statistically, the ice simulated by the ADI procedure moves ϳ8% faster than the observed drift, while that simulated by the LSR procedure moves ϳ7% slower. Of the two procedures, the ice simulated by the ADI procedure moves ϳ15% faster than that simulated by the LSR procedure. Thus an uncertainty or bias of up to ϳ10% is likely with a numerical model of crude time resolution. Note, however, that using different wind forcing or different wind and water drag coefficients would give different statistical values. Nevertheless, these statistical results and Figure 8 illustrate the different behaviors of these two numerical methods when they do not converge to the same, accurate solution.
Comparisons of Ice Thickness and Concentration
That both the ADI method and the LSR method converge to the same solution of ice velocity with a sufficiently small 2 /(NM) (velocity difference). Here M is the number of total grid points with ice in the Arctic Basin, and N is the number of total time steps in 1-year integration. time step interval implies that both methods converge to the same solution of ice thermodynamics under a given thermal forcing. When a relatively crude time resolution is used, however, we expect that the simulated ice thickness and concentration would behave differently with the two different methods because the simulated ice velocity behaves differently. To obtain an idea of how the spatial distributions of ice thickness predicted by the two methods, with a large time step interval, differ from each other, we plotted the 1987 and 1996 mean ice thickness fields and the corresponding differences (Figure 9 ). We picked 1987 and 1996 because the anticyclonic wind circulation in the Arctic is strong in 1987 and weak in 1996. In general, both methods predict thicker ice along the Canadian Archipelago and North Greenland coast and thinner ice in the eastern Arctic, which generally, is in agreement with the pattern observed by Bourke and Garrett [1987] . This pattern is, however, subject to significant interannual variations, as illustrated by the different thickness distributions in 1987 and 1996 induced by different wind and thermodynamic forcing fields.
Although the thickness distribution patterns created by both methods are basically similar, there are some significant differences. The ADI method generally predicts thinner ice within the Arctic Ocean and slightly thicker ice in some areas of the marginal ice zone in the Barents and Greenland Seas. In the Arctic Ocean the seasonally varying mean ice thickness calculated by the ADI scheme is always smaller than that calculated by the LSR scheme, as shown in Figures 10a and  10b . However, the difference varies from season to season. The difference is largest in summer when the ice in the Arctic is thinner in general and is smallest in late winter and early spring (April and May) when the ice is thicker. In fact, the seasonally varying difference in ice thickness is negatively well correlated with the mean thickness. In other words, when the Arctic ice becomes thicker, the difference in ice thickness predicted by the ADI procedure and the LSR procedure becomes smaller, and vice versa. This means that the ADI method tends to predict more seasonal variations in ice thickness. Similar to ice thickness, ice concentration predicted by the ADI method is also always smaller than that predicted by the LSR method (see Figures 10c and 10d) when a 1/4-day time Figure 6 . Annual (1996) mean fields of ice velocity and velocity difference between the alternating direction implicit (ADI) method and the line successive relaxation (LSR) method predicted by the 160-km resolution sea ice model. Note the different vector scales in different plots.
step interval is used to integrate the models, particularly in summer (see Figures 10c and 10d) . Again, the difference is negatively well correlated with the mean concentration. Thus the ADI method tends to predict more seasonal variability in ice concentration as well.
Why does the ADI method predict less ice in the Arctic
Ocean and more ice in the marginal ice zone than the LSR method? The answer lies in the stronger ice motion simulated by the ADI method. By simulating stronger ice motion the ADI method exports more ice via Fram Strait, thus resulting in less ice in the Arctic and more ice in the marginal ice zone in the Barents and GIN Seas. Figure 11 shows annual mean areal and volume ice exports at Fram Strait. Both the areal and the volume outflows show pronounced interannual variability. The ADI method consistently predicts greater areal and volumetric outflows than the LSR method. However, the difference in areal outflow is relatively steady from year to year, whereas the difference in volume outflow changes considerably, owing to interannual variations in ice thickness in the Fram Strait area. Note that, in most of the years, the areal outflow predicted by the ADI procedure appears to be slightly closer to the observational estimate of Kwok and Rothrock [1999] . However, since the ADI scheme tends to overestimate ice motion, the outflow calculated using it may still be overestimated under the given wind forcing. In contrast, the outflow calculated by the LSR method may be underestimated under the same wind forcing because of its tendency to underestimate ice motion. Since the ADI method drives more ice out of the Arctic Ocean each year, the mean total Arctic ice volume calculated by the ADI method is always less than that calculated by the LSR method, as shown in Figure 12a . Note that there is almost no difference in the total ice volume predicted in 1979 because both model integrations start at the same initial conditions after integrating 1979 for four times using the LSR method.
After an initial increase during the first 3 years, the difference in total ice volume becomes quite steady from year to year. Figure 12b shows passive microwave satellite observations of mean ice concentration averaged over the Arctic, and simulation results. As reported by previous investigations [Johannessen et al., 1995; Gloersen and Campbell, 1991] , the observations show a slight but noticeable downward trend in the extent of the Arctic ice in recent years, which is more or less captured by both methods. Compared to the observations, both methods overpredict ice concentration by a few percent. Again, the ADI method computes less ice concentration, which is slightly closer to the observations. Nevertheless, the ADI method may still underestimate the ice concentration with the given thermodynamical forcing because of its tendency to overestimate ice outflow when a crude integration time step is adopted.
Comparisons of Computational Efficiency
One of the major differences between the way the two methods numerically solve the ice momentum equations is that the LSR procedure requires an iterative solution, whereas the ADI procedure requires a direct solution. Since the direct solution does not involve recursive iterations, the ADI method is more efficient than the LSR method with or without pseudo time steps. With a single-processor workstation, a 1-year integration takes 3266 s of CPU time for the LSR procedure to solve the momentum equations without pseudo time steps, whereas the ADI procedure only takes 182 s (Table 2) . That is, the ADI procedure is ϳ18 times faster than the LSR procedure when no pseudo time steps are used. If a fully plastic solution is desired and 15 pseudo time steps are taken at each physical time step, 7784 and 1007 s of CPU time are needed for the LSR and the ADI procedures, respectively, to do a 1-year integration. Obviously, the speed advantage of the ADI method over the LSR method is reduced with 15 pseudo time steps because the LSR procedure generally needs fewer iterations to converge in pseudo time steps. The speed advantage of the ADI method would also be reduced with small time step intervals. Still, using the ADI procedure saves CPU time. When using a machine with parallel processors, we speculate that there would be even greater savings in CPU time. This is based on the fact that there is no data dependency with the ADI scheme's outer loop of the matrix solver and therefore the outer loop should be easily adapted to parallel computing. However, tests are needed to assess the performance of the ADI procedure on a massively parallel machine.
Concluding Remarks
The thrust of this work was to develop a numerical model for sea ice dynamics that is computationally efficient and numerically consistent. Specifically, the goal was to achieve high efficiency while still keeping the physics of the ice rheology intact. By eliminating the iterative LSR procedure adopted in the ZH method and replacing it with an ADI procedure that goal appears to have been achieved.
Being computationally efficient, the ADI procedure produces a direct solution of the sea ice momentum equations without recursive iterations, which yields an enormous savings in CPU time. Specifically, the new ADI method is ϳ18 times faster than the LSR method without pseudo time steps and 8 times faster with 15 pseudo time steps when run on a workstation. If a coarse time step interval is used, we recommend using 5-15 pseudo time steps for general large-scale modeling studies to provide a reasonable approximation to plastic flow. Pseudo time stepping, however, is an iterative procedure. With more pseudo time steps, the advantage of the ADI solution in efficiency over the LSR solution is reduced (Table 2) . Nevertheless, increasing pseudo time steps is desirable if computer resources permit since more pseudo time steps are likely to achieve a better plastic solution. With the ADI method the CPU time consumed in computing ice dynamics is generally less than that consumed in computing ice thermodynamics even with a two-category ice model. This suggests that if the ADI method is employed for calculating ice dynamics, any continuing effort to improve the efficiency of ice models as a whole should be more or less directed to computations of thermodynamics and other components of ice models, particularly in the case of multicategory thickness distribution sea ice models that lean heavily on computations of thermodynamic growth and mechanical ridging.
Like the LSR method, the ADI method is able to approach a viscous plastic solution as designed by the viscous plastic rheology. At a coarse time resolution both the ADI method and the LSR method need a few pseudo time steps to reach a viscous-plastic solution. Such a solution may not be an accurate solution. However, with a sufficiently small time step interval an accurate viscous-plastic solution is obtained by either method with or without pseudo time steps (although pseudo time steps help to accelerate the convergence). In other words, with decreasing time step intervals both the ADI method and the LSR method converge to the same, accurate viscous-plastic solution for a given model grid configuration and surface forcing. This proves that the ADI procedure is numerically consistent and is able to achieve a higher accuracy with a higher model resolution in time.
The ADI method's ability to efficiently approach an accurate viscous-plastic solution is not only important in simulating ice motion but also important in predicting oriented leads, cracks, and ridges of sea ice. As pointed out by Hibler and Schulson [1997] , the occurrence and orientation of leads/ridges depend on the conditions of ice stresses, such as where the stress states are located in principal stress space. The ice stress conditions in turn depend on the accuracy of the viscous-plastic solution. An accurate viscous-plastic solution with ice stress states either on the plastic yield curve or inside the yield curve, such as shown in Figure 4 , would provide useful information to estimate the formation of leads/ridges. If the solution is such as shown in Figures 3a and 3d , however, meaningful prediction of leads/ridges would be impossible.
The issue of numerical inaccuracy resulting from coarse model time resolutions is addressed. The results indicate that either the ADI method or the LSR method is likely to create a significant bias, up to 10% or more, in the solution if a sufficiently small time step interval is not used. With a coarse time stepping, the ADI method tends to overestimate ice motion. The overestimation of ice motion results in a slight un- derestimation of ice stoppage compared to the Arctic buoy data and an increase in both areal and volume ice exports via Fram Strait compared to the results of the LSR method, which often leads to an ice cover that is thinner in the Arctic Ocean and thicker in the marginal ice zone in the Barents and Greenland seas. The behaviors of the LSR method are just the opposite. Thus, in numerical investigations of sea ice we need to use appropriate model time step intervals in order to reduce, as much as possible, numerically induced bias. From Figure 5 we suggest using time step intervals Յ 1/4 and a 1/8 day for sea ice models with 160-km and 40-km resolutions, respectively. We do not intend, however, to make a general recommendation for selecting model time step intervals for individual model applications. We only recommend that for each individual model application it is useful to perform an accuracy analysis similar to that made for Figure 5 . By examining the asymptotic behavior of the solution as the time step interval decreases, we should be able to select a time step interval that satisfies our needs for numerical accuracy as well as modeling economy.
this case. This means that for 0 Յ b/a Յ 1 and ␣ and ␤ not being zero at the same time, GЈ Յ 1. A similar outcome can be obtained if this analysis procedure is applied to (14) and (15), (16) and (17), and (18) and (19). Therefore, we conclude that generally, the ADI method is numerically stable if ␣ and ␤ are not zero simultaneously, although a series of assumptions has been made in the course of the stability analysis.
