A technique for the digital simulation of multicorrelated Gaussian random processes is described. This technique is based upon generating discrete frequency functions which correspond to the Fourier transform of the desired random processes, and then using the fast Fourier transform (FFT) algorithm to obtain the actual random processes. The main advantage of this method of simulation over other methods is computation time; it appears to be more than an order of magnitude faster than present methods of simulation. One of the main uses of multicorrelated simulated random processes is in solving nonlinear random vibration problems by numerical integration of the governing differential equations. The response of a nonlinear string to a distributed noise input is presented as an example. 
The advantages of this method over the other methods are its simplicity and its speed. We demonstrate that the computation speed can be more than an order of magnitude faster for this method.
--In order to demonstrate one of the uses of multicorrelated random processes, we have included as an example the problem of a nonlinear string subjected to a distributed random input. The correlated processes, which we simulated in this case, were the generalized forces for the first three modes. The generalized responses of the first three modes were then found by numerical integration, and from these the rms displacements at the center of the string was obtained.
I. SIMULATION TECHNIQUE
Before we discuss the simulation technique, we wish to review some common notation used in digital data analysis. Let the time increment between discrete points in a time series be h, and let the total number of points in the series be N. The Nyquist folding frequency for such a sample is 1/2h. ll That is, the highest frequency that can be investigated if you sample a time series at intervals of length h is 1/2h. The total length of the sample is Nh, and the usual frequency increment for FFT data analysis is 1/Nh. We will use nh for our running value of time, and k/N7z as our running value of frequency.
The starting point in simulating a set of M correlated time series is the cross-spectral density functions of the processes we wish to simulate. We need to know the power spectral density of each process and the cross-spectral density between all the processes. These spectral density functions are usually arranged in the form of a matrix appropriately called the cross-spectral density matrix or simply the spectral matrix.
We 
if(x, t)=g(x, t)/(To/L) .
The rms value ofif(x, t) is independent of x. Also shown in Fig. 2 is the response of a linear string which we found using the above technique and dropping the nonlinear terms in Eq. 18. The linear string problem was done to satisfy ourselves that the computer programs were working properly. For a more detailed explanation of our work on this problem see Ref. 12.
III. CONCLUSION
We have developed a new method for simulating sets of multicorrelated random processes with specified cross-spectral densities.
This method is both straightforward and fast. For large sets of correlated processes, it is orders of magnitude faster than other methods. This method gains its speed by using the FFT algorithm to obtain the random processes. We have used this method of simulation to study the random vibration of a nonlinear string. This technique of solving nonlinear random vibration problems overcomes most of the drawbacks inherent in other methods, as mentioned in the Introduction.
