Abstract. Let n 1 and n 2 be two distinct primes with gcd(n 1 − 1, n 2 − 1) = 4. In this paper, we compute the autocorrelation values of generalized cyclotomic sequence of order 4. Our results show that this sequence can have very good autocorrelation property. We determine the linear complexity and minimal polynomial of the generalized cyclotomic sequence over GF(q) where q = p m and p is an odd prime. Our results show that this sequence possesses large linear complexity. So, the sequence can be used in many domains such as cryptography and coding theory. We employ this sequence of order 4 to construct several classes of cyclic codes over GF(q) with length n 1 n 2 . We also obtain the lower bounds on the minimum distance of these cyclic codes.
Introduction
There are different kinds of cyclotomic sequences and they have quite good randomness properties. Example of such sequence is the generalized cyclotomic sequence. The generalized cyclotomic sequences of order two has several good randomness properties like large linear span and good autocorrelation property. Whiteman [15] studied the generalized cyclotomy of order two and four only for the purpose of searching the residue difference sets. Whiteman did not mention anything about the application of this generalized cyclotomy in the sequences. Ding [5] introduced the generalized cyclotomy of order two in sequences and its coding properties were studied in [7] and [13] . In this correspondence we calculate the exact autocorrelation values of certain generalized cyclotomic sequences of order four. Then we discuss how to choose the parameters in order to ensure good autocorrelation property for these sequences. We also show that the characteristic sets of these sequences are almost difference sets under certain conditions.
Let n 1 , n 2 be two distinct odd primes with gcd(n 1 −1, n 2 −1) = 4. We determine the linear complexity and minimal polynomial of the generalized cyclotomic sequences of order four over GF(q), where q be a power of a prime. The linear span of this generalized cyclotomic sequence takes the value n 1 n 2 − 1, (n 1 − 1)n 2 , (n 2 − 1)n 1 and (n 1 − 1)(n 2 − 1) depending on the different values of n 1 and n 2 such that gcd(n 1 − 1, n 2 − 1) = 4. Our results show that for every value of n 1 and n 2 , these sequences possesses large linear complexity.
An [n, k, d] linear code C over a finite field GF(q) is a k−dimensional subspace of the vector space GF(q) n with the minimum distance d. A linear code C is a cyclic code if the cyclic shift of a codeword in C is again a codeword in C, i.e., if (c 0 , · · · , c n−1 ) ∈ C then (c n−1 , c 0 · · · , c n−2 ) ∈ C. Let gcd(n, q) = 1. We consider the univariate polynomial ring GF(q) [x] and the ideal I = x n − 1 of GF(q) [x] . We denote by R the ring GF(q)[x]/I. We can consider a cyclic code of length n over GF(q) as an ideal in R via the following correspondence GF(q) n → R, (c 0 , c 1 , · · · , c n−1 ) → c 0 + c 1 x + · · · + c n−1 x n−1 .
Then, a linear code C over GF(q) is a cyclic code if and only if C is an ideal of R. Since R is a principal ideal ring, if C is not trivial, there exists a unique monic polynomial g(x) dividing x n − 1 in GF(q) [x] and C = g(x) . The polynomials g(x) and h(x) = (x n − 1)/g(x) are called the generator polynomial and the parity-check polynomial of C respectively. If the dimension of the code C is k, the generator polynomial has degree n − k. An [n, k, d] cyclic code C is capable of encoding q−ary messages of length k and requires n − k redundancy symbols.
The total number of cyclic codes over GF(q) and their construction are closely related to the cyclotomic cosets modulo n. One way to construct cyclic codes over GF(q) with length n is to use the generator polynomial
where
is a sequence of period n over GF(q). The cyclic code C s generated by the polynomial in Eq. (1) is called the cyclic code defined by the sequence s ∞ , and the sequence s ∞ is called the defining sequence of the cyclic code C s . Cyclic codes have been studied in a series of papers and a lot of progress have been accomplished (see, for example [2] , [8] , [10] , [12] and [14] ). Ding [7] and Sun et al. [13] constructed number of classes of cyclic codes over GF(q) with length n = n 1 n 2 from the two-prime Whiteman's generalized cyclotomic sequence of order 2 and 4 respectively and gave the lower bounds on the minimum weight of these cyclic codes under certain conditions. We employ the first class two-prime Whiteman's generalized cyclotomic sequence of order 4 to construct several classes of cyclic codes over GF(q). We also obtain the lower bounds on the minimum distance of these cyclic codes.
Preliminaries
In this section, we present basic notations and results of residue difference set, Whiteman's cyclotomy and sequences based on Whiteman's generalized cyclotomic classes.
Linear complexity and minimal polynomial. If (s i )
∞ i=0 is a sequence over a finite field GF(q) and f (x) is a polynomial with coefficients in GF(q) given by
, where E is a left shift operator defined by Es i = s i−1 for i ≥ 1. Let s n be a sequence s 0 s 1 · · · s n−1 of length n over a finite field GF(q). For a finite sequence, the n is finite; for a semi-infinite sequence, the n is ∞. A polynomial f (x) ∈ GF(q)[x] of degree l with c 0 = 0 is called a characteristic polynomial of the sequence s n if f (E)s j = 0 for all j with j ≥ l. For every characteristic polynomial there is a least l ≥ deg(f ) such that the above equation hold. The smallest l is called the associated recurrence length of f (x) with respect to the sequence s n . The characteristic polynomial with smallest length is known as minimal polynomial of the sequence s n and the associated recurrence length is called the linear span or linear complexity of the sequence s n . If a semi-infinite sequence s ∞ is periodic, then its minimal polynomial is unique if c 0 = 1. The linear complexity of a periodic sequence is equal to the degree of its minimal polynomial. For the periodic sequences, there are few ways to determine their linear spans and minimal polynomials. One of them is given in the following lemma.
Lemma 1. [11] Let s
∞ be a sequence of a period n over GF (q). Define
Then the minimal polynomial m s of s ∞ is given by
Consequently, the linear span L s of s ∞ is given by
2.2. Almost difference sets. Let C be a k-subset of an Abelian group (A, +) of order n. The set C is called a difference set of A if d C (a) = λ for every nonzero element a of A, where d C (a) is the difference function defined by d C (a) = |C ∩ (C + a)|, C + a = {c + a : c ∈ C}. The integers n, k and λ are called the parameters of the set and satisfy the relation
Let C be a k-subset of an Abelian group (A, +) of order n. The set C is an (n, k, λ, t) almost difference set of A if d C (a) takes on λ altogether t times and λ + 1 altogether n − 1 − t times when a ranges over all nonzero elements of A. We refer [1, 9] for the detailed informations on almost difference sets. The parameters n, k, λ and t of almost difference sets of A satisfy the relation
If n is an odd integer and C be a k subset of Z n , following Ding [9] , we say that C is an (n, k, λ) almost difference set if t = (n − 1)/2. In this case we have the following relation
It is obvious that every odd integer n must be of the forms 4f + 1 or 4f − 1 for some f ∈ Z. If n = 4f − 1, then (n − 1)/2 = 2f − 1 is an odd integer, this implies that (2λ + 1)(n − 1)/2 must be odd. This contradicts the above relation. Therefore, if Z n has an (n, k, λ) almost difference set, then n must be of the form 4f + 1. In this paper, we present one class of almost difference set.
2.3. The Whiteman's generalized cyclotomic sequences and its construction. An integer a is called a primitive root modulo n if the multiplicative order of a modulo n, denoted by ord n (a), is equal to φ(n), where φ(n) is the Euler phi function and gcd(a, n) = 1. Let n 1 and n 2 be two distinct odd prime numbers, define n = n 1 n 2 , d = gcd(n 1 − 1, n 2 − 1) = 4 and e = (n 1 − 1)(n 2 − 1)/4. From the Chinese Remainder Theorem, there are common primitive roots of both n 1 and n 2 . Let g be a fixed common primitive root of both n 1 and n 2 . Let u be an integer satisfying
Whiteman [15] proved that
where Z * n denotes the set of all invertible elements of the residue class ring Z n and e is the order of g modulo n. The Whiteman's generalized cyclotomic classes W i of order 4 are defined by
The classes
It is easy to see that if d > 2, then C 0 = C * 0 and C 1 = C * 1 . Now, we introduce two kinds of Whiteman's generalized cyclotomic sequences of order 4 (see [3] ).
Definition. The two-prime Whiteman's generalized cyclotomic sequence λ ∞ = (λ i )
n−1 i=0 of order 4 and period n, which is called two-prime WGCS-I, is defined by
The set C 1 ⊆ Z n is called the characteristic set of the sequence λ ∞ . The two-prime Whiteman's generalized cyclotomic sequence s ∞ = (s i )
n−1 i=0 of order 4 and period n, which is called two-prime WGCS-II, is defined by
The cyclotomic numbers corresponding to these cyclotomic classes are defined as
Additionally, for any t ∈ Z n , we define
By a well-known theorem of Gauss, we have exactly two representations of n in the form
where the sign of b indeterminate.
2.4.
Properties of Whiteman's cyclotomy of order 4. In this subsection, we summarize number of properties of Whiteman's generalized cyclotomy of order
Lemma 2.
[15] The sixteen cyclotomic numbers (i, j); i, j = 0, 1, 2, 3 depend solely upon one of two decompositions in Eq. (6): Table 2 .
is even or odd, the relation between the 16 cyclotomic numbers is given by Table  1 or Table 2 respectively. Thus, there are five possible different cyclotomic numbers in these cases, i.e., if
is even, then in Table 1 , 8A = −a + 2M + 3, 8B = −a − 4b + 2M − 1, 8C = 3a + 2M − 1, 8D = −a + 4b + 2M − 1, 8E = a + 2M + 1, and if
is odd, then in Table 2 ,
A change in the choice of g may lead to the replacement of a and b in Lemma 2 by a ′ and b ′ respectively. The proof of the following lemma follows from the Theorem 4.4.6 of [4] .
Lemma 3. Let the notations be same as before and t = 0. We have
Lemma 4. Let the symbols be defined as before. The following four statements are equivalent:
is even. (3) One of the following sets of equations is satisfied:
′ +1 and e = 4f f ′ , where f and f ′ are integer. Since gcd(f, f ′ ) = 1, f and f ′ can not both be even.
is even. So, f or f ′ is even. Let f is even and f ′ is odd. If f is even, then n 1 − 1 = 8k 1 , where k 1 is an integer. Therefore, n 1 ≡ 1 (mod 8). If f ′ is odd, then n 1 − 1 = 4(2k 2 + 1), where k 2 is an integer. Therefore, n 2 ≡ 5 (mod 8). Similarly, when f is odd and f ′ is even. We get n 1 ≡ 5 (mod 8) and n 2 ≡ 1 (mod 8).
Lemma 5. Let the symbols be defined as before. The following four statements are equivalent:
The following set of equation is satisfied:
Proof. Similar to the proof of the above Lemma.
Autocorrelation values
In this section, we discuss about the autocorrelation value of the two-prime WGCS-I of order 4. Given a binary sequence λ ∞ of period n, the periodic autocorrelation value of the binary sequence λ ∞ is defined by
where 0 w n − 1. We recall the following lemma from [9] .
Lemma 6. Let C be an (n, k, λ) almost difference set of Z n and the characteristic set of a binary sequence s ∞ , i.e., s i = 1 if and only if i mod n ∈ C. Then the autocorrelation value
for half of these a ∈ Z * n n − 4(k − λ − 1), for the other half.
Thus, each (n, k, λ) almost difference set of Z n gives a binary sequence with three-level autocorrelation. Let the symbols be same as above. We define
where 0 < w n − 1.
Let the set C 1 ⊆ Z n be the characteristic set of the sequence λ ∞ . The following result will be needed in the sequel:
To calculate the value of d λ (1, 0; w), we need the following lemmas.
Lemma 9. Let the notations be same as before. For each w ∈ Z * n . We have
Proof. We know that
From the above discussion and using Lemma 2, we get
Lemma 10. If w ∈ Z n , then we have
2 , otherwise. Proof. By Lemma 4 in [6] , we have
4 , otherwise. This implies the lemma.
Lemma 11. Let symbols and notations be same as before.
(ii) If (n 1 − 1)(n 2 − 1)/36 is odd, then 
4 , otherwise. and
Clearly, the lemma follows from above discussion.
We are now ready to compute the value of d λ (1, 0; w) in the following two cases. Case I: If is even, by Lemmas 8-11 and Eq. (7), we obtain
Case II: If
is odd, we get
By substituting the value of d λ (1, 0; w) in Lemma 7, we get the following result:
(ii) Let (n 1 − 1)(n 2 − 1)/16 be odd. Then
By Theorem 1, the autocorrelation values of the two prime WGCS-I of order 4 are quite good when n 2 − n 1 is very small. When n 2 − n 1 = 4, the C λ (w) is three-valued and the characteristic set C 1 is the almost difference set. So, this sequence λ ∞ has optimal autocorrelation under certain condition.
A class of cyclic codes over GF(q) defined by two-prime WGCS-I of order 4
Let gcd(n, q) = 1. Let m be the order of q modulo n. Then the field GF(q m ) has a primitive nth root of unity β. We define
Our main aim in this section is to find the generator polynomial
of the cyclic code C λ defined by the sequence λ ∞ . To compute the parameters of the cyclic code C λ defined by the sequence λ ∞ , we need to compute gcd(x n − 1, Λ(x)). Since β is a primitive nth root of unity, we need only to find such t's that Λ(β t ) = 0, where 0 ≤ t ≤ n − 1. To this end, we need number of auxiliary results. We have
It follows that
By symmetry we get
Lemma 12. Let the symbols be same as before. For 0 ≤ j ≤ 3, we have i∈Wj
Proof. Suppose that t ∈ Q. Since g is a common primitive roots of n 1 and n 2 and the order of g modulo n is e, by the definition of u, we have
denotes the multiplicity of each element in the set {1, 2, · · · , n 1 − 1}. We can write g s x j in the form
. . .
where k li is an positive integer, 1 ≤ l ≤ n 1 − 1 and 1 ≤ i ≤ (n 2 − 1)/4. Since s ranges over {0, 1, · · · , e−1}, we divides the W j set into (n 2 −1)/4 subsets each of which contains n 1 − 1 consecutive integers, i.e., g s+j mod n 1 takes on each element of {1, 2, · · · , n 1 − 1} exactly
times. From Eq. (11), it follows that if t ∈ Q, we have β (m+k li n1)t = β mt , where 1 ≤ m ≤ n 1 − 1. It follows from Eq.(10) that
For t ∈ P , we can get the result by similar argument.
Lemma 13. For any r ∈ W i , we have rW j = W (i+j)(mod d) , where rW j = {rt | t ∈ W j }.
Proof. We have
n , there must exist an integer υ with 0 υ e − 1 such that u d = g υ , therefore, we must have rW j = W (i+j)(mod d) .
Lemma 14. Let D 0 = W 0 ∪ W 2 and D 1 = W 1 ∪ W 3 and rest of the symbols be same as before. For all t ∈ Z n we have
Proof. Since gcd(n 1 , n 2 ) = 1, then tP = P if t ∈ P . By Eq. (8), Eq. (9) and Lemma 12, we get
If t ∈ Q, then tP = 0. By Eq. (8), Eq. (9) and Lemma 12, we get
If t ∈ D 0 , we have two cases: Case I: Let t ∈ W 0 , then by Lemma 13, we have tW i = W i . Since gcd(t, n 2 ) = 1, then tP = P if t ∈ W 0 . Hence
Case II: Let t ∈ W 2 , then by Lemma 13, we have tW i = W (i+2)(mod 4) for 0 i 5. Since gcd(t, n 2 ) = 1, then tP = P if t ∈ W 2 . Hence
Similarly, if t ∈ D 1 , we have two cases: Case I: Let t ∈ W 1 then by Lemma 13, we have tW i = W (i+1) . Since gcd(t, n 2 ) = 1, then tP = P if t ∈ W 1 . We have β n − 1 = (β − 1)( 
Hence
From Eq. (9), we know that i∈P β i = −1 and by the definition of Λ(β), we have Λ(β t ) = −(Λ(β)+1).
Proof. We have gcd(n, q) = 1, i.e., q ∈ Z * n , then q ∈
, similarly, the result follows from Lemma 14.
Proof. We have
Then, we get
First suppose that n 1 n 2 ≡ 5 (mod 8). By Lemma 4, −1 ∈ W 2 and that
i∈W3 j∈W3
Substituting the values frpm Eq. (14) -Eq. (16) into Eq. (13) and combining Lemma 3, Lemma 2 and Eq. (12), we get
Similarly, we prove that if n ≡ 1 (mod 8), then Λ(β)(Λ(β) + 1) = n−1
.
Note that
Lemma 17. If n ≡ 5 (mod 8) and
Proof. Clearly, D 0 is a subgroup of Z * n . Hence, D 0 is a multiplicative group. Since q is a power of p, it is sufficient to prove that p ∈ D 0 . First, we assume that n ≡ 5 (mod 8) and n−1 4 ≡ 0 (mod p). For p = 2, we do not have any possibility. Therefore, we suppose that n ≡ 1 (mod 8) and n−1 4 ≡ 0 (mod p). For p = 2, by Lemma 5, we have only one possibility:
. Suppose on the contrary that 2 ∈ D 1 . By definition of Whiteman's generalized cyclotomic classes 2 = u s g i , 0 i e − 1 and s is odd. From Eq.(4), we have
Therefore, 2 must be a quadratic residue (non residue, respectively) modulo n 1 if it is a quadratic non residue (residue, respectively) modulo n 2 . It follows that the possibility in Eq. (18) is not possible. This gives a contradiction, therefore 2 ∈ D 0 . We now prove this lemma for the case that p is an odd prime. First, we assume that n ≡ 5 (mod 8) and
. By Lemma 4, we have n 1 ≡ 1 (mod 8) and n 2 ≡ 5 (mod 8) or n 1 ≡ 5 (mod 8) and n 2 ≡ 1 (mod 8). Thus, (n 1 + n 2 )/2 is odd. If
By the Law of Quadratic Reciprocity, if p and n i are odd prime, then we have
where (−) is the Legendre symbol. Now,
Suppose on the contrary that p ∈ D 1 . By the definition, p = u s g i , 0 i e − 1 and s is odd. We have
Since s is odd, then we must have
This contradicts Eq.(19). Thus, p ∈ D 0 . Similarly, we prove that if n ≡ 1 (mod 8) and
we need to discuss the factorization of x n − 1 over GF(q). Let β and other symbols be the same as before. Define for each i; 0 ≤ i ≤ 3,
where W i denote the Whiteman's cyclotomic classes of order 4. Among the nth roots of unity β i , where 0 ≤ i ≤ n − 1, the n 2 elements β i , i ∈ P ∪ {0}, are n 2 th roots of unity, the n 1 elements β i , i ∈ Q ∪ {0}, are n 1 th roots of unity. Hence,
Then, we have
In the sequel, let L λ and m λ (x) be the linear complexity and minimal polynomial of binary Whiteman's generalized cyclotomic sequence of order 4 with respect to the two primes n 1 and n 2 . Let
(mod p) and △ = (n1+1)(n2−1) 2 (mod p). We have the following theorem. 
In this case, the cyclic code C λ over GF(q) defined by the sequence λ ∞ has parameters [n, k, d] and generator polynomial m λ (x) is given above, where the dimension k = n − deg(m λ (x)). (II) When n ≡ 5 (mod 8) and n−1 4 ≡ 0 (mod p) or n ≡ 1 (mod 8) and
In this case, the cyclic code C λ over GF(q) defined by the sequence λ ∞ has parameters [n, k, d] and generator polynomial m λ (x) as given above, where the dimension k = n − deg(m λ (x)). (j)
Example 1. Let (p, m, n 1 , n 2 ) = (2, 1, 5, 13). Then q = 2, n = 65 and C λ is a [65, 29, 12] cyclic code over GF(q) with generator polynomial g(x) =
Example 2. Let (p, m, n 1 , n 2 ) = (3, 1, 17, 5). Then q = 3, n = 85 and C λ is a [85, 37, 17] cyclic code over GF(q) with generator polynomial g(x) = We did some computation and our computation shows that upper bound on the minimum distance for this code is 81.
Remark. It was proved in Theorem 1 that the characteristic set C 1 = P ∪ W 1 ∪ W 3 is an almost difference set when n 2 = n 1 + 4. Example 5 give an almost difference set of Whiteman's generalized cyclotomic sequence of order 4.
Conclusion.
We can see by Theorem 1 that the autocorrelation values of the WGCS-I of order 4 has good autocorrelation property under certain condition. The best case is when n 2 − n 1 = 4, in this case, the periodic autocorrelation value is three-valued, i.e., its characteristic set C 1 is an almost difference set. In the case Λ(β) / ∈ {0, 1}, the least value of linear complexity is n − (n 1 + n 2 − 1) and in the case Λ(β) ∈ {0, 1}, the least value of linear complexity is n − (n1+1)(n2+1)−2 2 > n 2 . Our results show that these binary sequence of order 4 over GF(q) presented in this paper are very good in terms of linear complexity. We have constructed several classes of cyclic codes over GF(q) using the WGCS-I of order 4 and also obtained the lower bounds on the minimum distance of these cyclic codes Department of Applied Mathematics, Indian School of Mines, Dhanbad 826 004, India E-mail address: priti.jsr13@gmail.com,kewat.pk.am@ismdhanbad.ac.in
