







Analogijsko zaključivanje i značenja 
riječi u višedimenzionalnom prostoru
Sažetak
Rad istražuje temeljnu misao i pretpostavku simboličke logike oko pojmova kao atomarnih 
komponenti (uvedenih prilikom definiranja sustava i koji se ne mogu dalje razlagati), i uvo­
di drugačiji formalizam, baziran na umjetnim neuralnim mrežama za formalizaciju logičkog 
zaključivanja kao kognitivnog procesa, što definira pristup koji nazivamo subsimboličkom 
logikom primijenjenoj na analogijsko zaključivanje kao punopravnom obliku zaključivanja. 
Istražujemo i kognitivne aspekte takvog pristupa, posebice u kontekstu izolacije i reproduk­
cije spontanih, ali neispravnih formi zaključivanja (logičkih pogreški) svojstvenih logič­
kom zaključivanju kao kognitivnom procesu. Ovo je danas dominantna tehnika u umjetnoj 
inteligenciji, no filozofijske su posljedice ovog pristupa u potpunosti neistražene. Prema 
našim spoznajama, ovo je prvi pokušaj da se uz pomoć umjetnih neuralnih mreža analizira 






























































Logika kao empirijska i deskriptivna
Pitanje	o	 tome	 je	 li	 logika	empirijska	postavili	 su	Hilary	Putnam	(1969)	 i	
Michael	Dummett	(1978).	Obje	su	kritike	imale	nešto	zajedničko:	kritizirale	





























(1904),	 puno	 je	 bliža	 našoj	 tezi,	 a	 zasniva	 se	 na	 tome	 da	 je	 zaključivanje	
mentalni	 proces.	Mi	 se,	međutim,	 razlikujemo	od	 Jerusalema	 i	 Sigwarta	 u	






























govori	 u	 prilog	 tezi	 da	 su	 logičke	pogreške	bliske	 ljudskom	 razmišljanju	 i	
sastavni	su	dio	zaključivanja	kao	kognitivnog	procesa.
Subsimboličkim	 pristupom	 ovaj	 se	 fenomen	može	 očuvati	 na	 način	 da	 se	
repliciraju	logičke	pogreške.	Premda	ovo	djeluje	nepoželjno,	logičke	pogreš-
ke	sastavni	su	dio	zaključivanja	kao	kognitivnog	procesa	i	bilo	koji	formalan	
sustav	 koji	 želi	modelirati	 zaključivanje	 kao	 kognitivni	 proces	mora	moći	































Iz	 računalne	 perspektive,	 vektori	 se	 mogu	 shvatiti	 kao	 uređena	 n­torka	
ili	 lista	koja	 ima	dodatna	svojstva	koje	obične	n­torke	 ili	 liste	nemaju.	U	
ovom	nam	 radu	 ta	 dodatna	 svojstva	 nisu	 važna,	 a	 sve	 što	 je	 ovdje	 izne-
seno a fortiori vrijedit	će	i	za	potpuno	rigorozno	definirane	vektore.	Ako	
su	x1,x2,...,xn	proizvoljni	realni	brojevi,	tada	strukturu	(x1,x2,...,xn)	nazi-













Predmeti	 reprezentirani	kao	 searleovski	grozd	opisa	 sačinjenih	od	njihovih	
svojstava	mogu	se	shvatiti	kao	n­dimenzionalni	vektori,	odnosno	 liste	gdje	
























































































































Glavni	 problem	 dosadašnjih	 logičkih	 sustava	 zaključivanja	 temeljenih	 na	

































Kao	 i	 drugim	brojnim	 tezama	u	 lingvistici	 i	 ovoj	možemo	pronaći	preteče	
















































































































































output	 preko	 distribuiranih	mentalnih	 reprezentacija.	Možemo	 zamisliti	 da	
se	neki	ispravan	zaključak	sastoji	od	100	aktiviranih	neurona.	To	otvara	put	
fenomenima	nalik	sorites	paradoksu,	ali	kod	mentalnih	procesa.	Pitanje	koje	








naučiti	 sličnost	 pojmova,	 što	 je	 osnova	 za	 analogijsko	 zaključivanje	 kao	











kao	 osnove	 za	 subsimboličko	 zaključivanje,	 u	 nadi	 da	 ćemo	 u	 budućnosti	
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Sandro Skansi, Davor Lauc
Analogical Reasoning and 
Word-Meanings in a Multidimensional Space
Abstract
The present work explores the underlying thought behind symbolic logic which accepts con­
cepts as atomic components, and we introduce a different formalism based on artificial neural 
networks for the formalization of logical reasoning as a cognitive process, which defines an 
approach we call subsymbolic logic. We apply this approach to analogical reasoning, which we 
argue is the proper reasoning. We also explore the cognitive aspects of this approach, especially 
in isolating and reproducing spontaneous but erroneous forms of reasoning (cognitive biases) 
which are a part of logical reasoning viewed as a cognitive process. Today, it is the dominant 
technique in artificial intelligence, but the philosophical aspects of such an approach remain 
mostly unexplored. To the best of our knowledge, this is the first such attempt at using artificial 
neural networks to analyse analogical reasoning.
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