Abstract. Using double counting, we prove Delsarte inequalities for q-ary codes and their improvements. Applying the same technique to q-ary constantweight codes, we obtain new inequalities for q-ary constant-weight codes.
Introduction
Let F q be a finite field with q elements and let n be a positive integer. The (Hamming) distance between two vectors u and v in F n q , denoted by d (u, v) , is the number of coordinates where they differ. A q-ary code of length n is a subset of F n q . If C is a q-ary code (of length n), then each element of C is called a codeword. The size of C, denoted by |C|, is the number of codewords in C. Let C be a q-ary code of length n. The distance distribution {B i } n i=0 of C is defined by
It is well known that for each k = 1, 2, . . . , n, n i=0 P k (n; i)B i ≥ 0,
where P k (n; x) is the Krawtchouk polynomial given by
The inequalities (2) are called the Delsarte inequalities, which were proved by Delsarte in 1973 [1] . These equalities are extremely useful in coding theory (they are used to give upper bounds on sizes of q-ary codes through linear programming [1, 2] ). When q = 2, using double counting, Kang, Kim, and Toan were able to prove simultaneously the Delsarte inequalities and two known improvements when the size of the binary code is odd and congruent to 2 modulo 4, respectively [3] . Applying the same technique to binary constant-weight codes, they obtained new linear inequalities, which allowing them to give new upper bounds on sizes of binary constant-weight codes.
The purpose of this paper is to generalize the results in [3] to arbitrary q-ary codes. In Section 2, we prove simultaneously Delsarte inequalities for q-ary codes and their improvements (Theorem 2.6). Applying the same technique to q-ary constant-weight codes, in Section 3, we obtain new inequalities for q-ary constantweight codes (Theorem 3.4). These inequalities generalize inequalities shown bÿ Ostergård in [4] .
Delsarte Inequalities for q-Ary Codes
In this section, we prove the Delsarte inequalities for q-ary codes and their improvements. For the improvements of the Delsarte inequalities, see [5] . A simple proof of the Delsarte inequalities appeared in [6] . For two vectors a = (a 1 , a 2 , . . . , a j ) and
and
Proof. The proof is straightforward by using induction on j.
Lemma 2.2. Suppose that n 1 + n 2 + · · · + n h = M , where M is a constant and n c (c = 1, 2, . . . , h) are nonnegative integers. Then the sum
is maximum if and only if |n c − n d | ≤ 1 for all c = d.
Proof. Suppose that there exist
Let C be a q-ary code of length n with distance distribution {B i } n i=0 and let M = |C|. Consider C as an M × n matrix (where each c ∈ C is a row). The mth row of C is denoted by (c m1 , c m2 , . . . , c mn ), m = 1, 2, . . . , M . Let u 
By definition,
Lemma 2.3. Suppose that C is a q-ary code of length n with size M . Then for each k = 1, 2, . . . , n,
where r is the remainder when dividing M by q.
Proof. Write M = sq + r, where s is an integer and 0 ≤ r < q. For each α ∈ (F * q ) k and each relation i 1 < i 2 < · · · < i k , we always have
By Lemma 2.2, the sum
is maximum when
for q − r values of e and
for the other r values of e. This means
The result then follows since
For each k = 1, 2, . . . , n, we introduce the polynomials
Lemma 2.5. Suppose that C is a q-ary code of length n with size M and distance distribution {B i } n i=0 . Then for each k = 1, 2, . . . , n,
Proof. Write C = (c mi ). Let S 1 (k) be the number of pairs (A, α) satisfying the following conditions.
For two row u = (c m1 c m2 · · · c mn ) and v = (c l1 c l2 · · · c ln ), we first choose a set I 1 containing j coordinates (0 ≤ j ≤ d(u, v)) where u and v differ and choose another set I 2 containing k − j coordinates where u and v are the same. Let
choices for such i 1 < i 2 < · · · < i k . Now fix u, v, j, and
By Proposition 2.1, there are exactly
such that (23) holds. Since (α t ) it∈I2 can be chosen arbitrarily, we get in total
choices for α. In conclusion,
Now for each
choices for m = l such that
(25) and (27) give
Finally,
Theorem 2.6. (Improved Delsarte inequalities). Suppose that C is a q-ary code of length n with size M and distance distribution {B i } n i=0 . If r is the remainder when dividing M by q, then for each k = 1, 2, . . . , n,
Proof. By Lemmas 2.5 and 2.3,
Since P k (n; 0) = (q − 1)
k n k and B 0 = 1, the above inequality gives the desired result.
Inequalities for q-Ary Constant-Weight Codes
Let C be a q-ary constant-weight code of length n and constant-weight w. Let M = |C|. As before, consider C as an M ×n matrix (where each c ∈ C is a row). The mth row of C is denoted by (c m1 , c m2 , . . . , c mn ), m = 1, 2, . . . , M . Let u
Proof. Let S 0 (k) be the number of pairs (B, α) satisfying the following conditions.
(a) B = (c mi1 c mi2 · · · c mi k ), where m = 1, 2, . . . , M and
Let u = (c m1 c m2 · · · c mn ) be a row of C. In the proof of Lemma 2.5, if v is the zero vector, then the number of α ∈ (F * q ) k and i 1 < i 2 < · · · < i k such that
Therefore,
Now for each α = (α 1 , α 2 , . . . , α k ) ∈ (F * q ) k and k columns u
choices for m such that α 1 c mi1 + α 2 c mi2 + · · · + α k c mi k = 0. Hence,
(35) and (37) gives the desired result. 
is maximum if and only if |n 1i − n 1j | ≤ 1 for all i = j and |n ci − n di | ≤ 1 for all i = 1, 2, . . . , N and all 2 ≤ c < d ≤ q.
Proof. Suppose that there exist i 0 = j 0 such that n 1i0 −n 1j0 > 1. Since
and the other entries of A
′ are the same as those of A. We have
Similarly, suppose that there exist i 0 (1 ≤ i 0 ≤ N ) and c 0 = d 0 such that c 0 ≥ 2, d 0 ≥ 2, and n c0i0 −n d0i0 > 1. Then let A ′′ be the matrix defined by n ′′ c0i0 = n c0i0 −1, n ′′ d0i0 = n d0i0 + 1, and the other entries of A ′′ are the same as those of A. We have
Let C be a q-ary constant-weight code of length n and constant-weight w. Let M = |C|. For each k = 1, 2, . . . , n, denote
where • q k and r k are the quotient and the remainder, respectively, when dividing
k n k , • s k and t k are the quotient and the remainder, respectively, when dividing q k by (q − 1), • s ′ k and t ′ k are the quotient and the remainder, respectively, when dividing q k + 1 by (q − 1). Lemma 3.3. Suppose that C is a constant-weight code of length n and constantweight w. Let S(k) be defined by (11). Then for each k = 1, 2, . . . , n,
Proof. Let N = (q − 1) k n k and let A be the q × N matrix defined as follows.
• The rows of A are indexed by c (c = 1, 2, . . . , q).
• The columns of A are indexed by pairs (α,
By Lemma 3.1,
Also, by definition,
Hence, we can apply Lemma 3.2 to the matrix A. Lemma 3.2 implies that S(k) is maximum when
for the other r k pairs (α, i 1 < · · · < i k ). Furthermore, for each pair (α, i 1 < · · · < i k ), the following must hold.
for q − 1 − t k values of e ≥ 2 and
for the other t k values of e ≥ 2.
for the other t ′ k values of e ≥ 2. Therefore,
is the distance distribution of a q-ary constantweight code C of length n and constant-weight w. Then for each k = 1, 2, . . . , n,
where
Proof. Considering C as a q-ary code and applying Lemma 2.5, we get
By Lemma 3.3,
Hence,
When k = 1, Theorem 3.4 implies the following corollary, which appeared in [4] (see [4, Theorem 12] ). 
This implies
By hypothesis, M w = kn + t (0 ≤ t < n). Hence, if q 1 and r 1 are the quotient and the remainder, respectively, when dividing 2(q−1)M q P − 1 (n; w) = (q − 1)M w by (q − 1)n, then q 1 = (q − 1)k and r 1 = (q − 1)t. We also have s 1 = k, t 1 = 0, s 
From (62) and (63), we get the desired result
