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ABSTRACT
Conventionally, the operation and stability of power systems have been governed
by the dynamics of large synchronous generators (SGs) which provide the inertial
support required to maintain the resilience and stability of the power system. How-
ever, the commitment of the UK to drive a zero-carbon economy is accelerating
the integration of renewable energy sources (RESs) into the power system. Since
the dynamics and operation of RESs differs from SGs, the large-scale integration of
RESs will significantly impact the control and stability of the power system.
This thesis focuses on the design of grid-friendly control algorithms termed virtual
synchronous machines (VSMs), which mimic the desirable characteristics of SGs.
Although several VSM topologies have been proposed in literature, most of them
require further modifications before they can be integrated into the grid. Hence,
a novel VSM algorithm for permanent magnet synchronous generator based wind
turbines has been proposed in this thesis.
The proposed VSM performs seamlessly in all operating modes and enables maxi-
mum power point tracking in grid-connected operation (assuming strong grid), load
following power generation in islanded mode and fault ride-through during faults.
To ensure optimal performance of the VSM in all operating modes, a comprehensive
stability analysis of the VSM was performed in the event of small and large per-
turbations. The result of the analysis was used to establish design guidelines and
operational limits of the VSM.
This thesis further evaluates the impact of VSMs on the power systems low-frequency
oscillations (LFOs). A detailed two-machine test-bed was developed to analyze the
LFOs which exists when VSMs replace SGs. The characteristics of the LFO modes
and the dominant states was comprehensively analyzed. The LFO modes which
exists in an all-VSM grid was also analyzed. Further, the role of the power system
stabilizers in an all-VSM grid was comprehensively evaluated. An IEEE benchmark
two-area four-machine system was employed to validate the results of the small-
signal analysis.
The analysis and time-domain simulations in this thesis were performed in the MAT-
LAB/SIMULINK environment.
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1. INTRODUCTION
1.1 Background
Energy is the key driver for the socio-economic growth and development of any
nation [1], [2]. Since the industrial revolution in the 19th century, the world en-
ergy demand has increased exponentially [2], [3]. This has led to the tremendous
expansion in the electrical power system, which is now one of the largest indus-
tries, ubiquitous in most regions of the world [3]–[5]. Currently, the power system is
dominated by large fossil-fueled synchronous generators (SGs), which provide power
to load centres via interconnected transmission lines [3], [6]. The SGs operate in
synchronism and inherently provide damping and inertial response to mitigate the
impact of disturbances on the network; thus, maintaining the stability and reliabil-
ity of the power system [7], [8]. However, the adverse enviro-economical impact of
the conventional fossil-fueled SGs, is driving the revolution for an alternative energy
source which is clean and sustainable [9]–[11].
The power system is transitioning from the centralized fossil-fuel based system to a
decarbonized and decentralized smart system with energy prosumers (producers +
consumers) [12]–[15]. It is estimated that the decarbonisation of the energy sector
by 2050 will add $52 trillion to the global GDP, and a 62% reduction in air pollution
related ailments [16], [17]. The British National Grid is committed to decarbonize
the energy sector by replacing the conventional fossil-fueled SGs with renewable en-
ergy sources (RESs) [17], [18]. Fig. 1.1 illustrates the projected power generation
trend for the Great Britain (GB) [18].
1. Introduction
Fig. 1.1. Trend of GB power generation “Customer Transformation Scenario” [18].
In Fig. 1.1, the combination of bio-energy with carbon capture and storage is
termed as BECCS [18]. From Fig. 1.1, it is evident that the proportion of RESs in
the generation mix will increase exponentially, while fossil-fueled SGs will be com-
pletely retired by 2050.
RESs are often clustered with local loads, energy storage systems (ESSs) and other
distributed energy resources (DERs) to form a microgrid [19], [20]. The microgrid
functions as a single controllable entity, which can be grid-connected via a point
of common coupling (PCC), and can operate in isolation from the grid (islanded
mode) [21], [22]. Currently, most RESs operate in grid-following mode, where the
grid imposes the voltage and frequency, and the RESs injects a pre-defined amount
of power into the network [23], [24]. In islanded mode of operation, the microgrid
must regulate the voltage and frequency within stipulated limits by maintaining
power balance [25], [26]. A plethora of droop topologies have been proposed in lit-
erature to enable reliable operation of microgrids in islanded mode [27]. However,
the conventional droop topologies are unable to provide support for the grid during
2
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contingencies (e.g. blackout, fault), and are prone to transient instability [28], [29].
Moreover, reports from various electricity system operators (ESOs) have demon-
strated that the increasing penetration of RESs poses significant operational and
control challenges, and impacts the power system stability [8], [30], [31].
.
1.2 Power system stability
Power system stability deals with the ability of the power system to regain a state of
operating equilibrium after being subjected to disturbances from its initial operating
condition [3], [32]. Regulatory and financial constraints have forced ESOs to operate
power systems close to their stability limits [3]. Also, the increasing penetration of
RESs adds more strain on the power system network, and significantly impacts the
power system dynamics and stability [33], [34]. Holistically, power system instability
is a single problem; however, instabilities in the power system are impacted by
diverse and wide-ranging factors [32]. Hence, the power system stability has been
systematically categorized to facilitate the analysis, operation and control of the
power system. The power system stability can be classified into (a) rotor angle
stability (b) frequency stability (c) voltage stability, and this is illustrated in Fig.
1.2 [35].
1.2.1 Rotor angle stability
The rotor angle (or angular) stability deals with the ability of interconnected SGs to
generate adequate restoring forces after being subjected to disturbances, in order to
maintain synchronism [3], [32]. It involves the study of the low-frequency oscillations
(LFOs) inherent in power systems. The rotor angle stability is subdivided into small-
disturbance angle stability and transient stability [35].
Small-disturbance (or small-signal) angle stability deals with the ability of SGs in a
system to remain in synchronism after being subjected to small disturbances (e.g.
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Fig. 1.2. Classification of power system stability [35].
small variations in the system loading) [32]. This disturbance is usually considered
small enough, such that the resulting system response can be linearized for the
purpose of analysis [3], [35]. The small-signal angle stability will be discussed further
in chapter 2.
Transient stability (or large-disturbance angle stability) deals with the ability of
the power system to maintain synchronism when subjected to large disturbances
(e.g. 3-phase faults, loss of large SGs) [32], [35]. Time domain simulations are
commonly employed to observe and analyze the non-linear response resulting from
transient disturbances [3]. Loss of synchronism due to transient disturbances are
usually evident from 2–3 seconds after the initial disturbance [3]. Although the
angular stability of power systems dominated by SGs has been well studied, the
impact of RESs on the power system angular stability has not been well established
in literature [36]. Hence, an accurate and comprehensive study on the impact of
RESs on the power system angular stability will be discussed in chapter 4.
1.2.2 Frequency stability
Frequency stability deals with the ability of the power system to maintain an ac-
ceptable frequency profile following a severe imbalance in the generation and load
demand (e.g. loss of power infeed) [32]. The British National Grid stipulates that
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the frequency f is maintained within 1% of its nominal value (i.e. f = 1 ± 0.01
pu) [37]. Frequency is a global variable (i.e. the measured frequency at steady state
has virtually same value throughout the system), which reflects the active power
balance in the system [7], [11]. At the instant of a power imbalance in the system,
SGs provide inertial response using the kinetic energy (K.E) stored in their rotor.
This is followed by the governors action to drive the frequency to its nominal value
by either increasing or decreasing the power output of the SG [3], [38]. For large
disturbances, coordinated control of generation reserves and protection devices are
required to ensure a desirable frequency response [32], [38]. Frequency instability
often arises in the form of sustained frequency swings which may lead to tripping of
loads [3]. The increasing penetration of intermittent RESs, will pose significant chal-
lenges on the frequency stability of the power system [7], [38]. Hence, appropriate
control topologies must be employed by RESs to maintain the frequency stability of
the power system.
1.2.3 Voltage stability
Voltage stability deals with the ability of the power system to maintain acceptable
voltage levels at all buses after being subjected to disturbances [5], [32]. Voltage is a
local variable, and it reflects the reactive power balance at a bus. Unlike frequency,
different operating requirements are stipulated at different voltage levels [37]. The
British National Grid stipulates the most stringent voltage V regulation at 400 kV
(where V = 1 ± 0.05 pu), while the least stringent voltage regulation is stipulated at
275 kV & 132 kV (where V = 1 ± 0.10 pu). Voltage instability is common in heavily
stressed systems, and often arises in the form of a progressive and uncontrollable
increase or decrease of voltage at some buses [3], [5]. Voltage stability can be further
subdivided into two categories (a) small-disturbance (b) large disturbance voltage
stability.
Small-disturbance voltage stability refers to the ability of the power system to main-
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tain steady voltages when subjected to minor disturbances (e.g. load perturbation)
[5]. Large-disturbance voltage stability is concerned with the ability of the power
system to maintain stability when subjected to large disturbances (e.g. 3-phase
fault) [32]. Large disturbances can be accompanied by cascaded events which leads
to voltage collapse [5]. It is noted that majority of the stability challenges arising
from increasing RESs are associated with voltage instability [39]. Further, voltage
and frequency disturbances will become more intertwined with increasing RESs,
such that voltage disturbances will impact the frequency stability and vice-versa
[40]. Hence, this research work focuses on the design of control paradigms for RESs
which are resilient to power system disturbances (both small and large), thus ensur-
ing the stability and reliability of the power system.
1.3 Original Contribution
Conventionally, large SGs inherently provide and maintain the power system inertia
and short-circuit level at acceptable levels, to ensure stable, robust and reliable op-
eration of the power system [7]. However, with the commitment of the UK to reduce
80% of its greenhouse emission by 2050, the power system must be decarbonized,
with RESs replacing fossil-fueled SGs [18].
Recent reports from the British National Grid have shown that the increasing pen-
etration of RESs has led to undesirable trends including increasing frequency and
voltage oscillations, declining frequency response, reduction in short-circuit levels,
system inertia and reactive power support [40]–[42]. Similar studies have also shown
that the stable operating limit (or tipping point) for the instantaneous penetration
of RESs in the Irish Grid is approximately 65% [43]. For the UK to meet the 2050
target [44], without jeopardizing the grid stability and reliability, RESs must em-
ploy control paradigms which offer similar robustness as the conventional SGs [15],
[45]. Hence, the concept of virtual synchronous machines (VSMs), which mimic the
desirable characteristics of the SG, has been proposed as a grid-friendly approach to
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integrate RESs into the grid [34], [46]. Although various topologies have been pro-
posed in literature for VSM implementation, most of the VSM models do not guar-
antee seamless transition between grid-connected and islanded mode of operation.
Moreover, most of the detailed VSM models are very complex and computationally
intensive, while some of the simpler models are not well adapted for operation in
islanded mode. This thesis proffers a novel VSM strategy for the control of RESs,
which enables:
(1) Seamless transition from grid-connected to islanded operation and vice-
versa.
(2) Maximum power point tracking (MPPT) and load following power gener-
ation (LFPG) in grid-connected and islanded modes, respectively.
(3) Fault ride-through (FRT) capability during faults.
(4) Easy application to industrial standard dq current control approach, thus
minimizing the required system changes.
To ensure optimal operation, a comprehensive analysis of the proposed VSM was
performed in the event of small and large perturbations. A detailed mathematical
model of the VSM was developed to enable accurate small-signal stability analy-
sis. Also, the transient analysis was performed using a detailed non-linear model.
From the resulting analysis, design guidelines were established to ensure optimal
performance of the VSM in all operating modes.
Further, this thesis comprehensively analyzes the impact of VSMs on the power
systems LFOs. This was achieved by:
(1) Developing a detailed two-machine test-bed which enables accurate evalu-
ation of the LFO modes from the participating generators.
(2) Comprehensive analysis on the impact of replacing SGs with VSMs
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(3) Comprehensive analysis of the LFO modes which exists in an all-VSM
power system.
(4) Evaluation of the role of power system stabilizers (PSSs) in an all-VSM
power system.
1.4 Thesis Outline
This thesis is structured as follows:
Chapter 2 provides a comprehensive review of the state-of-the art VSM topologies
proposed in literature. A detailed explanation of the operation and control of each
VSM topology is presented. The advantages and drawbacks of each VSM approach
are comprehensively detailed. Also, the techniques for analyzing and damping the
LFOs inherent in power systems are comprehensively reviewed. Further, the impact
of VSMs on LFOs, including the solutions discussed in literature are comprehen-
sively detailed. Finally, the research gaps and drawbacks of the previous studies are
detailed.
Chapter 3 presents a VSM strategy for permanent magnet synchronous generator
(PMSG) based wind turbines which enables seamless operation in all operating
modes. It guarantees MPPT in grid-connected operation (assuming strong grid),
LFPG in islanded operation, provides weak grid support, and FRT capability during
faults. A small-signal stability analysis was performed to provide design guidelines
for the VSM, while transient analysis were performed to confirm optimum opera-
tions in all scenarios.
Chapter 4 presents a detailed analysis on the impact of VSMs on the LFOs inherent
in the power system. A detailed two-machine test-bed was developed to analyze
the LFOs which exists when VSMs replace SGs. The role of PSSs in an all-VSM
grid was comprehensively evaluated. The IEEE benchmark two-area four-machine




Chapter 5 presents a general conclusion of the overall work and provides some rec-




The concept of grid-friendly converters with plug and play capabilities are envisaged
as the solution to overcome the challenges associated with the increasing integration
of RESs into the power system [34]. SGs inherently provide the necessary grid sup-
port, which ensures a reliable, robust and stable operation of the power system [11],
[34], [39]. However, with the increasing replacement of SGs with RESs, operational
difficulties and change in desirable system dynamics have been reported by grid op-
erators [39], [47]. Hence, the concept of VSMs which mimic the dynamics of the SG
have been proposed in literature [34], [46]. Further, owing to the similarities of the
dynamics of the VSM with the SG, it is envisaged that the LFOs inherent in the
conventional power system may also be present in a VSM dominated grid. Hence,
this chapter provides a comprehensive review of the state-of-the art VSM concepts
proposed in literature. Also, the impact of VSMs on LFOs, including the solutions
discussed in literature are comprehensively detailed. Finally, the research gaps and
drawbacks of the previous studies are discussed in the conclusion.
2.2 Review of VSM topologies
This section provides a comprehensive review of the state-of the art VSM topologies
in literature, including the merits and drawbacks of each approach.
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Fig. 2.1. Topology of VISMA and the grid interface [46].
2.2.1 VISMA
The pioneer VSM algorithm was presented in [46], [48] and termed VISMA. It em-
ploys the 5th order model of the SG to fully capture the static and dynamic charac-
teristics of the SG. The input and output of the VISMA algorithm, are the 3-phase
measured voltage ~V and 3-phase reference current respectively ~i∗. A fast hysteresis
controller processes~i∗, to derive the desired VSM operation. Unlike the conventional
SG, VISMA allows bi-directional flow of active and reactive power, which caters for
energy storage applications. The topology of the VISMA is illustrated in Fig. 2.1,
and is described by (2.1)–(2.3) [46]:














Where ~e = [ea eb ec]
T is the induced electromotive force (EMF) in the stator winding
(in abc frame), Rs is the stator resistance and Ls is the stator inductance. The measured
current ~i = [ia ib ic]





T in the hysteresis controller. The
notations J , ωr, P , Tm, Te, Dp, f(s) and θ respectively represent the moment of inertia,
virtual angular frequency, active power, mechanical torque, electromagnetic torque, damp-
ing coefficient, phase compensation term and phase angle. The induced EMF reference
E∗ determines the magnitude of ~e. Although the VISMA offers considerable support for
the grid-connected operation, the voltage in islanded mode is highly distorted for no-load
(and presumably low-load) conditions. From Fig. 2.1, it is also observed that the VISMA
does not employ any control for the reactive power Q injected to the grid. Furthermore,
when the current tracking error from the hysteresis controller is large, the VISMA does
not satisfactorily replicate the desired SG dynamics [34]. Ref. [49] proposed enhancing the
islanded operation of the VISMA by implementing a PWM based control. To achieve this,
the input and output parameters of the VISMA were swapped such that; the measured
grid current and grid voltage are the input and output parameter respectively. Although
this alteration improved performance in the islanded mode, the model employs a differen-
tiator to obtain the output voltage from the current, which may lead to instability (since
differentiators have a tendency to amplify noises and harmonics). Ref. [50] proposed
mitigating grid harmonics by synthesizing the difference between ~e and V by a distortion
compensation factor, prior to processing by the hysteresis controller. Ref. [51] observed
that neglecting the transient and sub-transient dynamics of the stator in the VISMA design
resulted in undesirable transient performance. Hence, the authors [51] proposed employ-
ing an auxiliary controller in parallel with the VISMA. The auxiliary controller employs
an exact replica of the VISMA but with easily adjustable parameters based on the change
in operating conditions. Although this approach improves the transient performance, it
increases the system complexity and significantly increases the computational burden on




Ref. [34], [52] proposed a VSM strategy, which offers the same dynamics as the SG
from the grid point of view. Similar to the VISMA, this VSM also employs a detailed
mathematical model of the SG and is termed a synchronverter. It embodies a round rotor
machine (i.e. the direct and quadrature axis have the same synchronous reactance), but
neglects the dampers, eddy current and iron core losses. The synchronverter is equipped
with frequency and voltage droop control loops which enable parallel operation of multiple
units. The frequency droop mechanism is achieved by comparing ωr with the angular
frequency reference ω∗ as shown in Fig. 2.2. Here, Dp provides both damping and P − ω
droop. Unlike the VISMA, the synchronverter has a dedicated control loop for Q. The
systems voltage is regulated by comparing the measured voltage V with the reference
voltage V ∗. The error in the measured voltage is added to the reactive power control
loop as shown in Fig. 2.2. The voltage drooping coefficient Dq determines the V − Q
droop. The notation 〈·, ·〉 denotes the inner product in R3, and the overall dynamics of






(Tm − Te −Dp(ω∗ − ωr)) (2.4)
Te = −Mf if 〈~i, s̃inθ〉 (2.5)
E = ωrMf if (2.6)
e = Es̃inθ (2.7)
P = E〈~i, s̃inθ〉 (2.8)
Q = −E〈~i, c̃osθ〉 (2.9)
Where P ∗, Q∗, E, if , and Mf represents the reference active power, reference reactive
power, amplitude of the induced EMF, field excitation current, and maximum mutual
inductance between the stator windings and the field winding.






















Fig. 2.2. Control topology of the synchronverter [34].
An advantage of the synchronverter over the SG, is the freedom of tuning system
parameters as required (i.e. parameters such as inertia and mutual inductances are not
physical) to obtain the desired performance. However, the synchronverter also exhibits
all the undesirable phenomena present in the SG including: loss of stability due to under-
excitation, and hunting phenomena. It is also observed that the synchronverter (see Fig.
2.2) employs a pure integrator to generate θ. However, since the integrator accumulates
the previous input states over time, this will cause a challenge in reconnection to the
grid from islanding, when the integrator must be reset to achieve synchronization. This
necessitates a communication from the PCC to the VSM to reset the integrator when re-
connecting to the grid. Otherwise, there might be a phase shift between the VSM unit and
the grid, which can even trip their operation. Several improvements on the synchronverter
have been proposed in literature [52]–[59].
Ref. [52] augmented the structure of the synchronverter to achieve self-synchronizing ca-
pability, without the need of a phase-locked loop (PLL). The main principle of this concept
is to drive the phase difference ∆θ between e from the synchronverter, and the grid voltage
VPCC to zero, while simultaneously ensuring equal voltage magnitude (i.e. |E| = |VPCC |).
To achieve this, a synchronization mode is defined; P and Q are set to zero, and propor-
tional integral (PI) controllers are used to drive ∆θ to zero. Doing so solves the need to
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reset the integrator at the time of grid reconnection, at the price of creating an interme-
diate mode that interrupts the operation of the VSM (P = Q = 0). In addition, a virtual
impedance is employed to drive the difference between |VPCC | and |E| to zero. Ref. [53]
performed a stability analysis of the self-synchronizing synchronverter to facilitate opti-
mal parameter tuning. Although, this topology [52], [53] enables self-synchronization with
the grid, it adds complexity to the the control paradigm. Furthermore, it does not allow
seamless operation, as it necessitates a change in normal operating condition (i.e. P and Q
must be set to zero before re-synchronization). Ref. [54] observed that, the synchronverter
[34] lacks some degree of control freedom, as it is impossible to vary the response speed of
the active power loop without altering the P − ω droop (which is normally fixed by the
grid requirements). Hence, an additional damping correction loop was employed which
enables the adjustment of the active power loop (APL) response without impacting the
frequency droop. The authors also suggested that this technique can improve the stability
of the synchronverter by reducing the active and reactive power coupling, when a fast
APL response is employed.
Ref. [55] proposed a technique to limit the inrush current in the synchronverter dur-
ing short-circuit fault. An inrush current detection circuit was employed to detect large
inrush current during fault, thereafter the synchronverter control is switched to enable
the operation of a fast hysteresis controller to limit the inrush current. Although this
technique is suitable for symmetrical fault, its applicability to asymmetric fault was not
discussed. Moreover, the fault detection circuit increases the system complexity. The
stable operating boundary of the synchronverter was analyzed in [56], [57]. Ref. [58]–[60]
proposed employing virtual impedance to improve the synchronverter stability, while Ref.
[61] adapted the synchronverter for high voltage direct current systems. It is noted that
most of the improvements for the synchronverter cannot be implemented simultaneously
(e.g. the self-synchronizing control [52] cannot be simultaneously employed with the in-
rush current protection scheme [55]); hence, they do not provide a comprehensive solution.
In addition, the complex mathematical computations required for the implementation of
the control algorithm may lead to numerical instability [62].
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2.2.3 ISE Lab VSM
Ref. [63] proposed a simplified model of the SG for VSM implementation. This VSM has
also been termed the “ISE lab” VSM in literature [62]–[65]. In contrast to the VISMA
and synchronverter which employ the detailed dynamics of the SG, the ISE lab VSM only
considers the swing equation of the SG. It employs a voltage-mode control [66], where θ
and E are modulated to regulate P and Q respectively. The dynamics of the ISE lab VSM
is represented by (2.11) – (2.13), and is illustrated in Fig. 2.3 [67].










Q∗ = Q0 +Kq∆V (2.13)
In Fig. 2.3, ωr is solved from the swing equation (2.11) by iteration [67], while ω is the
measured angular frequency obtained from a PLL. The swing equation is calculated at
every control cycle to emulate the SG’s inertia [62]. The governor block is a ω − P droop
which regulates the reference power P ∗ based on the angular frequency deviation ∆ω (i.e.
∆ω = ω − ωr). The governor employs a low-pass filter (LPF) with a time constant Td,
which emulates the mechanical delay in the governor of the SG. The ISE lab VSM was
augmented with a reactive power loop in [68]. The Q-droop block (see Fig. 2.3) regulates
the reactive power flow in response to voltage deviation (i.e. ∆V = V ∗ − V ). The droop
gains of the active and reactive power loop are represented by Kp and Kq respectively.
The preset active power P0 and reactive power Q0 are determined by the VSM rating and
the ESOs requirements. Although this VSM is relatively simpler than the VISMA and
synchronverter [34], [46], it suffers from reactive power sharing error and transient active
power sharing error. Also, since the ISE lab VSM (see Fig. 2.3) employs a voltage-mode
control, it has no inherent over-current protection. This can lead to undesirable and un-
predictable current transients, which can damage the power electronic converter (PEC)
[66]. Improvements on the ISE lab VSM were proposed in [67], [69]–[71].
Ref. [67] employed a virtual inductance to enhance the transient active power sharing
error. Further, an inverse voltage droop (V –Q droop) control with a common ac-bus volt-
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Fig. 2.3. Topology of the ISE Lab VSM [67].
age estimation was employed to achieve accurate reactive power sharing. However, if the
estimated ac-bus voltage is inaccurate, the reactive power sharing will worsen. In [69], a
particle swarm optimization algorithm was developed to optimally tune the system param-
eters to minimize phase angle deviation and achieve smooth transitions after disturbances
for parallel operation of the VSM. Ref. [70], employed an alternating inertia on the VSM
to damp LFOs. Ref. [71] proposed a FRT strategy for the ISE lab VSM. This was achieved
by replacing the reactive power loop with a direct measurement of V , such that a voltage
sag at PCC is directly reflected at E. Further, P is controlled inversely proportional to
V , while J is varied in response to changes in ω, to achieve satisfactory performance.
However, this topology increases the VSM complexity. Further, the proposed topology is
unable to inject fast-fault current as stipulated in [37].
2.2.4 VSM0H
Ref. [72] proposed a zero inertia VSM control termed VSM0H. The topology adopted
for the VSM0H is similar to the conventional droop control. However, it does not have
an inner current control loop and PI controllers. The frequency and voltage are droop
regulated in proportion to the active and reactive power demand respectively. Fig. 2.4
illustrates the topology of the VSM0H and the dynamics of the droop block is represented
by (2.14) and (2.15) below [72]:
ωr = ω
∗ +Kp(P










Fig. 2.4. Control topology of the VSM0H [72].
The VSM0H is designed with a low control bandwidth (less than 50 Hz) to minimize
voltage harmonics. Although the VSM0H is not equipped with synthetic inertia, it has a
fast acting frequency droop slope. The capability of the VSM0H to operate in a scenario
of 100% RESs penetration was demonstrated using a simplified power system model.
However, an infinite bus is required to initialize the system. Similar to the synchronverter,
the pure integrator on the VSM0H needs to be reset at the time of reconnecting the grid
from islanding. Ref. [73] augmented the VSM0H with a phase angle correction block to
enable soft-start. This was followed up by an experimental validation; however, the FRT
capability was not investigated. An improvement on the VSM0H was proposed in [74] to
add synthetic inertia into the VSM0H; however, this causes the system to resonate around
certain frequencies (2–5 Hz). Further, since the VSM0H employs a voltage-mode control,
it has no inherent over-current protection.
2.2.5 Algebraic Model of VSM
Ref. [75] proposed an algebraic model of the VSM, which employs the phasor represen-
tation of the SG (in steady state), while the dynamic equations of the SG are neglected.
Similar to the synchronverter, the algebraic VSM also embodies a round rotor machine.
It is assumed that the VSM impedance is low for a wide range of frequencies to enable
smooth operation in grid and islanded mode. A major advantage of this VSM model over
the previous models (e.g. synchronverter, VSM0H) is the inherent over-current protection
provided by the current loop.
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Fig. 2.5. Control topology of the Algebraic VSM model [75].
The structure of the algebraic VSM is illustrated in Fig. 2.5. The dynamics of the
governor (2.16) and AVR (2.17) can be represented by [75]:
ωr = ω
∗ +Kp(P























dq and idq are the dq-axis representation of the VSM’s in-
duced EMF, reference voltage, measured voltage, reference current and measured current
respectively. The relationship between Edq, Vdq and i
∗
dq are described in (2.18). The equa-
tions for the abc/dq transformations are illustrated in (A.1) and (A.2). The admittance Y
is a function of the generator’s synchronous reactance Xs and Rs. Here, Xs is a constant,
whose magnitude is independent of variations in ω. The magnitude of E is a function of
V ∗ and Q∗ from the AVR (see Fig. 2.5). Similarly, ωr is a function of P
∗ and ω∗. The
magnitude of P and Q can be obtained as described in (A.3) and (A.4) respectively. Also,
θ is obtained from the integral of the difference between the virtual angular frequency
provided by the governor ωr and ω from the PLL. The main drawback of this scheme
is the need to switch the control topology during transition from grid to islanded mode


























2.2.6 Power synchronization controller
Ref. [76] proposed a VSM which is capable of emulating the self-synchronizing capability
of the SG and is termed a power synchronization controller (PSC). The active power loop
(also termed as the power synchronization loop in this topology) directly controls the phase
angle deviation ∆θ. The summation of the reference phase angle θ∗ and ∆θ generates θ
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The voltage control is similar to the conventional droop [27], and the voltage droop gain
is represented by Kv. The LPF block has a time constant Td. A fundamental drawback
of the PSC is the absence of a current control loop, which makes the PEC vulnerable to
over-current events [66]. It also suffers from large steady state error [77]. The PSC was
augmented with a current controller in [78], [79] and the weak grid operation and FRT
capability were demonstrated. In [80], the power loop was modified to enable independent
tuning of the P − ω droop, damping and inertia of the power loop; this was achieved
by employing a lead-lag compensator to emulate the swing equation of the SG. Ref. [81]
proposed emulating the impedance of the SG, by augmenting the PSC with a virtual
admittance. The virtual admittance improves the dynamic performance of the PSC and
enables smooth transition from grid connected mode to islanded mode. However, the
grid re-synchronization was not evaluated. In the aforementioned PSC topologies, grid
re-synchronization will be very challenging, due to the absence of a frequency detection
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Fig. 2.6. Power Synchronization controller [76].
circuit (e.g. PLL). A presumable justification for the elimination of the frequency detection
circuit will be that f ≈ 1pu. However, in practice f can vary within the nominal value
stipulated in the grid code (e.g. British National Grid stipulates ∆f ≤ ± 0.01 pu) [37].
Therefore, if the grid frequency is, for example, 49.5 Hz, while the VSM reference uses the
nominal 50 Hz (as there is no frequency detector), there will be a phase difference (hence
a circulating current) that can interrupt the operation. Further, in islanded operation,
technical and economical constraints can compel system operators to employ less stringent
regulation of V and f [20]. Hence, an attempt to re-synchronize the PEC when V , f and θ
are not within the stipulated standards will lead to large transients which can damage the
PEC [82], [83]. Ref. [84] proposed a technique to enable smooth re-synchronization of the
PSC to the grid. It employs a PLL at PCC to obtain the phase angle, angular frequency
ω and voltage VPCC of the grid, while the PSC is in islanded operation. Thereafter, PI
controllers are employed on the active power and voltage loop to ensure ω = ωr and |E|
= |VPCC |, before reconnection to the grid. A major drawback of this approach is that
it also requires switch of controllers from islanded to grid-connected operation. Also, the
topologies in [80], [81] employ open loop voltage control, which will impact the reactive
power sharing amongst multiple systems.
2.2.7 Synchronous Voltage controller
Ref. [85] proposed a voltage based approach for SG emulation termed SynVC. Distinct
from the preceeding VSM models (e.g. PSC, ISE lab VSM), where the SG emulation was
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Fig. 2.7. Topology of the synchronous voltage controller [85].
realized on the power loop, the SynVC actualizes the SG emulation on the voltage loop.
The overall control of the SynVC is achieved using a joint d-axis and joint q-axis control
loop. The joint d-axis control loop regulates id, Vd, and provides a virtual inertia and
virtual PLL. Unlike the conventional droop control [27], this topology employs an outer
current loop, while the voltage loop is the inner loop. The outer current loop indirectly
regulates the active power flow in the SynVC. As illustrated in Fig. 2.7, the error of id is
processed by the PI controller to generate V ∗d . Further, the deviation of Vd (i.e. ∆Vd = V
∗
d
− Vd) is processed by the virtual PLL to generate the phase angle. The LPF in the virtual
PLL adds a virtual inertia and damping effect, and also attenuates PWM switching effect.


























The joint q-axis control loop, regulates the voltage magnitude via iq. The LPF on this
control loop mimics the dynamics of the RL excitation circuit of the rotor in the SG.
The joint d-axis and q-axis respectively perform the role of a virtual governor and virtual
AVR. A major stability concern for the SynVC, is the deployment of Vd instead of Vq for
frequency estimation. Since Vd undergoes much larger excursions than Vq during faults,
the SynVC may be susceptible to instability or loss of synchronization post-fault. Also,
although it was demonstrated that the SynVC is able to track changes in the grid variables
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(i.e. V and f) in grid-connected mode, the re-synchronization capability from an islanded
mode was not investigated. An alternative to the SynVC was proposed in [77], where the
SG emulation was realized on the current loop. The frequency loop directly controls the
phase angle, and the reference current is synthesized from the phase angle. Although this
topology has high degree of control freedom, the direct alteration of the phase angle may
cause re-synchronization and stability problems [86].
2.2.8 Inducverter
The inducverter is designed to mimic the dynamics of the induction generator [87]. Al-
though the inducverter is not synchronous in operation, it aims to achieve the core ob-
jective of the VSM i.e. mimic the desired characteristics of conventional generators to
improve robustness of the grid [87]. The salient feature of the inducverter is its soft- and
auto-synchronizing capability. The inducverter consists of two principal units: the current
damping/synchronization unit and the core controller unit. The principal function of the
current damping/synchronization unit is to accurately estimate the grid frequency and
phase angle using local information, thus enabling soft- and auto-synchronization without
the need of a dedicated synchronizing unit or PLL. Figure 2.8 illustrates the topology of
the inducverter, where the angular frequency deviation ωslip is estimated as a function of
id and iq. Hence, ωslip varies in response to variations in the output power and grid fre-
quency to enable auto-synchronization. The dynamics of the inducverter can be expressed
by (2.23)–(2.26) [87]:
i∗d = (P
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Fig. 2.8. Topology of the Inducverter [87].
The core controller is realized using a hybrid dq/abc controller as illustrated in Fig. 2.8.
The errors of the active and reactive powers are processed via PI controllers to generate
the reference current in dq-frame. The reference current is transformed to the equivalent
abc frame using the angle generated from the current damping/synchronization controller.
The voltage input to the PWM is obtained from ~i∗ using the virtual impedance. The
virtual impedance is realized using an adaptive lead or lag compensator, to enhance either
the transient response or steady state error respectively. In the proposed inducverter, the
core controller, feeds constant amount of real and reactive powers to the grid regardless of
variations in grid parameters. Although this may be advantageous for some applications,
exporting constant power irrespective of voltage deviation can cause negative resistance
on the grid, hence leading to instability [88]. Moreover, since the power output is kept
constant regardless of grid variation, the inducverter is unable to provide fast-fault current
as stipulated in [37]. From Fig. 2.8, it is observed that the voltage and current control are
both open loop; hence, the voltage and current may exhibit undesirable transients during
large disturbance [66]. Further, although the inducverter enables soft connection to the




Ref. [89]–[91] proposed a VSM topology termed VSYNC, which employs a PLL-based
emulation of the SG. As illustrated in Fig. 2.9, VSYNC employs a simple topology, which
is not computationally intensive. The PLL generates P ∗ from ω as shown in Fig. 2.9. This
VSM topology does not implement any reactive power control and the system dynamics
is described by (2.27)–(2.29) [89]:






















The operability of VSYNC was demonstrated via real time simulations and field tests in
[92] and [93] respectively. An improvement on this topology was presented in [94], where
an energy management system was implemented to enable multiple VSMs support the
grid proportionally without communication. This algorithm ensures sufficient leverage for
energy absorption and injection during disturbance, while preventing deep discharge or
overcharge of the local ESSs. A major drawback of VSYNC is the absence of a voltage
control loop. Hence, it is not applicable for islanded operations, and cannot provide
dynamic voltage support to the grid.
Fig. 2.9. Control topology of VSYNC [89].
2.2.10 Summary of VSM topologies
It is envisaged that an ideal VSM will exhibit specific characteristics which guarantee the
global stability of the power system. At the moment, no specific VSM topology has been
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Tab. 2.1. Summary of VSM topologies
Topology
Key features
Seamless Frequency Voltage Inherent Fault Black-start
transition detector control over-current Ride- capability
between grid (e.g. PLL) /AVR protection Through
and islanded mode
VISMA Not Required Closed Present Not Yes
investigated loop investigated
Synchronverter Not Not required Closed Achievable Achievable Yes
realizable in [52], [53] loop in [55] in [55]
ISE Lab Not Required Closed None Achievable Yes
VSM investigated loop in [71]
VSM0H Not Required Closed None Not Yes
investigated loop investigated
Algebraic VSM Not Required Closed Present Not Yes
realizable loop investigated
Power Not Not required Closed Present Yes Yes
Synchronization investigated in [78],[79], loop except [76]
Controller [80],[81] except
[80],[81]
Synchronous Not Not Closed Present Not Yes
voltage investigated required loop investigated
Inducverter Not Not Open Present Yes Yes
investigated required loop




stipulated as a recommended standard; however, some ESOs [47], [95], [96] have drafted
some desirable technical requirements for VSMs, which include: (i) seamless operation
in grid-connected and islanded mode (ii) inherent over-current protection (iii) dynamic
voltage and frequency support (iv) FRT (v) black-start capability. Based on this criteria,
Table 3.1 provides a birds-eye view of the key features and drawback of the VSM topolo-
gies discussed in literature. Since all the VSM topologies provide frequency support, this
is not highlighted in Table 3.1, and not discussed further.
From Table 3.1, it is observed that most of the topologies proposed in literature may not
guarantee seamless transition from grid-connected to islanded operation and (vice-versa).
For most of the VSM topologies (e.g. VISMA, VSM0H), the grid re-synchronization (i.e.
from islanding) was not investigated, while some VSM topologies cannot achieve seamless
transition. For the modified PSC model [84] which employs a PLL for soft-synchronization,
a switch of control paradigm is required before re-synchronization. Similarly, the self-
synchronizing synchronverter requires a change in operating point (P and Q = 0) prior
to reconnection with the grid [52]. Hence, although the self-synchronizing synchronverter
guarantees soft-synchronization without a frequency detector, the transition process is not
seamless. The inducverter also guarantees soft-synchronization; however, the transition
to islanded operation was not investigated.
It is also observed that some VSM topologies (e.g. PSC, inducverter) do not employ
any frequency detector (e.g. PLL) for synchronization. This is due to the notion that
PLLs can be difficult to tune, and can negatively impact the VSM stability in weak grid
conditions [52], [76]. The self-synchronizing synchronverter aligns the voltage and phase
angle of the PEC with the grid using auxiliary control loops, while the inducverter esti-
mates the grid frequency to ensure soft-synchronization. However, for the modified PSC
models [78], [79], where no frequency estimation is employed, there is a potential risk of
out-of-phase synchronization, which can damage the PECs [82]. In practice, synchronism
devices (e.g. phase measurement units, synchro-check relays) are often employed to match
the parameters of SGs (i.e. V , f , θ) prior to synchronization or parallel operation [97],
[98]. Automated synchronism devices are capable of facilitating precise closure of the
mains switch (i.e. at ∆θ = 0°), thus achieving soft-synchronization [98]. Similarly, it is
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essential for VSMs to employ a form of frequency detection/estimation scheme to ensure
soft-synchronization with the grid or adjacent microgrids. PLLs have been the standard
device for synchronizing PECs to the grid [86], [87]. Although, it is often argued that
PLLs can negatively impact the VSM stability, recent reports have demonstrated that
optimally tuned PLLs can improve system stability in weak grids [99]. Also, for VSM
schemes employing in-built frequency estimation schemes (e.g. synchronous voltage con-
troller), it is essential to validate the soft-synchronization capability.
It is also observed (see Table 3.1) that in view of mimicking the SGs, some VSM topolo-
gies (e.g. synchronverter, VSM0H) employ voltage-mode control. Hence, these topologies
have no inherent over-current protection, due to the absence of a current control loop. It
is noted that SGs have high over-current tolerance and are capable of injecting fast-fault
currents beyond the SGs rating (e.g. 5−7 pu) [100]. However, for VSMs with limited over-
current capability, it essential to employ appropriate control loops to provide over-current
protection, which is difficult (if not impossible) without a current loop.
According to the revised grid codes, RESs are mandated to remain connected during
faults, and inject a certain amount of reactive power into the grid [37], [101]. The FRT
capability of some VSMs (e.g. PSC, inducverter) were demonstrated, while others were
not investigated. The FRT capability of the modified ISE lab VSM was demonstrated in
[71]. However, this was achieved by eliminating the voltage control loop; hence, it does not
inject reactive power as stipulated by the grid code [37]. It is noted that dynamic voltage
support from VSMs is essential to contribute to the power systems SCL, and to facilitate
the post-disturbance recovery of the power system [39], [47]. Most VSM topologies employ
closed loop voltage control, except the modified PSC [80], [81], inducverter and VSYNC.
The PSC and inducverter which employ open loop voltage control will be prone to cir-
culating currents, which results from poor reactive power sharing between multiple PECs
[27]. Similarly, the VSYNC will not be capable of meeting the stipulated FRT require-
ment, due to the absence of a voltage/AVR loop. Hence, the VSYNC, inducverter and
PSC must be augmented with closed loop voltage controllers to facilitate the integration
to the grid.
Black-start capability is also a crucial feature for VSMs, to facilitate smooth transition to
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a net-zero grid [102]. It is assumed that VSMs capable of establishing independent regu-
lation of V and f (grid-forming) can perform black-start operation [103]. From Table 3.1,
it is observed that all the VSM topologies are capable of black-start except the VSYNC,
which does not employ a voltage control loop. Hence, the VSYNC needs to be augmented
with voltage control loop to enable black-start capability. Further, although it is expected
that VSMs with grid-forming capability can perform black-start, it is essential for this
capability to be verified via simulations in islanded operating mode [104].
Although several VSM topologies have been proposed in literature, some VSM topologies
require further modifications to meet the grid requirement [37]. Also, the capabilities of
some VSMs have not been validated for contingencies (e.g. fault, blackout). It is also noted
that VSMs employing complex algorithms (e.g. VISMA, synchronverter and inducverter)
are computationally intensive, difficult to implement in real time and susceptible to nu-
merical instability [62]. On the other hand, some of the VSMs employing simpler models
(e.g. VSYNC) are not well adapted for islanded operation. Further, in most of the pre-
vious works, the required guidelines for designing and tuning the VSMs have not been
discussed. From a stability point of view, this information is very crucial, as improper
tuning of VSM controllers can lead to oscillatory response and undermine the overall grid
stability. In addition, details of the energy source (e.g. wind/solar PV) were omitted;
hence, energy management issues such as MPPT in grid-connected mode and LFPG in
islanded mode cannot be investigated.
In light of the gaps in the previous topologies, a novel VSM topology which performs
seamlessly in all operating modes while achieving the desirable operational characteristics
highlighted in Table 3.1 is proposed in this thesis, and will be comprehensively discussed
and analyzed in chapter 3.
2.3 Low-Frequency Oscillations in Power Systems
The increasing penetration of RESs has a significant impact on the power system dynamics
[33]. A crucial phenomena inherent in power systems is the LFOs [3], [6]. LFOs mainly
impact the power-angular relationship between interconnected SGs, and are usually in
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the range of 0.1–2 Hz; where the inter-area and local modes oscillate within the range of
0.1–0.7 Hz and 0.7–2.0 Hz respectively [33], [3]. The inter-area modes are due to SGs in
one generating station swinging against SGs in another region of the network [3], while
the local modes are due to SGs in one generating station swinging against the rest of
the power system [3]. LFOs were first observed in the Northern American power network
in 1964 during a trial interconnection of the Northwest Power Pool and the Southwest
Power Pool [105]. Since then, several incidents resulting from LFOs have been reported in
power transmission networks around the world [106]. In severe cases, large disturbances
(e.g. 3-phase fault) exacerbate poorly damped LFOs, leading to loss of synchronism and
subsequent collapse of the power system [3]. Hence, to maintain the stability and reliability
of the grid, it is pertinent to perform analysis which elucidate the LFO modes in the
network, and the mechanism to effectively suppress them.
2.3.1 Small-signal analysis of Low-Frequency Oscillations
LFOs can be studied via small-signal analysis and large-signal analysis [3], [32]. Large sig-
nal analysis of LFOs are generally achieved by time-domain simulation of the test power
system in the event of large disturbance (e.g. 3-phase fault, loss of power in-feed) [3]. For
the small-signal analysis, two techniques have been adopted in literature [106], [107] :(a)
Damping torque analysis (b) Modal analysis.
The damping torque analysis (DTA) is commonly employed to examine the torque con-
tribution of the control loops in the SG, to the damping of LFOs in the power system.
As discussed in chapter 1, the electrical torque is composed of the synchronizing torque
and the damping torque. The synchronizing torque Ts is in phase with the rotor angle
deviation ∆δ and is responsible for keeping the SG in synchronism with the rest of the
power system. Instability due to lack of synchronizing torque emanates in the form of an
aperiodic increase in the rotor angle [3]. The employment of fast-acting and high gain
AVRs have virtually eliminated the problems associated with insufficient synchronizing
torque; however, these AVRs detrimentally impact the damping torque of the SG [108].
The damping torque TD is in phase with the rotor speed deviation and is responsible for
damping oscillations in the power system. Fig. 2.10 illustrates the torque composition of
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Fig. 2.10. Block representation of a classical generator model connected to an
infinite bus [3].
a classical generator connected to an infinite bus. The notations Ks and KD represent
the synchronizing torque coefficient and damping torque coefficient respectively [3]. Sta-
bility metrics such as damping torque coefficient index, simple index, damping index, and
induced damping and synchronizing torque coefficients can be obtained from the damp-
ing torque analysis [106], [109], [110]. Although several works have employed the DTA
technique, it is not well-suited for multi-machine analysis [111], [112]. Further, the DTA
relies on transfer functions; hence, evaluation based on an arbitrary selection of input and
output variables may provide a false conclusion on the system stability [3].
Modal analysis employs state space models to completely describe the dynamics of
the power system. The system equations are expressed as a set of first-order, non-linear
differential equations, which are then perturbed at a specified operating point to generate
the linearized system, which can be represented as (2.30) [106], [107]:
∆ẋ = A∆x +B∆u
∆y = C∆x +D∆u (2.30)
The notations ∆x, ∆y, ∆u represent the state, input and output vector respectively, and
A, B , C , D represent the state, input, output and feedforward matrix respectively. The
stability of the system is described by the eigenvalues of the A matrix [113]. A complex
eigenvalue λ can be expressed as λ = σ ± jω; where the imaginary part of the eigenvalue
(ω) indicates the oscillation frequency of λ, while the real part of the eigenvalue (σ) is























Fig. 2.11. Low-frequency oscillation: (a) stable (b) marginally stable (c) unstable opera-
tion.
condition, which can be classified as (a) stable, (b) marginally stable or (c) unstable as
illustrated in Fig. 2.11. It is noted that the simulations in Fig. 2.11 were obtained using
a state space model of a single machine infinite bus [3]. If all the real parts of the complex
eigenvalues in a system are negative, it indicates a system with decaying oscillations and
stable operation (see Fig. 2.11(a)). A system which has a complex eigenvalue whose real
parts are zero, indicates a marginally stable system whose oscillations do not diminish
(see Fig. 2.11(b)). If any real part of the complex eigenvalue is positive, this indicates
an unstable system, with increasing oscillations (see Fig. 2.11(c)) [3], [113]. To guarantee
system stability in the event of large disturbances, the oscillatory modes must be well-
damped. The National Electricity Transmission System Security and Quality of Supply
Standard (NETS SQSS) defines poorly damped LFOs as oscillations with resultant peak
deviations in excess of 15% of initial amplitude after a 20 second period [114]. Fig. 2.11(a)
illustrates the NETS SQSS damping requirement.
By employing control metrics such as participation factor, eigenvalue sensitivity, observ-
ability and controllability, control variables causing unstable and poorly damped modes
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can be identified and modified to ensure system stability and reliability. A major advan-
tage of the modal analysis over the DTA, is that the state-space representation captures
the entire dynamics of the system, and not just the relationship of the input and output
variables [3]. Hence, the modal analysis gives a more comprehensive description of the
system, and it is ideally suited for the analysis of large power systems [3], [6].
2.4 Techniques for damping Low-Frequency Oscillations
One solution to mitigate the impact of LFOs, is to limit the magnitude of power transfer
in critical tie-lines in order to reduce the stress in the system; however, this results in the
under-utilization of transmission line infrastructure [115], [116]. The three main techniques
proposed in literature for LFO damping are: (1) Load modulation (2) Flexible alternating
current transmission systems (FACTS) (3) Power system stabilizers (PSSs). The operating
principle of each of the techniques are detailed below.
2.4.1 Load Modulation
The control of large-scale industrial loads and demand-side loads have been widely em-
ployed for maintaining the reliability and stability of the power system [117]. Most com-
monly, peak shaving and load shedding have been employed to ensure cost-effective power
system operations, and to prevent cascaded outages or total blackout in the event of severe
disturbances [118], [119]. The advent of smart grids, which enables 2-way customer-utility
communication, is paving way for selective control of consumer loads without impacting
critical loads during contingencies.
The modulation of demand-side load has been proposed in literature as a viable tech-
nique for damping LFOs [116], [120]–[122]. The main idea is to remotely control end-user
loads in response to LFOs. The loads are grouped into clusters, and wide-area signals
are utilized to control each cluster to achieve adequate damping of the LFOs. A typical
modus operandi is described in [122], where two layers of control termed device layer
and supervisory layer are employed. At the device layer, individual loads are equipped
with remotely controlled actuators which turn OFF or ON the local loads in response to
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Fig. 2.12. Demand-side load modulation [122].
wide-area signals from a distribution network operator (DNO). At the supervisory layer,
loads are segregated into clusters, with each DNO assigned to a cluster by a transmission
system operator (TSO). Various system identification techniques can be employed in the
assignment of load clusters. In [116], the eigenvalue realization algorithm was employed
in the load cluster assignment to achieve effective damping contribution from the end-user
loads. The DNO monitors wide-area measurement systems and determines the appropri-
ate wide-area signal to be transmitted to the actuators of the remote load. To ensure
that the aggregated load can follow the desired real power modulation, the DNO and
TSO periodically reassess the end-user loads available for modulation. Ref [116] suggested
modulating the power input to the load by varying the measured voltage (e.g. ∆V= ±10
%), rather than switching the load ON/OFF. Damping torque analysis was employed to
demonstrate the damping capabilities of variable loads, and a multi-stage mixed H2/H∞
approach was employed to design the load damping controllers.
A major drawback of employing load modulation for damping LFOs is the need for sig-
nificant end-user loads to achieve satisfactory performance, which may not be readily
available at the instant of need. Further some loads are very sensitive to voltage and




FACTS refers to a combination of power electronics devices employed to control one or
more parameters (e.g. reactive power, voltage) of the power system [106], [113], [123]–
[125]. FACTS are commonly employed to facilitate: increased power transmission ca-
pacity, improvement of power system transient stability limit, enhanced voltage stability,
limiting short circuit currents and smoothen integration of RESs [124], [125]. The studies
and implementation of FACTS to improve the stability and reliability of the power system
has gained wide attention and application in the both academic and industrial spheres
[106], [126]. FACTS can be connected in series with the power transmission line (i.e.
series compensation), or in shunt with the power transmission line (i.e. shunt compen-
sation) or a combination of both series and shunt compensation [113], [123], [127]. Fig.
2.13 illustrates the topology of voltage source converter (VSC) based series and shunt con-
nected FACTS. Shunt connected FACTS (see Fig. 2.13(a)) function as controllable current
source, and are commonly employed to regulate the reactive power exchange with the grid
to maintain the bus voltage within the specified thresholds. Static synchronous compen-
sator (STATCOM) and static var compensator (SVC) are commonly employed FACTS
for shunt compensation of the power system. Series connected FACTS (see Fig. 2.13(b))
function as controllable voltage source, which are capable of modulating the reactance of
the transmission line or varying the bus voltage [113], [127]. Thyristor controlled series
compensator (TCSC) and static synchronous series compensator (SSSC) are commonly
employed for series compensation of the power system. The unified power flow controller
(UPFC) offers a combination of series and shunt compensation. It is the most versatile
FACTS device, and offers more flexibility and control of the power system parameters
[106], [126], [128].
In order to improve the damping of LFOs using FACTS, auxiliary stabilizing devices known
as power oscillation dampers (PODs) are commonly integrated with FACTs [107], [127],
[129]. The PODs damp LFOs by modulating the output variables of the FACTS device.
Although several reports have demonstrated that FACTS can be an effective solution for
damping LFOs, it may not be economically viable for future energy scenarios with high
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Fig. 2.13. Topology of VSC based FACTS: (a) shunt (b) series connected.
penetration of RESs [106], [122].
2.4.3 Power system stabilizers
Power system stabilizers are the most commonly employed and cost effective solution for
damping LFOs [33], [130]. The PSS is commonly employed on the AVR, to inject sta-
bilizing signals which modulates the SGs excitation [3], [125], [131]. The rotor speed,
frequency and power are commonly employed as input signals to the PSS [132]–[134]. Fig.
2.14 illustrates the structure of an excitation system with AVR and PSS [3]. The sta-
bilizer gain KSTAB determines the amount of damping introduced by the PSS [6]. The
phase compensation block, with time constants T1 and T2, compensates for the phase lag
between the exciter and the SG’s electromagnetic torque. The notation n represents the
number of cascaded lead-lag filters [107]. The signal washout block serves as a high-pass
filter, which eliminates steady state signals from Vpss. The time constant of the high-pass
filter Tw is selected such that signals in the LFO range pass through the PSS without
attenuation. For most applications, Tw is normally chosen in the range of 1–20 s [3]. The
terminal voltage Et is transformed to V via the voltage transducer, with time constant
TR. The error of the voltage summation is amplified by the exciter gain KA to modulate
the exciter’s field voltage Efd. It is noted that the configuration of the PSS is same as the
POD employed for FACTS devices [130], [134]. With the increasing replacement of SGs
with RESs, there are new concerns on the role of PSS on the future grid network and the
impact of RES technologies on the LFOs [36], [135], [136].
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Fig. 2.14. Excitation system with AVR and PSS [3].
2.5 Impact of Renewable Energy Systems on LFOs
The increasing penetration of RESs into the grid significantly impacts the dynamics of
the power system [33], [130], [134]. The integration of RESs into the grid have generally
been accomplished by two main approaches [36] as illustrated in Fig. 2.15: (1) Addition
of RESs into the power system (2) Replacement of SGs with RESs. Considering the two
approaches, the replacement of SGs with RESs will have more impact on the power system
dynamics. Further, the replacement of SGs with RESs seems more practical in light of
the envisioned future energy scenarios [18]. The replacement of SGs with RESs mainly
impacts the LFOs in four ways [11], [36], [137]:
1) Replacing the SGs dynamics with the RESs dynamics, thereby affecting the modes
(oscillatory and non-oscillatory).
2) Impacting the resultant synchronizing torque in the power system.
3) Displacing SGs integrated with PSS.
4) Large scale RESs impacting damping torque of SGs.
With respect to the synchronizing torques from SGs, fast-acting AVRs have been em-
ployed to eliminate problems associated with insufficient synchronizing torques [3], [108].
It is also known that the dynamic response of RESs are much faster than the SGs, hence
a well designed RES with voltage/reactive power control is expected to provide adequate
synchronizing torque. The remaining three concerns are all related to the damping of the
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Fig. 2.15. Integration of RES: (a) Addition of RESs (b) Replacement of RESs.
LFOs, which is the focus of the succeeding discussion.
Although, LFOs generally refer to the electromechanical oscillations emanating from
SGs, recent literature [99], [138]–[141], have discussed the possibility of new modes in the
LFO range due to the interaction between SGs and RESs. Considering the critical nature
of LFOs in impacting the power system stability and the gradual replacement of SGs by
RESs, the threat of LFO instability will still exist. It is also noted that a “zero carbon
power system” does not necessarily mean that there will not be any SGs. For examples,
nuclear/hydro power plants, which are considered clean energy, utilize SGs. Hence in
this thesis, the oscillations in the LFO range emanating from both the RESs and SGs
are termed as LFOs. Generally, two approaches have been employed in improving LFOs
with RES: (1) mitigating the impact of RESs on power system LFOs e.g. [142]–[145] (2)
employing stabilizing signals on RESs to damp LFOs e.g. [132], [134], [146], [147].
To mitigate the impact of RESs on LFOs, Ref. [142], proposed a retrofit controller for
wind farms using a linear quadratic regulator that depends on partial feedback of states
solely from the wind farm. This design ensures that newly added RESs do not destabilize a
hitherto stable system. It was also observed in [99], [138], [143], [144], that optimizing the
parameters of the phase-locked loop (PLL) reduced the impact of RESs on the damping
of LFOs. Studies in [33], [145], [148] demonstrate that implementing voltage or reactive
power control on RESs (as opposed to unity power factor control) relieves the reactive
power strain on SGs and thus improves LFO damping. However, [140] claims that the
interaction between reactive power control of RESs with the SGs can create new LFO
modes. Also, changing the PLL’s parameters as suggested in [99], [138], [143], [144]
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may impact the synchronization and the FRT performance. Moreover, since [142]–[145]
emphasis on the mitigation of the detrimental impact of RESs on the power system,
their employed parameter optimization, may not adequately damp external disturbances
emanating from the SGs. Hence, the bulk of studies on RESs focus on the deployment
of PSS and PODs using both local and wide-area signals to effectively damp LFOs [130],
[132], [134], [146], [147]. However, the potential frequency instability and inertia reduction
associated with the traditional RESs is shifting the focus of new studies to the robust and
grid-friendly VSMs [149]. Hence, this thesis investigates the LFO modes which exists when
VSMs replace SGs, and the role of PSS in such systems.
Recent studies [136], [150] have shown that LFOs, similar to the conventional SGs,
exists for multi-VSM power systems. Ref. [136] observed that when the LFOs from the
VSM and the SGs are in close proximity, the power system’s angular stability deteriorates.
Hence, the authors suggested designing the VSM parameters such that the LFOs from the
VSM are not within close proximity of the LFOs from the SGs. Although this approach
mitigates the detrimental impact of the VSM on the power system angular stability, it may
lead to sub-optimal design and performance of the VSM. Ref. [70] proposed a variable
inertia scheme for damping LFOs. The rationale of this scheme was elucidated via the
energy function analysis and validated via simulation. It was also reported that VSMs
employing this scheme can be deployed as a buffer between the SG and the grid to en-
hance the system stability. However, the authors did not detail the stable boundaries for
the inertia variation. Ref. [151] proposed augmenting the adaptive inertia with an inertia
matching scheme. The change of frequency and the time derivative of the frequency change
were utilized in deriving a stable threshold for the virtual inertia variation. However, the
effectiveness of this scheme was not validated for large disturbances. In [152], the VSM
swing equation was linearized and expressed as a second-order control system. Hence, the
system parameters relating to the damping ratio can be optimized to improve the system
stability. Results from the simulated scenarios prove that the proposed scheme is viable
for damping LFOs. However, the design requires some trial and error procedures followed
by complex and time consuming mathematical derivation. Although the above schemes
for VSM do not employ an additional stabilizing signal, the damping provided by [70],
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[136], [151] are not as efficient as the conventional PSS.
Ref. [150] proposed a lead-lag compensator employed on the frequency control loop, which
provides both inertial and damping effect on the LFOs. Although the proposed control
seems effective, the impact of the VSM replacing SG was not investigated. Ref. [149] em-
ployed the DTA to evaluate the controllers which impact the LFO damping when VSMs
replace SGs. The resulting analysis, illustrated that the PLL significantly impacts the
LFO damping of the VSM. Hence, the authors proposed employing a lead-lag compen-
sator which is cascaded with the PLL to improve the LFO damping of the VSM. However,
the design of the proposed controller necessitates a trade-off between the tracking speed
of the PLL and the damping capability of the VSM, thus hindering the optimal damping
of LFOs.
Ref. [153] investigated two LFO damping topologies namely: the grid-damping and self-
damping, which employed the measured grid frequency and the virtual rotor speed of the
VSM respectively. It was observed that the grid-damping is a more effective solution. Fur-
thermore, the combination of both damping topologies provided satisfactory performance.
Similarly, in [154], the difference between the measured grid frequency and the virtual
rotor speed was synthesized to achieve a virtual inertial power to damp LFOs. However,
the stabilizing signals for these topologies [153], [154] were injected on the active power
loop, which may lead to torsional oscillations when the prime mover of the VSM is a
wind turbine [133]. In [155], a virtual frictional component was proposed to damp LFOs.
The input signal to the virtual frictional component is the difference in rotor speeds of
the participating machines. Despite the efficacy of the proposed technique, it is highly
reliant on the communication of remote signals (rotor speeds of remote machines), which
institutes a technical and economical barrier for application in large systems [156].
In most of the previous arts (including [130], [140], [150]), the grid network is assumed
to be quasi-static, which is often considered adequate for stability analysis involving only
SGs with slow dynamics [3], [6]. However, for RESs with fast response, evaluating the
dynamic interaction of the RESs with the network is crucial in validating the system
stability [157], [158]. Also, in [70], [150], [152], [153] the analytical derivations do not
provide a holistic insight of the system stability as it neglects some controller dynamics (e.g.
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reactive power, voltage and current control). Also, although the generic models employed
in [140], [148] are considered adequate for regional planning studies; RES topologies are
continually evolving, hence, it is generally agreed that manufacturer-specific models are
most appropriate for RESs integration studies [159]. It is also noted, that despite the vast
works on RESs, there are still conflicting conclusions on its net impact on the LFO damping
[36]. Furthermore, none of the previous arts (to the best of the authors knowledge) have
evaluated the role of PSS in an all VSM system.
Hence, in this thesis, the impact of VSMs on LFOs will be extensively investigated. Instead
of the generic RESs models and quasi-static network models employed in [140], [148];
a detailed state space model of the SG, VSM and network dynamics was developed in
MATLAB/SIMULINK. The systematic design procedure and resulting analysis will be
comprehensively discussed in chapter 4. The role of the PSS in an all-VSM grid will also
be comprehensively studied. Furthermore, the accuracy of the small-signal analysis will
be validated by transient analysis (time-domain simulation).
2.6 Conclusion of Chapter 2
This chapter reviews and discusses the following points:
• The integration of RESs into the grid can significantly impact the grid stability;
hence, VSMs have been proposed as a grid-friendly approach for maintaining the
grid stability with increasing penetration of RESs.
• Although several VSM topologies have been proposed in literature; the VSMs em-
ploying detailed model of SGs are prone to numerical instability and difficult to
implement, while some of the simpler models are not well suited for islanded oper-
ation. Moreover, most of the topologies proposed in literature will require further
modifications before integration with the grid.
• A new VSM paradigm which is capable of operating seamlessly in islanded and
grid-connected modes is thus required. The VSM should have inherent over-current
protection and must be systematically designed to ensure stable operation. Hence, a
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novel VSM algorithm which bridges the gaps highlighted in the previous topologies
has been proposed in this thesis, and will be comprehensively discussed and analyzed
in chapter 3.
• LFOs inherent in power systems will be impacted by the increasing RESs penetra-
tion. VSMs have been deployed to surpress LFOs by modifying the VSM parameters
or injecting stabilizing signals using a compensator. The VSMs employing stabiliz-
ing signals offer superior damping performance.
• Most of the previous analysis on the impact of RESs on LFOs neglect some control
dynamics and network dynamics, thus leading to conflicting conclusions from various
researchers. Hence, a fully dynamic and accurate model of the VSM, SG and network
parameters will be developed and extensively analyzed in chapter 4.
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3. STABILITY ANALYSIS OF A PMSG BASED VIRTUAL
SYNCHRONOUS MACHINE
3.1 Introduction
This chapter presents a novel VSM strategy for PMSG based wind turbines which enables
seamless operation in all operating modes. This VSM has inherent over-current capability,
and can provide black-start service. It guarantees MPPT in grid-connected operation
(assuming strong grid), LFPG in islanded operation and FRT capability during faults.
To achieve optimal performance in all operating modes, the stability of the VSM will
be investigated in the event of small and large perturbations. The small-signal stability
analysis of the VSM will be conducted using a linearized state space model, and the impact
of the controllers on the dominant modes will be evaluated using participation factor
analysis. The transient stability and dynamic performance of the VSM will be analyzed
using a non-linear model. Based on this analysis, design guidelines and operational limits
of the VSM will be established. The results of this analysis will be validated using time-
domain simulations in MATLAB/SIMULINK.
It should be noted that the results presented in this chapter have been published in
the Electric Power Systems Research Journal [160].
3.2 Problem Definition
As discussed in chapter 2, most of the VSM topologies proposed in literature do not
guarantee seamless transition between grid and islanded modes, thus they require further
modifications, to facilitate the smooth integration of RESs into the grid. Some VSM
topologies (e.g. VSM0H) employ voltage mode control; hence, they have no inherent over-
current protection. Also, some VSM topologies employ complex algorithms (e.g. VISMA,
3. Stability analysis of a PMSG based Virtual Synchronous Machine
synchronverter), which are computationally intensive, difficult to implement in real-time,
and susceptible to numerical instability. Although the simpler models are likely to provide
better stability, some of the simpler models (e.g. VSYNC) are not well adapted for islanded
operation.
Further, in some of the previous works (e.g. Algebraic VSM, VSM0H), the stability
analysis and required guidelines for designing and tuning the controllers have not been
discussed. From an ESOs point of view, this information is crucial, as improper tuning of
controllers can lead to oscillatory response and undermine the overall grid stability [21],
[157]. Also, some previous arts (e.g. [72] and [75]) omitted the details of the energy source
(e.g. wind turbine or solar PV). Therefore, energy management issues such as MPPT in
grid-connected mode, and LFPG in islanded mode cannot be investigated.
Hence, in this chapter a novel VSM algorithm, which enables seamless operation in all
operating modes has been proposed. The salient features of the VSM strategy proposed
in this thesis are:
(1) Seamless transition between grid-connected and islanded mode of operation.
(2) Dynamic voltage and frequency support.
(3) MPPT and LFPG in grid-connected and islanded modes, respectively.
(4) Black-start and FRT capability.
(5) Inherent over-current capability.
(6) Easy application to industrial standard dq current control approach.
The base concept of the VSM employed in this thesis was initially developed in [86]
(for a PV system), where it was demonstrated that a virtual governor and a virtual AVR
can be emulated by a first-order LPF. This chapter proposes a method to adopt the VSM
for PMSG based wind systems.
This work is mainly concentrated on the stability analysis of the proposed VSM, al-
though it is noted that ESSs are essential to support the operation of RESs, in order to
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Fig. 3.1. Topology of the understudy system
avoid mixing this work with an EMS, the following assumptions are made:
(1) The combined turbine and generator inertia is sufficient to damp network disturbances.
However, the system can be augmented with an external energy storage (to provide extra
support), which is not considered in this chapter (for the above reason).
(2) During islanding, load power PL ≤ total available wind power, and load reactive power
QL ≤ available capacity.
(3) The power factor (PF) of the load is maintained at 0.9 lagging PF all through this
chapter. The succeeding sections in this chapter are organized as follows: A comprehen-
sive description of the proposed control structure and small-signal model is presented in
Section 3.3. The eigenvalue analysis and transient performance are discussed in section
3.4. Section 3.5 presents the simulation results which corroborate the analysis in section
3.4. Section 3.6 concludes the findings of this chapter.
3.3 Modelling of PMSG
The proposed VSM will be explained for PMSG based wind turbines, however, it is appli-
cable to other RESs. The modelling of the wind turbine is described in (A.5)-(A.7). The
topology of the understudy system is illustrated in Fig. 3.1.
3.3.1 Machine Side Converter
The machine side converter (MSC) regulates the electrical power Pe that the PMSG ex-
tracts from the wind turbine. The PMSG is controlled in the dq frame with the d−axis
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Fig. 3.2. Control structure of the Machine Side Converter
aligned with the rotor magnetic flux λm [66], [161]. The control structure of the MSC is

















Where Vsd, Vsq, isd, isq, Ld, Lq represents the dq component of the stator terminal voltages,
current, and self-inductances respectively. Rs, Tm, Te, J , B, ωr and θr represents the stator
resistance, mechanical torque, electromagnetic torque, machine inertia, friction coefficient,
rotor speed and rotor angle respectively. For non-salient surface mounted PMSG (Lq =









Conventionally, the MSC is employed to extract the maximum power from the wind,
and the grid side converter (GSC) transfers the energy to the grid by keeping the DC-link
voltage Vdc constant. However, it is well-known that extracting the maximum power from
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the wind, irrespective of the grid condition, can lead to instability [162], [163]. For example,
during faults, where the power output of the GSC is attenuated, the excess Pe leads to
rapid rise in Vdc and eventual loss of stability [162]. In order to take the grid condition
into account, the proposed VSM algorithm in (Fig. 3.3) is employed. Applying the VSM
algorithm using the conventional structure (i.e. GSC controls Vdc) necessitates separating
the virtual AVR (on the GSC) and the virtual governor (on the MSC). Therefore, to keep
the virtual AVR and governor on one converter, this thesis proposes to control Vdc by the
MSC, while the GSC determines the power imposed on the wind turbine Pg. Using the
proposed structure (Fig. 3.3), under normal/strong grid condition, since id−f u 0, the
maximum power will be extracted through the MPPT component id−MPPT . In the event
of abnormal conditions (e.g. a fault on the grid), the virtual governor will regulate the
imposed power on the wind turbine (by adding id−f to id−MPPT ). Since MSC makes Pe u
Pg (by keeping Vdc constant), no supplementary devices will be required to dump the extra
energy [163]. The surplus energy from the wind during abnormal conditions will be stored
as K.E in the rotor of the wind turbine [162], [163]. Hence, the combination of the wind
turbine and associated controls on the MSC, mimics the prime mover of a conventional
SG, allowing the contribution of its inertial energy to mitigate system disturbances and
suppress oscillations. The relationship between Pe and Pg is governed by the power balance
principle (3.7), neglecting losses [66]:




Where C represents the DC-link capacitor, Vdc is regulated by comparing the reference
DC-link voltage Vdc
2∗ with Vdc
2 (see Fig. 3.2). The error signal is processed by the PI
controller to generate Pe∗ (where P ∗e
∼= Pe), which is then transformed to the equivalent
current magnitude isq. The d-component of the current is regulated to zero to maximize
available power and minimize ohmic losses [66], [164].
3.3.2 Grid Side Converter
The proposed scheme for the VSM (see Fig. 3.3) is implemented on the GSC, which
interfaces with the grid network. It regulates power exchange and ensures stable operation
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Fig. 3.3. Proposed Control paradigm of the Virtual Synchronous Machine for the Grid
Side Converter
of the PMSG and connected loads in all operating modes. The salient feature of this VSM
paradigm is that no switching operation is required in all modes of operation. It employs
a single control paradigm, which enables MPPT in grid-connected operation (assuming
a strong grid), LFPG in islanded mode and FRT during faults. In order to perform the
stability analysis, the system can be divided into four sub-systems: power synchronization,
power management system (PMS), current controller, the output filter and load. The
operation and small-signal model of each sub-systems are detailed below:
3.3.3 Power synchronization
The PLL tracks the phase angle of the filter capacitor voltage Vc (Fig. 3.1) to achieve
synchronization with the grid [165], [166]. This ensures the voltage magnitude V is locked
with the d - axis, Vcd ≈ 1 pu and Vcq ≈ 0 [167]. In this scheme, the PLL is used in
both grid-connected and islanded modes [86]. The PLL dynamics may be neglected for
stiff grids, however, it plays a crucial role on the system stability for weak grids and in
islanded operation [165], [168]. The synchronously-rotating-frame (SRF) PLL is imple-
mented in this study [86]. The equations representing the PLL dynamics are given by (3.8):
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ω = ω0 +Ki ωPLL +KpVcq
ωPLL =
∫
Vcq dt , θ =
∫
ω dt (3.8)
Where ωPLL is the state variable representing
∫
Vcq dt. The proportional and integral gains
are represented by Kp and Ki respectively. The phase angle of the inverter is represented
by θ, while ω and ω0 represent the measured and reference angular frequency respectively.
The measured frequency is represented by f . By linearizing, the small-signal model can





























3.3.4 Power Management System
The PMS, regulates the frequency f and voltage V of the system within nominal
value. Since large wind farms are normally connected at transmission level, where
the network is mainly inductive, the conventional droop control (i.e. id − f , iq − V )
is employed in this thesis. The main components of the PMS include: virtual AVR,
virtual governor and the MPPT. The control structure of the PMS is illustrated in
Fig. 3.3.
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i) Virtual AVR: The primary function of the virtual AVR is to regulate V . In grid-
connected operation V is maintained by the grid (Vcd ≈ 1pu). However, in islanded
mode of operation, Vcd is regulated in proportion to the current demand icq (which
is associated to reactive load QL) as illustrated in Fig. 3.3 and described in 4.1,
where V ∗cd is the reference voltage, i
∗
cq is the reference reactive current, while Kv and
τv are the droop gains and damping filter time constant respectively.




ii) Virtual Governor and MPPT: The role of the virtual governor in this scheme, is
to regulate f within the nominal value. In grid-connected mode, f is dictated by
the grid network. In islanded operation, f is regulated in proportion to the current
demand id (which is associated to active load PL). Fig. 3.3 illustrates the id – f
droop, explained in (3.12) [86]. It is known that PMPPT = Koptω
3
r , where Kopt is a
constant denoting the optimal ratio required between ωr and Pe to achieve MPPT.
The integration of the virtual governor and the MPPT loops ensures that maximum
power is extracted when connected to a stiff grid, and in islanding it follows the
load demand without the immediate need of pitch control. Obviously, if PL is very
small and wind speed is very high, ωr may exceed the rated speed (normally 1.2 pu),
which necessitates using the pitch angle. The equation representing the dynamics
of the virtual governor and MPPT is given by (3.12):
i∗cd = Kf (f
∗ − f)( 1
1 + τfs
) + id−MPPT (3.12)
Where f ∗, i∗cd and id−MPPT are the reference frequency, reference active current and
output current of the MPPT respectively. Kf and τf are the droop gains and the
damping filter time constant of the virtual governor respectively. Assuming id−MPPT
is constant (did−MPPT/dt = 0), the small-signal linearized model of the PMS is given
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The output of the PMS is fed directly to the current controllers as shown in Fig.
3.3. The current controller shapes the voltage across the filter inductor and dampens
oscillations at the output of the LC filters [169], [170]. The equations representing
the current controller are given below:
Let γd =
∫
i∗cd − icd , γq =
∫
i∗cq − icq (3.16)
V ∗od = −ω0Lcicq +Kpc(i∗cd − icd) +Kicγd (3.17)
V ∗oq = ω0Lcicd +Kpc(i
∗
cq − icq) +Kicγd (3.18)
Where γd and γq are the state variables in the current controller. The proportional
and integral gains are represented by Kpc and Kic respectively. Lc is the filter
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inductance, while V ∗od and V
∗
oq represents the output voltage of the inverter. The

























 , BC2 =
−1 0 0 0 0 0



























−Kpc −ω0Lf 0 0 0 0
ω0Lf −Kpc 0 0 0 0
 (3.23)
3.3.6 Output LC filter and load
The output current icd and icq from the inverter is fed to the load and grid through
the output filters Rc, Lc and Cc of the inverter and coupling inductance. In the small-
signal model, the coupling inductance are superimposed with the variable load (Rl
and Ll in Fig. 3.1). It is also assumed that the inverter delivers the required output
voltage, i.e., V ∗odq = Vodq. The state equation of the output LC filter and the load
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Fig. 3.4. Linearized model of the proposed VSM
The overall linearized model of the system is illustrated in Fig. 3.4. The aggre-
gated matrix (3.34), is derived by combining the state space models of the power syn-
chronization sub-system (3.9), PMS (3.13), (3.14), current controller (3.19), (3.21),
the output filter and load (3.33).
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Tab. 3.1. System’s Parameters
MSC
Variable PMSG 1 PMSG 2
Rated Power 2 MW 1 MW
Rated Voltage 0.7 kV 0.7 kV
Rated Rotor speed 3.1 rad/s 4.4 rad/s
Inertia Time constant 3 s 2 s
DC link Voltage 2 kV 2 kV
DC link Capacitance 6 mF 4.5 mF
VSM (GSC)
Transmission line impedance ZT R = 0.16 mΩ/km L = 0.1 mH/km
Current loop PI controllers Kpc = 0.15 Kic = 1.5
PMS damping τf = 1.3 s τv = 0.005 s
PLL (PMSG 1/ PMSG 2) Kp = 0.05/ 0.03 Ki = 0.5/ 0.03
Filter impedance Rc = 1.5 mΩ Lc = 0.15 mH Cc = 160 µF
3.4 Stability Analysis and Dynamic Peformance of the Proposed VSM
The stability of the proposed VSM, will be analyzed for both small and large per-
turbations. In this section, the MSC is replaced by a constant DC source in order
to focus on the VSM dynamics.
3.4.1 Validation of small-signal model
For the purpose of validating the developed small-signal (mathematical) model (Fig.
3.4), the response of the model is compared with the SIMULINK model (i.e. devel-
oped using components from the MATLAB specialized power systems toolbox). The
system parameters, detailed in Table 3.1 for PMSG 1, are used for both SIMULINK
and small-signal models.
Fig. 3.5 shows the system response of both models for a step change in load.
The variables P , Q , V and f respectively represent the active power, reactive power,
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Fig. 3.5. Simulation results comparing the response of the SIMULINK model with the
small-signal model:(a) Active Power (b) Reactive Power (c) Frequency (d) Volt-
age
voltage and frequency. The signals from the SIMULINK and small-signal model are
identified by the suffix “sim” and “mod” respectively. From Fig. 3.5(a) and Fig.
3.5(c), it is observed that for an increase in active power demand from 0.32 pu to
0.4 pu, Pmod closely matches Psim, while fmod also matches fsim but with a slightly
larger undershoot than fsim. Similarly, for an increase in reactive power demand
from 0.16 pu to 0.2 pu, Fig. 3.5(b) and Fig. 3.5(d) show that, Qmod closely matches
Qsim, while Vmod also matches Vsim but with slightly more oscillations. The results
from Fig. 3.5 confirm that the developed model accurately represents the VSM. The
increased oscillations observed on the small-signal model is due to the linearity of
the system.
3.4.2 Eigenvalue analysis
The steady state initial condition for this analysis, is a single VSM (PMSG 1) feeding
an RL load of 0.70 pu. The system parameters are given in Table 3.1. The complete
state space matrix of the VSM has 12 states (3.34). As observed in Table 3.2, all
eigenvalues have negative real parts, indicating stable operation.
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Tab. 3.2. Complete System eigenvalues
Eigenvalues Damping f (Hz) Dominant
λ Real Imaginary ratio (ζ) states
λ1 0 1 ∆θ
λ2,3 -407 ± 9910i 0.04 1577 ∆icdq, ∆Vcdq, ∆ildq
λ4 -948 1 ∆icd, ∆ildq
λ5,6 -441 ± 8120i 0.05 1292 ∆icdq, ∆Vcdq, ∆ildq
λ7,8 -410 ± 1010i 0.38 161 ∆i∗cq, ∆icq, ∆ilq
λ9 -40.1 1 ∆i
∗
cd
λ10 -15.2 1 ∆ωPLL, ∆i
∗
cd , ∆γdq
λ11,12 -9.39 ± 1.01i 0.99 0.16 ∆ωPLL, ∆γq
The dominant states, which are shown in Table. 3.2, are derived using the
participation factor matrix [3].
It can be inferred that there is a degree of coupling between the states relating
to the active and reactive power control, this is because the system is not purely
inductive [157]. The zero eigenvalue λ1, is due to the PLL angle ∆θ, a similar
occurrence is observed with the rotor angle when SGs are operated in islanded
mode [3]. The super-synchronous oscillatory modes λ2,3 and λ5,6 are associated with
the LC filter and load, and are damped instantaneously (0.003 s). The modes λ7,8
are mainly influenced by the virtual AVR, which dictates the reactive power flow.
The sub-synchronous oscillatory modes λ11,12 are associated with states from the
PLL and the current controller. The result of the eigenvalue analysis confirms that
the VSM is well-damped, as the dominant modes have a damping ratio, ζ ≥ 5% [171].
The dominant modes of the VSM, which are λ10 and λ11,12, are mainly influenced
by the reactive power flow and by states from the PLL and virtual governor. Hence,
to maintain stability and achieve the desired dynamic performance of the VSM in
all operating modes, the design parameters of the PLL, virtual AVR and virtual
governor will be further investigated.
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3.4.3 Impact of PLL on VSM stability
The PLL bandwidth has a dominant effect on the stability of the VSM. Although a
fast PLL is desirable for grid synchronization, it can greatly reduce stability, increase
phase tracking error and lead to poor harmonics filtering [165], [172]. Hence, a
compromise is required between a fast synchronizing PLL and an optimal dynamic
performance. Fig. 3.6 shows the transition of the open loop poles as the proportional
gain Kp of the PLL is increased. As the poles move closer to the origin, the voltage
waveforms becomes distorted. It can be observed that for Kp ≥ 3, the VSM becomes
unstable. This corroborates earlier works [165], [168] which stipulate that, for stable
operation in islanded operation PLL bandwidth should be small. To ensure stability
in the event of fault, where large swings are expected in Vcq this work proposes
keeping Kp at ≤ 10% of the critical Kp value (Kp u 3).
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Fig. 3.6. Transition of open loop poles with varying Kp
3.4.4 Impact of Virtual AVR damping
Based on the VSM design Fig. 3.3, the voltage and frequency droop gains are con-
stant (determined by the grid regulation in the region). However, the damping filter
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time constants τf and τv of the virtual governor and virtual AVR can be varied to
improve the stability and transient response. Hence, the impact of τf and τv on the
dynamics and transient stability of the VSM will be investigated using eigenvalue
analysis and time domain simulation respectively.
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(a) Transition of open loop poles with vary-
ing τv


























(b) Transient performance of VSM for vary-
ing values of τv
Fig. 3.7. Performance of VSM for different values of τv
Fig. 3.7(a) illustrates the transition of the poles as τv is varied. It is observed that
as τv is increased, the open loop poles move towards the jω-axis indicating a less
stable operating mode. For large values of τv (τv > 0.6) the open loop poles cross
over to the right hand plane (RHP) and the system becomes unstable.
Fig. 3.7(b) illustrates the transient performance of the proposed VSM for differ-
ent values of τv (at the same operating point as the linearized model used for the
eigenvalue analysis). The VSM is initially grid-connected, then a 3-phase fault is
applied on the grid side at 2.86 s, thereafter the VSM is disconnected at 3 s and
operates in islanded mode. It can be observed that as the damping on the virtual
AVR is increased, which results in a slower response, the transient performance
worsens and for τv = 0.1 the VSM fails to recover post-fault. The result from the
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transient analysis, corroborates the result from the small-signal analysis, which il-
lustrated that increasing τv moves the VSM poles towards the unstable operating
region (RHP). Hence, this work proposes keeping τv at ≤ 0.01. This findings also
conforms with the operation of the SG, where high exciter response is required to
increase synchronizing torque and improve transient stability [3].
3.4.5 Impact of Virtual Governor damping
The damping filter time constant τf of the virtual governor proffers inertial support
for the VSM operation. Fig. 3.8 illustrates the transition of the open loop poles as
τf is varied. It can be observed that the open loop poles drift away from the RHP
as τf increases, indicating a more stable operation. Furthermore, an increase in τf
results in damping of higher frequency oscillations in the system.
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Fig. 3.8. Transition of open loop poles with varying τf
To observe the transient stability of the VSM due to τf , the same test procedure as
for Fig. 3.7 is implemented. From Fig. 3.9, after the fault is cleared, we observe a
relatively high frequency oscillation on the voltage signal for τf = 0.2, indicating an
under-damped system. However for τf ≥ 0.4, the VSM provides a better damped
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response which suppresses the oscillation due to the disturbance and eliminates high
frequency oscillation caused by the PLL interaction with the controllers. Despite the
benefits of a large inertial support, a very slow system response is also undesirable.
Hence, this work proposes keeping τf at, 0.4≤τf≤1.5. This phenomenon is also
similar to the SG, where a large inertia is required to mitigate network disturbances,
and sufficient damping of the rotor angle is required to maintain stability after a
large disturbance [3].


















































Fig. 3.9. Transient response of the VSM for different values of τf
3.5 Simulation and Discussion
The model shown in Fig. 3.1 is simulated using the MATLAB/SIMULINK software
package. The system parameters for the PMSGs are given in Table 3.1. All results
are presented in pu based on total system rating (not each PMSG). The output
of the individual PMSGs are represented as PMSG1 and PMSG2. PT , QT and
Pgrid, Qgrid represent the total active and reactive power from the PMSGs and the
grid respectively. ωopt represents the optimal rotor speed based on available wind
power, while ωr1 and ωr2 represents the rotor speed of each PMSG. Figs. 3.10(g)
and 3.10(h) illustrate the voltage and frequency at PCC (see Fig. 3.1). Fig. 3.10
illustrates the simulation results of the following scenarios:
61


























































































































Fig. 3.10. Simulation results for PMSGs in grid-connected and islanded mode:(a) Rotor
speed, pu 1- ωopt, 2 - ωr1, 3 - ωr2. (b) Power, pu 1 - PMSG1, 2 - PMSG2.
(c) Power, pu 1 - PT , 2 - PL, 3 - Pgrid (d) Reactive power, 1 - PMSG1, 2 -
PMSG2 (e) Reactive power, pu 1 - QT , 2 - QL, 3 - Qgrid (f) DC-Link voltage
(Vdc), pu 1 - PMSG1, 2 - PMSG2 (g) Voltage at PCC, pu (h) Frequency at
PCC, pu.
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3.5.1 Grid-connected operation (0—10 s)
The simulation starts with the two PMSGs connected to the grid. It can be observed
from Fig. 3.10(a) that the PMSGs are operating at MPPT as ωopt = ωr1 = ωr2 =
0.78 pu. The surplus power (not consumed by PL) is transferred to Pgrid (Fig.
3.10(c)). It is also observed (see Figs. 3.10(d) and 3.10(e)) that QL is supplied
by the grid, which is in compliance with the control paradigm. At t = 2.84 s, a
3-phase fault occurs at the grid side, (see Fig. 3.1). The PMSGs seamlessly ride
through the fault, as the DC voltage Vdc (Fig. 3.10(f)) and f (Fig. 3.10(h)) are well
regulated. It is worth noting that, unlike the conventional control strategies (where
Vdc is controlled by GSC) [162], Vdc does not rise during fault, as the prime mover
(MSC) only supplies the power demanded by the VSM. Hence Pe u Pg during fault,
and the surplus energy from the wind during fault is stored as K.E in the rotor
(ωr1 and ωr2 increases). This eliminates the need for a crowbar on the DC-link to
dissipate excess energy. As observed from Fig. 3.11, there is minimal distortion on
the voltage waveform during fault. The fault is cleared at 3 s, and it is observed
that the VSM maintains stable operation; as instability due to large disturbance
is usually evident within 2–3 s after the disturbance [3]. At t = 10 s, the VSM is
disconnected from the grid. Unlike [75], there is no need to switch controllers when
disconnecting the VSM from the grid. As observed from Fig. 3.10, the transition to
islanded operation is seamless.
3.5.2 Islanded operation (10–100 s)
In this operating mode, the PMS ensures V and f are regulated within nominal
values. Hence, the PMSGs operate in the sub-optimal power region [173], this is
reflected by an increase in the rotor speeds, and is determined by the load demand.
The following test scenarios are applied in this mode:
(I) A step reduction in load demand occurs at t = 30 s. As illustrated in Figs.
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Fig. 3.11. The three-phase voltage waveform at PCC (pu) for the fault duration
3.10(c) and 3.10(e), PT and QT precisely follow the change in load demand PL and
QL respectively. As shown in Figs. 3.10(b) and 3.10(d), the load is shared by the
two PMSGs while the surplus electrical power in the PMSGs are stored as K.E in
the rotor.
(II) The system runs smoothly until t = 50 s, when PMSG 2 is suddenly taken offline
(CB 2 is open). This was done to observe the system response to large disturbance.
Upon the sudden loss of PMSG 2, PMSG 1 supplies the total load. As observed
from Fig. 3.10(a), PMSG 1 releases the stored K.E and operates close to the MPPT
region. Since PMSG 2 is operating on no-load, the pitch control is automatically
activated to limit ωr2 to 1.2 pu. The standard pitch control from MATLAB was
implemented here. As observed from Fig. 3.10(g) and 3.10(h), V and f are well
regulated and the system maintains stability despite the large disturbance. This
shows that, for a system implementing the proposed VSM, if one or more converters
develop a fault during operation, it can be easily taken offline with negligible impact
on the operation of the remaining VSMs. At t = 80 s, PMSG 2 is reconnected and
the load is shared between the two PMSGs.
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Fig. 3.10 shows that V and f are maintained within nominal value.
3.5.3 Grid Reconnection (100–130 s)
At t = 100 s, the grid is restored and CB 3 is closed. The transition to the grid
is relatively smooth, and V and f are well controlled. As observed from Fig. 3.10,
there is negligible voltage oscillation during transition to grid, as the phase differ-
ence between the islanded zone and the grid at the time of closing CB 3 is very
minute. As earlier discussed, a fast PLL (i.e. PLL with large bandwidth) will be
detrimental to the system stability. However, since grid reconnection is always in-
tentional, conventional synchro-check devices [97], [98] can be applied to ensure the
VSM variables (V , f , θ) are within the stipulated boundaries [174], prior to closing
the mains circuit breaker (which is CB 3 in this study) to ensure smooth transition
to the grid-connected operation.
The key contributions of this chapter are:
I) Developed a detailed mathematical model of the proposed VSM.
II) Comprehensive analysis of the VSM in the event of small and large pertur-
bations.
III) Establishing design guidelines using the developed small-signal model.
3.6 Conclusion of Chapter 3
This chapter proposed a VSM strategy for PMSG based wind turbines, which enables
seamless operation in grid-connected and islanded operating modes. It achieves
MPPT in grid-connected operation, LFPG in islanded operation and FRT during
faults.
A detailed mathematical model of the VSM was derived and the dynamic re-
sponse was validated with the SIMULINK model. The derived model was analyzed
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in the event of small and large perturbations. It was observed from the analysis,
that a low PLL bandwidth is required for a desirable performance and stable opera-
tion of the VSM. It was also observed that, a fast virtual AVR and a relatively slow
and well-damped virtual governor are essential to maintain stability and optimal
dynamic performance.
The results of this analysis, were used as a guide in the design of the VSM. To ver-
ify the performance of the VSM, a time domain simulation (MATLAB/SIMULINK)
was performed for different test scenarios. The results confirmed that the VSM
operates seamlessly in grid-connected and islanded modes, and rides through fault
without switching controls in all modes.
The next chapter will evaluate parallel operation of the VSM with SGs, investi-
gating LFOs and the network stability.
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LOW-FREQUENCY OSCILLATIONS IN POWER SYSTEMS
4.1 Introduction
The LFOs inherent in power systems will be impacted by the increasing penetration
of RESs. This chapter investigates the impact of VSM based RESs on the LFOs in
power systems. A detailed two-machine test-bed has been developed to analyze the
LFOs which exists when VSMs replace SGs. The characteristics of the LFO modes
and the dominant states have been comprehensively analyzed. Furthermore, this
study analyzes the LFO modes which exists in an all-VSM grid. The role of PSSs
in the all-VSM grid has been comprehensively evaluated. The IEEE benchmark
two-area four-machine system has been employed to corroborate the results of the
small-signal analysis and observe the transient performance. The analysis in this
chapter have been performed in MATLAB/SIMULINK environment.
It should be noted that the results presented in this chapter have been published
in the IEEE Transactions on Power Systems Journal [175].
4.2 Problem Definition
VSMs have been adopted as a grid-friendly approach to integrate large-scale RESs
into the grid [34]. However, since VSMs emulate the dynamics of the SGs, they may
also exhibit some of the undesirable characteristics of the SG [150]. This chapter
analyses the impact of VSMs on the LFOs in power systems. Considering that
fast-acting AVRs and voltage controllers (from the SGs and VSMs respectively)
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adequately cater for the power systems synchronizing torque [3], [176], thus VSMs
mainly impact the LFOs by [36]:
(1) Replacing the SGs dynamics with the VSMs dynamics, thereby impacting
the modes (oscillatory and non-oscillatory).
(2) VSMs impacting damping torque of SGs.
(3) VSMs displacing SGs integrated with PSS.
As discussed in chapter 2, several techniques have been proposed to improve the
power systems LFOs using VSMs. However, there are some research gaps as detailed
below:
• Studies in [70], [136] attempt to minimize the impact of VSMs on the power
systems LFOs by modifying the parameters of the VSMs; however, this ap-
proach leads to sub-optimal performance of the VSM. Also, it may not provide
sufficient damping for LFOs emanating from SGs.
• The analytical studies in [70], [150], [152], [153] do not provide an holistic
insight on the system stability as they neglect the dynamics of some controllers,
e.g. reactive power control, voltage control and current control.
• Some of the past works (e.g. [150]) only consider LFOs in an all-VSM grid,
and neglect the integration of VSMs with SG. Hence, the net impact (either
positive/negative) of VSMs on the LFOs of power systems (with substantial
amount of SGs in operation) cannot be evaluated.
• In some previous studies [130], [150] the network is assumed to be quasi-static.
Although this approach is considered accurate for SGs with slow dynamics,
since VSMs have much faster dynamics, neglecting the network dynamics can
lead to false conclusion on the system stability [158], [177].
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It is also noted that some of the schemes proposed in literature (e.g. [70], [136],
[151]) are not as efficient as the PSS. Furthermore, none of the previous arts have
evaluated the role of PSS in an all-VSM system. In light of the gaps in the previous
works, the study in this chapter aims to provide an accurate and comprehensive
analysis on the impact of VSMs on the power systems LFOs.
The succeeding sections in this chapter are organized as follows: The modelling
of the VSM and the SG dynamics are presented in Section 4.3 and Section 4.4
respectively. The state space model of the network dynamics of a two-machine
test-bed is developed in Section 4.5. Section 4.6 presents the comprehensive modal
analysis of the two-machine test-bed. Section 4.7 presents the simulation results for
the IEEE benchmark two-area four-machine system, which corroborates the analysis
in Section 4.6. Section 4.8 concludes the chapter.
4.3 Modelling of the VSM
The VSM proposed in chapter 3 is employed in this chapter. The main addition
here is the PSS for damping LFOs. In chapter 3, it has been demonstrated that
the dynamics of the VSM dominates the power system response. In order to focus
on the impact of the VSM on the LFOs, the details of the prime mover (e.g. wind
turbine/solar PV) is not detailed. Also, since it has been demonstrated in chapter
3 that the proposed VSM regulates the DC-bus at a fairly constant value in all
operating modes, a constant DC-bus can be employed without loss of accuracy in
the system analysis.
4.3.1 Virtual governor and Virtual AVR
The virtual governor performs the same role of regulating the system frequency
as described in chapter 3. However, since LFOs are mainly associated with weak
systems [3], [116], MPPT is not employed here; rather, Pset is determined by the
ESOs requirements.
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Fig. 4.1. Proposed VSMPSS control structure.
Similarly, the virtual AVR regulates the system voltage as described in chapter 3.
In this study, the virtual AVR is integrated with the PSS as illustrated in Fig. 4.1.
4.3.2 Power System Stabilizer
As discussed in chapter 2, the primary function of the PSS is to damp LFOs, thus
improving the stability of the power system [3]. The PSS is integrated to the virtual
AVR as illustrated in Fig. 4.1. To achieve adequate damping on the system, the
input signal of the PSS should contain sufficient information of the system oscillation
[132], [134]. Here, we implement the P signal, which is a function of the rotor angle
difference ∆δ between interconnected machines (for inductive grid) [3], [156]. This
enables the use of a local variable (P ) with adequate information on remote signals
(∆δ). The overall equation representing the integration of the virtual AVR with the
PSS is given by (4.1):
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4.4 Modelling of the Synchronous Generator
The 6th-order model of the SG has been implemented in this study. The equations








































































The notations D, ω∗ and ω respectively represent the damping factor, reference
rotor speed and rotor speed. Ld, Lq, L0, isd, isq, is0, λd, λq, λ0 represent the dq0
component of the synchronous inductance, stator current and stator flux linkage
respectively. Laf , Lff , Rf , Ra, λf , Vf , if , represent the stator to rotor mutual field
winding, self-inductance, field winding resistance, armature resistance, field winding
flux linkage, field winding voltage and current respectively. K and β are constants
relating to the swing equation and inductors respectively. The notations p and J
are the pole pairs and rotor inertia respectively. The measured voltage at the bus
terminal is represented by Vd, Vq, V0. For a balanced network, the zero sequence
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components are eliminated (i.e. V0 = is0 = 0) [3]. It is assumed that the bus
terminal is grounded via a virtual ground Rv as described by (4.5). Rv is modelled
with a high resistance, such that it has minimal impact on the network dynamics
[157], [179]. The notations idx, iqx, represent the current measured at the xth node,
connecting the SG with the rest of the network.
Vd = Rv(isd − idx)
Vq = Rv(isq − iqx) (4.5)
4.5 Modelling of the Network
For the stability analysis in this study, the complete network and load dynamics
are modelled in state space as described in [157], [179]. This facilitates an accurate
analysis, which takes into account the dynamic interaction of the machines with the
network [158], [177]. The configuration of the network is illustrated in Fig. 4.2. The
voltage at buses 1, 2, 3 and 4 are represented by Vdq1, Vdq2, Vdq3 and Vdq4 respectively.
The state space representation of each component of the network is described below.
4.5.1 Transformer
The transformer is represented by its equivalent leakage impedance [6], [180]. The
inductance of the transformer is represented by Ltr, and it is assumed that the
winding resistance is negligible [6]. The dynamics of the transformers tr1 and tr2
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Fig. 4.2. Topology of the two-machine test-bed for small-signal analysis: (a) Single line
diagram (b) Signal-flow diagram.
The current in dq flowing through tr1 and tr2 are denoted by idq1 and idq2 respectively.
4.5.2 Load
A dynamic RL load is employed in this study. The dynamics of the loads SL1 and





































The current in dq flowing into SL1 and SL2 are respectively represented by iload−dq1
and iload−dq2. The notations Rload and Lload represent the equivalent resistance and
inductance of the load respectively.
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4.5.3 Transmission tie-line
The transmission tie-line plays an important role on the stability of interconnected
power systems [33]. Large disturbances (e.g. 3-phase fault) on transmission tie-lines
can lead to power split or blackout if adequate damping measures are not in place
[3], [116]. The tie-line is represented by an equivalent nominal π circuit [3], [180].


























































iq2 + itie−q − iload−q2
)
(4.15)
The notations R, L and C respectively represent the resistance, inductance and
shunt capacitance of the transmission line. From Fig. 4.2, it is observed that there is
a net power flow on the tie-line Stie from Vdq3 to Vdq4. This is modelled by subtracting
the current flowing in the tie-line itie−dq from Vdq3 (see (4.10) & (4.11)) and adding
it to Vdq4 (see (4.14) & (4.15)) [3].
4.6 Small-Signal Stability Analysis
The small-signal stability study of power systems is primarily concerned with the na-
ture of the angular oscillations, when the system is subjected to small disturbances
[3]. The angular oscillations of interest are the LFOs [33], [133]. A single machine
infinite bus model is commonly used to observe the stability and performance of SGs
[3], [6]. However, this may not be adequate for systems containing diverse RESs, as
it is unable to elucidate the interaction between the various power generating sources
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in the network. Hence in this study, a detailed two-machine test-bed has been de-
veloped which offers an excellent platform for the observation and comprehensive
analyses of the interaction of modes between the SG and VSM. It is noted that the
proposed test-bed is an adaptation of the IEEE two-area four-machine benchmark
model. The topology of the test-bed is illustrated in Fig. 4.2, and the dynamics
of each components have been detailed in section 4.3−4.5. In order to investigate
the small-signal stability analysis, all units in the system must be synchronized to
a common reference frame [3], [6]. The rotating frame of an arbitrary machine is
chosen as the common reference frame DQj [3]. The output variables of the ith ma-
chine rotating at dqi is translated to DQj using the output transformation operator
Tout (4.17), while the input variables on DQj are translated to dqi using the input



































Where fDQ and fdq are the machine variables represented on DQj and dqi respec-
tively, δij is the angular difference between DQj and dqi. Fig. 4.3 illustrates the
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Fig. 4.3. Reference frame transformation [3].
dq reference frame transformation. The output and input of each machine are the












cdq γodq icdq Vcdq Vpss
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(4.20)























The states of the VSM & VSMPSS, SG and network are respectively represented
by (4.20), (4.21) and (4.22) respectively. The network state equations are all repre-
sented on the common reference frame [157], [178]. The complete state space model
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Tab. 4.1. System’s parameters
VSM
Parameter Value
Current Loop PI control Kp = 9e−4 Ki = 9e−3
tf , tv 1.3 s, 0.005 s
PLL PI control Kp = 0.005 Ki = 0.05
Filter impedance Rc = 0.008 pu Lc = 0.3 pu
SG
Parameter Value (pu)
H, p 6, 2
Ra, Rf , Rv 0.02, 0.368, 8
Ld, Lq, L0, Laf 0.6, 0.6, 0.06, 7.07
D 0.002
Transmission network
Line impedance R = 9e−4 pu/km, XL = 9e−3 pu/km,
bc= 1.58e−3 pu/km
Transformer impedance Xtr = 0.15 pu
SL1, SL2, Stie 0.4 pu, 0.8 pu, 0.36 pu (at 0.85 PF)
of the test system is modelled in MATLAB/SIMULINK. The linearized model of the
complete system is represented by ∆ẋ = A∆x + B∆u and is obtained in MATLAB
using the linear analysis toolbox.
The stability analysis in this study analyzes the: (A) impact of SG replacement by
VSM (B) robustness of the VSMPSS (C) stability of an all-VSM grid (D) the role of
PSS in these scenarios. The system’s parameters are detailed in Table 4.1. The ma-
chine and network parameters have a base rating of 900 MVA. The nominal voltage
at the SG terminal and transmission network are 20 kV and 230 kV respectively.
The initial operating point for the machines are Pset = 0.8 pu.
4.6.1 Impact of SG replacement by VSM
The objective here is to observe the LFO modes when SGs are replaced by VSMs.
To achieve this, we consider three system configurations on the test-bed (see Fig.
4.2):
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Tab. 4.2. Dominant eigenvalues for sub-section 4.6.1
SG-SG
Pole Mode Damping Ratio (ζ) Dominant states
λ1,2 -0.017 ± 5.52 0.003 ∆δ12, ∆ω1, ∆ω2
SG-VSM
Pole Mode Damping Ratio (ζ) Dominant states
λ1,2 -0.242 ± 2.62 0.092 ∆δ12, ∆ω1, ∆i∗cd2
λ3,4 -1.58 ± 4.44 0.335 ∆δ12, ∆ωPLL2, ∆i∗cd2
SG-VSMPSS
Pole Mode Damping Ratio (ζ) Dominant states
λ1,2 -0.584 ± 2.46 0.23 ∆δ12, ∆ω1, ∆i∗cd2, ∆Vpss
λ3,4 -4.3 ± 4.62 0.681 ∆ωPLL2, ∆i∗cd2, ∆Vpss
λ5,6 -0.87 ± 3.82 0.209 ∆δ12, ∆ωPLL2, ∆Vpss
(1) The stability of the test system with two SGs (SG-SG)
(2) Replacing SG2 with VSM (SG-VSM)
(3) Addition of PSS to VSM (SG-VSMPSS)
For this test, PSS is not utilized for the SG as this has been well established in
literature [3], [6]. Fig. 4.4 illustrates the location of the dominant system poles
for the three test configurations. Table 4.2 illustrates the damping ratio (ζ) and
dominant states affecting the LFO modes. The dominant states are obtained using
participation factor matrix (pk)[3].
The subscript 1 and 2 in the last column of Table 4.2 denote the dominant states
relating to machine 1 and 2 respectively.
(1) SG-SG: For the first configuration, (see Fig. 4.4(a)). It is observed that, with
2 SGs (with no PSS) the system is marginally stable as a pair of poles oscillating at
5.52 rad/s are situated very close to the jω-axis. From Table 4.2, it is observed that
78
4. Impact of Virtual Synchronous Machines on Low-Frequency
Oscillations in Power Systems


























(a) Comparison of the LFO when VSM replaces SG
(b) Transition of LFO modes with direct feedback of P without lead-lag compensators




























(c) Comparison of the LFO when PSS is employed on VSM
Fig. 4.4. Impact of SG replacement by VSM.
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this poles are rotor angle modes (i.e. dominated by ∆δ12, ∆ω1 and ∆ω2) and ζ =
0.003. This implies that a disturbance in the system will lead to continuous angular
oscillations which do not decay with time, due to insufficient damping torque.
(2) SG-VSM: With SG2 replaced by the VSM (see Fig. 4.4(a)), two oscillatory
poles λ1,2 and λ3,4 are observed. The poles λ1,2 oscillates at 2.62 rad/s and is dom-
inated by ∆δ12, ∆ω1 and ∆i
∗
cd2 (from the VSM’s virtual governor). Whereas, λ3,4
oscillates at 4.44 rad/s, and is dominated by ∆δ12, ∆i
∗
cd2 and ∆ωPLL2 (from the
VSM’s PLL). This system is stable as the poles are all located on the left hand side
(LHS) of the jω-axis. It is also noted that the damping ratio of λ1,2 has increased.
However, it is still not well-damped (ζ = 0.092). It is noted that, although [136] sug-
gests retuning the VSM’s parameters, retuning an already well-designed VSM, may
exacerbate other modes and deteriorate the VSM performance. As an alternative,
since the VSM is designed to emulate the SG, some of the supplementary controls
(e.g. PSS) employed on the SG, should be applicable on the VSM to enhance the
power system stability.
(3) SG-VSMPSS: For this configuration, the PSS shown in Fig. 4.1 is employed
on the VSM. From Fig. 4.4(b), it is observed that a direct feedback of P (without
lead-lag compensators) exacerbates the dominant LFO mode (λ12) in the SG-VSM
configuration. Hence, to achieve the desired damping on the LFO modes, the PSS
must be systematically designed. Two crucial parameters in the design of the PSS
are the oscillatory frequency ωosc and the phase lead φlead on the lead-lag compen-
sator [6]. In this study, the required φlead is obtained using the residue approach
[107], [129]. The residue angle ∠Ri (see Fig. 4.4(b)), at which λ12 approaches the
jω-axis is obtained from the transfer function Gres(s) = P/V
∗. Here ∠Ri ≈ 60°,
hence the required φlead = 120° i.e. φlead = 180°−∠Ri. The primary considera-
tion in selecting ωosc for the PSS, is to achieve maximum damping on the critical
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modes. This is usually the inter-area modes which are usually under-damped due
to weak interconnecting tie-lines [130], [33]. In this study, ωosc is chosen as 4.21
rad/s which ensures adequate damping for the LFO modes of interest. It is noted
that for complex PSS designs i.e. multi-band PSS (MB-PSS), more than one ωosc
value is normally chosen within the LFO range [107]. For optimum performance,
it is desirable to limit the maximum φlead of each compensator, such that φlead <
60o [107]. Hence, three identical lead-lag compensators (n=3) with φlead = 40° are
implemented; such that T 1 and T 2 are 0.509 and 0.11 respectively. Kpss is chosen
on the premise of achieving sufficient damping, whilst also avoiding controller satu-
ration (which might occur due to very high Kpss). Here, Kpss is chosen as 0.12.
To ensure fast response of the VSM, while passing the desired low frequencies, Tw
= 1 s.
From Fig. 4.4(c), it is observed that by employing the PSS, an additional oscillatory
mode λ5,6 is introduced into the system. This mode is dominated by ∆δ12, ∆ωPLL2
and ∆Vpss. It is also observed that, the dominant modes in λ1,2 and λ3,4 are similar
to configuration 2. However, ∆Vpss is also dominant on λ1,2 and λ3,4. From Fig.
4.4(c), it is observed that the inclusion of the PSS moves the oscillatory modes fur-
ther to the LHS, indicating improved stability and damping. As detailed in Table
4.2, the ζ for λ1,2 and λ3,4 have increased to 0.23 and 0.681 respectively, which are
now well-damped.
4.6.2 Robustness of the VSMPSS
Consider the testbed in Fig. 4.2, where P1 and P2 represent the active power gen-
erated by SG1 (or VSM1) and SG2 (or VSM2) respectively, and PL represents the
aggregated active load (i.e. PL1 + PL2 = PL). Since the network is mainly inductive
(i.e. XL R), one can assume that the SGs (or VSMs) rotor angles are small (i.e.
sin δi ≈ δi), and the system voltage deviation is negligible (i.e. V1 = V2 ≈ 1 pu). The
linear equation representing the active power flow in the network can be represented
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∆δ1XL2 + ∆δ2XL1 −∆PLXL1XL2
XL1 +XL2
Where δL is the load angle, while XL1 and XL2 respectively represent the reactance
of the transmission line connecting SG1 (or VSM1) and SG2 (or VSM2) to PL. From






From (4.24), it is observed that variations in the loading condition ∆PL and in the
reactance of the transmission line ∆XL are the main grid parameters that impact
the small-signal (angular) stability of the system. It is noted that for a given trans-
mission line, XL is proportional to the length of the transmission line. Hence, the
robustness of the VSMPSS will be evaluated for (1) variations in the system loading,
(2) variations in the length of the transmission tie-line ltie. The SG-VSMPSS setup
in sub-section 4.6.1 is employed here.
(1) Impact of varying system loading: To observe the stability of the VSMPSS
for varying load conditions, SL2 is varied from 0.6–1.2 pu. For the purpose of com-
parison, a scenario without PSS is also shown in the result. The Bode plot of the
system frequency response is observed using the virtual governor loop, with f ∗ and f
taken as the input and output of the open loop transfer function Gf (s) respectively
i.e. Gf (s) = f/f
∗. From Fig. 4.5, it is observed that without the PSS, although
the phase margin (PM) is satisfactory i.e. PM = 35°, the system has a relatively
sharp peak at 2.6 rad/s which indicates poor damping. With the VSMPSS, the peak
is eliminated for all scenarios indicating satisfactory damping. Furthermore, the
PM is significantly improved for all configurations i.e. 93°≤ PM ≤ 106°. The gain
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Fig. 4.5. Impact of varying load on VSMPSS stability:1–SL2 = 0.9 pu no PSS, 2–SL2 =
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Fig. 4.6. Impact of varying length of tie-line on VSMPSS stability: 1–ltie = 120 km no
PSS, 2–ltie = 80 km with PSS, 3–ltie = 120 km with PSS, 4–ltie = 160 km with
PSS.
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margin (GM) for all scenarios is satisfactory, and is not impacted by the PSS i.e. 63
dB ≤ GM ≤ 69 dB.
(2) Impact of variations in the length of the tie-line: The test here analyses the
VSMPSS stability for different ltie, varying from 80–160 km. The frequency response
is also observed using Gf (s) = f/f
∗. From Fig. 4.6, it is observed that without the
PSS, although the PM is satisfactory (i.e. PM = 38°) the system is not well damped
at ω = 2.6 rad/s. With the VSMPSS employed, the system is well damped for all
scenarios and the PM is improved i.e. 92°≤ PM ≤ 103°. The GM for all scenarios
is satisfactory, and is not impacted by the PSS i.e. 64 dB ≤ GM ≤ 67 dB.
4.6.3 Stability analysis of an all-VSM grid
The objectives here are to observe: (a) if the LFO modes observed in the SGs exists
for an all-VSM grid (b) the states participating in the LFO (c) the impact of PSS
on the overall system stability. To achieve this, two configurations are investigated:
Tab. 4.3. Dominant eigenvalues for sub-section 4.6.3
VSM-VSM
Pole Mode Damping Dominant states
λ1,2 -1.22 ± 4.44 0.265 ∆δ12, ∆ωPLL1, ∆ωPLL2, i∗cd1,
i∗cd2
λ3,4 -2.93 ± 6.19 0.428 ∆ωPLL1, ∆ωPLL2, i∗cd1, i∗cd2
VSMPSS-VSMPSS
Pole Mode Damping Dominant states
λ1,2 -3.15 ± 4.49 0.575 ∆δ12, ∆ωPLL1, ∆ωPLL2, i∗cd1,
i∗cd2, ∆Vpss
λ3,4 -5.75 ± 5.33 0.734 ∆ωPLL1, ∆ωPLL2, i∗cd1, i∗cd2,
∆Vpss
λ5,6 -1.42 ± 3.58 0.368 ∆δ12, ∆ωPLL1, ∆ωPLL2, i∗cd1,
i∗cd2, ∆Vpss
λ7,8 -1.28 ± 3.89 0.3 ∆δ12, ∆ωPLL1, ∆ωPLL2, ∆Vpss
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(1) Both SGs in Fig. 4.2 are replaced by VSMs (VSM-VSM).
(2) PSS added on both VSMs (VSMPSS-VSMPSS).
1) VSM-VSM: It is observed from Fig. 4.7 that the system is stable as all
the modes are on the LHS of the jω-axis. Two modes λ1,2 and λ3,4 are observed
oscillating at 4.44 rad/s and 6.19 rad/s respectively. These modes are dominated
by states from the PLL and governor. However, ∆δ12 has minimal influence on
λ3,4. From Table 4.3, it is observed that these modes are well damped. Moreover,
comparing this configuration with the SG-SG and SG-VSM configurations (see sub-
section 4.6.1), it is observed that the two modes (λ1,2 and λ3,4) are much better
damped in the VSM-VSM.
Fig. 4.7. Impact of PSS on LFO in an all-VSM grid.
2) VSMPSS-VSMPSS: With the inclusion of PSS, two additional modes λ5,6 and
λ7,8 are introduced in the system. These modes are dominated by states from the
PLL, virtual governor and PSS. It is observed from Fig. 4.7, that the PSS moves
the modes further to the LHS indicating improved stability and damping (see Table
4.3).
The observation from the small-signal analysis shows that, the replacement of SGs
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with VSMs improves the damping of inter-area LFOs. However, PSS is required for
satisfactory operation. It is also observed that the VSMPSS is robust to variations
in the system operating condition. Furthermore, an all-VSM grid can operate satis-
factorily without the need for a PSS, as the LFO modes are well damped. Although
the PSS can improve the stability of an all-VSM grid, it is not a requirement as is
the case for SG dominated grids. It is noted that, as with all control designs, the
above conclusion will not be valid for a poorly tuned VSM.
Fig. 4.8. IEEE benchmark two-area four-machine system [3]
4.7 Transient stability
The objective of this section is to observe the dynamics of the system when subjected
to large disturbances. To achieve this, the IEEE benchmark two-area four-machine
system (also known as Kundur model) has been implemented (see Fig. 4.8). This
system (Fig. 4.8) is the dedicated IEEE benchmark for investigating LFOs and the
role of PSS in power systems [182]. The full-order MATLAB/SIMULINK model
of the SG with AVR and governor has been employed here. The SG and network
parameters are detailed in [3], while the VSM parameters are detailed in Table. 4.1.
In Figs. 4.9–4.22, ∆δ12, ∆δ13 and ∆δ14 represent the relative angular oscillation of
SG2 (or VSM2), SG3 (or VSM3) and SG4 (or VSM4) with respect to SG1 (or VSM1).
P1, P2, P3 and P4 represent the active power generated from SG1 (or VSM1), SG2
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(or VSM2), SG3 (or VSM3) and SG4 (or VSM4) respectively. Q1, Q2, Q3 and Q4
represent the reactive power generated from SG1 (or VSM1), SG2 (or VSM2), SG3
(or VSM3) and SG4 (or VSM4) respectively. The V and f are measured at bus 7
(see Fig. 4.8). Three test cases have been investigated:
(A) Impact of VSM replacing SG.
(B) Robustness of the VSMPSS.
(C) Evaluation of an all-VSM with respect to an all-SG grid.
4.7.1 Impact of VSM replacing SG
To observe the transient stability of the system, a 3-phase fault is applied on the
tie-line at bus 8 (see Fig. 4.8) at t = 20 s for a period of 200 ms. Four system
configurations are observed:
• Configuration 1: four SGs with no PSS (4SG).
• Configuration 2: SG2 and SG4 replaced by VSMs (2SG-2VSM).
• Configuration 3: PSS added to the two SGs in configuration 2 (2SGpss-2VSM).
• Configuration 4: PSS added to the two VSMs in configuration 2 (2SG-2VSMpss).
The standard MB-PSS available on MATLAB/SIMULINK which offers the best
performance is implemented on the SGs, while the PSS designed in section 4.6.1 is
implemented on the VSMs. This offers a good base-line evaluation on the efficacy
of the PSS employed on the VSM. The results of these tests are shown in Figs.
4.9–4.12, which are discussed as follows:
(a) Angle stability: From Fig. 4.9, it is observed that the oscillation is an inter-
area mode i.e. ωosc ≈ 4.2rads−1, with machines in Area 1 swinging against machines
in Area 2; δ13 and δ14 are much larger than δ12. For configuration 1, the system loses
synchronization as the amplitude of the angular oscillations progressively increases
after fault, indicating lack of sufficient damping torque. For configuration 2, it is
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observed that the system is stable but poorly damped; as the angular oscillations do
not increase post-fault, but will take a long period of time to be damped out. For
configuration 3, due to the addition of the MB-PSS on SG1 and SG3, the oscillation
is rapidly damped and the system maintains synchronism. For configuration 4, with
the addition of PSS to the VSMs, the system oscillations are promptly damped out.
It is observed that the performance of the PSS on the VSM (See Fig. 4.1), is very
comparable to the MB-PSS on the SG. Hence, a complex PSS design is not required
on the VSM to obtain satisfactory performance.
(b) Active power oscillation: For configuration 1 (see Fig. 4.10), it is observed
that the power oscillations progressively increases post-fault as the system is unsta-
ble. For configuration 2, the power oscillations do not increase but will take long
time to be damped out. It is also observed that the inertial response from the SG
is more dominant, ensuring quicker power recovery from the SG post-fault. Due
to the surge in power from the SGs (P1 and P3), the VSMs (P2 and P4) seems to
recover slowly to maintain power balance in the system. For configuration 3, the
power oscillation is promptly damped and the system maintains stability. For con-
figuration 4, the power oscillation is also effectively damped and it is observed that
the active power dip is less than all other scenarios. This is a result of the increased
Q injection due to PSS action, which leads to a corresponding reduction in voltage
sag (see Fig. 4.12(a)).
(c) Reactive power injection: It is observed (see Fig. 4.11) that, the Q injected
in configuration 1 and configuration 2 are comparable, though Q is slightly less in
configuration 1. In configuration 3, it is observed that the increased Q injection on
SG1 and SG3 is accompanied by transient absorption of Q in the VSMs (Q2 and Q4)
to maintain Q balance in the system. Similarly, in configuration 4 the SGs (Q1 and
Q3) transiently absorb Q due to the increased Q injection on the VSMs employing
PSS. In comparison with the other scenarios, configuration 4 injects the maximum
Q during fault, thus ensuring the best voltage support.
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Fig. 4.9. Rotor angle: 1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
Fig. 4.10. Active Power (pu):1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
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Fig. 4.11. Reactive Power (pu): 1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
(d) Voltage: It is observed (see Fig. 4.12(a)) that the voltage dip in configura-
tions 2 and 3 are similar. The voltage dip in configuration 1 is the largest because it
injects the least Q during fault. On the contrary, the smallest voltage dip is observed
in configuration 4 due to the maximum Q injected. This ensures a better voltage
support in configuration 4 than all other configurations. The post-fault voltage swell
and dip observed on configuration 3 and configuration 4 respectively, are due to the
stabilizing signals injected into the system by the PSS.
(e) Frequency: It is observed (see Fig. 4.12(b)), that configuration 1 exhibits
the least deviation during fault. For configurations 2–4, the frequency is maintained
within nominal value ±1% [37], and is not impacted by the PSS. From this test, it
is observed that the replacement of SGs with VSM improves damping of inter-area
LFOs. However, PSS is required for satisfactory performance.
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Fig. 4.12. (a) Voltage (pu): 1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM, 4−2SG-2VSMpss.
(b) Frequency (pu): same as (a).
4.7.2 VSMPSS Robustness test
To evaluate the robustness of the VSMPSS (see Fig. 4.1), the following scenarios are
simulated on the same SG (or VSM) configuration as sub-section 4.7.1:
(1) Local fault
(2) Fault on a heavily loaded tie-line
(3) Reversal of power flow on heavily loaded tie-line.
(1) Local Fault: To observe the transient stability in the event of a local fault,
a 3-phase fault is applied at bus 6 (see Fig. 4.8) at t = 20 s for a period of 200 ms.
The results of this tests are shown in Figs. 4.13 & 4.14.
(a) Angle stability: From Fig. 4.13, it is observed that the local fault is more
severe than the fault applied at the tie-line (see Fig. 4.9), due to the proximity of
the fault to the SG (or VSM). For configuration 1, the system instantaneously falls
out-of-step post-fault. For configuration 2, the system is marginally stable, as the
angular oscillations are not incremental post-fault. For configurations 3 and 4, the
oscillation is rapidly damped due to the PSS action on the SG and VSM respectively.
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Fig. 4.14. Active Power (pu):1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
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(b) Active Power oscillation: The power oscillation (see Fig. 4.14) for configu-
rations 1 and 2, will trigger protective relays i.e out-of-step and pole slip protection
relays [35]. For configurations 3 and 4, the oscillations are promptly damped, and
the performance of the VSMPSS (configuration 4) is comparable with MB-PSS (con-
figuration 3) applied on the SG.
(2) Fault on a heavily loaded tie-line: The load at area 2 (see Fig. 4.8) is in-
creased from 2 pu to 2.4 pu, leading to an increase in the tie-line power flow from 413
MW to 645 MW. The fault is applied at the tie-line at bus 8 (same as sub-section
4.7.1). The test results are shown in Figs. 4.15 & 4.16.
(a) Angle stability: From Fig. 4.15, it is observed that the angular oscillations
are undamped and poorly damped for configurations 1 and 2 respectively. For
configuration 3 and 4, the oscillations are promptly damped.
Fig. 4.15. Rotor angle: 1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
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Fig. 4.16. Active Power (pu):1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
(b) Active Power oscillation: From Fig. 4.16, it is observed that the power os-
cillations are unsatisfactory for configurations 1 and 2. The result for configurations
3 and 4 illustrate that the oscillations are promptly damped post-fault, and demon-
strates the efficacy of the PSS on the VSM.
3) Reversal of power flow on heavily loaded tie-line: Here, the loads at Area 1
and Area 2 are swapped (see Fig. 4.8). Thereafter, the load at Area 1 is increased
from 2 pu to 2.4 pu, resulting in a net export of 645 MW power from Area 2 to Area
1. The fault is applied at the tie-line at bus 8 (same as sub-section 4.7.1). The test
results are shown in Figs. 4.17 & 4.18.
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Fig. 4.18. Active Power (pu):1−4SG, 2−2SG-2VSM, 3−2SGpss-2VSM,
4−2SG-2VSMpss.
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(a) Angle stability: The results in Figs. 4.17 & 4.18, illustrate that the system
performance is unsatisfactory for both configurations 1 and 2. For configuration
3 and 4 (see Fig. 4.17), the oscillations are promptly damped. Unlike [130], the
VSMPSS performance is not impacted by the reversal of the tie-line power flow.
(b) Active Power oscillation: From Fig. 4.18, it is observed that the system
performance is satisfactory for configurations 3 and 4.
The above tests show that the VSMPSS is robust, as it provides adequate damp-
ing and satisfactory performance for various severe fault scenarios. The results also
demonstrate that complex PSS designs (e.g. MB-PSS) are not required on the VSM
for satisfactory operation.
4.7.3 Evaluation of an all-VSM with respect to an all-SG grid
The objective is to observe the overall performance of an all-SG system in comparison
to an all-VSM system. The same fault scenario employed in sub-section 4.7.1 is
applied here. Three system configurations are considered here:
• Configuration 1: four SGs no PSS (4SG).
• Configuration 2: four SGs with four MB-PSSs (4SGpss).
• Configuration 3: four VSMs no PSS (4VSM).
Configuration 1 is same as the configuration 1 in sub-section 4.7.1), and is illustrated
for the purpose of comparison and is not further discussed. The results of these tests
are illustrated in Figs. 4.19–4.22, and are discussed as follows:
(a) Angle Stability: For configuration 2 (see Fig. 4.19), the rotor angle oscilla-
tion is rapidly damped post-fault due to the MB-PSSs action. For configuration 3,
no oscillation is observed in the system post-fault, however there is a net angular
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displacement post-fault. This is because δ is determined by PLL in the VSM, and
is not required to return to pre-fault values to maintain stability, while δ is a func-
tion of the swing equation in the SG, which ensures δ returns to pre-fault values to
maintain stability.
Fig. 4.19. Rotor angle: 1−4SG, 2−4SGpss, 3−4VSM.
(b) Active Power oscillation: As shown in configuration 3 of Fig. 4.20, since no
(inter-area) oscillations are generated in an all-VSM system, PSS is not required.
Recovery time of P in configuration 2 and configuration 3 (see Fig. 4.20) are sim-
ilar, however there is less overshoot on configuration 3, and the system recovers to
pre-fault operating condition much faster.
(c) Reactive Power injection: Similar response is observed (see Fig. 4.21) on
both configuration 2 and 3 with respect to the reactive power injected during fault.
This shows that the VSM can adequately support the grid voltage when SGs are
relinquished.
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Fig. 4.20. Power (pu): 1−4SG, 2−4SGpss, 3−4VSM.
Fig. 4.21. Reactive Power (pu): 1−4SG, 2−4SGpss, 3−4VSM.
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(d) Voltage: As shown in Fig. 4.22(a), post-fault voltage regulation on configu-
ration 3 is much better than that of configuration 2. The voltage dip during fault is
similar and the differences observed may be attributed to the differences in equiva-
lent impedance the SG and VSM present to the system, since injected Q is similar
on both VSM and SG.
Fig. 4.22. (a) Voltage (pu): 1−4SG, 2−4SGpss, 3−4VSM. (b) Frequency (pu):
same as (a).
(e) Frequency: Frequency regulation (see Fig. 4.22(b)) seems better in configu-
ration 3 than configuration 2, as the frequency returns to pre-fault condition much
quicker. It is also observed that the employment of PSS on the SG has negative
impact on the frequency nadir of the system.
From this test case, it is observed that for an all-VSM grid, inter-area oscillations
do not exist, hence PSS is not required. This corroborates the observation from the
small-signal analysis, which illustrates that the LFO modes for an all-VSM grid is
well-damped, and the PSS is redundant.
Based on these results, one may suggest decoupling all SGs from the network using
VSM-controlled AC-DC-AC converter (similar to the PMSG based VSM structure
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proposed in chapter 3). This will eliminate LFOs, smoothen transition to a sustain-
able all-VSM system and enhance system stability.
The key contributions in this chapter are:
(I) Developed a detailed two-machine test-bed which enables accurate evalua-
tion of the LFO modes from the participating generators.
(II) Comprehensive analysis on the impact of replacing SG with VSM and
VSM-PSS (VSMPSS).
(III) Comprehensive analysis of the LFO modes which exists in an all-VSM
power system.
(IV) Evaluation of the role of PSS in an all-VSM power system.
4.8 Conclusion of Chapter 4
This chapter investigated the impact of VSM based RESs on the LFOs in the power
system. This was achieved using a detailed two-machine state space model to com-
prehensively analyze the small-signal stability, while the transient stability was in-
vestigated in an IEEE bench mark dedicated for inter-area oscillations. From the
small-signal stability analysis, it was observed that when VSM replaces SG, an ad-
ditional LFO is added to the system. This LFO is sufficiently damped and does not
adversely impact the system stability. The PLL and virtual governor from the VSM
play a major role on the LFO interaction with the SG. The net impact of the SG
replacement with VSM is an improved damping of the LFO modes. However, the
VSM must be integrated with PSS for satisfactory performance when interconnected
with SGs. The robustness of the VSMPSS was validated for different test scenarios.
For an all-VSM system, the LFO modes are well damped and inter-area oscillations
do not exist, which makes using a PSS redundant. Thus, to eliminate LFOs without
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the need for a PSS, it is pertinent to decouple the SGs from the grid using VSMs.
The results of the transient analysis closely match the small-signal analysis, which
shows that the two-machine test-bed accurately describes the dynamics of the par-
ticipating generators and can be employed for investigating the LFOs in VSMs with
diverse dynamics.
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5.1 Conclusion
Energy sustainability, independence and socioeconomic factors are key drivers for
the paradigm shift from the conventional fossil-fuel based power system to a de-
centralized system driven by RESs. The research work in this Ph.D. thesis, was
focused on the design and stability analysis of grid-friendly control schemes which
facilitate the large-scale integration of RESs, thus enabling the smooth transition to
a zero-carbon power system.
A background study of the issues hindering the large-scale integration of RESs was
discussed in chapter 1. It was highlighted that the conventional control topologies
for RESs do not provide support for the grid during contingencies and are prone
to transient stability. Moreover, the National Grid has reported operational and
control challenges associated with the increasing penetration of RESs. Hence, the
concept of VSMs, which mimic the desirable characteristics of the SG, have been
proposed as a grid-friendly approach to integrate RESs into the grid. Owing to the
superior performance of VSMs over the conventional RESs, there has been substan-
tial research effort by academics and industry experts to design VSM topologies
which seamlessly integrate with the grid.
Chapter 2 of this thesis presented a comprehensive and critical review of the VSM
topologies proposed in literature. A comprehensive description of the operation and
salient characteristics of each VSM topology was discussed. It was observed that
most of the topologies proposed in literature do not guarantee seamless transition
from grid-connected to islanded mode of operation (and vice-versa). Some topolo-
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gies require a change of operating point prior to grid connection, while some require
switching control paradigms between the two modes. Further, some topologies do
not employ any frequency estimation/detection circuit, thereby necessitating further
complications (e.g. communications and/or integral reseting) at the time of grid re-
connection. It was concluded that most of the VSMs proposed in literature require
further modifications in order to meet the grid requirements. Hence, a novel VSM
topology which bridges the gaps identified in the previous topologies was proposed
in this thesis.
In chapter 3, a novel PMSG based VSM topology which enables seamless perfor-
mance in all operating modes was presented. A salient feature of the VSM topology
is that it employs a single control paradigm in all operating modes. The VSM en-
ables MPPT in grid-connected operation (assuming strong grid), LFPG in weak
grid and FRT during fault. A small-signal stability analysis of the VSM was con-
ducted to determine the impact of the controllers on the dominant modes of the
system. Thereafter, the transient stability of the VSM was analyzed using a non-
linear model. Based on this analysis, design guidelines and operational limits of the
VSM were established. It was highlighted that a low PLL bandwidth is required
for a desirable performance and stable operation of the VSM. It was also observed
that a fast virtual AVR and a relatively slow and well-damped virtual governor are
essential to maintain stability and ensure optimal dynamic performance.
The studies in chapter 4 was focused on the impact of VSMs on the power systems
LFOs. It was highlighted that some of the previous studies neglected the transmis-
sion network dynamics, while some neglected the voltage and current controllers.
This impacted the accuracy of the previous studies, and led to conflicting reports
on the net impact of VSMs on the power systems LFOs. In light of the gaps in the
previous works, an accurate and comprehensive approach to analyse the impact of
VSMs on the power systems LFOs was presented. A detailed two-machine test-bed
was developed to analyze the LFOs which exists when VSMs replace SGs. Further,
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this study analyzed the LFO modes which exists in an all-VSM grid, and the role of
PSSs in the system. It was demonstrated that the net impact of the SG replacement
with VSM is an improved damping of the LFO modes. However, the VSM must
be integrated with PSS for satisfactory performance when interconnected with SGs.
For an all-VSM system, PSS is not required since the LFO modes are well damped.
The result of the small-signal analysis were validated using the IEEE benchmark
two-area four-machine system. It was concluded that in order to eliminate the power
systems LFOs without the need for a PSS, it is pertinent to decouple the SGs from
the grid using VSMs.
5.2 Potential Future Work
This thesis proposed a novel VSM algorithm and provided a comprehensive analysis
of the system in several scenarios. The following imminent recommendations are
proposed at this stage:
(1) Laboratory test: The VSM proposed in this thesis has been extensively
evaluated via small-signal stability analysis and time-domain simulations. To
facilitate rapid prototyping of the proposed algorithm, a laboratory test must
be done. Hardware in the loop simulators (e.g. OPAL-RT, dSpace and Speed-
goat) can be employed to accurately validate the performance of the VSM
algorithm in real-time. This facilitates early detection of anomalies in the
algorithm, prior to deployment in real systems. It is noted that the British
National Grid is actively seeking “new stability support products” which will
facilitate the transition to a zero-carbon power system. Hence, rapid proto-
typing of the proposed algorithm will accelerate the readiness of the algorithm
for grid-scale application.
(2) PLL-less VSM: An integral component of the proposed VSM is the PLL,
which is required for frequency estimation and grid synchronization. Although
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it was demonstrated that a well designed PLL has minimal impact on the
VSM stability, an open area for further research, is the possibility of elimi-
nating the PLL and replacing it with a virtual PLL. The envisaged structure,
should be such that it simplifies the VSM algorithm, and improves the stability.
It is noted that although some topologies in literature already employ PLL-
less/self-synchronizing topologies, these algorithms do not guarantee seamless
transition from grid-connected to islanded modes (and vice-versa).
(3) Multi-VSM analysis: The research work in this thesis was focused on
the study and stability analysis of the proposed VSM. However, since several
VSM topologies have been proposed in literature, microgrids may consist of
several variant topologies. Hence, it is pertinent to evaluate the operation and
stability of microgrids consisting of several VSM topologies. Furthermore, it
will be essential to verify that the interaction of variant VSMs does not create
new oscillatory modes, which impact the power system stability.
(4) Vehicle to grid (V2G): In line with the directives of the British govern-
ment, electric vehicles (EVs) will rapidly replace fossil-fuelled vehicles in the
next decades. Thus, a potential opportunity arises for EVs to support the grid
via V2G services. For future research, the proposed VSM can be modified for
application in smart EV charging systems. By so doing, a fleet of EVs can be
exploited to provide substantial support for the grid during contingencies.
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APPENDIX
A. SYSTEM FORMULATION
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Tab. A.1. System Base Values
Quantity Symbol and Expression Description
Rated Power Sb =
√
P 2 +Q2 VA rating of machine
Base Voltage VL−L = Vb Amplitude of line to line nominal voltage
Base Current ib =
Sb√
3Vb
Amplitude of nominal line current
Base Impedance Zb =
V 2b
Sb
Base Inductance Lb =
Zb
ωb
Base Capacitance Cb =
1
Zbωb
Frequency ω = ωb Nominal frequency
A.4 Wind Turbine Modelling
The MATLAB/SIMULINK wind turbine model was employed in the thesis. The




The air density in Kg/m3 is represented by ρ, A is the area swept by the turbine
blades in m2, υ is the wind speed in m/s, Tm is mechanical torque in Nm, ωr is
the rotor speed in rad/s and Cp (λ, β) is the power coefficient. The Cp (λ, β) is a
non-linear function of the tip speed ratio λ and the pitch angle β, which is given by
(A.6), (A.7):















The notation λi represents the instantaneous value of the tip speed ratio which varies
with β, while λopt represents the optimal tip speed ratio.
