Econometric estimation of underlying parameters of learning models has been shown to be problematic (Salmon (2001) ). We delve into the causes of that phenomenon. We do so by means of two complementary investigations, using data generated in bidding problems (first price sealed bid auction and Becker-DeGroot-Marschak) by Experience Weighted Attraction (EWA) simulated agents (with true parameters thus known to the researchers). First, we set out to determine how much each of the parameters in EWA affects the agent's attraction to possible strategies, holding constant the random draws involved in the environment in which the agent operates. For the first price sealed bid auction there are large regions of the strategy space where the underlying parameters do not significantly affect the graph of attractions. Our findings regarding the recoverability of EWA parameters in Becker-DeGroot-Marschak are even less promising: large parameter changes are needed for any change in the representation of attractions to register as statistically significant. Second, a further way of examining the sources of potential difficulties in accurately estimating EWA parameters is to see whether one can reject the similarity of attractions that are all generated by the same underlying EWA parameters (but in an environment where the random draws earlier held constant are now redrawn in every trial). In Becker-DeGroot-Marschak, we find that for all but a handful of parameter combinations, one would (incorrectly) reject a null that the same parameters generated the data. A similar statement holds true for the first price sealed bid auction for parameter combinations involving δ near 1, or δ near 1, or both.
INTRODUCTION
Econometric estimation of underlying parameters of learning models has been shown to be problematic (Salmon (2001) ). We seek in this paper to explore why that is the case. In pursuit of this objective, we have at our disposal a data set for which we have both observations on choice, and knowledge of the underlying (i.e. true or population) parameters of the learning model by which those choices were made. This data set -from James and Reagle (2009) -consists of bid data from the first price sealed bid auction (FPSB) and the Becker-DeGroot-Marschak procedure (BDM), where simulated Experience Weighted Attraction (EWA) agents produced the bids.
EFFECTS ON ATTRACTIONS (TO STRATEGIES) OF VARYING EWA PARAMETERS WHILE HOLDING VALUE DRAWS CONSTANT
We first seek to assess how much each of the parameters in EWA affects the agent's attraction to each strategy. After all, the attractions are the determinant of agent behavior for any given choice, since in EWA the agent forms a probability distribution function (pdf) over the domain of possible strategies, with strategies having higher attractions receiving more probability mass. Choice in a given auction is then made stochastically by means of a draw from this pdf. The pdf changes from one auction to the next as attractions to different possible bids are updated in light of prior auction results, as modulated by the parameters of the model. (Camerer and Ho (1999) give an exhaustive description of EWA. James and Reagle (2009) give details on how EWA was applied to the FPSB and BDM 1 .)
We use the Kolmogorov-Smirnov (K-S) 2 goodness of fit test as a way to compare different sets of probability cdf's obtained from the pdf on strategies from equation (1) below.
We do so for sets of attractions built up after the agent has participated in a sequence of 50 auctions. In this way, we compare sets of attractions for agents having different underlying values of the EWA parameters, holding constant the random draws necessitated by each institution. This allows us to judge if the graph of attractions to strategies is significantly affected by changing the EWA parameters. We do this for both the FPSB, and BDM. Cox, Roberson, and Smith (1982) , and typical (human) behavior in BDM could be rationalized by a single set of EWA parameters. They found that δ≈0 and φ≈1 (where δ governs apprehension of opportunity cost (of strategies not employed in prior play), and φ governs memory) were able to reproduce the stylized facts on human bidding in these two institutions (overbidding in each). δ≈0 corresponds to ignoring or failing to imagine opportunity cost in past play, while φ≈1 corresponds to a "long" memory of past play. They were thus able to use an approach analogous to Gode and Sunder (1993) to explain the cross-institutional patterns of bidding observed in Isaac and James (2000) , wherein subjects who behaved as if risk averse in FPSB then behaved as if risk-seeking in BDM. The explanation is that overbidding in each of FPSB and BDM, mapping to risk aversion and riskseeking interpretations respectively, could be an explanation common across the two institutions, and that such overbidding might in turn be due to the common parameterization of EWA uncovered by James and Reagle (2009) . 2 We opt for the K-S test instead of the Likelihood Ratio (LR) test due to the additional data available with the Monte Carlo simulations. We are working with the entire cdf on all strategies for a single point in time rather than a time series of observed bids used in the LR test. For the FPSB our findings are as follows. Table 1 reports the K-S test statistic for combinations of δ, φ, and κ versus a null of δ=φ=κ=1.
2.1The case of the First Price Sealed Bid Auction
3,4 The areas of insignificance suggest difficulty in estimating parameters of EWA using maximum likelihood since there are large regions of the strategy space where the parameters do not significantly affect the graph of attractions. For example, δ=0, φ=.4, and κ=0 is statistically indistinguishable from δ=φ=κ=1.
In order aid the reader in developing an intuitive idea of the attractions, Figure 1 shows the graph of the attractions after the 50 th period of bidding under three different parameter specifications, with a starting bid of $0.80.
Figure 1: FPSB, Graph of Attractions
3 The K-S results are reported for an initial bid of $0.80. We calculated the results for other initial bids. Bids farther away from optimal produced comparable results, while bids closer to optimal showed even less effect of parameter changes on the graph of attractions. 4 The same set of random draws (as appropriate to the institution) is used throughout each table of Kolmogorov-Smirnoff results. As such the K-S results can be said to reflect differences in combinations of model parameters, and not just sampling variation in the draws. James and Reagle, Recoverability of parameters from learning models For φ=δ=1 (the leftmost panel of the figure) the EWA attractions reflect the expected payoffs relatively well. As the parameters φ and δ each get farther from a value of 1 (in successive panels, from left to right, in Figure 1 ) information about opportunity cost is progressively ignored to a greater degree by EWA agents, and we see a spike in attraction for strategies that are used more often (conversely, a withering of other attractions to other strategies that could have been chosen in given rounds, but were not). The middle panel in Figure 1 , showing the case where φ=δ=0.5, starts to show a noticeable asymmetry in attractions (i.e. the basis for probability mass which will then govern subsequent choice realizations), such that low bids do not build up attractions in the same manner as higher "win the auction, but at a low profit" bids (further to the right, in the same panel). Finally, as φ=δ=0, all strategies other than the one actually employed in a given round are ignored, and only the initial bid shows positive attraction. Our findings regarding the recoverability of EWA parameters in BDM are even less promising than the findings from the case of the FPSB. Large parameter changes are needed for any change in the cdf to register as statistically significant. In fact, φ=1, δ=0 (reinforcement learning) is not statistically distinguishable from φ=δ=1 (fictitious play) for κ from 1 to 0.2. For κ=1, there is no combination of φ and δ that are statistically significant from φ=δ=1.
The case of the Becker-DeGroot-Marschak procedure
We now show examples of EWA attractions in BDM for different parameter sets.
Figure 2: BDM, Graph of Attractions
These graphs of attractions illustrate that changes in EWA parameterization appear to make a difference to the attractions, which in turn leads to different behavior, but that fairly extreme changes in parameters are needed to guarantee that the resulting cdf can be distinguished statistically once passed through the logit transformation.
EFFECTS ON ATTRACTIONS (TO STRATEGIES) OF VARYING VALUE DRAWS WHILE HOLDING EWA PARAMETERS CONSTANT
One way of further examining the sources of potential difficulties in estimating EWA parameters is to see whether a K-S test rejects the similarity of cdf's that are all generated by the same underlying EWA parameters. To do this, we ran a Monte Carlo simulation of 999 trials, wherein the relevant random draws for each institution are redrawn at each trial, but the EWA parameters stay constant throughout all 999 trials. Probabilities over 5% indicate a greater Type I error than specified by K-S test, and that the cdf on strategies is not unique for given parameter values. The results for each institution are as follows in Tables 3 and 4, respectively.
For BDM, we see that except for a handful of parameter sets with φ or δ equal to1, K-S rejects similarity of graphs of attractions even though those attractions were generated subject to the same EWA parameters. Put another way, the random draws dominate the EWA parameters in shaping the cdf. This suggests that estimating EWA parameters from BDM data generated in an environment involving use of random draws might be problematic. FPSB shows similar concerns, but in another region of the parameter set where φ or δ equals1. 
