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CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION III.
BANACH–LIE ALGEBRAS
GYULA LAKOS
Abstract. We review and provide simplified proofs related to the Magnus expansion,
and improve convergence estimates. Observations and improvements concerning the
Baker–Campbell–Hausdorff expansion are also made. In this Part III, we consider the
Banach–Lie algebraic setting. We show how to improve the “standard” convergence
bound δ = 2.1737374 . . . using the customary generating function / ODE methods.
Then we discuss how to achieve better convergence bounds using the resolvent method.
The emphasis here is on the variety of the methods, rather than pushing them to the
extreme. Nevertheless, regarding the cumulative convergence radii, we show how to
establish 2.427 < CLie∞ ≤ 4 for the Magnus expansion, and 2.93 < CLie2 ≤ 4
√
2 =
5.656 . . . for the BCH expansion.
Introduction
This paper is a continuation of Part I, [17]. We assume general familiarity with the
results and techniques presented there. General sources for algebra, analysis, and com-
binatorics should also be taken from there.
Introduction to the Banach–Lie algebraic setting. From the very beginning,
Magnus [20] (1954), it was realized that the Magnus expansion can be interpreted in Lie
algebraic terms. Indeed, it was conceived as the continuous generalization of the Baker–
Campbell–Hausdorff expansion. Apart form classical material on the BCH formula,
exposed in Bonfiglioli, Fulci [5], the related basic algebraic properties were clarified by
Magnus [20], proving the Magnus recursion formula, and later by Goldberg [12], Solomon
[32], Mielnik, Pleban´ski [24], Helmstetter [13], cf. Reutenauer [31].
Convergence in the Lie algebraic setting can be studied using Lie norms, which are
norms ‖ · ‖ such that ‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖ holds. It is also natural to assume that the
underlying space is a Banach space with respect to ‖ · ‖.
Regarding earlier works on convergence in this setting, the well-known lower estimate
for the convergence radius of the Magnus expansion, in terms of the cumulative norm,
is the Varadarajan–Me´rigot–Newman–So–Thompson number
δ =
∫ 2π
x=0
dx
2 + x2 − x2 cot x2
= 2.1737374 . . . .
This bound was first established in the setting of Baker–Campbell–Hausdorff formula,
due to the work of Varadarajan [36] (1974), Me´rigot [22] (cf. Michel [23]), Newman,
So, Thompson [26], etc., and later it was extended to the Magnus expansion setting
by Blanes, Casas, Oteo, Ros [2], Moan [25] (1998). It is the bound generally cited in
the literature, thus we call it as the ‘standard estimate’. It is, however, but the trivial
2010 Mathematics Subject Classification. Primary: 46H70, 17B01, Secondary: 46H30.
Key words and phrases. Magnus expansion, Baker–Campbell–Hausdorff expansion, convergence es-
timates, generating functions.
1
2 GYULA LAKOS
estimate which can be obtained from the Magnus recursion formulas. Furthermore, it
is very easy to improve, even if just by a little bit. We explain this in Section 4. It
was also quickly realized this bound can be improved in the special case of the Baker–
Campbell–Hausdorff expansion. See Me´rigot [22] (1974) (cf. Michel [23]), Day, So,
Thompson [7], Blanes, Casas [4], etc. In particular, according to Day, So, Thompson
[7], the BCH expansion converges if ‖X‖, ‖Y ‖ < δBCH/2 = 1.23575 . . .. On the other
hand, the Dynkin–Specht–Wever lemma implies that if we have power series based
convergence estimates (i. e. estimates of the convergence radius from below) in the
Banach algebraic setting, then they can essentially be transferred into the Banach-Lie-
algebraic setting (cf. Dynkin [8], Strichartz [33]). From this viewpoint, according to Part
I, the ‘standard estimate’ presents an improvement relative to the Magnus case, where
the Banach algebraic cumulative convergence radius is 2. This is not so in the BCH case:
We know convergence in the plain Banach case for |X|+|Y | < C2 = 2.89847930 . . .; thus,
according to the Dynkin argument, we also know that convergence holds in the Banach–
Lie setting with ‖X‖+‖Y ‖ < C2. Divergence (that is estimates of the convergence radius
from above) in the Banach–Lie algebraic setting has not been studied particularly; but
consequences from Banach algebraic case can be drawn. In Part I we had examples
for divergence of Magnus expansion for cumulative norm 2 (> 2, if the integrand is
of Lebesgue-Bochner type) in the Magnus case and with |X| = |Y | = 12C2 in the BCH
case. Taking ‖·‖ = 2| · |, this translates to counterexamples with cumulative Banach–Lie
norm 4 in the Magnus case (> 4, if the integrand is of Lebesgue-Bochner type), and
with ‖X‖ = ‖Y ‖ = C2 in the BCH case.
Our objective, in this Part III, is to improve the convergence / divergence bounds
regarding the Magnus / BCH expansions in the Banach–Lie setting. Here the emphasis
is on the variety of methods. Unfortunately, all these methods are somewhat computa-
tional. There was no intention to take any of them “to the extreme”. As a general phe-
nomenon, all strict inequalities we give are quite easy to improve (a bit). Nevertheless,
regarding the cumulative convergence radii, we show how to establish 2.427 < CLie∞ ≤ 4
for the Magnus expansion, and 2.93 < CLie2 ≤ 4
√
2 = 5.656 . . . for the BCH expansion.
Section 1 discusses the Magnus commutators from Lie algebraic viewpoint; this is
basically algebra. Section 2 deals with principles of convergence in the Banach–Lie
setting, and establishes the most basic results. Section 3 presents the elementary upper
estimate 4
√
2 for the convergence radius of the BCH expansion. Section 4 discusses
improvements of the standard convergence bound δ = 2.1737374 . . .. (These estimates
will be superseded later but recursive methods should not be abandoned altogether.)
Section 5 is about how to consider the general Banach–Lie algebraic case as a Banach
algebraic problem. Section 6 gives lower estimates for the convergence radius of the
Magnus expansion using the resolvent method. Section 7 gives lower estimates in the
case of the BCH expansion using a simplified setting. Section 8 compares the estimate
above to the data from the appendices. Appendix A gives the exact Lie-ℓ1 norm of some
Magnus commutators. Appendix B gives the exact Lie-ℓ1 norm of some BCH terms.
1. The Magnus commutators as Lie polynomials
Recall, the Magnus commutators µk(X1, . . . ,Xk) are the 1-homogeneous noncommu-
tative polynomials in X1, . . . ,Xk defined by
(1) µk(X1, . . . ,Xk) =
∂k
∂t1 · . . . · ∂tk log(exp(t1X1) · . . . · exp(tkXk))
∣∣∣
t1=...=tk=0
;
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or, by
(2) µk(X1, . . . ,Xk) = log(exp(X1) · . . . · exp(Xk))the variables X1...Xk has multiplicity 1;
or, by
(3) log(exp(X1) · . . . · exp(Xk)) =
∑
{i1,...,il}⊂{1,...,k}
i1<...<il
µl(Xi1 , . . . ,Xil) +H(X1, . . . ,Xk),
where H(X1, . . . ,Xk) collects higher multiplicities; or, by
(4) X1 · . . . ·Xk =
∑
I1∪˙...∪˙Is={1,...,k}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
1
s!
· µl1(Xi1,1 , . . . ,Xi1,l1 ) · . . . · µls(Xis,1 , . . . ,Xis,ls ).
Indeed, it easy to see that for (1), (2), (3), (4), any line is quite synonymous to the next
one. Less trivially, according to the formula of Mielnik, Pleban´ski [24],
(5) µk(X1, . . . ,Xk) =
∑
σ∈Σk
(−1)des(σ) asc(σ)! des(σ)!
k!
Xσ(1) · . . . ·Xσ(k);
where asc(σ) denotes the number ascents, and des(σ) denotes the number of its descents
in the permutation σ.
Still in the setting of (Banach) algebras, let adX denote the operator adX : A→ A,
given by Y 7→ [X,Y ]. Consider the meromorphic function
β(x) =
x
ex − 1 =
∞∑
j=0
βjx
j.
Note that this function has poles at 2πi(Z \ {0}).
Theorem 1.1 (F. Schur [34] (1893), Poincare´ [29] (1899) ). If |X| < π, or sp(X) ⊂
{z ∈ C : |z| < π}, or sp(X) ⊂ {z ∈ C : |Re z| < π} , then | adX|A < 2π, or
sp(adX) ⊂ {z ∈ C : |z| < 2π}, or sp(adX) ⊂ {z ∈ C : |Re z| < 2π}, respectively. In
particular, β(adX) : A → A makes sense as an absolute convergent power series (first
two cases) or as a homomorphic function of adX.
In these cases, for Y ∈ A,
(1L)
d
dt
log(exp(tY ) exp(X))
∣∣∣
t=0
= β(adX)Y
and
(1R)
d
dt
log(exp(X) exp(tY ))
∣∣∣
t=0
= β(− adX)Y
hold; with the usual log branch cut along the negative x-axis.
Proof. The arguments regarding the norms are trivial. In the second case, standard
norm-related arguments for the spectral radius also work; but in general, regarding the
spectra, notice that the left multiplication XL by X and negative right multiplication
(−X)R by X are in the same spectral ranges R = {z ∈ C : |z| < π} or R = {z ∈ C :
|Re z| < π} as X, respectively; furthermore, they are commuting operators on A. Thus,
for λ ∈ C \ 2R, spectral calculus can be used the establish the existence of
1
XL + (−X)R − λ Id =
1
(2πi)2
∫
z:γ
∫
w:γ
1
z + w − λ
dw
w Id−(−X)R
dz
z Id−XL ,
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where γ is a sufficiently large circle or rectangle in R, respectively.
Regarding (1L) and (1R): In those spectral ranges, expA (defined for sp(A) ⊂ {z ∈
C : |Re z| < π}) and logA (defined for sp(A) ⊂ C \ (−∞, 0]) are inverses of each other;
and their tangent maps are multiplicative inverses of each other. Then (1L) and (1R)
are customarily established through the description of the differential of exp, with the
differential multiplicatively inverted. The details can be found in many textbooks, cf.
Bonfiglioli, Fulci [5]. In the cases |X| < π or r(X) < π, the usual power series techniques
are sufficient; more generally, those manipulations simply pass to spectral calculus. 
These formulae also extend, mutatis mutandis, for Banach–Lie groups. However, at
this point we are not interested in generalizations, but in the formal consequence: If X
and Y are formal noncommutative variables, then
(2L) log(exp(Y ) exp(X))the multiplicity of Y is 1 = β(adX)Y
and
(2R) log(exp(X) exp(Y ))the multiplicity of Y is 1 = β(− adX)Y ;
where β(adX) is understood in the sense of formal power series.
Remark 1.2. An alternative way is to deal with the formal aspects is to apply the
Goldberg expansion, cf. Goldberg [12], or something equivalent, cf. Part I, where (2R)
was also demonstrated. △
An immediate consequence is the Magnus recursion theorem.
Theorem 1.3 (Magnus,[20], 1954). µk satisfies the recursions
(6L) µk(X1, . . . ,Xk) =
=
∑
I1∪˙...∪˙Is={2,...,k}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
βs · (adµl1(Xi1,1 , . . . ,Xi1,l1 )) . . . (ad µls(Xis,1 , . . . ,Xis,ls ))X1
and
(6R) µk(X1, . . . ,Xk) =
=
∑
I1∪˙...∪˙Is={2,...,k−1}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
(−1)sβs · (ad µl1(Xi1,1 , . . . ,Xi1,l1 )) . . . (adµls(Xis,1 , . . . ,Xis,ls ))Xk.
In particular, we find that µk(X1, . . . ,Xk) is a commutator polynomial of its vari-
ables.
Note. This is combinatorially equivalent to the original version formulated in a more
ODE looking setting.
Proof. Consider the first equation. Let us apply the first formal Schur formula with
X = log(exp(X2) · . . . · · · exp(Xk)) and Y = X1, and select the terms where every
variable Xi has multiplicity 1. Considering (3) yields the formula immediately. The
second equation is an analogous. 
Remark 1.4. The fact that µk is a commutator polynomial can also be established
using the PBW theorem and applying the Friedriechs trick Xi 7→ Xi ⊗ 1 + 1 ⊗Xi, cf.
Reutenauer [31] or Bonfiglioli, Fulci [5]. △
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As µk(X1, . . . ,Xk) is a commutator polynomial, we can associate a Lie polynomial
µLiek (X1, . . . ,Xk) to it. According to the representability theorem of Magnus (which can
be proven directly, but it is also a consequence of the Poincare´–Birkhoff–Witt theorem
over a field), the Lie polynomial itself is independent of which commutator expression is
used. More generally, if g is a Lie algebra over a field of characteristic 0, then we have
natural maps
⊙g ι // ⊗g
̟
tt
U
// Ug .
Here ι(X1⊙. . .⊙Xn) = 1n!
∑
σ∈Σn Xσ(1)⊗. . .⊗Xσ(n), and U is the factorization generated
by X1 ⊗ X2 − X2 ⊗ X1 = [X1,X2]. By the Poincare´–Birkhoff–Witt theorem, U ◦ ι is
a linear isomorphism, and we can set ̟ = (ι ◦ U)−1 ◦ U . Let ̟k denote the further
projection of ̟ to ⊙kg; this is the k-th canonical projection.
Theorem 1.5 (Solomon [32], 1968). The first canonical projection is given by Magnus
commutators:
(U ◦ ι) ◦̟1(X1 ⊗ . . .⊗Xn) = µn(X1, . . . ,Xn) inUg,
and
̟1(X1 ⊗ . . .⊗Xn) = µLien (X1, . . . ,Xn).
Proof. (Cf. Helmstetter [13], 1989.) Formula (4) decomposes any product to symmetric
products of commutator expressions. The part of symmetric degree 1 is exactly the
Magnus commutator. 
Note. Solomon [32] computes (U ◦ ι) ◦̟1 directly to the RHS of (5). Helmstetter [13]
understands the connection to the log Π exp-structure, but does not mention the Magnus
expansion as such. Reutenauer [31] has the full picture algebraically. Equation (4) also
shows how to express the higher canonical projections with Magnus commutators.
Corollary 1.6. For 1 ≤ h1, h2 ≤ k, h1 + h2 ≤ k,
(6) µk(X1, . . . ,Xk) =
∑
I1∪˙...∪˙Is={h1+1,...,k−h2}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
µs(X1, . . . ,Xh1 , µl1(Xi1,1 , . . . ,Xi1,l1 ), . . . , µls(Xis,1 , . . . ,Xis,ls ),Xk−h2+1, . . . ,Xk).
Proof. This follows from applying the first canonical projection to
log(exp(X1) · . . . · exp(Xk)) = log(exp(X1) · . . . · exp(Xh1)·
exp(log(exp(Xh1+1) · . . . · exp(Xk−h1)) · exp(Xk−h2+1) · . . . · exp(Xk)). 
Note. One can obtain many identities in similar way; cf. Reutenauer [31].
Using Theorem 1.3, one can compute µLiek effectively. Another possibility is to use
the Dynkin–Specht–Wever lemma in order to turn (5) into an explicit Lie polynomial;
as it was already done in Mielnik, Pleban´ski, [24]. Then, we obtain,
µLiek (X1, . . . ,Xk) =
∑
σ∈Σk
(−1)des(σ) asc(σ)! des(σ)!
k!k
(adXσ(1)) · . . . · (adXσ(k−1))Xσ(k).
(Here ‘ad’ was understood on the level of Lie algebras.) There are several versions of
this procedure, cf. [16].
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In fact, there is no obligation to use Schur’s argument, or the Poincare´–Birkhoff–
Witt lemma, or the Dynkyn–Specht–Wever lemma in the way we used them. E. g., it
is possible to define the Magnus commutators directly as Lie polynomials, using (6L)
and (6R), and then deduce the above mentioned classical statements (over a field of
characteristic 0) using the Magnus commutators. See [16] for this.
In what follows, we use the notation µLiek only when it is particularly meant to be
interpreted as a Lie polynomial. Let us mention some algebraic properties of the Magnus
commutators.
Lemma 1.7.
(7) µk(X1, . . . ,Xk) = −µk(−Xk, . . . ,−X1).
Proof. This follows from (5) immediately: Descents and ascents get inverted in permu-
tations; which counts for (−1)k−1 in the sign change. (It also follows from (1).) 
For the sake of the next lemma, we introduce a formal trace Tr on the algebra non-
commutative polynomials of X1, . . . ,Xk. This takes any monomial Xi1 . . . Xis into a
cyclic word TrXi1 . . . Xis ≡ 〈Xi1 . . . Xis〉, and otherwise linear.
Lemma 1.8.
(8) TrX0µk(X1, . . . ,Xk) = Trµk(X0, . . . ,Xk−1)Xk.
Proof. This also follows from (5). One can consider cyclic permutations σˆ ∈ Σˆk+1, with
its ascent-descent patterns but where we count not k many ascents and descents but
k + 1 many (due to cyclicity). Then both sides yield∑
σˆ∈Σˆk+1
(−1)des(σˆ)−1 (asc(σˆ)− 1)!(des(σˆ)− 1)!
k!
〈Xσˆ(0) . . . Xσˆ(k)〉;
except in the first case we imagine the cyclic permutations ordered to start with 0, and
in the second case we imagine the cyclic permutations ordered to end with k. (It also
follows from (1).) 
We can frame (7) and (8) as symmetries of µLiek (X1, . . . ,Xk) as follows. Let Mk be
the vector space generated by 1-homogeneous monomials of X1, . . . ,Xk of length k. We
define the operation † on Mk by
(Xi1 . . . Xik)
† = (−1)k+1Xk+1−ik . . . Xk+1−i1 .
Similarly, we define the operation y on Mk by
(Xi1 . . . Xis−1Xis≡kXis+1 . . . Xik)
y = Xis+1+1 . . . Xik+1X1Xi1+1 . . . Xis−1+1.
Thus TrX0M 7→ TrX0M † represents taking Xi 7→ X−i (and a possible sign change) on
TrX0Mk, and TrX0M 7→ TrX0My represents taking Xi 7→ Xi+1 on TrX0Mk, where
the indices themselves count mod k+1. In particular, † and y define a dihedral action;
which is an action of D2·(k+1). It is easy to see that (7) and (8) express the invariance of
µk(X1, . . . ,Xk) under
† and y respectively. Now, we can also consider the vector space
MLiek generated by 1-homogeneous Lie monomials of X1, . . . ,Xk of length k.
Lemma 1.9. † and y descend to MLiek . Moreover, they take Lie monomials into Lie
monomials.
Note. We consider any Lie monomial times −1 also as a Lie monomial; but multiplication
by −1 can also be incorporated as a change of order.
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Proof. We can consider the Lie monomials as commutator monomials. The case of † is
simple, because it involves only substitutions and a possible sign change. Consider now
y. Then any Lie monomial of M of X1, . . . ,Xk can be written in form
M = [M1, [M2, [. . . [Ms,Xk] . . .],
where the Mp are other Lie monomials (of X1, . . . ,Xk−1 altogether). Then from the
formal properties of trace,
TrX0M = TrX0[M1, [M2, [. . . [Ms,Xk] . . .] = Tr[. . . [X0,M1] . . .],Ms−1],Ms]Xk.
This indicates that My is just [. . . [X0,M1] . . .],Ms−1],Ms] but the indices of the Xi
raised by 1. 
Corollary 1.10. µLiek (X1, . . . ,Xk) is invariant under the Lie-monomially (and dihe-
drally) acting symmetries † and y. 
In fact, we can represent Lie monomials as rooted binary planar trees. In that case †
corresponds to reflection and y corresponds to re-rooting by 1.
There is a huge literature more or less related to the algebraic properties of µk.
Reutenauer [31] contains already a large amount of information in this direction; and
by now there is a considerable literature related to pre-Lie algebras, and other general-
izations., cf. Ebrahimi-Fard, Manchon [9]; or further similar articles.
2. Principles of convergence
The convergence of Magnus expansion in the setting of Banach–Lie-algebras is cus-
tomarily examined in terms of Banach–Lie norms. In what follows, let g be a Banach–
Lie-algebra, i. e. Banach space endowed with a norm-compatible Lie algebra structure
‖ · ‖ such that
‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖
holds. This is not exactly compatible with the Banach-algebra settings. If A is a Banach
algebra with norm | · |, then it becomes a Banach–Lie algebra with the norm
‖A‖ = 2|A|.
(Indeed, in this case ‖[A,B]‖ = 2|[A,B]| ≤ 4|A| · |B| = ‖A‖ · ‖B‖.)
If φ is Banach–Lie algebra valued ordered measure of finite variation, we may consider
(9) µLieR (φ) =
∞∑
k=1
µLiek,R(φ),
where
µLiek,R(φ) =
∫
t1≤...≤tk∈I
µLiek (φ(t1), . . . , φ(tk));
etc., in analogy of the associative algebraic case. In fact, the principal subject of the
present paper is the converge properties of the sum (9).
The analogy of the Magnus expansion theorem (15), giving the geometric interpreta-
tion of µLieR (φ) and the corresponding time-ordered integral should, obviously, be con-
sidered on some sort of Banach–Lie groups. In this paper, we leave the full geometric
treatment aside. But, even in geometric investigations, the question of convergence
comes up naturally, thus this is a subject one should deal with.
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Let MLiek be the set of all Lie monomials of X1, . . . ,Xk, where every variable is with
multiplicity 1. Let
ΘLiek :=
1
k!
inf
 ∑
γ∈MLie
k
|θγ | : µLiek (X1, . . . ,Xk) =
∑
γ∈MLie
k
θγ · γ(X1, . . . ,Xk) , θγ ∈ R
 ,
that is 1/k! times the minimal sum of the absolute value of the coefficients of the
presentations of µLiek (X1, . . . ,Xk). We use the term ‘minimal presentation’ where this
sum is minimal; it is an easy compactness argument that such minimal presentations
exist. We will not consider two Lie monomials different if they represent the same
element in the free Lie algebra. However, if M is a Lie monomial, then we also consider
−M as a Lie monomial, (although this makes difference only for k = 1, and, in practice,
not even then). From that viewpoint, in minimal presentations, θγ ≥ 0 can be assumed.
Furthermore, in minimal presentations only one of M and −M can occur with positive
coefficients; otherwise there would be a cancelation in the average, in contradiction to
minimality.
More generally, we can consider the free Lie algebra FLie[Yλ : λ ∈ Λ], and it can be
endowed by the Lie-norm ‖ · ‖ℓ1 defined in analogous manner. Then ‖ · ‖ℓ1 decomposes
in multidegrees, and there are minimal presentations in every multidegree. This can be
completed to a Banach–Lie norm on the Banach–Lie algebra F1,Lie[Yλ : λ ∈ Λ] or to the
locally convex Banach–Lie algebra F1,loc,Lie[Yλ : λ ∈ Λ] in analogy to the ordinary spaces
of noncommutative power series. In this terminology, ΘLiek =
1
k!‖µLiek (Y1, . . . , Yk)‖ℓ1 .
Computing ΘLiek can be posed as a straightforward problem in rational linear program-
ming. (See the basic textbook Matousˇek, Ga¨rtner [21], and further references therein.)
The problem, however, quickly grows intractable due to its size. Nevertheless, a couple
of terms can be computed. Before going to the details, let us make some practical con-
ventions. We prefer lexicographically minimal presentations in the order of variables.
E. g., we prefer −[[X1,X3],X2] to [X2, [X1,X3]]. For the sake of compactness, we will
use the notation X[[1,3],2] ≡ [[X1,X3],X2], etc. Elements of the dual (Mk)∗ can be given
as linear combinations X∗j1,...,jk , such that X
∗
j1,...,jk
(Xi1 . . . Xik) = δi1,j1 · . . . · δik,jk . The
elements of the dual (MLiek )
∗ occur by restriction. For that purpose, the generating
elements X∗1,j2,...,jk are sufficient. Indeed, any element of Mk can uniquely be writ-
ten as a linear combination of elements [[. . . [X1,Xi2 ] . . .],Xik ], and, on the other hand,
X∗1,j2,...,jk([[. . . [X1,Xi2 ] . . .],Xik ]) = δi2,j2 · . . . · δik ,jk .
If one wants to demonstrate ΘLiek ≥ 1k!c, then it is sufficient to find a linear func-
tional α ∈ (MLiek )∗ such that −1 ≤ α(M) ≤ 1 for any monomial M ∈ MLiek but
α(µLiek (X1, . . . ,Xk)) ≥ c. If one wants to demonstrate ΘLiek ≤ 1k!c, then it is sufficient
merely to find a monomial representation of µLiek (X1, . . . ,Xk) where the sum of absolute
value of the coefficients of the monomials is at most c.
In more details, the convex span of the set MLiek of Lie monomials forms the unit ball
ILiek of ‖ · ‖ℓ1 in MLiek . Its extremal points are exactly the elements of MLiek . (This is
easy to show using an appropriate euclidean norm on Mk). If [0,∞) · µLiek (X1, . . . ,Xk)
intersects ∂ILiek in the interior of a face of dimension dk and of number of vertices
vk, then the minimal presentations form an “abstract” polytope of dimension ∆k =
vk−dk−1. If µLiek (X1, . . . ,Xk) is obtained from MLiek as convex combination in a quasi-
canonical manner, depending only the linear structure of MLiek , then its description must
be invariant for the symmetries † and y, as they are linear automorphisms of ILiek . In
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particular, if the convex combination µLiek (X1, . . . ,Xk) is obtained from M
Lie
k through a
quasi-barycentric decomposition, then it is symmetric for † and y. In general, looking
for symmetric decompositions reduces the size of the problem essentially by a factor of
k, although this puts us only one number ahead, as the size is about k!.
Example 2.1.
ΘLie4 =
1
4!
· 1
3
.
Indeed, the linear functional
(10) α4 = X
∗
1234 −X∗1342 −X∗1423 −X∗1432.
takes values on MLie4 only from {−1, 0, 1}, yet it takes 13 on µ4(X1,X2,X3,X4); proving
ΘLie4 ≥ 14! · 13 . On the other hand, we have equality according to
(11) µLie4 (X1,X2,X3,X4) =
1
12
(
X[[1,3],[2,4]] +X[[1,[2,3]],4] +X[[1,2],[3,4]] +X[1,[[2,3],4]]
)
;
(the sum of the absolute values of the coefficients being 13), which, therefore, yields a
minimal presentation. Taking a closer look, we find that the minimal presentations form
a ∆4 = 4 dimensional simplex. In more concrete terms, the minimal presentations are
of shape
µLie4 (X1,X2,X3,X4) =
1
12
(
−X[[[1,4],2],3]λ1 +X[1,[2,[3,4]]] (λ5 + λ1 + λ2)
+X[[1,[2,4]],3]λ2 +X[[1,[2,3]],4] (λ1 + λ2 + λ3)
+X[[1,3],[2,4]]λ3 +X[[1,2],[3,4]] (λ2 + λ3 + λ4)
−X[[[1,3],4],2]λ4 +X[1,[[2,3],4]] (λ3 + λ4 + λ5)
−X[[[1,4],3],2]λ5 +X[[[1,2],3],4] (λ4 + λ5 + λ1)
)
,
where
λi ≥ 0, λ1 + λ2 + λ3 + λ4 + λ5 = 1.
The presentation which is most economical and also symmetrical to †, belongs to
(λ1, λ2, λ3, λ4, λ5) = (0, 0, 1, 0, 0). It yields exactly (11). However, there is only one
minimal presentation which is symmetrical to y (and also symmetrical to †), which
belongs to (λ1, λ2, λ3, λ4, λ5) = (
1
5 ,
1
5 ,
1
5 ,
1
5 ,
1
5), and yields
µLie4 (X1,X2,X3,X4) =
1
60
(
−X[[[1,4],2],3] + 3X[1,[2,[3,4]]]
+X[[1,[2,4]],3] + 3X[[1,[2,3]],4]
+X[[1,3],[2,4]] + 3X[[1,2],[3,4]]
−X[[[1,3],4],2] + 3X[1,[[2,3],4]]
−X[[[1,4],3],2] + 3X[[[1,2],3],4]
)
.
This must also be any quasi barycentric decomposition; notice, in particular, that all
vertices of the critical face appear. ♦
From the viewpoint of linear programming, we have dealt with an optimization (min-
imalization) problem for computing 4!ΘLie4 ; the minimal presentation (11) is called a
primal solution of the LP problem; and the good face-defining linear functional (10) is
called a dual solution of the LP problem. The machinery of linear programming can be
applied in order to compute other terms of ΘLie(x):
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Corollary 2.2.
ΘLie1 = 1, Θ
Lie
2 =
1
2!
· 1
2
, ΘLie3 =
1
3!
· 1
3
,
ΘLie4 =
1
4!
· 1
3
, ΘLie5 =
1
5!
· 2
5
, ΘLie6 =
1
6!
· 37
60
,
ΘLie7 =
1
7!
· 1621
1540
, ΘLie8 =
1
8!
· 5242130799984621832318
2419342933460499216625
.
The value of ΘLie9 is also known.
Proof. Cf. Appendix A. 
We can give an estimate for the convergence of the Magnus expansion as follows. We
define the absolute Magnus–Lie characteristic ΘLie by
ΘLie(x) =
∞∑
k=1
ΘLiek x
k.
Then ∣∣µLiek,R(φ)∣∣ ≤ ∫
t1≤...≤tk∈I
∣∣µLiek (φ(t1), . . . , φ(tk))∣∣ ≤ ΘLiek · (∫ |φ|)k ,
and, consequently,
(12)
∞∑
k=1
∣∣µLiek,R(φ)∣∣ ≤ ∞∑
k=1
∫
t1≤...≤tk∈I
∣∣µLiek (φ(t1), . . . , φ(tk))∣∣ ≤ ΘLiereal(∫ |φ|) .
Note that we have equalities in the case φ = c · Z1,Lie
[0,1]
, c ∈ [0,∞), the ordered totally
noncommutative continuous Lie mass of norm c. Indeed, as F1[Yλ : λ ∈ Λ] generalizes
to F1([0, 1]), F1,Lie[Yλ : λ ∈ Λ] generalizes to F1,Lie([0, 1]) in the same manner; and we
also have the tautological measure. Thus, similarly to the associative algebraic case, the
question of convergence in the most general case reduces to the study of ΘLiereal(x). We
have convergence if ΘLiereal(∫ |φ|) < +∞, and we can have divergence of ΘLiereal(∫ |φ|) = +∞
(using the tautological meausure). We have to find the convergence radius of ΘLie(x).
Regarding the convergence radius CLie∞ of ΘLie, we have the following easy estimates.
From the commutator expansion, it follows that
Θn ≤ 2n−1ΘLien ,
hence
2Θ
(x
2
) ∀≤ ΘLie(x),
consequently,
2Θreal
(x
2
)
≤ ΘLiereal(x).
In particular, the convergence radius of ΘLie is at most 4. On the other hand, the
Dynkin–Specht–Wever lemma implies
ΘLien ≤
1
n
Θn,
thus
ΘLie(x)
∀≤
∫ 1
t=0
Θ(xt)
t
dt.
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Consequently,
ΘLiereal(x) ≤
∫ 1
t=0
Θreal(xt)
t
dt =
∫ x
t=0
Θreal(t)
t
dt.
In particular, the convergence radius of ΘLie is at least 2. Thus 2 ≤ CLie∞ ≤ 4.
Here the lower estimate is well known not to be sharp (cf. the Introduction): Accord-
ing to the standard estimate in the literature, we know that
δ =
∫ 2π
x=0
dx
2 + x2 − x2 cot x2
= 2.1737374 . . .
provides a better lower estimate; δ ≤ CLie∞ ≤ 4. In this paper, we will improve this lower
bound further.
We can approach the convergence of Baker–Campbell–Hausdorff expansion in the
same manner. Indeed, ΓLie(x, y) can be defined analogously to Γ(x, y), and crude appli-
cations of the commutator expansion and the Dynkin–Specht–Wever lemma yield
(13) 2Γ
(x
2
,
y
2
) ∀≤ ΓLie(x, y)
and
(14) ΓLie(x, y)
∀≤
∫ 1
t=0
Γ(xt, yt)
t
dt.
We define the cumulative convergence radius CLie2 as
CLie2 = sup
{
x ∈ [0,+∞) : max
0≤x1,x2,x1+x2≤x
ΓLie(x1, x2) < +∞
}
;
and the diagonal convergence radius
DLie2 = sup
{
x ∈ [0,+∞) : ΓLie
(x
2
,
x
2
)
< +∞
}
,
i. e. as the convergence radius of the series ΓLie
(
x
2 ,
x
2
)
. Obviously, CLie2 ≤ DLie2 . Thus,
according to the results in Part I and the previous argument, one has for the convergence
radii of the BCH expansion
C2 ≤ CLie2 ≤ DLie2 ≤ 2C2,
where C2 = 2.89847930 . . .. These upper and lower estimates are better than the ones
one can read in the literature, but we will (slightly) improve them later.
As we have indicated, we do not embark on a full geometrical treatment of the Magnus
exponential theorem
(15)
∞∑
k=1
‖µk,R(φ)‖ < +∞ ⇒ expR(φ) = expµR(φ).
However, there are some weaker substitutes, which can be useful. The simplest one is
Theorem 2.3. Suppose that φ is a g-valued measure, Y ∈ g. If
(16)
∞∑
k=1
∥∥∥µLieL[k](φ)∥∥∥ < +∞,
then
(17) exp(µLieL (φ))Y = expL(ad φ)Y.
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Proof. This a corollary of the Magnus exponential theorem applied to the adjoint rep-
resentation. (We have changed to ‘L’ formalism to make it more analytic looking.) 
A more sophisticated (and geometric) version is
Theorem 2.4. Suppose that φ1, φ2, φ3 are a g-valued measures. If
(18) ΘLie(∫ ‖φ1‖+ΘLie(∫ ‖φ2‖) + ∫ ‖φ3‖) < +∞,
then
(19) µR(φ1.φ2.φ2) = µR(φ1.µR(φ2)1[0,1].φ3).
Proof. This is Corollary 1.6 integrated and contracted. 
Similar statements can be devised for µR(φ1.µR(φ2)1[0,1].φ2.µR(φ4)1[0,1].φ5) , etc.
Consider now the variant with φ = c · Z1,loc,Lie[0,1) over the locally convex Banach–
Lie algebra F1,loc,Lie([0, 1)). Here convergence is not a problem (as we have a limit of
nilpotent algebras). Thus, for c ≥ 0, we obtain
(20) µR(c · Z1,loc,Lie[0,1) ) = µR
(
µR(c · Z1,loc,Lie[ω0,ω1) )1[ω0,ω1]. . . . .µR(c · Z
1,loc,Lie
[ωs−1,ωs)
)1[ωs−1,ωs]︸ ︷︷ ︸
Redω(c·Z1,loc,Lie[0,1) )
)
.
for any division 0 = ω0 < ω1 < . . . < ωs = 1. However, for small x, Θ
Lie(x) ∼ x,
thus, for a sufficiently fine division, ‖Redω(c · Z1,loc,Lie[0,1) )‖ℓ1 = c+ ε, where ε is arbitrarily
small. Then, due to equality (20) which holds in F1,loc,Lie([0, 1)), if ΘLie(c) = +∞
(i. e. it yields the divergence of the Magnus series restricted to F1,Lie([0, 1)) ), then
φ = Redω(c · Z1,loc,Lie[0,1) ) gives an example for divergence with ∫ |φ| = c+ ε but φ being of
multivariable BCH type. This shows that we cannot expect a better convergence radius
using smoother integrands instead of measures.
3. Divergence estimate for the BCH expansion
Example 3.1. Let us consider the noncommutative polynomial algebra generated by
X,Y but factorized by the relations X2 = 0, Y 2 = 0. Consider its Lie subalgebra wslalg2
generated by X and Y . Linearly, it is generated by the elements
X(2n+1) = (XY )nX (n ≥ 0),
Y (2m+1) = (Y X)mY (m ≥ 0),
XY (2k) = (XY )k − (Y X)k (k ≥ 1).
The commutation rules are given by
[X(2n+1), Y (2m+1)] = XY (2n+2m+2), [X(2n+1),X(2n˜+1)] = 0,
[XY (2k),X(2n+1)] = 2X(2k+2n+1), [Y (2m+1), Y (2m˜+1)] = 0,
[Y (2m+1),XY (2k)] = 2Y (2k+2m+1), [XY (2k),XY (2k˜)] = 0.
We will define a norm ‖ · ‖ on it such that ‖X(2n+1)‖ = 2−n ‖Y (2m+1)‖ = 2−m,
‖XY (2k)‖ = 2−k+1 Indeed, we simply let∥∥∥∥∥
∞∑
n=0
bnX
(2n+1) +
∞∑
m=0
cmY
(2m+1) +
∞∑
k=1
dmY
(2k)
∥∥∥∥∥ =
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=
∞∑
n=0
|bn|2−n +
∞∑
m=0
|cm|2(−m) +
∞∑
k=1
|dm|2−k+1.
Using the commutation rules, one can check that wslalg2 becomes a normed Lie algebra
with ‖ · ‖; which can be completed to wsl12 as usual.
Let us compute BCH(tX, tY ) = log(exp(tX) exp(tY )). This can done formally, be-
cause imposing X2 = 0, Y 2 = 0 is compatible with the grade filtration. If X,Y are
formal variables, and R(λ)(A) = A−1λ+(1−λ)A , then
R(λ)((expX)(exp Y )) =
∞∑
k=0
(
(λ− 1)kλkR(λ)(expY )
(
R(λ)(expX)R(λ)(expY )
)k
+(λ− 1)kλkR(λ)(expX)
(
R(λ)(expY )R(λ)(expX)
)k
+(λ− 1)kλk+1
(
R(λ)(expX)R(λ)(expY )
)k+1
+(λ− 1)k+1λk
(
R(λ)(exp Y )R(λ)(expX)
)k+1 )
.
(Cf. Part I., [17].) But in our case, R(λ)(expX) = X, R(λ)(exp Y ) = Y , thus
R(λ)((expX)(exp Y )) =
∞∑
k=0
(
(λ− 1)kλk(Y X)kY + (λ− 1)kλk(XY )kX
+ (λ− 1)kλk+1(XY )k+1 + (λ− 1)k+1λk(Y X)k+1
)
.
Integrated, we find
BCH(X,Y ) =
∞∑
k=0
(−1)k (k!)2
(2k + 1)!
(
X(2k+1) + Y (2k+1) +
1
2
XY (2k+2)
)
,
formally. Scaled appropriately,
BCH(tX, tY ) =
∞∑
k=0
(−1)k (k!)2
(2k + 1)!
(
t2k+1X(2k+1) + t2k+1Y (2k+1) + t2k+2
1
2
XY (2k+2)
)
.
In particular, we obtain the estimate
ΓLie(t, t)
∀≥ Ξ(t) ≡
∞∑
k=0
(k!)2
(2k + 1)!
(
t2k+121−k + t2k+22−k−1
)
.
Now
Ξreal(t) =

2 arcsin(2−3/2t)√
8− t2 (4 + t) if 0 ≤ t < 2
3/2
+∞ if 23/2 ≤ t < +∞.
In particular, BCH(2
√
2X, 2
√
2Y ) does not converge (nor log(exp(2
√
2X) exp(2
√
2Y ))
exists) in wsl12. ♦
Example 3.2. The previous example can also be wrapped up as a counterexample on
sl2. The idea is to take the homomorphism induced by
X 7→ Xˆ =
[
0
√
2/2
0
]
, Y 7→ Yˆ =
[
0√
2/2 0
]
.
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Indeed, for v = (a, b, c) let
S(v) =
[
a
√
2b√
2c −a
]
.
We also set ‖S(v)‖ = 2|v|. This yields a Banach–Lie algebra, because
‖[S(v1), S(v2)]‖ = ‖2S(v1×˜v2)‖ = 4‖v1×˜v2‖ = 4‖v1 × v2‖ ≤
≤ 4|v1| |v2| = ‖S(v1)‖ ‖S(v2)‖.
(This norm is just loosely connected to the previous case.) Then ‖Xˆ‖ = ‖Yˆ ‖ = 1, and
BCH(tXˆ, tYˆ ) =
∞∑
k=0
(−1)k (k!)2
(2k + 1)!
(
t2k+12−k
[
0
√
2/2√
2/2 0
]
+ t2k+22−k
[
1/4 0
0 −1/4
])
=
2t arsinh(2−3/2t)√
8 + t2
[
t 2
√
2
2
√
2 −t
]
= AC
(
1 +
1
4
t2
)
t
4
[
t 2
√
2
2
√
2 −t
]
formally. (Cf. Part II, [18] for the notation ‘AC’.) Here we see that the BCH expansion
diverges for t = 2
√
2, although the actual logarithm analytically extends for t ∼ 2√2
(but not for t ∼ 2√2i). So, in a certain sense, this version is slightly less pronounced.
In any case, we see that the BCH expansion may fail to converge in a Banach–Lie
algebra if ‖X‖ = ‖Y ‖ = 2√2. ♦
Corollary 3.3.
ΓLiereal(2
√
2, 2
√
2) = +∞.
In particular,
CLie2 ≤ DLie2 ≤ 4
√
2.
Remark: 2
√
2 = 2.82842712 . . . < C2 = 2.89847930 . . .. 
4. The standard estimate and its improvements
The Magnus recursion formulas imply
k!ΘLiek ≤
∑
l1+...+ls=k−1
|βs| (k − 1)!
l1! · . . . · ls! (l1!Θ
Lie
l1 ) · . . . · (ls!ΘLiels );
which can be rewritten as
kΘLiek ≤
∑
l1+...+ls=k−1
|βs|ΘLiel1 · . . . ·ΘLiels .
This can be turned into an estimate as follows.
Let us define the numbers ψk (k ∈ N) by the recursion
ψ0 = 0
and
kψk =
∑
l1+...+ls=k−1
|βs|ψl1 · . . . · ψls .
We also consider the formal generating function
β˜(x) :=
∞∑
j=0
|βj |xj .
Then it is immediate that
ΘLiek ≤ ψk;
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and the formal generator function
ψ(x) =
∞∑
k=0
ψkx
k
satisfies the formal IVP
(21) ψ(0) = 0
(22) ψ′(x) = β˜(ψ(x)).
Theorem 4.1. (a) Interpreted as an analytic function around 0,
β˜(x) = 2 +
x
2
− x
2
cot
x
2
;
and it is convergent in D˚(0, π).
(b) The analytic version of IVP (21)–(22) has a solution around 0 with convergence
radius
δ =
∫ 2π
y=0
dy
β˜(y)
≈ 2.1737374 . . . .
As xր δ, we have ψ(x) ր 2π and ψ′(x)ր +∞. (So, in real function theoretic sense,
ψ(δ) = 2π and ψ′(δ) = +∞.) Thus, δ is the convergence radius of ψ.
Proof. (a) It follows from β(ix)+β(−ix)2 =
x
2 cot
x
2 and the information on the signs of the
Bernoulli numbers Bj for j ≥ 2.
(b) By Pringsheim’s theorem it is sufficient to consider the development for x ≥ 0.
Then the standard method of separation of variables can be applied,
dψ
β˜(ψ)
= dx.
Thus the ψ will be the inverse function of y 7→ χ(y) = ∫ yt=0 dtβ(t) , as long as β˜ is positive,
and develops a singularity when β˜ becomes infinite. (We know that the solution ψ is
convex.) This happens when t = 2π, which means that the range of the nonsingular
χ is
[
0,
∫ 2π
t=0
dt
β(t)
)
. Thus, so is the (nonnegative) domain of the nonsingular ψ, and the
behaviour around x ∼ δ follows from the inverse function picture. 
Corollary 4.2 (The standard estimate, cf. Introduction). In real function theoretic
sense,
ΘLie(x) ≤ ψ(x),
showing, in particular, that the convergence radius of ΘLie(x) is at least δ. 
Note. As there are several passes between the formal, analytic, and real function theo-
retic viewpoints in this section, we will be more relaxed with the notation here.
In the context of the Baker–Campbell–Hausdorff formula, a somewhat finer estimate
is used, the (1/4)-commutative version, which we sketch. Let us define ΘPLiek,l , as the
minimal possible sum of the absolute values of the coefficients of the Lie-presentations
of µk+l(X1, . . . ,Xk, Y1, . . . , Yl) but with the additional assumption that the variables Yi
commute with each other. Then ΘPLiek,l ≤ ΘLiek+l. Consider the formal generating function
ΘPLie(x, y) =
∑
k+l≥1
ΘPLiek,l x
kyl.
16 GYULA LAKOS
Its coefficients can be estimated by the coefficients of the solution of the formal IVP
(23) ψ`(0, y) = y
(24)
∂
∂x
ψ`(x, y) = β˜(ψ`(x, y)).
Formally,
ψ`(x, y) = ψ(x+ ψ−1(y)).
By similar arguments as before, ψ`(x, y) will be finite in real analytical sense for x, y ≥ 0
if x = 0, or y ≤ 2π and
x ≤
∫ 2π
t=y
dt
β˜(t)
.
Then we obtain convergence estimates for the BCH series through ΓLie(x, y) ≤ ψ`(x, y)
for x, y ≥ 0. (Cf. the already cited sources). We see, however, that the situation is not
very well adapted to the BCH case, because not even its 2 · (1/4)-commutative features
are utilized. This makes it hard to compete with the estimate C2 ≤ CLie2 . Hence, we
will refrain from discussing the improvements of the standard estimate in the BCH case,
although the arguments can be adapted to it.
Let us return to the Magnus expansion. By the earlier discussions, in terms of the
convergence radius of ΘLie, we have a gap between δ and 4. Closing this gap likely
requires some deeper insight. However, an advantage of the algebraic formalism is that
it offers several ways to improve the standard estimate a bit. We show some methods.
We are less interested in numerical constants but that they show greater convergence
domains.
Method 4.3 (Forced coefficients). One can observe that
ψ(x) = x+
1
4
x2 +
5
72
x3 +
11
576
x4 +
479
86400
x5 +
1769
1036800
x6 + . . .
in contrast to
ΘLie(x) = x+
1
4
x2 +
1
18
x3 +
1
72
x4 +
1
300
x5 +
37
43200
x6 + . . . .
Now,
dΘLie(x)
dx
− β˜(ΘLie(x)) = − 1
24
x2 − 1
72
x3 − 53
8640
x4 − 11
4320
x5 + . . . .
Thus, when we solve the IVP
(25) ψˆ(0) = 0
(26) ψˆ′(x) = β˜(ψˆ(x))− 1
24
x2 − 1
72
x3 − 53
8640
x4 − 11
4320
x5︸ ︷︷ ︸
−∆6(x)
;
we find that ψˆ(x) has the same coefficients as ΘLie(x) up to order 6, but after that the
majorizing property relative to ΘLie(x) still holds; ΘLiek ≤ ψˆk ≤ ψk.
In order to demonstrate the larger convergence radius, let us compare ψˆ to ψ by a
crude estimate. For x ∈ [0, δ], we see that
ψˆ′(x)− ψ′(x) = β˜(ψˆ(x)) −∆6(x)− β˜(ψ(x)) ≤ −∆6(x).
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Integrating in x, we find
ψˆ(x)− ψ(x) ≤ −
∫ x
t=0
∆6(t)dt.
Thus, in particular,
ψˆ(δ) ≤ ψ(δ)−
∫
δ
t=0
∆6(t)dt.
In particular, ψˆ(δ) is strictly smaller than ψ(δ). At this point, even if we continue with
the slower (22), that would give an extra length
Lˆ = δ − χ
(
ψ(δ)−
∫
δ
t=0
∆6(t)dt
)
for further development. (But we know that it gives even more.) So, we know that the
convergence radius of φˆ is bigger than δ + Lˆ. In fact, we have the estimate
ψˆ(x) ≤
{
ψ(x)− ∫ xt=0∆6(t)dt if x ∈ [0, δ]
ψ(x− Lˆ) if x ∈ [δ, δ + Lˆ].
Numerically Lˆ = 0.0074001 . . ., thus δ + Lˆ = 2.1811375 . . . is obtained for a larger
convergence radius.
Our estimates above were really simplistic, though; more precise numerical results
show that the convergence radius of ψˆ is around 2.2762 . . .
What hinders the previous method is that we use the same naive recursion mechanism
based on the Magnus recursion as originally. We can achieve better results if we use
recursion of higher order. The next discussion will be essentially based on the identity
k∑
j=1
P (X1, . . . ,Xj−1, [Xj , Y ], . . . ,Xj+1, . . . ,Xk) = [P (X1, . . . ,Xk), Y ],
where P is a Lie polynomial. This allows to reduce the size of some expressions.
In order to compactify our formulas, let us introduce some notation. Instead of
explaining it in advance, we show how the Magnus recursion can be expressed in this
notation.
Expansion in the first variable (Z1):
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1].
expansion in the last variable (Zn):
µ = Zn +
1
2
[µ,Zn] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn].
What happens is that we consider Lie polynomials in Z1, . . . , Zn, and terms in the
expressions are understood so that whenever we have µ’s with some unspecified vari-
ables, then the unnoted variables are distributed among them with no multiplicities,
and ascendingly in every µ. The higher commutators should be resolved as
[X1, . . . ,Xk−1,Xk] = (adX1) . . . (adXk−1)Xk.
Clearly, one should be careful with this notation, but it has
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We also use the notation
˜˜β(x) = β˜(x)− 1− 1
2
x.
Method 4.4 (Magnus recursion of second order). In the standard approach it did not
matter if we used expansion by the first or last variable. Here we take expansion by two
variables, and, in order to gain a little additional improvement, we combine this with
symmetrization.
If we expand in Z1, and later in Zn, then we find
µ =Z1
+
1
2
[Z1, Zn] +
1
4
[Z1, [µ,Zn]] +
∞∑
k=1
β2k
1
2
[Z1, [µ, . . . , µ︸ ︷︷ ︸
2k
, Zn]]
+
∞∑
j=1
β2j [µ, . . . , Zn, . . . , µ︸ ︷︷ ︸
2j
, Z1]
+
1
2
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], Zn]− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]]
−
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn].
If we expand in Zn, and later in Z1, then we find
µ =Zn
+
1
2
[Z1, Zn] +
1
4
[[Z1, µ], Zn] +
∞∑
k=1
β2k
1
2
[[µ, . . . , µ︸ ︷︷ ︸
2k
, Z1], Zn]
+
∞∑
j=1
β2j [µ, . . . , Z1, . . . , µ︸ ︷︷ ︸
2j
, Zn]
+
1
2
∞∑
j=1
β2j [Z1, [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn]]− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Zn], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1]]
−
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1].
The averaged (symmetrized) expression is
µ =Z +
1
2
[Z1, Zn]
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+
1
8
[Z1, [µ,Zn]] +
1
8
[[Z1, µ], Zn]
+
1
2
∞∑
j=2
β2j [µ, . . . , Zn, . . . , µ︸ ︷︷ ︸
2j−1
, µ︸︷︷︸
1
, Z1] +
1
2
∞∑
j=2
β2j [µ, . . . , Z1, . . . , µ︸ ︷︷ ︸
2j−1
, µ︸︷︷︸
1
, Zn]
+
1
2
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], Zn] +
∞∑
k=1
β2k
1
2
[Z1, [µ, . . . , µ︸ ︷︷ ︸
2k
, Zn]]
− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]]
+
1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Zn], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1]]
− 1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]
− 1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1].
Using these, we can develop a majorizing series ψ for ΘLie by the recursion (formal
IVP)
(27) ψˇ(0) = 0
(28) ψˇ′(0) = 1
(29) ψˇ′′(x) = f(ψ(x)),
where
f(x) =
1
2
+
1
4
x+ ˜˜β(x)′ − 1
x
˜˜β(x) +
3
2
˜˜β(x) +
2
x
˜˜β(x)2
=2 +
x
2
+
1
x
− 2 cot
(x
2
)
− 3
4
x cot
(x
2
)
+
3
4
x
(
cot
(x
2
))2
.
The IVP (27)–(29) is one of the classically treatable ones, and its leads to convergence
radius
δ2 =
∫ 2π
u=0
du√
1 + 2
∫ u
t=0 f(t) dt
≈ 2.281 . . .
This improvement is still small, but better than in the previous case.
In general, we are interested in the size of µ. However, in its estimation, the size of
β(adµ) played a role, which we estimated from the size of µ naively. We can do better
keeping a separate check on the size of β(ad µ). More precisely, we will keep a check on
the size of
˜˜
β(ad µ).
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Method 4.5 (A simplest compartmentalization.). Consider the equation
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1]
and it consequence
∞∑
k=1
β2k[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
β2k[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ](30)
− 1
2
∞∑
k=1
β2k[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
β2k[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]].
This leads to the majorizing sytem (formal IVP)
(31) ψ(0) = 0,
˜˜
ψ(0) = 0
(32) ψ′(x) = 1 +
1
2
ψ(x) + ˜˜ψ(x),
(33)
˜˜
ψ′(x) = ˜˜β′(ψ(x))(1 + ˜˜ψ(x)) + ˜˜ψ(x).
In this present form, this differential equation blows up around x = 2.204 . . ., which
leads to a quite modest lower estimate for the convergence radius. However, compart-
mentalization schemes like that, in general, allow to separate various algebraic patterns
in the Magnus expansion. We do not pursue this direction in its full power now but we
slightly improve this example.
The disadvantage of the previous method is that in the RHS of line (30) we still use
exponential estimates. The ideal thing would be keeping a check on the size (adµ)k for
every k, but this is just too complicated for us to do here. However, we will do this
partially. Let us use the notation
β(e)(x) =
x2
4π2 − x2 =
∞∑
j=1
( x
2π
)2j
β(o)(x) =
x3
2π(4π2 − x2) =
∞∑
j=1
( x
2π
)2j+1
β˚(x) =
∞∑
j=1
( x
2π
)2j
2
∞∑
N=2
1
N2j
Then
(34) ˜˜β(x) = 2β(e)(x) + β˚(x).
Method 4.6 (A slightly more sophisticated compartmentalization.). Here we keep track
on the size of µ, β(e)(adµ), β(o)(ad µ), β˚(ad µ). The relevant equations are
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1]
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∞∑
k=1
1
(2π)2k
[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
1
(2π)2k
[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ]
− 1
2
∞∑
k=1
1
(2π)2k
[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
1
(2π)2k
[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]],
∞∑
k=1
1
(2π)2k+1
[µ, . . . , µ︸ ︷︷ ︸
2k+1
,W ] =
∞∑
k=1
1
(2π)2k+1
[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k+1
,W ]
− 1
2
∞∑
k=1
1
(2π)2k+1
[[µ, . . . , µ︸ ︷︷ ︸
2k+1
,W ], Z1] +
1
2
∞∑
k=1
1
(2π)2k+1
[µ, . . . , µ︸ ︷︷ ︸
2k+1
, [W,Z1]],
∞∑
k=1
β˚2k[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
β˚2k[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ]
− 1
2
∞∑
k=1
β˚2k[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
β˚2k[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]].
This leads to the IVP
(35) ψ(0) = 0, ψ(e)(0) = 0, ψ(o)(0) = 0, ψ˚(0) = 0,
ψ′(x) = 1 +
1
2
ψ(x) + 2ψ(e)(x) + ψ˚(x),
ψ(e)′(x) =
1
2π
2
(
ψ(x)
2π
+ ψ(o)(x)
)
(1 + ψ(e)(x))(1 + 2ψ(e)(x) + ψ˚(x)) + ψ(e)(x),
ψ(o)′(x) =
1
2π
(
2ψ(e)(x) + ψ(e)(x)2 +
(
ψ(x)
2π
+ ψ(o)(x)
)2)
(1+2ψ(e)(x)+ψ˚(x))+ψ(o)(x),
ψ˚′(x) = β˚′(ψ(x))(1 + 2ψ(e)(x) + ψ˚(x)) + ψ˚(x).
Numerical results show that this IVP blows up at x = 2.297 . . . . This is our best lower
bound for the convergence radius up to now. ♦
Method 4.7 (A variant of the previous method). Let
β(ee)(x) =
∞∑
j=1
( x
2 · 2π
)2j
, β(oo)(x) =
∞∑
j=1
( x
2 · 2π
)2j+1
.
According to this we have the analogue
˜˜β(x) = 2β(e)(x) + 2β(ee)(x) + β¨(x)
of (34). The sizes of the expressions µ, β(e)(adµ), . . . , β¨(adµ) are described by the series
ΘLie(x), Θ(e)(x), . . . , Θ¨(x). The appropriate recursion relations imply
Θ(0) = 0, Θ(e)(0) = 0, Θ(o)(0) = 0, Θ(ee)(0) = 0, Θ(oo)(0) = 0, Θ¨(0) = 0,
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ΘLie ′(x) ≤ ∆Θ(x) + 1
2
ΘLie(x),
Θ(e)′(x) ≤ 1
2π
2
(
ΘLie(x)
2π
+Θ(o)(x)
)
(1 + Θ(e)(x))∆Θ(x) + Θ(e)(x),
Θ(o)′(x) ≤ 1
2π
(
2Θ(e)(x) + Θ(e)(x)2 +
(
ΘLie(x)
2π
+Θ(o)(x)
)2)
∆Θ(x) + Θ(o)(x),
Θ(ee)′(x) ≤ 1
2 · 2π2
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)
(1 + Θ(ee)(x))∆Θ(x) + Θ(ee)(x),
Θ(oo)′(x) ≤ 1
2 · 2π
(
2Θ(ee)(x) + Θ(ee)(x)2 +
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)2)
∆Θ(x) + Θ(oo)(x),
Θ¨′(x) ≤ β¨′(ΘLie(x))∆Θ(x) + Θ¨(x).
where
∆Θ(x) ≡ 1 + 2Θ(e)(x) + 2Θ(ee)(x) + Θ¨(x)
However, from the series expansion we also know that
Θ¨(x) ≤ 2 · 22
∞∑
N=3
1
N2
·Θ(ee)(x).
Thus, we also have
(36) Θ(0) = 0, Θ(e)(0) = 0, Θ(o)(0) = 0, Θ(ee)(0) = 0, Θ(oo)(0) = 0,
ΘLie ′(x) ≤ ∆Θ(x) + 1
2
ΘLie(x),
Θ(e)′(x) ≤ 1
2π
2
(
ΘLie(x)
2π
+Θ(o)(x)
)
(1 + Θ(e)(x))∆Θ(x) + Θ(e)(x),
Θ(o)′(x) ≤ 1
2π
(
2Θ(e)(x) + Θ(e)(x)2 +
(
ΘLie(x)
2π
+Θ(o)(x)
)2)
∆Θ(x) + Θ(o)(x),
Θ(ee)′(x) ≤ 1
2 · 2π2
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)
(1 + Θ(ee)(x))∆Θ(x) + Θ(ee)(x),
Θ(oo)′(x) ≤ 1
2 · 2π
(
2Θ(ee)(x) + Θ(ee)(x)2 +
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)2)
∆Θ(x) + Θ(oo)(x),
where
∆Θ(x) ≡ 1 + 2Θ(e)(x) + 2
(
22
∞∑
N=2
1
N2
)
Θ(ee)(x).
We can draw a formal IVP for a majorizing series upon these inequalities, as before. It
turns out that this system blows up at x = 2.293 . . . which is not so good as in the case
of the previous method. Nevertheless, the system itself is polynomial, which offers some
technical advantages.
Now, the various methods can be combined and refined, leading to even better esti-
mates. Also note that using standard techniques, one can make the numerical results
above completely robust. However, as we will obtain stronger estimates using different
methods later, we do not make those numerical results more exact here. One can simply
obtain slightly better ones, anyway.
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION III. BANACH–LIE ALGEBRAS 23
5. The extension of the Banach-Lie norm in the formal case
We have already seen the Lie norm ‖ · ‖ℓ1 on FLie[Yλ : λ ∈ Λ]. On the other hand,
we can consider FLie[Yλ : λ ∈ Λ] ⊂ F[Yλ : λ ∈ Λ] through the commutator inclusion.
We will show that the Lie norm ‖ · ‖ℓ1 extends to an associative algebraic norm on
F[Yλ : λ ∈ Λ].
Lemma 5.1. Consider the Lie polynomial P (Y1, . . . , Yn), and a further, independent
generator element Z. Then
‖P (Y1, . . . , Yn)‖ℓ1 = ‖[P (Y1, . . . , Yn), Z]‖ℓ1 .
Proof. ‖P (Y1, . . . , Yn)‖ℓ1 ≥ ‖[P (Y1, . . . , Yn), Z]‖ℓ1 is rather obvious from the definition.
On the other hand, consider a minimal presentation of [P (Y1, . . . , Yn), Z]. The P can
be assumed to be homogeneous, and of shape
[P (Y1, . . . , Yn), Z] =
s∑
j=1
θj[Mj,1, [. . . , [Mj,ks , Z] . . .],
where the Mj,k are monomials of Y1, . . . , Yn. Due to the freeness, [·, Z] can be assumed
to act as the degree derivation, thus
P (Y1, . . . , Yn) · (degP ) =
s∑
j=1
θj[Mj,1, [. . . , [Mj,ks ] . . .] · (degMj,ks).
So,
P (Y1, . . . , Yn) =
s∑
j=1
degMj,ks
degP
θj[Mj,1, [. . . , [Mj,ks ] . . .].
Then
degMj,ks
degP ≤ 1 implies the inequality in the other direction. (This is a variant of an
argument used in the proof the Dynkin–Specht–Wever lemma.) 
The extended norm ‖Q(Y1, . . . , Yk)‖′ℓ1 forQ(Y1, . . . , Yk) ∈ F[Yλ : λ ∈ Λ] can be defined
in two ways. The first one is to take
‖Q(Y1, . . . , Yk)‖′ℓ1 = inf
{
s∑
i=1
|θj| : Q(Y1, . . . , Yk) =
s∑
i=1
θjMi,1 · . . . ·Mi,js,
such that the Mi,j are commutator monomials of the Y1, . . . , Yn
}
.
The second one is take
‖Q(Y1, . . . , Yk)‖′ℓ1 = ‖Q(ad Y1, . . . , adYk)Z‖ℓ1 (Z is an independent generator).
The equivalence of the definitions and the extension property follow, taking the adjoint
representation on Z, from the previous lemma.
We remark that the following qualitative version of the DSW lemma holds:
Corollary 5.2. Consider the Lie polynomial P (Y1, . . . , Yn). Then any ‖ · ‖′ℓ1-minimal
presentation of P in F[Yλ : λ ∈ Λ] (linear combination of products of commutator
monomials with minimal sum of absolute values for the coefficients), 0 coefficient terms
omitted, is automatically of shape of an ‖ · ‖ℓ1-minimal presentation of P in FLie[Yλ :
λ ∈ Λ] (linear combination of Lie monomials with minimal sum of absolute values for
the coefficients).
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Proof. This follows from the proof of Lemma 5.1, because, for nonzero coefficients, the
equalities
degMj,ks
deg P = 1 should hold. 
In what follows, we simply write ‖ · ‖ℓ1 instead of ‖ · ‖′ℓ1 . Note that ‖ · ‖ℓ1 ≤ | · |ℓ1 . The
tautological measure construction, etc., also extends to this norm.
6. The resolvent method and the Magnus expansion
Now, our objective is to estimate
ΘLiek =
∥∥∥∥∥
∫
t1≤...≤tk)∈[0,1]
µk(Z
1
[0,1](t1) . . . Z
1
[0,1](tk))
∥∥∥∥∥
ℓ1
=
∥∥∥∥∥
∫ 1
λ=0
∫
t=(t1,...,tk)∈[0,1]k
λasc(t)(1− λ)des(t)Z1[0,1](t1) . . . Z1[0,1](tk) dλ
∥∥∥∥∥
ℓ1
.(37)
Remark 6.1. Strictly speaking, Z1,Lie[0,1] would the correct notation, but it does not matter
on a fixed filtration level. Z1[0,1](t) = Xt dt might be a good but purely symbolic symbolic
notation. △
Let 1 ≤ q < k and h = ⌊(k−1)/p⌋. Applying the submultiplicative property of ‖ ·‖ℓ1 ,
we find
ΘLiek ≤
∫ 1
λ=0
∫
t0,tp,...,tph∈[0,1]
(38)
‖Z1[0,1](t0)‖ℓ1
∥∥∥∥∫
t1=(t1,...,tp−1)∈[0,1]k
λasc(t0,t1,tp)(1− λ)des(t0,t1,tp)Z1[0,1](t1) . . . Z1[0,1](tp−1)
∥∥∥∥
ℓ1
. . .
‖Z1[0,1](tp(h−1))‖ℓ1
∥∥∥∥∫
th=(t(h−1)p+1,...,thp−1)∈[0,1]k
λasc(t(h−1)p ,th,thp)(1− λ)des(t(h−1)p ,th,thp)Z1[0,1](th(p−1)+1) . . . Z1[0,1](thp−1)
∥∥∥∥
ℓ1
‖Z1[0,1](tph)‖ℓ1
∫
thp+1,...,tk∈[0,1]
λasc(thp ,...,tk−1)(1− λ)des(thp,...,tk−1)‖Z1[0,1](tph+1)‖ℓ1 . . . ‖Z1[0,1](tk−1)‖ℓ1
dλ.
Let us introduce the notation
(39) K
(λ),Lie
p−1 (t0, tp) =∥∥∥∥∫
t1=(t1,...,tp−1)∈[0,1]k
λasc(t0,t1,tp)(1− λ)des(t0,t1,tp)Z1[0,1](t1) . . . Z1[0,1](tp−1)
∥∥∥∥
ℓ1
.
With this notation (38) yields
(40) ΘLiek ≤
∫ 1
λ=0
∫
t0,tp,...,tph∈[0,1]
K
(λ),Lie
p−1 (t0, tp) . . . K
(λ),Lie
p−1 (tp(h−1), tph)dt0 . . . dtph dλ.
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION III. BANACH–LIE ALGEBRAS 25
It is easy to see that K
(λ),Lie
p−1 is a continuous positive function on [0, 1]. This defines
an integral operator on, say, L2([0, 1]). Let K
(λ),Lie
p−1 denote this integral operator (which
we, for practical reasons, write to the right). This yields a continuous, compact family
of operators. Then (40) reads as
(41) ΘLiek ≤
∫ 1
λ=0
〈
1[0,1]
(
K
(λ),Lie
p−1
)⌊k−1
p
⌋
, 1[0,1]
〉
dλ.
Theorem 6.2. Let CLie∞ denote the convergence radius of ΘLie(x). Then
CLie∞ ≤ 1/ limn→∞ maxλ∈[0,1]
np
√〈
1[0,1]
(
K
(λ),Lie
p−1
)n
, 1[0,1]
〉
.
Consequently,
CLie∞ ≤ 1/ max
λ∈[0,1]
p
√
r
(
K
(λ),Lie
p−1
)
,
where ‘r’ denotes spectral radius.
Proof. This follows from (41). We remark that, due to compactness in λ ∈ [0, 1],
n
√∥∥∥(K(λ),Liep−1 )n∥∥∥
L2
converges to r
(
K
(λ),Lie
p−1
)
in the upper semicontinuous topology, uni-
formly in λ . 
Let us take a closer look atK
(λ),Lie
p−1 (t0, tp). Assume that t0 < tp. In (39), the integrand
is best to be decomposed according to the distribution of {t1, . . . , tp−1} relative to t0, tp.
Indeed, for a+ b+ c = p− 1, let
pa,b,c(t0, tp) =
(p− 1)!
a!b!c!
ta0(tp − t0)b(1− tp)c;
and
µ
(λ)
a,b,c(X1, . . . ,Xp−1) =
∑
σ∈Σp−1
λasc(a+
1
2
,σ,b+c+ 1
2
)(1− λ)des(a+ 12 ,σ,b+c+ 12 )Xσ(1) . . . Xσ(p−1);
and
Θ
(λ),Lie
a,b,c =
1
(p− 1)!
∥∥∥µ(λ)a,b,c(Y1, . . . , Yp−1)∥∥∥
ℓ1
.
Then
(42) K
(λ),Lie
p−1 (t0, tp) =
∑
a+b+c=p−1
pa,b,c(t0, tp)Θ
(λ),Lie
a,b,c .
Here pa,b,c(t0, tp) refers to the probability of the configuration, and Θ
Lie
a,b,c is the contribu-
tion of the corresponding noncommutative term. There is a similar analysis for t0 > tp.
In fact,
K
(λ),Lie
p−1 (t0, tp) = K
(1−λ),Lie
p−1 (tp, t0).
Restricted to t0 < tp or t0 > tp , K
(λ),Lie
p−1 (t0, tp) is a sum of products of terms poly-
nomial in t0, tp and terms piecewise polynomial in λ. Indeed,
∥∥∥µ(λ)a,b,c(Y1, . . . , Yp−1)∥∥∥
ℓ1
is
the maximum of the linear functions defining the hyperfaces of the unit ball of ‖ · ‖ℓ1
evaluated on µ
(λ)
a,b,c(Y1, . . . , Yp−1).
Now, one can simplify (42):
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Lemma 6.3. For a+ b+ c+ 1 = p− 1,
µ
(λ)
a+1,b,c(X1, . . . ,Xp−1) = µ
(λ)
a,b,c+1(X2, . . . ,Xp−1,X1).
Proof. If we rename the lowest position to the highest position, then it also yields one
descent and one ascent, while the decent/ascent relations between other indices remain
the same. 
Let us define
pa,b(t) =
(p− 1)!
a!b!
(1− t)atb,
and
µ
(λ)
a,b (X1, . . . ,Xp−1) =
∑
σ∈Σp−1
λasc(a+
1
2
,σ)(1− λ)des(a+ 12 ,σ)Xσ(1) . . . Xσ(p−1)
and
(43) Θ
(λ),Lie
a,b =
1
(p − 1)!
∥∥∥µ(λ)a,b (Y1, . . . , Yp−1)∥∥∥
ℓ1
.
Then, for t0 < tp,
(44) K
(λ),Lie
p−1 (t0, tp) = λ ·
∑
a+b=p−1
pa,b(tp − t0)Θ(λ),Liea,b .
Consequently, for t0 > tp,
(45) K
(λ),Lie
p−1 (t0, tp) = (1− λ) ·
∑
a+b=p−1
pa,b(t0 − tp)Θ(1−λ),Liea,b .
Corollary 6.4. For a fixed p, K
(λ),Lie
p−1 (t0, tp) depends only on λ and tp − t0. 
Thus the notation K
(λ),Lie
p−1 (t0, tp) ≡ K(λ),Liep−1 (tp − t0) is reasonable. It is easy to see
that
pa,b(1− t) = pb,a(t).
Lemma 6.5.
Θ
(1−λ),Lie
a,b = Θ
(λ),Lie
b,a .
Proof. Let
µ
′(λ)
b,c (X1, . . . ,Xp−1) =
∑
σ∈Σp−1
λasc(σ,b+
1
2
)(1− λ)des(σ,b+ 12 )Xσ(1) . . . Xσ(p−1)
Then, according to Lemma 6.3 ,
µ
(λ)
a,b (X1, . . . ,Xp−1) = µ
′(λ)
b,a (Xa+1, . . . ,Xp−1,X1, . . . ,Xa).
Using the observations above, considering σ¯(i) = σ(p − i), and carrying out the
computation in F[Y1, . . . , Yp−1], we find
µ
(1−λ)
a,b (Y1, . . . , Yp−1) =
∑
σ∈Σp−1
(1− λ)asc(a+ 12 ,σ)λdes(a+ 12 ,σ)Yσ(1) . . . Yσ(p−1)
=
 ∑
σ∈Σp−1
(1− λ)des(σ¯,a+ 12 )λasc(σ¯,a+ 12 )Yσ¯(1) . . . Yσ¯(p−1)
⊤
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=
(
µ
′(λ)
a,b (Y1, . . . , Yp−1)
)⊤
=
(
µ
(λ)
b,a (Ya+1, . . . , Yp−1, Y1, . . . , Ya)
)⊤
;
where ⊤ means transposition. As transposition takes (products of) commutator monomi-
als into (products of) commutator monomials, it leaves ‖·‖ℓ1 invariant in F[Y1, . . . , Yp−1].
Taking norms in the equality above implies the statement. 
Hence, practically, we have to compute Θ
(λ),Lie
a,p−1−a only for 0 ≤ a ≤ ⌊p−12 ⌋.
Example 6.6. For p− 1 = 1,
Θ
(λ),Lie
0,1 = λ λ ∈ [0, 1].
♦
Example 6.7. For p− 1 = 2,
Θ
(λ),Lie
0,2 =
{
−λ2 + λ λ ∈ [0, 12]
λ2 λ ∈ [12 , 1] .
Θ
(λ),Lie
1,1 = 2λ(1 − λ) λ ∈ [0, 1].
♦
Example 6.8. For p− 1 = 3,
Θ
(λ),Lie
0,3 =

−2λ3 + λ λ ∈ [0, 13]
−5λ3 + 4λ2 λ ∈ [13 , 12]
−5λ3 + 6λ2 − λ λ ∈ [12 , 23]
−2λ3 + 4λ2 − λ λ ∈ [23 , 1] ;
Θ
(λ),Lie
1,2 =
{
2λ3 − 4λ2 + 2λ λ ∈ [0, 13]
−4λ3 + 4λ2 λ ∈ [13 , 1] .
♦
Example 6.9. For p− 1 = 4,
Θ
(λ),Lie
0,4 =

12λ4 − 19λ3 + 5λ2 + λ λ ∈
[
0, 5−
√
17
4
]
14λ4 − 26λ3 + 11λ2 λ ∈
[
5−√17
4 ,
√
3−1
2
]
12λ4 − 26λ3 + 14λ2 − λ λ ∈
[√
3−1
2 ,
1
2
]
−12λ4 + 10λ3 + 2λ2 − λ λ ∈
[
1
2 ,
3−√3
2
]
−14λ4 + 16λ3 − λ2 − λ λ ∈
[
3−√3
2 ,
√
17−1
4
]
−12λ4 + 17λ3 − 3λ2 − λ λ ∈
[√
17−1
4 , 1
]
;
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Θ
(λ),Lie
1,3 =

12λ4 − 15λ3 + λ2 + 2λ λ ∈
[
0, 3−
√
3
6
]
18λ4 − 27λ3 + 8λ2 + λ λ ∈
[
3−√3
6 ,
1
4
]
22λ4 − 36λ3 + 14λ2 λ ∈
[
1
4 ,
√
3−1
2
]
18λ4 − 36λ3 + 20λ2 − 2λ λ ∈
[√
3−1
2 ,
1
2
]
2λ4 − 12λ3 + 12λ2 − 2λ λ ∈ [12 , 23]
−λ4 − 7λ3 + 10λ2 − 2λ λ ∈ [23 , 34]
−5λ4 + 7λ2 − 2λ λ ∈ [34 , 1] ;
Θ
(λ),Lie
2,2 =

3λ4 + 2λ3 − 9λ2 + 4λ λ ∈ [0, 29]
15
2 λ
4 − 8λ3 − 52 λ2 + 3λ λ ∈
[
2
9 ,
4
17
]
16λ4 − 27λ3 + 10λ2 + λ λ ∈ [ 417 , 14]
20λ4 − 36λ3 + 16λ2 λ ∈
[
1
4 ,
√
5
5
]
35
2 λ
4 − 672 λ3 + 332 λ2 − 12 λ λ ∈
[√
5
5 ,
6−√21
3
]
18λ4 − 36λ3 + 583 λ2 − 43 λ λ ∈
[
6−√21
3 ,
√
21−3
3
]
35
2 λ
4 − 732 λ3 + 21λ2 − 2λ λ ∈
[√
21−3
3 ,
5−√5
5
]
20λ4 − 44λ3 + 28λ2 − 4λ λ ∈
[
5−√5
5 ,
3
4
]
16λ4 − 37λ3 + 25λ2 − 4λ λ ∈ [34 , 1317]
15
2 λ
4 − 22λ3 + 372 λ
2 − 4λ λ ∈ [1317 , 79]
3λ4 − 14λ3 + 15λ2 − 4λ λ ∈ [79 , 1] ;
♦
Remark 6.10. Finding Θ
(λ),Lie
a,b (as a maximum of finitely many polynomials) can be
algorithmized very easily. However, in practice, it is a computationally very intensive
problem. Fortunately, we do not have to find the exact expressions for good estimates,
as we will see. △
Another consequence of Lemma 6.5 is that for t0 > tp,
(46) K
(λ),Lie
p−1 (t0, tp) = (1− λ) ·
∑
a+b=p−1
pb,a(1 + tp − t0)Θ(λ),Lieb,a .
Let us define the reduced kernel
(47) K˜
(λ),Lie
p−1 (t) =
{∑
a+b=p−1 pa,b(t)Θ
(λ),Lie
a,b if t ∈ (0, 1]∑
a+b=p−1 pa,b(t+ 1)Θ
(λ),Lie
a,b if t ∈ [−1, 0),
for λ ∈ [0, 1], t ∈ [−1, 1]. Then, for t ∈ [−1, 1] \ {0},
K
(λ),Lie
p−1 (t) = λ
asc(0,t)(1− λ)des(0,t)K˜(λ),Liep−1 (t).
There are several ways to obtain qualitative estimates from Theorem 6.2; the following
one is relatively effective. The idea is to compare convergence to the non-Lie case.
Previously we have defined K
(λ),Lie
p−1 (t0, tp) with respect to the nor ‖ · ‖ℓ1 . The same
can also be done using | · |ℓ1 , leading to the non-Lie version K(λ)p−1(t0, tp). The discussion
analogous but computationally much simpler, because |·|ℓ1 is just the sum of the absolute
values of the coefficients.
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Example 6.11. (a) For p− 1 = 1,
Θ
(λ)
0,1 = λ, if λ ∈ [0, 1].
(b) For p− 1 = 2,
Θ
(λ)
0,2 = λ if λ ∈ [0, 1];
Θ
(λ)
1,1 = −2λ2 + 2λ if λ ∈ [0, 1].
(c) For p− 1 = 3,
Θ
(λ)
0,3 = −2λ3 + 2λ2 + λ if λ ∈ [0, 1];
Θ
(λ)
1,2 = −2λ3 + 2λ, if λ ∈ [0, 1].
(d) For p− 1 = 4,
Θ
(λ)
0,4 = −8λ3 + 8λ2 + λ, if λ ∈ [0, 1];
Θ
(λ)
1,3 = 4λ
4 − 14λ3 + 8λ2 + 2λ, if λ ∈ [0, 1];
Θ
(λ)
2,2 = 8λ
4 − 16λ3 + 4λ2 + 4λ, if λ ∈ [0, 1].
♦
In fact, we do not have to compute anything with the quantities above, because the
relevant computations were carried out in Part I, in a different guise. Indeed,〈
1[0,1]
(
K
(λ)
p−1
)h
, 1[0,1]
〉
=
∫
t0,tp,...,tph∈[0,1]
K
(λ)
p−1(t0, tp) . . . K
(λ)
p−1(tp(h−1), tph)dt0 . . . dtph
=
∫
t0,t1,...,tph∈[0,1]
λasc(t0,t1,...,tph)(1− λ)des(t0,t1,...,tph)dt0 . . . dtph
=
1
(ph+ 1)!
|µph+1(X0, . . . ,Xph)|ℓ1
= Θ
(λ)
ph+1.
Let us define
w(λ) =

1− 2λ
2 artanh 1− 2λ =
1− 2λ
log
1− λ
λ
λ ∈ (0, 1)
0 λ ∈ {0, 1}.
This is a concave, nonnegative function on λ ∈ [0, 1], symmetric for λ 7→ 1 − λ; its
maximum is w(1/2) = 1/2. Notice that 1/w(λ) is just the convergence radius of
G(λx, (1 − λ)x) in x, cf. part I.
Let ε > 0. Then, it is a simple application of the Cauchy formula that for k ≥ Nε,
k−1
√
Θ
(λ)
k ≤ w(λ) + ε,
where N is independent from λ. Thus, for h > Nε/p,
hp
√〈
1[0,1]
(
K
(λ)
p−1
)h
, 1[0,1]
〉
≤ w(λ) + ε.
30 GYULA LAKOS
Let
Sp−1(λ) =
maxt∈[−1,1]
K
(λ),Lie
p−1 (t)
K
(λ)
p−1(t)
λ ∈ (0, 1)
1 λ ∈ {0, 1}.
It is not hard to see that for λ ∈ (0, 1), S(λ) is not only continuous but it yields S(λ) < 1.
Then we have the qualitative estimate
Theorem 6.12.
CLie∞ ≥ 1/ max
λ∈[0,1]
w(λ) p
√
Sp−1(λ) > 2.
Proof. K
(λ),Lie
p−1 (t) ≤ K(λ)p−1(t)S(λ)p−1(t) and Theorem 6.2 implies
CLie∞ ≥ 1/ max
λ∈[0,1]
(w(λ) + ε) p
√
Sp−1(λ)
immediately. As w(λ) is continuous are w(0) = w(1) = 0; and the formula above is true
for every ε > 0, so is with ε = 0. 
Example 6.13. Let us apply the previous theorem.
(o) In case of p− 1 = 1, it yields
CLie∞ ≥ 2 .
(a) In case of p− 1 = 2, it yields
CLie∞ > 2.183 .
(b) In case of p− 1 = 3, it yields
CLie∞ > 2.247 .
(c) In case of p− 1 = 4, it yields
CLie∞ > 2.333 .
Note that if λ ∈ [0, 1] and p − 1 ≥ 2, then S(λ) < 1. (This is sufficient to establish
only for p − 1 = 2, after that it follows from the multiplicative decomposition.) Also
note that w(λ) p
√
Sp−1(λ) is continuous for λ ∈ [0, 1], and the maximum is taken for
λ ∈ (0, 1), where w(λ) ≤ 1/2 and S(λ) < 1. So, for p−1 ≥ 2, such an estimate is always
better than the non-Lie bound 2. ♦
For more precise bounds, it is better to take a more numerical approach. Our case
is particularly simple, there is little need for the general theory. (Although one can
profitably look up Hochstadt [14].) Consider K
(λ),Lie
p−1 (t). For s ≥ 2, let us define
K
(λ),Lie
p−1,[s](t0, tp) = max
u∈
[
⌊tps⌋−⌈t0s⌉
s
,
⌈tps⌉−⌊t0s⌋
s
]
∩[0,1]
K
(λ),Lie
p−1 (u).
Then it is easy to see that
K
(λ),Lie
p−1 (tp − t0) ≤ Kλp−1,[s](t0, tp).
Consequently, 〈
1[0,1]
(
K
(λ),Lie
p−1
)h
, 1[0,1]
〉
≤
〈
1[0,1]
(
K
(λ),Lie
p−1,[s]
)h
, 1[0,1]
〉
.
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The advantage is that the operator acts on the L2 subspace space generated by
χ[ k
s
, k+1
s
]. LetK
(λ),Lie
p−1,[s] be the s×s Toeplitz matrix, whose (i, j)th entry is 1sK
(λ),Lie
p−1,[s](
j−i
s ).
Then, there is a constant Cλ such that〈
1[0,1]
(
K
(λ),Lie
p−1,[s]
)h
, 1[0,1]
〉
≤ Cλr
(
K
(λ),Lie
p−1,[s]
)h
,
where ‘r’ denotes the spectral radius. In fact, we have a family of matrices, which is
continuous in λ ∈ [0, 1]; thus it is not hard to show that the estimate can be made
independent from λ. In order to avoid technicalities, we only note that for any ε > 0,
there is C˜ε > 0 such that〈
1[0,1]
(
K
(λ),Lie
p−1,[s]
)h
, 1[0,1]
〉
≤ C˜ε
(
r
(
K
(λ),Lie
p−1,[s]
)
+ ε
)h
,
independently from λ.
Theorem 6.14. Let CLie∞ denote the convergence radius of ΘLie(x). Then
CLie∞ ≥ 1/ max
λ∈[0,1]
p
√
r
(
K
(λ),Lie
p−1,[s]
)
,
where ‘r’ denotes spectral radius.
Proof.
CLie∞ ≥ 1/ max
λ∈[0,1]
p
√
r
(
K
(λ),Lie
p−1,[s]
)
+ ε,
follows from the previous discussion, and ε can be arbitrarily small. 
Example 6.15. Let us consider the consequences of the previous theorem.
(a) In case of p− 1 = 2, it yields
CLie∞ > 2.250 .
(b) In case of p− 1 = 3, it yields
CLie∞ > 2.282 .
(c) In case of p− 1 = 4, it yields
CLie∞ > 2.364 .
♦
In general, one does not need the precise function Θ
(λ),Lie
a,b in order to have good
estimates. We need only good upper estimates for them. For a large set Λ of relevant λ,
using linear programming, we find (hopefully) near-optimal presentations for computing
(43). One can round up the coefficients to rational numbers in order to find approximate
presentations for λ ∈ Λ. Then, using ‖ · ‖ℓ1 ≤ | · |ℓ1 , we can give upper estimates for
Θ
(λ),Lie
a,b , λ ∈ Λ. Again using ‖ · ‖ℓ1 ≤ | · |ℓ1 , the modulus of continuity in λ can be
estimated well, leading to upper estimates for Θ
(λ),Lie
a,b , λ ∈ [0, 1]. In the final step, when
we estimate the spectral radii, we have to find only greatest real eigenvalue according
to Frobenius–Perron theory (cf. Gantmacher [11]).
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Example 6.16. In the above manner
(a) In case of p− 1 = 5, it yields
CLie∞ > 2.396 .
(b) In case of p− 1 = 6, it yields
CLie∞ > 2.427 .
♦
Naively, one would expect to get around CLie∞ > 2.5 in this way, having infinite
resources, but cf. Section 8.
7. The resolvent method and the BCH expansion
The methods of the previous section also apply to the BCH expansion. In that case,
due to the heterogeneity of the domain of kernels, it is better to write the kernels as
2× 2 matrices. However, we will not follow that path here. Instead, we concentrate on
giving a direct argument showing that the Banach algebraic estimate can be improved.
As a reminder, for x1, x2 ≥ 0,
ΓLie(x1, x2) = ‖BCH(x1Y1, x2Y2)‖ℓ1 ,
where Y1, Y2 are appropriate formal variables. We are looking for x1, x2 such that
ΓLie(x1, x2) < +∞. For λ ∈ [0, 1], we also define
Υ(λ)(x1Y1, x2Y2) = λ(1− λ)R(λ)(exp x1Y1)R(λ)(expx2Y2).
Theorem 7.1. Suppose that 0 ≤ x1, x2 < π. If for some n ≥ 1,
sup
λ∈[0,1]
n
√∥∥Υ(λ)(x1Y1, x2Y2)n∥∥ℓ1 < 1,
then
ΓLie(x1, x2) < +∞.
In particular, if for the ‖ · ‖ℓ1-spectral radius
sup
λ∈[0,1]
r‖·‖
ℓ1
(
Υ(λ)(x1Y1, x2Y2)
n
)
< 1,
then the conclusion applies.
Proof. According to part I, (formally)
BCH(x1Y1, x2Y2) =
∫ 1
λ=0
R(λ)((exp x1Y1)(expx2Y2)) dλ
=
∫ 1
λ=0
(1−Υ(λ)(x1Y1, x2Y2))−1R(λ)(expx1Y1)
+R(λ)(exp x2Y2)(1 −Υ(λ)(x1Y1, x2Y2))−1
+ λR(λ)(exp x1Y1)R(λ)(expx2Y2)(1−Υ(λ)(x1Y1, x2Y2))−1
+ (λ− 1)R(λ)(expx2Y2)(1−Υ(λ)(x1Y1, x2Y2))−1R(λ)(expx1Y1)
dλ,
completely well-defined in every (Y1, Y2)-grade. According to our assumptions, the terms
R(λ)((exp x1Y1) and R(λ)((exp x2Y2) are bounded in ‖ · ‖ℓ1 , and so are the relevant
Neumann series. 
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The statement also applies to the the case of | · |ℓ1 (cf. Part I), except in that case
there is no difference between the spectral radius and the norm of Υ(λ)(x1Y1, x2Y2). So,
in Part I only the | · |ℓ1 norm was used. We have demonstrated in Part I that on the
domain 0 ≤ x1 + x2 ≤ C2 = 2.89847930 . . ., λ ∈ [0, 1] the inequality∣∣∣Υ(λ)(x1Y1, x2Y2)∣∣∣
ℓ1
= 2
√∣∣Υ(λ)(x1Y1, x2Y2)2∣∣ℓ1 ≤ 1,
holds; and in case of equality x1 = x2 =
1
2C2 and 0.35865 < min(λ, 1− λ) < 0.35866.
Let us now compare
∥∥Υ(λ)(x1Y1, x2Y2)2∥∥ℓ1 and ∣∣Υ(λ)(x1Y1, x2Y2)2∣∣ℓ1 . The first one is
less or equal than the second one, actually formally degree-wise (in x1 and x2 jointly).
Let us consider the the coefficients of x21x
4
2, which are coming from Υ
(λ)(Y1, Y2). After
some computation, one finds the degree component to be
(48)
(
Υ(λ)(Y1, Y2)
2
)
deg(Y1,Y2)=(2,4)
= λ2(1− λ)2((
λ2 − λ+ 1
4
)
X122122 +
(
λ2 − λ+ 1
6
)
(X121222 +X122212)
)
︸ ︷︷ ︸
H
.
(Here X121222 ≡ X1X2X1X2X2X2, etc.)
Thus, the coefficient of x21x
4
2 in
∣∣Υ(λ)(Y1, Y2)∣∣ℓ1 is (the sum of the absolute value of
the coefficients of the monomials)
υ
2,(λ)
2,4 =

λ2(1− λ)2 (−3λ(1− λ) + 712)
if min(λ, 1 − λ) ∈
[
0, 12 −
√
3
6
]
, i. e. if λ(1− λ) ∈ [0, 16] ,
λ2(1− λ)2 (λ(1− λ)− 112)
if min(λ, 1 − λ) ∈
[
1
2 −
√
3
6 ,
1
2
]
, i. e. if λ(1− λ) ∈ [16 , 14] .
On the other hand, the coefficient of x21x
4
2 in
∥∥Υ(λ)(Y1, Y2)∥∥ℓ1 is
υ
2,(λ),Lie
2,4 =

λ2(1− λ)2 (−3λ(1− λ) + 712)
if min(λ, 1 − λ) ∈
[
0, 12 −
√
3
6
]
, i. e. if λ(1− λ) ∈ [0, 16] ,
λ2(1− λ)2 (−2λ (1− λ) + 512)
if min(λ, 1 − λ) ∈
[
1
2 −
√
3
6 ,
1
2 −
√
2
6
]
, i. e. if λ(1− λ) ∈ [16 , 736] ,
λ2(1− λ)2 (−12 λ (1− λ) + 18)
if min(λ, 1 − λ) ∈
[
1
2 −
√
2
6 ,
1
2 −
√
5
10
]
, i. e. if λ(1− λ) ∈ [ 736 , 15] ,
λ2(1− λ)2 (176 λ (1− λ)− 1324)
if min(λ, 1 − λ) ∈
[
1
2 −
√
5
10 ,
1
2
]
, i. e. if λ(1− λ) ∈ [15 , 14] .
(Cf.
H =
(
−λ(1− λ) + 1
4
)
X122122 +
(
−λ(1− λ) + 1
6
)
(X121222 +X122212)
H =
(
−3λ (1− λ) + 7
12
)
X122122 +
(
λ (1− λ)− 1
6
)
X12[[2,[1,2]]2
H =
(
3
2
λ (1− λ)− 7
24
)(−X122221 −X112222 −X1[2,[2,[2,[1,2]]]])
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+ (−5λ (1− λ) + 1)X12[[2,[1,2]]2
H =
(
−1
6
λ (1− λ) + 1
24
)(−X122221 −X112222 −X1[2,[2,[2,[1,2]]]])
+
(
5
3
λ (1− λ)− 1
3
)
(−X122212 −X121222)
for the minimal presentations of the critical part of (48) in the four cases, respectively.
Minimality is attested by the linear functionals
Y ∗112222 + Y
∗
121222 + Y
∗
122122 + Y
∗
122212
−Y ∗112222 + Y ∗122122 + Y ∗122212
−Y ∗112222 +
1
2
Y ∗122122 − Y ∗122221 +
1
8
Y ∗212122 −
1
4
Y ∗212221
−Y ∗112222 − Y ∗121222 −
5
6
Y ∗122122 − Y ∗122212 − Y ∗122221 −
1
6
Y ∗212212 −
1
4
Y ∗212221
respectively.)
Now, near the critical place, x1 = x2 =
1
2C2 and 0.35865 < min(λ, 1 − λ) < 0.35866,
apparently there is a difference between (the coefficients of x21x
4
2 in)
∥∥Υ(λ)(x1Y1, x2Y2)2∥∥ℓ1
and
∣∣Υ(λ)(x1Y1, x2Y2)2∣∣ℓ1 . So, the former one will not reach up to 1 as the latter one
does. Yet, both expressions are continuous on a larger domain. Consequently, we know
that the convergence domain will extend.
Example 7.2. If we apply the theorem above with n = 2, correction gains counted up
to expansion degree 9, then we find
CLie2 > 2.93 .
♦
Increasing n is not cheap, however. Estimates for higher n are better to use a slightly
finer accounting than simply correcting up to a few expansion degrees, but like, correc-
tions to powers of corrected series, etc.
8. Numerics and heuristics
We have seen that for the cumulative convergence radius of the Magnus expansion
2.427 < CLie∞ ≤ 4. So, one still wonders about the exact value of CLie∞ , that is about the
convergence radius of the positive power series ΘLie(x) . We know the coefficients ΘLien
for n ≤ 9; cf. Appendix A. The value of a few coefficients is, of course, not conclusive
about the convergence of a power series in any way. (Although the exact values can be
used in arguments improving convergence estimates; and some recursive methods can
be tested against them.) That is said, one may come up with a naive guess. In the case
of Magnus expansion, we see that
1
4− (ΘLien )1/n
is roughly linear in n, which suggests
that CLie∞ may be around 3.85 ± 0.15, that is rather close to upper bound 4, may be
even equal to it. This is, in some way, surprising because the improvement in the lower
estimates earlier was relatively slow. If CLie∞ < 4, then we can say that the Banach–Lie
algebraic setting is slightly less natural than the Banach algebraic one. On the other
hand, if CLie∞ = 4, then we should conclude that the Banach–Lie algebraic setting is
more natural and fundamental than the Banach algebraic one.
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Regarding the Baker–Campbell–Hausdorff expansion, the corresponding estimates are
2.93 < CLie2 ≤ DLie2 ≤ 4
√
2 = 5.656 . . .. These are about the convergence properties of
the power series ΓLie(x, y). Again, we know the actual coefficients ΓLien,m for n+m ≤ 16,
cf. Appendix B. Taking a look at them, firstly they suggest that CLie2 = D
Lie
2 . Predicting
the common value is certainly risky, but one would guess 5.15±0.15, which is also closer
to the upper limit but not that close.
Appendix A. Magnus commutators and ΘLien of low degree
Example A.1.
ΘLie1 = 1, Θ
Lie
2 =
1
2!
· 1
2
, ΘLie3 =
1
3!
· 1
3
.
In fact,
α1 = X
∗
1 , α2 = X
∗
12, α3 = X
∗
123
attest the minimality of the presentations
µLie1 (X1) = X1, µ
Lie
2 (X1,X2) =
1
2
X[1,2], µ
Lie
3 (X1,X2,X3) =
1
6
X[[1,2],3] +
1
6
X[1,[2,3]],
respectively. These are also unique. ♦
Example A.2.
ΘLie4 =
1
4!
· 1
3
.
The minimal presentations form a ∆4 = 4 dimensional polytope. A nicest one is
µLie4 (X1,X2,X3,X4) =
1
12
(
X[[1,3],[2,4]] +X[[1,[2,3]],4] +X[[1,2],[3,4]] +X[1,[[2,3],4]]
)
.
Indeed, minimality is attested by the linear functional
α4 = X
∗
1234 −X∗1342 −X∗1423 −X∗1432.
The dihedrally invariant presentations form a ∆′4 = 0 dimensional polytope. Then,
necessarily,
µLie4 (X1,X2,X3,X4) =
1
12
(
Xd5[[1,3],[2,4]] + 3 ·Xd5[[1,2],[3,4]]
)
.
Here we used the following convention: If the Lie monomial M has orbit {M1, . . . ,Mp}
under the dihedral action, the Mdp denotes 1pM1 + . . .+
1
pMp.
[There are 10 critical vertices spanning a (4 − 1)! − 1 dimensional hyperface. Thus,
formally, the minimal presentations form a 10 − (4 − 1)! = 4 dimensional abstract
polytope. The dihedrally invariant (dual) space is 2 dimensional. In particular, there is
a minimal presentation with at most 2 dihedrally symmetrized Lie monomials (in fact,
there is only one such).] ♦
Example A.3.
ΘLie5 =
1
5!
· 2
5
.
The minimal presentations form a nontrivial ∆5 = 32 dimensional polytope. A sort of
most economical presentation is given by
µLie5 (X1,X2,X3,X4,X5) =(49)
=
1
120
(
+ 4X[[1,2],[3,[4,5]]] + 4X[[[1,2],[3,4]],5] + 4X[[[1,2],3],[4,5]] + 4X[1,[[2,3],[4,5]]]
+ 4X[[1,[2,[3,5]]],4] − 4X[[[[1,3],4],5],2] + 4X[[1,[[2,3],4]],5] + 4X[1,[[2,[3,4]],5]]
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+ 2X[[1,3],[[2,4],5]] + 2X[[1,4],[[2,5],3]] − 2X[[[1,4],3],[2,5]] + 2X[[1,[2,4]],[3,5]]
+ 2X[[[[1,5],4],3],2] − 2X[[[[1,5],2],3],4] + 2X[[[1,2],[3,5]],4] − 2X[[[1,3],[4,5]],2]
)
.
(This is shorter than the formula given in Prato, Lamberti [30].)
Minimality is attested by the linear functional
α5 =+X
∗
12345 −X∗12453 −X∗12534 −X∗12543 −X∗13425 −X∗13452
−X∗14235 −X∗14253 −X∗14325 −X∗14523 −X∗15234 +X∗15432
(taking values from {−1, 0, 1} on Lie monomials).
The dihedrally invariant presentations form a ∆′5 = 3 dimensional polytope. One
such presentation, which uses all the vertices of the critical face, is
µLie5 (X1,X2,X3,X4,X5) =(50)
=
1
50
(
+Xd12[1,[[2,[3,5]],4]] −Xd12[1,[[[2,5],3],4]] +Xd6[1,[2,[3,[4,5]]]] +Xd6[1,[[2,4],[3,5]]]
+Xd6[[1,4],[[2,5],3]] + 3X
d2
[1,[[2,3],[4,5]]] + 6X
d6
[1,[2,[[3,4],5]]] + 6X
d6
[[1,3],[[2,4],5]]
)
.
More generally, the dihedrally invariant presentations are of form
µLie5 (X1,X2,X3,X4,X5) =
=
1
60
(
+ 6λ0X
d12
[1,[[2,[3,5]],4]]
− (3λ1 + 6λ4)Xd12[1,[[[2,5],3],4]]
+ (3λ3 + 6λ4)X
d6
[1,[2,[3,[4,5]]]]
+ (3λ1 + 2λ2)X
d6
[1,[[2,4],[3,5]]]
+ (2λ2 + 3λ3)X
d6
[[1,4],[[2,5],3]]
+ (6λ0 + 3λ1 + 4λ2 + 3λ3)X
d2
[1,[[2,3],[4,5]]]
+ (6λ0 + 9λ1 + 8λ2 + 6λ3 + 6λ4)X
d6
[1,[2,[[3,4],5]]]
+ (6λ0 + 6λ1 + 8λ2 + 9λ3 + 6λ4)X
d6
[[1,3],[[2,4],5]]
)
,
where λ0 + λ1 + λ2 + λ3 + λ4 = 1. They form an irregular quadrangle based pyramid.
Here (50) belongs to (λ0, λ1, λ2, λ3, λ4) = (
1
5 ,
2
5 , 0,
2
5 , 0), (
1
5 , 0,
3
5 , 0,
1
5), etc.; i. e. it lies on
the segment connecting the tip and the intersection of the diagonals of the base. The
most economical symmetric presentations belong to (λ0, λ1, λ2, λ3, λ4) = (1, 0, 0, 0, 0)
and (0, 0, 0, 0, 1). The dihedral symmetrization of (49) belongs to (λ0, λ1, λ2, λ3, λ4) =
(0, 0, 1, 0, 0).
[There are 56 critical vertices spanning a (5 − 1)! − 1 dimensional hyperface. Thus,
formally, the minimal presentations form a 56 − (5 − 1)! = 32 dimensional abstract
polytope. The dihedrally invariant (dual) space is 5 dimensional. In particular, there is
a minimal presentation with at most 5 dihedrally symmetrized Lie monomials (but one
can also do it with 4, cf. the discussion above).] ♦
Example A.4.
ΘLie6 =
1
6!
· 37
60
.
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The minimal presentations form a nontrivial ∆5 = 370 dimensional polytope. A possible
presentation is
µLie6 (X1,X2,X3,X4,X5,X6) =
=
1
240
(
+ 4X[[1,[3,5]],[[2,4],6]] + 4X[[1,[4,5]],[[2,3],6]] − 4X[[[1,4],5],[2,[3,6]]] + 4X[[1,[2,3]],[[4,5],6]]
+ 4X[[[1,2],3],[4,[5,6]]] + 4X[[1,[2,4]],[[3,5],6]] + 4X[[1,[2,5]],[[3,4],6]] + 4X[[1,[3,4]],[[2,5],6]]
+ 4X[1,[[2,[3,[4,5]]],6]] + 4X[1,[[[2,[3,4]],5],6]] − 4X[1,[[[[2,5],3],4],6]] + 4X[[1,3],[[2,[4,5]],6]]
+ 4X[[1,[2,[[3,4],5]]],6] + 4X[[1,[[[2,3],4],5]],6] − 4X[[1,[[[2,5],4],3]],6] + 4X[[1,[[2,3],5]],[4,6]]
+ 4X[[1,4],[[2,[3,5]],6]] + 4X[[1,5],[[2,[3,4]],6]] + 4X[[1,[[2,4],5]],[3,6]] + 4X[[1,[[3,4],5]],[2,6]]
− 2X[[[[1,3],[4,5]],6],2] − 2X[[[[[1,3],4],5],6],2] + 2X[[[[[1,3],6],5],4],2] + 4X[[[[[1,4],5],6],3],2]
+ 2X[[[[[1,2],6],5],4],3] − 2X[[[[1,2],6],[4,5]],3] − 2X[[[[[1,2],4],5],6],3] − 4X[[[1,[4,[5,6]]],2],3]
+ 2X[[1,[2,[3,[5,6]]]],4] − 2X[[[[1,[5,6]],2],3],4] − 2X[[[1,[5,6]],[2,3]],4] − 4X[[[[[1,2],3],6],5],4]
+ 2X[[1,[2,[3,[4,6]]]],5] + 2X[[1,[[2,3],[4,6]]],5] − 2X[[[[1,[4,6]],2],3],5] + 4X[[[1,[2,[3,6]]],4],5]
+ 2X[[1,2],[[3,[4,6]],5]] + 2X[[1,2],[3,[[4,5],6]]] + 2X[[1,2],[[3,4],[5,6]]] + 4X[[1,2],[[3,[4,5]],6]]
+ 2X[[[1,2],[3,4]],[5,6]] + 2X[[[1,[2,3]],4],[5,6]] − 2X[[[[1,3],4],2],[5,6]] + 4X[[1,[[2,3],4]],[5,6]](51)
+ 2X[[1,3],[[[2,4],5],6]] − 2X[[1,3],[[[2,6],4],5]] + 2X[[1,[2,[3,5]]],[4,6]] − 2X[[[[1,5],3],2],[4,6]]
)
;
but many similarly looking ones exist. (For example,
+2X[[1,[2,[3,4]]],[5,6]]+ 2X[[1,[[2,3],4]],[5,6]] − 2X[[[[1,4],2],3],[5,6]] + 4X[[[1,[2,3]],4],[5,6]]
can replace line (51), but many other possibilities exist.)
Minimality is attested by
α6 =+X
∗
123456 −X∗123564 −X∗123645 −X∗123654 −X∗124536 −X∗124563
−X∗125346 −X∗125364 −X∗125436 −X∗125634 −X∗126345 +X∗126543
−X∗134256 −X∗134526 −X∗134562 −X∗134625 +X∗135264 +X∗135642
−X∗136245 −X∗136254 +X∗136452 +X∗136542 −X∗142356 −X∗142536
+X∗142635 +X
∗
142653 −X∗143256 −X∗143625 −X∗145236 +X∗145362
+X∗145632 +X
∗
146253 +X
∗
146352 +X
∗
146523 +X
∗
146532 −X∗152346
+X∗152463 +X
∗
152643 +X
∗
153264 +X
∗
153462 +X
∗
153624 +X
∗
153642
+X∗154263 +X
∗
154326 +X
∗
154362 +X
∗
154623 +X
∗
154632 +X
∗
156243
+X∗156324 −X∗162345 +X∗162453 +X∗162534 +X∗162543 +X∗163425
+X∗163452 +X
∗
163524 +X
∗
163542 +X
∗
164235 +X
∗
164253 +X
∗
164325
+X∗164352 +X
∗
165234 +X
∗
165243 +X
∗
165324 −X∗165432
(taking values from {−1, 0, 1} on Lie monomials).
The dihedrally invariant presentations form a ∆′6 = 26 dimensional polytope. One
such presentation is
µLie6 (X1,X2,X3,X4,X5,X6) =
=
1
15120
(
+ 28Xd14[1,[[2,4],[3,[5,6]]]] + 28X
d14
[1,[[2,[3,[5,6]]],4]] − 28Xd14[1,[[2,[[3,6],5]],4]]
− 28Xd14[1,[[[2,[3,6]],5],4]] − 28Xd7[1,[[[2,[5,6]],3],4]] + 28Xd14[[1,4],[2,[[3,6],5]]]
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+ 28Xd14[[1,5],[[2,4],[3,6]]] − 28Xd14[[1,5],[[[2,4],6],3]] + 28Xd14[[[1,4],[2,6]],[3,5]]
+ 54Xd7[1,[2,[3,[4,[5,6]]]]] + 54X
d14
[1,[2,[[3,5],[4,6]]]] − 54Xd14[1,[2,[[[3,5],6],4]]]
+ 54Xd14[1,[[2,5],[[3,4],6]]] + 54X
d14
[1,[[2,5],[[3,6],4]]] + 54X
d14
[1,[[2,[3,6]],[4,5]]]
+ 54Xd7[1,[[2,[[3,4],6]],5]] + 54X
d14
[[1,3],[[2,5],[4,6]]] − 54Xd14[[1,3],[[[2,5],6],4]]
− 54Xd7[[1,4],[[[2,6],3],5]] − 54Xd14[[1,5],[[[2,6],4],3]] + 54Xd14[[1,[3,5]],[2,[4,6]]]
+ 54Xd14[[[1,3],[2,[4,6]]],5] + 54X
d7
[[[1,5],3],[[2,6],4]] + 198X
d14
[[1,4],[[2,[3,6]],5]]
+ 227Xd14[1,[2,[3,[[4,5],6]]]] + 227X
d14
[1,[2,[[3,[4,6]],5]]] − 227Xd14[1,[2,[[[3,6],4],5]]]
+ 227Xd14[[1,3],[[2,[4,6]],5]] − 227Xd14[[1,3],[[[2,6],4],5]] + 227Xd14[[[1,3],5],[[2,6],4]]
− 251Xd14[[1,3],[[[2,6],5],4]] − 297Xd14[1,[2,[[[3,6],5],4]]] + 337Xd7[[1,3],[[[2,4],5],6]]
+ 396Xd7[[1,[2,[4,6]]],[3,5]] + 833X
d7
[1,[2,[[3,[4,5]],6]]] + 847X
d14
[1,[[2,4],[[3,5],6]]]
− 1072Xd14[1,[[[[2,6],3],4],5]] + 1317Xd14[1,[[2,[3,[4,6]]],5]] + 1406Xd14[1,[2,[[3,4],[5,6]]]]
)
;
where every vertex of the critical face appears (up to dihedral action). As such, this is
a longest symmetric presentation. Other ones, like
µLie6 (X1,X2,X3,X4,X5,X6) =
=
1
60
(
−Xd7[1,[[[2,[5,6]],3],4]]+Xd14[[1,4],[[2,[3,6]],5]]+ 2Xd14[1,[[2,4],[[3,5],6]]]
− 2Xd14[[1,3],[[[2,6],5],4]] + 2Xd7[[1,[2,[4,6]]],[3,5]] + 3Xd14[[1,3],[[2,[4,6]],5]]
+ 4Xd7[1,[2,[3,[4,[5,6]]]]] + 4X
d14
[1,[[2,[3,[4,6]]],5]] − 5Xd14[1,[[[[2,6],3],4],5]]
+ 6Xd7[1,[2,[[3,[4,5]],6]]] − 7Xd14[1,[2,[[[3,6],4],5]]]
)
,
can be much simpler.
[There are 490 critical vertices spanning a (6− 1)! − 1 dimensional hyperface. Thus,
formally, the minimal presentations form a 490 − (6 − 1)! = 370 dimensional abstract
polytope. The dihedrally invariant (dual) space is 13 dimensional. In particular, there
is a minimal presentation with at most 13 dihedrally symmetrized Lie monomials (cf.
the formula above with 11 dihedrally symmetrized Lie monomials).] ♦
In the previous examples the critical faces of ILiek , in the directions µLiek , were hyper-
faces. Thus the linear functionals αk which defined them (took 1 on the critical face),
were unique (restricted to MLiek ). In particular, as the dihedral action is a linear auto-
morphism of ILiek , the αk, restricted to MLiek , were invariant for the dihedral action. The
αk also had the integrality property that they took only the values −1, 0, 1 on MLiek .
The following example shows that this is more complicated in general.
Example A.5.
ΘLie7 =
1
7!
· 1621
1540
.
Indeed, consider the linear function
α7 =
1
176
(
115X∗1234567 − 61X∗1234576 − 61X∗1234657 − 176X∗1234675
− 155X∗1234756 − 176X∗1234765 − 61X∗1235467 − 61X∗1235476 − 176X∗1235647 − 176X∗1235674
− 96X∗1235746 − 35X∗1235764 − 176X∗1236457 − 115X∗1236475 − 176X∗1236547 − 14X∗1236574
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− 115X∗1236745 + 35X∗1236754 − 176X∗1237456 − 35X∗1237465 − 26X∗1237546 + 35X∗1237564
+ 26X∗1237645 + 176X∗1237654 − 61X∗1243567 − 61X∗1243576 − 61X∗1243657 + 21X∗1243756
− 176X∗1245367 − 26X∗1245376 − 176X∗1245637 − 149X∗1245673 − 149X∗1245736 + 27X∗1245763
− 129X∗1246357 + 38X∗1246375 − 68X∗1246537 + 27X∗1246573 − 35X∗1246735 + 141X∗1246753
− 129X∗1247356 − 47X∗1247365 + 21X∗1247536 + 162X∗1247563 + 26X∗1247635 + 176X∗1247653
− 176X∗1253467 − 26X∗1253476 − 136X∗1253647 + 75X∗1253746 + 115X∗1253764 − 176X∗1254367
− 26X∗1254376 − 26X∗1254637 + 27X∗1254673 − 97X∗1254736 + 53X∗1254763 − 94X∗1256347
+ 82X∗1256374 + 14X
∗
1256437 + 135X
∗
1256473 + 27X
∗
1256734 + 149X
∗
1256743 − 22X∗1257346
+ 112X∗1257364 + 18X
∗
1257436 + 147X
∗
1257463 + 142X
∗
1257634 + 114X
∗
1257643 − 176X∗1263457
− 9X∗1263475 − 26X∗1263547 + 150X∗1263574 + 52X∗1263745 + 176X∗1263754 − 68X∗1264357
+ 99X∗1264375 − 28X∗1264537 + 114X∗1264573 + 129X∗1264735 + 147X∗1264753 + 14X∗1265347
+ 176X∗1265374 + 122X∗1265437 + 149X∗1265473 + 121X∗1265734 + 135X∗1265743 + 124X∗1267354
+ 150X∗1267435 + 53X∗1267453 + 53X∗1267534 + 27X∗1267543 − 176X∗1273456 + 141X∗1273564
+ 141X∗1273645 + 176X∗1273654 + 68X∗1274365 + 150X∗1274536 + 176X∗1274563 + 141X∗1274635
+ 162X∗1274653 + 115X∗1275346 + 168X∗1275364 + 176X∗1275436 + 141X∗1275463 + 95X∗1275634
+ 27X∗1275643 + 176X∗1276345 + 150X∗1276354 + 176X∗1276435 + 27X∗1276453 + 27X∗1276534
− 149X∗1276543 − 61X∗1324567 − 61X∗1324576 − 61X∗1324657 + 21X∗1324756 − 61X∗1325467
− 61X∗1325476 − 26X∗1325647 − 35X∗1325746 − 26X∗1326457 + 47X∗1326475 − 26X∗1326547
+ 21X∗1326574 + 47X
∗
1326745 + 21X
∗
1326754 + 35X
∗
1327546 + 26X
∗
1327645 − 155X∗1342567
+ 21X∗1342576 + 21X
∗
1342657 + 176X
∗
1342675 + 115X
∗
1342756 + 176X
∗
1342765 − 176X∗1345267
− 176X∗1345627 − 164X∗1345672 − 164X∗1345726 + 12X∗1345762 − 129X∗1346257 + 47X∗1346275
+ 12X∗1346572 − 23X∗1346725 + 153X∗1346752 − 61X∗1347256 + 106X∗1347265 + 12X∗1347526
+ 165X∗1347562 + 118X
∗
1347625 + 165X
∗
1347652 − 96X∗1352467 − 35X∗1352476 + 75X∗1352647
+ 176X∗1352674 + 89X∗1352746 + 96X∗1352764 − 26X∗1354267 + 35X∗1354276 + 12X∗1354672
+ 7X∗1354726 + 33X∗1354762 − 22X∗1356247 + 154X∗1356274 + 115X∗1356427 + 165X∗1356472
+ 28X∗1356724 + 176X∗1356742 − 45X∗1357246 + 86X∗1357264 + 131X∗1357426 + 132X∗1357462
+ 42X∗1357624 + 109X∗1357642 − 149X∗1362457 − 32X∗1362475 − 97X∗1362547 + 47X∗1362574
+ 144X∗1362745 + 47X∗1362754 + 21X∗1364257 + 56X∗1364275 + 150X∗1364527 + 153X∗1364572
+ 71X∗1364725 + 129X∗1364752 + 18X∗1365247 + 107X∗1365274 + 176X∗1365427 + 165X∗1365472
+ 84X∗1365724 + 95X∗1365742 + 89X∗1367245 + 107X∗1367254 + 159X∗1367425 + 147X∗1367452
+ 84X∗1367524 − 11X∗1367542 − 164X∗1372456 − 23X∗1372465 + 7X∗1372546 + 96X∗1372564
+ 101X∗1372645 + 176X∗1372654 + 12X∗1374256 + 65X∗1374265 + 98X∗1374526 + 176X∗1374562
+ 165X∗1374625 + 95X
∗
1374652 + 131X
∗
1375246 + 86X
∗
1375264 + 154X
∗
1375426 + 109X
∗
1375462
+ 42X∗1375624 − 67X∗1375642 + 176X∗1376245 + 154X∗1376254 + 165X∗1376425 − 11X∗1376452
+ 28X∗1376524 − 148X∗1376542 − 176X∗1423567 + 176X∗1423675 + 176X∗1423756 + 176X∗1423765
− 115X∗1425367 + 47X∗1425376 − 9X∗1425637 + 27X∗1425673 − 32X∗1425736 + 74X∗1425763
+ 38X∗1426357 + 144X
∗
1426375 + 99X
∗
1426537 + 53X
∗
1426573 + 83X
∗
1426735 + 94X
∗
1426753
+ 47X∗1427356 + 56X∗1427536 + 115X∗1427563 + 3X∗1427635 − 176X∗1432567 + 176X∗1432675
+ 176X∗1432756 + 176X∗1432765 − 35X∗1435267 + 12X∗1435672 − 23X∗1435726 + 12X∗1435762
− 47X∗1436257 + 68X∗1436527 + 12X∗1436572 + 3X∗1436725 + 3X∗1436752 + 106X∗1437256
+ 144X∗1437265 + 65X∗1437526 + 50X∗1437562 + 83X∗1437625 − 11X∗1437652 − 115X∗1452367
+ 47X∗1452376 + 52X∗1452637 + 176X∗1452673 + 144X∗1452736 + 162X∗1452763 + 26X∗1453267
+ 26X∗1453276 + 141X∗1453627 + 176X∗1453672 + 101X∗1453726 + 40X∗1453762 + 176X∗1456273
+ 176X∗1456327 + 176X∗1456372 + 27X∗1456723 + 176X∗1456732 + 89X∗1457236 + 135X∗1457263
+ 176X∗1457326 + 156X∗1457362 + 53X∗1457623 + 26X∗1457632 − 35X∗1462357 + 83X∗1462375
+ 129X∗1462537 + 135X∗1462573 + 100X∗1462735 + 88X∗1462753 + 26X∗1463257 + 3X∗1463275
+ 141X∗1463527 + 82X
∗
1463572 + 49X
∗
1463725 − 12X∗1463752 + 150X∗1465237 + 162X∗1465273
+ 176X∗1465327 + 70X
∗
1465372 + 74X
∗
1465723 + 47X
∗
1465732 + 118X
∗
1467235 + 176X
∗
1467253
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+ 132X∗1467325 + 71X∗1467352 + 115X∗1467523 − 47X∗1467532 − 23X∗1472356 + 3X∗1472365
+ 71X∗1472536 + 176X∗1472563 + 49X∗1472635 + 61X∗1472653 + 118X∗1473256 + 83X∗1473265
+ 165X∗1473526 + 176X∗1473562 + 100X∗1473625 + 12X∗1473652 + 159X∗1475236 + 88X∗1475263
+ 165X∗1475326 + 70X∗1475362 + 94X∗1475623 − 47X∗1475632 + 132X∗1476235 + 61X∗1476253
+ 118X∗1476325 − 58X∗1476352 − 176X∗1476532 − 176X∗1523467 + 176X∗1523674 + 176X∗1523746
+ 176X∗1523764 − 14X∗1524367 + 21X∗1524376 + 150X∗1524637 + 176X∗1524673 + 47X∗1524736
+ 35X∗1524763 + 82X
∗
1526347 + 176X
∗
1526374 + 176X
∗
1526437 + 154X
∗
1526473 + 132X
∗
1526734
+ 105X∗1526743 + 154X
∗
1527346 + 132X
∗
1527364 + 107X
∗
1527436 + 101X
∗
1527463 + 80X
∗
1527634
− 62X∗1527643 − 35X∗1532467 + 115X∗1532647 + 176X∗1532674 + 96X∗1532746 + 70X∗1532764
+ 35X∗1534267 + 141X∗1534627 + 176X∗1534672 + 96X∗1534726 + 26X∗1534762 + 112X∗1536247
+ 132X∗1536274 + 168X∗1536427 + 153X∗1536472 + 106X∗1536724 + 78X∗1536742 + 86X∗1537246
+ 85X∗1537264 + 86X∗1537426 +X∗1537462 − 3X∗1537624 − 45X∗1537642 + 35X∗1542367
+ 21X∗1542376 + 176X∗1542637 + 176X∗1542673 + 47X∗1542736 + 12X∗1542763 + 176X∗1543267
+ 176X∗1543627 + 176X∗1543672 + 176X∗1543726 + 124X∗1546237 + 124X∗1546273 + 150X∗1546327
+ 35X∗1546372 + 36X∗1546723 + 9X∗1546732 + 107X∗1547236 + 6X∗1547263 + 154X∗1547326
+ 22X∗1547362 − 46X∗1547623 − 141X∗1547632 + 27X∗1562347 + 132X∗1562374 + 121X∗1562437
+ 143X∗1562473 + 176X∗1562734 + 94X∗1562743 + 142X∗1563247 + 80X∗1563274 + 95X∗1563427
+ 141X∗1563472 + 132X∗1563724 − 22X∗1563742 + 53X∗1564237 + 27X∗1564273 + 27X∗1564327
− 9X∗1564372 + 115X∗1564723 − 35X∗1564732 + 176X∗1567234 + 176X∗1567243 + 176X∗1567324
− 176X∗1567432 + 28X∗1572346 + 106X∗1572364 + 84X∗1572436 + 95X∗1572463 + 132X∗1572634
+ 20X∗1572643 + 42X
∗
1573246 − 3X∗1573264 + 42X∗1573426 + 45X∗1573462 + 85X∗1573624
−X∗1573642 + 84X∗1574236 − 11X∗1574263 + 28X∗1574326 − 78X∗1574362 + 15X∗1574623
− 153X∗1574632 + 176X∗1576234 + 61X∗1576243 + 70X∗1576324 − 26X∗1576342 − 35X∗1576423
− 176X∗1576432 − 149X∗1623457 + 27X∗1623475 + 27X∗1623547 + 176X∗1623574 + 176X∗1623745
+ 176X∗1623754 + 27X∗1624357 + 53X∗1624375 + 114X∗1624537 + 176X∗1624573 + 135X∗1624735
+ 46X∗1624753 + 135X∗1625347 + 154X∗1625374 + 149X∗1625437 + 44X∗1625473 + 143X∗1625734
− 19X∗1625743 + 176X∗1627345 + 124X∗1627354 + 162X∗1627435 + 18X∗1627453 + 27X∗1627534
− 149X∗1627543 + 27X∗1632457 + 74X∗1632475 + 53X∗1632547 + 35X∗1632574 + 162X∗1632745
+ 12X∗1632754 + 162X∗1634257 + 115X∗1634275 + 176X∗1634527 + 176X∗1634572 + 176X∗1634725
+ 58X∗1634752 + 147X∗1635247 + 101X∗1635274 + 141X∗1635427 + 47X∗1635472 + 95X∗1635724
− 70X∗1635742 + 135X∗1637245 + 6X∗1637254 + 88X∗1637425 − 12X∗1637452 − 11X∗1637524
− 176X∗1637542 + 141X∗1642357 + 94X∗1642375 + 147X∗1642537 + 46X∗1642573 + 88X∗1642735
− 71X∗1642753 + 176X∗1643257 + 162X∗1643527 + 47X∗1643572 + 61X∗1643725 − 71X∗1643752
+ 53X∗1645237 + 18X
∗
1645273 + 27X
∗
1645327 − 47X∗1645372 + 106X∗1645723 − 70X∗1645732
+ 176X∗1647235 + 105X
∗
1647253 + 61X
∗
1647325 + 12X
∗
1647352 + 59X
∗
1647523 − 82X∗1647532
+ 149X∗1652347 + 105X
∗
1652374 + 135X
∗
1652437 − 19X∗1652473 + 94X∗1652734 − 82X∗1652743
+ 114X∗1653247 − 62X∗1653274 + 27X∗1653427 − 26X∗1653472 + 20X∗1653724 − 156X∗1653742
+ 27X∗1654237 − 149X∗1654273 − 149X∗1654327 − 176X∗1654372 − 176X∗1654732 + 176X∗1657234
+ 40X∗1657243 + 61X∗1657324 − 40X∗1657342 − 35X∗1657423 − 176X∗1657432 + 27X∗1672345
+ 36X∗1672354 + 74X∗1672435 + 106X∗1672453 + 115X∗1672534 + 53X∗1673245 − 46X∗1673254
+ 94X∗1673425 + 11X∗1673452 + 15X∗1673524 − 50X∗1673542 + 115X∗1674235 + 59X∗1674253
− 3X∗1674352 + 56X∗1674523 − 12X∗1674532 − 35X∗1675243 − 35X∗1675324 − 12X∗1675342
− 12X∗1675423 − 12X∗1675432 − 164X∗1723456 + 12X∗1723465 + 12X∗1723546 + 176X∗1723564
+ 176X∗1723645 + 176X∗1723654 + 12X∗1724356 + 12X∗1724365 + 153X∗1724536 + 176X∗1724563
+ 82X∗1724635 + 47X∗1724653 + 165X∗1725346 + 153X∗1725364 + 165X∗1725436 + 47X∗1725463
+ 141X∗1725634 − 26X∗1725643 + 176X∗1726345 + 35X∗1726354 + 70X∗1726435 − 47X∗1726453
− 9X∗1726534 − 176X∗1726543 + 12X∗1732456 + 12X∗1732465 + 33X∗1732546 + 26X∗1732564
+ 40X∗1732645 + 165X
∗
1734256 + 50X
∗
1734265 + 176X
∗
1734526 + 148X
∗
1734562 + 176X
∗
1734625
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+ 11X∗1734652 + 132X∗1735246 +X∗1735264 + 109X∗1735426 + 67X∗1735462 + 45X∗1735624
− 109X∗1735642 + 156X∗1736245 + 22X∗1736254 + 70X∗1736425 − 95X∗1736452 − 78X∗1736524
− 176X∗1736542 + 153X∗1742356 + 3X∗1742365 + 129X∗1742536 + 58X∗1742563 − 12X∗1742635
− 71X∗1742653 + 165X∗1743256 − 11X∗1743265 + 95X∗1743526 + 11X∗1743562 + 12X∗1743625
− 147X∗1743652 + 147X∗1745236 − 12X∗1745263 − 11X∗1745326 − 95X∗1745362 + 11X∗1745623
− 165X∗1745632 + 71X∗1746235 + 12X∗1746253 − 58X∗1746325 − 129X∗1746352 − 3X∗1746523
− 153X∗1746532 + 176X∗1752346 + 78X∗1752364 + 95X∗1752436 − 70X∗1752463 − 22X∗1752634
− 156X∗1752643 + 109X∗1753246 − 45X∗1753264 − 67X∗1753426 − 109X∗1753462 −X∗1753624
− 132X∗1753642 − 11X∗1754236 − 176X∗1754263 − 148X∗1754326 − 176X∗1754362 − 50X∗1754623
− 165X∗1754632 − 40X∗1756243 − 26X∗1756324 − 33X∗1756342 − 12X∗1756423 − 12X∗1756432
+ 176X∗1762345 + 9X∗1762354 + 47X∗1762435 − 70X∗1762453 − 35X∗1762534 − 176X∗1762543
+ 26X∗1763245 − 141X∗1763254 − 47X∗1763425 − 165X∗1763452 − 153X∗1763524 − 165X∗1763542
− 47X∗1764235 − 82X∗1764253 − 176X∗1764325 − 153X∗1764352 − 12X∗1764523 − 12X∗1764532
− 176X∗1765234 − 176X∗1765243 − 176X∗1765324 − 12X∗1765342 − 12X∗1765423 + 164X∗1765432
)
.
Up to ± sign, this takes values on MLie7 from the set{
0,
1
176
,
3
176
,
3
88
,
7
176
,
9
176
,
5
88
,
1
16
,
3
44
,
13
176
,
7
88
,
15
176
,
17
176
,
9
88
,
19
176
,
5
44
,
21
176
,
1
8
,
23
176
,
3
22
,
25
176
,
13
88
,
27
176
,
7
44
,
15
88
,
2
11
,
3
16
,
35
176
,
9
44
,
19
88
,
5
22
,
41
176
,
21
88
,
43
176
,
1
4
,
45
176
,
23
88
,
47
176
,
3
11
,
49
176
,
25
88
,
13
44
,
53
176
,
5
16
,
7
22
,
29
88
,
59
176
,
15
44
,
61
176
,
31
88
,
63
176
,
65
176
,
3
8
,
67
176
,
17
44
,
35
88
,
71
176
,
73
176
,
37
88
,
75
176
,
39
88
,
79
176
,
5
11
,
81
176
,
41
88
,
83
176
,
21
44
,
85
176
,
43
88
,
87
176
,
1
2
,
89
176
,
47
88
,
95
176
,
6
11
,
97
176
,
49
88
,
9
16
,
25
44
,
101
176
,
103
176
,
105
176
,
53
88
,
107
176
,
27
44
,
109
176
,
7
11
,
57
88
,
115
176
,
29
44
,
117
176
,
59
88
,
11
16
,
61
88
,
123
176
,
31
44
,
63
88
,
129
176
,
65
88
,
131
176
,
3
4
,
67
88
,
135
176
,
17
22
,
137
176
,
141
176
,
71
88
,
13
16
,
9
11
,
147
176
,
37
44
,
149
176
,
75
88
,
153
176
,
7
8
,
155
176
,
39
44
,
79
88
,
159
176
,
81
88
,
163
176
,
41
44
,
15
16
,
167
176
,
21
22
,
85
88
,
171
176
, 1
}
.
Yet, α7 takes the value
1621
1540 on µ
Lie
7 (X1 . . . ,X7). This proves Θ
Lie
7 ≥ 17! · 16211540 . On
the other hand, one can prove that α7 = 1 defines the critical face of ILie7 , such that
µLie7 (X1...,X7)
α7(µLie7 (X1...,X7))
is an interior point of it. In fact, a minimal presentation, which uses all
vertices of the critical face, is given by
µLie7 (X1,X2,X3,X4,X5,X6,X7) =
1
207900
(
−60Xd16[[[1,7],[3,5]],[2,[4,6]]]
+ 80Xd8[1,[2,[[3,4],[5,[6,7]]]]]− 80Xd16[1,[2,[[[3,[6,7]],4],5]]] − 80Xd16[1,[2,[[[3,[6,7]],5],4]]]
+ 80Xd16[1,[[[2,[3,[4,7]]],5],6]]− 80Xd16[1,[[[[2,[4,7]],3],5],6]] − 80Xd16[[1,4],[[[[2,5],6],3],7]]
− 210Xd8[[[1,4],[[2,[5,7]],6]],3] + 240Xd16[1,[2,[[3,5],[[4,6],7]]]] − 240Xd16[[1,3],[2,[[[4,7],5],6]]]
− 240Xd16[[1,3],[2,[[[4,7],6],5]]] − 240Xd8[[1,6],[[[[2,5],3],4],7]] − 240Xd8[[1,6],[[[[2,5],4],3],7]]
+ 240Xd16[[1,6],[[[2,4],[3,5]],7]] − 240Xd8[[[1,[4,7]],[3,6]],[2,5]] − 330Xd8[[[1,4],[[2,6],[5,7]]],3]
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− 336Xd16[[1,4],[2,[[[3,7],6],5]]] + 336Xd16[[1,5],[[[2,4],[3,6]],7]] − 336Xd16[[1,5],[[[[2,4],6],3],7]]
− 336Xd8[[1,5],[[[[2,6],3],4],7]] − 336Xd16[[1,5],[[[[2,6],4],3],7]] + 555Xd1[[[[1,5],[3,7]],[2,6]],4]
+ 580Xd8[1,[2,[[3,[4,5]],[6,7]]]] + 616X
d16
[1,[[2,[3,[4,[5,7]]]],6]] − 616Xd16[[1,3],[[[[2,5],6],4],7]]
− 616Xd16[[1,3],[[[[2,6],5],4],7]] + 770Xd16[1,[2,[3,[[4,5],[6,7]]]]] + 770Xd8[1,[[2,3],[[4,6],[5,7]]]]
+ 770Xd16[1,[[2,3],[[4,[5,7]],6]]] − 780Xd8[[1,5],[[[[2,6],3],7],4]] − 890Xd16[[1,4],[[[[2,6],3],5],7]]
− 890Xd16[[1,4],[[[[2,6],5],3],7]] − 1140Xd16[1,[[[2,[[3,7],6]],4],5]] + 1464Xd16[1,[2,[[[3,5],[4,6]],7]]]
+ 1464Xd16[1,[2,[[[3,[4,6]],5],7]]] − 1464Xd16[1,[2,[[[[3,5],6],4],7]]] − 1464Xd16[1,[2,[[[[3,6],4],5],7]]]
− 1464Xd16[1,[2,[[[[3,6],5],4],7]]] − 1500Xd16[1,[[[2,[[3,6],7]],5],4]] − 1576Xd16[[1,3],[[[[2,6],4],5],7]]
− 1580Xd16[1,[[2,3],[[[4,7],5],6]]] − 1604Xd16[1,[2,[[[[3,5],6],7],4]]] − 1740Xd16[1,[[2,[[[3,6],7],4]],5]]
+ 1740Xd16[[1,[3,6]],[[2,[4,7]],5]] + 1800X
d16
[1,[[2,[3,5]],[4,[6,7]]]] + 1800X
d16
[1,[[2,4],[[3,[5,6]],7]]]
+ 1900Xd4[1,[[2,3],[[4,5],[6,7]]]] + 1920X
d8
[[1,3],[[2,5],[[4,6],7]]] + 1980X
d16
[[1,3],[[2,[4,6]],[5,7]]]
+ 2100Xd8[1,[[2,[3,[[4,5],7]]],6]] + 2166X
d16
[1,[2,[3,[[4,[5,6]],7]]]] − 2166Xd16[1,[2,[3,[[[4,7],6],5]]]]
− 2754Xd16[1,[2,[3,[[[4,7],5],6]]]] − 2760Xd8[[1,6],[[[2,5],4],[3,7]]] + 2832Xd8[1,[2,[[3,[[4,5],6]],7]]]
+ 3480Xd16[1,[2,[[3,[4,[6,7]]],5]]] + 4430X
d16
[[1,3],[[[[2,7],6],5],4]] + 4520X
d16
[1,[[2,[3,[4,[6,7]]]],5]]
+ 4632Xd8[1,[2,[[[3,[4,5]],6],7]]] + 4680X
d16
[1,[[2,[3,6]],[[4,5],7]]] + 4740X
d16
[1,[[2,5],[[[3,4],6],7]]]
+ 4800Xd8[[1,3],[[2,[4,[5,7]]],6]] − 4848Xd16[1,[[2,4],[[[3,7],6],5]]] − 4860Xd16[1,[[2,[[[3,7],4],6]],5]]
+ 4862Xd16[1,[2,[[[3,4],[5,6]],7]]] − 4980Xd8[[1,4],[[[[2,7],3],5],6]] + 5058Xd16[1,[2,[3,[4,[[5,6],7]]]]]
− 5148Xd16[1,[[2,[[[3,7],4],5]],6]] + 5220Xd8[1,[[2,[3,5]],[[4,6],7]]] − 5280Xd16[1,[[[[2,[5,7]],3],4],6]]
− 5760Xd16[[1,3],[[[[2,7],4],5],6]] + 5880Xd16[[1,[3,5]],[[2,[4,7]],6]] + 6540Xd16[[1,4],[[2,[3,[5,7]]],6]]
+ 6820Xd16[1,[2,[[3,4],[[5,6],7]]]] + 6900X
d16
[1,[[[[[2,7],4],5],6],3]] + 7280X
d16
[1,[[2,[3,[4,7]]],[5,6]]]
− 8268Xd16[1,[2,[[[[3,7],4],5],6]]] + 8384Xd16[1,[2,[[3,[4,[5,7]]],6]]] − 8950Xd16[[1,3],[[[[2,5],6],7],4]]
+ 9016Xd16[1,[[2,4],[[[3,5],6],7]]] + 9048X
d16
[1,[2,[[[[3,7],6],5],4]]] + 9780X
d16
[[1,[2,[4,6]]],[3,[5,7]]]
)
.
Here the critical face is not a (7 − 1)! − 1 dimensional hyperface but a (7 − 1)! − 1 − 3
dimensional one. Thus, restricted to MLie7 , there are several linear functionals which
define the critical face (forming the interior of a 3 dimensional polytope with 20 vertices).
However, it is true that α7 is the only one which is symmetrical to the dihedral action.
(The corresponding 20 hyperface-defining linear functionals are also not particulary nice
either. This is expected, as their dihedral symmetrization is the α7 above. There are no
good integral face-defining integral linear functionals because those would lead to the
symmetrized α7 with coefficients with multiples of 1/16.)
[There are 1141 critical vertices spanning a (7 − 1)! − 3 − 1 dimensional face. Thus,
formally, the minimal presentations form a 1141−(7−1)!+3 = 424 dimensional abstract
polytope. The dihedrally invariant (dual) space is 60 dimensional. In particular, there is
a minimal presentation with at most 60 dihedrally symmetrized Lie monomials.] ♦
Example A.6.
ΘLie8 =
1
8!
· 5242130799984621832318
2419342933460499216625
=
1
8!
· 2.166758060 . . . .
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION III. BANACH–LIE ALGEBRAS 43
This can be done as in the previous cases. There is little point in printing out the
actual formulas, which are rather long; although the minimal presentations can be still
fairly short.
There are 5934 critical vertices spanning a (8− 1)!− 1 dimensional hyperface. Thus,
formally, the minimal presentations form a 5934 − (8 − 1)! = 894 dimensional abstract
polytope. The dihedrally invariant (dual) space is 306 dimensional. In particular, there
is a minimal presentation with at most 306 dihedrally symmetrized Lie monomials. ♦
Example A.7.
ΘLie9 =
1
9!
·

2588638005 · 1048·5
+137011373976287809546942042433176351096359261476 · 1048·4
+123833498094907230678264389179973397107285604160 · 1048·3
+536705848906821186613961139113214863359234861372 · 1048·2
+558922154447684390889961674834042514266130495835 · 1048
+178471091815540406692440312028332551019654336199


512183840 · 1048·5
+494197597994580290019457156210276499193075866836 · 1048·4
+789345554793363030217885865082978090374815737781 · 1048·3
+676980678683847851476408188922894174486569439031 · 1048·2
+333056158992821946623532028245051548010609826960 · 1048
+543053601386302542647543865480289939077893915552

=
1
9!
· 5.054118854 . . . .
There are 47715 critical vertices spanning a (9−1)!−1 dimensional hyperface. Thus,
formally, the minimal presentations form a 47715− (9−1)! = 7395 dimensional abstract
polytope. The dihedrally invariant (dual) space is 2132 dimensional. In particular, there
is a minimal presentation with at most 2132 dihedrally symmetrized Lie monomials.
♦
Appendix B. The BCH expansion and ΓLien,m in low degrees
In the literature, one can find several accounts for the concrete description of the
terms of the BCH expansion. The early investigations aim for a relatively straightfor-
ward algebraic-algorithmic presentation, see Dynkin [8], Goldberg [12]; they transform
BCHalg(X1,X2) into BCH
Lie(X1,X2) (but see [16] for minor variants of this proce-
dure). See Newman, Thompson [27] for a longer list, and references therein and thereto.
Later, lists concentrate on presenting the BCH terms in specific bases; see Michel [23],
Macdonald [19], Casas, Murua [6]. Thirdly, in order to obtain even more economical
presentations, there are searches for presentations with given generating sets but subject
to certain minimality conditions; see Oteo [28], Kolsrud [15]. For our purposes, however,
the relevant presentations are those where the sum of the absolute coefficients of the Lie
monomials is minimal, i. e. they are minimal presentations in our terminology.
One can apply to the same methods from linear programming as in the case of the
Magnus expansion in order to obtain minimal presentations. We will consider (nonzero)
Lie monomials to be the same if they give same free Lie algebra element, which is the
same as that they evaluate to the same free noncommutative algebra element by the
commutator expansion. If M is a Lie monomial, then we also consider −M as a Lie
monomial. Two Lie monomials are essentially the same if they differ only by sign.
We will consider two minimal representations to be the same if they are essentially
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the same, i. e. they can be brought to the same form by changing the signs of the
constituting monomials. A small difference to the multiplicity-free Magnus case is that
the accounting of the Lie monomials is not very predictable. In the multiplicity-free
case, Lie monomials are essentially represented by rooted unordered binary trees on the
variables. With multiplicities (as in the case of the BCH expansion) the situation is
more complicated, as the identity
X[1,[2,[1,2]]] = −X[2,[1,[1,2]]]
shows. (In particular, the expressions X[1,[2,[1,2]]],−X[2,[1,[1,2]]], 13X[1,[2,[1,2]]]− 23X[2,[1,[1,2]]]
are essentially the same according to our terminology.) It may also happen that a
monomial is the fractional part of another, e. g.
X[[1,[1,[2,[2,[1,2]]]]],[[1,2],[1,[2,[1,2]]]]] = −
1
3
X[[1,[1,[2,[2,[1,2]]]]],[2,[2,[1,[1,[1,2]]]]]].
This behaviour is expected, though; as any almost independent constellation of mono-
mials, like
−X[1,[1,[2,[2,[1,2]]]]]+X[2,[2,[1,[1,[1,2]]]]]+ 3X[[1,2],[1,[2,[1,2]]]] = 0,
can be reduced further by taking a commutator with one of the monomials. The identity
above also excludes the expression X[[1,2],[1,[2,[1,2]]]] from any minimal presentation. Prac-
tically, for any Lie monomial up to sign we fix, basically arbitrarily, a single monomial
representative to be used. In our case, we will prefer X[1,[2,[1,2]]] to X[2,[1,[1,2]]] or to, say,
X[2,[1,[2,1]]], just by lexicographical principles.
It is easy to see that
BCHLie(X1,X2) = X1 +X2 +
∞∑
n1=1
∞∑
n2=1
BCHLien1,n2(X1,X2),
where BCHLien1,n2(X1,X2) is homogeneous of degree n1 in X1 and homogeneous of de-
gree n2 in X2. If BCH
Lie
n1,n2(X1,X2) 6= 0, then ΓLien1,n2 is the smallest nonnegative real
such that BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 is in the convex hull of the Lie monomials. In fact,
BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 is the best to be thought of as the place where the positive
ray of BCHLien1,n2(X1,X2) intersects the boundary the convex hull of the Lie monomi-
als. (But, as have seen, not every Lie monomial is a vertex of the convex hull.) Then,
BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 is in a face of the convex hull of the Lie monomials. The small-
est dimensional such face, for what BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 is in its interior, is the crit-
ical face. Then the minimal presentations are convex combinations of the Lie monomials
lying on the critical face, i. e. of the critical Lie monomials, yielding BCHLien1,n2(X1,X2).
(The vertices of the critical face are also sufficient but they do not necessarily account
for all critical Lie monomials.) Relative to those critical Lie monomials, the minimal
presentations form an abstract polytope, whose vertices are the extremal minimal pre-
sentations. It is not hard to see that a minimal presentation is extremal if and only if
the set of its Lie monomials cannot be reduced further.
The shape of a minimal presentation in itself is of little importance; one either prefers
an extremal one which is supposed to be relatively simple, or one of barycentric type
which uses every critical Lie monomial. In the next example, we look for extremal ones
as we try to give a more comprehensive view of the (lack of) patterns of possible shapes.
Due to the easy-to-see identity
BCHLien1,n2(X1,X2) = (−1)n1+n2+1BCHLien2,n1(X2,X1),
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it is sufficient to consider the cases n1 ≤ n2.
Example B.1. Some accounts of minimal (extremal) representations for BCH terms
are as follows.
Case (1, 1):
BCHLie1,1(X1,X2) =
1
2
X[1,2].
Case (1, 2):
BCHLie1,2(X1,X2) = −
1
12
X[2,[1,2]].
Case (1, 3):
BCHLie1,3(X1,X2) = 0.
Case (2, 2):
BCHLie2,2(X1,X2) = −
1
24
X[1,[2,[1,2]]].
Case (1, 4):
BCHLie1,4(X1,X2) =
X[2,[2,[2,[1,2]]]]
720
.
Case (2, 3):
BCHLie2,3(X1,X2) =
X[2,[1,[2,[1,2]]]]
180
− X[[1,2],[2,[1,2]]]
360
.
Case (1, 5):
BCHLie1,5(X1,X2) = 0.
Case (2, 4):
BCHLie2,4(X1,X2) =
X[1,[2,[2,[2,[1,2]]]]]
1440
.
Case (3, 3):
BCHLie3,3(X1,X2) =
X[1,[2,[1,[2,[1,2]]]]]
360
− X[1,[[1,2],[2,[1,2]]]]
720
=
X[2,[1,[1,[2,[1,2]]]]]
360
+
X[2,[[1,2],[1,[1,2]]]]
720
=
X[1,[2,[1,[2,[1,2]]]]]
720
+
X[2,[1,[1,[2,[1,2]]]]]
720
− X[[1,[1,2]],[2,[1,2]]]
720
(i. e. 3 extremal minimal presentations altogether) spanning a 2 dimensional abstract
polytope, which is a triangle. So, 6 is the lowest degree where the minimal presentation
is not unique.
Remark. Here the last presentation is not the shortest but the most symmetrical.
Case (1, 6):
BCHLie1,6(X1,X2) = −
X[2,[2,[2,[2,[2,[1,2]]]]]]
30240
.
Case (2, 5):
BCHLie2,5(X1,X2) = −
X[2,[2,[1,[2,[2,[1,2]]]]]]
5040
+
X[[1,2],[2,[2,[2,[1,2]]]]]
10080
= −X[2,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[2,[1,[2,[1,2]]]]]]
10080
+
X[[1,2],[2,[2,[2,[1,2]]]]]
10080
= −X[2,[1,[2,[2,[2,[1,2]]]]]]
20160
− X[2,[2,[2,[1,[2,[1,2]]]]]]
6720
− X[[2,[1,2]],[2,[2,[1,2]]]]
10080
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= −X[2,[2,[1,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[2,[1,[2,[1,2]]]]]]
10080
− X[[2,[1,2]],[2,[2,[1,2]]]]
10080
(i. e. 4 extremal minimal presentations altogether) spanning a 2 dimensional abstract
polytope, which is a trapezoid.
Remark. Here the identity
X[2,[2,[1,[2,[2,[1,2]]]]]] =
1
2
X[2,[1,[2,[2,[2,[1,2]]]]]]+
1
2
X[2,[2,[2,[1,[2,[1,2]]]]]]
exhibits a critical Lie monomial “for the first time”, which is not an extremal point
(vertex) of the critical face. Notice, it contributes to the shortest extremal minimal
presentation of length 2.
Case (3, 4):
BCHLie3,4(X1,X2) =
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[[1,2],[1,[1,2]]]]]
7560
− X[2,[1,[2,[1,[2,[1,2]]]]]]
5040
+
X[[1,2],[2,[1,[2,[1,2]]]]]
2520
− X[2,[2,[1,[1,[2,[1,2]]]]]]
6048
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[[1,2],[1,[1,2]]]]]
7560
− X[[2,[1,2]],[1,[2,[1,2]]]]
5040
+
X[[1,2],[2,[1,[2,[1,2]]]]]
5040
− 11X[2,[2,[1,[1,[2,[1,2]]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[[1,2],[1,[1,2]]]]]
20160
− 11X[2,[1,[2,[1,[2,[1,2]]]]]]
30240
+
X[[1,2],[2,[1,[2,[1,2]]]]]
2520
+
X[2,[1,[[1,2],[2,[1,2]]]]]
12096
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[2,[2,[[1,2],[1,[1,2]]]]]
30240
− X[[2,[1,2]],[1,[2,[1,2]]]]
2520
+
X[2,[1,[[1,2],[2,[1,2]]]]]
10080
− 11X[2,[2,[1,[1,[2,[1,2]]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
+
X[2,[[1,[1,2]],[2,[1,2]]]]
7560
− X[2,[1,[2,[1,[2,[1,2]]]]]]
3024
+
X[[1,2],[2,[1,[2,[1,2]]]]]
2520
− X[2,[2,[1,[1,[2,[1,2]]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
+
X[2,[[1,[1,2]],[2,[1,2]]]]
7560
− X[[2,[1,2]],[1,[2,[1,2]]]]
3024
+
X[[1,2],[2,[1,[2,[1,2]]]]]
15120
− 11X[2,[2,[1,[1,[2,[1,2]]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
+
X[2,[[1,[1,2]],[2,[1,2]]]]
10080
− 11X[2,[1,[2,[1,[2,[1,2]]]]]]
30240
+
X[[1,2],[2,[1,[2,[1,2]]]]]
2520
+
X[2,[1,[[1,2],[2,[1,2]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
+
X[2,[[1,[1,2]],[2,[1,2]]]]
15120
− X[[2,[1,2]],[1,[2,[1,2]]]]
2520
+
X[2,[1,[[1,2],[2,[1,2]]]]]
15120
− 11X[2,[2,[1,[1,[2,[1,2]]]]]]
30240
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[[2,[1,2]],[1,[2,[1,2]]]]
10080
− 11X[2,[1,[2,[1,[2,[1,2]]]]]]
30240
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+
X[[1,2],[2,[1,[2,[1,2]]]]]
3360
+
X[2,[1,[[1,2],[2,[1,2]]]]]
7560
=
X[1,[1,[2,[2,[2,[1,2]]]]]]
10080
− X[[2,[1,2]],[1,[2,[1,2]]]]
2520
− X[2,[1,[2,[1,[2,[1,2]]]]]]
15120
+
X[2,[1,[[1,2],[2,[1,2]]]]]
7560
− X[2,[2,[1,[1,[2,[1,2]]]]]]
3360
(i. e. 10 extremal minimal presentations of length 5 altogether) spanning a 3 dimensional
abstract polytope.
Case (1, 7):
BCHLie1,7(X1,X2) = 0.
Case (2, 6):
BCHLie2,6(X1,X2) = −
X[1,[2,[2,[2,[2,[2,[1,2]]]]]]]
60480
.
Case (3, 5):
BCHLie3,5(X1,X2) = −
X[1,[2,[2,[1,[2,[2,[1,2]]]]]]]
10080
+
X[1,[[1,2],[2,[2,[2,[1,2]]]]]]
20160
= −X[1,[2,[1,[2,[2,[2,[1,2]]]]]]]
20160
− X[1,[2,[2,[2,[1,[2,[1,2]]]]]]]
20160
+
X[1,[[1,2],[2,[2,[2,[1,2]]]]]]
20160
= −X[1,[2,[1,[2,[2,[2,[1,2]]]]]]]
40320
− X[1,[2,[2,[2,[1,[2,[1,2]]]]]]]
13440
− X[1,[[2,[1,2]],[2,[2,[1,2]]]]]
20160
= −X[1,[2,[2,[1,[2,[2,[1,2]]]]]]]
20160
− X[1,[2,[2,[2,[1,[2,[1,2]]]]]]]
20160
− X[1,[[2,[1,2]],[2,[2,[1,2]]]]]
20160
= −X[2,[1,[1,[2,[2,[2,[1,2]]]]]]]
20160
− X[1,[2,[2,[2,[1,[2,[1,2]]]]]]]
20160
+
X[[1,[1,2]],[2,[2,[2,[1,2]]]]]
20160
(i. e. 5 extremal minimal presentations altogether) spanning a 3 dimensional abstract
polytope, which is a trapezoid based pyramid.
Case (4, 4):
BCHLie4,4(X1,X2) =
X[1,[2,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[1,[[1,2],[[1,2],[2,[1,2]]]]]
60480
− 23X[1,[2,[1,[2,[1,[2,[1,2]]]]]]]
120960
+
23X[1,[[1,2],[2,[1,[2,[1,2]]]]]]
120960
=
X[1,[2,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[1,[[1,2],[[1,2],[2,[1,2]]]]]
60480
− 23X[1,[2,[2,[1,[1,[2,[1,2]]]]]]]
120960
− 23X[1,[[2,[1,2]],[1,[2,[1,2]]]]]
120960
=
X[1,[2,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[1,[[1,2],[[1,2],[2,[1,2]]]]]
60480
− 23X[2,[1,[1,[2,[1,[2,[1,2]]]]]]]
120960
+
23X[2,[[1,[1,2]],[1,[2,[1,2]]]]]
120960
=
X[1,[2,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[1,[[1,2],[[1,2],[2,[1,2]]]]]
60480
− 23X[2,[1,[2,[1,[1,[2,[1,2]]]]]]]
120960
− 23X[2,[[1,2],[1,[1,[2,[1,2]]]]]]
120960
=
X[2,[1,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[2,[[1,2],[[1,2],[1,[1,2]]]]]
60480
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− 23X[1,[2,[1,[2,[1,[2,[1,2]]]]]]]
120960
+
23X[1,[[1,2],[2,[1,[2,[1,2]]]]]]
120960
=
X[2,[1,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[2,[[1,2],[[1,2],[1,[1,2]]]]]
60480
− 23X[1,[2,[2,[1,[1,[2,[1,2]]]]]]]
120960
− 23X[1,[[2,[1,2]],[1,[2,[1,2]]]]]
120960
=
X[2,[1,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[2,[[1,2],[[1,2],[1,[1,2]]]]]
60480
− 23X[2,[1,[1,[2,[1,[2,[1,2]]]]]]]
120960
+
23X[2,[[1,[1,2]],[1,[2,[1,2]]]]]
120960
=
X[2,[1,[[1,[1,2]],[2,[1,2]]]]]
20160
− X[2,[[1,2],[[1,2],[1,[1,2]]]]]
60480
− 23X[2,[1,[2,[1,[1,[2,[1,2]]]]]]]
120960
− 23X[2,[[1,2],[1,[1,[2,[1,2]]]]]]
120960
(which are 8 extremal minimal presentations of length 4)
= 16 extremal minimal presentations of length 5
= 36 extremal minimal presentations of length 6
= 28 extremal minimal presentations of length 7
= 64 extremal minimal presentations of length 8
(i. e. 152 extremal minimal presentations altogether) spanning a 10 dimensional abstract
polytope.
Case (1, 8):
BCHLie1,8(X1,X2) =
X[2,[2,[2,[2,[2,[2,[2,[1,2]]]]]]]]
1209600
.
Case (2, 7):
BCHLie2,7(X1,X2) =
=
X[2,[1,[2,[2,[2,[2,[2,[1,2]]]]]]]]
302400
+
X[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]
302400
− X[[1,2],[2,[2,[2,[2,[2,[1,2]]]]]]]
302400
=
X[2,[1,[2,[2,[2,[2,[2,[1,2]]]]]]]]
907200
+
X[2,[2,[2,[2,[1,[2,[2,[1,2]]]]]]]]
181440
+
X[[2,[1,2]],[2,[2,[2,[2,[1,2]]]]]]
302400
=
X[2,[2,[1,[2,[2,[2,[2,[1,2]]]]]]]]
302400
+
X[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]
302400
+
X[[2,[1,2]],[2,[2,[2,[2,[1,2]]]]]]
302400
=
X[2,[2,[2,[1,[2,[2,[2,[1,2]]]]]]]]
201600
+
X[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]
604800
− X[[2,[2,[1,2]]],[2,[2,[2,[1,2]]]]]
302400
=
X[2,[2,[2,[1,[2,[2,[2,[1,2]]]]]]]]
302400
+
X[2,[2,[2,[2,[1,[2,[2,[1,2]]]]]]]]
302400
− X[[2,[2,[1,2]]],[2,[2,[2,[1,2]]]]]
302400
(which are 5 extremal minimal presentations of length 3)
= 5 extremal minimal presentations of length 4
(i. e. 10 extremal minimal presentations altogether) spanning a 4 dimensional abstract
polytope.
Case (3, 6):
BCHLie3,6(X1,X2) =
− X[[1,2],[2,[2,[1,[2,[2,[1,2]]]]]]]
75600
+
X[2,[1,[2,[2,[2,[1,[2,[1,2]]]]]]]]
100800
− X[2,[1,[[1,2],[2,[2,[2,[1,2]]]]]]]
151200
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+
X[2,[2,[2,[2,[[1,2],[1,[1,2]]]]]]]
453600
+
X[2,[2,[1,[1,[2,[2,[2,[1,2]]]]]]]]
604800
+
X[[2,[1,2]],[1,[2,[2,[2,[1,2]]]]]]
100800
+
11X[2,[2,[2,[2,[1,[1,[2,[1,2]]]]]]]]
1814400
(which is of length 7)
= 129 extremal minimal presentations of length 8
= 4943 extremal minimal presentations of length 9
(i. e. 5073 extremal minimal presentations altogether) spanning a 21 dimensional ab-
stract polytope.
Case (4, 5):
BCHLie4,5(X1,X2) =
= 28 extremal minimal presentations of length 13; one of them is
− X[[1,[2,[1,2]]],[2,[1,[2,[1,2]]]]]
40320
− X[1,[1,[2,[1,[2,[2,[2,[1,2]]]]]]]]
1814400
+
X[2,[1,[2,[2,[1,[1,[2,[1,2]]]]]]]]
72576
+
X[2,[2,[1,[1,[2,[1,[2,[1,2]]]]]]]]
120960
− X[1,[1,[2,[2,[2,[1,[2,[1,2]]]]]]]]
72576
+
X[1,[1,[[1,2],[2,[2,[2,[1,2]]]]]]]
453600
− X[1,[2,[1,[1,[2,[2,[2,[1,2]]]]]]]]
181440
+
X[2,[1,[2,[1,[2,[1,[2,[1,2]]]]]]]]
90720
+
X[2,[1,[[2,[1,2]],[1,[2,[1,2]]]]]]
120960
+
X[2,[2,[[1,2],[[1,2],[1,[1,2]]]]]]
181440
− X[[1,2],[2,[1,[2,[1,[2,[1,2]]]]]]]
181440
− X[[1,2],[2,[2,[1,[1,[2,[1,2]]]]]]]
90720
− X[[1,2],[[1,2],[[1,2],[2,[1,2]]]]]
90720
= 216 extremal minimal presentations of length 14
(i. e. 244 extremal minimal presentations altogether) spanning a 11 dimensional abstract
polytope.
Case (1, 9):
BCHLie1,9(X1,X2) = 0.
Case (2, 8):
BCHLie2,8(X1,X2) =
X[1,[2,[2,[2,[2,[2,[2,[2,[1,2]]]]]]]]]
2419200
.
Case (3, 7):
BCHLie3,7(X1,X2) =
=
X[1,[2,[1,[2,[2,[2,[2,[2,[1,2]]]]]]]]]
604800
+
X[1,[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]]
604800
− X[1,[[1,2],[2,[2,[2,[2,[2,[1,2]]]]]]]]
604800
=
X[1,[2,[1,[2,[2,[2,[2,[2,[1,2]]]]]]]]]
1814400
+
X[1,[2,[2,[2,[2,[1,[2,[2,[1,2]]]]]]]]]
362880
+
X[1,[[2,[1,2]],[2,[2,[2,[2,[1,2]]]]]]]
604800
=
X[1,[2,[2,[1,[2,[2,[2,[2,[1,2]]]]]]]]]
604800
+
X[1,[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]]
604800
+
X[1,[[2,[1,2]],[2,[2,[2,[2,[1,2]]]]]]]
604800
=
X[1,[2,[2,[2,[1,[2,[2,[2,[1,2]]]]]]]]]
403200
+
X[1,[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]]
1209600
− X[1,[[2,[2,[1,2]]],[2,[2,[2,[1,2]]]]]]
604800
=
X[1,[2,[2,[2,[1,[2,[2,[2,[1,2]]]]]]]]]
604800
+
X[1,[2,[2,[2,[2,[1,[2,[2,[1,2]]]]]]]]]
604800
− X[1,[[2,[2,[1,2]]],[2,[2,[2,[1,2]]]]]]
604800
=
X[2,[1,[1,[2,[2,[2,[2,[2,[1,2]]]]]]]]]
604800
+
X[1,[2,[2,[2,[2,[2,[1,[2,[1,2]]]]]]]]]
604800
− X[[1,[1,2]],[2,[2,[2,[2,[2,[1,2]]]]]]]
604800
(which are 6 extremal minimal presentations of length 3)
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= 6 extremal minimal presentations of length 4
(i. e. 12 extremal minimal presentations altogether) spanning a 5 dimensional abstract
polytope.
Case (4, 6):
BCHLie4,6(X1,X2) =
= 25 extremal minimal presentations of length 7, one of those is
X[1,[2,[[2,[1,2]],[[1,2],[2,[1,2]]]]]]
302400
− X[1,[[1,2],[2,[1,[2,[2,[2,[1,2]]]]]]]]
725760
− X[1,[[1,2],[2,[2,[2,[1,[2,[1,2]]]]]]]]
302400
− X[1,[[2,[2,[1,2]]],[2,[1,[2,[1,2]]]]]]
181440
+
X[1,[2,[1,[2,[1,[2,[2,[2,[1,2]]]]]]]]]
518400
+
X[1,[2,[2,[1,[2,[2,[1,[2,[1,2]]]]]]]]]
120960
− X[1,[2,[2,[2,[1,[[1,2],[2,[1,2]]]]]]]]
907200
= other extremal minimal presentations of length ≥ 8
spanning a 33 dimensional abstract polytope.
Case (5, 5):
BCHLie5,5(X1,X2) =
=
X[1,[2,[1,[2,[1,[2,[1,[2,[1,2]]]]]]]]]
1209600
+
X[1,[2,[1,[[1,2],[[1,2],[2,[1,2]]]]]]]
604800
+
X[1,[2,[1,[[2,[1,2]],[1,[2,[1,2]]]]]]]
604800
+
X[1,[2,[2,[1,[1,[2,[1,[2,[1,2]]]]]]]]]
151200
+
X[1,[2,[2,[1,[2,[1,[1,[2,[1,2]]]]]]]]]
134400
+
X[1,[2,[[2,[1,2]],[[1,2],[1,[1,2]]]]]]
201600
+
X[1,[[1,2],[[1,2],[2,[1,[2,[1,2]]]]]]]
1209600
+
X[1,[[2,[1,2]],[1,[2,[1,[2,[1,2]]]]]]]
134400
+
X[1,[[2,[1,2]],[2,[1,[1,[2,[1,2]]]]]]]
134400
+
X[1,[[2,[1,2]],[2,[[1,2],[1,[1,2]]]]]]
1209600
− X[1,[2,[2,[1,[1,[[1,2],[2,[1,2]]]]]]]]
1209600
− X[1,[[1,2],[[1,2],[[1,2],[2,[1,2]]]]]]
604800
− X[1,[[1,[2,[1,2]]],[2,[1,[2,[1,2]]]]]]
134400
= other extremal minimal presentations.
spanning a 61 dimensional abstract polytope. ♦
Verifying the previous example requires much computation. However, the part that
we see minimal presentations is easy to demonstrate. First, in order show that we have
a presentation for BCHLien1,n2(X1,X2), it is sufficient to expand it in the noncommutative
polynomial algebra in order to see that it gives the algebraic BCHalgn1,n2(X1,X2). In
order to see minimality, it is sufficient to exhibit a linear functional αn1,n2 which takes
values on the Lie monomials from [−1, 1] (i. e. it is a face-defining linear functional,
at this point allowing to define the −1 dimensional face), but which takes 1 on the
constituting Lie monomials of the given presentation with the sign of the coefficients
incorporated. Or, equivalently, αn1,n2(BCH
Lie
n1,n2(X1,X2)) is equal to the sum of the
absolute values of the coefficients in the given presentation; or, the defined face contains
BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 ; or, the face-defining linear functional is maximal with respect
to BCHLien1,n2(X1,X2). (This latter one is the dual LP problem.)
We can generate linear functionals on a free Lie algebra as follows. Let X∗i1,...,in be
the linear functional which gives the coefficient of Xi1 . . . Xin . In what follows we use
these linear functionals as restricted the Lie algebra. Further linear functionals (on the
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(n1, n2)-homogeneous part of the free Lie algebra) can be constructed by linear combi-
nations. In fact, this makes the description of the linear functionals highly non-unique.
(For example, X∗i1,...,in = (−1)n−1X∗in,...,i1 always holds; or, the (k, 1)-homogeneous part
of the free Lie algebra is 1 dimensional, but we can use several monomials, etc.) On the
other hand, there is little benefit in using any prearranged basis for the linear functionals.
The face-defining linear functionals which take 1 on BCHLien1,n2(X1,X2)/Γ
Lie
n1,n2 (that is
the dual solutions) form a polytope itself. Its vertices (extremal points) are the relevant
hyperface-defining linear functionals, and its interior points are linear functionals defin-
ing the critical face. Again, one may prefer one type to the other, but we will seek out
hyperface-defining linear functionals; some of those may be quite simple. Such linear
functionals can be unique (if the critical face is hyperface itself) or not. The sort of
simplest linear functionals are integral, i. e. they take values on the Lie monomials from
the set {−1, 0, 1} = [−1, 1] ∩ Z.
Example B.2. Here we exhibit some hyperface-defining linear functionals which take
1 on BCHn1,n2(X1,X2)/Γ
Lie
n1,n2 . We will give comments regarding the properties of the
given hyperface-defining linear functional. We may give alternative presentations for the
chosen linear function; nevertheless in each case we give only one single linear function.
Case (1, 1): (unique, integral)
α1,1 = X
∗
12.
Case (1, 2): (unique, integral)
α1,2 = X
∗
122.
Case (2, 2): (unique, integral)
α2,2 = X
∗
1122 = −
1
2
X∗1212.
Case (1, 4): (unique, integral)
α1,4 = −X∗12222.
Case (2, 3): (unique, integral)
α2,3 = −X∗21122.
Case (2, 4): (non-unique, necessarily integral)
α2,4 = −X∗112222.
Case (3, 3): (unique, integral)
α3,3 = −X∗122112 =
1
4
X∗121212.
Case (1, 6): (unique, integral)
α1,6 = X
∗
1222222.
Case (2, 5): (unique, integral)
α2,5 = X
∗
2112222 +X
∗
2211222 = X
∗
2221122 +X
∗
2222112.
Case (3, 4): (unique, non-integral)
α3,4 = −X∗1221122 +
X∗1221221
12
= −X
∗
1122122
2
− X
∗
1122212
2
− X
∗
1221122
2
.
Case (2, 6): (non-unique, unique integral)
α2,6 = X
∗
11222222.
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Case (3, 5): (non-unique, unique integral)
α3,5 = X
∗
12211222 +X
∗
12222112.
Case (4, 4): (unique, integral)
α4,4 = −X∗11221122 = −
1
8
X∗12121212.
Case (1, 8): (unique, integral)
α1,8 = −X∗122222222.
Case (2, 7): (unique, integral)
α2,7 = X
∗
112222222 +
X∗122222221
2
= −X∗222211222 −X∗222221122 −X∗222222112.
Case (3, 6): (unique, integral)
α3,6 = X
∗
122112222 +X
∗
122221122.
Case (4, 5): (unique, non-integral)
α4,5 =
X∗112222112
3
+
X∗121222121
24
− X
∗
211122212
12
− 5X
∗
211212212
108
+
53X∗211221122
54
+
X∗221121122
108
= −X
∗
121221221
12
− X
∗
122121221
24
− X
∗
211122212
12
− 5X
∗
211212212
108
+
53X∗211221122
54
+
X∗221121122
108
=
X∗112222112
3
+
X∗121222121
24
−X
∗
211112222
3
−X
∗
211121222
6
−X
∗
211211222
12
+X∗211221122−
X∗211222112
24
.
Case (2, 8): (non-unique, “the simplest” integral one)
α2,8 = −X∗1122222222.
Case (3, 7): (non-unique, unique integral)
α3,7 = −X∗1221122222 −X∗1222211222 −X∗1222222112.
Case (4, 6): (non-unique, unique integral)
α4,6 = X
∗
1122112222 +X
∗
1122221122.
Case (5, 5): (unique, integral)
α5,5 = X
∗
1221122112 =
1
16
X∗1212121212.
♦
For n = n1 + n2 ≥ 11, expressions for minimal presentations and good face-defining
linear functionals became more complicated. Nevertheless, one can obtain minimal
presenations for a couple of other degrees. This yields, for n = n1 + n2 ≤ 16,
Example B.3.
ΓLie1 (x, y) = x+ y;
ΓLie2 (x, y) =
1
2
xy;
ΓLie3 (x, y) =
1
12
(x2y + xy2);
ΓLie4 (x, y) =
1
24
x2y2;
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ΓLie5 (x, y) =
1
720
(x4y + xy4) +
1
120
(x3y2 + x2y3);
ΓLie6 (x, y) =
1
1440
(x4y2 + x2y4) +
1
240
x3y3;
ΓLie7 (x, y) =
1
30240
(x6y + xy6) +
1
3360
(x5y2 + x2y5) +
1
1008
(x4y3 + x3y4);
ΓLie8 (x, y) =
1
60480
(x6y2 + x2y6) +
1
6720
(x5y3 + x3y5) +
1
2240
x4y4;
ΓLie9 (x, y) =
1
1209600
(x8y + xy8) +
1
100800
(x7y2 + x2y7) +
1
20160
(x6y3 + x3y6)
+
11
90720
(x5y4 + x4y5);
ΓLie10 (x, y) =
1
2419200
(x8y2 + x2y8) +
1
201600
(x7y3 + x3y7) +
1
40320
(x6y4 + x4y6)
+
1
20160
x5y5;
ΓLie11 (x, y) =
1
47900160
(x10y + xy10) +
1
3193344
(x9y2 + x2y9) +
19
8870400
(x8y3 + x3y8)
+
4573
585446400
(x7y4 + x4y7) +
12176029
782632287360
(x6y5 + x5y6);
ΓLie12 (x, y) =
1
95800320
(x10y2 + x2y10) +
1
6386688
(x9y3 + x3y9) +
19
17740800
(x8y4 + x4y8)
+
1
266112
(x7y5 + x5y7) +
4759889
810949708800
x6y6;
ΓLie13 (x, y) =
691
1307674368000
(x12y + xy12)
+
691
72648576000
(x11y2 + x2y11)
+
397
4843238400
(x10y3 + x3y10)
+
2394627036176344242739
5942332300516463608428672000
(x9y4 + x4y9)
+
50716867585528101162848154608067859
42820360683492185111833447903002621388800
(x8y5 + x5y8)
+
6351369008653149273148491526516654975706237
3088991399411560045433904125019163555602524928000
(x7y6 + x6y7);
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ΓLie14 (x, y) =
691
2615348736000
(x12y2 + x2y12)
+
691
145297152000
(x11y3 + x3y11)
+
397
9686476800
(x10y4 + x4y10)
+
83
415134720
(x9y5 + x5y9)
+
7566301
13948526592000
(x8y6 + x6y8)
+
212007212778877515989524910307665642456
286576587590801020714633877109661457031377625
x7y7;
ΓLie15 (x, y) =
=
1
74724249600
(x14y1 + x1y14)
+
1
3558297600
(x13y2 + x2y13)
+
2539
871782912000
(x12y3 + x3y12)
+
(
6 · 1048
+649786271967048955772044693373139641994744816961
)
(
368722311 · 1048
+334408788686773393216110793289900907143561164800
)(x11y4 + x4y11)
+
 63539675 · 1048·2+177049942043736407508334515735755770609745356893 · 1048
+980819471090768039178249054110571285451802903379

 901179990029545 · 1048·2+428718183918894693730342545775180196979531661104 · 1048
+845166086556190579801394158637374455917897216000
(x
10y5 + x5y10)
+

171547210173971722827445817547 · 1048·3
+158731057405060500907292864526365317351811500143 · 1048·2
+234296372605725177399144212353368954720896224907 · 1048
+598509491845326719170918708821316040741501970831


971295787097604635818160263849761551 · 1048·3
+154019031183387500535145962154730827642729015649 · 1048·2
+740280703987385235238923509068650210122205356558 · 1048
+302555224140950596575082693099267943804364864000

(x9y6 + x6y9)
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+

5671493461617548 · 1048·4
+853621987120367629212557003017717845581747445783 · 1048·3
+441881655787020451150146106662972262482462298769 · 1048·2
+251164579404266971191426668019910548820190417317 · 1048
+188721284699183953507808922928091909537502803051


20364015450827782518605 · 1048·4
+630081136937808190741805219343692215234730604277 · 1048·3
+194653471919913806009542300049722574486542668065 · 1048·2
+756386569878027310355088616768038436283503499148 · 1048
+947339629768820473677940940597942068844188672000

(x8y7 + x7y8);
ΓLie16 (x, y) =
=
1
149448499200
(x14y2 + x2y14)
+
1
7116595200
(x13y3 + x3y13)
+
2539
1743565824000
(x12y4 + x4y12)
+
157
17435658240
(x11y5 + x5y11)
+
19
553512960
(x10y6 + x6y10)
+

1039344362106 · 1048·4
+720482120590271345733001556438706166521066488208 · 1048·3
+726625544052437884549419900300665368847830165478 · 1048·2
+198635405960119950700109064795116626269153588831 · 1048
+240655249022713140251858157212550524022240480531


13584389095357793053 · 1048·4
+631780482183200751759399356789111798277774545854 · 1048·3
+636488620407855713853143925839382798933802859905 · 1048·2
+162717394221351011042265156501583938830121202814 · 1048
+851034123647812897279838265566424510922940416000

(x9y7 + x7y9)
+

21312541008580826861428594864343359866245654 · 1048·3
+133759893174786848640898706040925391107362008393 · 1048·2
+516262196621988387021856747472037509392076751209 · 1048
+273452853756327705607893223372184874826949407441


217 · 1048·4
+963975520630356755781078497827921973491487950724 · 1048·3
+469334556024266318816004856827827803373892270751 · 1048·2
+183288576930080464558924755845753928235607454138 · 1048
+885087283472978603661406075692737456207793920000

x8y8.
♦
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Remark B.4. Almost all computations in this paper were done with Maple 2015 in
an x86-64, 6GB RAM environment. Even ΓLien1,n2 : n1 + n2 = 14 and Θ
Lie
9 (!) were
obtained in this way, however, the latter case already required special assistance. For
ΓLien1,n2 : 15 ≤ n1 + n2 ≤ 16, the QSopt ex rational solver (developed by David Ap-
plegate, William Cook, Sanjeeb Dash, Daniel Espinoza, see [1]; development code
published by Daniel Espinoza, cf. also [10]; install version by Jon Lund Steffensen,
https://github.com/jonls) was invoked in an x86-64, 22GB RAM environment, mak-
ing the optimization more straightforward. △
In Examples B.1 and B.2, the data for n = n1 + n2 ≤ 10 shows some interesting
patterns. Yet, we are left with very few clues regarding the shape of minimal presen-
tations for n1 ∼ n2 in general. Some of the obvious guesses turn out to be wrong: For
example, Example B.1 suggests that the minimal presentations for BCHLies,s (X1,X2) can
be reduced to monomials of shape [X1, [. . .]]. However, this fails for s = 6. Similarly,
Example B.2 suggests that the face-defining linear functional
X∗112211221122 = −
1
32
X∗1212121212
could be a good dual solution with respect to BCHLie6,6(X1,X2). This also fails. (But in
Section 3, essentially such linear functionals were utilized to give the upper estimate for
the convergence radius.) Some other patterns seem to continue (like that the critical
face is a hyperface if n = n1+n2 is odd) but there is no obvious guarantee to extend to
all degrees. In general, n = n1 + n2 ≤ 10 means still relatively low degrees; but in the
case of higher degrees, n = n1 + n2 ≥ 11, results start to get difficult to print out.
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