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ABSTRACT
The (2+1) dimensional nonabelian Chern-Simons theory coupled to complex scalar
fields is quantized by using the Batalin-Tyutin canonical Hamiltonian method which
systematically embeds second-class constraint system into first-class one. We obtain
the gauge-invariant nonabelian Wess-Zumino type action in the extended phase space.
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To quantize the second-class constraint system, which does not form a closed con-
straint algebra in Poisson brackets, the Dirac method has been widely used in the
Hamiltonian formalism [1]. The brackets (commutators) compatible with constraints
and the dynamical equations of motion in the second-class system are evaluated with-
out choosing gauge conditions or additional constraints since the Dirac matrices are
invertible. In general, since the resulting brackets are field-dependent and nonlocal, and
have a serious ordering problems between field operators, these are under unfavorable
circumstances in finding canonically conjugate pairs.
On the other hand, quantizations of the first-class constraint systems [2,3] have
been well appreciated in a gauge invariant manner, i.e., preserving Becci-Rouet-Stora-
Tyutin (BRST) symmetry [4,5]. If the second-class constraint system can be converted
into first-class one in an extended phase space, Dirac brackets can not be needed
and then the remaining quantization program is to follow the method of Ref. [2-5].
This procedure has been extensively studied by Batalin, Fradkin, and Tyutin [6,7]
in the canonical formalism. In the path-integral framework, especially concentrating
on the second-class gauge algebra, which is related to the gauge anomaly, Faddeev
and Shatashivili [8] introduced the Wess-Zumino action [9], which cancels the gauge
anomaly and gives the first-class gauge algebra. After their work, in the Hamiltonian
method, the Wess-Zumino actions for the various models [10,11,12] have been studied
following Refs. [6,7].
Recently, Banerjee [13] has pointed out an interesting application of Batalin-Tyutin
Hamiltonian method [7] to the second-class constraint system of the abelian Chern-
Simons (CS) field theory [14-16], which yields a strongly involutive constraint algebra
in an extended phase space, and obtained a new abelian Wess-Zumino type action,
which cannot be derived in the usual path-integral framework. As shown in his work,
the nature of second-class constraint algebra originates from the symplectic structure
of CS term, not due to the local gauge symmetry breaking. There are some other
interesting examples in this direction [17].
In this paper, we shall apply the Batalin-Tyutin Hamiltonian method [7] to the
nonabelian CS field theory by using the recent progress of nonabelian Batalin-Tyutin
quantization [18], which involves the weakly involutive constraint algebra. The phase
2
space partition function is constructed in order to connect with the Lagrangian for-
mulation, and explicitly evaluated in two special gauges, unitary and Faddeev-Popov
gauges [19]. As a result, the nonabelian Wess-Zumino like action is obtained in a lo-
cal gauge invariant fashion in the extended phase space by finding the suitable gauge
transformation of new dynamical fields.
Let us now consider the (2+1) dimensional nonabelian CS theory coupled to the
nonabelian scalar fields whose dynamics is given by
S0 =
∫
d3x
(
κǫµνρtr(Aµ∂νAρ − 2
3
iAµAνAρ) + (Dµφ)
†(Dµφ)
)
, (1)
where φ is an N-component scalar field, which transforms according to the fundamental
representation of the gauge group, and the covariant derivative is Dµ = ∂µ − iAµ (the
matrix-valued gauge field Aµ = A
a
µT
a). We adopt the conventions, gµν = diag(+,−,−),
and ǫ012 = +1. The matrices T a’s in the fundamental representation are Hermitian
group generators satisfying [T a, T b] = ifabcT c, and are normalized as tr(T aT b) = 1
2
δab.
Note that the gauge invariance of the nonabelian CS term requires the quantization of
the dimensionless constant κ, κ = n
4pi
(n ∈ Z) [14].
The canonical momenta of gauge fields and scalar fields are given by
Πa0 ≈ 0,
Πai =
κ
2
ǫijA
ja (i = 1, 2),
Πφ = (D0φ)
†,
Π†φ = (D0φ). (2)
The Πa0 and Π
a
i are primary constraints [1]. The canonical Hamiltonian is
Hc =
∫
d2x
(
ΠφΠ
†
φ + (Diφ)
†(Diφ)− Aa0Ga
)
, (3)
where Ga is the Gauss’ law constraint defined by
Ga =
κ
2
ǫijF aij + J
a
0 . (4)
Here, the field strength is F aij = ∂iA
a
j −∂jAai +fabcAbiAcj, and the charge density is Ja0 =
−i(ΠφT aφ−φ†T aΠ†φ). The time evolution of the Gauss’ law constraint (4) generates no
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more additional constraints. To obtain the maximally irreducible constraint system,
we redefine the above primary and secondary constraints similarly to the abelian case
in Refs. [16,20] as follows
Ωa0 = Π
a
0 ≈ 0, (5)
Ωa = (DiΠ
i)a + Ja0 +
κ
2
ǫij∂iA
a
j ≈ 0, (6)
Ωai = Π
a
i −
κ
2
ǫijA
ja ≈ 0. (7)
Then the first-class constraint algebras by using the Poisson brackets are
{Ωa0(x),Ωbi(y)} = {Ωa0(x),Ωb(y)} = 0,
{Ωa(x),Ωb(y)} = fabcΩc(x)δ2(x− y),
{Ωai (x),Ωb(y)} = fabcΩci(x)δ2(x− y), (8)
and the second-class constraint algebra is given by
{Ωai (x),Ωbj(y)} ≡ △abij (x, y) = −κǫijδabδ2(x− y), (9)
where we denote x = (t,x) and the two-space vector x = (x1, x2). Therefore, Ωa0 and
Ωa form first-class constraint system, and we defer them.
Following to the Batalin-Tyutin quantization method [7,18], let us now introduce
new nonabelian auxiliary fields Φia to convert the second-class constraint Ωai into first-
class one in the extended phase space, and assume the following Poisson algebra satis-
fying
{Φia(x),Φjb(y)} =W ijab(x, y). (10)
The modified constraint Ω˜ai in the extended phase space is given by
Ω˜ai (Π
a
i , A
a
i ,Φ
ia) = Ωai +
∞∑
n=1
Ω
a(n)
i (Ω
a(n)
i ∼ (Φia)n) (11)
satisfying the boundary condition, Ω˜ai (Π
a
i , A
a
i , 0) = Ω
a
i . The first order correction in
the infinite series is
Ω
a(1)
i (x) =
∫
d2yXij(x, y)Φ
ja(y), (12)
and the first-class constraint algebra of Ω˜ai requires the condition as follows,
△abij (x, y) +
∫
d2w d2z Xacik (x, w)W
kl
cd(w, z)X
db
lj (z, y) = 0. (13)
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As was emphasized in Ref. [13,17], there is a natural arbitrariness in choosing W ijab and
Xabij from Eq. (13), which corresponds to canonical transformation in the extended
phase space [6,7]. We take the simple solutions as
W
ij
ab(x, y) = ǫ
ijδabδ
2(x− y),
Xabij (x, y) = −
√
κgijδabδ
2(x− y), (14)
which are compatible with Eq. (13) as it should be. Note that the above choices re-
markably simplify the constraint algebra and give the compact involutive Hamiltonian.
Then, the modified constraint Ω˜ai gives a strongly first-class constraint algebra,
{Ω˜ai (x), Ω˜bj(y)} = 0, (15)
where Ω˜ai = Ω
a
i −
√
κ gijΦ
ja. However, this is not a whole story for the constraint
algebra. The modified constraint Ω˜ai is still second-class constraint because it does not
form a first-class algebra with Ωa as easily seen from Eq. (8). Therefore, in order
to obtain the fully first-class constraint algebra ( weakly first class in the nonabelian
structure ), we should also modify Ωa as
Ω˜a = Ωa + Y a, (16)
where we assume that Y a is only a function of new fields, Φia and require two conditions
to maintain the weakly first-class constraint structure as follows,
{Y a(x), Y b(y)} = fabcY c(x)δ2(x− y),
{Φia(x), Y b(y)} = fabcΦic(x)δ2(x− y), (17)
with the consistent choice of Y a as
Y a(x) =
1
2
ǫijf
abcΦibΦjc. (18)
Then, one can easily check that the modified Ω˜ai and Ω˜
a form the fully first-class
constraint algebra,
{Ωa0(x), Ω˜bi(y)} = {Ωa0(x), Ω˜b(y)} = 0,
{Ω˜a(x), Ω˜b(y)} = fabcΩ˜c(x)δ2(x− y),
{Ω˜ai (x), Ω˜bj(y)} = 0,
{Ω˜ai (x), Ω˜b(y)} = fabcΩ˜ci(x)δ2(x− y) (19)
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by using Eqs. (16) and (18).
Let us now work out the involutive Hamiltonian [7] in the extended phase space
which is similar to the abelian case [13] except the nonabelian effect due to the extended
gauge group structure. It is given by the infinite series [7],
H˜ = Hc +
∞∑
n=1
H(n). (20)
Using the solution for the involution of H˜ for the nonabelian case [18], it is given by
H(n) = −1
n
∫
d2xd2yd2z Φia(x)W abij (x, y)X
jk
bc (y, z)G
c(n−1)
k (z)
=
1
n
√
κ
∫
d2x ǫijΦia(x)G
a(n−1)
j (x) (n ≥ 1), (21)
where W abij and X
ij
ab are the inverse matrices of W
ij
ab and X
ab
ij respectively, and Eq. (14)
is used in the second line in Eq. (21). For our case, the generating functions G
(n)
k are
given by
G
a(0)
i = {Ωa(0)i , Hc} = Jai − κǫij(DjA0)a,
G
a(1)
i = {Ωa(0)i , H(1)}O + {Ωa(1)i , Hc}O
= − 1√
κ
ǫijφ
†(T aT b + T bT a)Φjb +
√
κgijf
abcΦjbAc0,
G
a(n)
i = 0 (n ≥ 2), (22)
where the symbol O in Eq. (22) represents that the Poisson brackets are calculated
among the original variables, i.e., O = (Πai , Aa). Then, after the n = 2 finite trunca-
tions, we obtain the final expression for the Hamiltonian H˜ as follows
H˜ = Hc +
∫
d2x
(
−Aa0(
1
2
ǫijf
abcΦibΦjc +
√
κ(DiΦ
i)a)
− 1√
κ
ǫijΦ
iaJ ja − 1
2κ
gijΦ
iaΦjbφ†(T aT b + T bT a)φ
)
. (23)
Note that the compact form of involutive Hamiltonian (23) is a result of the symmetric
choice of Xabij (14) which is compared to the abelian case [13]. By using the Poisson
brackets, the following involutive relations are given,
{Ωa0 , H˜} = Ω˜a − (DiΩ˜i)a,
{Ω˜a , H˜} = −fabcAb0Ω˜c,
{Ω˜ai , H˜} = 0. (24)
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In the above constraint analysis, from Eqs. (19) and (24), we see that the original
second-class constraint system is converted into the first-class system if one introduces
two fields, which are conjugate each other in the extended phase space. The origin of
second-class constraint is due to the symplectic structure as the abelian case [13], and
the modifications of primary constraints Ωai are similarly done. However, since the set
(Ωa0,Ω
a, Ω˜ai ) does not become first-class constraints, the modification of Ω
a should be
also needed to make the fully first-class constraint system (19).
Next we consider the partition function of the model in order to present the La-
grangian corresponding to H˜ in the (canonical) Hamiltonian formalism. We relabel
the constraints as Γa0 = Ω
a
0,Γ
a
i = Ω˜
a
i , and Γ
a
3 = Ω˜
a. Then, the phase space partition
function is given by
Z =
∫
DΠµaDAµaDΠ†φDφ†DΠφDφDΦia
3∏
α,β=0
δ(Γaα)δ(G
b
β) | det{Γaα, Gbβ} | eiS,
S =
∫
d3x (ΠµaA˙aµ +Π
†
φφ˙+Πφφ˙+ Φ
2aΦ˙1a)−
∫
dt H˜, (25)
where we regard new fields (Φ1a,Φ2a) as conjugate pairs [13] satisfying the Poisson
algebra (10) and Eq. (14) , andGbβ are gauge fixing conditions to make the nonvanishing
determinant of Γaα and G
b
β. The integration with respect to the momenta Π
µa,Π†φ and
Πφ, and the exponentiation of the δ(Γ
a
3) by the Fourier transformation with variables
ξa, and the change of variables as Aa0 → Aa0+ξa give the compact local action as follows
S = S0 + SWZ,
SWZ =
∫
d3x
(
−ǫijtr(Φi∂0Φj)− 2
√
κtr(ΦiFi0)− 2iǫijtr(A0ΦiΦj)
+
2√
κ
ǫijtr(Φ
iJ j) +
1
κ
φ†(ΦiΦi)φ
)
(26)
with the corresponding measure
[Dµ] ≡ DAµaDφ†DφDΦiaDξa
3∏
β=0
δ(Gaα[A
a
0 + ξ
a, Aai ,Φ
ia]) | det{Γaα, Gbβ} | (27)
where Jai = −i((Diφ)†T aφ − φ†T a(Diφ)). Note that as expected, if we choose the
unitary gauge, i.e., Φia = 0, the original theory is recovered.
It seems appropriate to comment that the gauge invariance of SWZ should be main-
tained because the second-class constraint structure only comes from the symplectic
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structure of Chern-Simons term. It is implemented by the following extended gauge
transformations involving the transformation of the new fields,
A
′
µ = UAµU
−1 + iU∂µU
−1,
φ
′
= Uφ,
φ†
′
= φ†U−1,
Φi
′
= UΦiU−1, (28)
where Φi = Φi
a
T a, and the gauge function U = eiθ
aTa. Note that the Wess-Zumino
action in Eq. (26) is gauge invariant in spite of the lack of the manifest Lorentz
invariance. On the other hand, since the unitary gauge recovered the manifestly Lorentz
invariant original action, following the Fradkin-Vilkovisky theorem [2,3], the actual
invariance is maintained from the fact that the final result for the partition function Z
is independent of the gauge fixing conditions.
For the Faddeev-Popov gauge [19] which does not involve the momenta in the gauge
fixing conditions, the following nontrivial form of SWZ is given by integrating out the
momentum, Φ2a in Eqs. (26) and (27), which is a canonical conjugate with Φ1a,
SWZ =
∫
d3x
(
κ
2
((D0λ)
a +
√
κF 20a − 1√
κ
J1a)M−1ab ((D0λ)
b +
√
κF 20b − 1√
κ
J1b)
− 1
2κ
λaMabλ
b + λa(
√
κF 10a +
1√
κ
J2a)
)
, (29)
with the measure
[Dµ] = DAµaDφ†DφDλaDξa
3∏
β=0
δ(Gaα[A
a
0 + ξ
a, Aai , λ
a]) | det{Γaα, Gbβ} | (detMab)−1/2,
(30)
where we redefine Φ1a as λa, and Mab = φ
†(T aT b + T bT a)φ. Note that the local gauge
symmetry of the Wess-Zumino action naturally also survives in the configuration space.
This suggests that the origin of our second-class system is irrelevant to the conventional
gauge-variant Wess-Zumino like action [8,10,11] which cancels the local gauge anomaly
of the second-class system. Interestingly just like the abelian case [13], the choice of
λ=0 does not recover the original theory.
In conclusions, we have applied the Batalin-Tyutin Hamiltonian quantization method
to the nonabelian CS field theory as a good illustration to show explicitly how to con-
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vert the second-class system into first-class one since it is special in that the gauge
constraint algebra is weakly first-class due to the nonabelian group structure and the
origin of the second-class algebra is related to the symplectic structure irrelevant to
the local gauge anomaly. As a result, the gauge-invariant Wess-Zumino type action
was obtained. For further study, the role of the extended gauge symmetry in the ex-
tended phase space (or configuration space) and the other physical significance of the
Wess-Zumino like action remain.
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