























最近の多くのOSには, 巨大メモリーを高速に扱う為の機能として Translation look aside
buer (TLB) などと呼ばれる機能がある. これは, システムによって異なった名称が用
いられている. 例えば、SolarisではISM(Intimate Shared Memory), LinuxではHuge TLB,




























































1 R-benchmark25 Linux amd64 (AMD Opteron 2427 @ 2.2GHz)
Original Align16 ISM ISM + Align16I. Matrix calculation mean sd mean sd speed mean sd speed mean sd speedup up upCreation, transp., deformation of a 2500x2500 matrix 1.55 0.18 1.52 0.36 1.7% 1.22 0.19 27.1% 1.19 0.36 30.3%2400x2400 normal distributed random matrix ^1000 0.94 0.01 0.92 0.00 1.7% 0.89 0.01 5.7% 0.88 0.01 6.8%Sorting of 7,000,000 random values 1.20 0.01 1.24 0.01 -3.5% 1.20 0.01 -0.1% 1.23 0.01 -2.7%2800x2800 cross-product matrix (b = a’ * a) 0.38 0.00 0.38 0.00 0.5% 0.31 0.00 23.7% 0.32 0.03 20.8%Linear regr. over a 3000x3000 matrix (c = a b’) 0.34 0.04 0.22 0.01 54.1% 0.36 0.04 -5.8% 0.23 0.01 48.9%
Trimmed geom. mean (2 extremes eliminated): 0.76 0.76 -0.5% 0.73 3.8% 0.69 9.3%
II. Matrix functionsFFT over 2,400,000 random values 1.07 0.01 1.06 0.01 1.1% 0.90 0.00 19.0% 1.09 0.01 -1.8%Eigenvalues of a 640x640 random matrix 1.91 0.06 1.89 0.07 0.7% 1.90 0.07 0.2% 1.88 0.07 1.3%Determinant of a 2500x2500 random matrix 0.28 0.00 0.27 0.00 3.5% 0.26 0.00 10.9% 0.28 0.00 0.9%Cholesky decomposition of a 3000x3000 matrix 0.28 0.00 0.28 0.01 0.5% 0.26 0.00 7.7% 0.28 0.00 1.7%Inverse of a 1600x1600 random matrix 0.24 0.01 0.23 0.00 6.9% 0.25 0.00 -1.3% 0.22 0.00 9.5%
Trimmed geom. mean (2 extremes eliminated): 0.44 0.43 1.7% 0.39 12.4% 0.44 0.3%
III. Programmation3,500,000 Fibonacci numbers calculation (vector calc) 1.51 0.11 1.43 0.02 5.1% 1.53 0.09 -1.2% 1.40 0.01 8.0%Creation of a 3000x3000 Hilbert matrix (matrix calc) 1.34 0.06 1.18 0.00 13.5% 1.11 0.06 20.6% 1.18 0.00 13.9%Grand common divisors of 400,000 pairs (recursion) 5.12 0.33 3.84 0.12 33.2% 5.59 0.32 -8.5% 3.84 0.12 33.4%Creation of a 500x500 Toeplitz matrix (loops) 1.07 0.04 1.15 0.05 -6.9% 1.01 0.04 6.4% 1.14 0.05 -5.5%Escouﬁer’s method on a 45x45 matrix (mixed) 0.99 0.05 0.96 0.00 2.9% 0.99 0.05 0.2% 0.96 0.00 3.8%
Trimmed geom. mean (2 extremes eliminated): 1.30 1.25 3.6% 1.20 8.2% 1.23 5.1%
Total time for all 15 tests 18.22 16.60 9.8% 17.77 2.6% 16.10 13.2%Overall mean (sum of I, II and III trimmed means/3) 0.76 0.74 1.6% 0.70 8.1% 0.72 4.8%
2 R-benchmark25 Linux amd64 (Intel Xeon CPU E5430 @ 2.66GHz)
Original Align16 ISM ISM + Align16I. Matrix calculation mean sd mean sd speed mean sd speed mean sd speedup up upCreation, transp., deformation of a 2500x2500 matrix 0.75 0.16 0.71 0.28 6.3% 0.62 0.16 21.7% 0.60 0.28 25.1%2400x2400 normal distributed random matrix ^1000 0.67 0.00 0.67 0.00 -0.1% 0.65 0.00 2.1% 0.66 0.00 0.9%Sorting of 7,000,000 random values 0.93 0.01 0.92 0.01 1.2% 0.92 0.00 1.0% 0.91 0.00 1.7%2800x2800 cross-product matrix (b = a’ * a) 0.40 0.00 0.40 0.00 0.2% 0.38 0.00 5.9% 0.38 0.01 5.4%Linear regr. over a 3000x3000 matrix (c = a b’) 0.37 0.03 0.27 0.00 35.6% 0.36 0.04 3.1% 0.27 0.00 35.3%
Trimmed geom. mean (2 extremes eliminated): 0.58 0.57 2.1% 0.53 9.6% 0.53 9.9%
II. Matrix functionsFFT over 2,400,000 random values 0.86 0.01 0.86 0.01 -0.6% 0.78 0.00 10.1% 0.87 0.01 -1.4%Eigenvalues of a 640x640 random matrix 2.22 0.09 2.11 0.09 5.1% 2.10 0.08 5.3% 2.11 0.08 4.8%Determinant of a 2500x2500 random matrix 0.30 0.00 0.30 0.00 0.7% 0.28 0.00 7.4% 0.30 0.00 0.6%Cholesky decomposition of a 3000x3000 matrix 0.30 0.00 0.29 0.00 1.3% 0.27 0.00 11.2% 0.29 0.00 1.3%Inverse of a 1600x1600 random matrix 0.28 0.00 0.28 0.00 0.0% 0.27 0.00 1.4% 0.28 0.00 -0.1%
Trimmed geom. mean (2 extremes eliminated): 0.42 0.42 0.5% 0.39 8.9% 0.42 0.1%
III. Programmation3,500,000 Fibonacci numbers calculation (vector calc) 1.11 0.08 1.08 0.00 3.4% 1.11 0.08 0.3% 1.08 0.00 2.8%Creation of a 3000x3000 Hilbert matrix (matrix calc) 0.58 0.06 0.44 0.00 33.2% 0.50 0.06 17.7% 0.44 0.00 33.0%Grand common divisors of 400,000 pairs (recursion) 3.05 0.30 1.86 0.06 63.9% 3.23 0.29 -5.5% 1.86 0.06 63.9%Creation of a 500x500 Toeplitz matrix (loops) 0.84 0.04 0.84 0.04 1.0% 0.81 0.04 4.0% 0.85 0.04 -0.7%Escouﬁer’s method on a 45x45 matrix (mixed) 0.72 0.04 0.68 0.00 5.4% 0.73 0.04 -1.2% 0.68 0.00 5.8%
Trimmed geom. mean (2 extremes eliminated): 0.88 0.85 3.2% 0.87 1.0% 0.86 2.6%
Total time for all 15 tests 13.37 11.69 14.3% 13.00 2.9% 11.59 15.4%Overall mean (sum of I, II and III trimmed means/3) 0.60 0.59 1.9% 0.57 6.4% 0.58 4.1%
3 R-benchmark25 Linux amd64 Oproﬁle events (AMD Opteron 2427 @ 2.2GHz)







CYCLES _NO _FPU _OPS _RETIRED 49163 37864 47735 35816DISPATCH _STALL _FOR _RESERVATION _STATION _FULL 18486 13731 19182 13817DISPATCH _STALL _FOR _SEGMENT _LOAD 35 35 1DISPATCH _STALL _WAITING _FOR _ALL _QUIET 28 1DISPATCH _STALLS 37042 31747 35825 28795INSTRUCTION _CACHE _MISSES 35 32 25 36L1 _DTLB _AND _L2 _DTLB _MISS 81 73 16L1 _DTLB _MISS _AND _L2 _DTLB _HIT 65 68 52 47L2 _CACHE _MISS 279 247 214 211MAB _REQUESTS 19 10 12 15MAB _WAIT _CYCLES 105 84 85 97PAGE _TABLE _WALKER _1 3 2PAGE _TABLE _WALKER _2 159 156 39 25RETIRED _INDIRECT _BRANCHES _MISPREDICTED 17 11 14 13RETURN _STACK _OVERFLOWS 4 3 5 5
4 R-benchmark25 Linux amd64 Oproﬁle events (Intel Xeon CPU E5430 @ 2.66GHz)












のないものであろう. しかし, Rが遅いという不満はよく耳にする. Rはフリーソフト
ウェアであるので,誰かが実際にプログラミングしない限り,改善されることはない. わ
れわれが行った試みは,速度の劇的な改善をもたらすものではないし,使い方によっては
改悪にもなりうるものである. しかし, このような試みを積み重ねることによってのみ,
フリーソフトウェアとしてのRがより使いやすくなる. 今後も, Rにとって汎用的で良い
メモリー管理機構はどのようなものであるかを継続して調査・研究していきたいと考え
ている.
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