Abstract. Background subtraction (BS) is the art of separating moving objects from their background. The Background Modeling (BM) is one of the main steps of the BS process. Several subspace learning (SL) algorithms based on matrix and tensor tools have been used to perform the BM of the scenes. However, several SL algorithms work on a batch process increasing memory consumption when data size is very large. Moreover, these algorithms are not suitable for streaming data when the full size of the data is unknown. In this work, we propose an incremental tensor subspace learning that uses only a small part of the entire data and updates the low-rank model incrementally when new data arrive. In addition, the multi-feature model allows us to build a robust low-rank background model of the scene. Experimental results shows that the proposed method achieves interesting results for background subtraction task.
Introduction
The detection of moving objects is the basic low-level operations in video analysis. This basic operation (also called "background subtraction"or BS) consists of separating the moving objects called "foreground"from the static information called "background". The background subtraction is a key step in many fields of computer vision applications such as video surveillance to detect persons, vehicles, animals, etc., human-computer interface, motion detection and multimedia applications. Many BS methods have been developed over the last few years [3, 4, 24, 25] and the main resources can be found at the Background Subtraction Web Site 1 . Typically the BS process includes the following steps: a) background model initialization, b) background model maintenance and c) foreground detection. The Figure 1 shows the block diagram of the background subtraction process described here. In this paper, we show how to initialize and maintain the background model by an incremental and multi-feature subspace learning approach, as well our foreground detection method. First, we start with the notation conventions and related works. The remainder of the paper is organized as follows: Section 2 describes our incremental and multi-feature tensor subspace learning algorithm. Section 3 present our foreground detection method. Finally, in Sections 4 and 5, the experimental results are shown as well as conclusions.
Basic Notations
This paper follows the notation conventions in multilinear and tensor algebra as in [10, 14] . Scalars are denoted by lowercase letters, e.g., x; vectors are denoted by lowercase boldface letters, e.g., x; matrices by uppercase boldface, e.g., X; and tensors by calligraphic letters, e.g., X . In this paper, only real-valued data are considered.
Related Works
In 1999, Oliver et al. [22] are the first authors to model the background by Principal Component Analysis (PCA). Foreground detection is then achieved by thresholding the difference between the generated background image and the current image. PCA provides a robust model of the probability distribution function of the background, but not of the moving objects while they do not have a significant contribution to the model. Recent research on robust PCA [8, 9] can be used to alleviate these limitations. For example, Candes et al. [8] proposed a convex optimization to address the robust PCA problem. The observation matrix is assumed represented as: M = L + S where L is a low-rank matrix and S is a matrix that can be sparse or not. This decomposition can be obtained by named as Principal Component Pursuit (PCP), min L,S ||L|| * +λ||S|| 1 , s.t. M = L+S, where λ the weighting parameter (trade-off between rank and sparsity), ||L|| * denotes the nuclear norm of L (i.e. the sum of singular values of L) and ||S|| 1 the 1 norm of the matrix S (i.e. sum of matrix elements magnitude). The background sequence is then modeled by a low-rank subspace that can gradually change
