Primitive Triangular UHF Algebras  by Hudson, T.D & Katsoulis, E.G
journal of functional analysis 160, 127 (1998)
Primitive Triangular UHF Algebras
T. D. Hudson* and E. G. Katsoulis
Department of Mathematics, East Carolina University, Greenville,
North Carolina 278584353
E-mail: tdhmath.ecu.edu, katsoulisemail.ecu.edu
Received March 21, 1997; accepted April 7, 1998
We prove that a large class of triangular UHF algebras are primitive. We use two
avenues to obtain our results: a direct approach in which we explicitly construct
a faithful, algebraically irreducible representation of the algebra on a separable
Hilbert space, as well as an indirect, algebraic approach which utilizes the prime
ideal structure of the algebra. Using these results, we completely characterize the
primitive ideal spaces of all lexicographic algebras: An ideal there is primitive if and
only if it is closed prime. Specializing on the algebras A(Q, &), we obtain a complete
classification of their algebraic isomorphisms and epimorphisms through the use of
a new invariant involving the primitive ideal space. Finally, we characterize the
primitive ideal spaces of Z-analytic and order-preserving algebras, and obtain infor-
mation about their epimorphisms.  1998 Academic Press
Representation theory has played a fundamental role in the study of
algebras since the beginning of the subject. Of particular interest are the
irreducible representations, i.e., those whose representation spaces have no
nontrivial invariant manifolds. Naturally, then, ideals which are the kernels
of the irreducible representations, the primitive ideals, are a key component
of representation theory. Of fundamental importance is the intersection of
the primitive ideals, i.e., the Jacobson radical, especially since this ideal
admits several equivalent characterizations which do not involve represen-
tations [10, Theorem IX.2.3].
In the present paper, we study the representation theory of triangular
UHF algebras. A norm-closed subalgebra A of a UHF C*-algebra B is
said to be a triangular UHF algebra if A & A* is a canonical masa in B.
A large class of these algebras was previously shown by Donsig to be semi-
simple [2] (zero Jacobson radical); his proof used the spectral radius




Copyright  1998 by Academic Press
All rights of reproduction in any form reserved.
* Research partially supported by an NSF grant.
the representation theory. We now show that a large class of semisimple
triangular UHF algebras are in fact primitive, i.e., they admit a faithful
irreducible representation. This class of algebras includes virtually every
semisimple triangular UHF algebra currently in the literature, including all
semisimple lexicographic and Z-analytic algebras as well as algebras with
a presentation in which the standard embedding appears infinitely often,
algebras with a presentation for which all embeddings are mixing and have
uniformly bounded multiplicities, and algebras with a presentation in
which all the embeddings are order-preserving. These are the first classes of
algebras modeled on the upper triangular matrices that are shown to be
primitive.
We obtain our results through two very different paths. First, we take
a direct, constructive approach in which we explicitly build a faithful,
algebraically irreducible representation of the algebra. For algebras to
which this direct approach to primitivity applies, we get the additional
bonus that the algebra can be represented isometrically and irreducibly on
separable Hilbert space. For other classes of algebras, we take a somewhat
indirect, algebraic approach to proving primitivity that utilizes the prime
ideal structure of the algebras.
If .: A  B is an epimorphism between complex algebras and B is
primitive, then ker . is a primitive ideal of A, and moreover, Aker . is
isomorphic to B. This elementary fact combined with the abundance of
primitive triangular UHF algebras as witnessed by Theorems 2.2 and 4.5
suggests that the primitive ideal spaces of triangular UHF algebras play an
important role in their epimorphic theory and thus motivates the study of
primitive ideals. (Additional motivation comes from the fundamental work
of Jacobson on the structure topology; see also [12].) This task is under-
taken in Section 3 with the lexicographic algebras. This is a large and
diverse class that has received much attention in recent years as it includes
the motivating examples of triangular UHF algebras [18, 2628]. Using
our results on primitivity, we show that in lexicographic algebras, the
primitive ideals coincide with the closed prime ideals. Moreover, we establish
a bijective correspondence between the primitive ideals of a lexicographic
algebra A(0, &) and couples of the form (0 , +), where 0=0  (0"0 ) is a
direct interval decomposition of 0, 0"0 has no minimal element, and
+: 0  N is dominated by &. This implies a great variation in the primitive
ideal spaces of these algebras. Indeed, for some, including the standard,
refinement, and alternation algebras, the only nonzero primitive ideals are
the maximal ones. However for other algebras, the primitive ideal space is
chaotic. Applying our knowledge about primitive ideals on the algebras
A(Q, &), we obtain Theorem 3.7 which classifies the A(Q, &) up to algebraic
isomorphism and epimorphism. The key element in the proof is the use of
a new invariant for isomorphism between algebras. This invariant is explicitly
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calculated for a class of algebras much larger than that of A(Q, &) (see
Theorem 5.1).
Our knowledge of primitive ideal spaces and epimorphisms extends
further. Indeed, a by-product of our algebraic approach to primitivity is
that in all order-preserving, Z-analytic, and full nest algebras, the only non-
zero primitive ideals are the maximal ones. As a consequence, epimorphisms
between such algebras are automatically isomorphisms. This implies the
curious fact that there are no epimorphisms from an alternation algebra to
a standard algebra; this is in contrast with the abundance of epimorphisms
from alternation algebras to refinement algebras.
Part of the inspiration for this paper came from the work of Orr and
Peters on representations, in particular, [16, Example I.3]. (However, the
range of this particular representation was shown to be w*-dense in B(H).
As our focus is on algebraically irreducible representations, we are inter-
ested in representations whose ranges are algebraically (and not just
topologically) irreducible in B(H).) Other motivation comes from the
paper of Donsig [2] and from [9], and there are also connections to the
work of Muhly and Solel on representation theory [13, 14].
The research of this paper has already had some influence on subsequent
research. Indeed, in [6], Donsig and the authors use the results of Sections
3 and 4 and generalize Theorem 3.7 to arbitrary epimorphisms onto primitive
lexicographic algebras.
1. PRELIMINARIES
A representation of an algebra A is an algebra homomorphism \: A 
B(X) for some linear space X. The representation \ is called irreducible if
the only manifolds of X invariant for \(A) are (0) and X.
An ideal of an algebra is called primitive if it is the kernel of an algebrai-
cally irreducible representation of the algebra. An ideal I of an algebra A
is called prime if whenever J, K are ideals of A so that JKI, then
either JI or KI. Maximal ideals of unital algebras are primitive
[17, Theorem 4.1.9], and primitive ideals of algebras are prime [17, Theorem
4.1.8 (b)]. In the case of a Banach algebra, an ideal is primitive if it is the
kernel of a continuous irreducible representation on a Banach space. In
particular, primitive ideals are closed.
Let Mn denote the full n_n matrix algebra and Tn the algebra of all
n_n upper-triangular matrices. By a strongly maximal triangular in factors
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where ( pn)n is an increasing sequence of positive integers so that pn | pn+1
for each n, and where .n is an embedding that is V-extendible to a V-homo-
morphism on Mpn and takes sums of matrix units to sums of matrix units.
We call (1) a presentation for the algebra; clearly it is not unique. These
algebras and their generalizations, triangular UHF algebras and triangular
AF algebras, have received a great deal of attention in recent years, cf.
Power’s monograph [25].
Two well-known (and non-isomorphic) examples of strongly maximal
triangular in factors algebras are the standard and the refinement algebras.
Define the standard embedding, _k : Tn  Tnk , by
_k(A)=A } } } A
k summands
,
and the refinement embedding, \k : Tn  Tnk , by
\k([aij])=[aij Ik],
where Ik is the k_k identity matrix. Let [ pn]n be an increasing sequence
of positive integers such that pn | pn+1 for each n, and set kn= pn+1 pn .
Then  (Tpn , _kn) and  (Tpn , \kn) are the standard and refinement
algebras, respectively.
Let  (An , .n) be a strongly maximal triangular in factors algebra, so
An=Tpn for some n. This presentation fixes a system [e
(n)
ij | 1i jpn ,
n # N] of matrix units for A so that for each n1, [e (n)ij | 1i jpn] is
a system of matrix units for An . There are various ways of indexing this
system. For instance, in Section 2, we shall use the following indexing.
Assign to each matrix unit in An two n-tuples as indices. As usual, the first
is determined by the final space of the matrix unit while the second by its
initial space. Thus, it suffices to specify how to assign these indices for the
matrix units in An & An*. This is done inductively as follows: the matrix
units in A1 & A1* will be denoted as e1 ,..., ek1 , where i j if and only if the
matrix unit with initial space ej and final space ei belongs to A1 . Since each
ei is a sum of matrix units in A2 & A2* , we write
ei=e(i, 1)+e(i, 2)+ } } } +e(i, k2).
where k2= p2 p1 and st is equivalent to the fact that the matrix unit
with initial space e(i, t) and final space e(i, s) belongs to A2 . The inductive
step is now obvious.
Let A be a strongly maximal triangular in factors algebra, and let
D=A & A* be its diagonal. The normalizer of D in A is
ND (A)=[w # A | w is a partial isometry, wDw*D, and w*DwD].
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If e, f # ND (A), we say that x # ND (A) links e to f if x{0, xx* is a
subprojection of e*e, and x*x is a subprojection of ff *.
We shall need this characterization of closed prime ideals from [9].
Theorem 1.1. Let I be a closed ideal in a strongly maximal triangular
in factors algebra A. Then I is prime if and only if for every pair e, f # ND (A)
with e, f  I, there is x # ND (A) that links e to f so that ex f  I.
Another important tool for the study of prime ideals is the notion of a
boundary point for an ideal I of Tn . Define a matrix unit eij # Tn to be a
boundary point for I if it satisfies each of the following three conditions:
(i) eij  I,
(ii) j=n or else ei, j+1 # I, and
(iii) i=1 or else ei&1, j # I.
Lemma 1.2. Let A= (An , .n) be a strongly maximal triangular in
factors algebra. If I is a nonmaximal prime ideal of A, then there is n01
so that for each nn0 , An contains an off-diagonal boundary point for An & I.
Proof. If I & An has no off-diagonal boundary points for any n1,
then I contains all off-diagonal matrix units, and hence, the strong radical.
But then by [9, Corollary 5.5], I must be maximal, a contradiction. Thus,
there is some n01 so that I & An0 has a off-diagonal boundary point,
say e. If I & An has no off-diagonal boundary points for some nn0 , then
I & An contains all off-diagonal matrix units. However, e # An0 is off-
diagonal, and hence each restriction of e in An is also off-diagonal. This
implies that e # I & An0 , contradicting the fact that e is a boundary point
for I & An0 and so not in I & An0 . It follows that there is an off-diagonal
boundary point for I & An for every nn0 . K
2. A CONSTRUCTIVE APPROACH TO PRIMITIVITY
In this section we prove that a large class of semisimple triangular UHF
algebras are not only primitive, but can be represented isometrically and
irreducibly on separable Hilbert space (Theorem 2.2). We first require the
following lemma, which is an essential part of the proof of Kadison’s
Transitivity Theorem [15, Theorem 5.2.2].
Given a subalgebra A of B(H) and r>0, let (A)r denote the ball of
radius r.
Lemma 2.1. Let A be an operator algebra and r1. If (A)r is weakly
dense in (B(H))1 , then A is algebraically irreducible.
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Proof. Since the weak and strong closures coincide for convex sets
[1, Corollary IX.5.2], we may assume that (A)r is strongly dense in (B(H))1 .
Clearly, it suffices to prove the lemma for r=1. It is enough to show that
if given any pair of unit vectors x, y in H, there is an operator A in A
such that Ax= y. If T1= yx*, then there exists A1 # (A)1 such that
&A1x&T1 x&< 12 and &A1&1.
Now let T2=(T1x&A1x)x*, so T2x=T1x&A1x= y&A1x. Clearly

















for each n. It is clear that the desired operator is n=1 An .
Assume that .: Tn  Tnk is an embedding. A pair (s, t) is said to be a
mixing pair if e(n, s), (1, t) # Tnk (see the preliminaries for the explanation of
the notation e(n, s), (1, t)). Two mixing pairs are said to be distinct if their
first entries are distinct and their second entries are distinct. Given an
embedding ., we fix a collection m(.) of distinct mixing pairs for . which
is maximal with respect to cardinality. Let s$1<s$2< } } } <s$rk be the
indices which do not appear as first coordinates of elements of m(.), and
let t$1<t$2< } } } <t$rk be the indices which do not appear as second coor-
dinates. Then the pairs (s$1 , t$1), (s$2 , t$2),..., (s$r , t$r) are called the residual
pairs for .. Denote the class of residual pairs for . by r(.). Clearly
|m(.)|+|r(.)|=k. To any embedding .: Tn  Tnk we associate the mixing





For example, there are no mixing pairs for a refinement embedding \, so
c(\)=0. For a standard embedding _ of multiplicity k, it is elementary to
check that the cardinality of m(_) is k&1, so c(_)=(k&1)k.
Observe that c(.)>0 if and only if . is mixing in the sense of
Donsig [2]. Moreover, by [2, Corollary 6], we see that an algebra is semi-
simple if and only if it admits a presentation  (An , .n) so that c(.n)>0
for all n.
6 HUDSON AND KATSOULIS
Theorem 2.2. Let A be a strongly maximal triangular in factors algebra.
If  (An , .n) is a presentation for A so that n=1 c(.n)=+, then there
exists an isometric representation (?, H) of A on a separable Hilbert space
H so that ?(A) is algebraically irreducible. In particular, A is primitive.
The proof of Theorem 2.2 requires a construction and two technical
lemmas.




2 } } } k
2
n . Define Xn=
[1,..., kn], and let +n be the measure on Xn which assigns to each singleton
the value 1kn . Also let X be the product space >n=1 Xn and + the
(regular, Borel) product measure >n=1 +n .
If i=(i1 ,..., in) and j=( j1 ,..., jn), then the matrix unit e(n)ij can be viewed
as a partial homeomorphism on X, as follows: e (n)ij has initial space
D(e(n)ij )=[i1]_ } } } _[in]_Xn+1_Xn+2_ } } }
and final space
R(e(n)ij )=[ j1]_ } } } _[ jn]_Xn+1_Xn+2_ } } }
Actually, e (n)ij is defined by
e (n)ij (i, x1 , x2 , x3 ,...)=( j, y1 , y2 , y3 ,...)
if and only if
(i) e (n+1)(i, x1 ), ( j, y1 ) appears as a summand when e
(n)
ij is expressed as a
sum of matrix units from An+1 ,
(ii) e (n+2)(i, x1 , x2 ), ( j, y1 , y2 ) appears as a summand when e
(n+1)
(i, x1 ), ( j, y1 )
is
expressed as a sum of matrix units from An+2 , etc.
It is elementary to see that e (n)ij is continuous and measure preserving.
Thus, one can easily verify that if E and F are subsets of >n=1 Xn contain-
ing D(e (n)ij ) and R(e
(n)
ij ), respectively, then
(/D(e ij(n) )(/F b e
(n)
ij ), /E)=(/D( f ij(n))(/F b f
(n)









where the inner product is taken in L2(X, +) and f (n)ij is the partial homeo-
morphism of X defined by the map
(i, x1 , x2 , x3 ,...) [ ( j, x1 , x2 , x3 ,...). (3)
We now define the desired representation (?, H) of A. Let H=L2(X, +)
and define ?: A  B(H) by ?(e)!=/D(e)(! b e), for any matrix unit e # A
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and ! # H. Notice that if all embeddings .n , n=1, 2,..., are locally order-
preserving [3, 5], then the representation (?, H) of A would be of the
form ?( f )!=/D( f )(! b f ), where the homeomorphisms f are defined as
in (3). However, in general this is not true, which creates some of the
technicalities in the proof of Theorem 2.2.
Lemma 2.3. Let A1 and A2 be finite dimensional factors with A1A2 ,
and let [e (1)ij ]
m
i, j=1 be a matrix unit system A1 . Let [*ij]
m
i, j=1 be scalars
so that mi, j=1 *ij e
(1)
ij is a contraction. If e # A2 is a contraction, then




1j is also a contraction.
Proof. Let [e (2)kl ]
n





c(i&1)+2, c( j&1)+2+ } } } +e
(2)
ci, cj
for some constant c. With this identification, one easily sees that  *ije (1)ij
and  *ij e (1)im ee
(1)


































respectively, and the conclusions follows. K
Lemma 2.4. Let A and (?, H) be as above. Given any matrix unit e (n)ij























Moreover, if (*ij)ni, j=1 are scalars so that  *ij e
(n)
ij is a contraction, then
 *ij e^ (n)ij is also a contraction.
Proof. To prove the lemma, we require some additional definitions. If
.: Tn  Tkn is an embedding, then a pair (s, t) belongs to m(.; i, j) if and
only if e(i, s)( j, t) is of the form
e(i, s), ( j, t)=ei, ne(n, s$), (1, t$)e1, j
for some pair (s$, t$) # m(.). Since ei, n , e(n, s$), (1, t$) , and e1, j all belong
to Tnk , it is obvious that e(i, s), ( j, t) belongs to Tnk for any (s, t) # m(.; i, j ).
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In a similar fashion, one defines the set r(.; i, j ). It is obvious that
m(.; n, 1)=m(.) and r(.; n, 1)=r(.). For all i, j we now define
e (n)ij (1)= :
(s, t) # m(.n ; i, j)
e (n+1)(i, s), ( j, t)
e (n)ij (2)= :
(s, t) # r(.n ; i, j)
:
(s$, t$) # m(.n+1; (i, s), ( j, t))
e (n+2)(i, s, s$), ( j, t, t$)
e (n)ij (3)= :
(s, t) # r(.n ; i, j)
:
(s$, t$) # r(.n+1; (i, s), ( j, t))
:
(s", t") # m(.n+2 ; (i, s, s$), ( j, t, t$))
e (n+3)(i, s, s$, s"), ( j, t, t$, t")
b
First notice that e (n)ij (1), e
(n)






ij (2)+ } } } +e
(n)
ij (k).












The condition l=1 c(.l)= implies that the infinite product
>l=1 (1&c(.l)) converges to 0, and so e^
(n)
ij could be chosen as one of
the e^ (n)ij (k), for suitably large k. However, in order to satisfy the last
sentence of the lemma, we must proceed in a more careful manner.
We first choose k to be any integer so that >kl=1 (1&c(.n+l))1n, and
then define
e^(n)(k1 , k2 ,..., kn ), (1, 1,..., 1)=e
(n)





i, (k1 , k2 ,..., kn)
e (n)(k1 , k2 ,..., kn ), (1, 1,..., 1)(k) e
(n)
(1, 1,..., 1), j ,
for all other i, j. Notice that since e (n)(k1 , k2 ,..., kn ), (1, 1,..., 1) belongs to A, then e^
(n)
ij
also belongs to A (actually, e^ (n)ij belongs to one of the finite dimensional




=e (n)i, (k1 , k2 ,..., kn ) [e
(n)
(k1 , k2 ,..., kn ), (1, 1,..., 1)
&e^ (n)(k1 , k2 ,..., kn ), (1, 1,..., 1)] e
(n)
(1, 1,..., 1), j ,
?(e (n)(1, 1,..., 1), j) ?(e
(n)
jj )1
=/[1]_[1]_ } } } _[1]_Xn+1_Xn+2_ } } } =?(e
(n)
(1, 1,..., 1))1,
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and also














=|(?(e (n)(k1 , k2 ,..., kn), (1, 1,..., 1)&e^
(n)
(k1 , k2 ,..., kn), (1, 1,..., 1)
)
?(e (n)(1, 1,..., 1))1, ?(e
(n)











This proves the first sentence of the lemma. The validity of the second
sentence now follows from Lemma 2.3. K
Proof of Theorem 2.2. Let f (n)ij be as in (3) and by abusing notation,
let us denote as ?( f (n)ij ) the operator acting on A defined by ?( f
(n)
ij )!=
/D( f ij(n))(! b f
(n)
ij ). It suffices to show that any contraction of the form
 *ij ?( f (n)ij ) belongs to the weak closure of ?(A)1 , for then the proof
follows from Kaplansky’s Density Theorem and Lemma 2.1.
Let
e~ (n+m)ij = :
s=1, ..., m
1xskn+s
e^ (n+m)(i, x1 ,..., xm), ( j, x1 ,..., xm) ,
where the terms in the sum are defined in the proof of Lemma 2.4. We
claim that given any m # N, the element i, j *ij e~ (n+m)ij is a contraction.




*ij e^ (n+m)(i, x), ( j, x) (4)
has norm less that 1, since i, j *ije~ (n+m)ij is a direct sum of elements of the
form (4).
One should notice now that since  *ij ?( f (n)ij ) is a contraction, the same
is true for  *ije (n+m)(i, x), ( j, x) . Indeed, whatever is true, normwise, for one
matrix unit system is also true for any other matrix unit system with the
same indexing. Using the second sentence of Lemma 2.4, we obtain that
: *ij e^ (n+m)(i, x), ( j, x)
is a contraction and the conclusion follows.
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It remains to prove that the contractive sequence (i, j *ij?(e~ (n+m)ij ))

m=1
converges weakly to  *ij?( f (n)ij ). A moment’s reflection shows that it








tt )1) = lim
m  





But this follows from the construction of e~ (n+m)ij and Lemma 2.4. K
Using Theorem 2.2, we can show that numerous semisimple algebras are
primitive, including the well-known standard and \_-alternation algebras.
Corollary 2.5. If A is a strongly maximal triangular in factors algebra
with a presentation in which the standard embedding appears infinitely often,
then A is primitive.
Proof. The mixing constant of a standard embedding is greater than or
equal to 12. K
Corollary 2.6. If A has a presentation  (An , .n) so that the multi-
plicities of the .n are uniformly bounded and infinitely many of the .n are
mixing, then A is primitive.
Proof. Let k be the uniform bound for the multiplicities of the .n . If
.n is mixing, we have |m(.n)|1. But the multiplicities of the .n are
uniformly bounded by k, and hence c(.n)1k for infinitely many n. Thus
A is primitive by Theorem 2.2. K
To see that not every semisimple strongly maximal triangular in factors
algebra satisfies the conditions of Theorem 2.2, consider the following
example. Although the approach used in this section does not apply to the
presentation of the algebra given below, in Section 4, using different methods
we will see that this algebra is indeed primitive.
Example 2.7. Define an increasing sequence ( pn)n of positive integers
by setting p1=2, and for n2, let pn= pn&12 pn&1. Now let An=Tpn , and
define ,n : An  An+1 by ,n(A)=A\2pn&1&1 (A) for A # An , where \k
denotes the refinement embedding of multiplicity k. It is easy to see that
|m(,n)|=1 for each n, and so c(,n)=12 pn . Now if A,= (An , ,n),
then the sum of the mixing constants of the ,n ’s is at most 1, and so
Theorem 2.2 does not apply to A with this choice of presentation. K
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3. THE PRIMITIVE IDEAL SPACE OF
LEXICOGRAPHIC ALGEBRAS
Let (0, ) be a countable linear ordering, i.e., let 0 be a countable set
and  a linear order on 0. Let |: N  0 be an enumeration of 0 and let
&: 0  [2, 3, 4,...] be a multiplicity function; set |k=|(k) and &k=&(|k).
Also let Fn=[|1 , |2 ,..., |n], for n # N. View T&1 &2 } } } &n as the subalgebra An
of M&1&2 } } } &n which is spanned by the matrix units
eij=e(i1 , i2 ,..., in ), ( j1 , j2 ,..., jn ) ,
where i j if and only if there is some k0 # [1, 2,...n], depending on i
and j, such that ik0< jk0 and ik= jk for all |k<|k0 (notice that the index-
ing here is different than that of Section 2). Viewing An+1=T&1&2 } } } &n+1 in
a similar manner, we define the map n : An  An+1 to be the linear exten-




e(i1 , i2 ,..., in , !), ( j1 , j2 ,..., jn , !) .
It is clear that each n is a V-extendible, regular embedding, and so the direct
limit defines a strongly maximal triangular in factors algebra  (An , n).
A standard argument shows that a different enumeration will produce an
algebra isometrically isomorphic to the one above, and so there is no
ambiguity in denoting this algebra as A(0, &). The algebras A(0, &) were
introduced by Power [27] as the lexicographic algebras, and were studied
further in [18, 28]. Note that the familiar standard, refinement, and
alternation algebras are all examples of lexicographic algebras. Indeed,
0=Z& , Z+ , and Z yields the standard, refinement, and alternation
algebras, respectively.
In [27] Power showed that a lexicographic algebra was semisimple if
and only if 0 does not have a first element.
Proposition 3.1. Let A=A(0, &) be a lexicographic algebra. If 0 does
not have a first element, then A is primitive.
Proof. Since 0=(|n)n=1 has no minimal element, there is a subsequence
(|nk )

k=1 so that |nk<|n for all n<nk . Hence, .nk&1 : Ank&1  Ank is the
standard embedding. By Corollary 2.5, A is primitive. K
Our next goal is to classify the primitive ideal spaces of lexicographic
algebras.
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Lemma 3.2. Let A=A(0, &) be a lexicographic algebra with presenta-
tion  (An , .n), and let I be a prime ideal of A. Let eij be an off-diagonal
boundary point for An & I. Then there exists |s , 1sn, so that
(i) ik= jk for all |k<|s , and
(ii) ik=1, jk=&k , for all |k|s .
Proof. Since I is prime, by Theorem 1.1 there is an integer mn and
a matrix unit link x # Am & I so that e ijxeij  I. This implies the existence
of tuples ! and ‘ so that
(i, !)( j, !)(i, ‘)( j, ‘) (5)
and
e(i, !), ( j, ‘) # Am & Ic. (6)
From (5) we conclude that there is | s^ such that for any |k<| s^ , the k th
entries of ( j, !) and (i, ‘) are equal, while for |k=| s^ , the k th entries differ.
Notice that | s^  Fn (i.e., s^>n), or else (5) implies ji, a contradiction.
We now claim that given any k=1, 2,..., n with |k>| s^ , we have that
ik=1 and jk=&k . Assume that the claim fails, i.e., there is k=1,..., n with
|k>| s^ such that either i{1 or jk{&k . Assume that jk{&k . This implies
that if }~ is the successor of j, in the lexicographic order of An , then jk=}~ k
for all |k<| s^ , k=1, 2,..., n. Hence ( }~ , !)(i, ‘) and so (6) implies that
e(i, !), ( }~ , !) does not belong to I. On the other hand, j is smaller than }~ and
so ei, }~ belongs to I because ei, j is a boundary point of I. Hence e (i, !), ( }~ , !) ,
a restriction of ei, }~ , also belongs to I, a contradiction. This shows that
jk=&k for all |k| s^ . Similarly, if we assume that ik{1, for some |k|s^ , we
also arrive at a contradiction. These arguments show that the claim is true.
Set
|s=inf[|k # Fn | |k| s^].
Using the above claim and the second paragraph of the proof, we see that
this |s proves the lemma. K
Lemma 3.3. Let A=A(0, &) be a lexicographic algebra with presenta-
tion  (An , .n), and let I be a prime ideal of A. Then An contains exactly
one boundary point for An & I.
Proof. Let eij and e @^}^ be two distinct boundary points for An & I.
Claim 1. Either j< @^ or }^<i.
Assume that either i @^ j or i }^ j. If i }^ j, then Lemma 3.2
shows that i @^ j, which implies i @^ }^ j, i.e., e @^, }^ is not a boundary
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point. Similarly, if we assume that i }^ j, we obtain a contradiction and
this proves the claim.
Without loss of generality, we may assume that j< @^ Now since I is
prime, there is an mn and a link x # Am so that eijxe @^}^  I.
This implies the existence of tuples ! and ‘ so that ( j, !)( @^, ‘) and
e(i, !), ( }^, ‘) # Am & Ic. Thus, there exists a boundary point
ert=e(r1 , r2 ,..., rm ), (t1 , t2 ,..., tm )
such that r(i, !)( }^, ‘)t. Clearly ert is off-diagonal, and so by
Lemma 3.2 there is |s such that rk=tk , for any |k<|s , while rk=1,
tk=&k , for all |k|s . Let }~ be the immediate successor of j.
Claim 2. ( }~ , !)t.
From the above it follows that j and @^ differ only on entries correspond-
ing to |k|s ; in particular there exists |k0|s so that jk0< @^k0&k0 and
so
jk=}~ k for all |k<|s. (7)
Hence ( j, !) and ( }~ , !) are identical on all entries corresponding to |k<|s .
Thus, any two entries of ( }~ , !) and t corresponding to any |k<|s are equal.
Since all other entries of t are maximal, the proof of the claim is complete.
The validity of claim 2 implies that the matrix unit e(i, !), ( }~ , !) does not
belong to I. However, this matrix unit is a restriction of ei, }~ , which
belongs to I since eij is a boundary point. This contradiction proves the
lemma. K
Lemma 3.4. Let A=A(0, &) be a lexicographic algebra with presenta-
tion  (An , .n), and let I be a nonmaximal prime ideal of A. Let eij be the
(unique) boundary point for An & I. Then there exists integers in+1 , jn+1 so
that e(i, in+1 ), ( j, jn+1) is the (unique) boundary point for An+1 & I.
Proof. Let e @^, }^ be the unique boundary point for An+1 & I. Assume
that the lemma is false. Without loss of generality, we may assume that
(i1 , j1){( @^1 , }^1). We distinguish two cases:
Case 1. i1= j1
Let | s^ # 0 so that @^k= }^k for all |k<| s^ , and @^k=1, }^k=&k , for all
|k| s^ . Now for each k=1, 2,..., n we choose !k so that @^k!k }^k , and
also arrange so that
!1{i1 , j1.
14 HUDSON AND KATSOULIS
Finally, we choose ‘ so that the matrix unit e(!, ‘), (!, ‘) is a restriction of e!, !
and we require that if |n+1<| s^ , then ‘= @^n+1 . Then (8) shows that e!, !
belongs to I while its restriction e(!, ‘), (!, ‘) does not. This is a contradiction
and so Case 1 is impossible.
Case 2. @^1= }^1
Choose indices !1 , !2 ,..., !n so that i1!1 j1 , !1{ @^1 , }^1 , and
e!, ! # An & Ic. Hence, at least one of the restrictions of e!, ! belongs to
An+1 & Ic, i.e., there exist indices !n+1 , !n+1 so that e(!, !n+1 ), (!, !n+1 ) #
An & Ic and so !1=i1 , a contradiction.
Thus neither Case 1 nor Case 2 can occur, and the lemma must be
valid. K
Lemma 3.4 suggests the following scheme for constructing ideals in a
lexicographic algebra. Let A(0, &) lexicographic algebra and let (Fn)n=1
and (An)

n=1 be as before. Let 0=0  (0"0 ) be an order interval decom-
position and let +: 0  N be a function dominated by &, i.e., +(|)&(|)
for all | # 0 . Let n # N. We define In(0 , +) to be the ideal of An whose only
boundary point is the matrix unit ei, j , where
ik= jk=+(|k), if |k # Fn & 0
ik=1, jk=&k , if |k # Fn & (0"0 ).
It is clear that
.n(In(0 , +))In+1(0 , +)
and
.n(In(0 , +))=In+1(0 , +) & .n(An),
and so by [19, Proposition 2.5], the closed union of the chain (In(0 , +))n=1
yields an ideal I(0 , +) so that
I(0 , +) & An=In(0 , +).
It is elementary to see that the couple (0 , +) uniquely determines an
ideal I(0 , +), i.e., distinct couples correspond to distinct ideals.
Theorem 3.5. Let A(0, &) be a lexicographic algebra and let I be a
nonmaximal ideal of A(0, &). Then the following are equivalent.
(i) I is primitive,
(ii) I is closed prime, and
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(iii) I=I(0 , +), where 0=0  (0"0 ) is a order interval decomposi-
tion, 0"0 has no minimal element, and +: 0  N is dominated by &.
Proof. (i) O (ii). Well known.
(ii) O (iii). By Lemmas 3.2, 3.3, and 3.4, we conclude that for each
n # N, there is a unique boundary point e (n)ij =e(i1 ,..., in ), ( j1 ,..., jn ) for An & I
and an |(n) # 0 satisfying the properties of Lemma 3.2. The sequence
(|(n))n=1 is non-increasing and has a decreasing subsequence. Indeed, if no
such decreasing subsequence exists, the tail of the sequence, say for nn0 ,
is constant, and then a routine argument shows that there is no x # A so
that e (n0)ij xe
(n0)
ij  I; hence I is not prime by Theorem 1.1. We now define
0 =[| # 0 | |<|(n), for all n # N];
clearly 0"0 has no minimal element. Also, define a function +: 0  N by
+(|n)=in(= jn) provided that |n # 0 . With this choice of 0 and +, (iii)
follows.
(iii) O (i). Let (Fn)n=1 and (An)

n=1 be as before. Let Gn=Fn &
(0"0 ) and write Gn=[|k1 , |k2 ,..., |kln]. In what follows we need the
following notation. If i=(ik1 , ik2 ,..., ikln) is an ln -tuple associated with Gn ,
then @~ is an n-tuple associated with Fn and defined as
@~ k={+(|k),iklm ,
if |k # 0 ,
if |k=|klm # Gn.
We now define a lexicographic algebra B as follows. For n=1, 2,..., let
Bn=T&k1&k2 } } } &kln
. If Bn=Bn+1 , let n denote the identity map. If not, then




e(i, !), ( j, !) .
It is easily seen that n is a lexicographic embedding and so the limit
algebra B= (Bn , n) is a lexicographic algebra associated with the
ordered set 0"0 , and hence is primitive (Proposition 3.1).
Now define a map :n : An  Bn by
:n(eij)={e(ik1 , ik2 ,..., ikn ), ( jk1 , jk2 ,..., jkn ) ,0,
if eij  I(0 , +)
otherwise.
Since :n is essentially a compression by a semi-invariant projection, it is
multiplicative and contractive on the matrix units of An , and so extends to
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Bn wwn Bn+1 .
Thus, one may define a multiplicative, contractive map :: A  B whose
restriction on An coincides with :n , n # N. Clearly, ker : & An=I(0 , +) & An .
Since closed ideals are inductive, we conclude that ker :=I(0 , +).
Finally, : is onto B, a primitive algebra, and the theorem follows. K
We summarize.
Theorem 3.6. Let A(0, &) be a lexicographic algebra. Then an ideal is
primitive if and only if it is closed prime.
Moreover, there is a bijective correspondence I between primitive ideals
and couples of the form (0 , +), where 0=0  (0"0 ) is a direct interval
decomposition, 0"0 has no minimal element, and +: 0  N is dominated
by &. In addition,
I(0 1 , +1 )I(0 2 , +2 )
if and only if 0 10 2 and +1=+2 on 0 1 .
From the above we conclude that the lexicographic algebras correspond-
ing to 0=Z+ , Z& , Z, i.e., the refinement, standard, and alternation limit
algebras, respectively, have no nonzero, nonmaximal primitive ideals. If
0=[&] _ Z& , then the algebras A(0, &) contain exactly &(&) non-
maximal, nonzero primitive ideals (if &(|k)=2 for each k, the algebra A(0, &)
is the familiar ‘‘block-standard’’ algebra, introduced in [8, Example 1.6] and
[29, Example 3.2]). If 0=Q, then the algebras A(0, &) contain uncountably
many nonmaximal primitive ideals with zero intersection.
Let A be any complex algera and let Prim(A) denote the collection of
all primitive ideals of A. If I # Prim(A), then we set
Ib=. [J # Prim(A) | J/I].
Consequently we define a mapping &A : Prim(A)  N _ [+], as follows.
Given an ideal I # Prim(A), &A(I) denotes the number of minimal elements
in the set
[J # Prim(A) | IbJ];
17PRIMITIVE TRIANGULAR UHF ALGEBRAS
if there are infinitely many such elements, then we set &A(I)=+. This
way we associate to an arbitrary algebra A the invariant (Prim(A), , &A).
Given two such triplets (Prim(A), , &A) and (Prim(A), , &B) , we say
that they are isomorphic (denoted (Prim(A), , &A)r(Prim(A), , &B))
if there exists an increasing, bijective map s: Prim(A)  Prim(B) so that
&A=&B b s. Clearly, if A and B are isomorphic as complex algebras, then
(Prim(A), , &A)r(Prim(A), , &B). The opposite is not necessarily
true.
The invariant (Prim(A), , &A) is easily calculated for lexicographic
algebras. We do this for A=A(Q, &). Let I be a primitive ideal of A. By
Corollary 3.6 there exists t # R so that I=I(Q & (&, t], +) for some
+: Q  N dominated by &. Clearly, Ib is dense in I(Q & (&, t], +). Thus,
if t # Qc the only minimal element in the set
[J # Prim(A) | IbJ] (9)
is I. However, in the case where t # Q, the set in (9) contains &(t) minimal
elements, each one of the form
I(Q & (&, t], +^),
where +^( p)=+( p) for all p # Q & (&, t) and 1+^(t)&(t). Summarizing,
&A(I(Q & (&, t], +))={&(t),1,
if t # Q
if t # R"Q.
The invariant (Prim(A), , &A) is quite efficient in determining different
isomorphic or epimorphic classes for the algebras A(Q, &).
Theorem 3.7. Let A=A(Q, &1) and B=A(Q, &2).
(i) A and B are isomorphic as complex algebras if and only if there
exists an order bijection s: Q  Q so that &1(q)=&2(s(q)) for all q # Q.
(ii) There is an epimorphism from A to B if and only if there exists
t # R and a bijection s: Q & (t, +)  Q so that &1(q)=&2(s(q)) for all
q # Q & (t, +).
Proof. To prove (i), one direction is trivial. For the other, let .: A  B
be an isomorphism. If L1 is a maximal chain of primitive ideals in A, then
there exists +1 : Q  N, dominated by &1 , so that
L1=[I(Q & (&, t], +1) | t # R].
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Now the isomorphism . maps the chain L1 onto a maximal chain
L2=[I(Q & (&, t], +2 ) | t # R]
of primitive ideals in B and so it induces a bijection s: R  R so that
.(I(Q & (&, t], +1))=I(Q & (&, s(t)], +2).
From the disscusion preceding the theorem, we obtain that s(Q)=Q and
also &1( p)=&2(s( p)) for all p # Q.
For (ii), let .: A  B be an epimorphism. Then ker . is a primitive ideal
of A and so there exists t # R so that ker .=I(Q & (&, t], +) and also
Aker .$A(Q & (t, +), &1).
The conclusion follows now from (i). K
Finally, we remark that using Theorem 3.5 one may recapture the main
result of [27], i.e., the characterization of the Jacobson radical of a lexico-
graphic algebra.
4. AN ALGEBRAIC APPROACH TO PRIMITIVITY
In Section 2 we proved a large class of triangular UHF algebras are not
only primitive, but can be represented faithfully and irreducibly on separable
Hilbert space. The methods we used were direct in that a representation
with these properties was explicitly constructed.
Here, we take a different, and somewhat indirect, approach to proving
the primitivity of different families of semisimple triangular UHF algebras.
These methods involve utilizing the prime ideal structure of the algebras,
and so are algebraic in nature. As such, we can only conclude here that
there is a continuous, irreducible representation of the algebra on a Banach
space.
Theorem 4.1. A semisimple strongly maximal triangular in factors algebra
that contains only finitely many non-maximal prime ideals is primitive.
Proof. First note that in any direct limit of full upper triangular matrices,
the intersection of finitely many non-zero ideals is necessarily non-zero.
Assume that A is not primitive. Since every primitive ideal is prime
[17, Theorem 4.1.8(b)], it follows that there are only finitely many non-
maximal primitive ideals, none of which can be zero. However, the Jacobson
radical of a Banach algebra equals the intersection of the strong radical
with all non-maximal primitive ideals. It follows that the Jacobson radical
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of A is the intersection of the finitely many non-zero ideals, and hence is
non-zero. This contradiction proves the theorem. K
When attempting to prove an algebra is primitive, the previous result
allows us to focus our attention on the number of prime ideals in the
algebra. Unfortunately, we already know that that there are semisimple
triangular UHF algebras such as A(Q; &) with infinitely many prime ideals
(with zero intersection). However, as we now see, the theorem is useful in
identifying various classes of primitive algebras.
To examine our first family of algebras, we require this result.
Lemma 4.2. A nonmaximal, closed prime ideal in a strongly maximal
triangular in factors algebra has infinite codimension.
Proof. Let A be triangular UHF algebra with presentation  (An , .n),
and let I be a nonmaximal, closed prime ideal of A. If I is the zero ideal,
the conclusion is immediate. Suppose I is nonzero, so by relabeling, if
necessary, we may assume that A1 & I is nonzero. By Lemma 1.2, we may
assume that A1 contains an off-diagonal boundary point for A1 & I. Let
k1 be the number of off-diagonal matrix units of A1 that do not belong
to I. By Theorem 1.1, each such matrix unit e has a matrix unit link s in
some An so that ese  I. Since s is a matrix unit, there are off-diagonal
restrictions e1 , e2 of e in An so that e1 se2=ese. But e1se2  I implies that
neither e1 nor e2 can belong to I.
By the above argument, it is clear that we can choose N1 large enough
so that every matrix unit in A1"I has at least two off-diagonal restrictions
in AN1 that do not belong to I. Thus, the set of all matrix unit in AN1 that
do not belong to I has cardinality at least 2k. Arguing in this manner, we
can choose N2>N1 large enough so that every matrix unit in AN1 "I has
at least two off-diagonal restrictions in AN2 that do not belong to I. Thus,
the set of all matrix unit in AN2 that do not belong to I has cardinality at
least 22k.
Repeating this argument, we obtain a sequence (ANi ) i1 of algebras so
that for each i, the set of matrix units of ANi that do not belong to I has
cardinality at least 2ik. This shows that I has infinite codimension in A.
K
To describe the first class of algebras we consider, some definitions are
required. Fix a strongly maximal triangular in factors algebra A, and let X
denote the maximal ideal space of the abelian C*-algebra D=A & A*. The
spectrum or fundamental relation of A is the topological binary relation
R(A) on X such that (x, y) # R(A) if and only if there is an element v of
ND(A) so that y(d )=x(v dv*) for all d in D. The spectrum of A is an
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isometric isomorphism invariant for triangular AF algebras introduced by
Power [23].
Let B be the UHF C*-algebra corresponding to A, and let G be the
equivalence relation generated by R(A). A continuous function c: G  R is
called a cocycle if c(x, y)+c( y, z)=c(x, z) for all points (x, y), ( y, z) # G.
The algebra A is analytic if there is a cocycle c on G so that c&1([0, ))
=R(A). The standard, refinement, and alternation limit algebras are
analytic [30, Examples 6.16.3]; for strongly maximal non-analytic algebras,
see [11, Section 4], [25, Proposition 10.18], or [29, Example 3.2]. Algebras
that are analytic by an integer-valued cocycle are called Z-analytic [20, 22].
Although standard embedding algebras are the generic examples of Z-analytic
algebras, [20] gives an example of a semisimple, Z-analytic algebra which is
not generated by standard embeddings.
Corollary 4.3. A semisimple, Z-analytic strongly maximal triangular
in factors algebra is primitive.
Proof. Let I be a nonmaximal, nonzero closed prime ideal in the
semisimple Z-analytic triangular UHF algebra A. In particular, I is meet-
irreducible, and so by [4, Proposition 4.6], I has finite codimension in A.
However, by Lemma 4.2, I must have infinite codimension. This contra-
diction proves that there are no nonmaximal, nonzero closed prime ideals
in A, and so by Theorem 4.1, A is primitive. K
Remark. The proof of the corollary actually shows that the only closed
prime ideals in any Z-analytic algebra are the maximal ideals and, possibly,
the zero ideal. It follows that a Z-analytic strongly maximal triangular in
factors algebra has no nonmaximal, nonzero primitive ideals.
Next we consider order-preserving algebras. Order-preserving embeddings
from Tn to Tnk were characterized as direct sums of refinement embeddings
in [3, Theorem 5]; we shall not require their formal, and more technical,
definition here. If a strongly maximal triangular in factors algebra admits
a presentation  (An , .n) for which each .n is order-preserving, we call
it an order-preserving algebra. For more details on the order-preservation
properties of embeddings and limit algebras, we refer the reader to [3, 5, 24].
Our goal now is to prove that the class of semisimple order-preserving
algebras are primitive. We first need a preliminary result.
Lemma 4.4. An order-preserving strongly maximal triangular in factors
algebra has no nonmaximal, nonzero closed prime ideals.
Proof. Since A is order-preserving, we can fix a presentation  (An , .n)
for A so that each .n is an order-preserving embedding, i.e., a direct sum
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of refinement embeddings. If A is a refinement algebra, by [9, Corollary 5.6]
the only closed prime ideals of A are maximal and we are done.
Suppose that A is not a refinement algebra, and let I be a nonmaximal,
nonzero closed prime ideal of A. By [9, Corollary 5.5], I cannot contain
the strong radical, so for some n, I & An has a nondiagonal boundary
point, f. Since I{(0), by choosing a new presentation, if necessary, we can
assume I & A1 is nonzero. Hence, I & An{(0).
Let kn. Since .m is order-preserving for each m1 and compositions
of direct sums of refinements are direct sums of refinements, we have that
.k, n=\1 } } } \p for some p, where \i denotes the refinement embedd-
ing of some multiplicity. By the action of the refinement embedding, no
links for f in Ak can be contained inside any single summand \i (An) of
.k, n(An). Thus, if there is a matrix unit s in Ak so that fsf {0, then there
must be matrix unit restrictions f1 , f2 in Ak so that fsf =f1 sf2{0, and
moreover, f1 must belong inside some \s(An) and f2 inside some \t(An)
for s{t. Clearly then the product f1sf2 lies outside any of the diagonal
blocks \1(An), \2(An),..., \p(An).
Since I & An is nonzero, we can assume that f is not the upper right-
hand corner matrix unit of An (which is the boundary point for the zero
ideal in An). Thus, if f =e (n)i, j , then by the definition of a boundary point,
either e (n)i&1, j or e
(n)
i, j+1 belongs to I.
Case 1. e (n)i&1, j # I.
For each restriction g # Ak of f, there is a matrix unit restriction x # Ak
of .k, n(e (n)i&1, j ) so that
xx*Ogg* and x*x= g*g.
Since x is a restriction of .k, n (e (n)i&1, j ) and e
(n)
i&1, j # I, it follows that x # I.
In addition, notice that x necessarily lies inside the same \i (An) block of
Ak that g does. Thus, every matrix unit y of Ak "\i (An) and satisfying
y*y= g*g must necessarily belong to I. But if f1 , f2 , and s are as above
with fsf =f1sf2{0, then since ( f1 sf2)* ( f1sf2)= f2* f2 , by the previous
sentence f1 sf2 # I.
Case 2. e (n)i, j+1 # I.
For each restriction g # Ak of f, there is a matrix unit restriction x # Ak
of .k, n (e (n)i, j+1 ) so that
g*gOx*x and gg*=xx*.
Since x is a restriction of .k, n (e (n)i, j+1 ) and e
(n)
i, j+1 # I, it follows that x # I.
In addition, notice that x necessarily lies inside the same \i (An) block of
Ak that g does. Thus, every matrix unit y of Ak "\i (An) and satisfying
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yy*= gg* must necessarily belong to I. But if f1 , f2 , and s are as above
with fsf =f1sf2{0, then since ( f1sf2)( f1 sf2)*= f2 f2*, by the previous
sentence f1 sf2 # I.
It follows that for every matrix unit s in A, we have fsf # I. But by
Theorem 1.1, this implies that I is not prime, a contradiction. Hence, there
is no such nonmaximal, nonzero closed prime ideal I in A. K
Theorem 4.5. An order-preserving strongly maximal triangular in factors
algebra is primitive if and only if it is semisimple. In particular, an order-preserv-
ing algebra is primitive if and only if it is not a refinement algebra.
Proof. Let A be a semisimple order-preserving algebra. By Lemma 4.4
A has at most one nonmaximal closed prime ideal. Thus, by Theorem 4.1
A is primitive. The reverse implication is trivial. The second statement is
obvious since the only order-preserving algebras which are not semisimple
are the refinement algebras. K
Recall the algebra A, of Example 2.7 that was semisimple yet did not
satisfy the hypotheses of Theorem 2.2. It is immediate that the embeddings
,n are order-preserving, being direct sums of refinement embeddings, so by
the previous result, A, is primitive.
As another application of our results on primitivity, we consider epimor-
phisms between order-preserving algebras.
Theorem 4.6. Let A and B be order-preserving algebras such that B
is not a refinement algebra. If :: A  B is an epimorphism, then : is an
isomorphism.
Proof. By Theorem 4.5 B is primitive, so let ?: B  B(X) be a faithful,
algebraically irreducible representation of B on a Banach space X. It
follows that ? b : is an algebraically irreducible representation of A on B(X).
Thus, ker(? b :)=ker : is a primitive ideal of A. Since A is order-preserving,
by Lemma 4.4 A has no nonmaximal, nonzero closed prime ideals. But
primitive ideals are closed prime, so every primitive ideal of A is either
maximal or zero. But Aker : is isomorphic to B, and AM for M a maxi-
mal ideal is finite dimensional whereas B is an infinite dimensional algebra.
Hence ker : is zero.K
Remark. A consequence of the previous theorem is that there are no
epimorphisms from an alternation algebra to a standard algebra. Indeed, if
there were such an epimorphism, then by the theorem it would be an
isomorphism, but these are algebras are not (algebraically) isomophic by
[24, Remark 3.4] and [6, Theorem 1.4]. Finally, we point out that one can
construct epimorphisms from alternation algebras to refinements algebras.
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5. GENERALIZATIONS
In Section 3, we investigated the primitive ideal spaces of lexicographic
algebras. In what follows we work with a generalization of lexicographic
algebras. The extent of our generalization is measured by the following: our
class includes all full nest algebras [7], while Power’s lexicographic algebras
includes only the refinement algebras. Once again (0, ) is a countable
linear ordering and |: N  0 is an enumeration of 0 (in this case, the
enumeration | plays an important role; different enumerations will
produce, in general, different operator algebras). Let &: 0  [2, 3, 4,...] be
a multiplicity function and set |k=|(k) and &n=&(|k).
Viewing An as in Section 3, we define the map .n : An  An+1 to be the




e(i, !), ( j, ?n (i, j )(!)) ,
where ?n(i, j) is a family of permutations of the set [1, 2,..., &n+1] satisfying
the following properties:
(i) ?n( j, k) b ?n(i, j)=?n(i, k) for all i, j, k, and
(ii) ?n(k, j)(!)=! if ik= jk for all |k|n+1 .
It is clear that each .n is a V-extendible, regular embedding, and so the direct
limit defines a strongly maximal triangular in factors algebra  (An , .n).
Most of the results of Section 3 generalize easily to this new class of
operator algebras. Thus, as in Theorem 3.6, an ideal I in A(0, &, ?) is
primitive if it is closed prime. Moreover, there exists a bijective corre-
spondence between the primitive ideals of A(0, &, ?) and couples of the form
(0 , +), where 0=0  (0"0 ) is a direct interval decomposition of 0, 0"0
has no minimal element, and +: 0  N is dominated by &. The invariant
(Prim(A), , &A) is also easily calculated for the algebras A(0, &, ?);
however we do not know if it is a complete invariant for the algebras
A(Q, &, ?). In this general situation, one can show that
&A(I(Q & (&, t], +))={&(t),1,
if t # Q
if t # R"Q,
which leads to the following generalization of Theorem 3.7.
Theorem 5.1. Let A=A(Q, &1 , ?1) and B=A(Q, &2 , ?2).
(i) If A and B are isomorphic as complex algebras, then there exists
an order bijection s: Q  Q so that for all q # Q, &1(q)=&2(s(q)).
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(ii) If there is an epimorphism from A to B, then there exists t # R
and a bijection s: Q & (t, +)  Q so that for all q # Q & (t, +),
&1(q)=&2(s(q)).
We demonstrate the strength of this theorem with an example.
Example 5.2. Consider the lexicographic algebras A(Q, &, ?), A(Q, &^, ?~ ),
and A(Q, &~ , ?~ ), where
(i) &( p)=2 for all p # Q and ?n(i, j)=id for all n
(ii) &^( p)=4 for all p # Q and ?^n(i, j)=id, except in the case where
jk=4, for all kpn .
In that case we let ?^n(i, j)(t)=t+1 mod 4.
(iii) &~ ( p)=4 for all p # Q and ?~ n(i, j)=id for all n.
First notice that the enveloping C*-algebra for all three algebras is the
CAR algebra. The previous theorem implies that A(Q, &, ?) and A(Q, &^, ?^)
are not isomorphic as complex algebras. Similarly, A(Q, &, ?) and A(Q, &~ , ?~ )
are not isomorphic. However, we cannot decide whether A(Q, &^, ?^) and
A(Q, &~ , ?~ ) are isomorphic or not.
The results of Section 4 not only identify a wide variety of primitive
algebras but also characterize the representation theory for at least two
classes of (not necessarily semisimple) triangular UHF algebras. Indeed,
the results of the previous section show that for both order-preserving
strongly maximal triangular in factors algebras and Z-analytic strongly
maximal triangular in factors algebras, the primitive ideal structure is trivial,
i.e., with the possible exception of the zero ideal, all primitive ideals are
maximal. The next result shows that this is also true for the class of full
nest algebras [7], the nest embedding algebras studied in [5, 21], and the
algebra of [2, Example 13].
Proposition 5.3. If the Jacobson and strong radicals of a strongly
maximal triangular in factors algebra coincide, then every primitive ideal is
maximal.
Proof. Let A be a strongly maximal triangular in factors algebra whose
Jacobson and strong radicals coincide. By [9, Corollary 5.6], every closed
prime ideal of A is maximal. Since primitive ideals are closed prime
[17, Theorem 4.1.8(b)], it follows that every primitive ideal is maximal. K
The results of Section 4 on order preserving algebras can be generalized
as follows. Let .: Tk  Tnk be an embedding. Then . is said to be a split
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embedding if there exists a projection P= li=1 e ii in Lat Tk so that . is of
the form
PAP 0 PAP=
.(A)=_ 0 A 0 & .0 0 P=AP=
Clearly . is V-extendible and regular. We call the number l the split for ..
If .=.1 } } } .n is a direct sum of split and refinement embeddings,
then by the splits for . we mean any of the splits for .1 ,..., .n , if any. Let
l1 ,..., ln&1 be integers so that




for k=1,..., n&1. Then l1 , l2 ,..., ln&1 are said to be the joints for ..
Theorem 5.4. If A= (Ai , .i) is a strongly maximal triangular in
factors algebra so that each .i is a direct sum of split and refinement embed-
dings and so that the splits for .i are contained in the joints for .i&1 , then
A is primitive, except in the case where A is a refinement algebra.
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