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Abstract. We introduce a rigorous definition of general power-spectrum responses as re-
summed vertices with two hard and n soft momenta in cosmological perturbation theory.
These responses measure the impact of long-wavelength perturbations on the local small-
scale power spectrum. The kinematic structure of the responses (i.e., their angular depen-
dence) can be decomposed unambiguously through a “bias” expansion of the local power
spectrum, with a fixed number of physical response coefficients, which are only a function
of the hard wavenumber k. Further, the responses up to n-th order completely describe the
(n+ 2)-point function in the squeezed limit, i.e. with two hard and n soft modes, which one
can use to derive the response coefficients. This generalizes previous results, which relate
the angle-averaged squeezed limit to isotropic response coefficients. We derive the complete
expression of first- and second-order responses at leading order in perturbation theory, and
present extrapolations to nonlinear scales based on simulation measurements of the isotropic
response coefficients. As an application, we use these results to predict the non-Gaussian part
of the angle-averaged matter power spectrum covariance CovNG`=0(k1, k2), in the limit where
one of the modes, say k2, is much smaller than the other. Without any free parameters, our
model results are in very good agreement with simulations for k2 . 0.06hMpc−1, and for any
k1 & 2k2. The well-defined kinematic structure of the power spectrum response also permits
a quick evaluation of the angular dependence of the covariance matrix. While we focus on
the matter density field, the formalism presented here can be generalized to generic tracers
such as galaxies.
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1 Introduction
The large-scale distribution of matter in the Universe encodes a very rich set of observational
imprints that can and have been used to test cosmological models. The standard way to
describe its statistical properties is via n-point correlation functions of the matter density
fluctuations field δ(x) [1]. The simplest such object is the 2-point correlation function, ξ(r),
which measures the correlations of the density contrast in regions of the Universe separated
by a distance r. Its Fourier counterpart is the matter power spectrum,
〈δ(k)δ(k′)〉 = (2pi)3δD(k + k′)〈δ(k)δ(k′)〉′ = (2pi)3δD(k + k′)Pm(k) . (1.1)
Here and throughout, angle brackets denote an ensemble average and a prime on a correlator
indicates that the overall momentum conserving (2pi)3δD(ktot) factor is dropped. For an ini-
tially Gaussian distributed density field, and during the linear regime of structure formation,
the power spectrum encodes all the statistical information of the matter field. Higher order
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n-point functions become important during the later stages of structure formation, when
mode-coupling between different Fourier modes develops specific non-Gaussian signatures;
or when the primordial density fluctuations are themselves non-Gaussian, as predicted by a
range of inflation models [2]. Accurate theoretical predictions of these higher-order correla-
tions are thus necessary to properly exploit the statistical information of the observational
data. Even studies that rely solely on comparing the predicted matter power spectrum with
observations, such as gravitational lensing, require a good understanding of higher-order cor-
relations because the mode coupling adds an important contribution to the matter power
spectrum covariance. This is described by a specific configuration of the matter trispectrum,
the Fourier transform of the connected 4-point correlation function [3, 4].
The complexity of modeling n-point functions increases rapidly with n. This holds for
perturbation theory methods (see Ref. [1] for a review) as well as measurements in N-body
simulations. Perturbative approaches, including the effective field theory (EFT) approach
[5, 6] (see Ref. [7] for a review), are limited to the quasi-linear regime, i.e., wavenumbers
k . kNL, where kNL = 0.3 hMpc−1 is the nonlinear scale at redshift z = 0. Numerical
simulations of structure formation are currently the only available tool to accurately pre-
dict matter fluctuations in the nonlinear regime, but these predictions do not come without
downsides. Simulations require significant amounts of computational resources, which makes
it harder to obtain quick predictions, needed for instance to cover multidimensional spaces
of cosmological models. Higher-order (n > 2)-point correlations require significantly larger
volumes to obtain converged results, as they live in higher-dimensional parameter spaces. Fur-
thermore, estimators of higher-order correlations become themselves more computationally
demanding. Attempts at precision measurements of the bispectrum B(k1,k2,k3) (3-point
correlation function) illustrate these challenges [8–10].
A simplification of the study of higher order correlation functions can be achieved by
focusing on so-called squeezed limit configurations, i.e.,
〈δ(k)δ(k′)δ(p1)δ(p2) · · · δ(pn)〉c , with pi  k, k′ (i = 1, 2, · · · , n) and p12..n  k, k′ .
(1.2)
Here, a subscript c indicates that we are considering only the connected part of the correlator,
and we adopt a shorthand notation for the sum of vectors: k12···n = k1 + k2 + · · ·kn. We
shall also denote magnitudes of vectors as k = |k|. This squeezed-limit (n + 2)-point func-
tion represents the coupling of n long-wavelength (or soft) modes with two short-wavelength
(or hard) modes. Symmetries of the large-scale structure provide strong constraints on this
squeezed limit, a result that is known as “consistency relations” [11–21]. Further, Ref. [22]
linked a particular angle-average of these squeezed configurations of the matter (n+ 2)-point
function to the n-th order response Rn(k) of the local matter power spectrum to an initial
density perturbation (more precisely, for the case of n superimposed spherically symmetric
soft modes). These responses, which are a subset of more general response coefficients defined
below, can be measured accurately with separate universe simulations [23–26], which incorpo-
rate spherically symmetric long-wavelength perturbations by simulating curved Friedmann-
Robertson-Walker cosmologies (see also Refs. [27–31] for further applications of the separate
universe approach).
One of the main goals of this paper is to show how the relation between squeezed-limit
(n+2)-point correlation functions and responses can be generalized beyond the special case of
n spherically symmetric perturbations, to cover the full shape of these correlation functions at
leading order in pi/k. This is related to the multipoint-propagator formalism [32], although
the latter works at the level of the density field, not the power spectrum considered here. For
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any given value of n, we will see that there is a well-defined, finite set of response coefficients
RO(k), which includes the above-mentioned isotropic response coefficient Rn(k). One can
think of these coefficients as describing the response of the local nonlinear matter power
spectrum Pm(k;x, τ) measured around position x at conformal time τ to the leading local
gravitational observables. These observables include the density perturbation, tidal field,
as well as convective time derivatives thereof. The RO(k) can therefore be regarded as the
coefficients of a “bias expansion” of the local nonlinear matter power spectrum, in analogy
with the expansion of galaxy bias (see Ref. [33] for a review).
The response coefficients RO(k) are physical observables that can be measured in sim-
ulations, and one can use physical considerations to evaluate their magnitude and scale
dependence (see for example the detailed discussions in Refs. [22, 28]). We describe a pro-
cedure which uses perturbation theory results on large scales, together with the simulation
measurements of the isotropic response coefficients presented in Ref. [22], to make physically
well-motivated estimates for the RO(k). Note that these responses, which quantify the effect
of long-wavelength perturbations on the nonlinear gravitational evolution of the small-scale
power spectrum, are to be distinguished from the response of the power spectrum to changes
in the initial power spectrum, which were measured in Refs. [34, 35].
The sequence of steps followed in this paper can be outlined as follows:
i. First, we rigorously define general power spectrum responses, which we denote as Rn
(n = 1, 2, · · · ) (Sec. 2). These are functions of several angles and momentum ratios and
describe the general (i.e., not angle-averaged) squeezed limit of (n + 2)-point functions
involving two hard and n soft modes. The small-scale modes are allowed to be fully
nonlinear. A diagrammatic representation of these response-type interactions shows how
these responses can be used in more general perturbative calculations.
ii. We write the local power spectrum as a bias-like expansion of response coefficients RO(k)
that multiply all leading gravitational observables on which the local power spectrum can
depend (namely, the density and tidal fields and their time derivatives) at any given order
in perturbation theory (Sec. 3). In this way, the Rn are decomposed into a finite set of
functions of k only, multiplied by kernels that are uniquely determined by perturbation
theory. This decomposition enormously simplifies the description of the responses Rn.
iii. We then use these results to provide fully nonlinear predictions for R1 and R2, which are
exact on large scales, but use a physically motivated extrapolation of simulation results
on small scales. First, we derive the large-scale predictions for the RO(k) relevant for R1
and R2 by matching to the tree-level matter bispectrum and trispectrum, respectively
(Sec. 4). We then use the measured simulation results for the isotropic coefficients
R1(k), R2(k) presented in Ref. [22] to extrapolate all RO(k) to nonlinear scales, by
employing a separation into “growth” and “dilation” effects (Sec. 5).
As an interesting first application of our framework, we use our description of R2 to
predict the squeezed limit of the matter power spectrum covariance, as was already suggested
by Ref. [36]. This corresponds to a special case of Eq. (1.2) with n = 2, k′ = −k, p2 = −p1,
and p1 = p2  kNL (Sec. 6). We shall see that this formalism, which combines analytical
results with small-volume simulation measurements, allows one to match covariance matrix
estimates based fully on numerical simulations to very good degree all the way up to k =
1hMpc−1 (the interested reader might have a quick look at Fig. 2 on p. 25). We also expand
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the squeezed covariance in a Legendre multipole expansion and briefly analyze its three non-
vanishing moments (monopole, quadrupole and hexadecupole). In Sec. 7, we summarize
our main conclusions and outline possible future applications of the framework. Finally,
Appendix A lists the Feynman diagram conventions that we adopt in the main body of the
paper; in Appendix B, we illustrate explicitly the equivalence between R2 and the 4-point
connected correlation function in the squeezed limit; and in Appendix C, we specify the
distinction between Eulerian and Lagrangian definitions of power spectrum responses.
Throughout this paper, we always assume a flat ΛCDM cosmology with the follow-
ing parameters (the same as those of the covariance matrix estimates from simulations in
Ref. [37]): h = 0.72, Ωmh
2 = 0.1334, Ωbh
2 = 0.02258, ns = 0.963, σ8(z = 0) = 0.801.
2 Power spectrum response: definition and connection to squeezed (n+2)-
point functions
In this section, we use diagrammatic representations of interactions (or mode-coupling) in
cosmological perturbation theory to define the power spectrum responses, and show how
they are directly related to certain squeezed limits of (n+ 2)-point correlation functions (see
Appendix A for a summary of the Feynman rules). We begin with the simplest case of the
first-order response, and then generalize to n-th order.
2.1 First-order response
Consider the nonlinear matter power spectrum, which is denoted as a “blob” propagator
with two outgoing modes,
Pm(k)
k′ k
≡ Pm(k, t) (2pi)3δD(k + k′) . (2.1)
Throughout, arrows denote the direction of momentum as well as time. Further, whenever
it leads to no confusion, we suppress the time argument t to shorten the notation. We will
discuss aspects of the time dependence at the end of this section. The nonlinear power spec-
trum is a non-perturbative quantity, and the blob can be understood as resumming infinitely
many perturbative contributions including counterterms. The linear power spectrum on the
other hand will be denoted with a dot in our notation.
Now, consider the following, also non-perturbative, 3-point interaction vertex, with two
outgoing hard (high-momentum, or wavenumber) Fourier modes, and one ingoing soft (low-
momentum) mode, all defined at a fixed time t:
lim
p→0

R1(k, µ)
k′ k
p
 ≡ 12R1(k;µk,p; t)Pm(k, t) (2pi)3δD(k + k′ − p) . (2.2)
where µk,p = k · p/(kp). Here and throughout, thick and thin lines denote hard and soft
lines, respectively. Further, the notation limp→0 is not to be understood as mathematical
limit, but signifies that only the leading contribution in this limit, i.e. the lowest power of p,
is kept. The resummed vertex in Eq. (2.2) defines the first-order power spectrum response
R1. The meaning of R1 can be elucidated as follows. In the limit p/k → 0, we have k′ ≈ −k.
That is, up to corrections suppressed by p/k, the hard modes are in the same configuration
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as in the case of the nonlinear matter power spectrum Eq. (2.1). The comparison between
Eqs. (2.2) and (2.1) then provides justification to call R1(k;µk,p) a power spectrum response,
in that it describes the impact of the linearly evolved soft mode δ(1)(p) on the nonlinear power
spectrum. Note that we do not require that k,k′ be in the perturbative regime, i.e., they are
allowed to be fully nonlinear. On the other hand, in addition to having to be much smaller
than k, p is also assumed to be in the perturbative regime, i.e. p kNL. One might wonder
why we have not allowed for R1 to depend on p. The reason is that in the low-p limit, a
long-wavelength perturbation modulating the power spectrum appears as a uniform (spatially
constant) contribution to the density and tidal field. Any dependence on the wavelength of
the soft mode enters only at order (p/k)2 or (p/kNL)
2 (whichever is larger). The same will
correspondingly hold for higher-order responses. This will be explicitly justified in the next
section.
The vertex corresponding to R1 has three lines, suggesting that its leading contribution
will be at the three-point function (bispectrum) level. Indeed, we can obtain its contribution
to the (equal-time) bispectrum by attaching a soft power spectrum as in
lim
p→0

R1(k, µ)
PL(p)
k′ k
p
+ (k↔ k′)
 = R1(k;µk,p)Pm(k)PL(p) (2pi)3δD(k+k′+ p) ,
(2.3)
where the black dot represents the linear power spectrum PL(p) (see Appendix A). This
constitutes the dominant contribution to the matter bispectrum, B(k,k′,p) in the squeezed
limit p/k  1. To demonstrate this, we can work at tree level in perturbation theory, in
which case we have that
Btree(k,k′,p) = 2
[
F2(k,p)PL(k) + (k↔ k′)
]
PL(p) + 2F2(k,k
′)PL(k)PL(k′), (2.4)
where F2 is the symmetrized second order perturbation theory kernel (see Eq. (3.18) below).
The two terms in brackets in Eq. (2.4) correspond to the diagram of Eq. (2.3) at tree level.1
The second term in Eq. (2.4), ∝ PL(k)PL(k′), corresponds to a diagram where two hard
ingoing modes form a soft outgoing mode, and it is not classifiable as a power spectrum re-
sponse. However, in the squeezed limit that we are considering, this interaction is suppressed
by F2(k,k
′) ∝ (p/k)2. This is required by mass and momentum conservation: by definition,
small-scale perturbations can only redistribute the mass within a region that is much smaller
than the scale 1/p of the long mode. This means that fluid momentum generated by the cou-
pling of small-scale modes is of order ip/k2, which leads to a contribution to the large-scale
density suppressed by (p/k)2 (see Appendix B of Ref. [38] for a more detailed discussion).
Beyond this, there is a further suppression by PL(k)/PL(p) which, given p k, is much less
than 1 for p & 10−2 hMpc−1 due to the shape of the power spectrum.
As shown in more detail in Sec. 4, the tree-level prediction for R1 can be read off from
equating the first two contributions in Eq. (2.4) to Eq. (2.3):
Rtree1 (k;µ) =
47
21
− 1
3
k
P ′L(k)
PL(k)
+
(
8
7
− kP
′
L(k)
PL(k)
)(
µ2 − 1
3
)
. (2.5)
1At tree level in perturbation theory, the blob in Eq. (2.3) turns into an F2 vertex with a propagator for
momentum k (and similarly for k′ to account for the k↔ k′ permutation).
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Note that indeed, Rtree1 is independent of p, as it should be. Moreover, the dependence on µ
simply consists of a monopole and a quadrupole. We will see below that the fully nonlinear
response R1 retains a very similar structure, and is completely described by two functions
of k, which reduce to Eq. (2.5) on large scales. The physical interpretation of the angular
structure (i.e., the µ dependence) is addressed in the next section. Beyond tree level, we can
write for the squeezed-limit bispectrum,
lim
p→0
B(k,k′,p) = lim
p→0
〈δ(k)δ(k′)δ(p)〉′c = R1(k, µk,p)Pm(k)PL(p) , (2.6)
where corrections away from the limit p→ 0 are suppressed by (p/k)2 and (p/kNL)2.
2.2 Generalization to n-th order responses
Having gained intuition with the simpler first-order case, we now provide the definition of
the general n-th order response Rn. It is defined analogously to R1 in Eq. (2.2) as
lim
{pa}→0

Rn(k, · · · )
k′ k
p1 pn
 = 12Rn(k; {µk,pa}, {µpa,pb}, {pa/pb})Pm(k)
× (2pi)3δD(k + k′ − p1···n) , (2.7)
which corresponds to the modulation of the nonlinear matter power spectrum Pm(k) by
n linearly evolved long-wavelength modes p1, · · · , pn. Here and throughout, the notation
lim{pa}→0 implies that only the lowest powers in all of the pa are kept. Specifically, the
leading correction to Eq. (2.7) for finite soft momenta is suppressed by
max
{
p2
k2
,
p2
k2NL
}
where p ≡ max{pa}a=1,···n . (2.8)
As we will see below in concrete examples, all singular terms in the pa → 0 limit cancel
in Eq. (2.7), so that the limit can be taken in any order. Note that, in addition to k, Rn
depends on n(n+ 1)/2 cosines of wavenumbers, as well as on n(n− 1)/2 relative magnitudes
of soft momenta, adding up to a total of n2 + 1 arguments including k. Recall that Rn
does not depend on the overall scale of the pa in the limit pa/k → 0. Analogously to the
relations in Eqs. (2.3) and (2.6) between the first-order response and the 3-point correla-
tion function, the n-th order response contributes to the connected (n + 2)-point function
〈δ(k)δ(k′)δ(p1) · · · δ(pn)〉c in the kinematic regime where the modes p1,p2, · · ·pn are soft
(the condition that |p1···n|  k must also hold), through the following diagram:
lim
{pa}→0
 Rn
k′
k
p1
pn
+ (perm.)
 = 〈δ(k)δ(k′)δ(p1) · · · δ(pn)〉c,Rn
= n!Rn(k; {µk,pa}, {µpa,pb}, {pa/pb})Pm(k)
[
n∏
a=1
PL(pa)
]
(2pi)3δD(k + k
′ + p1···n) . (2.9)
The factor n! arises from the permutations among the pa. The subscript Rn on the correlator
indicates that we are considering only the contributions that involve Rn, and the squeezed
limit is implicitly assumed. In addition to Eq. (2.9), there are two other types of terms that
contribute to the (n+ 2)-point function in this limit:
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1. Contributions of the form
∝ Pm(k)PL(pa)PL(pb)PL(|pab|) · · ·PL(|pc···d|)︸ ︷︷ ︸
n soft power spectra
. (2.10)
These diagrams can be broken down into vertices involving only soft lines (which can
be treated in standard perturbation theory) that interact with the nonlinear power
spectrum in a response vertex of lower-order Rm (m < n is the number of soft lines
that attach to the Rm response vertex, and these must include at least one whose
momentum is the sum of two or more soft momenta). A schematic example of such a
term is
Rm
PL(|pjk|) F2
F3
k′
k
pj
pk
. (2.11)
Explicitly, at n = 2, there is a single such contribution given by (see Appendix B)
R1
PL(|p12|) F2
k′
k
p1
p2
+ (perm.)
= R1(k;µk,p12)Pm(k) [2F2(−p12,p2)PL(|p12|)PL(p2) + (p1 ↔ p2)]
× (2pi)3δD(k + k′ + p12) . (2.12)
2. Contributions of the form
∝ PL(k)PL(k′)PL(p2) · · ·PL(pn) ,
∝ PL(k)PL(|k + pa|)PL(|k + pij |)PL(p3) · · ·PL(pn) , and so on, (2.13)
where we have only written tree-level contributions. These terms are characterized
by two or more hard power spectra (and correspondingly n − 1 or less soft power
spectra). They necessarily result from two or more ingoing hard modes combining
to soft modes, and are the generalization of the squeezed-bispectrum contribution ∝
PL(k)PL(k
′) in Eq. (2.4). Therefore, they do not correspond to response vertices.
However, as discussed above, in the squeezed regime, they are highly suppressed both
by mass-momentum conservation and by the shape of the matter power spectrum. If
nh is the number of hard power spectra in a given contribution, they are suppressed
by (p/k)2(nh−1)[PL(k)/PL(p)]nh−1, where again p ≡ max{p1, p2, · · · , pn}. On the other
hand, loop corrections are instead suppressed by factors of (p/kNL)
3+nP , where nP =
d lnPL/d ln k is the linear power spectrum index, evaluated at a scale of order kNL (to
be distinguished from the primordial spectral index ns).
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To summarize, the leading contributions to the squeezed-limit (n + 2)-point function
with two hard and n soft modes are completely described by the responses Rm with m ≤ n.
This contains the contribution of Eq. (2.9), proportional to Rn, as well as those of point
1 above, which are given in terms of Rm, 1 ≤ m < n. We stress that this holds for fully
nonlinear hard modes. The only restriction is that p min{k, k′, kNL}. In Appendix B, we
illustrate this in detail by listing all the terms for n = 2 at tree level.
In the discussion presented thus far, the responses Rn are vertex interactions that de-
pend, in addition to k, also on the orientations and relative magnitudes of the soft modes, for
a total of n2 +1 arguments. One may therefore argue that, at least at first sight, the problem
of calculating the squeezed limit of correlation functions has not been significantly reduced.
Crucially however, as we will see in the next section, there is a well-defined decomposition
of the Rn into a finite number of response coefficients RO(k) which are only a function of k,
multiplied by specific kinematic shapes, i.e. functions of the angles and relative magnitudes
of the soft modes. For R1, there are two such coefficients and kinematic shapes, while for R2,
there are six. Thus, instead of being a free function of five arguments, we will see that R2 is
completely determined by six functions of k only, which represents a significant reduction in
functional freedom. These discussions are the subject of the next section.
Before continuing however, for completeness, we restore the time dependences in the
relation between squeezed (n+2)-point functions and Rn. Specifically, the responses describe
the contributions to the unequal time (n+ 2)-point functions in the limit {pa} → 0 as
〈δ(k, t)δ(k′, t)δ(p1, t1) · · · δ(pn, tn)〉′c,Rn
= n!Rn (k, t, {ta}; {µk,pa}, {µpa,pb}, {pa/pb})Pm(k, t)
n∏
a=1
PL(pa, ta) , (2.14)
where, we recall, the subscript Rn indicates that only those contributions that are captured
by Rn are considered, and the squeezed limit is implied. At tree level, i.e. to zeroth order in
k/kNL, the Rn are directly related to the perturbation theory kernels, and hence independent
of time in an Einstein-de Sitter (EdS) universe. This also holds in ΛCDM to better than
percent-level accuracy. Beyond tree level, the time independence no longer holds. In the EdS
limit however, this time dependence only appears in the response coefficients RO(k), which
are multiplied by time-independent kernels. Thus, to percent-level accuracy, we can write
Rn (k, t, {ta}; {µk,pa}, {µpa,pb}, {pa/pb}) = Rn (k, t; {µk,pa}, {µpa,pb}, {pa/pb}) . (2.15)
We stress that the response approach does not rely on the EdS approximation, and can be
analogously performed using the exact ΛCDM expansion history as well.
It is also worth noting that additional terms enhanced by k/pa appear in the squeezed
limit of unequal-time (n+ 2)-point functions, which are induced by the displacement of the
small-scale modes by the large-scale modes [39] (note that the terms derived in Ref. [39] for
the bispectrum appear only if the hard modes are evaluated at different times, whereas the
response vertices always describe two hard modes at equal time). It can be shown that these
contributions are also described by responses, and are of the type of Eq. (2.11), i.e., they
involve Rm with m < n.
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3 Decomposition into response coefficients
We now show how the responses Rn can be decomposed into a set of k-dependent coefficients
multiplying distinct kinematic shapes. For this, we first derive how the Rn measure the
response, or modulation, of the matter power spectrum in the presence of n long-wavelength,
linearly evolved density fluctuations. This can be formulated precisely by defining the re-
sponse as the functional derivative of the local nonlinear power spectrum with respect to the
amplitude of the long-wavelength density perturbations, δ(1)(pa) [22, 36]
Rn
(
k; {µk,pa}, {µpa,pb}, {pa/pb}
)
=
1
n!Pm(k)
dnPm(k|δ(1)(p1), · · · , δ(1)(pn))
dδ(1)(p1) · · · dδ(1)(pn)
∣∣∣
δ(1)(pa)=0
.
(3.1)
Here, we implicitly require that pa  k, and pa  kNL, since the notion of a local power
spectrum is only meaningful in this limit. The meaning of Pm in Eq. (3.1) can be rigorously
understood as follows. Let us consider a region of size L, with 1/k  L  1/p and L 
1/kNL, and measure the Fourier modes δ(k) within this volume. Since the large-scale modes
can be approximated as constant over this region, it corresponds to a homogeneous (though
not necessarily isotropic) patch of space, so that the local, anisotropic power spectrum of
small-scale modes in the region of size L, 〈δ(k)δ(k′)〉L, is meaningful.
In order to derive the functional derivative in Eq. (3.1), we treat the local, small-scale
power spectrum as a particular case of a biased tracer (see Sec. 2 of Ref. [33] for a detailed
introduction). For this, it is convenient to work in a mixed real/Fourier-space representation.
While the small-scale modes are described in Fourier space (within the region of size L
as described above), we treat the large-scale modes in real space. In the large-scale bias
expansion, we have to include all local gravitational observables that can be constructed out
of the long-wavelength modes. As shown in Refs. [40, 41], these consist of all nonlinear local
combinations of the tidal tensor ∂i∂jΦ(xfl[τ ], τ), as well as its convective time derivatives.
Here, xfl(τ) denotes the fluid trajectory leading to a given Eulerian position x at time
τ , while convective time derivatives are defined as D/Dτ = ∂/∂τ + vi∂/∂xi, where vi =
dxifl/dτ is the velocity of the matter fluid. Reference [41] derived a compact set of complete,
linearly independent terms in the bias expansion at any order, on which we will rely in our
considerations below.
To start with, we write the local, anisotropic power spectrum within a region of size L
around position x as a sum of operators (kˆikˆj · · · )Oij···(x) describing the local gravitational
observables corresponding to the long-wavelength modes, multiplied by “bias,” or response
coefficients RO(k):
Pm(k|x)
Pm(k)
− 1 =
∑
O
RO(k)
(
kˆikˆj · · ·
)
Oij···(x) , (3.2)
where we have continued to suppress the time argument (recall that RO ≡ RO(k, t) in
general). The notation
(
kˆikˆj · · ·
)
stands for a product of unit vectors that are contracted
with Oij···, and which effectively take into account the preferred directions induced in the
local patch by the long-wavelength modes. Let us discuss a few noteworthy aspects of the
expansion of Eq. (3.2). As before, we define p ≡ max{p1, p2, · · · , pn}.
1. The large-scale modes provide preferred directions, so that the growth of small-scale
perturbations within the region considered depends on the angle of the small-scale
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modes with these directions. We have therefore allowed the local power spectrum to be
direction-dependent. Note however that Pm(−k|x) = Pm(k|x) still has to hold, since
the density field is real. Contributions of the form kˆiOi, or in fact any term involving
odd powers of kˆ, are therefore forbidden. Given these constraints and the results of the
bias expansion of general tracers, there is a well-defined set of operators appearing in
the expansion of Eq. (3.2) at any given order in perturbations.
2. By definition, the operators Oij··· describe the modulation of the local power spectrum
within the region of size L  1/p. They should therefore be interpreted as coarse-
grained on the scale L, although we do not emphasize this in the notation. Moreover,
in analogy to the bias expansion for galaxy or halo overdensities [42, 43], the operators
Oij··· are to be considered as renormalized. This implies in particular that 〈Oij···〉 = 0.
3. In real space and evaluated along a fixed fluid trajectory, each of the leading operators
Oij··· is given by a combination of terms which each involve exactly two spatial deriva-
tives acting on the gravitational potential Φ [40, 41]. Note that Oij··· does in general
contain terms that are nonlocal in ∂i∂jΦ, such as, at second order, (∂i∂j/∇2)(∇2Φ)2.
When evaluating these operators in perturbation theory at a fixed Eulerian position
(x, t), we also obtain terms that correspond to the displacement of the fluid trajec-
tory from the Lagrangian position. These terms are of the form sk∂kOij···, where
s(q, t) = xfl(q, t) − q is the Lagrangian displacement and q is the Lagrangian coordi-
nate of the fluid trajectory.
4. Beyond the leading local gravitational observables mentioned above, there are also
contributions to the bias expansion that have more than two spatial derivatives of Φ
in Eq. (3.2). Each additional derivative yields a power of pa ≤ p. Since odd powers of
k are ruled out by the constraint that the density field is real, the leading such higher-
derivative term is of order p2. The coefficients of these higher-derivative terms contain
a spatial scale which describes the size of the region “probed” by the tracer. In our
case, the tracer is the matter power spectrum Pm(k|x), which means that the spatial
scale has to be at least 1/k. Furthermore, even very small-scale modes k  kNL probe
scales that are of order the nonlinear scale 2pi/kNL ∼ 20h−1 Mpc, which corresponds
to the typical distance traveled by dark matter particles over the course of structure
formation. In summary, the leading higher-derivative contributions to Eq. (3.2) are
expected to scale as
max
(
p2
k2
,
p2
k2NL
)
, (3.3)
and are therefore small. In fact, these higher-derivative terms are of the same order as
the terms in squeezed-limit (n+2)-point functions that are not captured by the response
definition of Eq. (2.2) and Eq. (2.7). We therefore do not include them throughout. In
principle, it is possible to do so, thereby allowing the response approach to recover as
well subleading contributions to squeezed-limit (n+ 2)-point functions, but we do not
do this here.
5. At any given order m in standard perturbation theory, the operators Oij··· contracted
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with kˆikˆj · · · can be written as(
kˆikˆj · · ·
)
O
(m)
ij···(x) =
[
m∏
a=1
∫
pa
]
eix·p12···mK(m)O ({pˆb}, {pb/pc}) δ(1)(p1) · · · δ(1)(pm) ,
(3.4)
where K(m)O is a kernel that is specific to the m-th order contribution in perturbation
theory to the operator O. Similarly to the perturbation theory kernels Fn, we assume
without loss of generality that K(m)O is fully symmetrized in its arguments. The Fourier-
space kernel only involves the unit vectors pˆa as well as relative magnitudes pb/pc of the
soft modes. Even though, as mentioned above, nonlocal terms are present in the Oij···
in real space, the Fourier representation is an algebraic function of these quantities.
We will encounter concrete examples illustrating Eq. (3.4) and the properties of KO
below. In Eq. (3.4), as throughout, we have implicitly assumed that all quantities are
evaluated at a fixed time t. In general, KO is a function of t as well, although it is
independent of time in the EdS approximation, which we will assume throughout. If
better than percent-level precision in ΛCDM is desired, then this time dependence can
be straightforwardly incorporated.
We are now in a position to decompose the responses. At fixed order n in perturbation
theory, Eq. (3.2) is given by
Pm(k|x)
Pm(k)
− 1 n-th order=
∑
O
RO(k)
(
kˆikˆj · · ·
)
O
(n)
ij···(x) , (3.5)
where the sum runs over all operators which start at n-th or lower order in perturbation
theory (we will see concrete examples below). Crucially, the coefficients RO(k) are indepen-
dent of the order n in perturbation theory that is employed to describe the soft modes pa
that make up the operators O
(n)
ij···. After inserting Eq. (3.4) into Eq. (3.5), and the resulting
equation into Eq. (3.1), we can write the response Rn as a sum over kernels multiplied by
coefficients that only depend on k:
Rn
(
k, t; {µk,pa}, {µpa,pb}, {pa/pb}
)
=
∑
O
RO(k, t)K(n)O ({pˆa}, {pa/pb}) , (3.6)
where the sum runs over the same operators as in Eq. (3.5). This exercise therefore organizes
the cumbersome multi-dimensional dependencies of Rn into a simpler linear combination of
the response coefficients RO(k, t), which depend only on the scale k and time t, and that
multiply the kernels K(n)O , which unambiguously fix the possible angular and configuration
dependencies. We stress that while the kernels K(n)O are independent of time in the commonly
used EdS-approximated standard perturbation theory approach, as mentioned above, the
RO(k, t) always depend on time, as they capture fully nonlinear structure formation.
Before continuing, we note that the RO can be seen as “Eulerian” response coefficients,
as we have expanded the matter power spectrum in terms of operators at the final time. In
Appendix C, we introduce a slightly different definition of “Lagrangian” response coefficients
RLO, which are a generalization of those introduced in Ref. [22], and analogous to the La-
grangian bias coefficients of dark matter halos. These correspond to a different basis in the
same vector space, i.e., at any given order n, the Lagrangian RLO can be expressed in terms
of the Eulerian RO, and vice versa. Crucially however, the expression for the full response
Rn is independent of the choice of Eulerian or Lagrangian, or any other equivalent basis.
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3.1 General power spectrum expansion
As mentioned above, the expansion of Eq. (3.2) can be constructed out of ∂i∂jΦ(x, τ) and
its convective time derivatives. We now provide a recipe to write down this expansion by
following Ref. [41], who defined2
Π
[1]
ij (x, τ) =
2
3ΩmH2∂i∂jΦ(x, τ) = Kij(x, τ) +
1
3
δijδ(x, τ) , (3.7)
where Ωm(τ) is the ratio of matter density to critical density and H = a−1da/dτ is the
conformal Hubble rate. Π[1] contains the density perturbation and the tidal field via δ =
tr[Π[1]] and
Kij ≡ Π[1]ij −
1
3
δij tr[Π
[1]] =
(
∂i∂j
∇2 −
1
3
δij
)
δ . (3.8)
The superscript [1], which is to be distinguished from (1), refers to the fact that Π[1] starts at
first order in perturbation theory, but contains higher order terms as well. We then recursively
define higher-order tensors Π[n] by taking convective time derivatives as (see Ref. [41] for more
details)
Π
[n]
ij =
1
(n− 1)!
[
(Hf)−1 D
Dτ
Π
[n−1]
ij − (n− 1)Π[n−1]ij
]
, (3.9)
where f = d lnD/d ln a is the linear growth rate and D(τ) is the linear growth factor. As
shown in Ref. [41] for the case of the galaxy number density, the complete bias expansion
consists of all scalar combinations of the Π
[n]
ij that are relevant at any given order. However,
the operators tr[Π[n]] with n > 1 are degenerate with lower-order operators, since they are
completely determined by the equations of motion for matter. For this reason, they do not
need to be included in the bias expansion.
We now wish to generalize this expansion to the local matter power spectrum. Thus, we
include all terms that have an even number of indices to contract with kˆikˆj · · · , i.e. 2-tensors,
4-tensors, and so on, again excluding tr[Π[n]] with n > 1. Up to second order, we have
1st order δij tr[Π
[1]] , Π
[1]
ij (3.10)
2nd order δijδkl tr[(Π
[1])2] , δijδkl(tr[Π
[1]])2 , δijΠ
[2]
kl , Π
[1]
ij Π
[1]
kl , δijΠ
[1]
kmΠ
[1]m
l ,
δijΠkl tr[Π
[1]] . (3.11)
In the expansion of Eq. (3.2), the 1st order terms above are to be contracted with kˆikˆj , while
the 2nd order terms are contracted with kˆikˆj kˆkkˆl. For clarity of presentation, we have left
the 2nd order terms written above unsymmetrized. Further, note that the term δijδkl tr[Π
[2]]
is absent following the discussion above. Although we only list the corresponding terms up
to second order, the expansion in Eqs. (3.10)–(3.11) can be continued to any desired order
(accompanied by a proliferation of the number of terms: at third order for example, there
are 14 terms).
A very similar expansion can be performed in Lagrangian space, using the Lagrangian
deformation tensor
Mij(q) ≡ ∂qisj(q) . (3.12)
2Note that the prefactor 2/(3ΩmH2) is absorbed into the definition of Φ there.
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In this case, since convective time derivatives reduce to ordinary time derivatives in La-
grangian space, the basis can be simply constructed out of the m-th order contributions
M
(m)
ij to Mij . This is in contrast to the Π
[m]
ij introduced in the Eulerian expansion above:
due to the fact that convective time derivatives are nontrivial in Eulerian coordinates, the
tensor Π
[m]
ij is not simply the m-th order contribution to Π
[1]
ij . As we have noted already
above, the choice of Lagrangian vs. Eulerian expansions amounts to a basis choice in the
same vector space, so that the final result for Rn is independent of the choice of expansion.
We will used the Eulerian expansion Eqs. (3.10)–(3.11) in the following, as they are more
directly related to standard perturbation theory results.
3.2 First-order expansion
Let us begin by deriving the decomposition of the linear response R1. From Eq. (3.10), we
see that there are only two relevant operators, which we parametrize as Oij = {δ δij , Kij}.
Equation (3.5) then becomes
Pm(k|x)
Pm(k)
− 1 = R1(k)δ(x) +RK(k)kˆikˆjKij(x) , (3.13)
where R1 ≡ Rδ. Here and in the following, any long-wavelength operator is evaluated at linear
order in perturbation theory, unless explicitly stated otherwise, i.e., we drop the superscript
(1) in the following. Performing a Fourier transform in the long-wavelength mode, and using
that in Fourier space,
Kij(p) =
[
pipj/p2 − δij/3
]
δ(p) , (3.14)
we obtain the following decomposition of R1:
R1 ≡ 1
Pm(k)
dPm(k|δ(p))
dδ(p)
∣∣∣∣
δ(p)=0
= R1(k) +RK(k)
(
µ2 − 1
3
)
, (3.15)
where µ = p · k/(pk). The coefficients R1(k) and RK(k) can be derived at tree level by
plugging the above definition of R1 into Eq. (2.6). We shall do this explicitly in the next
section.
3.3 Second-order expansion
Including all second-order operators from Eq. (3.11) in Eq. (3.5) (slightly rewritten to single
out the density and tidal fields) and performing the Fourier transform on the two long-
wavelength modes, we obtain
Pm (k|δ(p1)δ(p2))
Pm(k)
− 1 = R1(k)
[
δ(2)(p1,p2)
]
+RK(k)
[
kˆikˆjK
(2)
ij (p1,p2)
]
(3.16)
+
1
2
R2(k)
[
δ(p1)δ(p2)
]
+RKδ(k)
[
kˆikˆjKij(p1)δ(p2)
]
+ RK2(k)
[
Kij(p1)K
ij(p2)
]
+RK.K(k)
[
kˆikˆjKil(p1)K
l
j(p2)
]
+ RKK(k)
[
kˆikˆj kˆlkˆmKij(p1)Klm(p2)
]
+RΠˆ(k)
[
kˆikˆjΠˆij(p1,p2)
]
,
where R2 ≡ 2Rδ2 , and
Πˆij ≡
(
∂i∂j
∇2 −
1
3
δij
)(
δ2 − 3
2
(Kij)
2
)
(3.17)
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is directly related to the trace-free part of Π
[2]
ij (see Appendix C of Ref. [33]). Note that we
only need to consider the trace-free part of Π[2], as the trace is equivalent to other terms
already taken into account.
As noted in the discussion above, the first two terms on the right-hand side of Eq. (3.16)
are required by the physical definition of the first-order response, since two long-wavelength
modes which combine to a second-order density field and tidal field are to be multiplied
by the corresponding first-order response coefficients. This is why the above second-order
expansion contains eight terms, as opposed to only six as one could naively expect from
Eq. (3.11). This is analogous to the term b1δ
(2) appearing in the expansion of biased tracers
at second order (see Sec. 2.2 in Ref. [33]). The explicit kinematic dependence encoded in
Eq. (3.16) follows from standard perturbation theory, using
δ(2)(p1,p2) ≡ F2(p1,p2)δ(p1)δ(p2) =
[
5
7
+
2
7
µ212 +
1
2
µ12
(
p1
p2
+
p2
p1
)]
δ(p1)δ(p2),
(3.18)
kˆikˆjK
(2)
ij (p1,p2) ≡ µ1µ2µ12 −
1
3
µ212 +
5
7
(
(kˆ · p12)2
p212
− 1
3
)
(1− µ212)
+
1
2
µ12
[
(µ21 −
1
3
)
p1
p2
+ (µ22 −
1
3
)
p2
p1
]
, (3.19)
kˆikˆjΠˆij(p1,p2) ≡
(
(kˆ · p12)2
p212
− 1
3
)[
δ(p1)δ(p2)− 3
2
Klm(p1)K
lm(p2)
]
, (3.20)
where µ1 = kˆ · pˆ1, µ2 = kˆ · pˆ2 and µ12 = pˆ1 · pˆ2. The kinematic shape of Πˆij and K(2)ij
contains the quantity (kˆ · p12)2/p212, which is a consequence of the fact that these terms are
nonlocally related to ∂i∂jΦ in real space. Defining f12 = p2/p1, the said term can be written
as
(
(kˆ · p12)2
p212
− 1
3
)
(1− µ212) =
(
(µ1 + f12µ2)
2
1 + f212 + 2f12µ12
− 1
3
)
(1− µ212)
f12=1
=
1
2
(µ1 + µ2)
2(1− µ12)− 1
3
(1− µ212) , (3.21)
where in the second equality we have specialized to the case p1 = p2. Interestingly, the ratio-
nal function in the angles reduces to a polynomial shape in this particular limit. Combining
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Eqs. (3.18), (3.19), (3.20), (3.16) and (3.1), we can then write
R2(k;µ1, µ2, µ12, f12) = R1(k)
[
5
7
+
µ12
2
(
f12 +
1
f12
)
+
2
7
µ212
]
+RK(k)
[
µ1µ2µ12 − 1
3
µ212 +
5
7
(
(µ1 + f12µ2)
2
1 + f212 + 2f12µ12
− 1
3
)
(1− µ212)
+
1
2
µ12
((
µ21 −
1
3
)
f12 +
(
µ22 −
1
3
)
1
f12
)]
+
1
2
R2(k) +
1
2
RKδ(k)
[
µ21 + µ
2
2 −
2
3
]
+RK2(k)
[
µ212 −
1
3
]
+RK.K(k)
[
µ1µ2µ12−1
3
µ21 −
1
3
µ22 +
1
9
]
+RKK(k)
[
µ21µ
2
2 −
1
3
(
µ21 + µ
2
2
)
+
1
9
]
+
3
2
RΠˆ(k)
(
(µ1 + f12µ2)
2
1 + f212 + 2f12µ12
− 1
3
)
(1− µ212) . (3.22)
We stress again that this expression for the full second-order response R2 is valid for fully
nonlinear k.
A similar expression has been derived in Ref. [36] using the squeezed limit of the tree-
level four-point function. In particular, when restricting to f12 = 1, Eq. (3.22) matches
Eq. (3.16) of Ref. [36], but with a different kinematic basis. That is, their coefficients An
are linear combinations of our RO. Note however that the kinematic basis in Eq. (3.22) is
derived from operators that correspond to physical, local observables. In Sec. 5, we shall see
that this plays an important role in guiding the extrapolation of the response coefficients to
the nonlinear regime.
4 Tree-level response coefficients
In this section, we put the results of the last two sections together to explicitly derive the
shape of the RO(k) response coefficients in the first-order and second-order response, by
matching to the tree-level bispectrum and trispectrum, respectively.
4.1 First order
The first-order response coefficients R1(k) and RK(k) can be read off from the equation that
is obtained by plugging Eq. (3.15) into Eq. (2.6) at tree level:
Rtree1 (k) +R
tree
K (k)
(
µ2 − 1
3
)
= 2 lim
p→0
[
F2(k,p)PL(k) + F2(−k − p,p)PL(|k + p|)
]
,
=
13
7
+
(
8
7
− kP
′
L(k)
PL(k)
)
µ2 , (4.1)
where we have expanded the power spectrum as PL(|k + p|) ≈ PL(k)
(
1 + µpP ′L(k)/PL(k)
)
,
and here and throughout, a prime on a power spectrum denotes a derivative with respect
to k. Note that the terms ∝ k/p in F2 that diverge in the limit p → 0 cancel exactly.
This is expected, since these terms correspond to an overall displacement due to the long
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mode, which is not locally observable and hence does not physically modulate the local power
spectrum. The functions Rtree1 (k) and R
tree
K (k) are obtained straightforwardly by matching
to the constant and the µ2 terms in Eq. (4.1):
Rtree1 (k) =
47
21
− 1
3
k
P ′L(k)
PL(k)
,
RtreeK (k) =
8
7
− kP
′
L(k)
PL(k)
. (4.2)
In this section, the superscript tree serves to emphasize that the result is valid only at tree
level. These expressions match the equivalent ones derived in Refs. [22] (in the case of R1) and
Refs. [36, 44]. Note also that, as expected, R1(k) =
∫ 1
−1R1(k, µ)dµ, and that this tree-level
result for R1 is recovered by the simulation measurements of Ref. [22] on large scales.
4.2 Second order
The derivation of the second-order response coefficients follows the exact same steps, but
applied to the n = 2 case of the tree-level limit of Eq. (2.7), which describes the 4-point
function or trispectrum. Explicitly, we plug the R2 expansion of Eq. (3.22) into the following
equation:
lim{pa}→0

F3; (F2)
2
PL(k
′)
PL(p1) PL(p2)
k′ k
p1 p2
+ (perm.)
 = 〈δ(k)δ(k′)δ(p1)δ(p2)〉treec,R2
= 2Rtree2 (k;µk,p1 , µk,p2 , µp1,p2 , p1/p2)PL(k′)PL(p1)PL(p2) (2pi)3δD(k + k′ + p12) ,
(4.3)
where (see Appendix B, and Appendix A. 2. of Ref. [22] for the angle-averaged case)
〈δ(k)δ(k′)δ(p1)δ(p2)〉tree ′c,R2 = (4.4)
lim
{pa}→0
[
6F3(k,p1,p2)PL(k)PL(p1)PL(p2)
+4F2(−p1,k + p1)F2(p2,k + p1)PL(k + p1)PL(p1)PL(p2) + (k↔ k′)
]
.
Diagrammatically, the tree-level Rtree2 interaction vertex can be represented as the following
sum of F3 and (F2)
2 kernels (clarifying the meaning of the open circle in Eq. (4.3)):
Rtree2 PL
k′
k
p1
p2
=
F3
p1
p2
k′
k
+
F2
F2
k′
k
p1
p2
+ (k↔ k′) , (4.5)
where p1,p2 are to be understood as much softer than k,k
′. Equation (4.4) is obtained from
Eq. (4.5) by the Feynman rules, after attaching propagators to the external momenta p1, p2.
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After Taylor-expanding PL(|k + p|) and PL(|k + p12|) in Eq. (4.4) to second order in
the amplitude of the soft modes, so that the IR divergences cancel out (cf. Eqs. (B.13) in
Appendix B), and specializing to the case f12 = 1, we obtain
〈δ(k)δ(k′)δ(p1)δ(p2)〉tree ′c,R2 ≈[
628
147
+
26
7
µ12 +
16
21
µ212 +
(
352
147
− 29
14
k
P ′L(k)
PL(k)
)(
µ21 + µ
2
2
)
+
(
8
21
− 3
7
k
P ′L(k)
PL(k)
)
µ1µ2
−
(
16
7
− 10
7
k
P ′L(k)
PL(k)
)
µ1µ2µ12 +
(
656
147
− 23
7
k
P ′L(k)
PL(k)
+ k2
P ′′L (k)
PL(k)
)
µ21µ
2
2
+
(
20
21
− 11
14
k
P ′L(k)
PL(k)
)
µ12
(
µ21 + µ
2
2
)]
PL(k)PL(p1)PL(p2) . (4.6)
The general result for f12 6= 1 is much more lengthy and can be found in Eq. (B.9); however,
the case f12 = 1 is sufficient to unambigously determine all second-order response coefficients.
The second-order response coefficients can now be derived by equating Eq. (3.22), spe-
cializing to f12 = 1, to Eq. (4.6) through Eq. (4.3). After matching the relevant kinematic
shapes (analogously to the first-order responses above; performing this matching for a general
f12 leads to the same result), we find
Rtree1 (k) =
47
21
− 1
3
k
P ′L(k)
PL(k)
; RtreeK (k) =
8
7
− kP
′
L(k)
PL(k)
;
Rtree2 (k) =
74
27
− 22
21
k
P ′L(k)
PL(k)
+
1
9
k2
P ′′L (k)
PL(k)
; RtreeKδ (k) =
1012
441
− 41
21
k
P ′L(k)
PL(k)
+
1
3
k2
P ′′L (k)
PL(k)
;
RtreeK2 (k) =
26
441
− 1
6
k
P ′L(k)
PL(k)
; RtreeK.K(k) = −
44
21
+
3
2
k
P ′L(k)
PL(k)
;
RtreeKK(k) =
328
147
− 23
14
k
P ′L(k)
PL(k)
+
1
2
k2
P ′′L (k)
PL(k)
; Rtree
Πˆ
(k) = −184
441
+
1
3
k
P ′L(k)
PL(k)
. (4.7)
As expected, we recover the first-order response coefficients via the distinct shapes of the
second-order density and tidal fields, which serves as a cross-check of the calculation. Recall
that, as discussed in Sec. 3.3, the presence of these first-order coefficients in the second-
order expansion is required by the fact that the response coefficients are independent of the
perturbative order used to describe the long-wavelength modes.
5 Response coefficients in the nonlinear regime
The response coefficients RO(k) are physical quantities that can be measured with appropri-
ately setup N-body simulations, thereby offering a means to accurately determine them at
any k. In the case of the isotropic response coefficients Rn(k) = n!Rδn(k), which correspond
to the response with respect to δn, the task can be carried out effectively using the separate
universe simulation formalism [23–26], in which the effect of the long-wavelength density
perturbation is included by following structure formation in a spatially curved Friedmann-
Robertson-Walker universe. The latter can in turn be neatly incorporated into N-body sim-
ulations by an appropriate modification of the cosmological parameters. The coefficients Rn
can be seen as the matter power spectrum analogue of the so-called “local-in-matter-density”
(LIMD; previously known simply as “local”) bias parameters of large-scale structure trac-
ers, which can similarly be measured through separate universe simulations [29, 45, 46]. In
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Ref. [22], the authors used separate universe simulations to measure the first three isotropic
response coefficients R1(k), R2(k) and R3(k) in the nonlinear regime.
The remaining response coefficients, one at first order and five at second order, which
disappear under a full angle average but are relevant in general, cannot be measured using
the standard separate-universe setup. Instead, simulations including large-scale tidal fields,
which break isotropy, are required. Setting up such simulations, while clearly well motivated,
is beyond the scope of this paper. Instead, we shall use the tree-level expressions of the
previous section together with the measured isotropic response coefficients from Ref. [22] to
obtain physically motivated extrapolations of all RO(k), as described in this section.
In the separate universe picture, which is exact for ΛCDM [47], the isotropic responses
studied in Ref. [22] can be broken down into three physically distinct contributions [14, 20,
22, 48, 49]
1. The reference density contribution, which accounts for the fact that the local matter
power spectrum is defined with respect to the local mean density, while the global
power spectrum is defined with respect to the fiducial background. This in practice
corresponds to an overall rescaling of the amplitude of the power spectrum, and is
uniquely determined at all orders by the perturbative evolution of the large-scale density
field.
2. The dilation effect contribution, which arises because the long-wavelength modes per-
turb the local scale factor, which therefore rescales the size of the small-scale modes.
This corresponds to a rescaling of the argument of the matter power spectrum. Note
that if the long-wavelength perturbations are anisotropic, then the perturbations to the
scale factor will also be anisotropic. This contribution is completely determined by the
perturbative evolution of the large-scale modes, as well as the shape of the nonlinear
matter power spectrum.
3. The growth effect, which quantifies the changes in structure formation induced by the
long-wavelength perturbations, and corresponds to the actual physical coupling between
the long- and short-wavelength modes. Reference [22] defined the growth-only response
coefficients Gn(k), which measure the impact of this effect alone.
Effects 1 and 2 above can be calculated exactly at any order given the nonlinear matter
power spectrum in the fiducial cosmology, i.e., no dedicated separate universe simulations
are necessary. Separate universe simulations are however required to measure effect 3 on
nonlinear scales. Next, we will attempt to single out the contribution from the growth
effect in all coefficients RO(k), and extrapolate this contribution to the nonlinear regime
of structure formation using the measured growth-only isotropic responses in the separate
universe simulations of Ref. [22].
5.1 Extrapolating the first order response coefficients
We start with the first order response coefficients, R1 and RK . Following Ref. [22], at tree
level, R1 can be decomposed as
Rtree1 (k) =
47
21
− 1
3
d lnPL(k)
d ln k
= 1− 1
3
d lnPL(k)
d ln k
+
26
21
= 1− 1
3
d lnPL(k)
d ln k
+Gtree1 (k) , (5.1)
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where the first, second and third terms on the second line are the reference density, dilation
and growth effects, respectively. At tree level, Gtree1 = 26/21. By replacing G1 in this
expression with its full nonlinear shape, as well as replacing the linear matter power spectrum
with the nonlinear one, we obtain an expression for R1(k) which, because of the exact validity
of the separate universe, perfectly matches that from the separate universe simulations [22].
Here and below, we use the superscript tree to indicate expressions valid at tree level only,
and implicitly assume the general nonlinear result otherwise. The same steps can be followed
to extrapolate RK to nonlinear scales as well. In particular, the tidal response at tree level
is
RtreeK (k) =
8
7
− d lnPL(k)
d ln k
. (5.2)
There is no reference density effect here, and the first term corresponds to the physical growth
effect of a long-wavelength tidal field [50], while the second term is the dilation effect. Thus,
in order to obtain the nonlinear RK , we can adopt the following form:
RK(k) = αG1(k)− kP
′
m(k)
Pm(k)
. (5.3)
The coefficient α = 12/13 is determined by the requirement that RK recovers the tree-level
limit as k → 0, so that αGtree1 = 8/7. Note also that we have replaced PL by Pm. Hence, our
extrapolation for RK(k) becomes
RK(k) =
12
13
G1(k)− kP
′
m(k)
Pm(k)
. (5.4)
This assumes that the scale dependence of the physical modulation, i.e. the growth effect,
of the local power spectrum by a long-wavelength tidal field is the same as that of a long-
wavelength density perturbation. Beyond the large-scale limit, where the tree-level result is
exact, this expression is not expected to be perfect. In the halo model description of the non-
linear matter density (see Ref. [51] for a review), the scale dependence of the growth response
is determined by the sensitivity of the abundance of massive halos to long-wavelength pertur-
bations, which leads to the increased response on scales of k ∼ 0.7hMpc−1 (see e.g. Fig 2 of
Ref. [22]). On the other hand, the structure of halos, which determines the power spectrum in
the deeply nonlinear “1-halo” regime, is largely insensitive to long-wavelength perturbations,
which suppresses the response at k & 1hMpc−1. These considerations, which are described
in more detail in Ref. [22], are expected to hold for anisotropic large-scale perturbations as
well. Thus, our extrapolation should serve as a reasonable first approximation that has no
free parameters. The tree-level and nonlinear shapes of R1(k) and RK(k) are shown in Fig. 1.
5.2 Extrapolating the second order response coefficients
The same considerations as above apply, but become more involved in the case of the second-
order anisotropic response coefficients, RKδ, RK2 , RK.K , RKK and RΠˆ . We can split these
coefficients into those that do not depend on the second derivative of the matter power
spectrum and those that do. For those that do not, which are RK2 , RK.K and RΠˆ , we choose
to extrapolate them in the exact same way as RK above, i.e., by using G1(k) to rescale
the constant term.3 Those that do depend on the second derivative, which are RKδ and
3We have checked that using G2(k) instead gives the same result up to 10 − 20% for k . 1 hMpc−1. We
have also checked that assuming a reference density term to extrapolate these coefficients makes practically
no difference up to k ≈ 0.3 hMpc−1, and never induces differences larger than 20% for higher values of k.
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Figure 1. The left and right panels show the response coefficients RO(k) at tree level (cf. Eqs. (4.7))
and their nonlinear expression (for R1, R2) or extrapolation (cf. Eqs. (5.8)), as labeled. The results
correspond to z = 0.
RKK , require more deliberation. We can use clues provided by the decomposition of R2 into
reference density, dilation, and growth contributions derived in Ref. [22] (using their Eulerian
definitions, not Lagrangian ones, cf. Appendix C):
R2(k) =
(
8
21
G1(k) +G2(k)
)
+
(
−2
9
− 2
3
G1(k)
)
k
P ′m(k)
Pm(k)
+
1
9
k2
P ′′m(k)
Pm(k)
− 2
3
kG′1(k).
(5.5)
The term G′1(k) vanishes at tree level and only accounts for less than ≈ 10% of the total
value of R2(k) on small scales. Here, we ignore this term and take the following ansatz for
the extrapolation of RKδ and RKK :
RKδ = β
[
8
21
G1(k) +G2(k)
]
+ γ
(
−2
9
− 2
3
G1(k)
)
k
P ′m(k)
Pm(k)
+
1
3
k2
P ′′m(k)
Pm(k)
, (5.6)
RKK = β
[
8
21
G1(k) +G2(k)
]
+ γ
(
−2
9
− 2
3
G1(k)
)
k
P ′m(k)
Pm(k)
+
1
2
k2
P ′′m(k)
Pm(k)
, (5.7)
where the coefficients β and γ are determined by the conditions that β
[
8
21G
tree
1 +G
tree
2
]
and
γ
(−29 − 23Gtree1 )match the corresponding coefficients ∝ 1 and ∝ P ′L(k)/PL(k) of the tree-level
expressions in Eq. (4.7). Note that β and γ take on different values in RKδ and RKK , and
Gtree2 = 3002/1323. We emphasize again that there are no free parameters in the resulting
extrapolated RO(k).
Putting this all together, the nonlinear extrapolations of the response coefficients are
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given by
RK(k) =
12
13
G1(k)− kP
′
m(k)
Pm(k)
,
RKδ(k) =
1518
1813
[
8
21
G1(k) +G2(k)
]
+
41
22
[
−2
9
− 2
3
G1(k)
]
k
P ′m(k)
Pm(k)
+
1
3
k2
P ′′m(k)
Pm(k)
RK2(k) =
1
21
G1(k)− 1
6
k
P ′m(k)
Pm(k)
,
RK.K(k) = −22
13
G1(k) +
3
2
k
P ′m(k)
Pm(k)
,
RKK(k) =
1476
1813
[
8
21
G1(k) +G2(k)
]
+
69
44
[
−2
9
− 2
3
G1(k)
]
k
P ′m(k)
Pm(k)
+
1
2
k2
P ′′m(k)
Pm(k)
RΠˆ(k) = −
92
273
G1(k) +
1
3
k
P ′m(k)
Pm(k)
, (5.8)
where G1(k) and G2(k), as well as R1(k) and R2(k), are taken directly from the measurements
of Ref. [22]. We note that these extrapolations assume similar scale dependencies of the
response coefficients for different operators, which is an approximation that should be assessed
using simulations implementing the different long-wavelength configurations.
The tree-level and nonlinear extrapolation of the response coefficients are shown in
Fig. 1 at z = 0. We have used CAMB [52] to evaluate PL(k), the Coyote emulator [53] to
evaluate Pm(k), and compute the derivatives via finite-differencing. By construction, the
curves on the left and right panels agree on large scales. When compared to the tree-level
result, the nonlinear expressions exhibit the expected suppression of the amplitude of the
BAO oscillations, and the broad-band suppression on small scales as one begins to probe the
interior of virialized structures. Further, one can identify the following hierarchy between
the response coefficients:
{RKδ, RKK} > {R2/2, RK , R1,−RK.K} > {RK2 ,−RΠˆ}. (5.9)
This hierarchy is determined by the tree-level result, and it is preserved by our nonlinear
extrapolation. This again should also be confirmed by full simulation measurements of the
anisotropic response coefficients.
6 Application: squeezed matter power spectrum covariance
In this section, we apply the response formalism described in the previous sections to predict
the non-Gaussian part of the matter power spectrum covariance in the squeezed limit. We
focus on the frequently considered case of the equal-time power spectrum covariance here,
although this can be straightforwardly generalized to the covariance of power spectra at
different times (relevant for line-of-sight integrated observables such as lensing). The power
spectrum covariance is defined by
Cov(k1,k2) ≡
〈
Pˆm(k1)Pˆm(k2)
〉− 〈Pˆm(k1)〉〈Pˆm(k2)〉 (6.1)
where the hat on top of the power spectra indicates that these are power spectrum estimators.
Specifically, the estimators average over a set of Fourier modes within bins centered on k1, k2
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(we use the central wavenumbers k1,k2 to label the bins, for clarity). The covariance can be
decomposed into three contributions:
Cov(k1,k2) = Cov
G(k1,k2) + Cov
NG(k1,k2) + Cov
SS(k1,k2) , (6.2)
described in the following.
1. The Gaussian contribution CovG. This represents the trivial disconnected diagonal
contribution to Eq. (6.1). If we consider the covariance of the angle-averaged power
spectrum within a wavenumber bin of width ∆k, the Gaussian contribution is given by
CovG(k1, k2) =
2
Nk
Pm(k1)Pm(k2)δk1k2 , (6.3)
where Nk = V Vk/(2pi)
3 is the number of modes that are averaged over, with Vk =
4pik2∆k and V is the survey volume.
2. The non-Gaussian (trispectrum) contribution, CovNG, which (assuming Gaussian ini-
tial conditions) is induced by mode-coupling due to nonlinear gravitational evolu-
tion. Specifically, this involves the “parallelogram” configuration of the trispectrum,
T (k1,−k1,k2,−k2), and will be described in more detail below.
3. The super-sample covariance contribution CovSS [27, 28, 49, 54, 55]. This second non-
Gaussian contribution accounts for the interaction of modes observable within the sur-
vey with modes whose wavelength is larger than the scale of the survey [27]. This
contribution is in fact completely captured by the first-order response R1 [28, 44]. For
the case of angle-averaged spectra and isotropic survey window functions one obtains
CovSS(k1, k2) =
[
1
V 2
∫
d3p
(2pi)3
|W˜ (p)|2PL(p)
]
R1(k1)Pm(k1)R1(k2)Pm(k2) , (6.4)
where W˜ (p) is the Fourier transform of the survey window function. This contribution
formally arises from the convolution of the trispectrum with the window function, and
scales differently with survey volume than the other two contributions. This is why it
is sensible to treat it separately from the parallelogram trispectrum that contributes to
CovNG. Note also that the super-sample contribution is not included when estimating
the power spectrum covariance from an ensemble of standard N-body simulations, which
do not include fluctuations on scales larger than the simulation box.
We note in passing that when estimating the covariance from N-body simulations, there is
also a purely numerical contribution from the particle shot noise, which we have not included
here.
Both the first and third contributions in Eq. (6.2) are well understood. The second
contribution, CovNG, is however considerably more challenging to predict. For the case of
angle-averaged power spectra, this contribution is given as a bin-average over the trispectrum
through
CovNG(k1, k2) =
1
V
∫
Vk1
d3k
Vk1
∫
Vk2
d3k′
Vk2
T (k,−k,k′,−k′) ≈ V −1
∫ 1
−1
dµ12
2
T (k1,−k1,k2,−k2),
(6.5)
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where µ12 = k1 · k2/(k1k2) and the simplifying approximation follows from assuming very
narrow bins (∆k/ki  1) around k1, k2 such that the trispectrum can be treated as constant
over the bins (see e.g. Ref. [56] for an explicit demonstration showing that this is valid). Equa-
tion (6.5) provides the precise relation between the covariance of the angle-averaged power
spectrum and the matter trispectrum. Moreover, the trispectrum configuration appearing in
Eq. (6.5) is a function of k1, k2, and the angle µ12 between them. We can thus generalize
Eq. (6.5) and define the non-Gaussian power spectrum covariance before angle-averaging,
CovNG(k1, k2, µ12) = T (k1,−k1,k2,−k2)/V (distinguished here from CovNG(k1, k2) by the
presence of µ12 in the argument), which we can decompose in multipoles as
CovNG(k1, k2, µ12) =
∑
`=0,2,4,···
CovNG` (k1, k2)P`(µ12) , where
CovNG` (k1, k2) =
2`+ 1
2
∫ 1
−1
dµ12 V
−1T (k1,−k1,k2,−k2)P`(µ12) , (6.6)
and P`(x) is the Legendre polynomial of order `. Note that due to the fact that Pm(−k) =
Pm(k) has to hold, the odd multipole moments vanish identically. Note also that the ` = 0
case (called the monopole) corresponds exactly to CovNG(k1, k2) in Eq. (6.5). This is the most
commonly considered case of the power spectrum covariance, i.e., that of the angle-averaged
power spectrum.
Here, we shall be interested in the squeezed limit of CovNG(k1, k2, µ12), where k1 
min{k2, kNL}, i.e., the non-Gaussian covariance of the small-scale with the large-scale power
spectrum. Naturally, by symmetry, the same results trivially hold in the limit k2  min{k1, kNL}.
Using Eq. (6.5) as well as Eq. (2.9) for n = 2, one can write
lim
k1→0
or
k2→0
CovNG(k1, k2, µ12) = V
−1 2R2(khard;µ12,−µ12,−1, 1)[PL(ksoft)]2Pm(khard)
+O
(
k2soft
k2hard
,
k2soft
k2NL
)
≡ CovNG,sq(k1, k2, µ12) +O
(
k2soft
k2hard
,
k2soft
k2NL
)
, (6.7)
where khard = max{k1, k2}, ksoft = min{k1, k2}. Note that the response-type contribution
∝ R1 of Eq. (2.12) does not contribute in this particular configuration because p12 = 0.
The leading corrections come from beyond-squeezed-limit as well as from nonlinear terms,
as discussed in Sec. 2 and Sec. 3. Some of the nonlinear terms involve loop interactions that
are not captured by the R2 interaction vertex alone, and which become important if ksoft
is not sufficiently smaller than kNL. Here, we work only at tree level in ksoft, whose leading
contribution is the first term in the second line of Eq. (6.7). For completeness, we note also
that Eq. (6.7) can naturally be generalized to the unequal-time covariance as
CovNG,sq(k1, t1; k2, t2;µ12) = V
−1 2R2(khard, thard;µ12,−µ12,−1, 1)
× [PL(ksoft, tsoft)]2Pm(khard, thard) , (6.8)
where thard and tsoft correspond to the times of the hard and soft momenta, respectively.
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Using Eq. (3.22), we can write the configuration of R2 that enters in Eq. (6.7) as
2R2(k, µ12,−µ12,−1, 1) = R2(k) + 4
3
RK2(k) +
4
9
RK.K(k)
+
[
RKδ(k) +
RK.K(k)
3
](
4
3
P2(µ12)
)
+ 2RKK(k)
(
2
3
P2(µ12)
)2
,
(6.9)
where P2(µ12) = (3µ212−1)/2 is the second Legendre polynomial. Recall that Eqs. (6.7)–(6.8)
are exact in the limit where the soft mode is sufficiently small, with any restrictions placed
on the hard mode coming only from the maximum wavenumbers probed by the simulations
which provide the response coefficient measurements.
Naturally, the multipole expansion of Eq. (6.6) remains valid in the squeezed limit, and
so we can define
CovNG,sq` (k1, k2) = V
−1[PL(ksoft)]2Pm(khard)
2`+ 1
2
×
∫ 1
−1
2R2(khard;µ12,−µ12,−1, 1)P`(µ12)dµ12 .
(6.10)
Given the kinematic dependences appearing in Eq. (6.9), only ` = 0, 2, 4 are non-vanishing.
These multipoles are given as linear combinations of RO(k) as we discuss next.
Taking ` = 0 in Eq. (6.10), we arrive at the following expression for the monopole
squeezed-limit covariance,
CovNG,sq`=0 (k1, k2) = V
−1
[
R2(khard) +
4
3
RK2(khard) +
4
9
RK.K(khard) +
8
45
RKK(khard)
]
×Pm(khard)[PL(ksoft)]2 . (6.11)
When inserting the tree-level expressions for the RO(k) derived in Sec. 4 into Eq. (6.11), we
recover exactly the tree-level squeezed covariance derived in Ref. [36].
In Fig. 2, we show Eq. (6.11) (red line), as well as the angle-averaged covariance matrix
estimated using N-body simulations in Ref. [37] (black; see e.g. Refs.[28, 57–59] for other
estimations of the covariance from simulations). The result corresponds to z = 0 and we take
V = 656.25 h−3Mpc3, which is the volume of the simulation boxes. The covariance matrix
is shown as a function of k1 for the fixed k2 values indicated above each panel. Note that
in the figure we are not restricting to squeezed configurations, i.e., we also show the result
for k1 ≈ k2, which is a regime in which the result is not expected to be accurate. The grey
shaded area shows the region where 1/2 ≤ k1/k2 ≤ 2, which serves to mark roughly these
non-squeezed configurations. Moreover, note also that in each panel, the meaning of khard
and ksoft switches on either side of the k1 = k2 equality. Specifically, when k1 < k2 (left of
the center of the grey area) khard = k2, whereas khard = k1 when k1 > k2 (right of the center
of grey area).
Figure 2 shows that Eq. (6.11) provides a good description of both the amplitude and
shape of the simulation results for all configurations shown. For ksoft = k2 . 0.06hMpc−1
and ksoft < khard/2 (i.e., outside of the shaded area), the agreement is remarkable. In this
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Figure 2. Angle-averaged matter power spectrum covariance Cov`=0(k1, k2), plotted as a function
of k1 for the fixed values of k2 indicated above each panel. The solid black line shows the covariance
matrix estimated from N-body simulations in Ref. [37]. The red line shows the result of Eq. (6.11)
for the monopole squeezed-limit covariance CovNG,sq`=0 (k1, k2). The shaded area in each panel covers
the region where 1/2 ≤ k1/k2 ≤ 2. The prediction shown in red is only expected to hold outside of
the shaded area.
squeezed regime, we expect all other contributions to the total covariance to be negligible,
such that comparisons to the result of Eq. (6.11) may be a useful diagnostic of any systematics
in covariance estimates based fully on N-body simulations. For higher values of k2, shown
in the lower panels, one can observe that our result slightly underpredicts the simulation
results at high k1. This is due to nonlinear corrections which become noticeable as ksoft/kNL
becomes sizeable. By including the 1-loop contribution to the covariance, we expect to obtain
a significantly improved match.
Note also that the response coefficients were measured in Ref. [22] for a slightly different
cosmology than the one used for the covariance measurements of Ref. [37]. In particular,
Ref. [22] used: h = 0.7, Ωmh
2 = 0.1323, Ωbh
2 = 0.023, ns = 0.95, σ8(z = 0) = 0.8. We have
verified that the results obtained using the cosmology of Ref. [22] to compute power spectra
are indistinguishable from those using the cosmology of Ref. [37]. Relative to the power
spectrum, we expect the responses to be less sensitive to changes in cosmological parameters,
hence we expect that this slight inconsistency in the parameters is entirely negligible for our
comparisons here.
Figure 3 shows the relative magnitude of the response coefficient terms that contribute
to the monopole squeezed-limit covariance in Eq. (6.11). The figure shows that, although the
isotropic second-order response coefficient R2 provides the dominant contribution (blue line),
the other response coefficients still contribute appreciably. This highlights the importance of
the anisotropic responses, even when considering the angle-averaged covariance. Recall that
we have relied on extrapolations for the anisotropic responses (cf. Sec. 5), as these have so
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Figure 3. Contributions to the squeezed-limit monopole covariance, Eq. (6.11), from each of the
response coefficients, as labeled. The actual squeezed covariance is obtained from the black curve by
multiplying with V −1Pm(khard)[PL(ksoft)]2.
Figure 4. Same as Fig. 2, but showing also the quadrupole (` = 2, Eq. (6.12)) and hexadecupole
(` = 4, Eq. (6.13)). All other multipoles vanish identically.
far not been measured directly in N-body simulations. The fact that their contribution is
non-negligible, together with the good agreement between model and simulations displayed
in Fig. 2, then suggests that our extrapolation steps are, at the very least, not grossly wrong.
One might also wonder how well the prediction performs in Fig. 2 when using the tree-
level (cf. Eqs. (4.7)) rather than fully nonlinear response coefficients (cf. Eqs. (5.8)). We find
that the lack of both BAO damping and suppression at high k of the tree-level coefficients
leads to a significantly worse description of the covariance, as expected.
Finally, we give the quadrupole (` = 2) and hexadecupole (` = 4) of the squeezed-limit
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covariance, obtained from Eq. (6.10):
CovNG,sq`=2 (k1, k2) = V
−1
[
4
3
RKδ(khard) +
4
9
RK.K(khard) +
16
63
RKK(khard)
]
(6.12)
×Pm(khard)[PL(ksoft)]2,
CovNG,sq`=4 (k1, k2) = V
−1
[
16
35
RKK(khard)
]
Pm(khard)[PL(ksoft)]
2 . (6.13)
As expected, the isotropic responses Rn(k) do not contribute for ` > 0. Figure 4 compares
the l = 0, 2, 4 cases. We see that, for the squeezed covariance, the quadrupole is predicted
to be larger than the monopole. These results reiterate the power and usefulness of the
response approach, which immediately allows us to derive all multipoles of the squeezed
matter power spectrum covariance. We leave the comparison of the higher multipoles of the
power spectrum covariance with simulation results (e.g. Ref. [58]) to future work.
7 Summary and conclusions
We have presented a rigorous definition of power spectrum responsesRn, which can be used to
directly describe the squeezed limit of (n+2)-point functions with two hard and n soft modes.
More specifically, the dominant tree-level contributions to the (n + 2)-point matter correla-
tion functions in this limit are those that are linear in the hard power spectrum (cf. Sec. 2.2
and Appendix B), and these are precisely the terms which can be represented through power
spectrum responses. The response approach can be employed whenever long-short mode
coupling is relevant in perturbation theory. The response functions can be measured ac-
curately in the nonlinear regime with only a few N-body simulations, and as a result, by
replacing the relevant interactions in perturbation theory with the corresponding response
vertices (cf. Eq. (2.7)), one effectively resums infinitely many higher loop contributions (of a
specific form), dramatically extending the range of scales where perturbative approaches can
be employed and are predictive.
The Rn can be decomposed into a finite set of response coefficients RO (which at fixed
time only depend on the hard mode k) that multiply well-defined kernels that specify the
kinematic dependences and are fully determined by perturbation theory. This organization
of the structure of the responses simplifies their description significantly (cf. Sec. 3). The
determination of the kernels follows from a complete enumeration of local gravitational ob-
servables, which was recently developed in the context of general perturbative bias expansions
[40, 41]. The shape of the RO can be determined at tree level by matching to the correspond-
ing squeezed matter correlation functions (cf. Sec. 4). On nonlinear scales, their shape can
be determined with the aid of dedicated small-volume simulations, as was shown recently for
the isotropic response coefficients in Ref. [22].
As an application of this framework, we have considered the non-Gaussian (connected)
part of the matter power spectrum covariance. This is a crucial component in the cosmo-
logical interpretation of, for example, the two-point function of gravitational lensing shear
[55, 60–62], and several steps in modeling it have been made recently (see e.g. Ref. [63] for a
perturbation theory calculation at 1-loop order, and Refs. [56, 64] for a more phenomenologi-
cal approach). Here, we have considered the squeezed limit of the power spectrum covariance
CovNG(ksoft, khard) at tree level in the soft mode, i.e. for ksoft  kNL, ksoft  khard, but any
khard. This covariance corresponds to a configuration of the matter trispectrum whose rel-
evant contributions are completely determined by R2 (cf. Sec. 6). The response formalism
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therefore allows us to readily evaluate the covariance of the angle-averaged power spectrum,
as well as its anisotropic part. The interpretation of this squeezed limit of the covariance as
a specific response had been already pointed out by Ref. [36]. The specific decomposition
of R2 into a set of physical response coefficients that we performed here, however, has the
advantage of permitting the use of physical considerations to estimate the nonlinear behavior
of the response. This includes guiding the design of the simulation setups that are needed
to measure the anisotropic response coefficients, as well as guiding the extrapolation of the
anisotropic RO to nonlinear scales using the isotropic responses measured in simulations
(cf. Sec. 5).
We have compared the resulting prediction of the angle-averaged CovNG(ksoft, khard)
in the squeezed limit to fully numerical estimates of the covariance, and found very good
agreement when the soft mode is sufficiently linear, ksoft . 0.06 hMpc−1 (cf. Sec. 6). For
higher values of ksoft, terms beyond tree level become relevant. We stress that our predictions
here have relied on an extrapolation, rather than measurement, of the anisotropic response
coefficients in the nonlinear regime. Indeed, this is the only approximation made in our
prediction for the squeezed-limit covariance that is relevant when comparing with gravity-
only simulations. A simulation measurement of these will require nontrivial technical work,
since the anisotropy is incompatible with standard cubic simulation boxes. Nevertheless, the
actual measurement of the coefficients will involve substantially less computational resources
compared to full numerical measurements of the covariance (e.g., compare the total simulation
volume used in Ref. [22] to that in Ref. [37]). Given such measurements, the prediction of the
squeezed-limit covariance becomes exact. The response formalism applied to the covariance
remains true even beyond the gravity-only case we considered so far. A measurement of
the responses, and hence squeezed covariance, including baryonic effects is entirely feasible
due to the greatly reduced computational demands. For the same reasons, estimating the
covariance for a range of cosmological models would also be within reach. The issue of how
responses can be useful for the covariance beyond the squeezed limit is subject of ongoing
work.
We finish with a brief list on possible further applications and extensions of the response
approach:
• Covariance of power spectra in redshift space, relevant for the application to spectro-
scopic tracers, and at different times (cf. Eq. (6.8)), relevant for applications to weak
lensing measurements.
• Response of the matter bispectrum: this can be defined in close analogy with the power
spectrum response defined in Sec. 2, and corresponds to resummed vertices with three
hard outgoing lines k1,k2,k3 and n ingoing soft lines pa. The main difference to the
power spectrum case is that the kinematic structure becomes more complicated.
• Response of the galaxy power spectrum: there is in principle no obstacle to applying this
formalism to biased tracers instead of matter, for example to predict the galaxy power
spectrum covariance [65–67]. However, because of the absence of mass/momentum
conservation of galaxies, the coupling of two hard modes k to a soft galaxy density per-
turbation p is not necessarily suppressed by (p/k)2. This leads to additional stochastic
contributions which need to be included to provide an accurate description of squeezed-
limit n-point functions.
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The squeezed-limit covariance results presented here therefore form only a small subset
of a wide range of applications of the response approach, which remains to be explored in
the future.
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A Feynman rules for cosmological perturbation theory
We now spell out the Feynman rules we employ in calculating perturbative predictions for
cosmological correlations. Different conventions are used in the literature, and ours is based
on the one used by Ref. [38]. The rules are as follows:
1. An n-point correlation function is represented by a collection of diagrams with n out-
going external legs.
2. Interaction vertices have m ≥ 2 ingoing lines p1, · · · ,pm coupling to a single outgoing
line p. Each such vertex is assigned a factor
m!Fm(p1, · · · ,pm)(2pi)3δD(p− p1···m) . (A.1)
In this paper, we assign a positive (negative) sign to outgoing (ingoing) momenta. Each
ingoing line has to be directly connected to a propagator (linear power spectrum).4
3. Propagators are represented in our notation as vertices with 2 outgoing lines of equal
momentum k as
PL(k)
−k k
, and they are assigned a factor PL(k). To ease the
notation, we often skip labeling these two outgoing lines (which line is which can always
be inferred from momentum conservation).
4. All momenta that are not fixed in terms of momentum constraints are integrated over
as ∫
p
≡
∫
d3p
(2pi)3
. (A.2)
A diagram without any loop integral is said to be a tree-level diagram.
5. Each diagram is multiplied by the symmetry factor, which accounts for the number
of all nonequivalent labelings of external lines and degenerate configurations of the
diagram.
In order to include response-type interactions, we augment these rules by one additional
rule:
4This is because diagrams that involve interaction vertices directly connected to each other are absorbed
into higher-order interaction vertices.
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6. A second class of interaction vertices is allowed, which have 2 (instead of 1) outgoing
lines with momenta k,k′, and n ≥ 1 incoming lines with momenta pa. These vertices
are only predictable in the limit where p = max{pa}  min{k, kNL}, and Σapa 
min{k, kNL}, but no restriction is placed on the magnitude of the outgoing momenta,
which can be fully nonlinear. In this regime, each such vertex is assigned a factor
(cf. Eq. (2.7))
1
2
Rn(k; · · · )Pm(k)(2pi)3δD(k + k′ − p1···a) . (A.3)
We have not written the arguments of Rn explicitly here, which are described in detail
in Sec. 2. The factor 1/2 cancels the trivial permutation k ↔ k′, which is always
present.
B Tree-level matter trispectrum
In this appendix, we explicitly list all the terms that contribute to the 4-point matter corre-
lation function at tree level. This serves as a concrete example of the discussion in Sec. 2.2
around which types of contributions to the (n+ 2)-point connected correlation function can
be represented as power spectrum responses. Explicitly,
〈δ(k)δ(k′)δ(p1)δ(p2)〉c = (2pi)3δD
(
k + k′ + p1 + p2
)
T (k,k′,p1,p2). (B.1)
At tree level, we have that
T tree(k,k′,p1,p2) =
[
4F2(k,−k − p1)F2(k′,k + p1)PL(k + p1)PL(k)PL(k′)
+(11 permutations)
]
+
[
6F3(k,k
′,p1)PL(k)PL(k′)PL(p1) + (3 permutations)
]
= Ta + Tb + Tc + Td + TR2 , (B.2)
where
Ta = 6F3(k,k
′,p1)PL(k)PL(k′)PL(p1) + (p1 ↔ p2) (B.3)
Tb =
[
4F2(k,p1 + p2)F2(p1,−p1 − p2)PL(p1 + p2)PL(k)PL(p1) + (p1 ↔ p2)
]
+ (k↔ k′)
(B.4)
Tc =
[
4F2(k,−k − p2)F2(p1,k + p2)PL(k + p2)PL(k)PL(p1) + (p1 ↔ p2)
]
+ (k↔ k′)
(B.5)
Td = 4F2(k,−k − p1)F2(k′,k + p1)PL(k + p1)PL(k)PL(k′) + (p1 ↔ p2) (B.6)
TR2 =
[
4F2(p1,−k − p1)F2(p2,k + p1)PL(k + p1)PL(p1)PL(p2)
+6F3(k,p1,p2)PL(k)PL(p1)PL(p2)
]
+ (k↔ k′).
(B.7)
The terms Ta, Tc and Td belong to type 2 discussed in Sec. 2.2, and Tb is an example of
a term that belongs to type 1. As we noted there, this term can be described with the
lower order power spectrum response R1. This can be straightforwardly verified by inserting
(cf. Eqs. (2.4) and (2.6))
Rtree1 (k, µk,p12)PL(k) = 2F2(k,p1 + p2)PL(k) + 2F2(k′,p1 + p2)PL(k′) (B.8)
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into Eq. (2.12) at tree level to get Eq. (B.4). Finally, the term TR2 corresponds to the
trispectrum terms that are captured by R2 in the squeezed limit, i.e.,
〈δ(k)δ(k′)δ(p1)δ(p2)〉′c,R2 = lim{pa}→0TR2(k,k
′,p1,p2)
≈
[
T0 + T1kP
′
L(k)
PL(k)
+ T2k2P
′′
L (k)
PL(k)
]
PL(k)PL(p1)PL(p2) , (B.9)
with
T0 = 1
147f12
(
1 + f212 + 2f12µ12
)[21f412(13 + 8µ21)µ12 + 21(13 + 8µ22)µ12
+f312
(
628 + 658µ212 − 280µ1µ2µ12 + 324µ22 + 4µ21
(
95 + 70µ212 + 164µ
2
2
))
+2f212
(
112µ312 + 56µ1µ2 − 336µ1µ2µ212 + µ12
(
901 + 408µ22 + 8µ
2
1(51 + 82µ
2
2)
))
+f12
(
628− 280µ1µ2µ12 + 380µ22 + 14µ212(47 + 20µ22)
)
+ 4µ21(81 + 164µ
2
2)
)]
(B.10)
T1 = −1
7f12
(
1 + f212 + 2f12µ12
)[7f412µ21µ12 + 7µ22µ12
+f312
(− 7µ1µ2µ12 + 13µ22 + µ21(16 + 11µ212 + 23µ22))
+f212
(
µ1µ2(6− 20µ212) + 33µ12µ22 + µ21µ12(33 + 46µ22)
)
+f12
(
µ21(13 + 23µ
2
2)− 7µ1µ2µ12 + (16 + 11µ212)µ22
)]
(B.11)
T2 = µ21µ22, (B.12)
and where we have used the expansions
PL(|k + p1|) = PL(k)
[
1 +
(
ε1µ1 +
ε21
2
[
1− µ21
])
k
P ′L(k)
PL(k)
+
ε21µ
2
1
2
k2
P ′′L (k)
PL(k)
+O(ε31)
]
(B.13)
PL(|k + p12|) = PL(k)
[
1 +
(
ε1µ1 + ε2µ2 +
1
2
[
ε21(1− µ21) + ε22(1− µ22)
+2ε1ε2(µ12 − µ1µ2)
])
k
P ′L(k)
PL(k)
+
1
2
(
ε21µ
2
1 + ε
2
2µ
2
2 + 2ε1ε2µ1µ2
)
k2
P ′′L (k)
PL(k)
+O(ε31, ε32)
]
,
(B.14)
with ε1 = p1/k and ε2 = p2/k. When restricting Eq. (B.9) to the case f12 = 1, the result
simplifies considerably and we obtain Eq. (4.6).
C Lagrangian response coefficients
An equivalent expansion to Eq. (3.2) can be performed to yield what we call here the “La-
grangian” response coefficients RLO(k). These are in some sense the analog of Lagrangian bias
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parameters for the bias expansion of the matter power spectrum. Consider an operator O[m]
whose lowest-order contribution is at m-th order. We will drop the indices and contraction
with kˆ here, as it is of no importance for this discussion. At order m + 1 in perturbation
theory, O(m+1) is given by
O(m+1)(x) =
∑
O′[m+1]
Z
(m+1)
O,O′ O
′(m+1)(x)− si∂iO(m)(x) , (C.1)
where the sum runs over the same operators that appear in our basis at order m + 1 (i.e.
these operators start at order m+1), with coefficients ZO,O′ which in the EdS approximation
are constants. As an example, consider O[2] = δ2. Then, we have (δ2)(3) on the left-hand
side, and the sum on the right-hand side runs over cubic operators such as δ3. The last term
is the displacement contribution which, at this order, translates the operator O[m] from the
Eulerian to the Lagrangian, or fluid coordinate. A similar division of terms into those which
involve the operators in our basis, and those corresponding to the displacement from Eulerian
to Lagrangian coordinates, can be made analogously at any order greater than m + 1. We
thus write
O(n) =
∑
O′[n]
Z
(n)
O,O′O
′(n) +O(n)disp . (C.2)
Note that O
(n)
disp only appears for n ≥ m+1. The displacement contribution can be rigorously
defined as containing those terms which are not invariant under a time-dependent, uniform
coordinate transformation, x → x + ξ(τ). We can now define the Lagrangian response
coefficients, by writing the power spectrum expansion at n-th order (cf. Eq. (3.5)) as
Pm(k|x)
Pm(k)
− 1 n-th order=
∑
O[n]
RLO(k)O
(n)(x) +
∑
O[m],m<n
RLO(k)
[
O
(n)
disp
]
(x) . (C.3)
The crucial difference to Eq. (3.5), and the Eulerian coefficients, is that the RLO for operators
O[m], m < n, that start at lower order than n, only multiply the displacement part of these
lower-order operators. The significance of this expansion is that, when taking the angle-
averaged squeezed limit of the equal-time (n + 2)-point function, the displacement terms
cancel by symmetry, as they involve single powers of pˆa · pˆb.
Specifically, as shown in Ref. [22], after performing an angle average over all soft modes
in the squeezed-limit (n + 2)-point function, a single isotropic response coefficient RLn(k)
remains:
RLn(k) ≡ n!
[
n∏
a=1
∫
d2pˆa
4pi
]
Rn
(
k; {µk,pb}, {µpb,pc}, {pb/pc}
)
= lim
{pa}→0
1
Pm(k)PL(p1) · · ·PL(pn)
[
n∏
a=1
∫
d2pˆa
4pi
]
〈δ(k)δ(k′)δ(p1) · · · δ(pn)〉′c,Rn ,
(C.4)
where the second equality is obtained using Eq. (2.9). The second relation has in fact been
derived in Ref. [22], who however did not emphasize that only the Rn-type contributions as
written in Eq. (2.9) are to be included in the (n+2)-point connected correlator (that is, not the
contributions which involve lower Rm and PT couplings between soft modes). Nevertheless,
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Eq. (C.4) establishes a well-defined relation between the angle-averaged squeezed (n+2)-point
function and the n-th order isotropic Lagrangian response coefficient RLn(k).
Crucially, both REO and R
L
O are physical coefficients, which moreover can be related
to each other unambiguously in perturbation theory. For this, we separate Eq. (3.5) into
operators which start at n-th order, and those which start at lower order. For the latter,
we then insert Eq. (C.2). In this matching, we only need to consider the boost-invariant
(non-displacement) terms. We then obtain
∑
O[n]
REO(k)O
(n)(x) +
∑
O[m],m<n
∑
O′[n]
Z
(n)
O,O′R
E
O′(k)O
′(n)(x) =
∑
O[n]
RLO(k)O
(n)(x) , (C.5)
and hence
RLO(k) = R
E
O(k) +
∑
O′[n]
Z
(n)
O′,OR
E
O′(k) (C.6)
where the sum runs over all lower-order operators in whose n-th order expression in pertur-
bation theory the n-th order operator O appears.
For completeness, we now give the explicit expressions for the Lagrangian response
coefficients in Eq. (C.3) at second order. From Eq. (C.6), it follows that the first-order
responses R1 and RK are identical in both Eulerian and Lagrangian expansions. The only
difference to Eq. (3.2) is that the contributions from nonlinear evolution of the first-order
operators disappear. Instead, we only explicitly include terms that displace the first-order
terms from the Eulerian (with respect to which the long-wavelength fields δ(p1) and δ(p2)
are defined) to the Lagrangian position, specifically −sk(1)∂kK
(1)
ij and −sk(1)∂kδ(1). Then,
Eq. (3.16) is replaced with
Pm (k|δ(p1)δ(p2))
Pm(k)
− 1 = RL1 (k)
µ12
2
[
p1
p2
+
p2
p1
]
δ(p1)δ(p2)
+RLK(k)
µ12
2
[(
µ21 −
1
3
)
p1
p2
+
(
µ22 −
1
3
)
p2
p1
]
+
1
2
RL2 (k)
[
δ(p1)δ(p2)
]
+RLKδ(k)
[
kˆikˆjKij(p1)δ(p2)
]
+RLK2(k)
[
Kij(p1)K
ij(p2)
]
+RLK.K(k)
[
kˆikˆjKik(p1)K
k
j(p2)
]
+RLKK(k)
[
kˆj kˆj kˆlkˆmKij(p1)Klm(p2)
]
+RL
Πˆ
(k)
[
kˆikˆjΠˆij(p1,p2)
]
.
(C.7)
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Figure 5. Comparison between the Lagrangian and Eulerian response coefficients RO(k), as labeled.
The functions R1, RK and RKK have the same Lagrangian and Eulerian expressions and are not shown
(cf. Fig. 1). The left and right panels show the tree-level and the nonlinear results, respectively. The
nonlinear extrapolation of the RLO is obtained from the extrapolation of the R
E
O using Eqs. (C.10).
The explicit kinematic dependence of the Lagrangian response Eq. (C.7) becomes, for p1 = p2,
RL2 (k, µ1, µ2, µ12, f12 = 1) =RL1 (k)µ12 +RLK(k)
[
1
2
µ12
(
µ21 + µ
2
2 −
2
3
)]
+
1
2
RL2 (k)
+
1
2
RLKδ(k)
[
µ21 + µ
2
2 −
2
3
]
+RLK2(k)
[
µ212 −
1
3
]
+RLK.K(k)
[
µ1µ2µ12−1
3
µ21 −
1
3
µ22 +
1
9
]
+RLKK(k)
[
µ21µ
2
2 −
1
3
(
µ21 + µ
2
2
)
+
1
9
]
+
3
2
RL
Πˆ
(k)
[
1
2
(µ1 + µ2)
2(1− µ12)− 1
3
(1− µ212)
]
. (C.8)
By matching to the tree-level trispectrum as in the case of the Eulerian expansion, the
Lagrangian response coefficients are obtained as
RL2 (k) =
8420
1323
− 100
63
k
P ′L(k)
PL(k)
+
1
9
k2
P ′′L (k)
PL(k)
, ; RLKδ(k) =
1348
441
− 55
21
k
P ′L(k)
PL(k)
+
1
3
k2
P ′′L (k)
PL(k)
,
RLK2(k) =
20
63
+
1
14
k
P ′L(k)
PL(k)
, ; RLK.K(k) = −
20
21
+
1
2
k
P ′L(k)
PL(k)
,
RLKK(k) = R
E
KK(k) ; R
L
Πˆ
(k) =
8
63
− 1
7
k
P ′L(k)
PL(k)
, (C.9)
where we have dropped the superscript “tree” for clarity, and did not repeat the trivially
identical results for R1 and RK (note however that R
L
KK = R
E
KK , as well). The Eulerian and
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Lagrangian coefficients can therefore be related as
RL2 =
34
21
RE1 (k) +R
E
2 (k),
RLKδ =
2
3
REK(k) +R
E
Kδ(k),
RLK2 =
2
7
RE1 (k)−
1
3
REK(k) +R
E
K2(k),
RLK.K = R
E
K(k) +R
E
K.K(k),
RL
Πˆ
=
10
21
REK(k) +R
E
Πˆ
(k). (C.10)
This relation in fact is not restricted to the tree-level responses, but also holds for the
fully nonlinear response coefficients, as derived above. In fact, the first relation was already
obtained by Ref. [22]. Using that
δ(2) =
17
21
δ2 +
2
7
(Kij)
2 − si∂iδ
K
(2)
ij =
10
21
Πˆij +KikK
k
j −
1
3
δij(Kkl)
2 +
2
3
Kijδ − sk∂kKij , (C.11)
where all quantities on the right-hand sides are evaluated at linear order, it is straightforward
to verify that Eq. (C.6) indeed yields all relations in Eq. (C.10).
Figure 5 compares the second-order Eulerian and Lagrangian response coefficients that
are different. We see that, in most cases, the Eulerian coefficients are smaller than the
Lagrangian ones. This is because the Lagrangian coefficients contain some of the coupling
between long-wavelength modes that is not included in the Eulerian coefficients, as has been
already noticed in the case of R2 and R3 in Ref. [22].
References
[1] F. Bernardeau, S. Colombi, E. Gaztan˜aga and R. Scoccimarro, Phys. Rep.367, 1 (2002),
[arXiv:astro-ph/0112551].
[2] N. Bartolo, E. Komatsu, S. Matarrese and A. Riotto, Phys. Rep. 402, 103 (2004),
[arXiv:astro-ph/0406398].
[3] R. Scoccimarro, M. Zaldarriaga and L. Hui, APJ 527, 1 (1999), [arXiv:astro-ph/9901099].
[4] S. Dodelson and M. D. Schneider, Phys. Rev. D88, 063537 (2013), [arXiv:1304.2593].
[5] D. Baumann, A. Nicolis, L. Senatore and M. Zaldarriaga, JCAP7, 051 (2012),
[arXiv:1004.2488].
[6] J. J. M. Carrasco, M. P. Hertzberg and L. Senatore, Journal of High Energy Physics 9, 82
(2012), [arXiv:1206.2926].
[7] R. A. Porto, Phys. Rep.633, 1 (2016), [arXiv:1601.04914].
[8] E. Sefusatti, M. Crocce and V. Desjacques, MNRAS406, 1014 (2010), [arXiv:1003.0007].
[9] M. Schmittfull, T. Baldauf and U. Seljak, Phys. Rev. D91, 043530 (2015), [arXiv:1411.6595].
[10] A. Lazanu, T. Giannantonio, M. Schmittfull and E. P. S. Shellard, Phys. Rev. D93, 083517
(2016), [arXiv:1510.04075].
[11] A. Kehagias and A. Riotto, Nuclear Physics B 873, 514 (2013), [arXiv:1302.0130].
– 35 –
[12] P. Creminelli, J. Noren˜a, M. Simonovic´ and F. Vernizzi, JCAP12, 25 (2013), [arXiv:1309.3557].
[13] M. Peloso and M. Pietroni, JCAP4, 11 (2014), [arXiv:1310.7915].
[14] A. Kehagias, H. Perrier and A. Riotto, Modern Physics Letters A 29, 50152 (2014),
[arXiv:1311.5524].
[15] P. Valageas, Phys. Rev. D89, 123522 (2014), [arXiv:1311.4286].
[16] A. Kehagias, J. Noren˜a, H. Perrier and A. Riotto, Nuclear Physics B 883, 83 (2014),
[arXiv:1311.0786].
[17] P. Creminelli, J. Gleyzes, L. Hui, M. Simonovic´ and F. Vernizzi, JCAP6, 9 (2014),
[arXiv:1312.6074].
[18] P. Valageas, Phys. Rev. D89, 083534 (2014), [arXiv:1311.1236].
[19] P. Creminelli, J. Gleyzes, M. Simonovic´ and F. Vernizzi, JCAP2, 51 (2014), [arXiv:1311.0290].
[20] I. Ben-Dayan, T. Konstandin, R. A. Porto and L. Sagunski, JCAP 1502, 02 (2015),
[arXiv:1411.3225].
[21] B. Horn, L. Hui and X. Xiao, JCAP9, 068 (2015), [arXiv:1502.06980].
[22] C. Wagner, F. Schmidt, C.-T. Chiang and E. Komatsu, JCAP8, 042 (2015), [arXiv:1503.03487].
[23] N. Y. Gnedin, A. V. Kravtsov and D. H. Rudd, APJS 194, 46 (2011), [arXiv:1104.1428].
[24] T. Baldauf, U. Seljak, L. Senatore and M. Zaldarriaga, JCAP10, 031 (2011), [arXiv:1106.5507].
[25] T. Baldauf, U. Seljak, L. Senatore and M. Zaldarriaga, JCAP9, 007 (2016), [arXiv:1511.01465].
[26] C. Wagner, F. Schmidt, C.-T. Chiang and E. Komatsu, Mon.Not.Roy.Astron.Soc. 448, 11
(2015), [arXiv:1409.6294].
[27] M. Takada and W. Hu, Phys.Rev. D87, 123504 (2013), [arXiv:1302.6994].
[28] Y. Li, W. Hu and M. Takada, Phys. Rev. D89, 083519 (2014), [arXiv:1401.0385].
[29] T. Lazeyras, C. Wagner, T. Baldauf and F. Schmidt, JCAP2, 018 (2016), [arXiv:1511.01096].
[30] T. Lazeyras, M. Musso and F. Schmidt, JCAP 2017, 059 (2017), [arXiv:1612.04360].
[31] C.-T. Chiang, A. M. Cieplak, F. Schmidt and A. Slosar, ArXiv e-prints (2017),
[arXiv:1701.03375].
[32] F. Bernardeau, M. Crocce and R. Scoccimarro, Phys. Rev. D78, 103521 (2008),
[arXiv:0806.2334].
[33] V. Desjacques, D. Jeong and F. Schmidt, arXiv:1611.09787.
[34] M. C. Neyrinck and L. F. Yang, MNRAS433, 1628 (2013), [arXiv:1305.1629].
[35] T. Nishimichi, F. Bernardeau and A. Taruya, Physics Letters B 762, 247 (2016),
[arXiv:1411.2970].
[36] D. Bertolini and M. P. Solon, JCAP 11, 030 (2016), [arXiv:1608.01310].
[37] L. Blot, P. S. Corasaniti, J.-M. Alimi, V. Reverdy and Y. Rasera, MNRAS 446, 1756 (2015),
[arXiv:1406.2713].
[38] A. Akbar Abolhasani, M. Mirbabayi and E. Pajer, JCAP5, 063 (2016), [arXiv:1509.07886].
[39] M. Peloso and M. Pietroni, JCAP5, 31 (2013), [arXiv:1302.0223].
[40] L. Senatore, JCAP11, 007 (2015), [arXiv:1406.7843].
[41] M. Mirbabayi, F. Schmidt and M. Zaldarriaga, JCAP7, 30 (2015), [arXiv:1412.5169].
[42] P. McDonald, Phys. Rev. D74, 103512 (2006), [arXiv:astro-ph/0609413].
– 36 –
[43] V. Assassi, D. Baumann, D. Green and M. Zaldarriaga, JCAP8, 056 (2014), [arXiv:1402.5916].
[44] K. Akitsu, M. Takada and Y. Li, ArXiv e-prints (2016), [arXiv:1611.04723].
[45] T. Baldauf, U. Seljak, L. Senatore and M. Zaldarriaga, JCAP9, 007 (2016), [arXiv:1511.01465].
[46] Y. Li, W. Hu and M. Takada, Phys. Rev. D93, 063507 (2016), [arXiv:1511.01454].
[47] L. Dai, E. Pajer and F. Schmidt, JCAP10, 059 (2015), [arXiv:1504.00351].
[48] B. D. Sherwin and M. Zaldarriaga, Phys. Rev. D85, 103523 (2012), [arXiv:1202.3998].
[49] Y. Li, W. Hu and M. Takada, Phys. Rev. D90, 103530 (2014), [arXiv:1408.1081].
[50] F. Schmidt, E. Pajer and M. Zaldarriaga, Phys. Rev. D89, 083507 (2014), [arXiv:1312.5616].
[51] A. Cooray and R. K. Sheth, Phys.Rept. 372, 1 (2002), [arXiv:astro-ph/0206508].
[52] A. Lewis, A. Challinor and A. Lasenby, Astrophys. J.538, 473 (2000),
[arXiv:astro-ph/9911177].
[53] K. Heitmann, E. Lawrence, J. Kwan, S. Habib and D. Higdon, Astrophys. J.780, 111 (2014),
[arXiv:1304.7849].
[54] M. Takada and S. Bridle, New Journal of Physics 9, 446 (2007), [arXiv:0705.0163].
[55] M. Sato et al., Astrophys. J.701, 945 (2009), [arXiv:0906.2237].
[56] I. Mohammed, U. Seljak and Z. Vlah, MNRAS466, 780 (2017), [arXiv:1607.00043].
[57] R. Takahashi et al., Astrophys. J.700, 479 (2009), [arXiv:0902.0371].
[58] J. Harnois-De´raps and U.-L. Pen, MNRAS 423, 2288 (2012), [arXiv:1109.5746].
[59] M. Sato, M. Takada, T. Hamana and T. Matsubara, Astrophys. J.734, 76 (2011),
[arXiv:1009.2558].
[60] A. Cooray and W. Hu, Astrophys. J.554, 56 (2001), [arXiv:astro-ph/0012087].
[61] I. Kayo, M. Takada and B. Jain, MNRAS429, 344 (2013), [arXiv:1207.6322].
[62] M. Sato and T. Nishimichi, Phys. Rev. D87, 123538 (2013), [arXiv:1301.3588].
[63] D. Bertolini, K. Schutz, M. P. Solon, J. R. Walsh and K. M. Zurek, Phys. Rev. D93, 123505
(2016), [arXiv:1512.07630].
[64] I. Mohammed and U. Seljak, MNRAS445, 3382 (2014), [arXiv:1407.0060].
[65] M. Manera et al., MNRAS428, 1036 (2013), [arXiv:1203.6609].
[66] J. N. Grieb, A. G. Sa´nchez, S. Salazar-Albornoz and C. Dalla Vecchia, MNRAS457, 1577
(2016), [arXiv:1509.04293].
[67] D. W. Pearson and L. Samushia, MNRAS457, 993 (2016), [arXiv:1509.00064].
– 37 –
