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1. IN~oDUCTI~N 
In recent years, we have seen a renewed interest in the 
Inclusion-Exclusion Formula that is variously attributed to Poincare, 
Sylvester and several others. In part this interest is motivated by the need 
for efficient estimates of calculations with alternating sums such as arise, 
for example, in computing the reliability of large computer or com- 
munication networks. In part this interest has been motivated by the 
manifold algebraic structures that have been the outgrowth of com- 
putations with alternating sums, ranging all the way from spectral sequen- 
ces in topology to the nitty-gritty of combinatorial enumeration. Recent 
papers along this line are those of Cerasoli [l] (where the classical 
inequalities of Frechet and others are derived from a single principle), 
D’Antona and Rota [2] (who introduce ring structures on sets) and the 
author [S]. The basic reference remains the classic work of Frechet [4], 
where, to be sure, more questions are raised than answered. 
In this paper we show that yet another algebraic structure can be 
associated with set theoretic enumeration. Specifically, in the following X 
will denote a discrete random variable (T.v.) assuming non-zero values in a 
finite number of positive integers. In other words we restrict ourselves to 
those discrete r.v. for which there exists an integer m such that 
P[X= k] = 0 whenever k d 0 or k > m. 
As usual M,, the moment of order s of X, is defined as the expected 
value of X” (s > 0). Thus it turns out that moments are expressed as 
polynomials of degree at most m: 
M,=E[X”] = f pkk” 
k=O 
where pk = P[ X = k], for k = 1, 2 ,..., m. 
In 1923 Steffensen [S] introduced the concept of factorial moment of 
order s (s > 0) of a r.v. X as the expected value of X(X-- 1). . . (X-s + 1). 
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Following the notation of Frechet [4] we denote by M,,, the sth factorial 
moment of X. Moreover we take advantage of the notation (x), to 
designate the lower factorial polynomial x(x - 1). . . (x - s + 1). Hence we 
can write 
4,) = K(m,l = f P,(k),. 
k=O 
The relationship between moments and factorial moments is given by 
M,,,=a,M,+a,-,M,-,+ ... +a,, (1) 
where the a;s are the coefficients of the lower factorial polynomial. 
In [4, p. 63 Frechet remarks that formula (1) could also be obtained by 
exploiting the symbolic method (“On peut ecrire cette relation sous form 
symbolique...“) and suggests to set, in a purely formal fashion, 
where M is a formal variable. 
After developing the products on the right-hand side of the last formula 
(“apres developpement ordinaire du produit”) the symbolic substitution 
(M” + M,) is performed “en remplacant les exposants de M par des 
indices,” and formula (1) is thus obtained. 
The goal of this note is to give the intrinsic motivation of the formal 
treatment given by Frtchet. Following the pattern of [2] we will give an 
algebraic proof of formula (1) in which the symbolic substitution will be 
explained. 
2. THE FACTORIAL RING 
Let R be the associative ring with identity over the rationals generated 
by commutative variables x, , x2,..., x, in which the following relationships 
hold: x; = xk (k = 1,2,..., m). Let I be the ideal generated by all monomials 
of degree greater than 1. Let F= R/I, and let cp be the canonical 
homomorphism of R onto R/Z. We call F the factorial ring and writef, for 
the image of xi under cp. The multiplication in F is completely determined 
by the rules 
.f&=fi if i=j 
=o otherwise 
for all i,j (1 <i,j<m). 
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We define now a distinguished element of F: M=f, + 2f2 + +. + mf,. 
The following property of M will prove very useful in the sequel. 
PROPOSITION 1. For any positive s, 
The obvious proof is omitted. 1 
Next we define a function v: F-+ [0, l] such that v(fk)=pk, 
k= 1,2,..., m. Notice that v is well defined over the whole F as all the 
elements of the factorial ring are linear combinations of the fk’s. The 
rationale for the symbolic substitution is given by the following 
PROPOSITION 2. For any positive s, 
v(W) = M,. 
Proof: Obvious by linearity of v and by Proposition 1. 1 
In F one can consider the element (M),7 defined for all positive s. Notice 
that we set (M),=O whenever s>m, and that (M), =m!f,,,. 
The structure of the element (M), is described in the following 
PROPOSITION 3. For any positive s (s 6 m), 
(M)s = 2 fk(k)r 
k=s 
Proof: The proposition is obviously true when s = 1. Assuming it true 
for an s > 1 we will prove 
(W,, 1= k=g+l/,(k)s+P 
J 
It is a trivial property of the lower factorial that (x),, I = (x -n)(x),. Thus 
(W,, 1 = (f+ 2f+ . . . + mfJ(Mh - s(M), 
= k@(k), - 2 .h&)s 
k = .s 
=k+-s)(k)s= f fk(k)s+l. 1 
s k=s+l 
Notice that we have so proved the following 
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COROLLARY. For any positive s, v( (M),) = &I,,,. 
Proof Obvious from the definition of factorial moment. 1 
Now formula (1) follows by applying v to both sides of the identity 
(M),=a,&14S+a,+lM”-1+ ... +a,. 
3. GUMBEL'S IDENTITY 
The factorial ring can be used to derive a short proof of a nice identity 
due to E. J. Gumbel [6]. This identity, carefully proved in [S], gives rise 
to interesting inequalities [4, p. 9; 8, p. 2013. Let for any integer k 
(1 <k d m), F(k) = P [XC k], and G(k) = 1 -F(k). Notice that under our 
hypothesis both F(k) and G(k) are expressed by finite sums: 
F(k)=p,+p,+ ... +pkpl; G(k)=pk+pk+ ... +pm. 
Then Gumbel’s identity reads 
G(k). (2) 
Before proving formula (2) we set, in the factorial ring, A, = 
fk+fk+l+ ... +f,, for any k (k = 1, 2 ,..., m). 
Obviously we have v(AJ = G(k). 
PROPOSITION 4. For any positive s, 
(M),=s! f (JI:)A,. 
k = s 
Proof Since Ak = X7= k j”;, by pulling out the fk’s the right-hand side of 
the above formula reads 
Now, by simply recalling the binomial identity 
and that, by Proposition 3, (M), can be written as CT=, (k)sfk, the result 
follows. i 
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And now Gumbel’s identity is at hand by simply applying v to both sides 
of the identity of the factorial ring 
and recalling the corollary obtained in the last section. 
4. FINAL REMARKS 
The natural question this paper leads up to is the following. Given a 
sequence of real numbers a, (n = 0, 1,2,...) and a sequence of polynomials 
of degree IZ, p,(x) (n = 0, 1,2,...) then there is a unique linear functional L 
on the vector space of polynomials with real coefficients such that 
a,= L(p,(x)) (n=O, 1,2,...). The paper by D’Antona and Rota showed 
that the expressions a,, = L(x”) and a,, = L(x”e-“) could be interpreted in 
terms of ring structures associated with finite sets. In our successive paper 
[3] we showed that these two ring structures are cryptomorphic (though 
not isomorphic) in the sense of universal algebra. 
In the present paper we show that the representation 
a, = L((x),) 
is also associated with a ring structure on finite sets. The question therefore 
arises of determining all polynomial sequences p,(x) (n = 0, 1,2,...) such 
that the representation a,, = L@,(x)) gives a ring structure and to explain 
why. 
The answer to this question would give further insight into the 
mechanism of the Umbra1 Calculus [S]. 
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