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DRESSING ORBITS AND A QUANTUM HEISENBERG
GROUP ALGEBRA
BYUNG-JAY KAHNG
Abstract. In this paper, as a generalization of Kirillov’s orbit the-
ory, we explore the relationship between the dressing orbits and irre-
ducible ∗-representations of the Hopf C∗-algebras (A,∆) and (A˜, ∆˜) we
constructed earlier. We discuss the one-to-one correspondence between
them, including their topological aspects.
On each dressing orbit (which are symplectic leaves of the underlying
Poisson structure), one can define a Moyal-type deformed product at
the function level. The deformation is more or less modeled by the
irreducible representation corresponding to the orbit. We point out that
the problem of finding a direct integral decomposition of the regular
representation into irreducibles (Plancherel theorem) has an interesting
interpretation in terms of these deformed products.
Introduction. According to Kirillov’s orbit theory [13], [14], the repre-
sentation theory of a Lie group is closely related with the coadjoint action of
the group on the dual vector space of its Lie algebra. The coadjoint orbits
play the central role. The program is most successful for nilpotent or expo-
nential solvable Lie groups. While it does not work as well for other types
of Lie groups, the orbit theory, with some modifications, is still a very useful
tool in the Lie group representation theory.
It is reasonable to expect that a generalization to some extent of the
Kirillov-type orbit theory will exist even for quantum groups. On the other
hand, it has been known for some time that the “geometric quantization” of
physical systems is very much related with the construction of irreducible uni-
tary representations in mathematics (See [17], [3], [15].). The orbit theoretical
approach is instrumental in these discussions.
Generalizing the orbit theory to the quantum group level is a quite inter-
esting program [16], and is still on-going since late 80’s ([26], [20]). In this
paper, we will focus our attention to the examples of non-compact quantum
groups (A,∆) and (A˜, ∆˜), which we constructed in [10] (See also [11], [12].).
Noting the fact that the classical counterparts to (A,∆) and (A˜, ∆˜) are expo-
nential solvable Lie groups, we plan to study these examples from the point
of view of the (generalized) orbit theory. Most of the results in this paper are
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not necessarily surprising. But we still believe this is a worthwhile project,
especially since we later plan to explore the aspect of our examples as certain
quantized spaces as well as being quantum groups.
Our goal here is twofold. One is to study the representation theory of the
examples (A,∆) and (A˜, ∆˜), by using the orbit theory. Although we now
work with dressing actions instead of coadjoint actions, we will see that many
of the results are analogous to those of the classical counterparts. More long-
term goal is to further investigate how the orbits and representation theory
are related with the quantization process.
This paper is organized as follows. In section 1, we review some preliminary
results from our earlier papers. We discuss the Poisson structures, dressing ac-
tions and dressing orbits. Then we recall the definitions of our main examples
(A,∆) and (A˜, ∆˜). In section 2, we study the irreducible ∗-representations of
our examples, in connection with the dressing orbits. Going one step further
than just pointing out the one-to-one correspondence between them, we will
discuss the correspondence in terms of the topological structures on the set
of orbits and on the set of representations.
For each dressing orbit O, which is actually a symplectic leaf, we can con-
struct a Moyal-type, deformed (quantized) product on the space of smooth
functions on O. We do this by considering these smooth functions as oper-
ators on a Hilbert space. We first find, in section 3, a canonical measure on
each orbit, which plays an important role in the construction of the Hilbert
space. The orbit deformation is carried out in section 4. It turns out that the
deformation of an orbit O is “modeled” by the irreducible ∗-representation
corresponding to O. Furthermore, we will see that the “regular representa-
tion” L, which we used in [10] to give the specific operator algebra realization
of A, is equivalent to a direct integral of the irreducible ∗-representations.
This is a version of the Plancherel theorem.
The discussion in section 4 (concerning the deformation of orbits) is re-
stricted to the case of (A,∆), while the case of (A˜, ∆˜) is postponed to a fu-
ture paper. However, we include an Appendix at the end of section 4, where
we give a short preliminary report on the case of (A˜, ∆˜). Although most of
the general ideas do go through, there are some technical obstacles which we
have to consider. We hope that the discussions in sections 3 and 4 (as well
as the ones in Appendix) will be helpful in our attempts to understand the
relationship between the orbits and the quantization process.
1. Preliminaries
Our objects of study are the Poisson–Lie groups H , G and H˜ , G˜, as well
as their quantizations (i. e. “quantum groups”) (A,∆) and (A˜, ∆˜). For more
complete descriptions of these objects, see [10] (and also [11]). Let us begin
with a short summary.
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1.1. The Poisson–Lie groups H, G, H˜, G˜. The dressing orbits. The
group H is the (2n + 1)-dimensional Heisenberg Lie group. Its underlying
space is R2n+1 and the multiplication on it is defined by
(x, y, z)(x′, y′, z′) = (x+ x′, y + y′, z + z′ + x · y′),
for x, x′, y, y′ ∈ Rn and z, z′ ∈ R. We also consider the extended Heisenberg
group H˜ , whose group law is given by
(x, y, z, w)(x′, y′, z′, w′) = (x + ewx′, y + e−wy′, z + z′ + e−wx · y′, w + w′).
It is (2n+ 2)-dimensional. The notation is similar as above, with w,w′ ∈ R.
It is easy to see that H˜ contains H as a normal subgroup.
In [10], we obtained the “dual Poisson–Lie group” G˜ of H˜. It is (2n+ 2)-
dimensional, considered as a dual vector space of H˜ , and is determined by the
multiplication law:
(p, q, r, s)(p′, q′, r′, s′) = (eλr
′
p+ p′, eλr
′
q + q′, r + r′, s+ s′).
And the dual Poisson–Lie group G of H is determined by the multiplication
law:
(p, q, r)(p′, q′, r′) = (eλr
′
p+ p′, eλr
′
q + q′, r + r′).
Remark. In the above, λ ∈ R is a fixed constant, which determines a certain
non-linear Poisson structure when λ 6= 0. In section 1 of [10], we gave a
discussion on how the above pairs of Poisson–Lie groups are related with a so-
called “classical r-matrix” element. Meanwhile, note that by taking advantage
of the fact that the groups are exponential solvable, we are considering them
as vector spaces (identified with the corresponding Lie algebras).
Given a dual pair of Poisson–Lie groups, there exists the so-called dressing
action of a Poisson–Lie group acting on its dual Poisson–Lie group. It is rather
well known that the notion of a dressing action is the natural generalization of
the coadjoint action of a Lie group acting on the dual space of its Lie algebra.
Also by a result of Semenov-Tian-Shansky, it is known that the dressing orbits
are exactly the symplectic leaves in the Poisson–Lie groups [21], [25].
It is customary to define the dressing action as a right action. But for the
purpose of this paper and the future projects in our plans, it is actually more
convenient to work with the “left” dressing action. It is related to our specific
choice in [10] of the multiplications on G and (A,∆), so that the left Haar
measure naturally comes from the ordinary Lebesgue measure on G (See also
[12].). To compute the left dressing action of H on G (similarly, the action of
H˜ on G˜), it is useful to consider the following “double Lie group” H˜ ⋊⋉ G˜. It
is isomorphic to the definition considered in [11].
Here and throughout this paper, we denote by ηλ(r) the expression, ηλ(r) :=
e2λr − 1
2λ
. When λ = 0, we take ηλ(r) = r.
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Lemma 1.1. Let H˜ ⋊⋉ G˜ be defined by the following multiplication law:
(x, y, z, w; p, q, r, s)(x′, y′, z′, w′; p′, q′, r′, s′)
=
(
x+ eλr+wx′, y + eλr−wy′,
z + z′ + eλr−wx · y′ − λp · x′ − λq · y′ + ληλ(r)x
′ · y′, w + w′;
eλr
′+w′p+ p′ − eλr
′+w′ηλ(r)y
′, eλr
′−w′q + q′ + eλr
′−w′ηλ(r)x
′,
r + r′, s+ s′ − p · x′ + q · y′ + ηλ(r)x
′ · y′
)
.
We recover the group structures of H˜ and G˜, by identifying (x, y, z, w) ∈
H˜ with (x, y, z, w; 0, 0, 0, 0) and (p, q, r, s) ∈ G˜ with (0, 0, 0, 0; p, q, r, s). It is
clear that H˜ and G˜ are closed Lie subgroups. Note also that any element
(x, y, z, w; p, q, r, s) ∈ H˜ ⋊⋉ G˜ can be written as
(x, y, z, w; p, q, r, s) = (x, y, z, w; 0, 0, 0, 0)(0, 0, 0, 0; p, q, r, s).
In other words, H˜ ⋊⋉ G˜ is the “double Lie group” of H˜ and G˜. Meanwhile, if
we consider only the (x, y, z) and the (p, q, r) variables, we obtain in the same
way the double Lie group H ⋊⋉ G of H and G.
Proof. The group is obtained by first considering the “double Lie algebra”
([21]), which comes from the Lie bialgebra (h˜, g˜) corresponding to the Pois-
son structures on H˜ and G˜ (See [11] for computation.). Verification of the
statements are straightforward. 
The left dressing action is defined exactly in the same manner as the usual
(right) dressing action. For h ∈ H˜ and µ ∈ G˜, regarded naturally as elements
in H˜ ⋊⋉ G˜, we first consider the product µ · h. Factorize the product as
µ · h = hµ · µh, where hµ ∈ H˜ and µh ∈ G˜. The left dressing action, δ, of H˜
on G˜ is then given by δh(µ) := µ
(h−1).
We are mainly interested in the dressing orbits contained in G and G˜, which
will be the symplectic leaves. The following two propositions give a brief
summary. For the computation of the Poisson bracket on G, see Theorem 2.2
of [10]. The Poisson bracket on G˜ is not explicitly mentioned there, but we
can more or less follow the proof for the case of G. The computations for the
dressing orbits are straightforward from the definition of the Poisson brackets.
Proposition 1.2. (1) The Poisson bracket on G is given by the following
expression:
{φ, ψ}(p, q, r) = ηλ(r)(x · y
′ − x′ · y), for φ, ψ ∈ C∞(G).
Here dφ(p, q, r) = (x, y, z) and dψ(p, q, r) = (x′, y′, z′), which are nat-
urally considered as elements of h.
(2) The left dressing action of H on G is:(
δ(a, b, c)
)
(p, q, r) =
(
p+ ηλ(r)b, q − ηλ(r)a, r
)
.
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(3) The dressing orbits in G are:
• Op,q =
{
(p, q, 0)
}
, when r = 0.
• Or =
{
(α, β, r) : (α, β) ∈ R2n
}
, when r 6= 0.
The Op,q are 1-point orbits and the Or are 2n-dimensional orbits. By
standard theory, these orbits are exactly the symplectic leaves in G for
the Poisson bracket on it defined above.
Proposition 1.3. (1) The Poisson bracket on G˜ is given by
{φ, ψ}(p, q, r, s) = p · (wx′ − w′x) + q · (w′y − wy′) + ηλ(r)(x · y
′ − x′ · y),
for φ, ψ ∈ C∞(G˜). We are again using the natural identification
of dφ(p, q, r, s) = (x, y, z, w) and dψ(p, q, r, s) = (x′, y′, z′, w′) as ele-
ments of h˜.
(2) The left dressing action of H˜ on G˜ is:(
δ(a, b, c, d)
)
(p, q, r, s) =
(
e−dp+ ηλ(r)b, e
dq − ηλ(r)a, r,
s+ e−dp · a− edq · b+ ηλ(r)a · b
)
.
(3) The dressing orbits in G˜ are:
• O˜s =
{
(0, 0, 0, s)
}
, when (p, q, r) = (0, 0, 0).
• O˜p,q =
{
(αp, 1αq, 0, γ) : α > 0, γ ∈ R
}
, when r = 0 but (p, q) 6=
(0, 0).
• O˜r,s =
{
(α, β, r, s− 1ηλ(r)α · β) : (α, β) ∈ R
2n
}
, when r 6= 0.
The O˜s are 1-point orbits, the O˜p,q are 2-dimensional orbits, and
the O˜r,s are 2n-dimensional orbits. These are exactly the symplectic
leaves in G˜ for the Poisson bracket on it.
Remark. We should point out that the notation for the 2-dimensional orbits
O˜p,q in G˜ are somewhat misleading. We can see clearly that we can have
O˜p,q = O˜p′,q′ , if p
′ = αp and q′ = 1αq for some α > 0. To avoid introducing
cumbersome notations, we nevertheless chose to stay with this ambiguity. A
sketch is given below (in figure 1) to help us visualize the situation.
(Figure 1: Trace curves of the orbits on the r = s = 0 plane)
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1.2. The Hopf C∗-algebras (A,∆) and (A˜, ∆˜). By realizing that the Pois-
son structures on G is a non-linear Poisson bracket of the “cocycle perturba-
tion” type (as in [9]), we were able to construct the Hopf C∗-algebras (quan-
tum groups) (A,∆) and (A˜, ∆˜) by deformation. For their precise definitions,
see [10].
As a C∗-algebra, A is isomorphic to a twisted crossed product algebra.
That is, A ∼= C∗
(
H/Z,C0(G/Z
⊥), σ
)
, where H and G(= H∗) are as in §1.1
and Z is the center of H (so Z =
{
(0, 0, z)’s
}
). We denoted by σ the twisting
cocycle for the group H/Z. As constructed in [10], σ is a continuous field of
cocycles G/Z⊥ ∋ r 7→ σr, where
σr
(
(x, y), (x′, y′)
)
= e¯
[
ηλ(r)x · y
′
]
.
Following the notation of the previous papers, we are letting e(t) = e(2pii)t
and e¯(t) = e(−2pii)t, while ηλ(r) is as before. The elements (x, y), (x
′, y′)
are group elements in H/Z. Via a certain “regular representation” L, we
were able to realize the C∗-algebra A as an operator algebra in B(H), where
H = L2(H/Z ×G/Z⊥) is the Hilbert space consisting of the L2-functions in
the (x, y, r) variables.
In [10], we showed that the C∗-algebra A is a strict deformation quantiza-
tion (in the sense of Rieffel [24]) of C0(G). For convenience, the deformation
parameter ~ has been fixed (~ = 1), which is the reason why we do not see
it in the definition of A. When ~ = 0 (i. e. classical limit), we take σ ≡ 1.
Then A~=0 ∼= C0(G). Throughout this paper (as in our previous papers), we
write A = A~=1. On A, an appropriate comultiplication can be defined using
a certain “(regular) multiplicative unitary operator”. Actually, we can show
(see [12]) that (A,∆) is an example of a locally compact quantum group, in
the sense of Kustermans and Vaes [18]. All these can be done similarly for
the case of H˜ and G˜, obtaining (A˜, ∆˜).
Since our goal here is to study the ∗-representations of A and A˜, we will go
lightly on the discussion of their quantum group structures. We will review the
notations as the needs arise. For the most part, it will be useful to recall that
we can regard (A,∆) as a “quantized C∗(H)”, i. e. a “quantum Heisenberg
group algebra”. Or dually, we may regard it as a “quantized C0(G)”. Similar
comments hold for (A˜, ∆˜), which can be considered as an “extended quantum
Heisenberg group algebra” (“quantized C∗(H˜)”) or as a “quantized C0(G˜)”.
2. The irreducible ∗-representations
The irreducible ∗-representations of (A,∆) and (A˜, ∆˜) have been found
in [11], taking advantage of the fact that A and A˜ are twisted group C∗-
algebras. The results are summarized in the first two propositions below.
Note that we study here the ∗-representations of (A,∆) and (A˜, ∆˜), instead
of their corepresentations. By the observation given in the previous section,
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the ∗-representations of A [and A˜] more or less correspond to the group rep-
resentations of H [and H˜ ].
Notation. In the below, A is the space of Schwartz functions in the (x, y, r)
variables, having compact support in the r variable. Similarly, A˜ is the space
of Schwartz functions in the (x, y, r, w) variables, having compact support
in the r and w. By viewing these functions as operators (via the regular
representation L; see equation (2.4) and Example 3.6 of [10]), we saw in
the previous papers that they are dense ∗-subalgebras of A and A˜. Most of
our specific calculations have been carried out at the level of these function
algebras.
Proposition 2.1. Every irreducible representation of A is equivalent to one
of the following representations. Here, f ∈ A.
• For (p, q) ∈ R2n, there is a 1-dimensional representation pip,q of A,
defined by
pip,q(f) =
∫
f(x, y, 0)e¯(p · x+ q · y) dxdy.
• For r ∈ R, r 6= 0, there is a representation pir of A, acting on the
Hilbert space Hr = L
2(Rn) and is defined by
pir(f)ξ(u) =
∫
f(x, y, r)e¯
(
ηλ(r)u · y
)
ξ(u+ x) dxdy.
We thus obtain all the irreducible ∗-representations of A by naturally extending
these representations. We will use the same notation, pip,q and pir, for the
representations of A constructed in this way.
Proposition 2.2. The irreducible ∗-representations of A˜ are obtained by nat-
urally extending the following irreducible representations of the dense subal-
gebra A˜. Here, f ∈ A˜.
• For s ∈ R, there is a 1-dimensional representation p˜is defined by
p˜is(f) =
∫
f(x, y, 0, w)e¯(sw) dxdydw.
• For (p, q) ∈ R2n, (p, q) 6= (0, 0), there is a representation p˜ip,q acting
on the Hilbert space H˜p,q = L
2(R) defined by
p˜ip,q(f)ζ(d) =
∫
f(x, y, 0, w)e¯(edp · x+ e−dq · y)ζ(d+ w) dxdydw.
• For (r, s) ∈ R2, r 6= 0, there is a representation p˜ir,s acting on the
Hilbert space H˜r,s = L
2(Rn) defined by
p˜ir,s(f)ξ(u) =
∫
f(x, y, r, w)e¯(sw)e¯
(
ηλ(r)u·y
)
(e−
w
2 )nξ(e−wu+e−wx) dxdydw.
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We will use the same notation, p˜is, p˜ip,q, and p˜ir,s, for the corresponding rep-
resentations of A˜.
Remark. For the construction of these representations, see section 2 of [11].
Meanwhile, a comment similar to an earlier remark has to be made about
the representations p˜ip,q. It is not very difficult to see that p˜ip,q and p˜ip′,q′ are
equivalent if and only if p′ = elp and q′ = e−lq for some real number l. Again,
to avoid having to introduce cumbersome notations, we are staying with the
(possibly ambiguous) notation used above.
These are all the irreducible ∗-representations of A and A˜ up to equivalence
(assuming we accept the ambiguity mentioned in the above remark). We did
not rely on the dressing orbits to find these representations (we constructed
the irreducible representations via the machinery of induced representations
[11]), but we can still observe that the irreducible representations of A and
A˜ are in one-to-one correspondence with the dressing orbits in G and G˜,
respectively. To emphasize the correspondence, we used the same subscripts
for the orbits and the related irreducible representations.
Let us denote by O(A) the set of dressing orbits contained in G. Since G
is being identified with its Lie algebra g, it is equipped with the (2n + 1)-
dimensional vector space topology. Note that on G, we have an equivalence
relation such that (p, q, r) ∼ (p′, q′, r′) if they are contained in the same orbit.
By viewing O(A) = G/∼, we can give O(A) a natural quotient topology.
Meanwhile, let Irr(A) be the set of equivalence classes of irreducible ∗-
representations of A (Proposition 2.1). For every representation pi ∈ Irr(A),
its kernel is a primitive ideal of A. Consider the “Jacobson topology” [6] on
Prim(A), that is, the closure of a subset U ⊆ Prim(A) is defined to be the set
of all ideals in Prim(A) containing the intersection of the elements of U . Since
the map pi 7→ Ker(pi) is a canonical surjective map from Irr(A) onto Prim(A),
the Jacobson topology on Prim(A) can be carried over to Irr(A) (In our case,
we will actually have Irr(A) ∼= Prim(A), since A is a type I C∗-algebra.).
In exactly the same way, we can also define O(A˜) and Irr(A˜) together with
their respective topological structures. We already know that O(A) ∼= Irr(A)
and O(A˜) ∼= Irr(A˜) as sets. Let us now explore these correspondences a little
further, in terms of their respective topologies.
For ordinary Lie groups, the question of establishing a topological home-
omorphism between the (coadjoint) orbit space O(G) and the representation
space Irr
(
C∗(G)
)
is called by some authors as the “Kirillov conjecture”. It is
certainly well known to be true in the case of nilpotent Lie groups. It is also
true in the case of exponential solvable Lie groups (The proof was established
rather recently [19].).
In our case, the objects of our study are Hopf C∗-algebras (quantum
groups), and we consider dressing orbits instead of coadjoint orbits. On the
other hand, their classical limits are exponential solvable Lie groups. Because
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of this, for the proof of Irr(A˜) ∼= O(A˜) and Irr(A) ∼= O(A), it is possible to
take advantage of the general result at the Lie group setting. Here is the main
result, which is not really surprising:
Theorem 2.3. (1) Irr(A˜) ∼= O(A˜), as topological spaces.
(2) Irr(A) ∼= O(A), as topological spaces.
Proof. If we look at the ∗-representations in Irr(A˜) computed earlier, we can
see that they closely resemble the ∗-representations in Irr
(
C∗(H˜)
)
, the equiv-
alence classes of unitary group representations of the (exponential) Lie group
H˜. It actually boils down to replacing “ηλ(r)” with “r”. The two sets are
certainly different, but noting that r 7→ ηλ(r)
(
= e
2λr−1
2λ
)
is one-to-one and
onto, it is clear that the topological structures on Irr(A˜) and on Irr
(
C∗(H˜)
)
are the same. Similar comment holds for the dressing orbit space O(A˜) and
the coadjoint orbit space O(H˜).
By general theory on representations of exponential Lie groups (see section
3 of [19]), we have O(H˜) ∼= Irr
(
C∗(H˜)
)
. Therefore, it follows from the ob-
servation in the previous paragraph that O(A˜) ∼= Irr(A˜). The proof for the
homeomorphism O(A) ∼= Irr(A) can be carried out in exactly the same way,
this time considering the (nilpotent) Lie group H . 
This is the general result we wanted to establish. But one drawback of the
above proof is that it is rather difficult to see what is actually going on. To
illustrate and for a possible future use, we collect in the below a few specific
results (with proofs given by direct computations) showing the topological
properties on Irr(A˜). We do not mention the case of A here, but it would be
obviously simpler.
Let us begin by describing the quotient topology on O(A˜). Consider the
“points” (i. e. orbits) in O(A˜). For r 6= 0, the topology on the set of the
points O˜r,s is the standard one, which is just the topology on the (r, s) plane
excluding the r-axis. When r = 0 and (p, q) = (0, 0), in which case the points
consist of the orbits O˜s, the topology is exactly the standard topology on a
line (the s-axis). It is non-standard in the case when r = 0 and (p, q) 6= (0, 0),
where the points consist of the orbits O˜p,q. To visualize, the picture (figure 1)
given at the end of §1.1 will be helpful here.
Let us now turn our attention to Irr(A˜). By Theorem 2.3, we already know
that the topology on it coincides with the quotient topology on O(A˜), under
the identification of the two sets via our one-to-one correspondence. In the
following three propositions, we give direct proofs of a few selected situations
that show some non-standard topological behavior, i. e. when r = 0 and
(p, q) 6= (0, 0). The notation for the representations in Irr(A˜) are as before.
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Proposition 2.4. Consider the sequence of representations {p˜ip,q}, letting
(p, q) approach (0, 0). Then the limit points of the sequence are the represen-
tations p˜is.
Proof. As (p, q) → (0, 0), the p˜ip,q approach the (reducible) representation S,
which acts on the Hilbert space L2(R) and is defined by
S(f)ζ(d) =
∫
f(x, y, 0, w)ζ(d + w) dxdydw.
To see how this representation S decomposes into, consider the unitary map
(Fourier transform) on L2(R) given by
Fζ(s) =
∫
ζ(d˜)e¯(sd˜) dd˜.
Using F , we can define the representation S˜ which is equivalent to S. By a
straightforward calculation using Fourier inversion theorem, we have:
S˜(f)ζ(s) = FS(f)F−1ζ(s) =
∫
f(x, y, 0, w)e(sw)ζ(s) dxdydw.
We can see that S˜ is the direct integral of the irreducible representations p˜is.
In other words,
S ∼= S˜ =
∫ ⊕
p˜is ds.
Therefore, KerS ⊆
⋂
sKer p˜is. It follows that all the p˜is are limit points of the
sequence {p˜ip,q}(p,q)→(0,0), under the topology on Irr(A˜). In view of the result
of Theorem 2.3 that Irr(A˜) ∼= O(A˜), they will exhaust all the limit points. 
Proposition 2.5. Consider the sequence of representations {p˜ip,q}, letting
q → 0 while we hold p. More specifically, consider the sequence {p˜ip,cnq}, where
p and q are fixed and {cn} is a sequence of positive numbers approaching 0.
Then the limit points are the representations p˜ip,0 and p˜i0,q.
Proof. It is clear that p˜ip,0 is a limit point of the sequence {p˜ip,cnq}. Mean-
while, note that p˜ip′,q′ is equivalent to p˜ielp′,e−lq′ (See the Remark following
Proposition 2.2.). Let us choose a sequence of real numbers {ln} such that
e−lncn = 1. Then each p˜ip,cnq is equivalent to p˜ielnp,q. Since the e
ln = cn ob-
viously approach 0, we conclude that p˜i0,q is also a limit point of the sequence
{p˜ip,cnq}. 
Remark. Similarly, we may consider the sequence {p˜icnp,q}, where p and q are
fixed and {cn} is a sequence of positive numbers approaching 0. In exactly the
same way as above, we can show that the limit points are the representations
p˜ip,0 and p˜i0,q. By modifying the proof a little, we can also obtain various
results of similar flavor.
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Proposition 2.6. Consider the sequence of representations {p˜ir,s}, letting
r → 0 while s is fixed. Then all the representations p˜ip,q and the p˜is are limit
points of the sequence.
Proof. As r → 0, the p˜ir,s approach the following (reducible) representation,
T , acting on the Hilbert space L2(Rn):
T (f)ξ(u) =
∫
f(x, y, 0, w)e¯(sw)(e−
w
2 )nξ(e−wu+ e−wx) dxdydw.
To see how T decomposes into, consider the Fourier transform on L2(Rn).
Fξ(α) =
∫
ξ(u)e¯(α · u) du.
As before, we can define the representation T˜ which is equivalent to T . By a
straightforward calculation involving Fourier inversion theorem, we have:
T˜ (f)ξ(α) = FT (f)F−1ξ(α) =
∫
f(x, y, 0, w)e(α·x)e¯(sw)(e
w
2 )nξ(ewα) dxdydw.
Suppose we expressed α as α = edp, for some p ∈ Rn and d ∈ R. Then it
becomes:
T˜ (f)ξ(edp) =
∫
f(x, y, 0, w)e(edp · x)e¯(sw)(e
w
2 )nξ(ed+wp) dxdydw.
Fix p(6= 0), and let us write ξp(d) to be ξp(d) := (e
d
2 )nξ(edp). Then we now
have:
T˜ (f)ξp(d) =
∫
f(x, y, 0, w)e(edp · x)e¯(sw)ξp(d+ w) dxdydw.
This is really the expression for the inner tensor product representation,
p˜i−p,0 ⊠ p˜is, which is equivalent to p˜i−p,0 (the proof is by straightforward cal-
culation, similar to the one given in Proposition 4.4 of [11]). As in the proof
of Proposition 2.4, we thus have: KerT ⊆
⋂
pKer p˜ip,0. It follows that all the
p˜ip,0 are limit points of the sequence {p˜ir,s}r→0, under the topology on Irr(A˜).
By the result of Proposition 2.4, it also follows that all the p˜is are limit points
of the sequence.
Meanwhile, to look for more limit points of the sequence, let us define the
representations Qr,s as follows, which are equivalent to the p˜ir,s. We consider
p˜ir,s and consider the Hilbert space L
2(Rn) on which p˜ir,s(A˜) acts. In L
2(Rn),
define the unitary map Fr defined by
Frξ(v) =
∫
ξ(u)e¯
(
ηλ(r)u · v
)∥∥ηλ(r)∥∥ 12 du.
This is again a kind of a Fourier transform, taking advantage of the existence
of the bilinear form (u, v) 7→ ηλ(r)u · v in R
n. Its inverse is given by
F−1r ξ(u) =
∫
ξ(v)e
(
ηλ(r)u · v
)∥∥ηλ(r)∥∥ 12 dv.
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We define the representation Qr,s by Qr,s(f)ξ := Frp˜ir,s(f)F
−1
r ξ. We then
have:
Qr,s(f)ξ(v) =
∫
f(x, y, r, w)e¯(sw)e
[
ηλ(r)(v+y)·x
]
(e
w
2 )nξ(ewv+ewy) dxdydw.
Since the Qr,s are equivalent to the p˜ir,s, we may now consider the sequence
{Qr,s}r→0. We can see right away that as r → 0, the sequence approaches
the following (reducible) representation, Q, acting on L2(Rn):
Q(f)ξ(v) =
∫
f(x, y, 0, w)e¯(sw)(e
w
2 )nξ(ewv + ewy) dxdydw.
We can follow exactly the same method we used in the case of the representa-
tion T to show that we now have: KerQ ⊆
⋂
q Ker p˜i0,q. It follows that all the
p˜i0,q are limit points of the sequence {Qr,s}r→0, or equivalently the sequence
{p˜ir,s}r→0.
In this way, we have shown so far that the representations p˜ip,0, the p˜i0,q, as
well as the p˜is are limit points of the sequence. It will be somewhat cumber-
some, but by choosing some suitable realizations of the representations p˜ir,s, it
is possible to show that all the representations p˜ip,q are also limit points. 
Observe that the topological behaviors of Irr(A˜) manifested in the above
three propositions are exactly those of the quotient topology on O(A˜), as was
to be expected from Theorem 2.3. On the other hand, it is not quite sufficient
to claim only from these types of propositions that the one-to-one correspon-
dences Irr(A˜) ∼= O(A˜) and Irr(A) ∼= O(A) are topological homeomorphisms.
For this reason, the actual proof was given indirectly.
These results give affirmation that there is a strong analogy between our
“quantum” case and the “classical” case of ordinary groups. This is the
underlying theme of this article. On the other hand, see [11], where we discuss
an interesting “quantum” behavior enjoyed by the ∗-representations (e. g. the
quasitriangular property), due to the role played by the comultiplications on
(A,∆) and (A˜, ∆˜).
3. Canonical measure on an orbit
We will work mostly with the dressing orbits in O(A˜). The case of orbits
in O(A) will be simpler.
Recall first the (left) dressing action, δ, of H˜ on G˜, as defined in Proposition
1.3. By our identification of G˜ with its Lie algebra g˜, the dressing action δ
can be viewed as an action of H˜ on g˜. It has a corresponding Lie algebra
representation, dδ : h˜→ End(g˜), defined by
(
dδ(X)
)
(µ) =
d
dt
∣∣∣∣
t=0
δ(tX)(µ).
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From now on, let us fix a dressing orbit O in g˜. Let µ ∈ O be a typical
element in the orbit (So O = δ(H˜)(µ).). We define the stabilizer subgroup by
Rµ =
{
x ∈ H˜ :
(
δ(x)
)
µ = µ
}
⊆ H˜.
The corresponding Lie subalgebra is
rµ =
{
X ∈ h˜ :
(
dδ(X)
)
µ = 0
}
⊆ h˜.
Then the map Ψµ : x 7→ δ(x)µ induces a diffeomorphism H˜/Rµ ∼= O. The
range of the differential map dΨµ = (dΨµ)e : h˜→ (TO)µ gives us the tangent
space (TO)µ at µ. Since dΨ
µ(h˜) = dδ(h˜)(µ), we have Ker(dΨµ) = rµ and
(TO)µ = rµ
⊥. And we have the diffeomorphism: h˜/rµ ∼= (TO)µ. All this is
more or less the same as the case of the coadjoint orbits (see [4]).
Meanwhile, recall that O is a symplectic leaf, whose symplectic structure
is given by restricting the Poisson bracket on G˜. In this way, we obtain a
(non-degenerate) skew 2-form ωµ ∈ Λ2(TO)µ, such that for X,Y ∈ h˜, we
have:
ωµ
(
dΨµ(X), dΨµ(Y )
)
= p · (wx′ − w′x) + q · (w′y − wy′) + ηλ(r)(x · y
′ − x′ · y). (3.1)
Here µ = (p, q, r, s) and X = (x, y, z, w), Y = (x′, y′, z′, w′). It is easily shown
to be well-defined (we can show by direct computation).
Lemma 3.1. For fixed µ, the above map ωµ ∈ Λ2(TO)µ is well-defined.
Proof. Suppose X ′ ∈ h˜ is an arbitrary element such that dΨµ(X ′) = dΨµ(X).
Then we can write X ′ = X + (a, b, c, d), for (a, b, c, d) ∈ rµ. By remembering
the definition of δ (from Proposition 1.3), we can compute the following:(
dδ(a, b, c, d)
)
(µ) =
(
−dp+ ηλ(r)b, dq − ηλ(r)a, 0, p · a− q · b
)
,
where µ = (p, q, r, s). So (a, b, c, d) ∈ rµ is characterized by
dp = ηλ(r)b, dq = ηλ(r)a, p · a− q · b = 0.
From this and from the definition of ωµ given by equation (3.1), we see easily
that for any Y ∈ h˜, we have
ωµ
(
dΨµ(X ′), dΨµ(Y )
)
= ωµ
(
dΨµ(X), dΨµ(Y )
)
.
Similar argument holds for the second entry, and we conclude that ωµ is well-
defined. 
We can define ωµ for each µ ∈ O. But we can show that ω : µ 7→ ωµ is
δ(H˜)-invariant. To illustrate this more clearly, consider an arbitrary element
ν of O. Suppose it is written as ν = δ(h)µ, for some h ∈ H˜ . The following
results are true.
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Lemma 3.2. Let the notation be as above. Define αh : H˜ → H˜ by αh(x) =
hxh−1. Then we have:
δ(h) ◦Ψµ = Ψν ◦ αh.
Proof. For any x ∈ H˜ ,
Ψν
(
αh(x)
)
= Ψν(hxh−1) = δ(hxh−1)(ν) (by definition)
= δ(hx)δ(h−1)(ν) (δ is a left action)
= δ(hx)(µ) (ν = δ(h)µ or δ(h−1)ν = µ)
= δ(h)δ(x)(µ) = δ(h)Ψµ(x).

Proposition 3.3. Let φh := d
(
δ(h)
)
µ
: (TO)µ → (TO)ν . We then have, for
X,Y ∈ h˜,
ων
(
φh ◦ dΨ
µ(X), φh ◦ dΨ
µ(Y )
)
= ωµ
(
dΨµ(X), dΨµ(Y )
)
.
This illustrates that ω : ν 7→ ων is δ(H˜)-invariant.
Proof. From the previous lemma, we know that δ(h) ◦ Ψµ = Ψν ◦ αh. By
taking differentials, it follows that
φh ◦ dΨ
µ = dΨν ◦ d(αh).
For convenience, we wrote d(αh) =
(
d(αh)
)
e
. From this, we have
ων
(
φh ◦ dΨ
µ(X), φh ◦ dΨ
µ(Y )
)
= ων
(
dΨν ◦ d(αh)(X), dΨ
ν ◦ d(αh)(Y )
)
.
To see if it is same as ωµ
(
dΨµ(X), dΨµ(Y )
)
, we will use direct computation.
So let h = (a, b, c, d) and compute αh, using the multiplication law on H˜ as
defined earlier (in §1.1):
αh(x, y, z, w) = (a, b, c, d)(x, y, z, w)(a, b, c, d)
−1
= (a+ edx, b + e−dy, c+ z + e−da · y, d+ w)(−e−da,−edb,−c+ a · b,−d)
= (a+ edx− ewa, b+ e−dy − e−wb, z + a · b+ e−da · y − ed−wx · b− e−wa · b, w).
It follows that for X = (x, y, z, w) ∈ h˜, we have:(
d(αh)
)
(X) = (edx− wa, e−dy + wb, z + e−da · y − edx · b+ wa · b, w).
Meanwhile, let us write µ = (p, q, r, s). Then by definition,
ν = δ(h)µ =
(
δ(a, b, c, d)
)
(p, q, r, s)
=
(
e−dp+ ηλ(r)b, e
dq − ηλ(r)a, r, s+ e
−dp · a− edq · b+ ηλ(r)a · b
)
.
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Therefore, by using the definition of ω as given in (3.1) and by direct computa-
tion using the expressions we obtained above, we see that for X = (x, y, z, w)
and Y = (x′, y′, z′, w′),
ων
(
dΨν
(
d(αh)(X)
)
, dΨν
(
d(αh)(Y )
))
=
(
e−dp+ ηλ(r)b
)
·
[
w(edx′ − w′a)− w′(edx− wa)
]
+
(
edq − ηλ(r)a
)
·
[
w′(e−dy + wb)− w(e−dy′ + w′b)
]
+ ηλ(r)
[
(edx− wa) · (e−dy′ + w′b)− (edx′ − w′a) · (e−dy + wb)
]
= p · (wx′ − w′x) + q · (w′y − wy′) + ηλ(r)(x · y
′ − x′ · y)
= ωµ
(
dΨµ(X), dΨµ(Y )
)
.
Together with the result obtained in the first part, we can conclude our proof.

The invariance of ω means that it is a C∞ 2-form on O, in its unique
symplectic manifold structure inherited from the Poisson bracket on G˜.
Our plan (to be carried out in the next section) is to construct a deformed
product on a dense subspace of C∞(O), by realizing the functions as operators
on a Hilbert space. The remainder of this section is to make preparations at
the level of orbits. Let us begin by pointing out that we can identify H˜/Rµ
with the vector space V = h˜/rµ. What it means is that we are regarding
O = (TO)µ. See the following remark.
Remark. In general, we do not know if Rµ ∼= rµ (we may have Rµ not con-
nected). But in our case, if we just follow the definition, it is not difficult to see
that they can be identified. So we will regard Rµ = rµ, for every µ. Together
with our earlier (spatial) identification H˜ = h˜, we thus see that H˜/Rµ = h˜/rµ
as vector spaces. The advantage of having the description of O(∼= H˜/Rµ) as
a vector space is clear. We can use various linear algebraic tools, as well as
Fourier transforms.
Let us focus our attention to the vector space V = H˜/Rµ = h˜/rµ. By the
diffeomorphism h˜/rµ ∼= (TO)µ, it is equipped with the skew, bilinear form
Bµ, defined by
Bµ(X˙, Y˙ ) := ωµ
(
dΨµ(X), dΨµ(Y )
)
,
where X and Y are the representatives in h˜ of the classes X˙, Y˙ ∈ V . By the
following lemma, we can thus construct a unique “self-dual” measure on V .
Lemma 3.4. (1) Let V be a (real) vector space, and let dm be a Eu-
clidean measure on V . Suppose B( , ) is a nondegenerate bilinear
form on V . Then we may use B to identify V with its dual space V ∗,
and can define a Fourier transform FB:
(FBf)(v) =
∫
V
f(v′)e−2piiB(v,v
′) dm(v′).
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We say that dm is “self-dual” if ‖FBf‖2 = ‖f‖2, where ‖f‖
2
2 =∫
|f(v)|2 dm(v).
(2) Suppose {e1, e2, . . . , ek} is a basis of V and let dv be the normalized
Lebesgue measure on V . If we denote by the same letter B the matrix
such that bij = B(ei, ej), then the self-dual measure on V determined
by B is: dm = | detB|
1
2 dv.
Proof. Linear algebra. 
In our case, on V , we have: dm = | det(Bµ)|
1
2 dX˙ , where dX˙ is the measure
inherited from the Lebesgue measure, dxdydzdw, on h˜. Meanwhile, recall that
(TO)µ = rµ
⊥. So we may regard (TO)µ as the dual vector space of V = h˜/rµ.
Let us give it the dual measure, dθ, of dm. Since (TO)µ is considered as a
subspace rµ
⊥ of g˜, there already exists a natural measure on it, denoted by
dl, inherited from the Plancherel Lebesgue measure, dpdqdrds, on g˜(= h˜∗).
We will have: dθ = | det(Bµ)|−
1
2 dl.
Since dm and dθ have been chosen by using the (unique) symplectic struc-
ture on O, we know that they will be the canonical measures on V (= h˜/rµ)
and O
(
= (TO)µ
)
, respectively. In terms of these canonical measures, there
exists the “symplectic Fourier transform”, Fω, from Sc(V ) to Sc(O), as well
as its inverse. That is,
(Fωf)(l) =
∫
h˜/rµ
f(X˙)e¯
[
〈l, X˙〉
]
dm(X˙), f ∈ Sc(V )
and
(F−1ω f)(X˙) =
∫
(TO)µ
f(l)e
[
〈l, X˙〉
]
dθ(l), f ∈ Sc(O).
The notation Sc(V ) means the space of Schwartz functions on V having com-
pact support. So Sc(V ) ⊆ C
∞
c (V ). We can actually work in spaces which
are a little larger than Sc(V ) and Sc(O), but they are good enough for our
present purposes.
Let us consider the Hilbert space L2(V, dm), which contains Sc(V ) as a
dense subspace. By the symplectic Fourier transform, we see that L2(V, dm) ∼=
L2(O, dθ). Due to the canonical nature of our construction, it is rather easy
to see that the definition of L2(O, dθ) obtained in this way does not really
depend on the choice of the representative µ ∈ O. Meanwhile, even though
we did not explicitly mention the case of orbits in O(A), it is obvious that
everything we have been discussing in this section can be carried out in exactly
the same way (All we need to do is to let w (or d) and s variables to be zero.).
4. Deformation of the orbits
Since a typical dressing orbit O is a symplectic manifold, one hopes that
there would be a way to define a deformed product on C∞(O), in the spirit
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of Weyl quantization and Moyal products. Usually, this kind of deformation
quantization is done in terms of ∗-products, involving formal power series [3],
[27]. Indeed, Arnal and Cortet in [1], [2] have shown that for nilpotent or some
exponential solvable Lie groups, there exist such quantizations on coadjoint
orbits (again via ∗-products).
Here, we wish to achieve a similar goal of defining a Moyal-type deformed
product, but without resorting to formal power series. We will define our de-
formed product on a dense subspace Sc(O) of C
∞(O), by using an operator
algebra realization on a Hilbert space. The strategy is to relate the deforma-
tion with the irreducible ∗-representation corresponding to the given orbit. In
this article, we plan to discuss only the case of O(A) in relation with Irr(A).
The case of O(A˜) and Irr(A˜) will be our future project (But see Appendix at
the end of this section.).
Let us begin our discussion by turning our attention to the irreducible
∗-representations. The next proposition is very crucial.
Proposition 4.1. Let pi ∈ Irr(A) be an irreducible representation of A acting
on Hpi (See Proposition 2.1 for classification.). Let O ∈ O(A) be the corre-
sponding orbit. Then for f ∈ A, the operator pi(f) ∈ B(Hpi) turns out to be a
trace-class operator. Furthermore,
Tr
(
pi(f)
)
=
∫
O
fˆ |O(ν) dθ(ν), (4.1)
where dθ is the canonical measure on O defined earlier. And fˆ denotes the
partial Fourier transform of f defined by
fˆ(p′, q′, r′) =
∫
f(x˜, y˜, r′)e¯(p′ · x˜+ q′ · y˜) dx˜dy˜.
Remark. The partial Fourier transform f 7→ fˆ is the usual one (with respect
to the Lebesgue measures), not to be confused with the symplectic Fourier
transform appeared in the previous section. This can be done without trouble,
since we are (spatially) identifying O
(
= (TO)µ
)
with the subspace rµ
⊥ of g.
Proof. (For pip,q): This is a trivial case. Since
pip,q(f) =
∫
f(x, y, 0)e¯(p · x+ q · y) dxdy = fˆ |Op,q(p, q, 0) ∈ C,
we have: Tr
(
pip,q(f)
)
= fˆ |Op,q(p, q, 0).
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(For pir): Note that by using Fourier inversion theorem,
(
pir(f)
)
ξ(u) =
∫
f(x, y, r)e¯
[
ηλ(r)u · y
]
ξ(u + x) dxdy
=
∫
fˆ |Or
(
p˜, ηλ(r)u, r
)
ξ(u + x˜)e(p˜ · x˜) dp˜dx˜
=
∫
K(u, x˜)ξ(x˜) dx˜,
where K(u, x˜) =
∫
fˆ |Or
(
p˜, ηλ(r)u, r
)
e
[
p˜ · (x˜ − u)
]
dp˜. That is, pir(f) is an
integral operator whose kernel is given by K, which is clearly an L2-function
since fˆ is a Schwartz function. This means that pir(f) is a trace-class operator.
Moreover,
Tr
(
pir(f)
)
=
∫
K(u, u) du =
∫
fˆ |Or
(
p˜, ηλ(r)u, r
)
dp˜du
=
∫
fˆ |Or(p˜, u, r)
1∣∣ηλ(r)∣∣n dp˜du.
But the measure
∣∣ηλ(r)∣∣−n dp˜du is none other than the canonical measure
dθ(p˜, u, r) on Or. To see this more clearly, recall the definition of the bilinear
map Bµ on h/rµ ∼= O. In our case, we may choose µ = (0, 0, r) and h/rµ = h/z.
We then have:
Bµ(X˙, Y˙ ) = ηλ(r)(x · y
′ − x′ · y),
where X˙ and Y˙ are the classes in h/z represented by X = (x, y, 0) and Y =
(x′, y′, 0). By simple calculation, we have: det(Bµ) =
(
ηλ(r)
)2n
. From this, it
follows from the discussion following Lemma 3.4 that the canonical measure
on Or is:
dθ(p′, q′, r) =
∣∣det(Bµ)∣∣− 12 dp′dq′ = ∣∣ηλ(r)∣∣−n dp′dq′.
This verifies the trace formula: equation (4.1). 
Corollary. Let pi ∈ Irr(A). Since each pi(f), f ∈ A, is a trace-class operator,
it is also Hilbert–Schmidt. In our case, the Hilbert–Schmidt norms are given
by∥∥pip,q(f)∥∥2HS =
∣∣fˆ(p, q, 0)∣∣2,
∥∥pir(f)∥∥2HS =
∫
fˆ(p′, q′, r)f(p′, q′, r)
∣∣ηλ(r)∣∣−n dp′dq′ =
∫ ∣∣fˆ(p′, q′, r)∣∣2 dθ.
Indeed, we actually have, for f, g ∈ A:
Tr
(
pi(g)∗pi(f)
)
= Tr
(
pi(g∗ × f)
)
=
〈
fˆ |Or , gˆ|Or
〉
O
,
where × is the multiplication on A and g 7→ g∗ is the involution on A, while
〈 , 〉O denotes the inner product on L
2(O, dθ).
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Proof. We just need to remember the definitions of the multiplication and
involution on A (for instance, see Propositions 2.8 and 2.9 of [10]), and use
the trace formula obtained in the previous proposition. The result follows
from straightforward computation. 
Since the elements pi(f), f ∈ A, form a dense subspace in HS(Hpi), the
above Corollary implies that we have a Hilbert space isomorphism between
HS(Hpi) and L
2(O, dθ). To be a little more precise, let us consider the map
from HS(Hpi) to L
2(O, dθ) by naturally extending the map pi(f) 7→ fˆ |O.
By the result we just obtained, the map is an isometry, preserving the inner
product. It is clearly onto. Let us from now on consider its inverse map
and denote it by Spi. In this way, we have the spatial isomorphism, Spi :
L2(O, dθ) ∼= HS(Hpi).
We are now ready to discuss the deformation of the orbits O. The point is
that through the map Spi, an arbitrary element φ ∈ Sc(O) can be considered
as a (Hilbert–Schmidt) operator on Hpi. Let us denote this correspondence by
Qpi. It is the same as the map Spi above, but now we work with the operator
norm on B(Hpi) instead of the Hilbert–Schmidt norm on HS(Hpi). The result
is summarized in the below.
Proposition 4.2. Let Qpi : Sc(O) → B(Hpi) be defined as above. Then Qpi
determines a deformed product on Sc(O) by Qpi(φ×Qψ) = Qpi(φ)Qpi(ψ). The
involution on Sc(O) will be given by Qpi(ψ
∗) = Qpi(ψ)
∗
. They are described
in the below:
(1) (The case of the 1-point orbit Op,q): For φ, ψ ∈ Sc(Op,q),
(
φ×Q ψ
)
(p, q, 0) = φ(p, q, 0)ψ(p, q, 0),
ψ∗(p, q, 0) = ψ(p, q, 0).
(2) (The case of the 2n-dimensional orbit Or): For φ, ψ ∈ Sc(Or),
(
φ×Q ψ
)
(α, β, r) =
∫
φ(p˜, β, r)ψ
(
α, β + ηλ(r)x˜, r
)
e
[
(p˜− α) · x˜
]
dp˜dx˜,
ψ∗(α, β, r) =
∫
ψ(p˜, q˜, r)e¯
[
(α− p˜) · x+ (β − q˜) · y
]
e¯
[
ηλ(r)x · y
]
dp˜dq˜dxdy.
Proof. The computations are straightforward from the definitions. So we will
just verify the multiplication formula φ×Qψ, for the case of the 2n-dimensional
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orbit. Indeed, for ξ ∈ B
(
L2(Rn)
)
, we have:
Qpir(φ)Qpir (ψ)ξ(u)
=
∫
φ(p˜, q˜, r)e(p˜ · x+ q˜ · y)e¯
[
ηλ(r)u · y
]
Qpir(ψ)ξ(u + x) dp˜dq˜dxdy
=
∫
φ
(
p˜, ηλ(r)u, r
)
e(p˜ · x)Qpir (ψ)ξ(u + x) dp˜dx
=
∫
φ
(
p˜, ηλ(r)u, r
)
e(p˜ · x)ψ
(
˜˜p, ηλ(r)(u + x), r
)
e(˜˜p · x′)ξ(u + x+ x′) dp˜dxd ˜˜pdx′
=
∫
(φ ×Q ψ)
(
˜˜p, ηλ(r)u, r
)
e(˜˜p · x′)ξ(u+ x′) d ˜˜pdx′
= Qpir(φ ×Q ψ)ξ(u),
where
(φ×Qψ)
(
˜˜p, ηλ(r)u, r
)
=
∫
φ
(
p˜, ηλ(r)u, r
)
ψ
(
˜˜p, ηλ(r)(u+x), r
)
e
[
(˜˜p−p˜)·x
]
dp˜dx.

Remark. Since the ∗-algebra structure on Sc(O) has been defined via a
∗-
representation, the properties like associativity of the multiplication are im-
mediate. Although we do not plan to point out the actual deformation process,
the product on Sc(O) as obtained above can be shown to be a deformation
quantization of the pointwise product on Sc(O), in the direction of the sym-
plectic structure (given by ωµ or Bµ in our case) on the orbit O: For instance,
just as in [23] or in [9], we can replaceBµ(X˙, Y˙ ) by 1
~
Bµ(~X˙, ~Y˙ ) and proceed,
with ~ being the deformation parameter.
In this sense, we call φ ×Q ψ a Moyal-type product, because it resembles
the process of Weyl quantization of C∞(R2k) and Moyal product. Recall that
in Weyl quantization (e. g. see [8]), functions φ, ψ ∈ C∞c (R
2k) are associated
to certain operators Fφ and Fψ involving Schro¨dinger’s P , Q operators, and
the operator multiplication FφFψ is defined to be Fφ×ψ , giving us the Moyal
product. Several authors since have modified this process to obtain various
versions of Moyal-type products (mostly in terms of ∗-products and formal
power series). Above formulation is just one such. On the other hand, note
that in our case, we do not have to resort to the formal power series. Our
quantization is carried out using the C∗-algebra framework.
Definition 4.3. We will write Api := Qpi
(
Sc(Opi)
)‖ ‖op
, the norm closure in
B(Hpi) of the
∗-algebra Sc(Opi) considered above. The C
∗-algebras Api will be
considered as the quantizations of the orbits Opi.
In view of the proposition 4.2, we may as well say that each irreducible
representation of (A,∆) “models” the deformed multiplication on each Sc(O).
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This is not necessarily a very rigorous statement, but it does give us a helpful
insight: Note that in the geometric quantization program, especially in the
program introduced in [3], one studies the representation theory of Lie groups
(or more general objects) via deformed products of functions.
Meanwhile, from the Corollary to Proposition 4.1, the following Plancherel-
type result is immediate. Here, A is viewed as a dense subspace of H, which
is the Hilbert space consisting of the L2-functions in the (x, y, r) variables. It
is the Hilbert space on which our Hopf C∗-algebra (A,∆) acts (See §1.2, as
well as our previous paper [10].).
Proposition 4.4. For f ∈ A, viewed as a Schwartz function contained in the
Hilbert space H, we have:
‖f‖22 =
∫ ∥∥pir(f)∥∥2HS
∣∣ηλ(r)∣∣n dr. (4.2)
Proof. For f ∈ A,
‖f‖22 = ‖fˆ‖
2
2 =
∫ ∣∣fˆ(p, q, r)∣∣2 dpdqdr
=
∫ (∫ ∣∣fˆ(p, q, r)∣∣2∣∣ηλ(r)∣∣−n dpdq
) ∣∣ηλ(r)∣∣n dr
=
∫ ∥∥pir(f)∥∥2HS
∣∣ηλ(r)∣∣n dr.

In Irr(A) ∼= O(A), the topology on the subset {pir} (consisting of generic
representations) is the standard one, which is just the vector space topology
on a line (the r-axis) with one point removed (at r = 0). And, the {pir} form
a dense subset in Irr(A). So dµ =
∣∣ηλ(r)∣∣n dr in (4.2) may be regarded as a
measure on Irr(A), which is (densely) supported on {pir} ⊆ Irr(A). Keeping
the analogy with the representation theory of nilpotent Lie groups [4], we will
call dµ the Plancherel measure on Irr(A).
Relative to the Plancherel measure dµ, we can construct the following direct
integral of Hilbert spaces: ∫ ⊕
Irr(A)
HS(Hpi) dµ(pi),
where HS(Hpi) denotes the space of Hilbert–Schmidt operators on Hpi. The
Plancherel formula (4.2) implies that the map
T : A →
∫ ⊕
Irr(A)
HS(Hpi) dµ(pi)
defined by T (f)(pi) := pi(f), pi ∈ Irr(A), is an isometry. Clearly, T will extend
to an isometry on H. Actually, T is an onto isometry.
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Theorem 4.5. (The Plancherel Theorem)
The map T : H →
∫ ⊕
Irr(A)
HS(Hpi) dµ(pi) as defined above is an onto isometry.
In other words, the spatial isomorphism T gives a direct integral decomposition
of H, via the Plancherel formula (4.2).
Proof. This is a version of the Plancherel Theorem. The proof can be given
following the direct integral analysis of Dixmier [6, §18]. We can further say
that the Plancherel measure is actually unique. This result illustrates the fact
that A is a type I C∗-algebra. 
Recall that on H, the algebra A (or A) acts by regular representation L.
The precise definition can be found in our previous papers, but L(f), f ∈ A,
is none other than the multiplication operator defined by L(f)ξ = f × ξ,
where ξ ∈ A ⊆ H and × is the multiplication on A. Meanwhile, on each fiber
HS(Hpi) of the decomposition, f ∈ A acts by F 7→ pi(f)F , where the right
hand side means the operator multiplication between the two Hilbert–Schmidt
operators on Hpi.
It is easy to see that T intertwines these actions. That is, if f, ξ ∈ A(⊆ H),
then
T
(
L(f)ξ
)
(pi) = T (f × ξ)(pi) = pi(f × ξ) = pi(f)pi(ξ) = pi(f)
(
T (ξ)(pi)
)
,
which holds for all pi. In other words, we have the equivalence of representa-
tions:
L ∼=
∫ ⊕
Irr(A)
pi dµ(pi).
This means that the regular representation has a direct integral decomposition
into irreducible representations.
Remark. Even though the Plancherel measure is supported only on the set of
generic irreducible representations {pir}, note that since µ
(
Irr(A) \ {pir}
)
= 0
and closure of the {pir} is all of Irr(A), the above result is consistent with
the observation made in our earlier paper (in [10]) on the amenability of A.
Meanwhile, we point out here that very recently, Desmedt [5] has studied the
amenability problems and a generalized version of Plancherel theorem, in the
setting of locally compact quantum groups (The author thanks the referee for
this information.).
Before we wrap up, let us point out the following interesting observation:
By our quantization map Qpi, we saw that the deformed product on Sc(O) is
actually an operator multiplication, and we summarized this situation by say-
ing that “each irreducible representation models the deformed multiplication
on each Sc(O)”. Now by the Plancherel theorem, the regular representation
L of A has a direct integral decomposition into the irreducible representa-
tions. Since the regular representation is given by the left multiplication on
A (and A), and since each irreducible representation models the Moyal-type
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deformed multiplication on each Sc(O), the Plancherel theorem can be loosely
stated as follows: “the twisted product on A is patched-up from the deformed
multiplications on the Sc(O)”.
In our case, the twisted product on A was obtained directly as a deforma-
tion quantization of the Poisson bracket, via a certain (continuous) cocycle
[9], [10]. The above paragraph suggests a more geometric approach such that
one may try to construct the twisted product by first studying the individual
dressing orbits (symplectic leaves), find a Moyal-type products on them, and
then “patch-up” these deformed products. A similar idea is being used in [22],
although the settings are different from ours.
In general, we do not expect it to work fully, due to various obstructions
caused by the complexities of the symplectic leaves themselves and of the
way the leaves lie inside the Poisson manifold. Nevertheless, this observation
underlines the point that the dressing orbits and the representation theoretical
analysis play a very useful role in the development of quantization methods.
5. Appendix: Deformation of the orbits in O(A˜)
Finally, a short remark is in order for the case of the orbits in O(A˜), in
relation with the representations in Irr(A˜). Generally speaking, the ideas we
followed in section 4 do go through, in the sense that we can define a deformed
multiplication on an orbit O ∈ O(A˜), which is modeled by the irreducible rep-
resentation corresponding to the orbit. In addition, the Plancherel type result
exists, giving us an interpretation as above that the regular representation is
“patched-up” of the deformed multiplications on the orbits.
On the other hand, not all the steps go through and some modifications
should be made. We do not plan to give any detailed discussion here (which
would be rather lengthy and since it is still in the works), but we will briefly
indicate in the below where the modifications should occur.
For the cases of the representations p˜is and p˜ip,q, essentially the same re-
sults hold as in Propositions 4.1 and 4.2. That is, we do have the spatial
isomorphism L2(Opi, dθ) ∼= HS(Hpi), and from this the Moyal-type deformed
multiplication on the orbits can be obtained. The case of the representations
p˜ir,s is when we need some care: The operators p˜ir,s(f), f ∈ A˜, are no longer
trace-class, and it seems we need to incorporate a kind of a “formal degree”
operator (as in [7]) for p˜ir,s, to define the Hilbert-Schmidt operators. Even
with this adjustment, the Hilbert-Schmidt operator space is not isomorphic
to L2(Or,s, dθ).
Some of these are serious obstacles, but it turns out that there is still
a way to define a deformed multiplication on each orbit, again modeled
by the irreducible representations. We do not seem to have spatial iso-
morphisms between the L2(Or,s, dθ) and the HS(Hpir,s), but we can still
show that
∫ ⊕
L2(Or,s, dθ) ds ∼=
∫ ⊕
HS(Hpir,s) ds. From this, it follows that:
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∫ ⊕
L2(Or,s, dθ)
∣∣ηλ(r)∣∣−1drds ∼= H˜, where H˜ is the Hilbert space on which
our C∗-algebra A˜ acts by regular representation (as in Example 3.6 of [10]).
This would be the result taking the place of Theorem 4.5 above.
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