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Abstract
In statistical physics, entropy is generally logarithm of probability. Therefore, if dynamics is
decomposed by log, entropy production should be decomposed properly. In the present work,
log-decomposition of dynamics is introduced. By which time evolution operator is logarithmically
decomposed into a symmetric operator and an asymmetric factor. Path probability and path
entropy production are also systematically and intuitively decomposed into symmetric and asym-
metric parts. From symmetric operator, non-adiabatic entropy production is derived, whereas
adiabatic entropy production is from asymmetric factor.
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I. INTRODUCTION AND PURPOSE
According to the 2’nd law of thermodynamics, average entropy change is always larger
than or equal to zero, 〈∆S〉 ≥ 0, in macroscopic level. However, because of fluctuation in
microscopic level, there definitely exist entropy decreasing events which is explained very well
by fluctuation theorems(FTs). Moreover, the 2’nd law of thermodynamics can be derived
from which [1, 2]. For the reasons, FTs are considered to be generalized versions of the 2’nd
law of thermodynamics, so various types of FTs have been developed ever since the first FT
was introduced by Evans, Cohen, and Morriss in 1993 [3].
Most of FTs are based on the conjugated dynamics (so-called dual dynamics or time
reversal transitions),
w+ij ≡ (p
st
i /p
st
j )wji (1)
where wji is transition probability from i to j, and p
st
i is a probability distribution in a sta-
tionary state [1, 2, 4]. As a representative example, Esposito and Van den-Broeck [1] have
defined total, adiabatic and non-adiabatic path entropy productions as ∆Stot ≡ ln(P/P¯),
∆Sa ≡ ln(P/P¯
+) and ∆Sna ≡ ln(P/P
+), respectively. The symbol + indicates the con-
jugated dynamics, and the symbol ¯ indicates reversed path. From the definitions, three
detailed FTs are derived,
P (∆Stot/na/a)
P (−∆Stot/na/a)
= e∆Stot/na/a (2)
or 〈e∆Stot/na/a〉 = 1 (3)
where P (∆S) is probability of a event of ∆S, and ∆Stot = ∆Sna+∆Sa [1]. The non-adiabatic
contribution consists of system entropy and excess entropy, ∆Sna = ∆Ssys +∆Sex [2, 5–7],
and the adiabatic contribution is identical with house-keeping entropy, ∆Sa = ∆Shk [2, 7–9].
Not only their FTs but also many other FTs are explained successfully by the conjugated
dynamics, Eq. (1).
However, in the present work, we propose another way which is logarithmic decompo-
sition of dynamics. We believe that proper FTs can be intuitively derived by logarithmic
decomposition of dynamics, because entropy is defined by logarithm of probability. That is
reason we are performing this work. By the log-decomposition of dynamics, path probabil-
ity and path entropy production are also systematically decomposed. The relevant FTs of
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log-decomposition are same with the three detailed or integral FTs. In the present work, we
use time-evolution operator (or propagator) instead of transition probability.
II. TOTAL PATH ENTROPY PRODUCTION
We will calculate path entropy productions using time evolution operator instead of
transition probability. That makes our works simple, because there is no need to consider
waiting time for calculating path probabilities.
Suppose that there is an ergodic system controlled by a schedule of a control parameter
λ. The system evolves along a path,
[σ]T0 ≡ [i, λ]
T
0 =˙
[
i0
λ1−→ i1
λ2−→ · · ·
λT−→ iT
]
, (4)
where σ is a set of i (state of the system) and λ. The path probability in forward direction
is given by
P[σ]T0 =
T∏
t=1
witit−1(λt)pi0(0), (5)
where wij(λ) is a time evolution operator under influence of λ. If i 6= j, that plays a role of
transition probability from j to i. However, if i = j, that becomes a probability for staying
at previous state j. For a reversed path,
[σ]0T ≡ [i, λ]
0
T =˙
[
i0
λ1←− i1
λ2←− · · ·
λT←− iT
]
, (6)
the reversed path probability is given by
P[σ]0T =
T∏
t=1
wit−1it(λt)piT (T ). (7)
In (6) and (7), to indicate reversed direction, we use the notation [·]0T which means reversed
path, i.e. P[σ]0T ≡ P¯ [σ]
T
0 = P[σ¯]
T
0 where σ¯t ≡= (iT−t, λT−t).
Total path entropy production is defined by log of the forward and reversed path proba-
bilities, (5) and (7),
∆Stot[σ]
T
0 = ln
P[σ]T0
P[σ]0T
. (8)
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III. LOGARITHMIC DECOMPOSITION OF DYNAMICS
In the section, let us introduce log-decomposition of dynamics. We decompose wij(λ) into
a symmetric operator, ǫij , and an log-asymmetric operator, νij . The symmetric operator
can be defined in any way, provided that detailed balance condition is satisfied in a steady
state,
ǫij(λ)p
st
j (λ) = ǫji(λ)p
st
i (λ), (9)
where psti (λ) is a steady state distribution for fixed λ. Since the symmetric operator satisfies
detailed balance condition (9), that can be considered to be an time evolution operator in an
effective equilibrium [10, 11] or effective Hamiltonian [12–16]. Note that ǫij(λ) is not actual
equilibrium dynamics because psti (λ) is generally a nonequilibrium steady state distribution
(or driven out of equilibrium).
Using the symmetric operator, we try log-decomposition of evolution operator such that
lnwij(λ) = ln ǫij(λ) + ln νij(λ). (10)
Here, we call νij(λ) an asymmetric factor,
νij(λ) ≡
wij(λ)
ǫij(λ)
. (11)
If, and only if given system is in an (actual) equilibrium steady state, νij(λ) = νji(λ).
By the log-decomposition of dynamics (10), forward path probability is also decomposed
logarithmically,
lnP[σ]T0 = lnPǫ[σ]
T
0 + lnPν [σ]
T
0 , (12)
where the path probability due to ǫij(λ) is given by
Pǫ[σ]
T
0 ≡
T∏
t=1
ǫitit−1(λt)pi0(0), (13)
and a path-probability-like quantity is given by multiplication of the factor νij(λ),
Pν [σ]
T
0 ≡
T∏
t=1
νitit−1(λt). (14)
Reversed path probability is decomposed in the same manner
lnP[σ]0T = lnPǫ[σ]
0
T + lnPν [σ]
0
T (15)
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where
Pǫ[σ]
0
T ≡
T∏
t=1
ǫi(T−t)i(T−t+1)(λ(T−t+1))piT (T )
=
T∏
t=1
ǫit−1it(λt)piT (T ) (16)
and
Pν [σ]
0
T ≡
T∏
t=1
νi(T−t)i(T−t+1)(λ(T−t+1))
=
T∏
t=1
νit−1it(λt). (17)
Therefore total entropy production (8) is decomposed as follows
∆Stot[σ]
T
0 = ∆Sǫ[σ]
T
0 +∆Sν [σ]
T
0 (18)
where the symmetric and asymmetric parts of path entropy production are
∆Sǫ[σ]
T
0 ≡ ln
Pǫ[σ]
T
0
Pǫ[σ]0T
= ln
T∏
t=1
ǫitit−1(λt)pi0(0)
ǫit−1it(λt)piT (T )
(19)
and
∆Sν [σ]
T
0 ≡ ln
Pν [σ]
T
0
Pν [σ]0T
= ln
T∏
t=1
νitit−1(λt)
νit−1it(λt)
, (20)
respectively.
Just taking logarithm of time evolution operator, not only path probability but path
entropy production are also decomposed simply, systematically and intuitively as seen in
TABLE I. Reminding that entropy is defined by logarithm of probability, log-decomposition
makes sense, and indeed intuitive.
TABLE I. Logarithmic Separations
time evolution operator lnwij = ln ǫij + ln νij
path probability lnP = lnPǫ + lnPν
path entropy production ∆Stot = ∆Sǫ +∆Sν
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IV. THREE INTEGRAL OR DETAILED FLUCTUATION THEOREMS
The FTs relevant to log-decomposition is same with three integral or detailed FTs. Using
(9) and (11), it can be simply shown that the symmetric entropy production is identical with
non-adiabatic contribution,
∆Sǫ[σ]
T
0 = ln
Pǫ[σ]
T
0
Pǫ[σ]0T
= ln
P
P¯+
= ∆Sna, (21)
and the asymmetric entropy production is adiabatic one,
∆Sν [σ]
T
0 = ln
Pν [σ]
T
0
Pν [σ]0T
= ln
P
P+
= ∆Sa. (22)
Therefore the relevant FTs also naturally hold,
P (∆Stot/ǫ/ν)
P (−∆Stot/ǫ/ν)
= e∆Stot/ǫ/ν (23)
or 〈e∆Stot/ǫ/ν〉 = 1. (24)
Applying Jensen’s inequality [4] to Eq. (24), the 2’nd law of thermodynamics is derived,
〈∆Stot/ǫ/ν〉 ≥ 0
where each average entropy change is given by path integrations over all possible paths,
〈∆Stot/ǫ/ν〉 =
∑
[σ]
P[σ]T0∆Stot/ǫ/ν [σ]
T
0 .
V. A SIMPLE EXAMPLE: ENTROPY PRODUCTION IN ASYMMETRIC RAN-
DOM WALK
Generally, ∆Sna is defined as
∆Sna = ln
pi0(0)
piT (T )
+ ln
T∏
t=1
pstit (λt)
pstit−1(λt)
(25)
[1]. So if
pstit
(λt)
pstit−1
(λt)
is replaced with
ǫitit−1(λt)
ǫit−1it (λt)
, the symmetric entropy production Eq. (19) is
simply obtained. Therefore nothing is different between them, but Eq. (19) is useful in some
cases.
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For an example, in the case of asymmetric random walk of ratio wx+1,x/wx,x+1 = λ in
periodic 1-dimensional lattice space of size L, the symmetric and asymmetric operators can
be set as
ǫx+1,x = ǫx,x+1 = D (26)
νx+1,x = λ, νx,x+1 = 1, (27)
where D is diffusion constant. Since the system will be evenly distributed in steady states of
any λ, symmetric operator can be defined as Eq. (26). Then time evolution operator can be
set as wx+1,x = Dλ and wx,x+1 = D, so asymmetric factor ca be defined as Eq. (27). Because
of Eq. (26), Eq. (19) becomes system entropy production, ∆Sǫ = ∆Ssys = ln pi0(0)/piT (T ).
So, after some algebra, symmetric entropy production rates are given by
〈S˙ǫ(t)〉 = 〈S˙sys(t)〉 = −
∫ L
0
p˙(x; t) ln p(x; t)dx (28)
at time t. As time passes, 〈S˙ǫ〉 → 0 naturally because of diffusive motion, but only asym-
metric part remains non-zero. For fixed λ, from Eq. (20) and (27), asymmetric path entropy
production is given by
∆Sν([x]
T
0 ;λ) = T lnλ (29)
since asymmetric entropy is generated at each time step over all space as much as lnλ.
Dividing by T after summing up over all possible paths, asymmetric entropy production
rate is given by
〈S˙ν〉 = D(λ− 1) lnλ (30)
for fixed λ.
VI. CONCLUSION AND DISCUSSIONS
Before our works, Zia and Schmittmann have already decomposed flux in steady state
into symmetric and asymmetric flux linearly as Wij = Sij + Aij , where Wij ≡ wijp
st
j ,
Sij ≡ (Wij + Wji)/2 and Aij ≡ (Wij −Wji)/2 are total, symmetric and asymmetric flux
in steady states, respectively [10, 11]. System and reservoir entropy production is obtained
from Sij and Aij , and their FTs are working well.
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Although, we have tried a different way which is log−decomposition, because we believe
that entropy production is to be decomposed properly by taking logarithm of dynamics since
entropy is generally defined by logarithm of probability. So we have tried log-decomposition
of time evolution operator. By the log-decomposition, not only path probability but also
path entropy production is decomposed systematically as seen in TABLE I.
Symmetric operator ǫij(λ) is given by a part satisfying detailed balance condition in
steady states. However, it must be remember that ǫij(λ) does not mean actual equilibrium
dynamics. Symmetric operator can be defined only after psti (λ) is given. That is a different
point from equilibrium dynamics. Symmetric operator can be defined from psti (λ) in the
present work, whereas equilibrium distribution can be determined by Hamiltonian in equi-
librium physics. Even if given system had been in equilibrium, that can be driven out of
equilibrium after the schedule of λ begins. Moreover generally psti (λ) is a nonequilibrium
steady state. Therefore ǫij(λ) may be thought as effective equilibrium dynamics, but can
not be actual equilibrium dynamics.
As mentioned above, entropy production is also decomposed into symmetric and asym-
metric parts. As seen in Eq.s (21) and (22), it can be said that ∆Sna is generated by
symmetric (or reversible) dynamics, but ∆Sa is due to asymmetric (or irreversible) proper-
ties. Therefore the relevant FTs of log-decomposition is definitely same with three detailed
or integral FTs [1, 17], so there is no problem in log-decomposition.
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