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This paper deals with local bifurcation theory for Fredholm operators based on 
the linear part. We define optimal multiplicity for general eigenvalues of families of 
linear operators by extending a concept introduced in a former work (Part I; cf. 
J. Esquinas and J. Lopez-Gomez, J. Differential Equations 71 (1988), 72-92), where 
the generic case was dealt with. Relations with classical results are also considered. 
In particular, we show that previous types of multiplicity considered in the 
literature all coincide, and are equivalent to the one developed here. 0 1988 
Academic Press. Inc 
0. INTRODUCTION 
The aim of this paper is to continue the study of local bifurcation 
problems in the cases not contemplated in Part I (see [2]), in which we 
were concerned with the following problem. Let us consider an equation 
depending on a small parameter A 
L(A) u + F(F(h, u) = 0, (0.1) 
where L(i) is an uniparametric family of linear bounded operators between 
two Banach spaces U and V, u E U, and F(I, u) is of second order in u. Let 
us admit that L(A) can be expanded in powers of 1, 
L(l)=L,fAL,+ ... +/lkLk+O(IZk+l), 
and the operators Li satisfy 
@ .‘. @Lk[:(Lo)n “’ nN(LkHl)]= I/. (0.2) 
Then we define a concept of multiplicity, x. through the expression 
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In Part I we stated optimal conditions for (A, U) = (0,O) to be a bifurcation 
point to Eq. (0.1) and we showed that (A, U) = (0,O) is a bifurcation point 
of (0.1) for all F(1, U) if and only if 2 is odd. 
The relation of x with other concepts of multiplicity, in particular the 
one due to Magnus [7], was also studied in Part I. 
What we do in this part is eliminate hypothesis (0.2). Namely, for a fairly 
general family L(A), we construct a family of linear isomorphisms q(A), 
in such a way that the new family 
satisfies condition (0.2) (see Section I below). 
It is interesting to remark that 
- It is obvious that Eq. (0.1) amounts to 
(0.4) 
since (A, u) is the solution to (0.4) if and only if (A, ~(2) u) is the solution to 
(0.1). 
- Moreover, the multiplicity x of L(A) can now be defined through 
(0.3) and, as we shall prove, it is independent of the choice of q(l), which 
implies that the multiplicity of ,5(A) can be defined unambiguously as 
that of e(A). It is not difficult to see it coincides with other concepts of 
multiplicity defined in the literature (see Theorem 1.4), which allows one 
to use other kinds of results, shown by different authors, independently 
of the concept of multiplicity chosen for its computation. For comments 
about the local bifurcation problem and related topics, we refer to the 
introduction of [Z], and, specially, to [S] where relations between several 
multiplicities are considered. 
I. MAIN RESULTS 
Let us consider two Banach spaces U and V, and a one-parameter family 
of linear bounded operators: 
L(1): u-+ v, 
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where Lo = L(0) is a Fredholm operator of index zero. Let us assume that 
0 4 a(L(A)) for small A # 0 and that the map 
is analytic. If we write Li = (l/j!) L”‘(O), then L(I) can be expanded in the 
form 
L(I) = Lo + IL, + . . ’ + PL, + o(P) 
We want to show that this family can be transformed into an equivalent 
one satisfying condition (0.2). In fact, we have the following theorem 
THEOREM 1.1. In the above conditions, there exists a family of linear 
isomorphisms 
satisfying 
(1) ~(0) = Z (the identity map in U) and q(A) is polynomial in 1. 
(2) E(A) = L(A) q(A) satisfies condition (0.2). 
(3) The multiplicity of the above family L(A) defined through (0.3) is 
independent on the isomorphisms cp(l) considered. 
Remarks. 
- The proof of Theorem 1.1 is constructive, so it allows us to 
compute explicitly the polinomial q(A). 
- 0 $ C( L(I)) for small A # 0 amounts to the finiteness of the 
multiplicity. 
- In most cases, the hypothesis of analiticity can be weakened 
because it is only used to make sure that the multiplicity is finite. Note in 
the proof that condition (2.lk) below can be reached if L(A) is of class 
‘4?+ ’ So if the vector space in (2.lk,) covers all of V for some k, E N, then . 2 
the sole regularity on I needed for L(A) would be that of being of class 
@o+ 1 
Moreover, assertion (3) in Theorem 1.1 enables us to give the following 
DEFINITION 1.2. Let L(1): U + V be a one-parameter family of linear 
bounded operators. We define the multiplicity of such a family as that of any 
of the families L(A) obtained in Theorem 1.1. 
From this definition we deduce 
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THEOREM 1.3. Let us consider a family L(i) in the above conditions. Let 
x be the multiplicity of L(A) at ;I = 0. The following conditions are equivalent: 
(a) x is odd. 
(b) For all F(1, u), of second order in u, (A, u) = (0,O) is a bifurcation 
point of Eq. (0.1). 
When a regular local bifurcation problem is given, Theorem 1.3 enables 
us to decide whether or not the knowledge of its linear part suffices to 
analyze the problem. In the negative case, higher order terms of the 
function F(;C, U) are to be taken into account. 
THEOREM 1.4. The following results hold: 
(A) The multiplicity here defined coincides with those by Magnus [7], 
Ize [3], Krasnosel’skii [6], and the number m considered by Kielhifer [4] 
for studying degenerated bifurcation from a simple eigenvalue. 
(B) The oddness of the multiplicity is the same as that of the “number 
crossing” defined by Kielhtifer [5]. 
(C) In the finite dimensional case, it can be computed as the order at 
2 = 0 of the determinant of the matrix of L(I) in any basis. 
(D) In the infinite dimensional case, its computation can be done 
through the determinant of the matrix of 
PL(I)-‘(Z- Q) 
for A# 0, where P and Q are suitable continuous projection operators (see 
(2.13) below). 
THE PROOFS 
In this section we show the theorems stated in Section I. Let us prove 
first Theorem 1.1. 
We shall argue by induction. That is, we have to prove that there exists 
with q(O) = I in such a way that the new family t(n) = L(1) q(l) satisfies 
the so-called “direct sum condition of order k,” i.e., 
Wo) 0 ~5 NL) 0 L(NG,) n NE, )I 
0 ... @&JN(E,)n ... nN(L,-,))=Z,c V, (2.lk) 
with kc N. 
210 J . ESQUINAS 
To this end, let us assume that a family L(A) satisfies condition (2.lk). 
We shall produce q,JA) with the above properties such that 
E(A) = L(I) qPk( A) satisfies condition (2.lk + 1). Note that we have 
L,=L, 
L, - L, + L,q&(O) 
. . . (2.2) 
1 
Jck-LLk+Lk--lcp;(0)+ ... +L,qq-l’(O)- + -%I qPikW 
(k-l)! k! 
1 
Lk+1=Lk+,+Lkq7;(0)+ ... +L()qp+‘)(O)- 
(k+ l)! 
Then from the induction hypothesis we deduce that there exist linear 
subspaces Xi c N(L,) for i = 1, . . . . k such that 
where Z is a topological supplement of N(L,), and satisfying 
L,X, =L,NLJ, dim X1 =dim L,X, 
L2& = L,WU&) n WA dim X, = dim L,X, 
(2.3) 
. . 
LkXk=Lk(N(LO)n ... nN(L,-,)), dim X, = dim Lk Xk. 
Let us consider the projections: 
P,: u-z along N( L,) 
PiI lJ+xi 
Q,: I,‘-* Wd 
i = 1, . . . . k 
Qi: V+LiXi 
Since we can write 
for i = 1, . . . . k. 
1 
(Pk(A)=z+kp;(O)+ .‘. +Ak+l(Pp+l)(0)-, 
(k+ l)! (2.4) 
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(~~(2) will be determined if the values of Picpjjj(0) for i= 0, . . . . k and for 
j = 1, . . . . k + 1 are known. We choose them as 
P,cj$(O) = 0 
Pip,“(o) = 0 
. . . 
P,cp~k’(o) =0 
Then (2.2) becomes 
Li= L, for i<k 
. . . 
for i=O, . . . . k- 1 
for i=O, . . . . k-2 
zk+l -Lk+l 
1 
+L~P/#P;(O)+ .‘. +LOPO(pp+‘)(0)----- 
(k + l)!’ 
and all we need is to select L, + r such that 
QiLk+lzo for i = 0, . . . . k. 
On the other hand, (2.7) amounts to 
QiLk+l= QiLk+, +QiLiPi’PLk+‘-‘)(0) (k+ iAi)l=O 





which can always be solved by choosing 
Pi~~k+‘-‘)(0)= -(k+ 1 -i)! Pi(QiLi)-’ QiLk+l for i= 0, . . . . k. (2.9) 
Expressions (2.9) are well detined because the operators 
QoLo:Z+W,) 
QiLi: Xi --, LiXi 
are isomorphisms. By substituting (2.9) in (2.6), Lk+r becomes 
&+~=(~-ti!o- .** -f&J&+,, 
which allows us to define a linear subspace xk + , c N(L,) such that 
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is an isomorphism. In particular new projections P,, r and Qk+ r, can now 
be defined in an obvious way. 
We have thus seen how to obtain condition (2.lk + 1) from condition 
(2.lk). The case k=O is straightforward. We just choose 
Pod@)= -Po(QoL-' QoL,. (2.10) 
Let us verify now that Zk defined in (2.lk), which can be extended for all 
k E N, covers all of Y for some koE N whenever 04 0(,5(i)) for I #O. 
To this end, we argue by contradiction, and assume that Zk is strictly 
contained in V for all kE N. This amounts to saying that the related chain 
in U, 
does not cover all of U (because 15, is a Fredholm operator of index zero). 
We therefore deduce that X, = (0 1 for all k > k,, and some k0 E N (because 
dim N(L,) is finite). We then have 
LW(Lo) n ... nN(L,,-,))=O for k2ko. (2.11) 
On the other hand, let u0 #O such that uO$ IV(&) and PiuO= 0 for 
i = 0, . ..) k, - 1. This implies 
u,~iV(L~)n ... nN(Lko-l) 
so that, by (2.11), 
or, equivalently, 
which is only possible if 0 E o(L(I)) for k # 0. 
As to assertion (3) in Theorem 1.1, we recall that in Lemma 3.2 in [2] 
we proved that the multiplicity given by (0.3) and the one due to Magnus 
coincide when we deal with k-generic families. Furthermore, Theorem 2.4 
in [7] states that the Magnus’ multiplicity for both L(n) and L(I) is the 
same independently of the isomorphisms q(n), since any isomorphism has 
zero multiplicity. Therefore the proof is concluded. 
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Proof of heorem 1.4. The fact that our multiplicity coincide with that by 
Krasnosels’kii, as well as (C) in Theorem 1.4 follows from Theorems 2.3 
and 2.6 in [7], provided that we can show the coincidence between our 
multiplicity and that by Magnus. But this is an obvious consequence of 
Definition 1.2 if one takes into account Lemma 3.2 in [2] and Theorem 2.4 
in [7] mentioned above. 
Let us now show (D) and the coincidence of our multiplicity and that by 
Ize [3], whereupon (B) will follow as a consequence of Theorem 3.1 
in [S]. 
We recall that Ize’s multiplicity, say m, is delined, after a 
Lyapunov-Schmidt procedure, as the order at I = 0 of the determinant of 
the matrix B(A) given by 
B(1) = (I- Q) L(l)(Z- KQT(A)) -’ P, (2.12) 
where P, Q are projections 
P: U + N(L,) 
Q: I’ --t W,), 
(2.13) 
T(R) = L(0) - L(A), and KE 1( V, U) is defined by conditions 
L(O) KQ = Q, KL(O)(Z- P) = (Z-P). (2.14) 
The lirst step in the proof of our claim is to check the result when L(1) is a 
k-generic family in the sense considered in [2]. In this case the proof is 
quite obvious. Indeed, by using the notation stated in Section 5 of [2], one 
has 
L,P,=O if I>j, 1, j= 1, . . . . k 
QrLjPj=O if r#j, r,j=l k. 
(2.15) 
1 . . . . 
We now apply (2.15) to compute 
QAA, P,, 
and we obtain 
1, r = 1, . . . . k 
Q,B(A) PI= Qr 2 A’(Lj + O(A))(Z+ O(A) PI 
j= 1 > 
= Q, 2 I/(L,P,+ 0(l)) = A’(d,,L,P,+ 0(A)). (2.16) 
j=l 
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Expressions (2.16) for r, 1 varying from 1 to k, together with the 
k-genericity condition, ensure that 
det B(A) = AX(c + O(n)), with c #O. (2.17) 
It then follows that 2 = m. 
In order to prove the result in the general case, note that it is enough to 
show that Ize’s multiplicity for L(1) is the same as that for L(i) q(A), 
where cp(l) are the linear isomorphisms constructed in this section. We 
shall do this by computing the determinant of B(L)-’ (for 1# 0) instead of 
that of B(A), which obviously is equivalent. Since that L(A) is invertible for 
1# 0, B(1) can be written as 
B(L) = (I- Q)(KQ + PL(I)-‘)-’ P. 
Let u be an element belonging to N(L(O)), i.e., Pu = U. Then 
(KQ+PL(l)-‘)-hi= uou=(KQ+PL(Iz)-‘)o. 
As L(0) u = 0, we have L(0) KQu = Qu = 0, and the following equivalence 
holds: B(J) u = v if and only if u E R(Z- Q) is the solution to 
u= PL,(/z)-’ v. 
Therefore the determinant of B(iZ) for A # 0 is just the inverse of that of the 
matrix associated with the map 
PL(I)-’ (I- Q). (2.18) 
We are then reduced to showing that the determinants of the maps 
B,(l) = f’(UA) cp(A))-’ (I- Q,; l?2(l)=PL(A)-1 (Z-Q) (n#o) 
are of the same order. According to the definition of cp(A) we have 
cp(A)(Z- P) = (I- P) which implies 
P(L(I) q(A))-’ (I- Q)= Pcp(lz)-’ L(A)-’ (Z-Q) 
=&(A)-’ PPL(Iz)-’ (Z-Q). (2.19) 
Therefore, since det Pq(l)-’ P= 1 + O(n), (2.19) yields 
det B,(n) = (1 + O(n)) det B*(A), 
whence the desired result. 
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