M arine surveys are acquired as a collection of independent sail lines that can be shot days, months, and (in the case of 4D) years apart. Even when the acquisition is well managed (for example, source and receiver positions can be accurately defined for coverage in 3D or for repeatability in 4D), one key element cannot be controlled: the properties of the water column that can change significantly during the course of the acquisition.
Variations in the water column can be divided into two categories. Firstly tides, weather, and currents can affect the elevation of the sea surface. The magnitude of these changes differs with water depth and environment. Secondly changes in salinity and water temperature can induce variations in water velocity, which become particularly critical when exploring deepwater areas, where even small differences in sea properties can have a large impact on recorded data. For example, Wombell (1996) and Barley (1999) reported time shifts up to 10-30 ms because of water-velocity variations in West of Shetland and GOM areas.
Water-column variations can induce lateral discontinuities (or jitter) on crossline sections or in 3D CMP gathers (i.e., gathers containing contributions from different sail lines). In turn, these discontinuities lead to stack deterioration and migration artifacts. In 4D, the properties of the water column can vary considerably between base and monitor surveys. This has a negative effect on 4D repeatability, with mis-ties between surveys that can distort or even destroy small changes at the reservoir level.
Methodologies have been developed to correct for changes in water depth (Henry et al., 2004) and velocity (Xu and Pham, 1997; Fried and MacKay, 2001) . Nevertheless watercolumn variations remain a difficult problem which often requires a time-consuming and expensive process to resolve.
In this paper, we propose a methodology to correct for water-column changes, including variations in water depth and water velocity, in a deterministic manner. The effectiveness of the method is demonstrated on 4D examples from United Kingdom Continental Shelf (UKCS) data. Figure 1 (top) shows a typical example of UKCS data with a water bottom two-way time that varies between 200 to 800 ms. One can observe discontinuities along a stack volume crossline (left), where a false structure can be seen (circled in black) as well as jitter on 3D CMP gathers (right). These anomalies observed on 3D CMP gathers are correlated with the acquisition day (blue). When such data are analyzed, it is important to identify the cause of the jitters in order to correct for it in an appropriate manner. Once obvious acquisition-related reasons have been discarded (navigation error, timing error, source and receiver depth, etc.), water-column variations can be identified as the most likely cause of the problem. However, as correcting for changes in water depth Celine laCombe, Suhail butt, Graeme maCkenzie, mark SChonS, and raphael bornard, CGGVeritas or in water velocity do not require the same tool kit, the exact cause must be determined.
Water-column variations: Identification
To better understand the effect of both contributions, one can consider a simple model with a horizontal water bottom over which two sail lines have been acquired at different dates, allowing changes in the water column to occur. A 3D CMP can be reconstructed from these two sail lines, in the same way that real data 3D CMPs would be made of contributions 
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S t a t i c s from overlapping sail lines.
In a first instance, we assume that the water velocity has not changed with time, and that only the waterdepth variation affects the data. The water-bottom arrival after NMO correction can be modeled ( Figure  2a ). The time shift between sail lines 1 and 2 is constant with offset and can be qualified as "static."
Secondly, we assume that the water depth has not changed, but that a water-velocity variation has been introduced between the two sail lines. The water-bottom arrival as a function of offset is displayed in Figure 2b . The same velocity has been used to NMO-correct the two sail lines. This is equivalent to what would be done on a real CMP gather. On the NMO-corrected gathers, we see that the time shift between the two sail lines increases with offset. This is explained by the longer raypath through the water layer with increasing offset. This also implies that the term "cold water statics" commonly used to refer to time shifts due to changes in water velocity is misleading as the effect is actually dynamic.
In most real world cases, data are affected by a combination of the two effects. We can now come back to the real data example shown in Figure 1 . From the crossline, one cannot assess the cause of the jitters as both tide and velocity variations can result in apparent time shifts on stack volumes. However, the behavior of the time shift with offset can be observed from the 3D CMP. It is apparent that the magnitude of the time shifts becomes larger with increasing offset. This observation is consistent with the predicted effects of velocity variation in the water column. (Another way to identify water-velocity variations would be to look for the increase in time shift with the multiple order, see Fried and MacKay.) Nevertheless, it is most likely that the jitters result from a combination of the two effects.
Methodology for correction
From the previous observations, it is clear that correcting for water depth and for water-velocity variations will require two different methodologies.
Correction for changes in water velocity: Our method is based on a direct measurement of the rms water velocity, for which the effect of the water-bottom dip is estimated and compensated. The arrival time of the water-bottom reflection at zero offset is also derived from the data. These measurements are computed for each sail line independently. The goal is to replace the measured real water velocity (varying from one sail line to another) with a spatially constant water velocity that will be called "reference" velocity. In practice, this is done using a succession of three steps: NMO correction using the real velocity; static shift (with zero offset difference time); and reverse NMO correction using the reference velocity, in order to take into account the dynamic nature of the correction with offset (Lacombe et al., 2006) . Water-velocity variations along a line can also be compensated for by this methodology.
The reference velocity is one of the key aspects of our methodology as all the sail lines of a 3D survey will be realigned to this spatially homogeneous water velocity. In timelapse seismic, data will be shifted to a common datum if the same reference velocity is used for the base and for the monitor surveys. This is vital in ensuring optimal results for the 4D difference and the repeatability. The main advantage of this method is that it does not calculate the correction to be applied by relying solely on near-offset water-bottom time measurement, which could be biased by tidal statics. Instead a wider range of offsets is used to estimate the NMO velocity and therefore the correction.
Correction for changes in water depth: With knowledge of the sea-level variations and water velocity (now the reference velocity), an accurate time shift can be computed to correct for tidal variations. The most common methodology to obtain tide values is to rely on predicted tide tables. These are often predicted from data measured far from the acquisition area, and therefore their accuracy can be questioned. More precise information can be obtained from differential GPS (DGPS) technology, which can provide real-time vertical positioning accuracy of up to a few tens of centimeters (Barker and Wood, 2003) . The resulting elevation data are now used on a routine basis to directly compute tidal statics.
In practice, a median filter is applied to the DGPS recorded elevation to smooth out high-frequency noise in the measurement. A mean value is then calculated for the survey, and the differential elevation is computed around this mean. The tide static to be applied is proportional to the ratio of the differential elevation and the water velocity. The benefit 
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of using such data was demonstrated by Henry et al. (2004) on crossline stacks. They demonstrate a marked improvement after the application of the tidal statics derived from DGPS.
The combination of these two deterministic methodolo- gies provides a correction for the full water-column variation.
Example on 4D UKCS data
This data set has a dipping water bottom in the crossline direction, with a water bottom two-way time varying from 200 to 800 ms. Because of the duration of the acquisition, some water-column variations can be seen within one survey as well as between surveys. For this data set, both water-velocity compensation and tide correction have been applied. Correction for water-velocity variation is applied first. An example of measured velocities for different sail lines of the monitor vintage is shown on the left of Figure 3 . For the chosen sail lines, velocity is varying from 1485 to 1497 m/s; this variation results in time shifts of up to -5 ms at zero offset for a 500-m water bottom. As a QC, the velocity for the same sail lines has been remeasured after correcting for the velocity variations. Measured velocity values are now close to the reference velocity of 1495 m/s.
Next, GPS information is used to derive tidal statics. The recorded elevation map after median smoothing (Figure 4a ) exhibits clear acquisition stripes, indicating that genuine tidal statics effects are present. The tidal statics derived from these GPS measurements (i.e., differential to the average elevation value) can be compared to those obtained from predicted tides (Figure 4b ). The lack of agreement between the two individual measurements highlights the poor accuracy of predicted tides and the importance of using such GPS measurements.
The quality of the results must be carefully examined after both corrections have been applied, as there may be occasions where the observed time shifts are larger after velocity correction than on raw data, but are well corrected after the tide static application. An initial crossline S t a t i c s and 3D CMP gather were shown in Figure 1 (top) . The bottom of Figure 1 shows them after water-column correction. The discontinuities and jitter have been reduced, at least in a 3D sense, but the impact of the correction also needs to be evaluated in a 4D sense. A time-shift map calculated between base and monitor stack volumes on a window above the reservoir is shown in Figure 5 . Before correction, clear acquisition-related stripes of large time shifts can be noticed. After correction, the stripes have been reduced and the timeshift distribution is narrower.
Conclusion
Water-column variations can cause stack deterioration and migration artifacts and may have a large impact on 4D quality. We presented a methodology to compensate for tidal differences using GPS data and water velocity variation via a direct measurement of the water velocity and a water layer replacement method. The corrected data show dejittered 3D CMP gathers and a large reduction of the base-monitor 4D time shift.
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