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Spherical confinement can alter the properties of a dipolar fluid in several different ways. In an atomistic 
molecular dynamics simulation study of two different dipolar liquids (SPC/E water and a model 
Stockmayer fluid) confined to nanocavities of different radii ranging from Rc=1nm to 4nm, we find that 
the Kirkwood correlation factor remains surprisingly small in water, but not so in model Stockmayer 
liquid. This gives rise to an anomalous ultrafast relaxation of the total dipole moment time correlation 
function (DMTCF). The static dielectric constant of water under nanoconfinement (computed by 
employing Clausius-Mossotti equation, the only exact relation) exhibits a strong dependence on the size 
of the nanocavity with a remarkably slow convergence to the bulk value. Interestingly, the value of the 
volume becomes ambiguous in this nanoworld. It is determined by the liquid-surface interaction potential 
and is to be treated with care because of the sensitivity of the Clausius-Mossotti equation to the volume of 
the nanosphere. We discover that the DMTCF for confined water exhibit a bimodal 1/f noise power 
spectrum. We also comment on the applicability of certain theoretical formalisms that become dubious in 
the nanoworld.   
 
 
I. Introduction 
Spherical confinement can alter the properties 
of a fluid in several different ways. The effects can be 
particularly novel in dipolar liquids which exhibit 
long range orientational correlations. Surface induced 
changes in the fluid can propagate inside and interfere 
with the same from the opposite directions.
1
 Thus, one 
can anticipate a possible synergy between surface 
effects and confinement. The situation can be 
particularly intricate for liquid water because of its 
extensive hydrogen bond network, and also large 
dielectric constant. 
Confined water is omnipresent in nature, 
found in porous materials, aerosols, reverse micelles, 
within biological cells, and also at the surfaces (or 
inside the cavities) of macromolecules. These water 
molecules are deeply influenced by water-surface 
interactions which alter the structure, dynamics, and 
chemical reaction kinetics of solvated/confined 
species.
2-5
 The study of solvation and charge transfer 
processes in dipolar liquids has become an intensely 
active area of research in the past few decades.
6-13
 In 
recent years, nanoconfined fluids have received 
enormous attention because of the emergence of 
several unanticipated structural and dynamical 
properties.
14-22
  
Under confinement, noticeable modulations 
occur in the phase behaviour, ion transport, reaction 
pathways, and chemical equilibrium of liquids. Water 
seems to exhibit enhanced self-dissociation under 
confinement.
16
 This increases the ionic product and 
affects other physicochemical properties. Electrospray 
experiments show a marked increase in the reaction 
rate and yield in aqueous droplet medium.
20, 23-24
 Some 
reactions adopt different mechanisms that lead to 
unexpected products.
25
 This is partly because of the 
increased encounter probability among reactants. 
Experiments and theoretical investigations advocate 
the emergence of both faster and slower (than the 
bulk) relaxation timescales in confined water.
1, 26-28
 
This is a trademark of dynamical heterogeneity. 
Interestingly, an Ising model-based study explains the 
faster than bulk relaxation in terms of propagating 
destructive interference among orientational 
correlations from opposite surfaces, and the slower 
relaxation of water close to the surface.
1
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As initial discussion of processes such as 
solvation and electron transfer reactions invoke a 
continuum model with a given dielectric constant of 
the liquid medium,
7
 understanding the dielectric 
properties of dipolar liquids under confinement is 
important to comprehend these processes.
29
 The 
dielectric properties of liquids exhibit profound 
changes at the interface and upon confinement.
14, 21-22, 
30-32
 This occurs because of severely quenched 
fluctuations. Although the dielectric properties of bulk 
dipolar liquids are well understood,
33-36
 there appears 
to be a limited number of studies devoted to 
understanding the dielectric behaviour of confined 
liquids. Furthermore, even the value of static 
dielectric constant inside nanocavities remains 
unclear. 
One can write the Hamiltonian (H) and total 
interaction potential energy (U) for confined liquid 
systems in the following fashion [Eq.(1)].
37
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Here, 
(0)
liquid
H denotes the kinetic energy of the 
fluid, ( )ij iju r  represents the intermolecular interactions 
in the liquid, and ( )ik iku R  represents the interaction of 
the liquid atoms/molecules with the surface atoms. i 
and j are the indices of liquid molecules. k is the index 
of surface atoms. r and R denote the separation 
vectors between molecular/atomic centres. In practice, 
one models ( )ij iju r  as the sum of electrostatic, dipolar 
and Lennard-Jones interactions. However, ( )ik iku R  
can be modeled in several different ways in order to 
characterize different surfaces.    
Simulation-based studies provide microscopic 
insights. Nevertheless, the finite size of the systems 
and periodic boundary condition restrict the 
contributions from long wavelength modes. In a 
simulation study, Chandra et al. showed that the static 
dielectric constant (ε0) of water decreases by 
approximately 50% inside a cavity of diameter 12.2 
Ȧ. The calculated values converge to the bulk by 24.4 
Ȧ diameter.22 They claimed that their results remain 
consistent with two water models (SSD and SPC/E) 
studied. The same group studied the dielectric 
properties of model Stockmayer fluid and found 
similar trends.
38
 On the other hand, White and co-
workers reported a static dielectric constant of 
approximately 5 inside a smooth spherical cavity of 
13.5 Ȧ filled with SPC water.32 However, they chose 
the dielectric constant of the wall as 5 in order to 
mimic the glass/mica surface. Recently, in an 
experimental study, Geim and co-workers have 
determined the value of the out-of-plane static 
dielectric constant as ~2 for an interfacial layer of 
water confined between two graphene sheets.
21
  
In fact, the effects of geometric confinement 
and surface-liquid interactions have remained a 
subject of discussion for quite some time.
39-42
 In the 
case of water, both the effects might be more 
complex. This is because of the extended hydrogen 
bond network (HBN). In order to minimize the free 
energy of the system, water molecules strive to 
maintain the HBN. This is often termed as the 
principle of minimal frustration.43-45 However, water 
exhibits several anomalies and uniqueness. Hence, in 
this paper, we study another model dipolar liquid 
(Stockmayer fluid) to establish some general 
perspectives. 
We raise and aim to answer the following 
questions. (i) How does the static dielectric constant 
scale with the size of the nanocavity? (ii) To what 
extent does the dielectric relaxation get modified in 
confinement? (iii) What is/are the microscopic 
origin(s) of faster collective orientational relaxation? 
(iv) How does the surface-liquid interaction affect the 
structure and dynamics of dipolar liquids? 
The rest of the paper is organized as follows. 
In section II, we discuss the theoretical formalisms.  
In section III, we provide the derivation of 
Berendsen’s equation from first principles and discuss 
its applicability in the nanoworld. Section IV contains 
the simulation details and parameters. In section V, 
we report the calculated values of static dielectric 
constant and its dependence on the size of the 
nanosphere. In section VI, we report and analyze the 
anomalous collective and single particle orientational 
relaxations under nanoconfinement. In section VII, 
we provide the angle distributions of molecular 
dipoles that reveal the altered structure of confined 
water molecules. Section VIII contains solvation 
dynamics studies and in section IX we discuss the 
origin of anomalous dielectric relaxation with the help 
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of an Ising-Model based treatment. Finally, we 
summarise and discuss the future directions with some 
general conclusions in section X. 
  
II. Theoretical Formalism 
 According to the macroscopic theory of 
dielectrics,
46
 evaluation of static dielectric constant 0  
requires determination of the ratio of polarisation (P) 
to the Maxwell field (E) [Eq. (2)]. 
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P is calculated as the total dipole moment per 
unit volume (M/V). This, in turn, requires the use of 
Kubo’s linear response theory (LRT)47. However, one 
needs to account for a specific geometry and boundary 
conditions. For spherical samples, Clausius-Mossotti 
relation provides the only exact expression for the 
static dielectric constant, 0  [Eq. (3)].  
                           0
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 (3) 
Here, V denotes the volume of the spherical 
sample and   represents the macroscopic 
polarisability. One can derive Eq. (3) starting from 
Maxwell’s equations.46, 48-49  However, this assumes 
that the surrounding medium is non-polarisable 
(vacuum), that is, 1surr  . It is often convenient to 
use the frequency dependent counterpart of Eq. (3). 
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We shall work mostly with Eq. (3) in this 
study. By using the linear response theory (LRT) of 
Kubo
47
, the frequency dependent polarizability ( )   
[Eq. (4)] can be expressed as a Fourier transform of 
the after effect function, b(t) [Eq. (5)].  
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One can relate b(t) to the total dipole moment 
autocorrelation function, again by the application of 
LRT, as follows 
                  
1
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3 B
b t t
k T
  M M . (6) 
Equations (4), (5) and (6) lead to the 
expression for static dielectric constant (
0
 ) of a 
spherical sample of volume V, suspended in vacuum (
1surr  ). Hence, the Clausius-Mossotti Eq. (3) for 
0  becomes, 
                       20
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In Eq. (7) the subscript ‘S’ denotes spherical 
sample. In principle, M , that is, the time-averaged 
total dipole moment, of the liquid confined inside a 
sphere should be zero. This ensures a proper sampling 
of the phase space.
37
 However, in practice, we often 
find that for a finite system, and in a short time 
average 0M  . This happens primarily because of 
the finite trajectory length. Hence, we replace 
2
S
M  
by
2
S
M  in Eq. (7). 
While Eq. (7) is exact, one needs a different 
expression to discuss the dielectric constant of a 
virtual sphere embedded in a spherical cavity. Such an 
expression was derived by Berendsen et al. to obtain 
static dielectric constant of a concentric spherical 
domain of radius r0 inside a larger spherical domain of 
radius Rc [Eq. (8)].
22, 50
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Here,  0M r  stands for the total dipole 
moment of the virtual sphere of radius r0 (where
0 cr R ). However, Berendsen’s approach assumes 
that the dielectric constant of the smaller sphere 
(radius ≤ r0) to be the same as the outer shell (r0 < 
radius ≤ Rc). Eq. (8) reduces to the Clausius-Mossotti 
relation for r0=Rc and to the well-known Onsager-
Kirkwood relation for Rc∞.
35
 One obtains the total 
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dipole moment fluctuation from simulations. In 
section III, we detail the derivation of Eq. (8) with a 
discussion on its applicability.  
On the other hand, one can derive the 
expression of static dielectric constant for a 
rectangular box of liquid with periodic boundaries, 
starting from Eq.(2). The expression [Eq.(9)] again 
assumes LRT for polarisability (P) and acquires the 
following form. 
                     2
4
1 ( )
3 B
M
Vk T

    (9) 
Use of periodic boundary condition in Eq. (9) 
introduces approximations. The value of the dielectric 
constant, calculated from Eq.(9), approaches the bulk 
value even for small-sized systems as it contains the 
effect of periodic boundaries. On the other hand, 
while the Clausius-Mossotti equation is exact, the 
calculation of the static dielectric constant of the 
medium inside the sphere requires the creation of a 
surface and requires the use of several surface-liquid 
interactions. 
Another delicate issue is the determination of 
the effective volume. As detailed in the subsequent 
sections, the Clausius-Mossotti relation shows a 
strong sensitivity to the volume V. Volume is 
determined by the nature of the surface-liquid 
interactions. If the surface is described by a collection 
of soft-repulsive spheres, then the interaction excludes 
a portion of the volume. This poses a problem of far-
reaching consequences. In the usual applications of 
statistical mechanics, we probe the volume V from 
outside. We do not account for the solute-solvent 
interactions. Of course, the goal of statistical 
mechanics is to consider the limit of V   in order 
to recover the thermodynamic properties correctly. 
However, in the nanoscopic systems, that limit 
becomes inapplicable.
51
  
In some earlier studies, a separate independent 
calculation of the dielectric constant of different sized 
cavities was not carried out. Also, the dipole moment 
cross-correlations were not evaluated. Instead, the 
dielectric constant of the liquid in the largest cavity 
was assumed to be same as the bulk value. Moreover, 
the volume of the cavity was not estimated 
systematically. Therefore, the values obtained remain 
doubtful. In section V, we address this issue in detail 
and prescribe an efficient solution. 
 
III. Static Dielectric Constant of Concentric 
Virtual Spheres: Berendsen’s Equation 
 
 In this section, we derive Eq. (8) and discuss 
its applicability. We follow the method of 
Kirkwood.
35
 We assume that the spherical sample of 
radius Rc (with real boundary) is suspended in 
vacuum. Now we consider another smaller sphere of 
radius r0 (with an imaginary boundary) that is 
concentric with the former. The outer spherical shell 
is treated as continuum dielectric with the same 
dielectric constant as that of the inner cavity. We also 
consider a fixed dipole μ* at the center (Figure 1).  
 
 
Figure 1. We show a schematic diagram that represents 
Berendsen’s scheme and its underlying assumptions. The 
smaller sphere of radius r0 is assumed to be enclosed by an 
imaginary spherical boundary (black dashed circle) that is 
concentric with the larger sphere. However, the larger sphere 
of radius Rc possess a real boundary. The whole system is 
suspended in vacuum. There exists a fixed dipole (𝛍*) at the 
centre. This particular formalism also assumes that the static 
dielectric constant (𝛆) inside the imaginary surface is the same 
as that of the outer shell. 
Hence, one can divide the total dipole 
moment (M) of the spherical sample of volume V, 
produced by the fixed dipole into two parts as follows 
[Eq. (10)], 
                         
0
0( )
V
v
r dv  PM M . (10) 
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Here, M(r0) is the total dipole moment of the 
smaller sphere (with volume v0) and P is the 
polarisation of the spherical shell that surrounds the 
smaller sphere. P is given by the following expression 
[Eq. (11)],
46, 49
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where, i  is the electrostatic potential of the interior 
region. We now replace P in Eq. (10) and convert the 
volume integral to two surface integrals by the use of 
Green’s theorem.49  
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In Eq. (12), S and s0 respectively are the enclosing 
spherical surfaces of regions V and v0. We note that, 
because of symmetry considerations, one must 
consider the z-projection of the unit sphere surface 
element (dsz).
49
 Hence, coszds ds    
 2 sin cosr d d    .  
One can write the form of the interior 
potential ( i ) and the outside free space potential (
e ) according to the general solutions of the Laplace 
equation that uses Legendre polynomial expansion 
[Eq. (13)].
35, 48-49
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 Next, we impose two boundary conditions in 
order to maintain the continuity of the potential 
functions across the boundary.
46, 48-49
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Solutions of Eqs. (14) yield the relations 
among the coefficients (An, Bn and Cn) as depicted in 
Eqs. (15).  
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For dipolar systems, higher-order terms 
(n>1) do not contribute.48 Additionally, as the static 
dielectric constant of the outside free space is unity, 
the coefficient C1 becomes the net dipole moment of 
the whole sphere (M). On the other hand, similar 
argument reveals A1 is μ*. Hence, one can simplify 
Eqs. (15) as follows. 
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Now, we use the coefficients from Eq. (16) in 
Eq. (13) to evaluate the integrals in Eq. (12). The final 
expressions after evaluating the integrals are the 
following, 
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Hence, Eq. (12) acquires the following form [Eq. (18)
], 
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Eq. (18) is Berendsen’s equation which is the 
same as Eq. (8) after minor rearrangements.
50
 This 
equation can also be derived in a different way as 
demonstrated by Bossis.
52
 
 However, we raise certain concerns regarding 
the applicability of Eq. (18) for nanoscopic systems – 
(i) This method assumes that the dielectric constant of 
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the inner sphere is the same as that of the outer shell. 
This is indeed true when both r0 and Rc are 
sufficiently large.
35
 Nevertheless, for systems and 
subsystems that consist of ~10
2
-10
3
 water molecules, 
this assumption becomes invalid. (ii) Berendsen’s 
derivation constructs an imaginary boundary through 
which molecules can escape and enter. This gives rise 
to significant density fluctuation. We note that the 
fluctuations in number density become negligible only 
if the sample size is large. (iii) The total dipole 
moments of the two regions, that is, the inner sphere 
of radius r0 and the enclosing outer spherical shell, are 
correlated. This correlation becomes stronger as we 
decrease the sample size. Derivation of Eq. (18) does 
not consider this cross-correlation. Hence, application 
of Berendsen’s equation on nano-confined fluid would 
provide unreal and erroneous values of static 
dielectric constant. Earlier studies that employed this 
equation to report dielectric properties of 
nanoconfined fluid remain doubtful.    
IV. Simulation Details 
We perform atomistic molecular dynamics 
simulations of SPC/E water molecules and 
Stockmayer fluid. Below we provide the details of 
simulations and parameters for water and Stockmayer 
fluid separately. 
(a) Simulation of SPC/E water: We consider 
three different liquid-surface potentials in order to 
model the surfaces- (i) atomistic wall with LJ-12,6 
potential, (ii) virtual walls with LJ-9,3 potential [Eq. 
(19)] and (iii) virtual wall with LJ-10,4,3 potential 
[Eq. (20)]. 
9 3
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For atomistic walls, we choose the wall atom 
density ( s ) as that of the graphene sheet; s = 0.34 
nm and s =0.09 kcal/mol. We obtain the parameters 
for surface-water interactions as,
  / 2sl surface liquid     and sl surface liquid   ; 
with 0.316liquid nm  and 0.155 / .liquid Kcal mol 
We model the walls as non-polarisable and uncharged. 
In the case of (ii) and (iii), we evaluate the surface-
water interaction energy between water molecules and 
the closest point on the virtual sphere. 
In the case of atomistic walls, we simulate six 
spherical nano-cavities of radii (Rc) = 1.0 nm (
70watN  ), 1.5 nm ( 306watN  ), 2.0 nm (
812watN  ), 2.5 nm ( 1,695watN  ), 3.0 nm (
3,059watN  ) and 4.0 nm ( 7,691watN  ). We 
perform simulations with virtual walls for five 
different cavities of radii 1.17 nm ( 140watN  ), 1.67 
nm ( watN 638), 2.17 nm ( watN  1,116 ), 3.17 nm (
watN  3,765 ) and 4.17 nm ( watN  10,064). We 
separately simulate 4,142 SPC/E water molecules in a 
5nm cubic box with periodic boundary conditions 
(PBC) to calculate the required bulk properties for 
comparison. We use NVT (T = 300 K) ensemble with 
Nose-Hoover chain thermostat (
10.21 ps  ). For 
bulk simulations, we use particle mesh Ewald to 
obtain long-range electrostatics with an FFT grid 
spacing of 0.16 nm. 
 (b) Simulation of Stockmayer fluid: We 
simulate nanocavities of radii 1.17 nm (N=87), 2.17 
nm (N=680), 3.17 nm (N=2,300), and 4.17 nm 
(N=5,453). The LJ parameters are as follows,
liquid
=0.34 nm and 
liquid  0.23 kcal/mol. We perform the 
simulations with
* 0.8  , * 1.0( 0.81 )D   and 
T*=1.0. Other simulation protocols remain similar to 
that of water. We model the surface using LJ-9,3 
potential [Eq. (19)] with the same parameters. For the 
bulk system, we simulate 500 particles with PBC.    
We carry out the cavity simulations without 
PBC and without cut-off for either long range or short 
range interactions. We perform the simulations for 10 
ns and analyze the last 8 ns. We use LAMMPS
53
 and 
GROMACS
54
 to produce the MD trajectories. We 
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employ in-house codes written in FORTRAN and 
MATLAB for analyses. We use VMD
55
 for 
visualization purposes. 
 
V. Static dielectric constant of confined 
dipolar liquid 
The dielectric constant of solvent governs 
electrostatic screening. This, in turn, can affect the 
encounter probability of solute molecules. Low static 
dielectric constant also results in slow solvation. 
Hence, evaluation and understanding of dielectric 
constant become a topic of paramount importance. In 
this section, we report static dielectric constants ( 0 ) 
of water and Stockmayer fluid in spherical nanoscopic 
confinements. We employ the exact relation which is 
the Clausius-Mossotti equation [Eq.(7)] and use the 
effective/accessible volumes as described later in this 
section. We plot the calculated values in Figure 2.
Figure 2. Static dielectric constant (
0
 ) against the inverse of the number of molecules (1/N) for aqueous nanocavities with (a) 
LJ-12,6 atomistic walls, (b) LJ-9,3 walls, (c) LJ-10,4,3 walls and (d) Stockmayer fluid with LJ-9,3 wall. The convergence for 
water is extremely slow. Extrapolations using a cubic polynomial provide limiting values of 67.9, 70.5 and 57.5 respectively in the 
thermodynamic limit. However, the convergence for Stockmayer fluid is remarkably fast. (Insets) we show schematic two-
dimensional cross-sections of the nanocavities. Penetration of water molecules to the soft-spheres (yellow regions) and 
inaccessibility of certain regions (orange regions) inside the cavity invoke errors in the volume calculation. 
It is clear that the static dielectric constant of 
spherically nanoconfined water shows a strong size 
dependence and slow convergence to the bulk value. 
However, the dielectric constant of Stockmayer fluid 
reaches nearly the bulk value by ~3 nm (Figure 2d). 
In order to obtain the value of 0 in the 
thermodynamic limit (N→∞), we plot 0  against 1/N. 
We extrapolate the data by the use of cubic spline 
polynomials. Extrapolations provide good agreements 
with the bulk value– 67.9 for atomistic LJ-12,6 wall 
(Figure 2a) and 70.5 for virtual LJ-9,3 wall (Figure 
2b). However, LJ-10,4,3 wall provides a much lower 
value (~58) (Figure 2c) compared to the bulk ε0 
(~68) with periodic boundaries upon extrapolation. 
We shall discuss the origin of such low dielectric 
constant in subsequent sections. 
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Volume calculation and sensitivity of 0 to volume. 
Determination of the accessible volume becomes 
crucial to obtain the value of 0 . We rearrange Eq. (7) 
to obtain the following expression [Eq. (21)] 
                   
2
0 2
8 9
9 4
M V
V M
 

 



. (21) 
The denominator on the right-hand side of Eq. 
(21) becomes zero if 9V=
24 M  . Hence, 0
diverges (Figure 4). In the case of periodic or 
macroscopic systems, volume calculation becomes 
trivial and error free. However, it remains nontrivial in 
nanoconfined systems, especially when the liquid is 
surrounded by a soft-repulsive wall.  
One of the ways is to determine the volume 
post facto. That is, we estimate the accessible volume 
(Veff) from computer simulations in the following 
fashion. We first obtain radial population distributions 
of oxygen atoms with respect to the center of the 
sphere (Figure 3). We observe how close water 
molecules reach the wall atoms. We integrate over the 
density distribution and normalize to the total number 
of particles (N). 
                        
2
0
1
4 ( ) 1
effR
dr r r
N
    (22) 
We use Eq. (22) to numerically obtain Reff 
(<RC) from the distributions shown in Figure 3. This 
provides a measure of accessible volume, 
3
(4 3)
eff eff
V R . We use this effective volume in 
Clausius-Mossotti equation.  
In order to demonstrate the sensitivity of 0  
to V, we plot 0  against (1/R) for the same 
2M  in 
Figure 4(a), 4(b) and 4(c). We vary the effective 
radius from  2c WR   to Rc for Rc=1 nm system. 
It is clear from Figure 4 that a minute change 
in the calculation of the effective radius can lead to a 
noticeable change in the value of 0 . For example, in 
RC=1nm system, if one changes Reff from 0.93 nm to 
0.90 nm, the value of 0  changes from 17.2 to 46.1. 
Hence, careful determination of Veff becomes crucial. 
However, we do not observe such a strong 
dependence on volume for confined Stockmayer fluid. 
In an earlier study, Chandra and Bagchi showed a 
similar divergence like behaviour of wavenumber 
dependent dielectric function [  k ] in dipolar 
liquids [Figure 4(d)].
56
 
 
 
Figure 3. Plots show normalized population distributions of 
oxygen atoms of water with respect to the center of the 
nanocavities of radii- (a) 1.0 nm, (b) 2.0 nm, (c) 3.0 nm, and (d) 
4.0 nm. Data in these plots correspond to water molecules that 
are confined inside atomistic LJ-12,6 walls. These 
distributions provide a measure of inaccessible regions inside 
the cavity. We use effective radius calculated from the 
distributions to obtain static dielectric constant from the 
Clausius-Mossotti equation. We obtain similar distributions 
for virtual walls and Stockmayer fluid. 
 
Figure 4. 0ε of water against the inverse of effective radius for 
Rc=1nm aqueous cavity. Surfaces are described by– (a) LJ-
12,6, (b) LJ-9,3, and (c) LJ-10,4,3 potentials. The sensitivity of 
0
ε  to Reff is quite strong. After the divergent like behaviour 
0
ε becomes negative. (d) Wave vector (k) dependent dielectric 
function calculated for dipolar hard sphere liquid by 
employing mean spherical approximation (MSA) approach, 
shows similar divergence like behaviour .56 
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VI. Anomalous polarisation relaxation and 
single particle rotation  
Rotational motions of solvent molecules play an 
important role in the solvation process of a solute. At 
the early stages of aqueous solvation dynamics, 
libration and single particle rotation contribute 
approximately 60-80%.
57-58
 Here we calculate 
collective orientational correlations (that is, the total 
dipole moment autocorrelation, CM(t)) and single 
particle rotational correlations (C1(t)) for confined 
water and Stockmayer fluid [Eq.(23)].  
 
 01 1 1
1
(0). ( ) (0). ( ).
1
( ) . ; ( ) cos
M i i
i i
N
i i
t
i
C t t t
C t P where P x x
N

 
 
 

M M  
 
 (23) 
Here, 
i
t  is the unit vector along one of the O—H 
bonds of ith water molecule at time t. We average over 
all the water molecules and obtain particle averaged 
decay. 
Surprisingly, we observe twenty times faster 
dipole moment relaxation in the case of nanoconfined 
water as compared to the bulk. This observation 
remains independent of the chosen surface-liquid 
interaction and size of the cavity. Bulk dielectric 
relaxation exhibits single exponential decay with a 
time constant of ~10 ps (SPC/E water at 300K). 
Experimentally it is found to be ~8.3 ps.
59
 On the 
other hand, dielectric relaxations of cavity water 
molecules exhibit bi-exponential decay with time 
constants ~30 fs (40%) and ~700 fs (60%) (Figure 
5a). We also observe a slightly faster single particle 
rotational relaxation. We find two timescales- (i) in 
the ~200-600 fs regime (10-20%), and (ii) in the ~3-4 
ps regime (80-90%). However, the timescales are 
comparable to that in the bulk (Figure 5b). In Figure 
5c and 5d, we show the collective and single particle 
rotational relaxations for confined Stockmayer fluid. 
We find that the total dipole moment relaxation is 
approximately four times faster than the bulk 
relaxation. However, the single particle rotation is 
slower than the bulk, although with comparable 
timescales. We provide the bi-exponential fitting 
parameters and average timescales in Table 1. 
 
Table 1. (a) Bi-exponential fitting parameters for the total dipole moment autocorrelations inside aqueous nanocavities and in the 
bulk. The relaxation timescales for cavity water are in the order of femtoseconds. Whereas, the <M(0).M(t)> relaxation in the bulk 
SPC/E water is found to be single exponential and associated with ~10 ps timescale. (b) Multi-exponential fitting parameters for 
particle averaged first rank rotational time correlation functions of confined water molecules inside nanospheres and in the bulk. We 
obtain two distinct timescales- one in the order of 200-600 fs and another in the order of ~3-4 ps. These timescales of confined water 
are, however, comparable to the bulk.  
Cavity 
Radius 
(a) Collective orientational relaxation (b) Single particle orientational relaxation 
a
1
 τ
1
 (ps) a
2
 τ
2
 (ps) <τ> (ps) a
1
 τ
1
 (ps) a
2
 τ
2
 (ps) <τ> (ps) 
1 nm 0.42 0.03 0.58 0.73 0.44 0.25 0.60 0.75 4.3 3.4 
2 nm 0.41 0.04 0.59 0.78 0.48 0.19 0.34 0.81 4.6 3.8 
3 nm 0.37 0.02 0.63 0.59 0.38 0.16 0.28 0.84 4.7 4.0 
4 nm 0.40 0.03 0.60 0.70 0.43 0.14 0.26 0.86 4.7 4.1 
Bulk 1.00 10.4 --- --- 10.4 0.13 0.21 0.87 4.9 4.3 
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Figure 5. (a) Normalised total dipole moment autocorrelation function (collective orientational relaxation) of water for spherical 
nano-cavities of different radii. Surprisingly, the relaxation of the total dipole moment relaxation in confinement is 
approximately twenty times faster compared to that in the bulk (blue dashed line). (b) Normalised and particle averaged first 
rank orientational time correlation function for spherically confined water molecules. The confined water molecules show a 
slightly faster decay than that in the bulk while the opposite is expected. The distinction is prominent, especially for Rc = 1 nm. 
However, as we increase the size of the nano-cavity the decay converges to the bulk response (blue dashed line). (c) Total dipole 
moment autocorrelation function of stockmayer fluid inside spherical nano-cavities. We observe that the relaxation of the total 
dipole moment in confinement is approximately four times faster compared to that in the bulk (blue dashed line). (d) Normalized 
and particle averaged first rank orientational time correlation function for spherically confined Stockmayer fluid. However, 
unlike water, the confined particles show a slower decay than that in the bulk, however, with comparable timescales. If we 
increase the size of the nano-cavity the decay patterns do not approach the bulk response (blue dashed line). 
We provide an explanation of such anomalous 
ultrafast decays by means of the interplay among self- 
and cross-correlations of different regions inside the 
cavity. We divide the system into two, four and eight 
equal regions to obtain region-specific collective 
dipole moments. The time trajectories of such region 
specific dipole moments reveal the correlation length 
in the system. In Figure 6, we plot the time trajectories 
of angles made by the total dipole moment vectors of 
two hemispheres with two of the Cartesian axes for 
Rc=4 nm aqueous and Stockmayer fluid system with 
atomistic walls. We observe signatures of strong anti-
correlation for two of the direction cosines associated 
with a Pearson’s correlation coefficient (
ij ) ~ -0.85, 
where, i and j are the indices of two different regions 
(here, two hemispheres). However along the third axis 
it shows weak correlation (
ij ~0.1, graph not shown). 
We observe similar trends for Rc=1 nm, 2 nm and 3 
nm systems as well. However, for Stockmayer fulid, 
such anti-correlations are rather weak with 
ij ~-0.3-
0.4 (Figure 6c and 6d). We observe such anti-
correlations in direction cosines for concentric spheres 
of smaller radii inside the nanocavity.   
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Figure 6. Time evolution of angles created by the total dipole 
moment vectors of two hemispheres with (a) X-axis and (b) Y-
axis for Rc=4 nm aqueous system with atomistic LJ-12,6 walls. 
(c) and (d) show similar plots for Rc=4 nm Stockmayer fluid 
system with LJ-9,3 wall. In Stockmayer fluid, the fluctuations 
are short lived. These plots show strong anti-correlated dipole 
flips that result in enormous cancellations. 
We next describe the total dipole moment 
time-correlation function in terms of sub-ensembles. 
This reveals the timescales of anti-correlations. If we 
divide the spherical sample into ‘m’ equal sub-
ensembles, there are m number of self-terms (
(0). ( )i iM M t ) and 2
( 1)
2
m m mP

  number of 
cross-terms (0). ( )i jM M t , where i and j denote the 
indices that represent different grids [Eq. (24)]. 
         
1
, 1
(0). ( ) (0). ( )
                          (0). ( )
m
i i
i
m
i j
i j
M M t M M t
M M t






 (24) 
Figure 7 (for m=8) shows the presence of anti-
correlation among the coarse-grained dipole moments 
of eight grids. In the case of m=2 and 4, we observe 
similar behaviour. Although the amplitudes of self-
terms are ~4-10 times larger than that of the cross 
terms, the total negative contribution that arises from 
the anti-correlated cross terms makes the resultant 
decay ultrafast (red dashed curves in Figure 7). 
Furthermore, the power spectrum of DMTCF for 
nanoconfined water exhibit bimodal 1/f noise (Figure 
8). We attribute the deviation from bulk exponent 
(~0.9) to the surface effect and heterogeneous 
dynamics inside the nanocavities. 
 
Figure 7. The plots show self- and cross-dipole moment 
correlations among eight grids inside aqueous nano-cavities of 
radius (a) Rc=1 nm, (b) Rc=2 nm, (c) Rc=3 nm, and (d) Rc=4 
nm. The amplitudes of self-terms are ~4-10 times higher than 
that of the cross-terms. However, there are eight self-terms 
and 56 cross-terms for each system that construct the total 
<M(0).M(t)> for a cavity. As a result, the negative 
contributions from anti-correlated cross terms predominate at 
longer times. This makes the net relaxation (red dashed lines) 
ultrafast.   
 
Figure 8. Bimodal 1/f character of the power spectrum of dipole 
moment fluctuation under confinement and in the bulk. Bulk 
power spectrum decays with a single power law exponent 
approximately equal to 0.9. On the other hand, the power 
spectrum of nanoconfined water (all sizes) exhibit two 
different exponents- one on the lower (0.60) and another on 
the higher side (0.94). This deviation and bimodality can be 
attributed to the surface effects and the heterogeneous 
dynamics of liquid water under nanoconfinement. 
In order to rationalize the results shown in 
Figure 6 and Figure 7, we inquire the Kirkwood g-
factor ( Kg ) [Eq.(25)] for nanocavities and bulk. Kg  
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reveals information on the microscopic ordering of 
molecular dipoles. Kg  becomes unity if the relative 
orientations of dipoles are random. 
                          
2 2
Kg M N  (25) 
Kg for confined water varies from 0.15 to 0.21, 
whereas in the bulk (with PBC) Kg of SPC/E water is 
~3.6 at 300 K. In an earlier simulation study of 
intermediate-sized water clusters, Ohmine et al. 
reported similar low values of Kg .
14
 Under 
confinement, Stockmayer fluid also exhibits an 
approximately four-fold decrease in the values of Kg . 
In Table 2, we report the numerical values.  
 
 
 
Table 2. Values of Kirkwood g-factor of water and Stockmayer fluid for different kinds of surface-liquid interactions. 
We find that Kg reduces substantially in confinement compared to the bulk value. In the case of water, it becomes 
almost twenty times smaller than the bulk. However, for Stockmayer fluid, it becomes approximately four times 
smaller than the bulk. The calculated values of Kg remain independent of the size of the nanocavity. As the average 
timescale of dielectric relaxation is proportional to Kg , it provides a quantitative explanation of the faster than bulk 
decay of <M(0).M(t)>.  
 
Water Stockmayer fluid 
Radius Kg (12,6) Radius Kg (9,3) Kg (10,4,3) Radius Kg (9,3) 
1 nm 0.21 1.17 nm 0.20 0.16 1.17 nm 0.17 
2 nm 0.18 2.17 nm 0.17 0.15 2.17 nm 0.69 
3 nm 0.17 3.37 nm 0.16 0.16 3.17 nm 0.68 
4 nm 0.17 4.47 nm 0.17 0.15 4.17 nm 0.66 
Bulk = 3.64 Bulk = 2.03 
 
 
The timescale of collective orientational 
relaxation ( M ) is related to Kg  and single particle 
rotational correlation timescale ( S ) by the following 
relation [Eq. (26)] 
                              
(0)
K
M SD
K
g
g
  . (26) 
Here, 
D
Kg (ω) is the frequency dependent 
dynamic Kirkwood g-factor. This can be expressed as, 
 
 
 
          
, 0
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

 (27) 
We find that Kg reduces substantially in 
confinement compared to the bulk value. Such 
reductions are independent of the size of cavities. In 
the case of water, it becomes almost twenty times 
smaller than the bulk. However, for Stockmayer fluid, 
it becomes approximately four times smaller than the 
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bulk. This indicates that the collective alignment of 
microscopic dipoles is destructive inside nanocavities 
resulting in enormous cancellations among 
correlations. On the other hand, in periodic bulk 
systems, the microscopic dipoles align constructively. 
We obtain (0)DKg in between 1.4 to 1.8 inside 
aqueous nanocavities and 1.5 for bulk SPC/E water. 
The deviation from bulk, in this case, is not 
significant. Hence, from Eq.(26), M becomes 
approximately proportional to Kg . This explains the 
faster collective relaxation inside the cavity.  
 
VII. Surface orientation and tetrahedral 
network: 
We perform layer-wise analyses (each layer is 
taken to be 5  thick) to observe the differences in 
relative orientations as we approach the center of the 
sphere. We plot the distributions of angles formed 
between O—H bonds of water and the surface normal 
(Figure 9a). We observe a distinct peak around ~90° 
for the outermost layer of water (Figure 9b-9e). This 
advocates the preservation of certain preferred 
orientations near the surface. Similar observations 
have been made by Ruiz-Barragan et al. from ab initio 
simulations of water confined inside graphene slit-
pores.
60
 The water molecules follow the principle of 
minimal frustration often used to describe protein 
folding and spin-glass transitions.
43-45
 In this case, it 
occurs through the maximization of hydrogen bonds 
in order to minimize the free energy of the system. In 
an earlier simulation study, Banerjee et al. reported 
similar observations for two dimensional Mercedes-
Benz model confined between two hydrophobic 
plates.
61
 However, in the case of Stockmayer fluid we 
cannot make any distinction between surface layers 
and interior dipoles in terms of such distributions 
(Figure 10). 
 
Figure 9. (a) A schematic representation of the orientation of 
water molecules relative to the surface normal. We plot 
distributions of the angles (shown in this figure for different 
layers of water inside nano-cavities of radii (b) Rc = 1 nm, (c) 
Rc = 2 nm, (d) Rc = 3 nm, and (d) Rc = 4 nm. In all these cases, 
the surface layer shows distinct characteristic. The angle 
distributions for the surface layer show a distinct peak around 
~90°. This depicts the preservation of certain preferred 
orientations. In order to minimize the free energy of the 
system, water molecules strive to maintain the hydrogen bond 
network. This is termed as the principle of minimal frustration 
in protein folding and spin-glass transition literature. 
However, as we approach the center, the layers and the central 
bulk pool show similar distributions. (The above results are 
obtained for water molecules trapped inside atomistic LJ-12,6 
walls. We obtain similar plots for other systems.) 
 
Figure 10. Distribution of relative orientation of Stockmayer 
fluid dipoles with the surface normal of the enclosing LJ-9,3 
wall. Unlike water, the surface layer exhibits no distinctness in 
terms of preferred orientations.   
  Altered Nature of Nanoconfined Dipolar Fluids 
 
-14- 
 
We plot the distribution of O-O-O angles in 
order to observe alterations in the tetrahedral network 
because of confinement. In this calculation, we reject 
the contribution of the outermost layer because that 
layer is not surrounded by other water molecules 
uniformly from all sides. We note that, consideration 
of the outermost shell can introduce artefacts. We 
observe two distinct peaks – (i) a broad peak centered 
at 110°, and (ii) a smaller peak centered at 60°. The 
distributions overlap with each other (Figure 11).  
Hence, we conclude that the spatial network structure 
of water remains unperturbed inside nanocavities. 
 
Figure 11. Distribution of O-O-O angles of water inside nano-
cavities of different radii. The distribution shows a small peak 
near 60o and a broad peak centered at 110o. We obtain the 
distributions for the nano-cavities without considering the 
outermost layer of water molecules that remain in contact 
with the wall atoms. This is because those water molecules are 
not surrounded by other water molecules uniformly from all 
directions. Nanocavities larger than 1nm radius exhibit almost 
similar O-O-O angle distribution. This indicates the 
indifference of spatial structure inside nanocavities. (The 
above results are obtained for water molecules trapped inside 
atomistic LJ walls. We obtain similar plots for other systems.) 
 
VIII. Aqueous solvation dynamics inside 
nanocavity 
Dipolar solvation dynamics is one of the most 
important aspects of chemical dynamics. It provides a 
measure of how fast can perturbed charge distribution 
of a solute get stabilized by solvent reorientation. 
According to the continuum model description, the 
solvation energy relaxation timescale ( L ) is related 
to Debye relaxation timescale ( D ) as, 
 0L D    .57, 62 Here,  and 0  are the infinite 
frequency and zero frequency dielectric constant of 
the dipolar continuum respectively.  
In our study, we place a frozen water molecule at 
the center of the cavity (or box). We use this as the 
probe. We calculate the energy autocorrelation 
function as Cs(t)=<δE(0)δE(t)>/< δE(0)
2
>. In the 
regime of linear response approximation, Cs(t) and the 
non-equilibrium stokes shift response function, S(t) 
become equivalent.
57
 We fit the resultant decay using 
multi-exponential functions. Except for Rc = 1 nm 
cavity, the solvation energy relaxations show a similar 
decay pattern as that in the bulk (Figure 12). 
 
 
Figure 12. Solvation energy time correlation function (TCF) 
for a frozen water molecule (probe) situated at the center of 
the nanocavity. In the bulk, we follow the same procedure for 
a periodic cubic box. We calculate the solvation energy as the 
sum of electrostatic and LJ interactions of the frozen water 
molecules with all the other water molecules in the system. 
Solvation shows ultrafast characteristics with a ~30-40 fs 
component that contributes 80% of the decay. The rest 20% 
lies in the ~1-2 ps range. The nature of solvation TCF 
converges that of the bulk by Rc=2 nm cavity. 
We find that solvation is ultrafast. Almost 
80% of the initial decay occurs in the ~30-40 fs 
timescale. This is because of single particle rotation 
and libration of the surrounding water molecules. We 
find another timescale in the ~1-2 ps time regime 
(with ~20% contribution). The relatively slower 
timescale arises because of collective hydrogen bond 
reorientations of surrounding water molecules. 
IX. An Ising model based theoretical 
explanation of the faster than Bulk Relaxation 
The faster than bulk rotational and dielectric 
relaxation inside the cavity can be attributed to surface 
effects. Biswas et al. developed a theoretical 
description to explain this phenomenon.
1
 Their 
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approach follows kinetic Ising model
63
 and Glauber 
dynamics.
64
 One can discuss this model in terms of a 
one dimensional Ising chain (that is along a diameter 
of the sphere) with a Hamiltonian 
i j
ij
H J  
 
    and 
then extend this approach for a two-dimensional spin 
on a ring model.
27
 One of the assumptions of this 
model is that the diametrically opposite water 
molecules possess opposite relative orientation. 
However, other water molecules can freely rotate 
(Figure 13).  
 
 
Figure 13. A schematic description of the chosen model- (a) 
One-dimensional Ising chain with two fixed and opposite spins 
at the two ends (green box). These fixed spins represent 
surface effects. The spins in the middle (bulk pool) can freely 
fluctuate. (b) Two-dimensional spin on a ring model system. 
The dipoles (water molecules or Stockmayer fluid) close to the 
surface preserve their spins because of preferred orientations 
and owing to the principle of minimal frustration. If we look 
through any one of the diameters, we recover the one-
dimensional model. 
Let the probability of the spin state that 
consists of N number of spins  1 2, ,..., N    at time 
t be  1 2, ,..., ,Np t   . One can write the Glauber 
master equation as [Eq. (28)], 
     
   
1 2 1 1 1 2
1 1 1 2
, , ..., , , , , , ..., , ..., ,
, , , , ..., , ..., ,
N j j j j j N
j
j j j j j N
j
d
p t w p t
dt
w p t
         
      
 
 
 
  


 (28) 
Here, the transition probability, 
   
1 1 1 1
1 1
, , 1
2 2
j j j j j j j
w       
   
  
 
  
 and 
 tanh 2J  .  /2 is the rate of spin transition per 
unit time. Now, one defines a stochastic dynamical 
variable q(t) to obtain the expectation value of jth spin 
[Eq. (29)]. 
 
1 2
( ) ( ) ( ) , , ..., ,
j j j N
q t t t p t       (29) 
By the use of the definitions of qj(t) and wj in 
Eq. (28), one arrives at the following equation of 
motion for jth spin [Eq. (30)] 
1 1
( )
( ) ( ) ( )
2
j
j j j
dq t
q t q t q t
dt

        . (30) 
Solutions of Eq. (30) exist with various 
boundary conditions. Eq. (31) describes a continuum 
model description of Eq. (30). The continuum model 
description is more suited for spins that reside away 
from the surface. 
 
 
 22
2
, ,
(1 ) ,
2
q x t q x ta
q x t
t x

 
 
   
 
. (31) 
Here, a denotes the lattice spacing. One can 
easily solve Eq. (31) at the low-temperature limit 
(γ→1) and boundary conditions,
(0, ) 1, ( , ) 1 ( ,0) ( )q t q L t and q x f x    . We 
provide the analytical expression for q(x,t) in Eq. (32).  
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 (32) 
The temporal relaxation of q(x,t) becomes faster as 
 / 2x L  from both the ends. We can define the 
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total dipole moment of the system, at any given time 
step t as 
                           
0
( ) ( , )
L
M t dx q x t  . (33) 
Hence, we write the total dipole 
autocorrelation in terms of the autocorrelation of the 
stochastic variable q(x,t) as, 
     
0 0
(0) ( ) ' ( ,0) ( ', )
L L
t dx dx q x q x t  M M  (34) 
This model shows that the spins closer to the 
center relax at a faster rate. This faster relaxation of 
(0) ( )
x
q q t  gets reflected in the collective relaxation 
of moment-moment time correlation as indeed 
observed from our simulations. However, the spins 
near the surface relax on a slower time scale, 
reflecting the effect of the surface. 
 
X. Summary and Conclusion 
In conventional discussions of liquid state 
properties, we usually do not need to discuss the 
effects of the surface.  Also, the surface effects are 
expected to diminish beyond a distnce of few 
molecular diameters. However, the situation can be 
different fron dipoar liquids, especially for water 
where not only long range dipolar interactions but also 
hydrogen bond network can get altred in a significant 
way. 
The dielectric constant of a liquid is a 
collective property, determined by the long 
wavelength orientational correlations in the system.
11-
12, 56, 65
 Because of the long wavelength nature of the 
orientational correlations in dipolar liquids, the 
dielectric constant is rather strongly dependent on size 
and shape. Use of periodic boundary conditions in 
most simulations thus introduces an approximation 
which needs to be tackled carefully. The approach via 
the Clausius-Mossotti equation is exact but one has to 
deal with a slow convergence. For water, this 
convergence is particularly slow due to the extensive 
hydrogen bond network of water. As discussed in 
detail in this work, the problem becomes more acute 
in the nanoworld. 
 In this paper, we report a comprehensive 
study of the dielectric properties of water and 
Stockmayer fluid confined to spherical nanocavities. 
Such a study by varying the size of the nanocavity and 
water-surface interactions was not carried out before. 
The study gave rise to many new results, some of 
which are rather interesting on science ground.  
Below, we summarise the key outcomes. 
i. We find a substantial reduction in the static 
dielectric constant ( 0 ) of nanoconfined water. The 
convergence toward the bulk value is slow. However, 
0  of Stockmayer fluid shows a weaker dependence 
on the size of the nanocavity. 
ii. We derive Berendsen’s equation [Eq. (8) or 
(18)] by following Onsager-Kirkwood formalism.
35
 
This assumes the static dielectric constant of the 
concentric inner sphere is the same as that of the 
enclosing spherical shell which is, in turn, assumed to 
be a continuum. We find that such an assumption 
becomes invalid in nano-dimensions. This is because 
of frequent particle exchange through the imaginary 
inner boundary and also because of the presence of 
strong spatiotemporal correlations among the dipole 
moments of different regions inside the cavity. 
Berendsen’s equation is only asymptotically valid. 
iii. We show that the Clausius-Mossotti equation 
is rather sensitive to the volume of a system. In 
nanoscopic world volume is defined by intermolecular 
interactions, unlike the macroscopic description of 
volume, that is prescribed from outside. When the 
enclosing surface is modeled as soft spheres, effective 
volume calculation is subject to errors. We show that 
a small error in Veff leads to substantial changes in 0  
for nanoconfined water. However, Stockmayer fluid 
does not exhibit noticeable changes in 0  with Veff. 
 We have employed an effective method here 
that needs further refinement. Our method correctly 
reproduces the bulk value on extrapolation. In some 
sense, Figure 2 is quite remarkable. For water (SPC/E 
model), the value of the static dielectric constant is 
already within 20% at RC=4 nm and within 10% at 
RC=4.6 nm. Our way of extrapolation provides a true 
measure of the static dielectric constant at the 
thermodynamic limit as it does not contain the artefact 
imposed by PBC. 
iv. We encounter a surprising result that, the total 
dipole autocorrelations ( ( )MC t ) decay approximately 
twenty times faster for nanoconfined water as 
Mondal, Acharya, and Bagchi 
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compared to the bulk response. ( )MC t of 
nanoconfined water also exhibit a bimodality in the 
power spectrum. ( )MC t  decays approximately four 
times faster for confined Stockmayer fluid systems. 
Furthermore, the timescales of relaxation do not 
change with the increasing size of the cavity, within 
the sizes considered. We explain the anomalous fast 
relaxation in terms of substantially low values of 
Kirkwood g-factor and also in terms of anti-correlated 
local dipole moments of different regions inside the 
cavity. 
v. Solvation dynamics, single particle rotational 
correlations and tetrahedrality show much faster 
convergence to the bulk with increasing cavity size. 
vi. Nature of the surface-liquid interaction affects 
the values of 0  but does not alter the general trends. 
We have confirmed this claim by using five different 
surface-water interactions.   
vii. The above results demonstrate that the 
anomalies arise solely because of geometric 
confinement.  
In our study, the surfaces and the surrounding 
medium are taken as non-polarisable materials. 
Clausius-Mossotti equation demands the surrounding 
medium to be non-polarizable ( 1surr  ). However, 
the surface should in practice be polarizable. One of 
the ways to introduce polarisability is by considering 
the wall atoms as Drude oscillators. The other 
approach would be to perform ab initio simulations. 
Also, the effect of the shape of confinement and the 
origin of dielectric anisotropy remain relatively less 
explored. We have planned future works in this 
direction. 
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