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WEIGHTED NORM INEQUALITIES IN A BOUNDED DOMAIN BY THE
SPARSE DOMINATION METHOD
EMMA-KAROLIINA KURKI AND ANTTI V. VÄHÄKANGAS
Abstract. We prove a two-weight Poincaré inequality in a bounded domain using the sparse
domination method that has recently seen much use in harmonic analysis and related fields. As a
byproduct of the proof, we obtain a localized version of the Fefferman–Stein inequality for the sharp
maximal function. We present applications to distance weights and nonnegative supersolutions of
the p-Laplace equation.
1. Introduction
We prove the two-weight Sobolev–Poincaré -type inequality(
inf
c∈Rn
∫
Ω
|u(x)− c|q w(x) dx
) 1
q
≤ C
(∫
Ω
|∇u(x)|p v(x) dx
) 1
p
for 1 < p ≤ q <∞ and a Lipschitz continuous function u in a domain Ω satisfying a Boman chain
condition, under the assumption that the weights w and σ = v−1/(p−1) satisfy suitable doubling
and A∞ conditions, as well as the following Muckenhoupt-type compatibility condition in dilated
Whitney cubes Q∗ ⊂ Ω: (
1
|Q∗|1−1/n
)p
w(Q∗)
p
q σ(Q∗)p−1 ≤ K.
The proof could be described as a demonstration of the sparse domination technique applied to
the problem at hand. The sparse paradigm first emerged in the study of weighted inequalities, and
has since proven to be a powerful tool in harmonic analysis. For a selection of recent examples
and developments, we refer to Pereyra’s lecture notes [18]. Particularly influential works for our
purposes include those of Lerner, such as [14] (with Ombrosi and Rivera-Ríos) and [13]. Compared
to state-of-the-art instances of the sparse domination argument, our version is vastly simpler, yet
perfectly sufficient for its purpose and with the further advantage of all arguments being localized.
In short, our strategy is to first bound the oscillation of a function within a sparse family of
cubes (Lemma 3.1 below), and then proceed to bound the resulting terms by a fractional maximal
function. In turn, this maximal function is controlled using another sparse domination argument
(Lemma 4.1); this idea originates with Pérez [19]. In the second step, provided that our domain
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satisfies a Boman chain condition, we propagate the estimate from single Whitney cubes to the
entire domain adapting the idea of Iwaniec and Nolder [11].
Other two-weight inequalities in the same vein, often involving a compatibility or “balance” con-
dition, are well known. Chua [4], Chanillo and Wheeden [3], and Turesson [22], Theorem 2.6.1,
provide three examples. Maz’ya ([16], Section 3.8) presents a necessary and sufficient capacitary
condition for fractional Sobolev spaces. A good-λ inequality combined with a Riesz potential argu-
ment can be used instead of sparse domination to produce such inequalities; see Dyda et al. [5] and
Muckenhoupt–Wheeden’s early paper [17].
2. Setup
A cube Q = Q(xQ, rQ) ⊂ Rn is determined by its midpoint xQ and side length 2rQ. We denote
the side length of a given cube Q by l(Q), and take cubes to be half-open. If N > 1, we also adopt
the shorthand notation NQ = Q(xQ, NrQ).
For an open set Ω, we will denote its Whitney decomposition by W = W(Ω). The standard
construction can be found e. g. in [9], Appendix J. Being half-open, the Whitney cubes are disjoint.
Furthermore, they cover the open set Ω: ∪Q∈WQ = Ω. For a cube Q = Q(x, r) ∈ W, the corre-
sponding dilated cube is denoted by Q∗ = 98Q = Q(x,
9
8r). Such dilated cubes have bounded overlap,
which means that
∑
Q∈W XQ∗ ≤ C(n). Moreover, since the side length of a dilated Whitney cube
Q∗ is comparable to its distance from the boundary of the set, there exists a constant C = C(n)
such that
l(Q∗)
C(n)
≤ d(Q∗, ∂Ω) ≤ C(n)l(Q∗). (1)
The set of Lipschitz continuous functions on a set Ω is denoted Lip(Ω). Local classes of functions
mean that the property in question holds for every compact set K ⊂ Ω; these are indicated with a
subscript, such as Liploc(Ω) for the set of locally Lipschitz continuous functions on Ω.
For a cube Q0 ⊂ Rn, its dyadic children, denoted chD(Q0), are the 2n cubes with side length
l(Q)/2 obtained by bisecting each edge. Continuing this process recursively, we obtain the infinite
collection D(Q0) of dyadic subcubes that consists of Q0 and its dyadic descendants in any generation.
We will be routinely making use of the fact that these cubes are nested: if Q,Q′ ∈ D(Q0), then
either one is contained in the other or the cubes are disjoint.
In the following, subcubes that are constructed in this manner from a fixed cube Q0 will be
referred to as “dyadic cubes”. In other words, all “dyadic cubes” are Q0-dyadic, whether or not
this is spelled out. In the first part, we will be operating inside a cube Q0 ⊂ Rn; in the proof of
the local-to-global result, Q0 will turn out to be a dilatation of a cube Q ⊂ W(Ω) of the Whitney
decomposition.
We say that a locally integrable function w is a weight in an open set Ω, if w(x) > 0 for almost
every x ∈ Ω. The weighted measure (or “weight”) of a measurable set E ⊂ Ω, in our case typically
a cube, with respect to w is
w(E) =
∫
E
w(x) dx.
The integral average of a function f ∈ L1(E) over a measurable set E ⊂ Ω is written fE for short,
and the corresponding average with respect to a weight w is indicated by adding another subscript:
fw;E =
1
w(E)
∫
E
f(x)w(x) dx.
Throughout the proof of the local result, we are dealing with Muckenhoupt A∞ weights in the
cube Q0. In fact, we only need to assume the A∞ property in dyadic cubes, as will be detailed
shortly.
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Definition 2.1. A weight w in a cube Q0 belongs to the dyadic Muckenhoupt A∞ class, denoted
w ∈ Ad∞(Q0), if there exist constants Cw and δ(w) in (0,∞) such that for all dyadic cubes Q ⊂ Q0
and all measurable subsets E ⊂ Q we have
w(E)
w(Q)
≤ Cw
( |E|
|Q|
)δ(w)
.
We will need to make intermediate estimates in terms of certain maximal functions, which are
introduced next.
Definition 2.2. For a cube Q0, 0 ≤ α < n and f ∈ L1(Q0), we define the dyadic fractional maximal
function
Mdα,Q0f(x) = sup
Q⊂Q0
Q∋ x
1
|Q|1−α/n
∫
Q
|f(y)| dy,
where the supremum is taken over all dyadic cubes Q ⊂ Q0 such that x ∈ Q.
Definition 2.3. Let Q0 be a cube, w a weight in Q0, and f ∈ L1(Q0;w dx). We define the weighted
dyadic maximal function
Md,wQ0 f(x) = sup
Q⊂Q0
Q∋x
1
w(Q)
∫
Q
|f(y)|w(y) dy,
again taking the supremum over all dyadic cubes Q ⊂ Q0 such that x ∈ Q.
The following is a standard lemma; see e. g. [9].
Lemma 2.4. Let Q0 ⊂ Rn a cube, 1 < p < ∞, and w a weight in Q0. Then there is a constant
C = C(p) > 0 such that for all f ∈ Lp(Q0;w dx)∫
Q0
(
Md,wQ0 f(x)
)p
w(x) dx ≤ C
∫
Q0
|f(x)|p w(x) dx.
In other words, the weighted dyadic maximal function is bounded in Lp(Q0;w dx).
Proof. We immediately observe that ‖Md,wQ0 f‖L∞(Q0;w dx) ≤ ‖f‖L∞(Q0;w dx). We prove the weak
type (1, 1) estimate (2) below; the statement for 1 < p < ∞ will then follow by interpolation. Let
f ∈ L1(Q0;w dx) and t > 0. Then we claim that
w
(
{x ∈ Q0 :Md,wQ0 f(x) > t}
)
≤ 1
t
∫
Q0
|f(x)|w(x) dx. (2)
For brevity, denote Et = {x ∈ Q0 :Md,wQ0 f(x) > t}. To see (2), fix a t > 0 and consider the collection
of dyadic cubes Q ⊂ Q0 such that
1
w(Q)
∫
Q
|f(y)|w(y) dy > t.
If the collection is empty, we haveMd,wQ0 f(x) ≤ t almost everywhere in Q0 and w(Et) = 0. Otherwise,
we may select the maximal cubes satisfying this condition and call them Qi; in particular, these
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cubes are pairwise disjoint. We have Et =
⋃∞
i=1Qi, and
w(Et) ≤ w
(
∞⋃
i=1
Qi
)
=
∞∑
i=1
w(Qi)
≤ 1
t
∞∑
i=1
∫
Qi
|f(x)|w(x) dx
=
1
t
∫
Et
|f(x)|w(x) dx
≤ 1
t
∫
Q0
|f(x)|w(x) dx,
which proves (2). Applying the Marcinkiewicz interpolation theorem ([9], Theorem 1.3.2), we obtain
for 1 < p <∞ ∥∥∥Md,wQ0 f∥∥∥pLp(Q0;w dx) ≤ p2pp− 1 ‖f‖pLp(Q0;w dx) .

In addition, we state the following (q, p)-Poincaré inequality on cubes without proof. See [8],
p. 164, for details.
Lemma 2.5. Let Q ⊂ Rn be a cube and 1 ≤ p < ∞. Let 1 ≤ q ≤ npn−p for 1 ≤ p < n, and
1 ≤ q <∞ for n ≤ p <∞. Then there is a constant C = C(n, p, q) such that for all u ∈ Lip(Q)(
−
∫
Q
|u(x)− uQ|q dx
) 1
q
≤ Cl(Q)
(
−
∫
Q
|∇u(x)|p dx
) 1
p
.
3. Sparse domination I
The following lemma, a weighted variant of Lemma 5.1 in [14], is the first of the two sparse
domination results we need.
Lemma 3.1. Let Q0 be a cube in R
n, w ∈ Ad∞(Q0) with constants Cw > 0 and δ(w) > 0, and
f ∈ L1(Q0). Then there is a family S of dyadic cubes in Q0 satisfying the following conditions:
(a) There is a constant η = C(Cw, δ(w)) > 0 and a family {EQ :Q ∈ S} of pairwise disjoint
sets such that for every Q ∈ S, EQ is a measurable subset of Q with w(EQ) ≥ ηw(Q).
(b) For every Lebesgue point x ∈ Q0 of f , we have
|f(x)− fQ0 | ≤ C
∑
Q∈S
XQ(x)−
∫
Q
|f(y)− fQ| dy (3)
with C = C(n,Cw, δ(w)) > 0.
Remark 3.2. Here, the property (a) means that the family S is η-sparse with respect to w. In (b)
almost every point of Q0 is a Lebesgue point of f .
Proof. We will construct the sparse family S by a stopping-time argument, as well as the family
{EQ : Q ∈ S} by removing selected parts of the cubes S ∈ S. Once the stopping condition is chosen
right, the properties of these two families can be used to estimate the left-hand side of (3).
To begin with, fix a function f ∈ L1(Q0) and a constant ρ > 1 such that Cwρ−δ(w) < 1. We
may assume that −
∫
Q0
|f(x)− fQ0 | dx > 0; otherwise, f is constant in the Lebesgue points of Q0
and there is nothing to estimate. First, we place Q0 inside S and proceed recursively: for each
4
Q0-dyadic cube S ∈ S, we add to S the maximal dyadic cubes S′ ⊂ S that satisfy the stopping
condition
−
∫
S′
|f(x)− fS| dx > ρ−
∫
S
|f(x)− fS | dx. (4)
This process is iterated ad infinitum if necessary. As a result, we obtain a family S of dyadic cubes in
Q0. In particular, we note the following immediate consequence of the stopping-time construction.
Let piSQ denote the S-parent of a given dyadic cube Q ⊂ Q0: the minimal cube in S that contains
Q. If Q ⊂ Q0 is a dyadic cube such that piSQ = S, then
−
∫
Q
|f(x)− fS | dx ≤ ρ−
∫
S
|f(x)− fS | dx = ρκ(S), (5)
where we have introduced the shorthand notation κ(S) = −
∫
S |f(x)− fS| dx. Now fix a S ∈ S and
let chS(S) denote the S-children of S: the maximal cubes in S that are strictly contained in S.
In particular, we notice that this family is disjoint. As per the stopping condition (4), for every
S′ ∈ chS(S) it holds that
−
∫
S′
|f(x)− fS| dx > ρ−
∫
S
|f(x)− fS | dx.
Since the family chS(S) is disjoint, the A
d
∞(Q0) condition of w and the previous inequality imply
for all S ∈ S ∑
S′∈chS(S)
w(S′)
w(S)
≤ Cw
(∑
S′∈chS(S)
|S′|
|S|
)δ(w)
≤ Cwρ−δ(w)
 ∑
S′∈chS(S)
∫
S′ |f(x)− fS| dx∫
S |f(x)− fS | dx
δ(w)
≤ Cwρ−δ(w) < 1. (6)
We are now set to prove the statement of the lemma, beginning with the condition (a).
We construct the intermediate sets ES . For every S ∈ S, we define
ES = S \
⋃
S′∈chS(S)
S′. (7)
Consider the family {ES : S ∈ S}; we are going to show that this is the family of pairwise disjoint
sets postulated by (a). To prove disjointness, fix S,R ∈ S such that S 6= R. If, S ∩ R = ∅, then
clearly ES ∩ ER = ∅. If, say, R ⊂ S, there is a cube S′ ∈ chS(S) such that R ⊂ S′ and therefore
ER ∩ ES ⊂ S′ ∩ ES = ∅. Hence {ES : S ∈ S} is a family of pairwise disjoint sets.
We still need to show that w(ES) ≥ ηw(S) for a fixed S ∈ S. By the property (6), it holds that∑
S′∈chS(S)
w(S′) ≤ Cwρ−δ(w)w(S). Hence, and because the family chS(S) is pairwise disjoint, we
have
w(ES) = w(S)−
∑
S′∈chS(S)
w(S′) ≥ ηw(S),
where η = 1−Cwρ−δ(w) > 0 (recall that Cwρ−δ(w) < 1). This completes the proof of condition (a).
To prove that condition (b) holds, we introduce the following “dyadic difference” operator:
∆Qf(x) =
∑
Q′∈chD(Q)
XQ′(x)(fQ′ − fQ),
5
where Q is a Q0-dyadic cube and chD(Q) the family of its 2
n dyadic children. To begin with, we fix
a Lebesgue point x ∈ Q0 of f to estimate the left-hand side of (3) by telescoping in terms of these
dyadic differences:
|f(x)− fQ0 | XQ0(x)
=
∣∣∣∣∣∣
∑
Q∈D(Q0)
∆Qf(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
S∈S
∑
Q:πSQ=S
∆Qf(x)
∣∣∣∣∣∣
≤
∑
S∈S
∣∣∣∣∣∣
∑
Q:πSQ=S
∆Qf(x)
∣∣∣∣∣∣ . (8)
Fix now a S ∈ S and split the innermost sum with respect to the set ES defined by (7):∑
Q:πSQ=S
∆Qf(x)
= XS\ES(x)
∑
Q:πSQ=S
∆Qf(x)
+XES (x)
∑
Q:πSQ=S
∆Qf(x).
We estimate each sum separately; the aim is to control each in terms of κ(S). Beginning with the
first one, we obtain by telescoping
XS\ES(x)
∑
Q:πSQ=S
∆Qf(x)
=
∑
S′∈chS(S)
∑
Q:πSQ=S
XS′(x)∆Qf(x)
=
∑
S′∈chS(S)
XS′(x)(fS′ − fS).
Here, the first step follows by the fact that S \ ES = ∪S′∈chS(S)S′. The ensuing double sum is a
telescope. Depending on x there is a unique “tower” of cubes, beginning from S and down to the
dyadic parent of S′, which is the unique S-child of S such that x ∈ S′ if such a cube exists.
Fix S′ ∈ chS(S) and let piS′ denote the dyadic parent of S′; notice that piS(piS′) = S ∈ S, so we
may use the property (5) to estimate
|fS′ − fS | =
∣∣∣∣ −∫
S′
(f(x)− fS) dx
∣∣∣∣
≤ −
∫
S′
|f(x)− fS | dx
≤ 2n−
∫
πS′
|f(x)− fS| dx
≤ ρ2n−
∫
S
|f(x)− fS | dx = ρ2nκ(S). (9)
As for the second sum, fix a x ∈ ES and let (Qk)k∈N be a sequence of dyadic cubes such that
x ∈ Qk ⊂ S for all k ∈ N, and |Qk| → 0 as k → ∞. Since x is a Lebesgue point of f , we may
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telescope
XES(x)
∑
Q:πSQ=S
∆Qf(x) = XES(x)(f(x) − fS) = lim
k→∞
(fQk − fS).
Since x ∈ Qk ∩ ES and Qk ⊂ S, we have piS(Qk) = S for every k ∈ N. Hence, by the property (5),
|fQk − fS| =
∣∣∣∣−∫
Qk
(f(x)− fS) dx
∣∣∣∣
≤ −
∫
Qk
|f(x)− fS| dx
≤ ρ−
∫
S
|f(x)− fS| dx = ρκ(S).
Since this estimate is uniform with respect to k, we conclude that
|f(x)− fS| ≤ ρκ(S). (10)
Collecting the estimates (8), (9), and (10), we find that
|f(x)− fQ0| XQ0 ≤
∑
S∈S
∣∣∣∣∣∣
∑
Q:πSQ=S
∆Qf(x)
∣∣∣∣∣∣
=
∑
S∈S
 ∑
S′∈chS(S)
XS′(x)ρ2nκ(S) + XES(x)ρκ(S)

≤ ρ2n
∑
S∈S
XS(x)κ(S),
which concludes the proof. 
As a byproduct of the first sparse domination lemma, we obtain a result for the dyadic sharp
maximal function (see [21], Chapter III).
Definition 3.3. For a cube Q0 and f ∈ L1(Q0), we define the dyadic sharp maximal function by
Md,♯Q0f(x) = sup
Q⊂Q0
x∋Q
−
∫
Q
|f(y)− fQ| dy,
where the supremum is taken over all dyadic cubes Q ⊂ Q0 such that x ∈ Q.
The following is a localized and weighted variant of the Fefferman–Stein inequality [6]; see also
Theorem III.3 in [21] .
Theorem 3.4. Let Q0 ⊂ Rn a cube, 1 < p <∞, w ∈ Ad∞(Q0), and f ∈ L1(Q0). Then∫
Q0
|f(x)− fQ0 |p w(x) dx ≤ C
∫
Q0
(
Md,♯Q0f(x)
)p
w(x) dx,
where C = C(n, p,Cw, δ(w)) > 0. Here Cw and δ(w) are the A
d
∞(Q0) constants for w.
Proof. Fix a f ∈ L1(Q0) and let S be the associated family of cubes given by the sparse domination
lemma 3.1. On Q0, define the function
f˜(x) =
∑
Q∈S
XQ(x)−
∫
Q
|f(y)− fQ| dy.
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By the sparse domination lemma 3.1, we have∫
Q0
|f(x)− fQ0|pw(x) dx ≤ C(n, p,Cw, δ(w))
∫
Q0
f˜(x)pw(x) dx.
We estimate the pth root of the last integral by duality. Namely, it is enough to show that there is
a constant C = C(η, p) such that∣∣∣∣∫
Q0
f˜(x)g(x)w(x) dx
∣∣∣∣ ≤ C (∫
Q0
(
Md,♯Q0f(x)
)p
w(x) dx
) 1
p
for every bounded measurable function g in Q0 with ‖g‖Lq(Q0;w dx) = 1 and 1/p+1/q = 1. Fix such
a g; we have ∣∣∣∣∫
Q0
f˜(x)g(x)w(x) dx
∣∣∣∣ = ∑
Q∈S
−
∫
Q
|f(y)− fQ| dy
∣∣∣∣∫
Q0
XQ(x)g(x)w(x) dx
∣∣∣∣ . (11)
Again thanks to the sparse domination lemma 3.1 (a), we may estimate for each Q ∈ S∣∣∣∣∫
Q0
XQ(x)g(x)w(x) dx
∣∣∣∣ = ∣∣∣∣∫
Q
g(x)w(x) dx
∣∣∣∣
≤ w(Q) · 1
w(Q)
∫
Q
|g(x)|w(x) dx (12)
≤ η−1w(EQ) · 1
w(Q)
∫
Q
|g(x)|w(x) dx.
Combine (11) and (12), apply Lemma 2.4, and finalise:∣∣∣∣∫
Q0
f˜(x)g(x)w(x) dx
∣∣∣∣
≤ η−1
∑
Q∈S
w(EQ)−
∫
Q
|f(y)− fQ| dy · 1
w(Q)
∫
Q
|g(x)|w(x) dx
≤ C(η)
∑
Q∈S
∫
EQ
Md,♯Q0f(x)M
d,w
Q0
g(x)w(x) dx
≤ C
∫
Q0
Md,♯Q0f(x)M
d,w
Q0
g(x)w(x) dx
≤ C
∥∥∥Md,♯Q0f∥∥∥Lp(Q0;w dx)
∥∥∥Md,wQ0 g∥∥∥Lq(Q0;w dx)
≤ C(η, p) ‖g‖Lq(Q0;w dx) ·
(∫
Q0
(
Md,♯Q0f(x)
)p
w(x) dx
) 1
p
,
which, recalling that ‖g‖Lq(Q0;w dx) = 1, is the desired result. 
The following simple lemma is later combined with Theorem 3.4.
Lemma 3.5. Let Q0 ⊂ Rn a cube and u ∈ Lip(Q0). Then for all x ∈ Q0
Md,♯Q0u(x) ≤ C(n)Md1,Q0 |∇u(x)| .
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Proof. Fix a x ∈ Q0 and a dyadic cube Q ⊂ Q0 containing x. By the (1, 1)-Poincaré inequality on
cubes (Lemma 2.5)
−
∫
Q
|u(y)− uQ| dy ≤ C(n)l(Q)−
∫
Q
|∇u(x)| dx
= C(n)
|Q|1/n
|Q|
∫
Q
|∇u(x)| dx
= C(n)
1
|Q|1−1/n
∫
Q
|∇u(x)| dx
≤ C(n)Md1,Q0 |∇u(x)| .
The final inequality follows by taking the supremum over all Q ∋ x, because Q was arbitrary. 
4. Sparse domination II
The following lemma is one of the two sparse domination results we need. The idea is from Pérez;
see the proof of Theorem 1.1 in [19].
Lemma 4.1. Let 0 ≤ α < n, Q0 be a cube in Rn, and σ ∈ Ad∞(Q0) with constants Cσ > 0, δ(σ) > 0.
For every f ∈ L1(Q0, ), there is a family S of Q0-dyadic cubes satisfying the following conditions:
(a) There is a constant η = η(Cσ , δ(σ)) > 0 and a family {EQ :Q ∈ S} of pairwise disjoint sets
such that for every Q ∈ S, EQ is a measurable subset of Q with σ(EQ) ≥ ησ(Q).
(b) For almost every x ∈ Q0 and every 1 ≤ p <∞, we have(
Mdα,Q0f(x)
)p
≤ C
∑
Q∈S
XQ(x)
(
1
|Q|1−α/n
∫
Q
|f(y)| dy
)p
with C = C(n, p,Cσ, δ(σ)) > 0.
Proof. For simplicity, we take f to be nonnegative. To begin with, fix a constant a > 2n such that
Cσ
(
2n
a
)δ(σ)
< 1.
Analogously with the proof of Lemma 3.1, let us denote ρ = a · 2−n > 1. We may assume that
1
|Q0|1−α/n
∫
Q0
f(y) dy > 0.
If this is not the case, then f = 0 almost everywhere in Q0, which implies M
d
α,Q0
f = 0 everywhere
in Q0. Hence there is nothing to estimate and we may choose S = {Q0} and EQ0 = Q0. Let k0 be
the smallest integer such that
1
|Q0|1−α/n
∫
Q0
f(y) dy ≤ ak0 . (13)
For each k > k0, denote
Sk = {x ∈ Q0 : ak < Mdα,Q0f(x)}.
Let Sk0 = {Q0} and, if k > k0, we let Sk denote the family of maximal Q0-dyadic cubes Q ⊂ Q0
such that
ak <
1
|Q|1−α/n
∫
Q
f(y) dy. (14)
Since k > k0, we find that each maximal cube is strictly contained in Q0. Observe also that
Sk = ∪Q∈SkQ if k > k0. By virtue of the dyadic structure and the construction above, for each
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k ≥ k0 and R ∈ Sk+1, there exists a unique Q ∈ Sk such that R ⊂ Q. For each k ≥ k0 and Q ∈ Sk,
let
Ek,Q = Q \
⋃
R∈Sk+1
R = Q \
⋃
R∈Sk+1
R⊂Q
R. (15)
We will now verify that the inequality
σ(Ek,Q) ≥ (1− Cσρ−δ(σ))σ(Q) (16)
holds for all Q ∈ Sk and k ≥ k0. Fix a k ≥ k0 and a Q ∈ Sk. As per the definition (15), the family
{Ek,Q : k ≥ k0, Q ∈ Sk} is pairwise disjoint. First, fix a k > k0 and a Q ∈ Sk. Using the stopping
rule (14) and the fact that α ≥ 0, we obtain∑
R∈Sk+1
R⊂Q
|R| ≤
∑
R∈Sk+1
R⊂Q
|R|α/n
ak+1
∫
R
f(y) dy
≤ |Q|
α/n
ak+1
∫
Q
f(y) dy
≤ |Q|
ak+1
· (2
n)1−α/n
|piDQ|1−α/n
∫
πDQ
f(y) dy
≤ 2
n
a
|Q| . (17)
The final inequality of (17) follows from the stopping construction. Namely, when k > k0 and
Q ∈ Sk, we have
1
|piDQ|1−α/n
∫
πDQ
f(y) dy ≤ ak,
because the family Sk is maximal with respect to the stopping condition (14). As for the case
k = k0 and Q ∈ Sk, we recall that k0 was chosen as the smallest integer such that (13) holds, and
Sk0 = {Q0}: ∑
R∈Sk0+1
R⊂Q
|R| ≤
∑
R∈Sk0+1
R⊂Q0
|R|α/n
ak0+1
∫
R
f(y) dy
≤ |Q0|
α/n
ak0+1
∫
Q0
f(y) dy
≤ |Q0|
a
· 1
ak0
· 1
|Q0|1−α/n
∫
Q0
f(y) dy
≤ 1
a
|Q| . (18)
Combining the Ad∞(Q0) property of σ with the estimates (17) and (18), we obtain
σ
 ⋃
R∈Sk+1
R⊂Q
R
 · 1σ(Q)
≤ Cσ
( |∪R|
|Q|
)δ(σ)
≤ Cσ
(
2n
a
)δ(σ)
= Cσρ
−δ(σ).
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This lets us conclude that the inequality (16) holds:
σ(Ek,Q) ≥ σ(Q)− Cσρ−δ(σ)σ(Q)
= (1− Cσρ−δ(σ))σ(Q).
Looking back at the measure estimates (17) and (18), we notice that∑
R∈Sk+1
R⊂Q
|R| ≤ 2
n
a
|Q| < |Q| .
In other words, each R ∈ Sk+1 that is contained in Q ∈ Sk is strictly smaller than Q itself. Each
Q ∈ S belongs to a unique Sk, and we may define a family of cubes S = ∪k≥k0Sk without including
duplicates as well as identify EQ = Ek,Q. Then, the condition (a) holds with η = 1−Cσρ−δ(σ) > 0.
It remains to prove (b). Consider for k > k0 the sets
Dk = {x ∈ Q0 : ak < Mdα,Q0f(x) ≤ ak+1}.
We note that
Q0 \
⋃
k>k0
Dk =
{
x ∈ Q0 :Mdα,Q0f(x) =∞
}⋃{
x ∈ Q0 :Mdα,Q0f(x) ≤ ak0+1
}
.
The first set in the right-hand side is of zero measure: Mdα,Q0f(x) ≤ l(Q0)
α
nMd,1Q0 f(x) for every
x ∈ Q0. Thus, inequality (2) in Lemma 2.4 shows that Mdα,Q0f(x) < ∞ for almost every x ∈ Q0.
Furthermore, k0 was chosen as the smallest integer such that (13) holds, which means that
ak0+1 = a2 · ak0−1 < a2 · 1
|Q0|1−α/n
∫
Q0
f(y) dy.
Now fix a x ∈ Q0 \ {x ∈ Q0 :Mdα,Q0f(x) = ∞}. With the preceding remarks and the stopping
condition (14), we are ready to estimate(
Mdα,Q0f(x)
)p
=
(
Mdα,Q0f(x)XQ0\∪kDk(x)
)p
+
∑
k>k0
(
Mdα,Q0f(x)
)p
XDk(x)
≤ a(k0+1)pXQ0\∪kDk(x) + ap
∑
k>k0
akpXSk(x)
≤ a2p
(
1
|Q0|1−α/n
∫
Q0
f(y) dy
)p
XQ0(x)
+ ap
∑
k>k0
∑
Q∈Sk
(
1
|Q|1−α/n
∫
Q
f(y) dy
)p
XQ(x)
≤ a2p
∑
k≥k0
∑
Q∈Sk
(
1
|Q|1−α/n
∫
Q
f(y) dy
)p
XQ(x)
= a2p
∑
Q∈S
(
1
|Q|1−α/n
∫
Q
f(y) dy
)p
XQ(x).
This concludes the proof of the lemma. 
The following two-weight inequality for the fractional maximal function is a localized variant of
a result due to Pérez ([19], Theorem 1.1).
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Theorem 4.2. Let Q0 ⊂ Rn be a cube. Furthermore, let 0 ≤ α < n, 1 < p ≤ q < ∞, and (v,w) a
pair of weights in Q0 such that σ = v
−1/(p−1) ∈ Ad∞(Q0). The following conditions are equivalent:
(a) There is a C > 0 such that, for all f ∈ L1(Q0),(∫
Q0
(
Mdα,Q0f(x)
)q
w(x) dx
) 1
q
≤ C
(∫
Q0
|f(x)|p v(x) dx
) 1
p
.
(b) There exists a K > 0 such that, for all dyadic cubes Q ⊂ Q0,(
1
|Q|1−α/n
)p
w(Q)
p
q σ(Q)p−1 ≤ K.
In the implication from (b) to (a), the constant C is of the form C(n, p,Cσ, δ(σ),K). Here Cσ and
δ(σ) are the Ad∞(Q0) constants for σ.
Proof. First we show that (a) implies (b). Fix a dyadic cube Q ⊂ Q0 and let f = (v + ε)−1/(p−1) XQ,
where ε > 0; the role of the epsilon is to ensure that the function remains in L1(Q0). As per the
definition of the dyadic fractional maximal function, we clearly have
1
|Q|1−α/n
∫
Q
(v(y) + ε)
− 1
p−1 dy ≤Mdα,Q0f(x) for every x ∈ Q.
Consider now
|Q|−(1−α/n)q
∫
Q
w(x) dx
(∫
Q
(v(y) + ε)
− 1
p−1 dy
)q
=
∫
Q
w(x) dx
(
1
|Q|1−α/n
∫
Q
(v(y) + ε)
− 1
p−1 dy
)q
≤
∫
Q0
(
Mdα,Q0f(x)
)q
w(x) dx
≤ Cq
(∫
Q0
f(x)pv(x) dx
) q
p
= Cq
(∫
Q
(v(x) + ε)−
1
p−1 dx
) q
p
,
where the second inequality follows from (a). From here, we obtain by Fatou’s lemma
|Q|−(1−α/n)p
(∫
Q
w(x) dx
) p
q
(∫
Q
v(y)
− 1
p−1 dy
)p−1
≤ lim inf
ε→0+
|Q|−(1−α/n)p
(∫
Q
w(x) dx
) p
q
(∫
Q
(v(y) + ε)−
1
p−1 dy
)p−1
≤ Cp,
that is, |Q|−(1−α/n)p w(Q)p/qσ(Q)p−1 ≤ Cp.
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Next we show that (b) implies (a). For a fixed f ∈ L1(Q0) and σ ∈ Ad∞(Q0), let S be the
associated family of cubes given by the sparse domination lemma 4.1. Then, we have(∫
Q0
(
Mdα,Q0f(x)
)q
w(x) dx
) p
q
=
∥∥∥(Mdα,Q0f)p∥∥∥Lq/p(Q0;w dx)
≤ C(n, p,Cσ, δ(σ))
∥∥∥∥∥∥
∑
Q∈S
XQ
(
1
|Q|1−α/n
∫
Q
|f(y)| dy
)p∥∥∥∥∥∥
Lq/p(Q0;w dx)
(19)
≤ C
∑
Q∈S
∥∥∥∥∥XQ
(
1
|Q|1−α/n
∫
Q
|f(y)| dy
)p∥∥∥∥∥
Lq/p(Q0;w dx)
= C
∑
Q∈S
(
1
|Q|1−α/n
∫
Q
|f(y)| dy
)p
w(Q)
p
q ,
where (19) follows from Lemma 4.1. On the other hand, our assumption is that (b) holds:
∑
Q∈S
(
1
|Q|1−α/n
∫
Q
|f(y)| dy
)p
w(Q)
p
q
=
∑
Q∈S
(
1
|Q|1−α/n
)p
w(Q)
p
q σ(Q)p−1
(
1
σ(Q)
∫
Q
|f(y)|σ(y)−1σ(y) dy
)p
σ(Q)
≤ K
∑
Q∈S
(
1
σ(Q)
∫
Q
|f(y)|σ(y)−1σ(y) dy
)p
σ(Q).
Recall from Lemma 4.1 (a) that for Q ∈ S, we have σ(EQ) ≥ ησ(Q). Furthermore, Lemma 4.1
states that {EQ}Q∈S is a family of pairwise disjoint sets. Hence we may continue estimating
K
∑
Q∈S
(
1
σ(Q)
∫
Q
|f(y)|σ(y)−1σ(y) dy
)p
σ(Q)
≤ K
η
∑
Q∈S
(
1
σ(Q)
∫
Q
|f(y)|σ(y)−1σ(y) dy
)p
σ(EQ)
=
K
η
∑
Q∈S
∫
EQ
(
Md,σQ0
(
fσ−1
)
(x)
)p
σ(x) dx
≤ K
η
∫
Q0
(
Md,σQ0
(
fσ−1
)
(x)
)p
σ(x) dx (20)
≤ C(p)K
η
∫
Q0
∣∣f(x)σ(x)−1∣∣p σ(x) dx. (21)
In (20), we applied disjointness, while (21) follows from the boundedness of Md,σQ0 (Lemma 2.4).
This concludes the proof, since v(x) = σ(x)−(p−1) for every x ∈ Q0. 
Remark 4.3. The assumption σ = v
− 1
p−1 ∈ Ad∞(Q0) is needed in the implication from (b) to (a) in
Theorem 4.2. In [20] certain testing conditions are used in the case α = 0 to characterize a closely
related boundedness result under weaker assumptions on the weight σ. Moreover, the special case
α = 0 of Theorem 4.2 is closely related to Theorem 1.15 in [20].
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Our main local result is the following two-weight inequality in Q0, provided that the weights
involved satisfy suitable A∞ conditions and the dyadic compatibility condition (22). The theorem
echoes an earlier result by Chua [4], while being more strictly localized.
Theorem 4.4. Let Q0 be a cube in R
n. Furthermore, let 1 < p ≤ q < ∞, (v,w) a pair of weights
in Q0 such that w ∈ Ad∞(Q0), and σ = v−1/(p−1) ∈ Ad∞(Q0). Suppose that there exists a constant
K > 0 such that (
1
|Q|1−1/n
)p
w(Q)
p
q σ(Q)p−1 ≤ K (22)
for all Q0-dyadic cubes Q ⊂ Q0. Then, the inequality(∫
Q0
|u(x)− uQ0 |q w(x) dx
) 1
q
≤ C
(∫
Q0
|∇u(x)|p v(x) dx
) 1
p
holds for every u ∈ Lip(Q0) with
C = C(n, p, q,K,Cw, Cσ, δ(w), δ(σ)) > 0,
where Cw, δ(w), and Cσ, δ(σ) are the A
d
∞(Q0) constants for w and σ respectively.
Proof. Let u ∈ Lip(Q0) and (v,w) as assumed. We first apply Theorem 3.4 and Lemma 3.5, then
Theorem 4.2: (∫
Q0
|u(x)− uQ0 |q w(x) dx
) 1
q
≤ C
(∫
Q0
(
Md,♯Q0u(x)
)q
w(x) dx
) 1
q
≤ C
(∫
Q0
(
Md1,Q0 |∇u(x)|
)q
w(x) dx
) 1
q
≤ C
(∫
Q0
|∇u(x)|p v(x) dx
) 1
p
.

5. From local to global
For suitable domains Ω, there is a constant C = C(n, p,Ω) such that
inf
c∈R
∫
Ω
|f(x)− c|p dx ≤ C
∑
Q∈W(Ω)
∫
Q∗
|f(x)− fQ∗|p dx (23)
for every f ∈ L1loc(Ω). Theorem 5.9 provides a weighted variant of this local-to-global inequality
under the assumption that Ω is a Boman domain. These inequalities provide a mechanism to
bootstrap inequalities starting from corresponding inequalities on cubes inside the domain. The
proof is based on a chaining argument, and we adapt the rather well known argument developed in
[11], see also [4]. For this purpose we need to define chains.
Definition 5.1. Let Ω be a bounded domain in Rn and consider Whitney cubes Q ∈ W(Ω). We
say that
C(Q) = (Q0, . . . , Qk)
is a chain in Ω joining Q0 to Q = Qk, if Qi 6= Qj whenever i 6= j, and for each j ∈ {1, . . . , k} there
exists a cube R ⊂ Q∗j ∩Q∗j−1 for which
l(R) ≥ C(n)max{l(Q∗j ), l(Q∗j−1)} .
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The family {C(Q) :Q ∈ W(Ω)} is called a chain decomposition of Ω, with a fixed Whitney cube
Q0 as the common starting point for all chains. The shadow of a Whitney cube R ∈ W(Ω) is the
set S(R) = {Q ∈ W(Ω) :R ∈ C(Q)}. Worth noticing is the duality of the concepts of chain and
shadow: R ∈ C(Q) if and only if Q ∈ S(R).
We will assume throughout that Ω is a Boman domain, which means that it satisfies the following
chain condition.
Definition 5.2. A domain Ω ⊂ Rn is said to satisfy the Boman chain condition with constant
N ≥ 1 if there exists a chain decomposition of Ω such that⋃
Q∈S(R)
Q ⊂ NR = Q(xR, NrR) whenever R = Q(xR, rR) ∈ W(Ω). (24)
Open cubes, balls, and bounded Lipschitz domains are Boman domains in Rn. More generally,
so-called bounded John domains are examples of Boman domains; we refer to [2] for details.
Finally, we require the weight w to be doubling in the following sense.
Definition 5.3. A weight w in an open set Ω is called doubling in Ω with constant D if there exists
a constant D = D(n,w) such that whenever Q = Q(xQ, rQ) ⊂ Rn is a cube with its midpoint xQ
in Ω we have
w (Ω ∩Q(xQ, 2rQ)) ≤ Dw (Ω ∩Q(xQ, rQ)) .
Next we show that doubling weights in Rn are doubling weights on Boman domains as well.
Lemma 5.4. Let w be a doubling weight in Rn with constant D, and Ω a Boman domain with
constant N ≥ 1. Then, w is doubling in Ω with constant D(n,N,Ω, Q0,D).
Proof. Fix a cube Q = Q(xQ, rQ) with its midpoint xQ in Ω. If l(Q) > 2 diam(Ω), then
w(Ω ∩ 2Q) = w(Ω) = w(Ω ∩Q).
Hence, in the following we may assume that l(Q) ≤ 2 diam(Ω). It suffices to prove that there is a
constant λ = λ(n,N,Q0,Ω) and another cube R ⊂ Q ∩ Ω such that l(Q) ≤ λl(R). Here Q0 is the
fixed cube in the chain decomposition of Ω. Indeed, using this and the global doubling property of
w, we estimate
w(Ω ∩ 2Q) ≤ w(2Q) ≤ Dw(Q) ≤ C(D,λ)w(R) ≤ C(D,λ)w(Ω ∩Q).
It now suffices to prove that the cube R exists. Let ρ = ρ(N,n) be such that ρ(1+N)
√
n < 12 . Fix
a Whitney cube P ∈ W(Ω) such that xQ ∈ P . There are two cases to consider: either l(P ) > ρl(Q)
or not. In the first case, we take R = Q(xQ,min{rQ, d(xQ, ∂Ω)/(2
√
n)}) ⊂ Q ∩ Ω. Observe that
xQ ∈ P ∈ W(Ω), and thus
d(xQ, ∂Ω)/(2
√
n) ≥ d(P, ∂Ω)/(2√n) ≥ l(P )/2 > ρl(Q)/2.
Therefore l(R) ≥ C(ρ)l(Q).
Next assume that l(P ) ≤ ρl(Q). Consider the chain C = (Q0, . . . , Qk), where Qk = P . Denote
by i0 the smallest index i ∈ {0, . . . , k} such that l(Qi) ≤ ρl(Q) and denote R = Qi0 . If i0 = 0, then
l(Q) ≤ 2 diam(Ω) ≤ C(Ω, Q0) diam(Q0) = C(n,Ω, Q0)l(R).
On the other hand, if i0 > 0, then
l(Q) < ρ−1l(Qi0−1) ≤ C(n, ρ)l(Qi0) = C(n, ρ)l(R).
Here we also used the fact that adjacent cubes in the chain have comparable side lengths. Further-
more, we claim that R ⊂ Q ∩ Ω. Recall that P ∈ S(R) and thus xQ ∈ P ⊂ NR by the Boman
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chain condition (24). Fix a x ∈ R. Then
|x− xQ| ≤ |x− xR|+ |xR − xQ| ≤ diam(R) + diam(NR)
= (1 +N)
√
nl(R) ≤ ρ(1 +N)√nl(Q) < l(Q)/2.
Hence |x− xQ| < l(Q)/2 and thus x ∈ Q. Since R is a Whitney cube, it follows that R ⊂ Q ∩ Ω,
as claimed. 
Definition 5.5. Let Ω be an open set and let w be a doubling weight in Ω. We define the non-
centered maximal function for f ∈ L1(Ω;w dx) by
M˜wf(x) = sup
Q∋x
1
w(Ω ∩Q)
∫
Ω∩Q
|f(y)|w(y) dy,
where x ∈ Ω and the supremum is taken over cubes Q ⊂ Rn such that xQ ∈ Ω and Q ∋ x.
We will make use of the fact that the maximal function M˜w is bounded on Lp(Ω;w dx). For one
instance of the proof, see Theorem 3.13 in [1].
Lemma 5.6. Let 1 < p < ∞, w a doubling weight in an open set Ω, and f ∈ Lp(Ω;w dx). Then,
M˜wf ∈ Lp(Ω;w dx) and there is a constant C = C(n, p,w) such that∥∥∥M˜wf∥∥∥
Lp(Ω;w dx)
≤ C ‖f‖Lp(Ω;w dx) .
To use the following lemma is an idea of Iwaniec and Nolder’s ([11], Lemma 4).
Lemma 5.7. Let Ω be a Boman domain with constant N ≥ 1, w a doubling weight in Ω with
a constant D, and 1 ≤ p < ∞. Furthermore, let {aQ :Q ∈ W(Ω)} be a set of nonnegative real
numbers. Then, there is a constant C = C (p,D,N) such that∥∥∥∥∥∥
∑
Q∈W(Ω)
aQXΩ∩NQ
∥∥∥∥∥∥
Lp(Ω;w dx)
≤ C
∥∥∥∥∥∥
∑
Q∈W(Ω)
aQXQ
∥∥∥∥∥∥
Lp(Ω;w dx)
.
Proof. The case p = 1 follows from the fact that the weight w is doubling in Ω; we will assume that
1 < p <∞. By duality and the fact that bounded measurable functions are dense in Lp′(Ω;w dx),
where p′ = p/(p − 1), it is enough to show that∣∣∣∣∣∣
∫
Ω
∑
Q∈W(Ω)
aQXΩ∩NQ(x)ψ(x)w(x) dx
∣∣∣∣∣∣ ≤ C
∥∥∥∥∥∥
∑
Q∈W(Ω)
aQXQ
∥∥∥∥∥∥
Lp(Ω;w dx)
for every bounded measurable function ψ satisfying ‖ψ‖Lp′ (Ω;w dx) = 1. Let ψ be such a function
and Q ∈ W(Ω). Then, for every x ∈ Ω ∩NQ,∫
Ω∩NQ
|ψ(y)|w(y) dy ≤ w(Ω ∩NQ)M˜wψ(x).
Averaging this inequality over Q ⊂ Ω ∩ NQ with respect to the measure w dx and using the fact
that w is doubling in Ω, we obtain∫
Ω∩NQ
|ψ(y)|w(y) dy ≤ w(Ω ∩NQ)
w(Q)
∫
Q
M˜wψ(x)w(x) dx
≤ C(D,N)
∫
Q
M˜wψ(x)w(x) dx. (25)
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Using the triangle inequality and the estimate (25), we obtain∣∣∣∣∣∣
∫
Ω
∑
Q∈W(Ω)
aQXΩ∩NQ(x)ψ(x)w(x) dx
∣∣∣∣∣∣
≤
∑
Q∈W(Ω)
aQ
∫
Ω∩NQ
|ψ(x)|w(x) dx
≤ C(D,N)
∑
Q∈W(Ω)
aQ
∫
Q
M˜wψ(x)w(x) dx. (26)
Next, we rearrange (26) and apply Hölder’s inequality:
C
∑
Q∈W(Ω)
aQ
∫
Q
M˜wψ(x)w(x) dx
= C
∫
Ω
∑
Q∈W(Ω)
aQXQ(x)M˜wψ(x)w(x) dx
≤ C
∥∥∥∥∥∥
∑
Q∈W(Ω)
aQXQ
∥∥∥∥∥∥
Lp(Ω;w dx)
∥∥∥M˜wψ∥∥∥
Lp′(Ω;w dx)
.
The desired result follows by the boundedness of the maximal function M˜w (Lemma 5.6) and the
fact that ‖ψ‖Lp′(Ω;w dx) = 1. 
Lemma 5.8. Let Ω be a Boman domain, w a doubling weight in Ω with a constant D, and C(Q) =
(Q0, . . . , Qk) a chain joining the cube Q0 to Qk = Q ∈ W(Ω), with k depending on Q. Then, for
all u ∈ L1loc(Ω;w dx),∣∣uw;Q∗ − uw;Q∗
0
∣∣ ≤ C(n,D) ∑
R∈C(Q)
1
w(R∗)
∫
R∗
|u(x)− uw;R∗|w(x) dx.
Proof. Fix a u ∈ L1loc(Ω;w dx). Then
∣∣uw;Q∗ − uw;Q∗
0
∣∣ = ∣∣∣∣∣
k∑
i=1
uw;Q∗i − uw;Q∗i−1
∣∣∣∣∣
≤
k∑
i=1
∣∣∣uw;Q∗i − uw;Q∗i−1∣∣∣
≤
k∑
i=1
∣∣∣uw;Q∗i − uw;Q∗i∩Q∗i−1∣∣∣+ ∣∣∣uw;Q∗i∩Q∗i−1 − uw;Q∗i−1∣∣∣ . (27)
Let us fix an i = 1, 2, . . . , k. By the definition 5.1 of a chain, there exists a cube Q˜ ⊂ Q∗i ∩Q∗i−1 such
that w(Q˜) > 0; likewise there is a λ, depending only on the dimension n, such that Q∗i−1∪Q∗i ⊂ λQ˜.
Since the weight w is doubling in Ω, we obtain the estimate
w(Q∗i ) ≤ w(Q∗i−1 ∪Q∗i ) ≤ w(λQ˜) ≤ C(λ,D)w(Q˜) ≤ C(λ,D)w(Q∗i ∩Q∗i−1). (28)
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The exact same estimate holds for w(Q∗i−1). We may estimate both parts of the sum (27) as follows.
For the sake of demonstration, choose the first one:∣∣∣uw;Q∗i − uw;Q∗i∩Q∗i−1∣∣∣
=
∣∣∣∣∣ 1w(Q∗i ∩Q∗i−1)
∫
Q∗i∩Q
∗
i−1
(
u(x)− uw;Q∗i
)
w(x) dx
∣∣∣∣∣
≤ 1
w(Q∗i ∩Q∗i−1)
∫
Q∗i∩Q
∗
i−1
∣∣u(x)− uw;Q∗i ∣∣w(x) dx
≤ C(λ,D)
w(Q∗i )
∫
Q∗i
∣∣u(x)− uw;Q∗i ∣∣w(x) dx. (29)
In (29), we applied the doubling property of w through the estimate (28). Estimating the second
part of (27) in like manner and taking all indices into account, we have
∣∣uw;Q∗ − uw;Q∗
0
∣∣ ≤ C(λ,D) ∑
R∈C(Q)
1
w(R∗)
∫
R∗
|u(x)− uw;R∗ |w(x) dx,
which is the desired estimate, since λ only depends on n. 
Finally, the following theorem connects the global scale and the cubewise estimates.
Theorem 5.9. Let Ω be a Boman domain with a constant N ≥ 1 and w a doubling weight in Ω
with a constant D. If u ∈ L1loc(Ω;w dx) and 1 ≤ p <∞, then
inf
c∈R
∫
Ω
|u(x)− c|p w(x) dx ≤ C(n, p,D,N)
∑
Q∈W(Ω)
∫
Q∗
|u(x)− uw;Q∗|pw(x) dx.
Proof. Let Q0 be the fixed central cube in the chain decomposition of Ω. By the triangle inequality
for each x ∈ Ω, we may write
∣∣u(x)− uw;Q∗
0
∣∣
≤
∣∣∣∣∣∣u(x)−
∑
Q∈W(Ω)
uw;Q∗XQ(x)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
Q∈W(Ω)
uw;Q∗XQ(x)− uw;Q∗
0
∣∣∣∣∣∣
= g1(x) + g2(x).
Hence, it holds that ∫
Ω
∣∣u(y)− uw;Q∗
0
∣∣pw(x) dx
≤ 2p
∫
Ω
g1(x)
pw(x) dx+ 2p
∫
Ω
g2(x)
pw(x) dx.
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We will estimate each integral on the right-hand side separately, beginning with the first one.
Recalling that the Whitney cubes cover Ω and are disjoint, we have∫
Ω
g1(x)
pw(x) dx
=
∫
Ω
∣∣∣∣∣∣
∑
Q∈W(Ω)
u(x)XQ(x)−
∑
Q∈W(Ω)
uw;Q∗XQ(x)
∣∣∣∣∣∣
p
w(x) dx
=
∑
Q∈W(Ω)
∫
Q
|u(x)− uw;Q∗|pw(x) dx
≤
∑
Q∈W(Ω)
∫
Q∗
|u(x)− uw;Q∗|pw(x) dx,
which is of the required form. The integral associated with g2 is estimated by using chains. We
begin by ∫
Ω
g2(x)
pw(x) dx
=
∫
Ω
∣∣∣∣∣∣
∑
Q∈W(Ω)
(
uw;Q∗ − uw;Q∗
0
)XQ(x)
∣∣∣∣∣∣
p
w(x) dx
≤
∫
Ω
 ∑
Q∈W(Ω)
∣∣uw;Q∗ − uw;Q∗
0
∣∣XQ(x)
p w(x) dx. (30)
Applying Lemma 5.8 and Hölder’s inequality, we obtain for every Q ∈ W(Ω)
∣∣uw;Q∗ − uw;Q∗
0
∣∣XQ ≤ C(n,D) ∑
R∈C(Q)
aRXQ, (31)
where for every R ∈ C(Q)
aR =
(
1
w(R∗)
∫
R∗
|u(x)− uw;R∗ |p w(x) dx
) 1
p
≥ 0.
Summing the estimates (31) and using the shadow–chain duality, we obtain
∑
Q∈W(Ω)
∣∣uw;Q∗ − uw;Q∗
0
∣∣XQ
≤ C(n,D)
∑
Q∈W(Ω)
∑
R∈C(Q)
aRXQ
= C
∑
R∈W(Ω)
aR
∑
Q∈S(R)
XQ.
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By the Boman chain condition (24), we have
∑
Q∈S(R) XQ ≤ XNR, and
∑
Q∈W(Ω)
∣∣uw;Q∗ − uw;Q∗
0
∣∣XQ =
 ∑
Q∈W(Ω)
∣∣uw;Q∗ − uw;Q∗
0
∣∣XQ
XΩ
≤ C(n,D)
 ∑
R∈W(Ω)
aRXNR
 · XΩ = C(n,D)
 ∑
R∈W(Ω)
aRXΩ∩NR
 .
We substitute this back into (30), and respectively apply Lemma 5.7, Hölder’s inequality for sums
recalling that Whitney cubes are disjoint, and the doubling property of the weight w:∫
Ω
g2(x)
pw(x) dx
≤ C(n, p,D)
∫
Ω
 ∑
R∈W(Ω)
aRXΩ∩NR(x)
pw(x) dx
≤ C(n, p,D,N)
∫
Ω
 ∑
R∈W(Ω)
aRXR(x)
p w(x) dx
= C
∑
R∈W(Ω)
apR
∫
Ω
XR(x)w(x) dx
= C
∑
R∈W(Ω)
w(R)
w(R∗)
∫
R∗
|u(x)− uw;R∗ |p w(x) dx
≤ C
∑
R∈W(Ω)
∫
R∗
|u(x)− uw;R∗ |p w(x) dx.

6. Conclusion, applications to distance weights, and the p-Laplacian
We are now ready to combine the local and local-to-global theorems into our main result.
Theorem 6.1. Let Ω ⊂ Rn be a Boman domain with a constant N ≥ 1, 1 < p ≤ q <∞, and (v,w)
a pair of weights in Ω, w doubling in Ω with a constant D, and σ = v−1/(p−1). Suppose that there
exist strictly positive constants Cw and δ(w) such that for every cube Q ∈ W(Ω) it holds that
w(E)
w(R)
≤ Cw
( |E|
|R|
)δ(w)
for all Q∗-dyadic cubes R ⊂ Q∗ and all measurable sets E ⊂ R, and that there exist similar constants
Cσ and δ(σ) for the weight σ. Furthermore, suppose that there exists a constant K > 0 such that
for every cube Q ∈ W(Ω), we have(
1
|R|1−1/n
)p
w(R)
p
q σ(R)p−1 ≤ K (32)
for all Q∗-dyadic cubes R ⊂ Q∗. Then, for any u ∈ Liploc(Ω)(
inf
c∈Rn
∫
Ω
|u(x)− c|q w(x) dx
) 1
q
≤ C
(∫
Ω
|∇u(x)|p v(x) dx
) 1
p
.
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Here, the constant C is of the form
C(n, p, q,N,D,K,Cw , Cσ, δ(w), δ(σ)) > 0.
Proof. Begin by applying Theorem 5.9:
inf
c∈Rn
∫
Ω
|u(x)− c|q w(x) dx
≤ C
∑
Q∈W(Ω)
∫
Q∗
|u(x)− uw;Q∗|q w(x) dx
≤ C
∑
Q∈W(Ω)
2q−1
(∫
Q∗
|u(x)− uQ∗|q w(x) dx+ w(Q∗) |uQ∗ − uw;Q∗|q
)
. (33)
The second term can estimated using Hölder’s inequality and absorbed into the first:
w(Q∗) |uQ∗ − uw;Q∗|q
= w(Q∗)
∣∣∣∣ 1w(Q∗)
∫
Q∗
(uQ∗ − u(x))w(x) dx
∣∣∣∣q
≤ w(Q∗)
(
1
w(Q∗)
∫
Q∗
|u(x)− uQ∗ |q w(x) dx
)
=
∫
Q∗
|u(x)− uQ∗ |q w(x) dx.
Continuing from (33), we apply Theorem 4.4, the fact that q ≥ p, and that the Q∗ have bounded
overlap:
∑
Q∈W XQ∗ ≤ C(n). This yields
C
∑
Q∈W(Ω)
2q
∫
Q∗
|u(x)− uQ∗|q w(x) dx
≤ C
∑
Q∈W(Ω)
(∫
Q∗
|∇u(x)|p v(x) dx
) q
p
≤ C
 ∑
Q∈W(Ω)
∫
Q∗
|∇u(x)|p v(x) dx

q
p
≤ C
(∫
Ω
|∇u(x)|p v(x) dx
) q
p
.
Taking qth roots completes the proof. 
It remains to say something about what pairs of weights fulfill the requirements of Theorem 6.1.
The following two theorems give two applications to distance weights, provided that the Aikawa
(or, indeed, Assouad; see [12]) dimension of the set from which the distance is measured is “small
enough”. The integral condition (34) below expresses exactly this, even if we will say no more about
either Aikawa or Assouad. This being the case, it can be proven (see [5]) that the distance function
raised to a suitable power is in the class A∞, and we are able to apply the results at hand.
The following result provides a localized variant of [5, Theorem 6.1].
Theorem 6.2. Let 1 < p ≤ q ≤ npn−p <∞, and E ⊂ Rn a nonempty closed set satisfying
−
∫
R(xR,r)
d(x,E)
−n+ q
p
(n−p)
dx ≤ C1r−n+
q
p
(n−p)
(34)
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for every cube R with its midpoint xR in E and r > 0 with a constant C1 = C1(n, p, q, E). Let
Q ⊂ Rn be a cube and u ∈ Lip(Q). Then there exists another constant C = C(n, p, q, C1) such that(∫
Q
|u(x)− uQ|q d(x,E)−n+
q
p
(n−p) dx
) 1
q
≤ C
(∫
Q
|∇u(x)|p dx
) 1
p
.
Proof. Let w(x) = d(x,E)−n+
q
p
(n−p) and v(x) = 1 = σ(x) for x ∈ Rn. Because we have assumed
condition (34), Corollary 3.8 in [5] tells that the weight w belongs to the global Muckenhoupt classes
A1(R
n) ⊂ A∞(Rn), whence in particular w ∈ Ad∞(Q0) with constants Cw and δ(w) depending on
n, p, q and C1 only. It is enough to show that there is a constant K = K(n, p, q, C1) such that (22)
holds for all cubes Q ∈ D(Q0); if so, the result follows from Theorem 4.4.
To this end, fix a dyadic cube Q = Q(xQ, rQ) ∈ D(Q0). Assume first that Q(xQ, 2rQ) ∩ E 6= ∅.
Then there is a z ∈ E such that Q ⊂ Q(z, 3rQ). As we’ve assumed that E satisfies the condition
(34), we may estimate
w(Q)
p
q ≤
(∫
Q(z,3rQ)
d(x,E)
−n+ q
p
(n−p)
dx
) p
q
≤ C(n, p, q, C1) ·
(
r
q
p
(n−p)
Q
) p
q
= Crn−pQ = C |Q|1−
p
n .
Since σ(Q)p−1 = |Q|p−1, we calculate(
1
|Q|1− 1n
)p
w(Q)
p
q σ(Q)p−1 ≤ C |Q|−p+ pn+1− pn+p−1 = C,
which proves (22) in the case Q(xQ, 2rQ) ∩E 6= ∅. Assume next that Q(xQ, 2rQ) ∩E = ∅. In this
case, we have for every x ∈ Q = Q(xQ, rQ)
C(n)d(x,E) ≤ d(Q,E) ≤ d(x,E).
Hence
w(Q)
p
q σ(Q)p−1 ≤ C(n, p, q) |Q| pq d(Q,E)−npq +n−p |Q|p−1
= C(n, p, q) |Q| pq+p−1 d(Q,E)−npq +n−p.
By assumption n− p− npq ≤ 0 and d(Q,E) ≥ rQ, and thus(
1
|Q|1− 1n
)p
w(Q)
p
q σ(Q)p−1
≤ C(n, p, q) |Q|−p+ pn+ pq+p−1 d(Q,E)−npq +n−p
≤ C |Q| pn+ pq−1 |Q| 1n (−npq +n−p)
≤ C,
which completes the proof. 
Theorem 6.3. Let 1 < p ≤ q ≤ npn−p < ∞, and Ω ⊂ Rn a Boman domain with constant N ≥ 1
whose boundary satisfies
−
∫
R(xR,r)
d(x, ∂Ω)
−n+ q
p
(n−p)
dx ≤ C1r−n+
q
p
(n−p)
(35)
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for every cube R with its midpoint xR on ∂Ω and r > 0 with a constant C1 = C1(n, p, q,Ω). Then
there is another constant C = C(n, p, q, C1, N,Q0,Ω) such that
inf
c∈R
(∫
Ω
|u(x)− c|q d(x, ∂Ω)−n+ qp (n−p) dx
) 1
q
≤ C
(∫
Ω
|∇u(x)|p dx
) 1
p
for every u ∈ Liploc(Ω).
Proof. Denote β = n − qp(n − p) and w(x) = d(x, ∂Ω)−β for every x ∈ Rn. As in Theorem 6.2,
we conclude that w ∈ A∞(Rn), and hence w is doubling in Rn. Lemma 5.4 now implies that w
is doubling in Ω with constant D = D(n, p, q, C1, N,Q0,Ω). We can apply Theorem 5.9, and then
pass from uw;Q∗ to uQ∗ as in the proof of Theorem 6.1:
inf
c∈R
∫
Ω
|u(x)− c|q w(x) dx
≤ C(n, q,D,N)
∑
Q∈W(Ω)
∫
Q∗
|u(x)− uw;Q∗|q w(x) dx
≤ C
∑
Q∈W(Ω)
∫
Q∗
|u(x)− uQ∗|q w(x) dx
≤ C
∑
Q∈W(Ω)
l(Q∗)−β
∫
Q∗
|u(x)− uQ∗ |q dx, (36)
where C = C(n, p, q,D,N). The final inequality (36) follows from (1), that is, the side length of a
dilated Whitney cube Q∗ is comparable to its distance from the domain boundary. To continue, fix
a cube Q ∈ W(Ω). The (q, p)-Poincaré inequality of Lemma 2.5 implies∫
Q∗
|u(x)− uQ∗|q dx
≤ C(n, p, q)l(Q∗)q |Q∗|1− qp
(∫
Q∗
|∇u(x)|p dx
) q
p
≤ Cl(Q∗)β
(∫
Q∗
|∇u(x)|p dx
) q
p
,
since q + n − nqp = β. Substituting this estimate back into (36), keeping in mind that q ≥ p and
that the dilated Whitney cubes Q∗ have a bounded overlap, we have
inf
c∈R
∫
Ω
|u(x)− c|q w(x) dx
≤ C
∑
Q∈W(Ω)
(∫
Q∗
|∇u(x)|p dx
) q
p
≤ C
 ∑
Q∈W(Ω)
∫
Q∗
|∇u(x)|p dx

q
p
≤ C
(∫
Ω
|∇u(x)|p dx
) q
p
,
with C = C(n, p, q,D,N), whereby the proof is complete. 
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Finally, let us take a look into the p-Laplace equation
∆pu = ∇ ·
(
|∇u|p−2∇u
)
= 0. (37)
More specifically, we consider weak supersolutions of the p-Laplace equation. Recall that W 1,ploc (Ω)
is the Sobolev space of all f ∈ Lploc(Ω) whose distributional first derivatives belong to Lploc(Ω).
Definition 6.4. Let Ω ⊂ Rn be an open set and 1 < p < ∞. We call u ∈ W 1,ploc (Ω) a weak
supersolution of the p-Laplace equation (37) in Ω if for all nonnegative η ∈ C∞0 (Ω)∫
Ω
|∇u(x)|p−2∇u(x) · ∇η(x) dx ≥ 0.
For instance, the first eigenfunction of the p-Laplacian is a nonnegative weak supersolution of the
original equation. For an introduction to the eigenvalue problem, see [15].
As per regularity theory, weak supersolutions could be said to satisfy half of the Harnack inequal-
ity. The following theorem is Theorem 3.59 in [10] formulated for cubes.
Theorem 6.5. Let 1 < p <∞, Ω ⊂ Rn be an open set, and let u ∈W 1,ploc (Ω) be a nonnegative weak
supersolution of the p-Laplace equation in Ω. Then, for each 0 < β < ∞ with β(n − p) < n(p − 1)
there is a constant C = C(n, p, β) such that(
−
∫
Q
u(x)β dx
) 1
β
≤ C ess inf
x∈Q
u(x) (38)
for all cubes Q ⊂ Ω such that 4Q ⊂ Ω.
This setting motivates yet another simple application. Namely, using the local result (Theorem
4.4), it is possible to obtain a single-weighted Poincaré inequality in cubes lying “well inside” Ω
when the weight is a suitable supersolution to the p-Laplace equation. Observe that we can always
choose p = 2 below, which leads to the classical Laplace equation.
Theorem 6.6. Let Ω be a bounded domain, and 2nn+1 < p <∞. Furthermore, let w ∈W 1,ploc (Ω) be a
weak supersolution of the p-Laplace equation in Ω such that w(x) > 0 for almost every x ∈ Ω, and
Q0 ⊂ Ω a cube such that 4Q0 ⊂ Ω. The weighted Poincaré inequality∫
Q0
|u(x)− uQ0 |p w(x) dx ≤ Cl(Q0)p
∫
Q0
|∇u(x)|p w(x) dx
holds for every u ∈ Lip(Q0) with C = C(n, p) > 0.
Proof. We will check the assumptions of Theorem 4.4 for v = |Q0|
p
nw, p = q, and Q0 such that
4Q0 ⊂ Ω; such cubes will be referred to as admissible. Whenever Q0 is admissible, all dyadic
subcubes Q ∈ D(Q0) are naturally so as well. We remark that v is also a weak supersolution to the
p-Laplace equation in Ω such that v(x) > 0 for almost every x ∈ Ω. Write σ = v−1/(p−1).
Fix an admissible cube Q0 and Q ∈ D(Q0). Being a nonnegative supersolution, w satisfies the
inequality (38) in Q. In particular, letting 1 ≤ β = β(n, p) <∞ with β(n−p) < n(p−1), we obtain
a reverse Hölder inequality
0 <
(
−
∫
Q
w(x)β dx
) 1
β
≤ C(n, p) ess inf
x∈Q
w(x) ≤ C(n, p)−
∫
Q
w(x) dx. (39)
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Let E ⊂ Q be a measurable set. By using first Hölder’s inequality and then the reverse Hölder
inequality (39) with β > 1, which is possible since p > 2nn+1 , we obtain
w(E) ≤ |E|β−1β
(∫
Q
w(x)β dx
) 1
β
≤ C(n, p)|E|β−1β |Q| 1β −
∫
Q
w(x) dx
= C(n, p)
( |E|
|Q|
)β−1
β
w(Q).
Thus w ∈ Ad∞(Q0) with constants δ(w) = β−1β > 0 and Cw = C(n, p). On the other hand, by
Hölder’s inequality,
1 = −
∫
Q
v(x)−
1
p v(x)
1
p dx ≤
(
−
∫
Q
v(x)−
1
p−1 dx
) p−1
p
(
−
∫
Q
v(x) dx
) 1
p
.
Recall that v(x) > 0 for almost every x ∈ Ω. Hence, applying inequality (38) with u = v and β = 1,
we obtain (
−
∫
Q
v(x)
− 1
p−1 dx
)−(p−1)
≤ −
∫
Q
v(x) dx ≤ C(n, p) ess inf
x∈Q
v(x).
Raising both sides to the negative power − 1p−1 yields
ess sup
x∈Q
σ(x) = ess sup
x∈Q
v(x)
− 1
p−1 =
(
ess inf
x∈Q
v(x)
)− 1
p−1
≤ C(n, p)−
∫
Q
v(x)−
1
p−1 dx = C(n, p)−
∫
Q
σ(x) dx.
As a consequence, we obtain for all measurable sets E ⊂ Q that
σ(E) ≤ |E| ess sup
x∈Q
σ(x)
≤ C(n, p)|E|
(
−
∫
Q
σ(x) dx
)
= C(n, p)
|E|
|Q|σ(Q).
Thus σ ∈ Ad∞(Q0) with constants δ(σ) = 1 and Cσ = C(n, p).
The condition (22) is verified next. Fix a cube Q ∈ D(Q0), recall that − 1p−1 < 0 and v = |Q0|
p
nw,
and apply (39):(
1
|Q|1−1/n
)p
·
∫
Q
w(x) dx ·
(∫
Q
v(x)
− 1
p−1 dx
)p−1
≤ C(n, p)
(
1
|Q|1−1/n
)p
· |Q| ess inf
x∈Q
w(x) · |Q|p−1 |Q0|−
p
n
(
ess inf
x∈Q
w(x)
)−1
= C(n, p) |Q| pn |Q0|−
p
n ≤ C(n, p).
The result then follows from Theorem 4.4. 
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