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Abstract
Four new stability theorems for nonautonomous delayed equations are established by the
Lyapunov–Razumikhin approach with functions and its derivatives semidefinite. To do this, assume
the collection of right-hand side translations in time has limit points which govern limiting equations.
A corollary, which relates global asymptotic stability for the equation to that for limiting equations,
and an illustrative example are given to show the applications of the established theorems.
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1. Introduction
It is well known that one of common methods for stability of nonlinear differential
equations is the direct Lyapunov’s method. However, the absence of an effective algorithm
to construct a Lyapunov function (or a functional) with prescribed features for a particular
equation has motivated investigators look for possible extensions of the range of auxiliary
functions.
The well-known results of this type were first obtained by Barbashin, Krasovskii and
Matrosov. In the framework of this line theorems on asymptotic stability based on em-
ployment of Lyapunov functions with the semidefinite derivative [1,2,8,19], as well as
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for functional differential equations with delay classical theorems providing sufficient con-
ditions for stability and asymptotic stability in terms of Lyapunov–Krasovskii functionals
were extended along diversity of avenues. Barbashin–Krasovskii theorem was extended to
delayed autonomous equations by Hale [13]. Some results for nonautonomous equations,
derived from use of positive definite functionals with semidefinite derivatives and semi-
definite functionals, can be found, for example, in [5,6,17]. The classic conditions, which
a functional should meet in the whole neighbourhood of zero, were extended to in some
“cone” only (see [21,22]). Such a functional can take even negative values in the immediate
neighbourhood of the origin.
In this paper, we employ the extended Lyapunov’s direct method, or Razumikhin’s tech-
nique, to study stability properties for nonautonomous delayed equations by a semidefinite
function with a semidefinite derivative. We assume the collection of right-hand side trans-
lations in time has limit points, which govern the so-called limiting equations [3,4]. In
Section 2, we will introduce basic notations and assumptions which are employed through-
out. Section 3 deals with stability theorems via a nonnegative Lyapunov function with a
nonpositive derivative. In Section 4 we study asymptotic stability of the zero solution by
the same functions.
2. Preliminaries
In the sequel we use the following standard notations. Let Rn be the real n-vector space
with a norm | · |, R+ = [0,+∞), r > 0 a fixed constant, and C(X,Y ) a space of continuous
mapping X→ Y . Let C be the space C([−r,0],Rn) of continuous functions ϕ with the
norm ‖ϕ‖ = max{|ϕ(s)|: −r  s  0} and Ca = {ϕ ∈C: ‖ϕ‖< a} for a number a > 0.
Let a ∈ R+ and β > 0. If x : [α − r,α + β)→ Rn is a continuous function and t ∈
[α,α + β), then xt is an element of C, which denotes the segment of x at t defined by
xt (s)= x(t + s), −r  s  0. If x ∈ C([α − r,∞),Rn), then the positive orbit of xt is the
set γ+(xt)= {xt : t  α}. Next, we define the positive limit set of xt , denoted by ω+(xt ),
to be the set of all ψ ∈ C for which there exists a sequence tk →+∞ with xtk →ψ in C.
Now consider the functional differential equation with delay
x˙ =X(t, xt ), (1)
where X ∈ C(R+×CH,Rn), the numberH ∈ (0,+∞] and X(t,0)≡ 0. Therefore Eq. (1)
admits the zero solution. Moreover, we suppose that X(t,ϕ) is bounded on R+ × C¯q for
each q ∈ (0,H), that is there exists m =m(q) such that |X(t,ϕ)|m(g) for all (t, ϕ) ∈
R+ × C¯q . Then for any initial point (α,ϕ) ∈ R+ × CH , Eq. (1) has a solution x(t;α,ϕ)
defined on [α − r, β) for some β > α so that xα(α,ϕ) = ϕ. If |x(t;α,ϕ|  q < H for
t ∈ [α − r, β), then β =+∞ [13].
Let the following additional assumptions hold throughout the entire paper:
Assumption 1. The functional X(t,ϕ) is uniformly continuous with respect to (t, ϕ) ∈
R+ × K , where K is a compact subset of CH , that is for every ε > 0 there exists δ =
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ϕ1‖< δ imply |X(t2, ϕ2)−X(t1, ϕ1)|< ε.
In particular, all continuous functionals of the form X(ϕ), as well as periodical and
almost periodical in t functionals are uniformly continuous on R+ ×K with compact K .
Assumption 2. The functional X(t,ϕ) satisfies Lipschitz condition; that is, for every com-
pact subset K of CH there is l = l(K) > 0 such that for all ϕ1, ϕ2 in K the following
inequality holds:∣∣X(t,ϕ2)−X(t,ϕ1)∣∣ l‖ϕ2 − ϕ1‖. (2)
Now fix a sequence {qn} with 0 < q1 < q2 < · · · < qn → H as n→∞. Define for
every qi ,
Ki =
{
ϕ ∈C: ∣∣ϕ(s)∣∣ qi, ∣∣ϕ(s2)− ϕ(s1)∣∣m(qi)|s2 − s1|, s, s1, s2 ∈ [−r,0]}.
Evidently, Ki is compact. Define Γ =⋃∞i=1 Ki .
Let FX denote the set of continuous functionals mapping R+ × Γ → Rn.
If Xτ is a translation of a functional X defined by Xτ (t, ϕ) = X(τ + t, ϕ), then, evi-
dently, for X in FX the collection of translations F0X = {Xτ : τ ∈ R+} is a subset of FX .
The convergence on FX is defined as uniform on every compact K ′ ⊂R+ ×Γ , i.e., as the
convergence in the compact-open topology. Then (under Assumption 1) the collection of
translations {Xτ (t, ϕ)=X(τ + t, ϕ): τ ∈ R+} is precompact in FX and we can define the
family of limiting equations to (1) (see [3,4]),
x˙ =X∗(t, xt), (3)
where X∗(t, ϕ) is a limiting functional of X, defined on R+ × Γ by
X∗(t, ϕ)= lim
tk→∞
X(tk + t, ϕ)
in FX for some sequence tk →+∞.
Notice that condition (2) provides the uniqueness of solutions of (1) and (3) for initial
points (α,ϕ) ∈R+ ×CH and (α,ϕ) ∈R+ × Γ , respectively.
Remark 1. Evidently, if x(t, α,ϕ) is a solution of (1) defined on [α− r, β) with β > α+ r ,
then Assumption 1 implies xt (α,ϕ) ∈ Γ for t in [α + r, β). If ϕ ∈ Γ , then xt(α,ϕ) ∈ Γ
for t in [α,β). So, if we study stability, there is no difference, whether X(t,ϕ) is defined
on R+ × CH or on R+ × Γ . Also, if x(t;α,ϕ) is a solution of (1) defined and bounded
on [α − r,+∞), then ω+(xt (α,ϕ)) is nonempty, connected, compact in C, and contained
in Γ , and γ+(xt (α,ϕ)) is connected, and its closure in C is compact (for a proof, see, for
example, [4]).
The following lemma relates solutions of (1) to those of (3).
Lemma 1 [4]. Let X∗(t, ϕ) be a limiting functional to X(t,ϕ) with respect to a sequence
tn → +∞ and sequences {an} ⊂ R+, {ϕn} ⊂ Γ be such that αn → α and ϕn → ϕ as
310 N. Sedova / J. Math. Anal. Appl. 281 (2003) 307–319n→∞. Let x(t; tn + αn,ϕn) be the solutions of (1) and x∗(t;α,ϕ) be the solution of
(3) defined on [α − r, β). Then the sequence {xn(t)= x(t + tn; tn + αn,ϕn)} converges to
x∗(t;α,ϕ) uniformly in t ∈ [α − r, γ ] for any γ < β .
Now we denote GH = {x ∈ Rn: |x| < H }. A function V ∈ C1(R+ × GH,R+) with
V (t,0)= 0 is said to be a Lyapunov function. Its derivative with respect to Eq. (1) is the
functional V ′ :R+ ×CH → R, defined by
V ′(t, ϕ)= ∂V (t, ϕ(0))
∂t
+
n∑
i=1
∂V (t, ϕ(0))
∂xi
Xi(t, ϕ).
We denote
Ωt(V )=
{
ϕ ∈CH : V
(
t + s, ϕ(s)) V (t, ϕ(0)), −r  s  0}.
Assumption 3. There exists a number c(V ′) ∈ (0,H ] such that for all (t, ϕ) with t ∈ R+,
ϕ ∈Ωt(V )∩Cc(V ′), the estimation V ′(t, ϕ) 0 is valid.
3. Stability theorems
Let us consider the problem on stability of the zero solution of Eq. (1). The original
Razumikhin’s theorem on stability [23] states that the existence of a positive defined Lya-
punov function with the derivative meeting Assumption 3 would suffice to assure stability
of the zero solution of a delayed equation. Further investigation will disclose that exploita-
tion of certain properties of limiting equations enables semidefinite functions to provide
stability of the zero solution of the original equation.
With this aim in view, we introduce the following definition.
Definition 1. The solution x = 0 of Eq. (1) is said to be asymptotically stable relative to
a set Λ ⊂ Γ uniformly in {x˙(t) = X∗(t, xt )}, if for any ε > 0 and any α ∈ R there are
δ = δ(ε,α) > 0 and ∆=∆(α) > 0 such that ϕ ∈Λ ∩ {‖ϕ‖ δ} implies |x∗(t;α,ϕ)| ε
for all t  α, and ϕ ∈Λ∩{‖ϕ‖∆} implies x∗(t;α,ϕ)→ 0 as t →+∞ for each solution
x∗(t;α,ϕ) of any limiting equation x˙(t)=X∗(t, xt ).
If, in addition, the number ∆> 0 can be arbitrarily large then the zero solution of (1)
is said to be globally asymptotically stable relative to a set Λ ⊂ Γ uniformly in {x˙(t) =
X∗(t, xt)}.
In the sequel we will also use the following standard definitions.
Definition 2. The zero solution of (1) is stable if for any α ∈ R+ and ε > 0 there exists
δ(ε,α) > 0 such that |x(t;α,ϕ)| < ε for all t  α whenever ‖ϕ‖ < δ(ε,α). If δ can be
chosen independent of α, then the zero solution is uniformly stable.
Definition 3. The zero solution of (1) is asymptotically stable if it is stable and if there
exists δ0 > 0 such that for all α ∈R+, |x(t;α,ϕ)|→ 0 as t →+∞, whenever ‖ϕ‖< δ0.
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any α ∈ R+ and ε > 0 there are δ0 = δ0(α) > 0 and T = T (ε,α) > 0 such that ‖ϕ‖< δ0
and t  α + T imply |x(t;α,ϕ)| < ε. If the zero solution of (1) is uniformly stable and
δ0 and T in the above can be chosen independent of α, then the zero solution is said to
be uniformly asymptotically stable; and it is globally uniformly asymptotically stable if, in
addition, the number δ0 can be arbitrarily large.
Finally, for a continuous function V (t, x) we define the set
V −1max(∞,0)=
{
ϕ ∈ Γ : ∃ϕn → ϕ, tn →+∞: lim
n→∞ max−rs0
V
(
tn + s, ϕn(s)
)= 0}.
Our first result is to establish stability of the zero solution of (1) in terms of a semidefinite
function V . It states as follows.
Theorem 1. Suppose that there exists a Lyapunov function V (t, x) meeting Assumption 3
and that the solution x = 0 of (1) is asymptotically stable relative to the set V −1max(∞,0)
uniformly in {x˙(t)=X∗(t, xt )}. Then the zero solution of Eq. (1) is stable.
Proof. By way of contradiction, suppose that the equilibrium x = 0 of Eq. (1) is not stable.
Then for some ε0, 0 < ε0 <H , there must be a constant α > 0 and a sequence {ϕn} ⊂ CH
such that limn→∞ ‖ϕn‖ = 0 and for the solutions x(t;α,ϕn) of (1), the equalities∥∥xtn(α,ϕn)∥∥= ε0 (4)
hold at some t = tn > α. The uniqueness of the zero solution implies tn →+∞. It can be
believed that |x(t;α,ϕ)|< ε0 for t in [α, tn).
The property V (t,0)≡ 0 implies that there exist numbers ∆n → 0 such that for every
natural n the estimation max−rs0 V (α + s, ϕn(s))  ∆n is valid. By the virtue of As-
sumption 3 we have
max
−rs0
V
(
t + s, x(t + s;α,ϕn)
)
∆n for t > α. (5)
Let δ0 = δ(ε0/2,0) be a number from the definition of stability of the zero solution
(for α = 0) relative to the set V −1max(∞,0) uniformly in {x˙(t)=X∗(t, xt )}. Evidently, there
exists a sequence tδ0n →+∞ such that for sufficiently large n one has α + r  tδ0n < tn,
‖x
t
δ0
n
‖ = δ0, and for tδ0n  t  tn the following inequalities hold:
δ0 
∥∥xt (α,ϕn)∥∥ ε0. (6)
In view of precompactness of the family of functions {x
t
δ0
n
(α,ϕ)} in Γ (see Remark 1)
there exists a subsequence (without loss of generality we can set it coincident with tδ0n )
and a function ϕ ∈ Γ such that x
t
δ0
n
→ ϕ with ‖ϕ‖ = δ0. Moreover, by force (5) we have
max−rs0 V (tδ0n + s, x(tδ0n + s;α,ϕn))→ 0 as n→∞, hence ϕ ∈ V −1max(∞,0).
Furthermore, there is a subsequence (without loss of generality we can again set it co-
incident with tδ0n ) and a functional X∗(t, ϕ) such that
X
(
tδ0n + t, ϕ
) FX−→X∗(t, ϕ).
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t
δ0
n
(α,ϕ0))→ x∗(t;0, ϕ) uni-
formly in [0, T ] for every T > 0, where x∗(t;0, ϕ) is the solution of the equation
x˙(t)=X∗(t, xt).
But in this case by definition of the number δ0 we have |x∗(t;0, ϕ)| ε0/2 for all t  0
and |x∗(t;0, ϕ)| → 0 as t →+∞. Put Tn = tn − tδ0n and consider x∗(Tn;0, ϕ). If for a
subsequence {nk} one has Tnk  T <+∞ for any k = 1,2, . . . , then by (4) there exists T0
such that ‖x∗T0(0, ϕ)‖ = ε0. If Tn →+∞, then by (6) we obtain x∗(t;0, ϕ)| δ0 > 0 for
all t  0. Both relations contradict definition of δ0. This contradiction implies stability of
the zero solution of (1) and completes the proof of the conclusion. ✷
Theorem 2. Suppose that in addition to the conditions of Theorem 1 we have V (t, x)
b(|x|), where b ∈K,
K= {σ ∈C(R+,R+): σ(u) is strictly increasing and σ(0)= 0}.
Then the solution x = 0 of Eq. (1) is uniformly stable.
Proof. The assertion of the theorem can be shown by repeating almost the same argument
as in the proof of Theorem 1.
We use reductio ad absurdum again. Suppose that the equilibrium x = 0 of Eq. (1) is not
uniformly stable. Then for some ε0, 0 < ε0 <H , one can find sequences {αn  0}, {ϕn ∈
CH : ‖ϕn‖→ 0}, and {Tn > 0} such that for the solutions x(t;αn,ϕn) of (1), equalities∥∥xαn+Tn(αn,ϕn)∥∥= ε0 (7)
hold. The uniqueness of the zero solution implies αn + Tn →+∞. It can be believed that
x(t;αn,ϕn)|< ε0 for t ∈ [αn,αn + Tn).
In view of the additional condition V (t, x) b(|x|) there are numbers ∆n → 0 which
fulfill max−rs0 V (αn + s, ϕ(s))  b(‖ϕn‖) < ∆n. By the virtue of conditions for the
derivative we have
max
−rs0
V
(
t + s, x(t + s;αn,ϕ)
)
<∆n, ∀n, ∀t > αn. (8)
Let δ0 = δ(ε0/2,0) be a number from Definition 1 (with α = 0), Λ = V −1max(∞,0). Then
there is a sequence {tδ0n } and a function ϕ ∈ Γ such that tδ0n + αn →+∞, r < tδ0n < Tn,
and
δ0 
∥∥xt (αn,ϕn)∥∥ ε0 for t ∈ [tδ0n + αn,Tn + αn],
x
t
δ0
n +αn(αn,ϕn)→ ϕ with ‖ϕ‖ = δ0. (9)
Moreover, there exists a subsequence of {tδ0n } (without loss of generality we can set it
coincident with the sequence itself) and a functional X∗(t, ϕ) such that
X
(
tδ0n + αn + t, ϕ
) FX−→X∗(t, ϕ).
By Lemma 1 we have x(t+ tδ0n +αn;αn,ϕn)= x(t+ tδ0n +αn; tδ0n +αn, x
t
δ0
n +αn(αn,ϕn))→
x∗(t;0, ϕ) uniformly in t ∈ [0, T ] for all T > 0, where x∗(t;0, ϕ) is the solution of the
equation x˙(t)=X∗(t, xt ), and (8) implies ϕ ∈ V −1max(∞,0).
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and |x∗(t;0, ϕ)|→ 0 as t →+∞.
Now we consider x∗(T 0n ;0, ϕ) with T 0n = Tn − tδ0n . If there exists {nk} such that
T 0nk  T < +∞ for any k = 1,2, . . . , then, according to (7), there is T0 such that
‖x∗T0(0, ϕ)‖ = ε0; this is in contradiction with the definition of δ0. If T 0n → +∞, then
(9) implies |x∗(t;0, ϕ)| δ0 > 0 for all t  0, this contradicts the definition of δ0 also. So
we have the uniform stability of the zero solution of (1) and the theorem is proved. ✷
4. Asymptotic stability theorems
In the following studies of asymptotic stability V and V ′ are expected to satisfy the
following assumptions [7]:
Assumption 4. The function V (t, x) is uniformly continuous and bounded on sets of the
form R+ × G¯q , where G¯q = {x ∈ Rn: |x| q}, 0 < q < H , i.e., for any q , 0 < q < H ,
there exists m=m(q,V ) such that for all (t, x) in R+ × G¯q the inequality |V (t, x)|m
holds, and for each ε > 0 there is δ = δ(ε, q,V ) such that for all (t1, x1), (t2, x2) ∈ R+ ×
G¯q the inequalities |t2 − t1|< δ, |x2 − x1|< δ imply |V (t2, x2)− V (t1, x1)|< ε.
Assumption 5. The functional U(t,ϕ) = V ′(t, ϕ) is uniformly continuous and bounded
on sets of the form R+ ×K (K is a compact subset of CH ).
Under these assumptions the collections of translations {Vτ (t, x) = V (τ + t, x): τ ∈
R+} and {Uτ (t, ϕ)= U(τ + t, ϕ): τ ∈ R+} are precompact in the spaces FV = C(R+ ×
Rn,R+) and FU = C(R+ ×Γ,R), respectively, with a metrizable compact open topology
[4,24]. So by analogy with limiting functionals of X(t,ϕ) we can define the family of
limiting functions, any one of which we will denote by V ∗(t, x), and the family of limiting
functionals U∗(t, ϕ).
Now for each c0 ∈R, each t ∈ R+, and every sequence tn →+∞ defining limiting V ∗
and U∗, we denote
M(t,V ∗, c0)=
{
ϕ ∈ Γ : max
−rs0
V ∗
(
t + s, ϕ(s))= V ∗(t, ϕ(0))= c0},
L(t,U∗)= {ϕ ∈ Γ : U∗(t, ϕ)= 0}.
Instead of the set V −1max(∞,0) defined above now we will use the set
N(V )= {ϕ ∈ CH : ∃V ∗(t, x): ϕ ∈M(0,V ∗,0)}
(notice that for a semidefinite function V meeting Assumption 4, we have N(V ) ≡
V −1max(∞,0)).
Krasovskii’s theorem [20] on asymptotic stability of the zero solution of Eq. (1) ex-
ploited a positive defined function with the derivative, which is negative defined for each
t ∈R+ on the following subset of the space C:
Ωt(V,η)=
{
ϕ ∈CH : V
(
t + s, ϕ(s)) η(V (t, ϕ(0))),−r  s  0},
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L= {η(u) ∈K: η(u) > u for u > 0}
(evidently, the set Ωt(V,η) contains Ωt(V ), but is not equal to the latter).
For an equation with the right-hand side meeting the additional Assumptions 1, 2, in
paper [7] asymptotic stability was proved under less restrictive conditions. Namely, a Lya-
punov function was used such that its derivative is semidefinite on the set Ωt(V ) for every
t ∈ R+. Now we want to find out a sufficient condition for a semidefinite function with
the semidefinite (on the set Ωt(V )) derivative to assure asymptotic stability of the zero
solution of Eq. (1).
In the sequel we will say that a subset M of CH does not contain solutions of an equation
if for every solution x(t;α,ϕ) of that equation there exists t∗  α such that xt (α,ϕ) /∈M
for all t in [t∗, t∗ + r].
A theorem on equi-asymptotic stability will be our initial concern.
Theorem 3. Suppose that there exists a Lyapunov function V (t, x) such that
(1) Assumptions 3–5 hold;
(2) The solution x = 0 of (1) is asymptotically stable relative to the set N(V ) uniformly
in {x˙(t)=X∗(t, ϕ)};
(3) For any c in (0, c(V ′)) there is a sequence tn →+∞ such that for the correspond-
ing X∗, V ∗, and U∗ the set M(t,V ∗, c) ∩ L(t,U∗) does not contain solutions of the
equation x˙ =X∗(t, xt).
Then the zero solution of (1) is equi-asymptotically stable.
Proof. Theorem 1 yields stability of the zero solution of (1) in view of conditions (1)
and (2) of the theorem. Now we use condition (2) of the theorem and fix ∆ ∈ (0, c(V ′))
such that for α = 0 the set C∆ ∩N(V ) is contained in the domain of attraction by x = 0
of all solutions of limiting equations; that is the norm of each solution x∗(t;0, ϕ) of every
limiting equation tends to zero as t →+∞ (see Definition 1).
Conditions (1) and (3) of the theorem imply the functional max−rs0 V (t+ s, x(t+ s;
α,ϕ)) is monotone decreasing along each bounded solution x(t, α0, ϕ), and tends to zero
as t →+∞ uniformly in ϕ ∈Cδ , where δ = δ(∆/2, α0) > 0 is a number from the stability
definition for a given α0 and the fixed ∆ (see the proof of Theorem 7 in [7]). This is to say
that for an arbitrary small ε1 there exists T = T (α0, ε1) > 0 such that
max
−rs0
V
(
α0 + s + T ,x(α0 + s + T ;α0, ϕ)
)
< ε1 for all ϕ ∈Cδ. (10)
Now suppose that the point x = 0 does not attract solutions of (1) uniformly in ϕ from
the stability domain Cδ for some α0  0; namely, there are α0  0 and ε0 > 0 such that for
any sequence Tn →+∞ one can find a sequence {ϕn} ⊂ Cδ , which fulfills∣∣x(α0 + Tn,α0, ϕn)∣∣= ε0. (11)
Let δ0 = δ0(ε0, α0) > 0 be a number from the stability definition. Then we have
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Consider the sequence {ψn = xβn(α0, ϕn): βn = α0 +Tn/2}. Without loss of generality we
can believe ψn → ψ ∈ Γ as n→+∞. Suggest, without loss of generality again, that
X(βn + t, ϕ) FX−→X∗(t, ϕ), V (βn + t, x) FX−→ V ∗(t, x).
By Lemma 1 the sequence x(βn + t;βn,ψn) tends uniformly in t ∈ [0, T ] for any T > 0
to the solution x∗(t;0,ψ) of the equation x˙(t)=X∗(t, xt). Then by virtue of (12) one has
‖x∗t (0,ψ)‖ δ0 > 0 for all t  0.
On the other hand, inequality (10) implies ψ ∈ N(V ), and by definition of number δ
there must be ‖ψ‖∆/2<∆, that is the point ψ is contained in the domain of attraction
by x = 0 of all solutions of limiting equations.
The contradiction obtained completes the proof of the theorem. ✷
Now let us investigate the uniform asymptotic stability of the zero solution of Eq. (1).
Our next result states as follows.
Theorem 4. Suppose that there exists a Lyapunov function V (t, x) such that
(1) Conditions (1), (2) of Theorem 3 hold;
(2) For any c in (0, c(V ′)) and any sequence tn →+∞ the correspondingX∗, V ∗, andU∗
are such that the set M(t,V ∗, c)∩L(t,U∗) does not contain solutions of the equation
x˙ =X∗(t, xt).
Then the zero solution of (1) is uniformly asymptotically stable.
Proof. The first condition in view of Theorem 2 implies the uniform stability of the zero
solution of (1).
Now we fix, as in Theorem 3, a number ∆ ∈ (0, c(V ′)) such that for α = 0 the set
C∆ ∩N(V ) is contained in the domain of attraction by x = 0 of all solutions of limiting
equations.
Then Assumption 3 and the second condition of the theorem imply max−rs0 V (t+ s,
x(t + s;α,ϕ))→ 0 as t →+∞ uniformly in (α,ϕ) ∈ R+ × Cδ , where δ = δ(∆/2) is a
number from the uniform stability definition for the fixed ∆ (see the proof of Theorem 8
in [7]).
Now suppose that Cδ is not contained in the domain of uniform attraction of solutions
of (1) by x = 0, namely, for some ε1 > 0 and an arbitrary sequence Tk →+∞ there is a
sequence {(a0k, ϕ0k)} ⊂ R+ × Cδ such that for the solutions x(t;α0k, ϕ0k) the following
equality holds:∥∥xα0k+Tk (α0k, ϕ0k)∥∥= ε1. (13)
Theorem 3 yields the attraction of solutions of Eq. (1) by x = 0 is uniform in ϕ ∈ Cδ ,
therefore α0k →+∞.
Let us define a number δ1 = δ(ε1) from the definition of uniform stability of the zero
solution for Eq. (1). Then there must be
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Put {ψk = xβk(α0k, ϕ0k): βk = α0k + Tk/2}.
Without loss of generality we can set ψk → ψ ∈ Γ as k → +∞. The convergence
V (t, x(t;α,ϕ))→ 0 as t →+∞, which is uniform in (α,ϕ) ∈ R+ × Cδ , implies ψ ∈
N(V ), and by definition of the number δ we have ‖ψ‖ ∆/2 <∆. Putting, without loss
of generality,
X(βk + t, ϕ) FX−→X∗(t, ϕ),
we obtain by Lemma 1 that the sequence x(βk + t;βk,ψk) = x(βk + t;α0k, ϕ0k) tends
(uniformly in t ∈ [0, T ] for any T > 0) to the solution x∗(t;0,ψ) of the equation x˙(t) =
X∗(t, xt). Then by virtue of (14) we have ‖x∗t (0,ψ)‖ δ1 for all t  0. But, as discussed
earlier, the point ψ is contained in the domain of attraction of all solutions of limiting
equations by x = 0.
This contradiction completes the proof. ✷
Remark 2. Let in Assumption 3, c(V ′)=H , and the following conditions hold in addition
to the conditions of Theorem 4:
(4) The solution x = 0 of (1) is globally asymptotically stable relative to the set N(V )
uniformly in {x˙(t)=X∗(t, xt)};
(5) All solutions x(t;α0, ϕ) of Eq. (1) are uniformly bounded.
Then we have global uniform asymptotic stability of the zero solution of Eq. (1).
(Recall that the solutions of (1) are said to be uniformly bounded if for any a > 0 there is
b > 0 such that every solution x(t;α,ϕ) of (1) satisfies |x(t;α,ϕ)| b whenever ‖ϕ‖ a.)
The proof of this assertion is almost the same as that of Theorem 4 with the only differ-
ence that numbers ∆ and δ may be an arbitrary.
Now we can obtain the following
Corollary 1. Suppose that the solutions of Eq. (1) are uniformly bounded. Then the zero
solution of Eq. (1) is globally uniformly asymptotically stable if and only if the solution
x = 0 of (1) is globally asymptotically stable uniformly in {x˙(t)=X∗(t, xt )}.
The proof of “if” is immediately evident from Theorem 4 and Remark 2 with V (t, x)
taken as zero. The proof of “only if” follows from Theorem 2 due to Kato [15]. An ex-
ample from [16] shows that we cannot drop the uniform boundedness in the assumptions
of Corollary 1 without disturbing the validity of “only if.” A simple example below shows
that also the global asymptotic stability of x = 0 uniformly in {x˙(t) = X∗(t, xt )} without
uniform boundedness is not sufficient for the global uniform asymptotic stability of the
zero solution of Eq. (1).
Example 1. Consider the equation
x˙(t)=−x(t)+ 3e1−t/2x2(t − 1).
2
N. Sedova / J. Math. Anal. Appl. 281 (2003) 307–319 317It admits the unique limiting equation x˙(t) = −x(t) and therefore condition 1 of Corol-
lary 1 is fulfilled. However the zero solution of the equation is not globally uniformly
asymptotically stable, because the equation admits the unbounded solution x(t)= et/2.
Notice that in the definition of global uniform asymptotic stability some authors require
uniform boundedness in addition to uniform stability and global uniform attractivity, see,
for example, [25].
The other corollary of Theorem 4 is the following result.
Corollary 2. If the zero solution of (1) is asymptotically stable uniformly in {x˙(t) =
X∗(t, xt)}, then it is uniformly asymptotically stable.
When this result is compared with known theorems, it is apparent that asymptotic sta-
bility of the zero solution of every limiting equation cannot serve instead of asymptotic
stability, which is uniform in {x˙(t) = X∗(t, xt )} according to Definition 1. Moreover, it
might happen that the zero solution is uniformly asymptotically stable with respect to every
limiting equation of (1), without being uniformly asymptotically stable with respect to (1)
itself (see an example in [9] for ordinary differential equations). Notice that Corollary 2 is
similar to the main result of [14].
Now let us consider the following definition which is a modification of the definition
from [18].
Definition 5. The solution x = 0 of (1) is said to be asymptotically stable relative to the set
of final zeros of the function V (t, x) and the family of limiting equations (3), if
(1) For any ε > 0 and every α  0 there is δ = δ(ε,α) > 0 such that for any limiting
functionalX∗(t, ϕ) and a limiting function V ∗(t, x), corresponding the same sequence
tn →+∞, the conditions ϕ ∈ C, ‖ϕ‖< δ, and V ∗(t + s, ϕ(s))= 0 for all s ∈ [−r,0]
imply |x∗(t;α,ϕ)|< ε for all t  α, where x∗(t;α,ϕ) is the solution of the equation
x˙(t)=X∗(t, xt );
(2) For every α  0 there exists ∆ = ∆(α) such that for a limiting functional X∗(t, ϕ)
and a limiting function V ∗(t, x), corresponding the same sequence tn → +∞ the
conditions ϕ ∈ C, ‖ϕ‖ < ∆, and V ∗(t + s, ϕ(s)) = 0 for all s ∈ [−r,0] imply
|x∗(t;α,ϕ)| → 0 as t → +∞, where x∗(t;α,ϕ) is the solution of the equation
x˙(t)=X∗(t, xt ).
Utilizing this definition, we can replace the second condition in Theorems 3 and 4 by
the following:
(2′) The solution x = 0 of (1) is asymptotically stable relative to the set of final zeros of
the function V (t, x) and the family of limiting equations (3).
In this case the assertions of the theorem remain valid and the proofs do not change.
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of Theorem 3. Thus Theorems 3 and 4 are straightforward generalization of Theorems 7
and 8 in [7] (which are in terms of positive defined functions with semidefinite derivatives)
to semidefinite functions case. Theorem 4 can be also viewed as extension of Theorem 1
from [18] to delayed equations (for r = 0 conditions of Theorem 4 with condition (2′) in
place of (2), except for designations, are equivalent to conditions of the above-mentioned
theorem).
Example 2. For an example, we apply Theorem 4 to obtain a result for the system of
equations{
x˙(t)=−x1(t)
(∫ 0
−r(t) x
2
2(t + s)f (t, x1(t + s)
)
ds + 2)− x1(t − r),
x˙2(t)= x1(t)x2(t) sin t − x32(t) (0 r(t) r = const).
(15)
Assume the function f (t, x) is bounded and continuous in (t, x); f (t, x)  0 with
f (t, x)→ 0 as t →+∞ uniformly in x on every interval |x| q .
Then equations, limiting to (15), have the form{
x˙1(t)=−2x1(t)− x1(t − r),
x˙2(t)= x1(t)x2(t) sin(t + β)− x32(t), (16)
where 0 β < 2π .
Let V (t, x1, x2)= V (x − 1)= x21  0 (it is a semidefinite function). Now we calculate
the derivative V ′(t, ϕ1, ϕ2),
V ′(t, ϕ1, ϕ2)=−2ϕ21(0)
( 0∫
−r(t)
ϕ22(s)f
(
t, ϕ1(s)
)
ds + 2
)
− 2ϕ1(0)ϕ1(−r).
On the set Ωt(V ) = {(ϕ1, ϕ2): |ϕ1(0)| = max−rs0 |ϕ1(s)|} the following estimation is
valid:
V ′(t, ϕ1, ϕ2)−2ϕ21(0)
( 0∫
−r(t)
ϕ22(s)f
(
t, ϕ1(s)
)
ds
)
− 4ϕ210+ 2ϕ21(0) 0.
It is obvious that the intersection of M(t,V ∗, c) and L(t,U∗) is empty for any
c > 0 and any sequence tn → +∞, defining limiting functionals. On the set N(V ) =
{(ϕ1, ϕ2): ϕ1 ≡ 0} Eq. (16) takes the common form{
x˙1(t)= 0,
x˙2(t)=−x32(t).
It follows that the solution x1 = x2 = 0 of system (15) is globally asymptotically stable
relative to N(V ) uniformly in the family of limiting systems (16).
Therefore, all the conditions of Theorem 4 and Remark 2 are fulfilled, so the zero solu-
tion x1 = x2 = 0 of system (15) is globally uniformly asymptotically stable.
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