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ABSTRACT
EFFECTS OF TASK GOALS ON PROCESSING CAUSAL
EXPLANATIONS IN SCIENCE TEXTS
Kathryn E. Rupp, M.A.
Department of Psychology
Northern Illinois University, 2018
M. Anne Britt, Co-Director
Keith K. Millis, Co-Director

Previous research has shown that students experience difficulty understanding scientific
texts that explain physical systems (e.g., how coral bleaching occurs; how speakers work).
Explanatory texts about physical systems depict causally connected components and events that
change across time and space. Readers incrementally build a mental representation of the system
often called a mental model. The primary goal of the present experiment was to explore the
possibility that one reason why explanatory texts are difficult to comprehend is that students
adopt reading goals that do not facilitate the construction of a coherent mental model of the
explanation. In the present experiment, participants were given one of three task instructions
before they read and reread explanatory texts about scientific processes. It was assumed the task
instructions would affect participants’ reading goals and the emphasis that they place on
encoding causal and spatial attributes of the described mechanism. The baseline instruction was
to “read for understanding”. A task instruction, which was thought to emphasize causality was to
“read to explain” the physical system to a friend. The third task instruction, which was thought to
emphasize spatiality, was to “read in order to draw” the system. Sentence reading times were
collected for the initial and second reading of each passage. The sentence reading times were

later predicted using linear mixed effects modeling from control variables (e.g., sentence length,
passage order), and theoretically interesting variables (i.e., general, spatial, and causal processes)
taken from two models of mental model updating. Sentence reading times have been used
extensively by reading researchers as an indirect measure of the mental processes that contribute
to understanding written discourse. It was assumed that if a variable predicted reading times
(e.g., the number of causal links expressed in a sentence) above and beyond the control variables,
it would indicate that variable was being used in the creation of the mental model of the system
(e.g., constructing causal connections). Competing hypotheses were postulated regarding how
the different task instructions may moderate the relation between the theoretically relevant
variables and sentence reading times and how these relations may change across readings. The
results revealed that the general and spatial variables predicted sentence reading times for both
readings and in each of the task conditions. There was little difference between the first and
second readings on the pattern of statistically significant predictors except for one finding: in the
first, but not second reading, sentences that contained more explicit causal relations were read
slower than sentences that contained fewer causal relations. However, this relationship only
occurred for participants who read to draw the system than participants who read for
understanding. This finding suggests that reading “to draw” the explanation encourages the
reader to make causal connections, at least for an initial reading. Interestingly, the goal to explain
appeared not to emphasize causality in their understanding of the system. Nevertheless, the
findings provide evidence that readers differentially allocate resources to mental model
construction as a function of task instructions. More importantly, the findings suggest that one
reason why readers have difficulty understanding scientific explanations is that they are not
emphasizing causality in their mental models. More research is needed to address this possibility.

Although measures of individual differences (e.g., spatial ability, reading ability) and their
resulting mental models (i.e., recall) were collected, they were not analyzed for the purpose of
this thesis. The findings were discussed in relation to models of comprehension and prior
research.
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CHAPTER 1
INTRODUCTION

Readers of all ages are often confronted with explanations. Explanations describe how
phenomena occur, such as physical (e.g., hurricanes, electricity) and social (e.g., individual and
group behaviors) systems. Accurate representations of these phenomena are needed to perform
well on a given task. This is true whether the reader is a 4th grade biology student reading to
complete a class assignment or a sales associate researching a topic to formally present at the
next board meeting. Philosophers have offered theoretical models that identify and account for
different types of explanations (Braaten & Windschitl, 2011; Hempel & Oppenheim, 1948;
Salmon, 1978; 1989).
Salmon (1978; 1989) proposed that explanations in science are best described as causal
explanations, which give an account of how a phenomenon occurs. Causal explanations consist
of a chain of events beginning with one or more initiating factor that leads to a series of
intervening events (i.e., causal chain), and resulting in the to-be-explained outcome.
Understanding causal explanations is increasingly important to personal and professional
decision making about science topics such as science, technology, engineering, and math
(STEM) courses for Next Generation Science Standards (Achieve, 2013; Council of Chief State
School Officers, 2010). Explanations in science include elements of space and time and it is
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important to attend to events and changes in process that make up the explanation in order to
form an appropriate mental model of the phenomenon.
Scientific explanations pose a challenge to readers in that readers fail to represent
complete explanations. Essentially, the mental model in this context refers to the causal chain
and how events and changes in the situation change across space and time, but a fuller
description of a mental model is provided below. The challenge to readers is to represent these
components accurately and completely. This claim is based on research, which show relatively
low memory for events and processes (Griffin, Wiley, Britt, & Salas, 2012; Hastings, Hughes,
Blaum, Wallace, & Britt, 2016; Millis, Graesser, & Haberlandt, 1993; Millis, Morgan, &
Graesser, 1990; Rupp, Wallace, Blaum, & Britt 2015; Steffens, 2016). One reason for the
relatively low memory is that readers may not have an appropriate schema of what an
explanation is, so they default to an insufficient strategy of reading to complete the reading task
rather than to read to construct a complete mental model of the phenomenon (Britt, Rouet, &
Durik, 2017). If the reader does not understand what an explanation is then they will not build a
good mental model. Regardless of the cause of misrepresentation, to help students we need to
understand how readers are processing causal explanation in science texts.
Therefore, the main purpose of this thesis is to investigate how differing task instructions
that emphasize different aspects of mental model building influence readers’ processing of short
causal explanations. A common reading instruction given to students is simply “read to
understand.” This instruction should elicit a default goal, which does not specifically address
components of a mental model. Under this reading instruction, if the reader lacks the appropriate
schema of what an explanation is, then they will fail to represent the explanation by not focusing
on one or more of the attributes of causality, spatial relations, and the temporal ordering of
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events. However, if different task instructions are shown to affect the building of mental models
by encouraging them to focus on these attributes, then that information may be useful for future
interventions.

CHAPTER 2
LITERATURE REVIEW

Consider the following paragraph that contains an explanation:
(1)

Coral are animals that live in groups, mostly in the eastern part of the Pacific Ocean.

(2)

Coral are usually colorful.

(3)

Their color actually comes from the algae that live among them.

(4)

The algae benefit from the protection that the coral provide.

(5)

The coral benefit from the sugars that the algae make through photosynthesis.

(6)

Sometimes there are changes in the environment that affect this relationship.

(7)

Normally, trade winds travel westward across the ocean.

(8)

Occasionally, these winds begin to slow down or reverse direction completely.

(9)

This causes the warm surface water to be pushed to the east.

(10) This makes the eastern ocean water warmer than normal.
(11) When the water warms up, it takes in less carbon dioxide.
(12) This disrupts photosynthesis.
(13) Without photosynthesis, the algae cannot make enough sugars to give to the coral.
(14) If the coral don’t have enough food, they become stressed.
(15) Stressed coral are more likely to purposely eject the algae that live among them.
Without the algae present, the coral look white.
(16) This entire process is called coral bleaching.
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The passage presents several pieces of information about coral. Some of the pieces of
information provide elaborations or statements about coral that are either not explicitly part of
the explanation or are not entailed in a causal explanation. For example, the idea of “coral are
animals” help to define what coral is but does not explain coral bleaching, which is the primary
explanation provided in the paragraph. The complete explanation from this passage about why
coral is bleached can be simplified into its nine core concepts, and how they are related causally
(as denoted by the arrows): decreased trade winds  warm water pushed east  increased water
temperature  decreased carbon dioxide in water  decreased photosynthesis  decreased
food to coral for food  increase in coral stress  ejection of algae  coral become bleached.
Together, these events and their causal relation make up a causal chain.
Within explanations, there are at least three specific aspects that a reader needs to
carefully attend to in order to appropriately represent the causal chain (Hastings, Britt, Rupp,
Kopp & Hughes, 2019; Hughes, Hastings, Britt, Wallace, Blaum, 2015; Wiley et al., 2017). The
first aspect the reader must attend to is completeness. In the coral bleaching explanation provided
there is only one initiating factor to the causal chain (see sentence 8), which describes the first
step of how coral become bleached. If this step is not encoded, then the mental model would be
incomplete. However, other scientific explanations may have multiple initiating factors, which
make them more difficult to appropriately represent.
A second aspect a reader must attend to is coherence. Returning to the coral bleaching
example from above, each step in the causal chain from sentences 8 – 15 is necessary in order to
produce bleached coral. Each step is important because if any one part of the causal chain does
not occur, then there is no element causing the next step in the causal chain. For example, see
sentence 15, “Without photosynthesis, the algae cannot make enough sugars to give to the coral”.
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A lack of photosynthesis is the only factor that would cause the algae to fail to produce sugar, so
it is important to coherently represent each step in the causal chain in the correct order.
A third aspect the reader must attend to is accuracy. Notice in sentence 9, where it states,
“warm surface water to be pushed to the east”, the language is very specific and cannot be
appropriately represented if the reader only takes into account that “warm water moved”. The
reader needs to represent that warm water moved to the east because that is where the algae can
be affected by the warm water. In order for the reader to accurately represent the changes in
events and states, he or she would need to notice changes in the text that reflect these changes. In
order for a reader to notice changes, he or she would need to monitor the text for such changes.
Therefore, accurately representing explanations requires the reader to pay attention to words and
phrases that describe changes across time and space.
As mentioned above, students struggle to represent each element in an explanation
needed to make it complete and accurate (Hastings et al., 2016). For instance, Wallace, Rupp,
Blaum, and Britt (unpublished manuscript) investigated the effects of a short tutorial on college
students’ ability to represent all the elements of explanations in a recall task and in a recognition
task. The tutorial provided scaffolded practice with feedback, and it explicitly taught students to
focus on causal language, generating inferences, and completeness. The experiment took place as
an in-class activity. Before arriving to class, half the participants completed the tutorial, and half
completed a regularly assigned reading. During the study, participants read four short science
passages like the example passage above. They were instructed they would be asked questions
about them from memory. After reading, participants completed a cued recall prompted by the
titles of each of the four passages. Next, participants read three longer science passages with the
task of identifying the correct steps in an explanation with the text present, and then writing the
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steps in order next to a numbered list that corresponded to the number of causal elements in the
given passage. Students in the control condition only recalled (26%) and recognized (44%) a
fraction of the causal elements in the causal chain, whereas tutorial condition participants
recalled (43%) and recognized (57%) significantly more elements. These results indicate that
students do not naturally construct complete explanations, but fortunately a short tutorial is
effective at guiding students to construct appropriate mental models of the text. This finding
supports the claim mentioned above that one difficulty of understanding explanations resides in
the fact that the readers do not know that an explanation consists of a causal chain.

Theories of Mental Model Construction

To comprehend any passage, including the coral bleaching passage above, a reader
constructs a mental representation of the events depicted in the text, which is called a situation
model (Kintsch, 1988; Kintsch & van Dijk, 1978) or mental model (Johnson-Laird, 1983). The
mental model is a representation of the situations, events, components, and agents that are
mentioned in text. It conveys the logical, spatial, temporal, and causal links among the events,
components, and agents. The mental model is built incrementally as the reader progresses
through the text. In order to build a mental model, not only must the reader be sensitive to
changes in space and time within the mental model, but readers must also be adaptive in their
updating of this model in order to form a full representation of the causal event. At its heart, the
reader needs to monitor for spatial and temporal changes in order to update the model to reflect
that change.
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In terms of monitoring, the Event-Indexing model has been proposed that readers monitor
for those changes for mental model construction (Zwaan, 1999; Zwann & Radvansky, 1998).
The Event-Indexing model assumes that readers update the mental model at each clause and
sentence boundary. Although the model was built for understanding narrative texts, the model
could also apply to any kind of text that consists of events. However, the model does not specify
how features of the text trigger the mechanisms of how entities within the mental model are
changed and updated incrementally. One model that has tried to link features of the text to how
the mental model is updated is the Situational Operator model (Millis, King & Kim, 2000). This
model specifies condition-action rules that inform how the mental model is updated. In order to
understand the formation of mental models for explanations, I will be combining elements from
both models. The elements of these models will be described below in more detail. Together,
both models can measure mental model construction by monitoring and updating representations
of scientific explanations.

Event-Indexing Model

Zwaan, Langston, and Graesser (1995) proposed the Event-Indexing model, which was
developed to understand processes involved in mental model construction for narrative eventbased texts. This model assumes that readers monitor changes in the content present in adjacent
clauses and sentences simultaneously along five dimensions: time, space, causality, (i.e.,
sequences of event), protagonist, and intentionality (i.e., goals of protagonist). When changes
occur, the reader will update and revise the current situation model. For example, consider
sentence 7 - Normally, trade winds travel westward across the ocean. When readers read the
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next sentence (Occasionally, these winds begin to slow down or reverse direction completely),
readers should notice that there is a change in space because winds are changing direction.
Therefore, the reader would need to update the space index. However, there would be no change
in time and causality. Additionally, there should no updates regarding protagonist and
intentionality because the text lacks agents. Therefore, these indices would not need to be
updated.
The Event-Indexing model has been used to investigate how a coherent mental model is
formed during narrative comprehension. Zwaan, Magliano, and Graesser (1995) tested whether
readers simultaneously monitor changes across multiple dimensions of the Event-Indexing
model, namely time, space, and causal continuity. To do this, two short narrative texts were
segmented into sentence units, and each sentence was scored according to the presence of each
dimension and whether it was continuous with the prior sentence. In their study, students were
assigned to read for either pleasure or for a memory test and were told they would read each
story twice. Sentence reading times were collected for both readings. For the first reading, it was
found that instructions to read for pleasure resulted in temporal and causal dimensions
significantly predicting sentence reading times, and instructions to read for a memory task
resulted in temporal and spatial dimensions significantly predicting sentence reading times. For
the second reading, it was found that instructions to read for pleasure resulted in temporal and
spatial dimensions significantly predicting sentence reading times, and instructions to read for a
memory task resulted in temporal, spatial, and causal dimensions significantly predicting
sentence reading times. The difference in results between first and second read was explained as
an effect of readers allocating more resources to monitor for changes along a dimension that was
not processed during the first reading of the story. The results of this study provide support that
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both task instruction and rereading influence a reader’s use of these Event-Indexing dimensions.
Specifically, readers monitor for changes in temporal and causal events when forming a mental
model of narrative texts.
Due to the nature of the protagonist and intentionality dimensions, the Event-Indexing
model is suitable for explaining how readers construct mental models for narratives (McNamara
& Magliano, 2009). This model falls short when tasked with identifying mental model
construction of science texts that lack a main protagonist with intentions. However, the causal,
temporal, and space dimensions of this model are suitable for identifying mental model
construction in science texts. It should be noted that a further parsing of the causal dimension
was made for the present study. Specifically, it was determined that the nature of the causal
connector that could be present in the passages could be either explicitly stated in the sentence
(e.g., X increases Y; X causes Y) or implicitly stated via anaphoric reference to a prior sentence
(e.g., this [prior sentence] increases Y; this [prior sentence] causes Y). The other dimensions of
time and space will be addressed by the Situational Operator model.

Situational Operator Model

A complementary model of reading comprehension is the Situational Operator model by
Millis et al. (2000). Its scope was to account for how people comprehend descriptive texts.
Descriptive texts typically describe a scene, object, or setting. Because scenes often cannot be
fully described in one sentence, readers must update their mental model of the scene as new
information is encoded, clause by clause and by sentence by sentence. One assumption of the
model is that readers construct and update their mental model at clause and sentence boundaries
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by additively placing minimal or abstract information (called tokens) in working memory.
Tokens represent the components of the scene. A second assumption is that tokens are
manipulated by the six situational operators proposed in the model: Make, Revise, Compare, and
Move–Add, Fact, and Shift operations. These operators take information from the textbase (i.e.,
ideas explicitly mentioned in the text) and place them into the mental model. Table 1 provides a
general description of the operators. A full description of each operator will be provided next.

Table 1
List of Situational Operators and Descriptions
Situational Operator
Make
Revise
Compare
Move-Add
Fact
Shift

Description
Creates a token in the mental model
Updates features of an existing token
Zooms, pans, and specifies the sizes and locations of two or more
tokens, or different attributes of the same token
Organizes or connects multiple existing tokens together
Includes verbal explanations, labels, or comments about a token or model
Directs attention separate model or to another part of the model

According to the model, the operators are “fired” at clause and sentence boundaries. The
following provides an example application of each situational operator as it occurs in a sentence
of the coral bleaching passage from above. Let us consider how the operators would apply to
sentence 1: “Coral are animals that live in groups, mostly in the eastern part of the Pacific
Ocean.” The first clause, “Coral are animals”, would recruit a make operator for “coral” and the
fact operator for the idea that coral is a type of animal. For the second clause, “that live in
groups”, the reader would revise the existing token for coral. For the third clause, “mostly in the
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eastern part of the Pacific Ocean”, the reader would make a token representing the “eastern part
of the Pacific Ocean” and also a move-add operator that would denote that the token for coral
should be connected to the token representing the ocean. According to the model, building the
mental model for the first sentence would require two make operators, one fact operator, one
revise, and one move-add. For sentence 2, “Coral are usually colorful” would only recruit one
revise operator because the previously made token for coral is revised by adding the feature of
color. For sentence 3, “Their color actually comes from the algae that live among them” would
require a fact operator that explains where the color comes from, a make operator for algae, and
a compare operator that provides the location of the algae and coral tokens.
Millis et al. (2000) tested the Situational Operator model in different reading conditions
by varying the task instructions (read only or read to draw), the number of readings (first reading
or second reading), and the comprehension ability of the readers (high ability or low ability
determined by a median split on Nelson-Denny reading comprehension measure). In their study,
college students read four short passages, one sentence at a time on a computer. The passages
described how to construct machines from everyday objects (e.g., a microscope from tin cans).
Each sentence of the descriptive texts was rated on theoretically relevant and irrelevant variables.
Regarding theoretically relevant variables, each sentence was coded on the number of times that
each operator was thought to be implemented. To partial out the effect of theoretically irrelevant
variables that impact reading time, they also coded each sentence on the number of propositions
(basic ideas) and the number of previously unmentioned nouns (i.e., new argument nouns). They
predicted sentence reading time from all of the variables. Millis et al. found that the number of
situational operators positively predicted reading times above and beyond the theoretically
irrelevant variables. Based on the assumption that mental operations take a measurable amount
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of time, this finding suggests that readers were recruiting the operations as they read the
passages. They also reported that the correlations (beta weights) were greater for the second
reading than for the first reading. They interpreted this finding to indicate readers were more
active in creating the mental models by virtue of the operations during the second reading.
Lastly, they reported that the correlations were greater for more-skilled readers than less-skilled
readers. This finding suggests that more-skilled readers were applying the operators more than
less-skilled readers, which indicates that more-skilled readers create richer situation models than
less-skilled readers.
The current thesis combined the Event Indexing and Situational Operator models to
account for comprehending scientific explanations. This was done by adding causality to the
situational operators. Therefore, both models will be used in an attempt to understand how
people build mental models for causal explanations.

Effect of Task Instructions on Mental Models

Researchers have examined how task instructions for reading can influence processing
and mental representations of the text. Task instructions are thought to affect reader goals.
Specifically, researchers have investigated the effects of reading instructions to encourage the
goal to read from a specified perspective (e.g., to buy a home or to burgle a home, Pritchert &
Anderson, 1977), for specific content and goal (e.g. for moving to Pitcairn Island or Honduras,
McCrudden & Schraw, 2009), and for a general purpose (e.g. for studying or entertainment, van
den Broek et al., 2011). Differing task instructions have been shown to lead the reader to seek
differing goals, which are reflected in subsequent comprehension measures. For instance, the
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task instruction of reading to summarize leads to more “surface” information included in the
representation of the text, versus reading to write an argument, which leads to more of an
integrated mental model (Gil, Bråten, Vidal-Abarca, & Strømsø, 2010; Wiley & Voss, 1999).
McCrudden and Schraw (2007) proposed a framework for understanding task instructions
for reading, namely how readers create reading goals of what to attend to within the text. Their
study suggests that readers select relevant information according to one’s particular reading
instructions. In addition to the task instruction that narrows a learner’s attention to relevant
information, the framework maintains that instructions provide a high-level schema that can
serve as a retrieval plan to the learner. This framework will inform the predictions made
concerning how readers make use of relevance instructions.
Some studies have tested the effects of comparing the effects of varying the amount of
time after reading when diagrams are produced on learning from expository text. Hence, in this
context, readers were reading in order to produce diagrams. Diagraming events in a text are
beneficial for understanding underlying text structure, especially for expository text where
components and relations among those components are not always obvious. Van Loon, de Bruin,
van Gog, van Merriënboer, and Dunlosky (2014) conducted a study to examine students’
metacognition for their learning from science texts. They used memory for the causal
relationships and details of the text to examine metacomprehension accuracy. Thus, although the
purpose of the study was not to examine learning from texts, they did test college students’
memory for multiple texts when students either completed diagrams of the texts immediately
after reading each text or after reading all texts. The diagrams in their study consisted of five
empty boxes connected by arrows to indicate causal relationships between the intended contents
of the box. One box was always pre-filled. Before reading, participants were told that they would
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be tested on causal and factual information from the text. Participants read six texts and
completed diagrams either immediately or delayed according to condition. Following that,
comprehension for the text was tested by six questions about causal relations (e.g., Botox blocks
the signal between the nerves and the skin. What are the effects of this?) and 30 questions about
factual information (e.g., What is the full name of Botox?). Not surprisingly, they found that an
immediate test of the materials led to better memory for the causal relations questions than a
delayed test. There was no difference between groups for performance on factual questions. An
additional finding was that study time was longer for the immediate diagram group than the
delayed diagram group, which indicates that generating content immediately after reading
encourages longer read times to ensure better memory for that content than when a generation
task is delayed. While intriguing, the primary purpose of the study was to examine
metacomprehesion and these results could be further tested by having the participant draw their
own diagram of the events in a passage.
In addition to diagraming the order of events, reading to draw the events depicted in a
text is a task instruction that has been found to increase learning. It is assumed that instructions
to draw will emphasize spatial attributes of the causal chain. Gobert and Clement (1999)
investigated the effects of students generating diagrams on the concurrent comprehension of a
science passage that explained how plate tectonics lead to volcanic eruptions. In their study,
participants read a passage about plate tectonics and responded to a set of prompts to either write
a summary or to draw a diagram immediately after reading each paragraph. Summary condition
participants received the prompt to describe information from the paragraph they had just read
(i.e., “After this paragraph you will be asked to describe the differing layers of the Earth”),
whereas the diagram participants were prompted to draw a diagram of the information they had
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just read (i.e., “After this paragraph you will be asked to draw a picture of the differing layers of
the Earth”). After reading all passages, memory was tested with a multiple choice, short answer,
and diagram measures with specific focus on spatial causal information that was either static or
dynamically changing throughout the passage. Students in the summary condition outperformed
students in the diagram condition on responses to prompts during reading by including more
domain-related main points in their summary. However, students drawing a diagram
demonstrated greater comprehension of spatial/static as well as causal/dynamic aspects of the
domain on posttest items than students who wrote a summary. These results indicate that readers
are sensitive to spatial and causal changes within the passages and that writing a summary was
useful for immediate comprehension, whereas drawing a diagram was more useful for learning.
This is relevant to the current study, which incorporated a diagram task after reading passages.

Overview of the Current Study

The current study further tested whether mental model construction depends on task
instruction. The baseline instruction was to “read for understanding” and this will be compared
with two other instructional prompts. One was to “read in order to draw” the system. This
instructional prompt was thought to emphasize spatiality. Another was to “read to explain” the
physical system to a friend. This was thought to increase readers’ attention to causality. To
examine whether the prompts were affective in shifting attention to spatiality and causality,
respectively, sentence reading times were collected for the initial and second reading of each
passage. The sentence reading times were later predicted using linear mixed effects modeling
from control variables (e.g., sentence length, passage order), and theoretically interesting
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variables (i.e., general, spatial, and causal processes) taken from the Situational Operator and
Event-Indexing models. Sentence reading times have been used extensively by reading
researchers as an indirect measure of the mental processes that contribute to understanding
written discourse. It was assumed that if a variable predicted reading times (e.g., the number of
causal links expressed in a sentence) above and beyond the control variables, it would indicate
that variable was being used in the creation of the mental model of the system (e.g., constructing
causal connections). In addition to task instructions, readers also read the passages a second time
to investigate whether reading behavior changes across readings. It is expected that a second
reading facilitates forming a more complete representation of the text, which would replicate the
results from Millis et al., (2000). In order to measure the final mental representation of the
passages, cued recall responses at the end of the experiment were collected. However, these data
were not analyzed for this thesis.

Hypotheses

The present study tested four hypotheses, two of which addressed the role of task
instructions on reading times, and two of which addressed the effect of a prior reading on reading
time. To some extent, all the hypotheses assume that mental model resources can be allocated to
different aspects of the mental model depending on task instruction. Specifically, they assume
that the mental model created by reading explanations of physical phenomena include causal and
spatial information, in addition to other information that may not fit into either category. The
hypotheses also assume that the situational operators (including two for causality) may also be
grouped into categories reflecting the different types of resources. Table 2 shows the various
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dimensions and the mental model resources each consume theoretically. For example, the
situational operator dimensions of revision, move-add, and compare are assumed to consume
resources for depicting spatial attributes of the mental model. For causality, both of the
aforementioned explicit and implicit derivatives of the original causal dimension from the EventIndexing model comprise a causal category. There is a third category, which I call “general”
resources because they do not fit cleanly into the other two categories. I am assuming that the
operators of make, fact, and shift categories to fall into this category.
Therefore, I begin by testing the extent to which this set of mental model resources
predicts reading times. I use linear mixed effects modeling to analyze the data. In this approach,
predictors/variables are entered as a model in attempt to explain the variance of the dependent
variable. Models are incrementally added to the model, and the variance explained in each model
is evaluated for statistical significance. In this case, the dependent variable will be sentence
reading times, and the predictors are theoretically irrelevant (e.g., sentence length, passage, serial

Table 2
Mental Model Resources by Model Dimensions

Dimensions/Predictors
Situational operators
Revise
Compare
Move-Add
Fact
Shift
Make
Causal dimension
Explicit Connector
Implicit Connector

Spatial

Cognitive Resources
General

Causal

x
x
x
x
x
x
x
x

19
position) type of task instruction (understand, draw, explain) and number of resources
engendered by the sentences regarding the three dimensions (spatial, causal, general).
The first two hypotheses relate to how readers change their mental model construction
based on the task instructions that they are given. These two hypotheses only pertain to the first
reading of a passage. The first is the Specific Representation Hypothesis. According to this
hypothesis, the task instructions should lead to differential allocation of causality and spatial
resources. The “draw” instructions should lead to increased spatial resources over “understand”
instructions whereas the “explain” instructions should lead to increased causality resources over
“understand” instructions. This hypothesis predicts that the spatial dimension will be more
predictive in the “draw” condition than the “understand” condition. Causality should be more
predictive in the “explain” condition than in the “understand” condition.
The flipside of the Specific Representation Hypothesis is the Gross Representation
Hypothesis. This hypothesis assumes that readers do not fully represent the differences between
the specific task instructions to “explain” versus to “draw”. Rather, the reader is assumed to form
a general reading goal and reads in an imprecise manner that fails to attend to specific
information in the text, based on their reading instructions. Although these two task instructions
specifically target the spatial and causal attributes of the mental model respectively, this
hypothesis assumes that readers may not readily adjust their processing to emphasize one aspect
over the other. The inability to adjust their processing may be limited to their inability to either
understand the differences between the two tasks or that they understand the differences but are
unable to target and emphasize particular mental model resources. Instead, this hypothesis
assumes that readers will encode tasks on a generic dimension of “effort”. The Gross
Representation Hypothesis assumes that readers will put more effort into reading when they are
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given either the “explain” or “draw” task over the generic “understand” task. Because they are
unfamiliar with how to differentially process the text, they will not be able to use that time to
increase the deployment of spatial or causal resources. The hypothesis assumes that effort is
positively correlated with reading time. This hypothesis predicts that readers receiving the
“explain” and “draw” task instruction will spend more time reading than readers who receive the
“understand” task instruction. If the dimensions are predictive of reading time over that of the
task instruction, this hypothesis predicts no difference on the amount of variance explained by
the dimensions among the task instructions but there should be a main effect of task instruction.
The Specific and Gross Representation Hypotheses pertain to the first reading of the
passages. What about changes across readings? Millis et al. (2000) reported that generally, the
correlations between the dimensions and reading time increased across readings. According to
the Consolidation Hypothesis, readers should continue reading the passages with the same
strategies and goals as during the first reading. This hypothesis also assumes that readers may not
acquire a complete and accurate representation from the first reading, and therefore they will
continue processing according to their goals. Therefore, this hypothesis predicts the same pattern
of results for the first and second readings.
According to a Complementary Hypothesis, after readers acquire a representation that is
congruent with their task, they will focus on other aspects of the phenomena. If readers acquire a
reasonably coherent mental model from the initial reading, then during the second reading, they
will concentrate on embellishing the model with other features. That is, if readers in the “draw”
condition complete their spatial understanding from the initial reading, then they will focus on
nonspatial attributes during the second reading. The opposite would be true for participants in the
“explain” condition. I will not be able to ascertain the completeness of their mental model
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derived from the initial reading because other than recall at the end of the study, I will not be
assessing the completeness after the initial reading. Nevertheless, this hypothesis may still be
supported if different variables are predictive in the second, as compared to the first reading.

CHAPTER 3
EXPERIMENT

Methods

Participants and Design

Eighty-six participants (47 female, M age = 19.12, SD = 1.32) were recruited from the
psychology subject pool at Northern Illinois University. They were primarily white (52.3%), but
African-American (23.3%), Hispanic or Latino/a (12.8%), Asian (4.7%), multi-racial (4.7%)
students also participated in the study. An error prevented collection of demographic data from
two participants. Participants were randomly assigned to one of only three task conditions. The
design was a 3 task instruction (read, draw, explain) × 2 reading occasion (first read, second
read) mixed factorial design with task as the between-subjects variable and reading occasion as
the within-subjects variable. Two participants indicated English was not their first language, but
their data were retained because it did not affect the significance of any analysis.
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Materials

Practice passage and drawing. The practice passage consisted of a detailed explanation of
how the ocean becomes salty. This passage is similar in content and style to the eight
experimental passages, and this task is to familiarize participants with the procedure before
reading the experimental passages. In the read to draw condition, a complete diagram of the steps
in the explanation accompanied the practice passage for participants in the draw condition.
Additionally, the accompanying diagram includes arrows, which indicate nonverbal content that
is occurring in the passage. Please see Appendix A for the practice passage and Appendix B for
practice instructions for each condition and accompanying materials.

Experimental passages.

The experimental passages were comprised of eight short passages on separate science
topics that describe the process of how scientific phenomena occur (e.g., supernova explosions,
wastewater treatment). Each passage is about 8-12 sentences in length and approximately 200
words each. The coral bleaching passage from the introduction of this paper serves as an
experimental passage. Two independent raters rated each sentence for the presence of situational
operators, yielding a Cohen’s kappa of .83 for the interrater reliability score. All disagreements
were resolved through discussion. Please see Appendix A for the eight experimental passages
and accompanying materials and Appendix C for instructions for each condition.
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Prior knowledge measure.

This measure consists of a prompt to see how much of each explanation participants
already know. A 5-item Likert-type scale that ranged from, 1 “I do not know anything” to 5 “I
know a lot.” Participants were instructed to, “Please circle the number that shows how much you
know about the following.” However, for this thesis, I am not planning on analyzing these data
to reduce time spent on data analysis. Please see Appendix D for prior knowledge measure and
instructions.

Memory measure.

Memory for the passages was assessed using a cued recall packet. This packet contained
a single instruction sheet followed by eight sheets of paper with a title of the eight passages
indicated at the top of the page were provided to the participant. The instruction sheet stated “We
would now like for you to write an explanation about how each process works based on the
passages you have just read. Please be as complete as possible in your explanation as if the
person you were writing to is unknowledgeable on the topics. Feel free to express your
explanations in words or as a series of images. If you choose to draw your explanation, we ask
that you use words to label as much of the explanation as possible. See the sample drawing
below for how you can draw and label motion. If you draw any arrows, please label their
function. You will be given a page to write your explanation for each topic.” Additionally, the
accompanying diagram from the practice passage was provided under this set of instructions for
all participants. A separate sheet for each of the eight topics followed the instruction sheet, and
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each sheet was headed with a prompt about the topic (e.g., “How does a star explode into a
supernova?”; “How does water become purified?”)

Individual difference measures.

Mental model construction can be affected by individual differences. Therefore, the
following measures were selected to be included in the current thesis. However, these measures
will not be analyzed in the current thesis.
Spatial ability measure. Some people have found that spatial ability may be a skill that
can support the comprehension of scientific passages (Sanchez & Wiley, 2010; 2014). The
specific aspect of spatial ability targeted in this thesis is spatial visualization, which will be
measured with a paper-folding task (Ekstrom, French, Harman, & Dermen, 1976). In this task
participants viewed items that consist of 3-step diagram of a folded paper that is hole-punched in
one place. Participants then selected from a set of five options, which paper contains the
resulting pattern of the hole-punched page after it is unfolded. This task took place in two parts,
with 10 items in each part. Participants had 3 minutes to complete both parts. The overall score
was determined by calculating the proportion of correct responses in each part. This measure was
only included as an exploratory factor to see if there is any indication that spatial ability is a
necessary for comprehension of scientific passages. I am not attempting to get enough power to
analyze them in the current study. Therefore, this measure was included at the very end of the
procedure, to eliminate any effect it may have had on other tasks. Please see Appendix E for
spatial ability measure.
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General working memory measure. Working memory was measured with a running
number span that took 10 minutes to complete (Salas, 2017). It has been shown that working
memory might influence comprehension of scientific passages (Sanchez & Wiley, 2014). Please
see Appendix F for working memory measure and instructions.
Reading ability measure. Participants’ self-reported ACT score has been found to be a
suitable proxy for reading ability. Therefore, the current study relied on self-reported ACT scores
as a measure of reading ability.
Demographics questionnaire. This questionnaire included age, gender, ethnicity, number
of science classes taken, and self-reported ACT score. Please see Appendix G for the
questionnaire.

Procedure

Participants were randomly assigned to the understand, draw, or explain conditions. First,
participants completed the prior knowledge measure. Next, participants were told that they
would read a practice text about a scientific phenomenon before beginning the main task. The
practice passage about the ocean becoming salty was then provided with instructions according
to the assigned condition. For brevity, the instructions listed in the following paragraphs are a
condensed version of the full instructions. Please see Appendix A and B for the full instructions
and task hints given to each condition.
Participants in the understand condition received instructions to “read to understand each
passage.” Participants in the draw condition were instructed to “read to understand each passage
because they will need to draw what is depicted in the passage.” Participants in the explain
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condition were instructed to “read to understand each passage so that they can explain the
phenomenon to a peer”. Participants in the explain condition were given a sample explanation
about the tsunami from the practice passage to indicate the causal information of the explanation
that should be included in a complete explanation. After the practice passage, participants were
given a test. Participants in the understand condition were asked to recall all that they can
remember about the explanation in the passage. Participants in the draw condition were asked to
draw a diagram of the explanation presented in the passage. Before drawing, they were given a
sheet that showed them ways to draw movement. Participants in the explain condition were
asked to write down their answer to the question: “How does the ocean become salty?” “How”
questions about physical phenomenon should reveal causal antecedents that the reader had
encoded, which is essentially an explanation. After the participants finished recalling, drawing,
or explaining the practice passage, participants in the understand condition were given the
passage to check their answers, participants in the draw condition were given a drawing of the
practice passage, and participants in the explain condition were given a sheet that shows them an
ideal explanation to their peer. The purpose of the practice passage was to familiarize themselves
with the task and to make them believe that they will actually be given tests later on.
Participants then read the eight experimental passages. Passages were presented one
sentence at a time, and the reader progressed through each sentence by pressing the spacebar.
Only one sentence remained on the screen at a time. The experimental passages were presented
title first, followed by each sentence. The order of the passages was randomized for each
participant.
After reading all the passages for the first time, participants were instructed to read each
experimental passage again. The order of the passages in the second reading was the same order
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as the first reading. All readings of the passages were at the participants’ own pace and not time
limited. Participants in each condition were reminded of their respective task instruction before
reading the passages for a second time. Finally, all participants completed the self-reported ACT
as a proxy for reading ability, the exploratory working memory measure, spatial ability measure,
and the demographics questionnaire.

CHAPTER 4
RESULTS

In order to assess whether mental model construction depends on task goals, the sentence
reading times were predicted using linear mixed effects modeling from control variables (e.g.,
sentence length, passage order), and theoretically interesting variables (i.e., general, spatial, and
causal processes). Sentence reading times have been used extensively by reading researchers as
an indirect measure of the mental processes that contribute to understanding written discourse. It
was assumed that if a variable predicted reading times (e.g., the number of causal links expressed
in a sentence) above and beyond the control variables, it would indicate that variable was being
used in the creation of the mental model of the system (e.g., constructing causal connections). In
the discussion, the results will be interpreted in light of the hypotheses.
All variables were inspected to make sure that they satisfied the assumptions for the
linear mixed effects analyses. See Table 3 for descriptive statistics of all variables identified in
each sentence of the passages. In regard to sentence reading times, it was determined that a linear
relationship existed between the dependent variables and the predictor variables. The variance
inflation factor (VIF) for each predictor was low, VIF < 4. Additionally, correlation among
variables was below .80. See Table 4 for correlation matrix of predictor variables. Therefore,
there was little evidence that collinearity would pose a problem for interpretation. However, the
residuals in the model were not normally distributed, and the residuals were not heteroscedastic.
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Table 3
Descriptive Statistics for Variables Present in Sentences
Variables
Non-Theoretical Variables
Word Count
Syllable Count
Flesch-Kincaid Readability Score
New Argument Nouns
General Operators
Make
Fact
Shift
Spatial Operators
Revise
Compare
Move-Add
Causal Connectors
Explicit Connectors
Implicit Connectors

M

SD

14.51
23.09
60.74
2.49
1.42
0.83
0.48
0.10
1.11
0.45
0.21
0.45
0.57
0.36
0.24

Min

7.11 1.00
11.42 3.00
12.13 45.70
1.91 0.00
1.35 0.00
1.11 0.00
0.71 0.00
0.30 0.00
1.03 0.00
0.62 0.00
0.41 0.00
0.62 0.00
0.72 0.00
0.57 0.00
0.45 0.00

Max
33.00
58.00
83.40
8.00
5.00
5.00
3.00
1.00
4.00
3.00
1.00
2.00
3.00
2.00
2.00

Table 4
Correlation Matrix of All Variables
1
2
3
4
5
6
7
8
9

-.040**
.149**
0.007
.052**
0.014
0.007
0.016
0.004

2
-.182**
.218**
-.049**
-.226**
-.208**
.403**
.516**

3

.034**
-0.018
.069**
.109**
.154**
-0.012

4

-.134**
.665**
.429**
.499**
.245**

5

-.062**
-.124**
-.097**
.044**

6

.644**
.076**
-.126**

7

-.182**
-.213**

8

.587**

Notes. 1: Text Order; 2: Serial Position; 3: Passage Number;4: Syllable Count; 5: Flesch-Kincaid
Readability Score; 6: New Argument Noun; 7: General Operator; 8: Spatial Operator; 9: Causal
Connector.
** Correlation is significant at the 0.01 level (2-tailed).
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Consequently, the dependent variable, reading time, was logarithmically transformed,
which yielded heteroscedastic and normally distributed residuals. To improve interpretability of
the results, all variables in the models were mean-centered, even the variables that were not
included in the interaction. Additionally, I report the untransformed reading times in the text,
although statistical analyses were done on the transformed scores.
The mean sentence reading times for the understand, draw, and explain respectively were
6280ms, 7580ms, and 6964ms. For the second reading of the passages, the average reading time
per sentence for task conditions read to understand, draw, and explain respectively were 3836ms,
4260ms, and 4098ms. A 2 (reading occasion) × 3 (task condition) ANOVA revealed that there
was no significant difference (p =.28) in reading times between the task conditions but that the
participants read the passages faster during the second reading, F(1, 164) = 41.34, p < .001.

First Reading Time

To address the first and second hypotheses, a linear mixed effects model was used to test
whether task instruction condition and mental model resources predicted sentence reading times
during the first reading of the passages. The analyses were conducted using the lmer function
from the lme4 package in R (Bates, Maechler, Bolker, & Walker, 2015) with participants and
passages as random factors, using restricted maximum likelihood estimation.
In the model fit tables, the two statistics, AIC and Deviance, are reported to indicate
model fit. AIC refers to Akaike’s Information Criteria, which is a statistic to guide model
selection by estimating the relative quality of each model relative to each of the other models.
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Like the sums-of-squares, deviance is a measure of model fit. Models with higher deviance
values indicate a poor model fit, while models with lower deviance indicate better model fit.
An initial null model for predicting the first reading time per sentence was constructed to
obtain intraclass correlations (ICCs). The ICC was .375, suggesting substantial variance
accounted for by the two random factors (participants and passages). Please see Table 5 for a
summary of model fit indices. Final model estimates of the first reading are given in Table 6.
Model 1 was added next, which contained non-theoretical variables (passage order, sentence
number, passage, syllable count, new argument nouns, and Flesch-Kincaid readability score) to
the model to account for variance. This model resulted in improved model fit p < .001, which
was likely due to the variables of text order (t = -20.16), serial position (t = 2.71), syllable count
(t = 27.63), and Flesch-Kincaid readability score (t = 3.31). None of the rest of the variables in
the model were significant predictors (t < 1.96).

Table 5
LMM Fit Indices with Log of Reading Time 1 as Outcome
Model

AIC

Deviance

Model 0: Null Model

5282

5274

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

1445

1425

<.001

Model 2: Operators
Default + Spatial + Causal + General
Model 3: Conditions
Default + Spatial + Causal + General +
Condition
Model 4: Interactions
Default + Spatial + Causal + General +
Condition + Condition × Spatial + Condition
× Causal + Condition × General

1324

1298

<.001

1327

1297

.598

1312

1270

<.001
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Table 6
Model Estimates for Final LMM Predicting Log of Reading Time 1
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Spatial Operators
General Operators
Causal Relations
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Spatial × (Draw vs Understand)
Spatial × (Explain vs Understand)
General × (Draw vs Understand)
General × (Explain vs Understand)
Causal × (Draw vs Understand)
Causal × (Explain vs Understand)

B

SE

t

3.649

.038

95.37

-0.026
0.003
-0.001
0.015
0.002
0.003

.001
.001
.004
.001
.003
.001

-20.16
2.70
-0.17
27.63
0.65
3.31

0.031
0.031
-0.013

.007
.005
.009

4.53
6.51
-1.45

0.052
0.031

.052
.053

0.99
0.57

0.004
0.008
0.009
0.002
0.047
0.020

.009
.009
.005
.006
.012
.013

0.51
0.93
1.68
0.41
3.81
1.59
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Model 2 was added next, in which the three cognitive resources (spatial, general, causal)
were added to the model as predictors. All these additions resulted in significantly improved
model fit. This model resulted in improved model fit p < .001, which was likely due to the spatial
(t = 4.53) and general operators (t = 6.51), but not the causal relations (t = -1.45).
Model 3 was added next, which included the task instruction condition. The task
instruction condition was added as a single variable with read to understand as the comparison
variable for the two other task instructions, read to draw and read to explain. This did not result
in improved fit (p = .598).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did result in improved fit p < .001, which was likely due to the
significant interaction between causal information in the draw instruction compared to causal in
the read to understand condition (t = 3.81). All other interactions were non-significant, (t < 1.96).
Please see Figure 1 for a depiction of the statistically significant interaction between
causality and task instruction (understand vs draw).

Second Reading Time

To address the third and fourth hypotheses, a linear mixed effects model was constructed
in the same manner as before with one exception: the outcome variable was reading times during
the re-reading. Specifically, an initial null model for predicting the first reading time per sentence
was constructed to obtain intraclass correlations (ICCs). The ICC was .478, suggesting
substantial variance was accounted for by the two random factors (participants and passages).
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Reading Time in Log Seconds

3.85

High Causal

3.8

Low Causal

3.75
3.7
3.65

3.6
3.55
3.5
Understand

Draw
Task Instruction

Figure 1.

Task instruction by causal connector interaction.

Significant interaction of draw task instruction by causal connector during the first read
compared to the understand by causal connector interaction between most (3) and least (1) causal
connectors present per sentence.

Please see Table 7 for a summary of model fit indices. Final model estimates of the
second reading are given in Table 8. Model 1 was added next, which contained non-theoretical
variables (passage order, sentence number, passage, syllable count, new argument nouns, and
Flesch-Kincaid readability score) to the model to account for variance. This model resulted in
improved model fit p < .001, which was likely due to the variables of text order (t = -9.17), and
syllable count (t = 14.69). None of the rest of the variables in the model were significant
predictors (t < 1.96).
Model 2 was added next, in which the three cognitive resources (spatial, general, causal)
were added to the model as predictors. All these additions resulted in significantly improved
model fit. This model resulted in improved model fit p < .001, which was likely due to the spatial
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Table 7
LMM Fit Indices with Log of Reading Time 2 as Outcome
Model

AIC

Deviance

Model 0: Null Model

7842

7834

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

6535

6515

<.001

Model 2: Operators
Default + Spatial + Causal + General
Model 3: Conditions
Default + Spatial + Causal + General +
Condition
Model 4: Interactions
Default + Spatial + Causal + General +
Condition + Condition × Spatial +
Condition × Causal + Condition × General

6461

6435

<.001

6464

6434

.849

6466

6424

.123

(t = 3.64) and general operators (t = 3.80), but not the causal relations (t = 0.68).
Model 3 was added next, which included the task instruction condition. The task instruction
condition was added as a single variable with read to understand as the comparison variable for
the two other task instructions, read to draw and read to explain. This did not result in improved
fit (p = .849).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did not result in improved fit (p = .123). None of the interactions
were significant, (t < 1.96).
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Table 8
Model Estimates for Final LMM Predicting Log of Reading Time 2
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Spatial Operator
General Operator
Causal Relation
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Spatial × (Draw vs Understand)
Spatial × (Explain vs Understand)
General × (Draw vs Understand)
General × (Explain vs Understand)
Causal × (Draw vs Understand)
Causal × (Explain vs Understand)

B

SE

t

3.335

.066

50.84

-0.017
<-0.001
-0.002
0.011
-0.005
0.001

.002
.002
.006
.001
.004
.001

-9.17
-0.22
-0.35
14.69
-1.40
0.65

0.035
0.025
0.009

.010
.007
.013

3.64
3.80
0.68

0.002
0.046

.091
.092

0.03
0.50

0.019
0.004
0.003
0.009
0.019
0.015

.012
.012
.008
.008
.017
.018

1.57
0.34
0.42
1.19
1.09
0.84
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Differences Across Readings

To test differences in reading behavior across reading times, a linear mixed effects model
was constructed in the same manner as before with one exception: the outcome variable was
difference in reading times (i.e., reading time 1 – reading time 2). The larger the difference
indicates faster rereading. Similarly, a positive slope for a predictor would indicate greater
speed-up with the unit increases on the predictor, whereas a negative slope would indicate
smaller speed-ups. For example, a positive slope for syllables would indicate greater speed-ups
across readings for longer sentences.
Again, an initial null model for predicting the first reading time per sentence was
constructed to obtain intraclass correlations (ICCs). The ICC was .337, suggesting substantial
variance was accounted for by the two random factors (participants and passages). Please see
Table 9 for a summary of model fit indices. Final model estimates of the second reading are
given in Table 10. Model 1 was added next, which contained non-theoretical variables (passage
order, sentence number, passage, syllable count, new argument nouns, and Flesch-Kincaid
readability score) to the model to account for variance. This model resulted in improved model
fit p < .001, which was likely due to the variables of text order (t = -4.62), serial position (t =
1.99), and syllable count (t = 4.33). None of the rest of the variables in the model were
significant predictors (t < 1.96).
Model 2 was added next, in which the three cognitive resources (spatial, general, causal)
were added to the model as predictors. All these additions resulted in significantly improved
model fit. This model resulted in improved model fit p = .046, which was likely due to the causal
relations (t = -1.52) but not the spatial or general operators (t < 1.96).
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Table 9
LMM Fit Indices for Difference Between Log Reading Times 1 and 2 as Outcome
Model

AIC

Deviance

Model 0: Null Model

8424

8416

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

8297

8277

<.001

Model 2: Operators
Default + Spatial + Causal + General
Model 3: Conditions
Default + Spatial + Causal + General +
Condition
Model 4: Interactions Default + Spatial +
Default + Causal + General + Condition
+ Condition × Spatial + Condition ×
Causal + Condition × General

8296

8269

.046

8298

8268

.671

8305

8263

.505

Model 3 was added next, which included the task instruction condition. The task
instruction condition was added as a single variable with read to understand as the comparison
variable for the two other task instructions, read to draw and read to explain. This did not result
in improved fit (p = .671).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did not result in improved fit (p = .505). None of the interactions
were significant, (t < 1.96).
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Table 10
Model Estimates for Final LMM Predicting Log Difference Between Reading Times 1 and 2
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Spatial Operator
General Operator
Causal Relation
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Spatial × (Draw vs Understand)
Spatial × (Explain vs Understand)
General × (Draw vs Understand)
General × (Explain vs Understand)
Causal × (Draw vs Understand)
Causal × (Explain vs Understand)

B

SE

t

0.314

.056

5.63

-0.010
0.004
0.002
0.004
0.007
0.002

.002
.002
.006
.001
.004
.001

-4.62
1.99
0.26
4.33
1.64
1.74

-0.004
0.006
-0.022

.010
.007
.015

-0.33
0.82
-1.52

0.050
-0.016

.077
.078

0.65
-0.20

-0.015
0.004
0.006
-0.007
0.028
0.005

.014
.014
.009
.009
.020
.020

-1.07
0.28
0.69
-0.79
1.43
0.26
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Unpacking the Resources

First Reading Time

It is still not known to what degree each situational operator and causal element
contributed to reading times, which would allow for comparisons to Millis et al. (2000), study 1.
Therefore, an exploratory linear mixed effects model was conducted to investigate the influence
of individual operators and causal connector on the first reading time.
An initial null model for predicting the first reading time per sentence was constructed to obtain
intraclass correlations (ICCs). The ICC was .377, suggesting substantial variance was accounted
for by the two random factors (participants and passages). Please see Table 11 for a summary of
model fit indices. Final model estimates of the second reading are given in Table 12. Model 1
was added next, which contained non-theoretical variables (passage order, sentence number,
passage, syllable count, new argument nouns, and Flesch-Kincaid readability score) to the model
to account for variance. This model resulted in improved model fit p < .001, which was likely
due to the variables of text order (t = -20.19), syllable count (t = 22.32), and Flesch-Kincaid
readability score (t = 3.04). None of the rest of the variables in the model were significant
predictors (t < 1.96).
Model 2 was added next, in which the six situational operators (make, fact, shift, revise,
compare, and move-add) and forms of causal connector between idea units in the causal
explanation (explicit, implicit) were added to the model as predictors. All of these additions
resulted in significantly improved model fit. This model resulted in improved model fit p < .001,
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Table 11
LMM Fit Indices with Log of Reading Time 1 as Outcome with All Operators and Causal
Connectors
Model

AIC

Deviance

Model 0: Null Model

5282

5274

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

1445

1425

<.001

Model 2: Operators
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector
Model 3: Conditions
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition
Model 4: Interactions Default + Spatial +
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition + Condition × Make +
Condition × Fact + Condition × Shift +
Condition × Revise + Condition ×
Compare + Condition × Move-Add +
Condition × Explicit Connector +
Condition × Implicit Connector

1418

1257

<.001

1435

1256

.598

1548

1226

.018

43
Table 12
Model Estimates for Final LMM Predicting Log of Reading Time 1 with All Operators and
Causal Connectors
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Make Operator
Fact Operator
Shift Operator
Revise Operator
Compare Operator
Move-Add Operator
Explicit Connector
Implicit Connector
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Make × (Draw vs Understand)
Make × (Explain vs Understand)
Fact × (Draw vs Understand)
Fact × (Explain vs Understand)
Shift × (Draw vs Understand)
Shift × (Explain vs Understand)
Revise × (Draw vs Understand)
Revise × (Explain vs Understand)
Compare × (Draw vs Understand)
Compare × (Explain vs Understand)
Move-Add × (Draw vs Understand)
Move-Add × (Explain vs Understand)
Explicit × (Draw vs Understand)
Explicit × (Explain vs Understand)
Implicit × (Draw vs Understand)
Implicit × (Explain vs Understand)

B

SE

t

3.65

.039

94.59

-0.026
0.002
-0.004
0.015
0.003
0.003

.001
.001
.005
.001
.003
.001

-20.19
1.86
-0.77
22.32
1.07
3.04

0.025
0.068
0.002
0.034
0.059
0.049
-0.014
0.032

.006
.010
.018
.011
.014
.011
.011
.013

4.54
6.86
0.14
3.19
4.12
4.46
-1.24
2.48

0.052
0.031

.052
.053

1.00
0.57

0.014
0.009
-0.011
-0.015
0.021
-0.014
0.003
0.015
-0.005
-0.010
0.001
0.008
0.043
0.015
0.025
-0.006

.007
.007
.012
.012
.025
.025
.014
.014
.018
.019
.014
.014
.015
.015
.018
.018

2.01
1.24
-0.94
-1.27
0.87
-0.57
0.20
1.09
-0.29
-0.53
0.06
0.57
2.82
0.95
1.40
-0.32
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which was likely due to the variables make (t = 4.54), fact (t = 6.86), revise (t = 3.19), compare (t
= 4.12), move-add (t = 4.46), and implicit connector (t = 2.48) but not the shift operator (t =
0.14) or the explicit connector (t = -1.24).
Model 3 was added next, which included the task instruction condition. The task
instruction condition was added as a single variable with read to understand as the comparison
variable for the two other task instructions, read to draw and read to explain. This did not result
in improved fit (p = .598).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did result in improved fit p = .018, which was likely due to the
significant interaction between explicit connectors in the draw instruction compared to explicit
connectors in the read to understand condition (t = 2.82). The interaction between the make
operator by the draw task instruction compared to the understand task instruction was also
significant (t = 2.01). All other interactions were non-significant, (t < 1.96). Please see Figure 2
for the draw task by make operator interaction and Figure 3 for the draw task by implicit
connectors interaction.

Second Reading Time

To assess the effect of the situational operators and causal connectors on the second reading
time, a linear mixed effects model was conducted. An initial null model for predicting the first
reading time per sentence was constructed to obtain intraclass correlations (ICCs). The ICC
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Reading Time in Log
Seconds

3.8

High Make
Low Make

3.75
3.7
3.65
3.6
Understand
Draw
Task Instruction

Figure 2.

Task instruction by make operator interaction.

Significant interaction of draw task instruction by make operator during the first read
compared to the understand by make operator interaction between most (4) and least (1) make
operators present per sentence.

Reading Time in Log
Seconds

3.8
High ExpArrow
Low ExpArrow

3.75
3.7
3.65
3.6

Understand
Draw
Task Instruction
Figure 3.

Task instruction by explicit causal connector interaction.

Significant interaction of draw task instruction by explicit causal connector during the
first read compared to the understand by explicit causal connector interaction between most (2)
and least (1) explicit causal connectors present per sentence.
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was .478, suggesting substantial variance was accounted for by the two random factors
(participants and passages). Please see Table 13 for a summary of model fit indices. Final model
estimates of the second reading are given in Table 14. Model 1 was added next, which contained
non-theoretical variables (passage order, sentence number, passage, syllable count, new
argument nouns, and Flesch-Kincaid readability score) to the model to account for variance. This
model resulted in improved model fit p < .001, which was likely due to the variables of text order
(t = -9.18), and syllable count (t = 12.11). None of the rest of the variables in the model were
significant predictors (t < 1.96).
Model 2 was added next, in which the six situational operators (make, fact, shift, revise,
compare, and move-add) and forms of causal connectors between idea units in the causal
explanation (explicit, implicit) were added to the model as predictors. All of these additions
resulted in significantly improved model fit. This model resulted in improved model fit p < .001,
which was likely due to the variables make (t = 2.99), fact (t = 3.96), revise (t = 2.70), compare (t
= 2.88), move-add (t = 3.06), and implicit connector (t = 3.09) but not the shift operator (t = 1.19) or the explicit connector (t = 0.28).
Model 3 was added next, which included the task instruction condition. The task
instruction condition was added as a single variable with read to understand as the comparison
variable for the two other task instructions, read to draw and read to explain. This did not result
in improved fit (p = .849).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did not result in improved fit (p = .220). None of the interactions
were significant, (t < 1.96).
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Table 13
LMM Fit Indices with Log of Reading Time 2 as Outcome with All Operators and Causal
Connectors
Model

AIC

Deviance

Model 0: Null Model

7842

7834

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

6535

6515

<.001

Model 2: Operators
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector
Model 3: Conditions
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition
Model 4: Interactions Default + Spatial +
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition + Condition × Make +
Condition × Fact + Condition × Shift +
Condition × Revise + Condition ×
Compare + Condition × Move-Add +
Condition × Explicit Connector +
Condition × Implicit Connector

6442

6406

<.001

6446

6406

.849

6458

6386

.220
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Table 14
Model Estimates for Final LMM Predicting Log of Reading Time 2 with All Operators and
Causal Connectors
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Make Operator
Fact Operator
Shift Operator
Revise Operator
Compare Operator
Move-Add Operator
Explicit Connector
Implicit Connector
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Make × (Draw vs Understand)
Make × (Explain vs Understand)
Fact × (Draw vs Understand)
Fact × (Explain vs Understand)
Shift × (Draw vs Understand)
Shift × (Explain vs Understand)
Revise × (Draw vs Understand)
Revise × (Explain vs Understand)
Compare × (Draw vs Understand)
Compare × (Explain vs Understand)
Move-Add × (Draw vs Understand)
Move-Add × (Explain vs Understand)
Explicit × (Draw vs Understand)
Explicit × (Explain vs Understand)
Implicit × (Draw vs Understand)
Implicit × (Explain vs Understand)

B

SE

t

3.334

.066

50.87

-0.017
-0.001
-0.005
0.011
-0.005
0.001

.002
.002
.006
.001
.004
.001

-9.18
-0.81
-0.84
12.11
-1.22
0.74

0.023
0.055
-0.030
0.040
0.058
0.047
0.004
0.057

.008
.014
.025
.015
.020
.015
.016
.018

2.99
3.96
-1.19
2.70
2.88
3.06
0.28
3.09

0.002
0.046

.091
.092

0.03
0.50

0.009
0.010
-0.022
0.004
0.028
0.034
0.010
0.018
-0.001
-0.005
0.023
-0.009
0.005
0.021
0.017
-0.012

.010
.010
.017
.017
.035
.035
.019
.020
.026
.026
.020
.020
.021
.022
.025
.025

0.91
1.06
-1.31
0.23
0.80
0.96
0.51
0.93
-0.03
-0.20
1.15
-0.43
0.24
0.95
0.68
-0.47
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Differences Across Readings

To get at the differences in reading behavior across reading times, a linear mixed effects
model was constructed in the same manner as before with one exception: the outcome variable
was difference in reading times (i.e., reading time 1 – reading time 2).
Again, an initial null model for predicting the first reading time per sentence was
constructed to obtain intraclass correlations (ICCs). The ICC was .337, suggesting substantial
variance was accounted for by the two random factors (participants and passages). Please see
Table 15 for a summary of model fit indices. Final model estimates of the second reading are
given in Table 16. Model 1 was added next, which contained non-theoretical variables (passage
order, sentence number, passage, syllable count, new argument nouns, and Flesch-Kincaid
readability score) to the model to account for variance. This model resulted in improved model
fit p < .001, which was likely due to the variables of text order (t = -4.61), serial position (t =
1.99), and syllable count (t = 3.31). None of the rest of the variables in the model were
significant predictors (t < 1.96).
Model 2 was added next, but none of the variables improved model fit, p = .221.
Model 3 was added next, which included the task instruction condition. This did not
result in improved fit (p = .671).
Finally, Model 4 was added, which contained the 2-way interactions between instruction
conditions. Again, the read to understand task instruction was used as the comparison group for
the interactions. This model did not result in improved fit (p = .739). None of the interactions
were significant, (t < 1.96).
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Table 15
LMM Fit Indices for Difference Between Log Reading Times 1 and 2 as Outcome with All
Operators and Causal Connectors
Model

AIC

Deviance

Model 0: Null Model

8424

8416

p (Change in
Deviance)
--

Model 1: Non-Theoretical Variables

8297

8277

<.001

Model 2: Operators
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector
Model 3: Conditions
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition
Model 4: Interactions Default + Spatial +
Default + Make + Fact + Shift + Revise +
Compare + Move-Add + Explicit
Connector + Implicit Connector +
Condition + Condition × Make +
Condition × Fact + Condition × Shift +
Condition × Revise + Condition ×
Compare + Condition × Move-Add +
Condition × Explicit Connector +
Condition × Implicit Connector

8302

8266

.221

8305

8265

.671

8325

8253

.739
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Table 16
Model Estimates for Final LMM Predicting Log Difference Between Reading Times 1 and 2
with All Operators and Causal Connectors
Model
Model 0: Null Model
Intercept
Model 1: Non-Theoretical Variables
Text Order
Sentence Number
Passage
Syllable Count
New Argument Nouns
F-K Readability Score
Model 2: Operators
Make Operator
Fact Operator
Shift Operator
Revise Operator
Compare Operator
Move-Add Operator
Explicit Connector
Implicit Connector
Model 3: Conditions
Condition (Draw vs Understand)
Condition (Explain vs Understand)
Model 4: Interactions
Make × (Draw vs Understand)
Make × (Explain vs Understand)
Fact × (Draw vs Understand)
Fact × (Explain vs Understand)
Shift × (Draw vs Understand)
Shift × (Explain vs Understand)
Revise × (Draw vs Understand)
Revise × (Explain vs Understand)
Compare × (Draw vs Understand)
Compare × (Explain vs Understand)
Move-Add × (Draw vs Understand)
Move-Add × (Explain vs Understand)
Explicit × (Draw vs Understand)
Explicit × (Explain vs Understand)
Implicit × (Draw vs Understand)
Implicit × (Explain vs Understand)

B

SE

t

0.315

.056

5.64

-0.010
0.004
0.002
0.003
0.008
0.002

.002
.002
.006
.001
.004
.001

-4.61
1.99
0.27
3.31
1.73
1.77

0.003
0.014
0.033
-0.006
0.001
0.003
-0.018
-0.025

.008
.016
.028
.017
.023
.017
.018
.021

0.29
0.87
1.16
-0.34
0.05
0.15
-1.03
-1.20

0.050
-0.016

.077
.078

0.65
-0.20

0.005
-0.002
0.011
-0.019
-0.006
-0.048
-0.007
-0.003
-0.004
-0.005
-0.022
0.017
0.038
-0.006
0.008
0.006

.011
.011
.019
.019
.039
.040
.022
.022
.029
.030
.022
.023
.024
.025
.028
.029

0.46
-0.16
0.57
-1.00
-0.16
-1.20
-0.32
-0.14
-0.15
-0.16
-0.98
0.74
1.56
-0.24
0.28
0.21

CHAPTER 4
DISCUSSION

Scientific explanations are prevalent in science courses, in particular courses in STEM
fields. Historically, students are challenged to understand scientific explanations (Hastings et al.,
2016; Millis et al., 1993; 1990; Wiley & Sanchez, 2005). Because students need help
understanding these explanations in STEM fields, it is important to investigate how students
understand, process, and form mental models of scientific explanations as they read. One avenue
of researching how understanding occurs during reading is to examine factors that correlate with
sentence reading times, which are thought to be influenced by processes that occur during
reading, such as mental model construction. One factor that could influence the construction of a
mental model is the goal of the reader. Therefore, the purpose of this study was to test how task
instructions would affect the extent that mental model constructive aspects of scientific texts
would correlate with sentence reading times.
In order to identify factors that may affect the mental model construction of scientific
explanations, I looked towards a couple of models within discourse psychology of mental model
construction. The Situational Operator Model (Millis et al., 2000) was designed to explain
mental model construction for descriptive text. Indeed, situational operators have been found to
measure readers’ construction of mental model by significantly predicting sentence reading times
(Millis et al., 2000). In the current study, this model was generalized to the processing of texts

53
about scientific explanations by grouping the six operators into two categories, general and
spatial. I also included the causal dimension from the Event-Indexing model by Zwaan and
colleagues (Zwaan, Langston, & Graesser, 1995; Zwaan, Magliano, & Graesser, 1995), to
account for the causation present in scientific explanations because causality was not addressed
in the Situational Operator model. Therefore, a future direction could be to update the Situational
Operator model to include a causal operator that captures updating of causal features. Such a
causal operator would be activated at clause and sentence boundaries where a change is either
being caused by some entity (e.g., ... gravity causes the water to fall) or else affecting change in
another entity (e.g., this falling water decreases...). This proposed causal operator may also be a
challenge for readers to detect if it is stated implicitly (e.g., water accumulates on the ceiling.
Falling water collects in pools). Fortunately, the tutorial designed by Wallace et al. (unpublished
manuscript) specifically teaches readers how to attend causality by generating inferences,
attending to causal language, and making anaphoric references necessary to fully represent the
scientific explanation. The addition of this operator to the Situational Operator model
importantly allows the model to account for how readers monitor for changes in space and time
within the causal model, and also allow researchers to capture the reader updating their mental
model in order to form a full representation of the causal events in an explanation.
In the current study, task instructions influenced specific components of building the
mental model. Specifically, there was an interaction between the number of causal connectors in
the draw instruction versus the understand condition. This interaction indicated that participants
in the draw condition read took longer to read sentences when more causal connectors were
present as compared to the understand condition, at least for the first reading. These results
provide partial support for the Specific Representational hypothesis, which assumes that readers
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allocate more mental resources to aspects of mental model construction that are emphasized in
the reader’s goal. I had predicted that the goal of drawing, as compared to the other task
conditions, would lead to the highest correlation between reading times and the number of spatial
operators. But this predicted pattern did not occur. Although the observed interaction between
the number of causal connections and the task goal of drawing versus to understand was not
predicted, it is consistent with the hypothesis in that the drawing task led participants to focus on
causality. In contrast, there was little evidence for the Gross Representational hypothesis, which
assumes that readers cannot differentially allocate attention to mental resources (e.g., spatial,
causal) based on the task goal. If this hypothesis was supported, there should have been no
significant interactions between the task conditions and the resources.
The reading time data suggest that the drawing task directed attention towards the causal
components more than the task to explain or understand. This finding agrees with and extends
Gobert and Clement (1999), who showed that students had higher comprehension of the
scientific explanation when tasked with producing a diagram of that explanation than when
producing a summary. In their study, Gobert and Clement found diagraming task instructions led
to superior comprehension of a scientific explanation than summary task instructions. The
current findings are consistent with Gobert and Clement in that both studies found that the goal
of drawing had greater impacts than the goal of summarizing, which is similar to the task goal of
“understanding” used in the present study. The current study extends Gobert and Clement in that
they studied the outcome of comprehension after it had occurred, whereas the current study
measured comprehension as it occurred. Importantly, both studies identified that a drawing task
increases effort towards a more integrated understanding (e.g., mental model) of the
phenomenon.
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The goal to drawing did not uniformly affect all types of causality, but rather the time to
read sentences with explicit causal connectors, such as “increases the amount…” and “crushed
into …”. Possibly the draw task instruction affects attention to explicit connectors because it is
challenging for participants to generate the inferences necessary to construct mental models. This
result is captured in reading time because mental representation of causal verb may be increasing
reading time. This effect of task instruction may be interpreted as the student realizing, “Oh I
need to look at causality in the paragraph,” so participants devote more attention to explicit than
implicit causal connectors. This increased attention to causal information may also be due to the
fact that the drawing instructions contained explicit hints about how to form an explanation (e.g.,
draw arrows to indicate motion, draw a time line, specify steps in a process). These additional
instructions are likely why the draw task instructions lead to greater attention to causal
information than the explain task instruction as was expected.
The pattern of significant predictors across readings does not fully support either the
Consolidation or the Complimentary hypothesis. Recall that the Consolidation hypothesis
predicted that readers would allocate a similar level of attentional resources to consolidate their
mental model construction from the first reading to the second reading instance. In contrast, the
complimentary hypothesis predicted that during the second reading, readers would allocate
attentional resources to resources that did not directly pertain to their task instruction. The results
more closely align with the Consolidation hypothesis because the same situational operators
(including causality) predicted reading times across readings. The only difference that occurred
between readings is that the participants read the passages faster during the second reading.
However, the similar pattern of significant predictors across readings indicated that they did
similar processing, but just at a faster rate. Presumably, they did not change their allocation of
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attention to the different mental model processes differently across readings. As mentioned
above, this could be because readers consolidated knowledge gained from the first reading as
they reread the texts.
The present study largely replicated Millis et al. (2000) in that the situational operators
predicted reading time above and beyond other known predictors of reading time. However,
unlike Millis et al. we did not find that use of situational operators was greater for the second
reading than the first, which fails to provide support for their conclusion that readers were more
active in creating the mental models by virtue of the operations during the second reading. One
possible reason why I did not replicate Millis et al. is that the two studies used different
materials. They used relatively simple texts, which described simple machines made from
household objects (e.g., a microscope that can be made from a tin can). In contrast, the current
study used arguably more complicated texts that explained a scientific phenomenon. Their texts
had an average of 4.5 on Flesch-Kincaid readability score, whereas the current study used texts
with an average of 9.3. Perhaps if participants read the passages a third time, there would be an
increase in resource use across readings.

Limitations

There were several limitations in the present experiment. The first limitation is how the
task instructions were worded. For reference, the three task instructions were: “read to
understand because you will be tested on it later”, “read to draw to teach a peer who is
unknowledgeable”, and “read to explain to a peer who is unknowledgeable on the topic”. The
goal of reading to understand is distinct from the other two conditions because the reader is
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reading for a personal gain. Whereas in the draw and explain conditions, the reader has an
imagined audience to read for in preparation to teach the topics to an unknowledgeable peer.
This slight difference may have also contributed to the minimal difference in reading times
between conditions because the reader would presumably be reading to produce something for
another. It has already been demonstrated that second grade students generally produce more
accurate, detailed, and illustrated writing when writing for an audience than when writing for an
unspecified audience (Block, 2013). A similar may finding may occur for adults. Therefore, it is
not too unreasonable to assume that the additional motivation of writing for a peer in the
imagined task scenarios uses in the present experiment may increase quality of the mental model
formation.
Interestingly, we did not find any overall differences on reading time across the three task
conditions. I had assumed that the goal to draw to teach a friend, or to explain to a friend would
require more effort, and hence result in longer reading times, than to understand because of a
test. Admittedly, it is difficult to interpret null effects. But it may have occurred, at least in part,
if participants had poor understanding of what belongs in an explanatory schema. That is, they
may not have understood what was meant by “explain” which we think includes understanding
initiating and intervening elements, which are different from the to be explained outcome. This
could only be exacerbated by students having low prior knowledge of a topic, which would
require them to learn a new topic on top of already lacking knowledge of how to form an
appropriate mental model of the content. This could be easily checked by measuring their
explanatory schema at the end of the study. Another reason for the overall null effect on time is
that each of the goals emphasized different processes, which increased reading times, but their
different influences cancelled each other out or lost due to error variance. There is some support
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for this interpretation in that there was a condition by causal interaction when the reading times
were submitted to the linear effects modeling.

Future Directions

We did not control for or measure interest or motivation, which could affect how a reader
approaches a goal (Britt et al., 2017). Alternative task instructions that foster importance might
influence the magnitude of the relations between the resources and reading times and perhaps
lead to changes in reading times across readings.
Individual differences such as spatial ability or working memory may provide insight into
how readers represent a text differently when instructed to draw the process for a peer than when
instructed to simply read for comprehension. Spatial ability has been shown to predict task
performance on comprehension measures (Sanchez & Wiley 2005). It is also likely that spatial
ability should also predict processing of that information as it is encoded to memory. Only one
measure of spatial ability was used (but not yet analyzed) in the present experiment. It would be
more telling to use multiple forms of spatial measure to get at the different aspects that each one
provides. Lastly, it would be interesting to isolate the factors in the “draw” condition, which may
have led to the causal by task instruction interaction. For example, in the sample drawing that I
had shown participants in that condition contained the word “causes” in addition to other
symbols (e.g., arrows, spirals). Perhaps it was merely the inclusion of the word “cause” in the
sample that contributed to the interaction rather than the mental simulation of the events.
Obviously, more research is needed to understand why students have difficulty comprehending
scientific explanations.

REFERENCES
Block, M. K. (2013). The impact of identifying a specific purpose and external audience for
writing on second graders' writing quality (Doctoral dissertation). Michigan State
University.
Braaten, M., & Windschitl, M. (2011). Working toward a stronger conceptualization of scientific
explanation for science education. Science Education, 95(4), 639-669.
Britt, M. A., Rouet, J. F., & Durik, A. M. (2017). Literacy beyond text comprehension: A theory
of purposeful reading. New York, NY: Routledge.
Ekstrom, R. B., French, J. W., Harman, H. H., & Dermen, D. (1976). Manual for kit of factorreferenced cognitive tests. Princeton, NJ: Educational testing service.
Gil, L., Bråten, I., Vidal-Abarca, E., & Strømsø, H. I. (2010). Understanding and integrating
multiple science texts: Summary tasks are sometimes better than argument tasks. Reading
Psychology, 31(1), 30-68. DOI: 10.1080/02702710902733600
Gobert, J. D., & Clement, J. J. (1999). Effects of student-generated diagrams versus studentgenerated summaries on conceptual understanding of causal and dynamic knowledge in
plate tectonics. Journal of Research in Science Teaching, 36(1), 39-53.
Griffin, T. D., Wiley, J., Britt, M. A., & Salas, C. (2012). The role of CLEAR thinking in
learning science from multiple-document inquiry tasks. International Electronic Journal
of Elementary Education, 5, 63-78.
Hastings, P., Britt, M. A., Rupp, K., Kopp, K., & Hughes, S. (2019). Deep and shallow natural
language understanding for identifying explanation structure. To appear in K. Millis, J.
Magliano, D. Long, & K. Wiemer (Eds.), Deep Learning: Multi-Disciplinary
Approaches. Abingdon, UK: Routledge/Taylor and Francis.
Hastings, P., Hughes, S., Blaum, D., Wallace, P., & Britt, M. A. (2016). Stratified learning for
reducing training set size. In International Conference on Intelligent Tutoring Systems
(pp. 341-346). Springer International Publishing.
Hempel, C. G., & Oppenheim, P. (1948). Studies in the logic of explanation. Philosophy of
Science, 15, 135-175.

60
Hughes, S., Hastings, P., Britt, M. A., Wallace, P., & Blaum, D. (2015). Machine Learning for
Holistic Evaluation of Scientific Essays. In Proceedings of Artificial Intelligence in
Education.
Hunt, E., Pellegrino, J. W., Frick, R. W., Farr, S. A., & Alderton, D. L. (1988). The ability to
reason about movement in the visual field. Intelligence, 12, 77e100. http://
dx.doi.org/10.1016/0160-2896(88)90024-4.
Johnson-Laird, P.N. (1983). Mental models: Toward a cognitive science of language, inference,
and consciousness. Cambridge, MA: Harvard University Press.
Kintsch, W. (1988). The use of knowledge in discourse processing: A construction-integration
model. Psychological Review, 95, 163–182.
Kintsch, W., & van Dijk, T. (1978). Toward a model of text comprehension and production.
Psychological Review, 85(5), 363–394. http://doi.org/10.1037/0033- 295x.85.5.363
McCrudden, M. T., & Schraw, G. (2007). Relevance and goal-focusing in text processing.
Educational Psychology Review, 19, 113–139.
McCrudden, M. T., & Schraw, G. (2009). The effects of relevance instructions and verbal ability
on text processing. The Journal of Experimental Education, 78(1), 96-117.
Millis, K. K., Graesser, A.C., & Haberlandt, K. (1993). The impact of connectives on the
memory for expository texts. Applied Cognitive Psychology, 7, 317-339.
doi:10.1002/acp.2350070406
Millis, K. K., King, A., & Kim, H. J. J. (2000). Updating situation models from descriptive texts:
A test of the situational operator model. Discourse Processes, 30(3), 201-236.
Millis, K. K., Morgan, D., & Graesser, A. C. (1990). The influence of knowledge-based
inferences on the reading time of expository text. Psychology of Learning and
Motivation, 25, 197-212. doi:10.1016/S0079-7421(08)60256-X
McNamara, D. S., & Magliano, J. (2009). Toward a comprehensive model of
comprehension. Psychology of Learning and Motivation, 51, 297-384.
Prichert, J. W., & Anderson, R. C. (1977). Taking different perspectives on a story. Journal of
Educational Psychology, 69, 309–315.
Rupp, K., Wallace, P., Blaum, D., & Britt, M. A. (May, 2015). Effectiveness of task-model
training on students’ understanding of scientific explanations. Poster presented at the
87th Annual Meeting of the Midwestern Psychological Association, Chicago, IL.
Salas, C. (2017). Effects of epistemic rationality on belief formation and knowledge coherence.
(Unpublished doctoral dissertation). University of Illinois at Chicago, Chicago, IL.

61
Salmon, W. C. (1978). Why ask “Why?” An inquiry concerning scientific explanation.
Proceedings and Addresses of the American Philosophical Association, 51, 683-705.
Salmon, W. C. (1989). Four decades of scientific explanation. Minneapolis: University of
Minnesota Press.
Sanchez, C. A., & Wiley, J. (2010). Sex differences in science learning: Closing the gap through
animations. Learning and Individual Differences, 20, 271–275.
Sanchez, C. A., & Wiley, J. (2014). The role of dynamic spatial ability in geoscience text
comprehension. Learning and Instruction, 31, 33–45.
Steffens, B. (2016). Detecting coherence breaks while reading scientific explanations.
(Unpublished doctoral dissertation). Northern Illinois University. DeKalb, IL.
van Loon, M. H., de Bruin, A. B., van Gog, T., van Merriënboer, J. J., & Dunlosky, J. (2014).
Can students evaluate their understanding of cause-and-effect relations? The effects of
diagram completion on monitoring accuracy. Acta Psychologica, 151, 143-154.
Wallace P. S., Rupp, K. E., Blaum, D., Britt, M. A. Task Model Training Enhances University
Students’ Understanding of Science Explanations. Unpublished manuscript, Department
of Psychology, Northern Illinois University, DeKalb, IL.
Wiley, J., Hastings, P., Blaum, D., Jaeger, A. J., Hughes, S., Wallace, P., … Britt, M. A. (2017).
Different approaches to assessing the quality of explanations following a multipledocument inquiry activity in science. International Journal of Artificial Intelligence in
Education, 27, 758-790. doi: 10.1007/s40593-017-0138-z
Wiley, J., & Voss, J. F. (1999). Constructing arguments from multiple sources: Tasks that
promote understanding and not just memory for text. Journal of Educational Psychology,
91, 301–311.
Zwaan, R. A. (1999). Five dimensions of narrative comprehension: The events indexing model.
In S. R. Goldman, A. C. Graesser, & P. van den Broek (Eds.), Narrative comprehension,
causality, and coherence (pp. 93-110). Mahwah, NJ: Erlbaum.
Zwaan, R. A., Langston, M. C., & Graesser, A. C. (1995). The construction of situation models
in narrative comprehension: An event-indexing model. Psychological Science, 6, 292–
297.
Zwaan, R. A., Magliano, J. P., & Graesser, A. C. (1995). Dimensions of situation model
construction in narrative comprehension. Journal of Experimental Psychology: Learning,
Memory and Cognition, 21, 386–397.
Zwaan, R. A., & Radvansky, G. A. (1998). Situation models in language comprehension and
memory. Psychological bulletin, 123(2), 162.

APPENDIX A
PRACTICE PASSAGE AND EIGHT EXPERIMENTAL PASSAGES

63
Practice Passage

Ocean Salt

You may know that the oceans cover about 70 percent of the Earth's surface, and that
about 97 percent of all water on and in the Earth is saline. There's a lot of salty water on our
planet. But, where did all this salt come from? Rain that falls on the land contains some
dissolved carbon dioxide from the surrounding air. This causes the rainwater to be slightly acidic
due to carbonic acid. The falling rain physically erodes rocks and the acids chemically break
down the rocks. The resulting salts and minerals are carried along with the rain water in a
dissolved state as ions. These ions in the runoff are carried by rivers to the ocean, thus making it
saltier.

Experimental Passages

Supernova

When stars die out, a stupendous explosion occurs called a supernova. When a supernova
happens, there is a sudden increase in brightness. They can, for a few days, rival the combined
light output of all the rest of the stars in the galaxy. The "nova" ("new") part of their name
derives from the fact that they can be perceived as a "new" star. The supernova begins when the
nuclear reactions in the center of the star stop, causing a loss of internal pressure in the star.
Without the internal pressure pressing outwards to maintain the star's structural integrity, there is
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then an increase in gravity, which pulls layers of the star's gasses inward. The innermost gas
layer hits the iron core of the star, which produces a shockwave. This huge shockwave causes the
star to explode into a cloud of element-rich cosmic debris. Most of the carbon, oxygen, nitrogen,
silicon, and iron that we have on Earth originally came from a supernova explosion.

Coral Bleaching

Coral are colorful animals that live in groups, mostly in the eastern part of the Pacific
Ocean. Their color actually comes from the algae that live among them. The algae benefit from
the protection that the coral provide. The coral benefit from sugars that the algae make through
photosynthesis. Sometimes there are changes in the environment that affect this relationship.
Normally, trade winds travel westward across the ocean. Occasionally, these winds begin to slow
down or reverse direction completely. This causes the warm surface water to be pushed to the
east. This makes the eastern ocean water warmer than normal. When the water warms up, it takes
in less carbon dioxide. This disrupts photosynthesis. Without photosynthesis, the algae cannot
make enough sugars to feed the coral. If the coral don’t have enough food, they become stressed.
Stressed coral are more likely to purposely eject the algae that live among them. Without the
algae present, the coral look white, which is why this entire process is called coral bleaching.

Electric Eels

Underwater, where light is scarce, fish are able to use electricity to communicate,
navigate, and find things in the depths. Some fish, like the electric eel, are able to use their
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electricity as an electric field to stun their prey. But how is this electricity produced? The electric
eel’s brain sends a signal through its nervous system to its electric organ, which is filled with
stacks of hundreds to thousands of disk-shaped cells called electrocytes. Normally, electrocytes
pump out positively charged sodium and potassium ions to maintain a positive charge on the
outside and a negative charge on the inside. But when the signal from the brain arrives at the
electrocytes, they stop pumping out the positive ions. Positively charged ions rush back into the
electrocyte. Now, one face of the disk-shaped electrocyte is negatively charged and the opposite
face of the electrocyte has a positive charge. These alternating charges drive a current, which
turns the electrocyte into a tiny biological battery. The tiny charges from each electrocyte add up
to form an electric field, which can travel up to several meters away from the eel.

Tsunamis

Tsunamis are just larger versions of normal ocean waves. They have a trough, crest, and
consist not of moving water, but the movement of energy through water. The difference is in
where this energy comes from. For normal waves, the energy comes from wind. Because this
only affects the ocean's surface, the waves are limited in size and speed. However, the energy for
tsunamis originates under water. A volcanic eruption, a submarine landslide, or most commonly,
an earthquake on the ocean floor, can all release a massive amount of energy into the water. This
energy travels up to the ocean’s surface, displacing water and raising it above the normal sea
level. Once the water rises, gravity pulls the water back down, which makes the energy ripple
outwards horizontally. This displaced water can move at over 500 miles per hour. When it nears
the shore, there is less water for the energy to move through. This still massive amount of energy
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is compressed, which causes the wave speed to slow down while its height rises to as much as
100 feet.

Water Purification

Water purification is the process of removing undesirable chemicals, biological
contaminants, suspended solids and gases. A pump draws the water through a sedimentation
tank. While the water moves through the system, gravity pulls the heavy solids to the bottom of
the tank. This settled waste is held until it is later removed from the tank. Oils, grease, and lighter
solids float to the surface of the water. This sludge is skimmed off before the water leaves the
tank. In a second tank, microorganisms help remove biological matter. Treated water is then
disinfected chemically prior to being pumped to a main water-supply system. This is the process
used in the US, although countries have different standards for determining whether treated
water is acceptable for human consumption.

Audio Speakers

Speakers come in all shapes and sizes, enabling you to listen to music on your phone or
enjoy a movie at the theater. In order to translate electricity into an audible sound, speakers
contain an electromagnet: a metal coil, which creates a magnetic field when an electric current
flows through it. This coil behaves much like a normal (permanent) magnet, except that
reversing the direction of the current in the coil flips the poles of the magnetic field. Inside a
speaker, an electromagnet is placed in front of a permanent magnet. The permanent magnet is
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fixed firmly into position whereas the electromagnet is mobile. As pulses of electricity pass
through the coil of the electromagnet, the direction of its magnetic field is rapidly changed. This
means that it is in turn attracted to and repelled from the permanent magnet, causing small
vibrations in the air. The electromagnet is attached to a cone made of a flexible material such as
paper or plastic, which amplifies these vibrations, pumping sound waves into the surrounding air
and towards your ears, which we perceive as music.

Recycled Glass

Normally, new glass bottles are made mainly of silica sand. The sand is melted in a
furnace at a very high temperature. Recycled glass bottles are made in a very similar way but
cost less and use up fewer natural resources. The process begins at the plant, where bottle tops
are removed. After that, the glass is crushed into small pieces. The crushed glass is then sent by
truck to a bottle factory, where it is then mixed with a small amount of silica sand. This mixture
is melted in a furnace at a lower temperature than new glass. Finally, the hot liquid glass is
drawn out of the furnace and fed into machinery that makes it into bottles. Recycled glass is as
pure and as strong as new glass. Glass can be recycled many times without losing its quality.

Liquid Cooling

There are two types of cooling systems found on motor vehicles: Liquid cooled and Air
cooled. Air cooled engines are found on a few older cars and modern motorcycles, but for the
most part, cars use liquid cooled systems. A liquid cooling system works by sending a liquid
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coolant through passages in the engine block. As the lower temperature coolant flows through
these hot passages, it absorbs heat from the engine. The heated fluid is then pushed through a
rubber hose to the radiator in the front of the car. In the radiator, the fluid is pushed into many
thin tubes mounted in parallel arrangement behind the engine grill. The air stream entering the
engine compartment from the grill cools the hot liquid. Once the fluid is cooled, it returns to the
engine to absorb more heat.

APPENDIX B
GENERAL TASK INSTRUCTIONS AND TASK INSTRUCTIONS SPECIFIC TO
EACH CONDITION FOR THE PRACTICE PASSAGES
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General Task Instructions to All Conditions

In this experiment, you are going to be reading several passages that describe the
phenomena that you just rated your knowledge on. The passages will be presented on the
computer screen, and you will read each passage one sentence at a time by pressing the space bar
on the keyboard to advance to the next sentence. You will not be able to return to a previous
sentence after you have pressed the space bar, so you will need to read carefully. To familiarize
yourself with the procedure before beginning the main task, you will first read a practice passage
about "How the ocean became salty".

Practice Instructions Specific to Condition

Understand

While reading this passage, your goal is to try your best to understand it because you will
be tested on the material you are about to read after you finish reading.

Draw

While reading this passage, your goal is to try your best to understand it because you will
need to draw what is occurring in the passage to teach a fellow student who is unknowledgeable
on the topic. You want to read so that you can draw as much of the explanation as possible, and
label each part or component of the drawing.
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Explain

While reading this passage, your goal is to try your best to understand it because you will
need to write an explanation to a fellow student who is unknowledgeable on the topic.

Practice Recall Prompts Specific to Condition

Understand

Please recall as much of the passage as possible to answer the question, How does the
ocean become salty? We realize that this can be a difficult task to do. However, we would like
for you to do your best.

Draw

In the space below, we would like you to draw out as much of the passage as possible to
answer the question, How does the ocean become salty? Remember your goal is to draw an
explanation of the process in the passage to teach a fellow student who is unknowledgeable on
the topic. We realize that this can be a difficult task to do. However, we would like for you to do
your best. Please label each part or component of the drawing. For example, you could draw a
spiral or arrows to indicate motion like in the provided sample. If you feel that you cannot draw
something (e.g., something abstract like “electricity” or “energy”) then you can write the word
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itself. Because some things occur across time, please feel free to draw a “time line” or specify
steps in the process (e.g., step 1 – then draw it; step 2- then draw it).
Sample drawing.

Explain

Please explain as much of the passage as possible to answer the question, How does the
ocean become salty? Remember your goal is to write an explanation to a fellow student who is
unknowledgeable on the topic.
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Practice Recall Answers and Feedback Specific to Condition

Understand

Here is an ideal answer submitted by another student. This one was chosen as an example
because it represents the complete process and has the steps clearly labeled.
The process can be expressed in this way
The rain that falls on the land contains some dissolved carbon dioxide from the surrounding air.
This causes the rainwater to be slightly acidic due to carbonic acid. The acids in the rain
chemically break down the rocks into salts and minerals. Rainwater further dissolves the salts
and minerals into ions, which are then transported in the rain runoff to nearby rivers. Rivers carry
these ions to the ocean, which causes the oceans to increase in salinity.

Explain

Here is an ideal explanation submitted by another student. This one was chosen as an
example because it represents the complete process and has the steps clearly labeled.
The process can be explained in these ways
Carbon dioxide mixes with rain, which causes the rain to become acidic. This acidic rain erodes
the rocks, which produces dissolved salt ions. These salt ions are then carried to ocean, resulting
in a salty ocean.
Or more simply:
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Carbon dioxide mixes with rain  rain becomes acidic  rain erodes rocks  produces
dissolved salt ions  salt ions carried to ocean  producing salty ocean

Draw

Here is an ideal drawing submitted by another student. This one was chosen as an
example because it represents the complete process and has the steps clearly labeled.
The process can be drawn in this way

APPENDIX C
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Experimental Passage Instructions

You are now finished with the practice passage and will continue into the main part of the
experiment. You will not have access to the passages after you are done reading, so try your best
to understand as you read. Remember your goal is to … [Same as Practice Instructions Specific
to Condition].

Second reading instruction reminder

We understand this is a lot of information to bear in mind. We expect that this may be
hard for you, but that is ok. We just ask that you do your best. Because of this, you will have an
opportunity to read the passages a second time. Remember your goal is to … [Same as Practice
Instructions Specific to Condition]. You will not have access to the passage after you are done
reading, so try your best to understand as you read.

Experimental Passage Recall Instructions

We would now like for you to write an explanation about how each process works based
on the passages you have just read. Please be as complete as possible in your explanation as if
the person you were writing to is unknowledgeable on the topics. Feel free to express your
explanations in words or as a series of images. If you choose to draw your explanation, we ask
that you use words to label as much of the explanation as possible. See the sample drawing

77
below for how you can draw and label motion. If you draw any arrows, please label their
function. You will be given a page to write your explanation for each topic.

Sample drawing explaining how the ocean becomes salty

APPENDIX D
PRIOR KNOWLEDGE MEASURE AND INSTRUCTIONS
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Please circle the number that shows how much you know about the following:
I do not know
anything
1

2

3

4

I know a
lot
5

2. Coral bleaching

1

2

3

4

5

3. Liquid cooled
engines
4. Electric eels

1

2

3

4

5

1

2

3

4

5

5. Water purification

1

2

3

4

5

6. Audio speakers

1

2

3

4

5

7. Tsunamis

1

2

3

4

5

8. Recycled glass

1

2

3

4

5

1. Supernovae
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APPENDIX F
INSTRUCTIONS AND SAMPLE TRIAL FOR THE RUNNING LETTER SPAN TASK
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In this task you will see letters one after the other. The length of each series of letters will be
different and unpredictable each time. Your job will be to remember a certain number of the
most recent letters in the dame order as presented.
For example, you might see a series of FIVE letters, but you will need to recall the LAST TWO.
Other times, you might see a series of FOUR letters, but your job will still be to remember the
last TWO letters in the same order as presented. You will get a chance to practice the task before
the real trials.
For example, you could see this list, one letter at a time:
JQSRK
The last 2 letters in the order presented are R K. After the end of each list of letters you will see a
screen containing possible letters with a check box beside each one. Click the box for each letter
that you can remember in the order it was presented. The letters will appear at the bottom of the
screen as you click them.
Click NEXT when you have selected the letters in the correct order. If you forgot one or more
letters, click BLANK to leave a spot for each missing letter. It is very important to give the
letters in the presented order! Click CLEAR if you make a mistake and want to start over.
After this screen, you will get four practice trials. The length of each sequence of letters will be
unpredictable. The letters will appear as a rate of about 2 per second. Do your best to remember
the LAST TWO letters from each list in the order presented. Please ask the experimenter any
questions you may have at this time.
Pick only the last 2 letters in the order presented. Use the blank button for each letter you forgot.
F
F
K
F
P
F
S
F

H
F
L
F
Q
F
T
F

J
F
N
F
R
F
Y
F

BLANK
CLEAR

NEXT
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Please fill in the following responses about yourself:
1. Gender (select one)
____Male
____Female
____Other:____________
____Prefer not to answer
2. How old are you? ______
3a. What was your SAT or ACT score? (If you did not have either SAT or ACT please put
N/A)
____________
3b. Did you take the SAT on the old 1600-point scale (as opposed to the new 2400-point
scale)?
____ Yes
____ I took the ACT
____ I did not take either
4. Please mark how you identify in terms of ethnicity and/or race. Feel free to mark more
than one category.
____ Hispanic/ Latino
____ Black / African American
____ Native Hawaiian or Pacific Islander
____ Asian
____ American Indian or Alaskan Native
____ White (non Hispanic)
____ Other: Specify _________________________
5. Are you a native English speaker? In other words, is English your first language?
____ Yes
____ No. Specify _____________
HIGH SCHOOL
Mark all of the courses listed below that you took
during high school.
□ Art
□ Astronomy
□ Biology
□ Chemistry
□ Earth science
□ Logic
□ Physics
□ Statistics

COLLEGE
Mark all of the courses listed below
that you have taken during college
(including this semester).
□ Art
□ Astronomy
□ Biology
□ Chemistry
□ Earth science
□ Logic
□ Physics
□ Statistics

