We consider G-graded polynomial identities of the p × p matrix algebra M p (K) over a field K of characteristic 0 graded by an arbitrary group G. We find relations between the Ggraded identities of the G-graded algebra M p (K) and the (G × H )-graded identities of the tensor product of M p (K) and the H-graded algebra M q (K) with a fine H-grading. We also find a basis of the G-graded identities of M p (K) with an elementary grading such that the identity component coincides with the diagonal of M p (K).
Introduction
In this paper we study graded polynomial identities of the p × p matrix algebra M p (K) over a field K of characteristic 0. Concerning the ordinary polynomial identities, the picture is completely clear only for 2 × 2 matrices. The results of Razmyslov [19] and Drensky [10] give a basis of the polynomial identities. The asymptotic behavior of the codimension sequence c n (M 2 (K)), n = 0, 1, 2, . . . , was determined by Regev (see [22] ) and the explicit formula for c n (M 2 (K)) was established by Procesi [18] . The Hilbert (or Poincaré) series of the generic 2 × 2 matrix algebra (or the relatively free algebra of the variety of algebras generated by M 2 (K)) was given in different forms by Procesi [18] , Formanek [13] and Drensky [11] . The papers [11, 13] contain the explicit formulas for the S n -cocharacters of M 2 (K).
The study of the polynomial identities of M p (K) for p 2 is very often based on understanding of the trace polynomial identities and involves the invariant theory of matrices. Razmyslov [20] and Procesi [17] have determined the basis and the structure of the pure trace polynomial identities and Regev (see [22] ) has found the asymptotics of c n (M p (K)), n = 0, 1, 2, . . ., for any p. For further references on polynomial identities of matrices, see e.g. the books by Formanek [14] and Drensky [12] .
Kemer [15] , see also his book [16] , has developed the structure theory of ideals of polynomial identities in the spirit of the ideal theory of commutative algebras. In his approach he has essentially used Z 2 -graded algebras and has shown the importance of Z 2 -graded identities. Later Razmyslov [21] and Berele [6] have established the superanalogues of the results on ordinary matrix trace identities [17, 20] and Berele [7] developed the superversion of invariant theory of matrices required. Di Vincenzo [9] has found a basis of the Z 2 -graded identities of the 2 × 2-matrix algebra.
It has turned out fairly soon that the study of G-graded polynomial identities of algebras graded by any group G is a problem of independent interest, with various relations to other objects as, for example, group algebras and, more generally, Hopf algebras, see e.g. [3, 5] . Vasilovsky [23, 24] has extended the results of [9] to the matrix algebras M p (K) of any size p, graded by the groups Z and Z p , for any positive integer p. General results with explicit estimates of codimensions were given by Bahturin et al. [1] . One can conclude from [1, 23, 24] that the behavior of the G-graded identities of a graded algebra R = g∈G R g depends on the ordinary polynomial identities of the identity component R e of R, where e is the unit element of G.
Considering possible gradings of matrices, the complete classification of G-gradings on M p (K) by an abelian group G was obtained by Bahturin et al. [2] . They distinguished two kinds of gradings: the elementary gradings, naturally induced from a grading of the vector space K p and G is arbitrary and fine gradings where dim(M p (K)) g 1 for any g ∈ G and G is abelian. One of the main results of [2] tells us that, for an abelian group G, any G-grading of M p (K) over an algebraically closed field K is a tensor product of an elementary grading and a fine grading and every fine grading is a tensor product of typical ones (see Theorem 2.2 below). According to Dȃscȃlescu et al. [8] , a grading of M p (K) is elementary if and only if all matrix units e ij are homogeneous.
We start our paper, with finding the relation between the G-graded polynomial identities of the G-graded matrix algebra M p (K) and the (G × H )-graded identities of the tensor product of M p (K) and the H-graded algebra M q (K), with a fine Hgrading. In particular, we indicate a close connection between fine gradings and color commutative superalgebras. Our conclusions remain valid in a more general setup of tensor products of color commutative superalgebras and any graded algebra, generalizing in this way certain results of Kemer [15] . As an application, using the ordinary polynomial identities of K (which follow from the commutator identity [x, y] = 0) and the information available for the identities of M 2 (K), we determine the basis of the H-graded polynomial identities of M q (K) equipped with a fine H-grading and of
where M 2 (K) has the trivial grading. We also calculate the codimensions for the identities of these graded algebras.
Then we study the graded polynomial identities of M p (K) with respect to elementary gradings. The result we obtain (Theorem 4.5) has much in common with that by Vasilovsky [23, 24] where the gradings are performed by the groups Z and Z p . In the case where the identity component of M p (K) coincides with the diagonal we find a basis for the graded polynomial identities. It turns out that we have to add some monomial graded identities to the graded polynomial identities similar to those found by Vasilovsky. We adapt this result to the case of gradings of M p (K) by the semigroup with of all matrix units of this algebra and 0. Combining these results with the results about fine gradings we then are able to find the bases of the graded identities for the tensor product of two graded matrix algebras, where the grading of one of them is elementary such that the identity component coincides with the diagonal subalgebra while the grading of the second one is fine.
Preliminaries
We fix a field K of characteristic 0 and consider vector spaces and associative algebras over K only. Let G be an arbitrary group. A G-grading of an algebra R is a vector space decomposition R = g∈G R g such that R g R h ⊆ R gh for any g, h ∈ G. The subspace R g is called the homogeneous component of degree g and its nonzero elements are called homogeneous of degree g. The grading is finite if the number of nonzero homogeneous components is finite. If e is the identity element of G, then R e is called the identity component of R.
A typical example of a graded algebra is a so-called β-commutative superalgebra. Let the grading group G be abelian, written additively, and let β : G × G → K * be a skew-symmetric bicharacter, i.e. a function of two arguments in G taking values in the multiplicative group K * of K with the properties
and then extend it by linearity. We say that R is β-commutative if [a, b] 
If β is fixed then we will called β commutative algebras "color commutative" [4] .
If R = g∈G R g and S = h∈H S h are two algebras graded by the groups G and H, respectively, then the tensor product R ⊗ S has a natural structure of a (G × H )-graded algebra with R g ⊗ S h as a homogeneous (g, h)-component. If both G and H are subgroups of the same group G 1 there is a natural graded object related with R ⊗ S. This is the G ∩ H -graded algebra g∈G∩H R g ⊗ S g and in the special case of Z 2 -graded algebras this object is important in the theory of Kemer. One may consider R ⊗ S also as a G 1 -graded algebra graded in another way, namely assuming that R g ⊗ K and K ⊗ S h are, respectively, g-and h-homogeneous in the G 1 -grading.
If G and H are two groups and R = g∈G R g = h∈H R h are two gradings of R, we say that the G-grading is a refinement of the H-grading if for each g ∈ G there exists an h ∈ H such that R g ⊆ R h . The grading is fine if all nonzero homogeneous components are one-dimensional.
The following two types of gradings are typical for the matrix algebras. In order to define G-graded polynomial identities one considers the free G-graded 
. . , r g n i n ∈ R g n . We denote by T G (R) the set of all graded polynomial identities of the G-graded algebra R. In a standard way, one defines varieties of graded algebras, relatively free algebras, etc.
As in the case of ordinary polynomial identities, over a field of characteristic 0, any graded polynomial identity is equivalent to a set of multilinear polynomial identities. Let g = (g 1 , . . . , g n ) ∈ G n . We denote by P g = P (g 1 , . . . , g n ) the subspace of K X spanned by all products of degree n which are multilinear in the variables x g 1 1 , . . . , x g n n and define P n = P g , where the direct sum is taken over the set of all n-tuples g of elements in G. For a G-graded algebra R, one defines the g-codimension of graded polynomial identities of R by
and the total n-codimension by
where the sum ranges over all n-tuples g = (g 1 , . . . , g n ) ∈ G n . If the grading of R is finite, then the total codimension is well defined. Every ordinary polynomial identity f (x 1 , . . . , x n ) = 0 of a graded algebra R induces graded identities f (x g 1 1 , . . . , x g n n ) = 0. Hence the knowledge of the graded identities helps us to understand better the ordinary identities. The same is true for the ordinary and graded codimensions. 
Proposition 2.3. Let the G-grading of R be finite. (i) The ordinary codimensions c ord n (R) and the graded codimensions c
grad n (R) are related by c ord n (R) c grad n (R), n = 0, 1, 2, . . . (ii) If dim R = q, then c grad n (R) q n , n = 0, 1, 2, . . . Proof. Let h 1 , . . . , h k ∈ G be all elements with the property R h / = 0. (i) Proven in [1, Lemma 3.1]. (ii) Let dim R = q < ∞, let dim R h j = q j , j = 1,+ · · · + s k = n. Consider a polynomial f (x h j 1 1 , . . . , x h jn n ) = σ ∈S n ξ σ x h j σ (1) σ (1) · · · x h j σ (n) σ (n) , ξ σ ∈ K, in P h = P (h j 1 , . . . , h j n ). Clearly, f (x h j 1 1 , . . . , x h jn n ) = 0
is a graded polynomial identity if and only if
for all r j m from the basis B h jm of R h jm . Consider Eqs. (2.1) as a system of homogeneous linear equations with n! unknowns
) is equal to the rank of the system. The total number of Eqs.
Hence the rank of the system is bounded from above by q
Remark 2.4. In the study of the asymptotic behavior of the (ordinary or graded) codimension sequence of an algebra R, one usually considers the exponent
The results of Regev, see [22] , give that c ord
where a is a positive constant, 2b is an integer and c n ∼ d n means that lim n→∞ (c n /d n ) = 1. Hence
By Proposition 2.3, for any G-grading we have
and the ordinary and the graded polynomial identities of M p (K) have the same exponent.
Fine gradings and their applications
In his theory Kemer [15] considers Z 2 -graded algebras R = R 0 ⊕ R 1 and E = E 0 ⊕ E 1 , where E is the Grassmann algebra with its natural Z 2 -grading. One of the main tools in Kemer's approach is a certain correspondence between the Z 2 -graded identities of the algebra R and its Grassmann hull
. In this section we introduce more general correspondences, one of them being an exact color analogue of the correspondence of Kemer.
Let H be an additive abelian group and let C be the free color commutative superalgebra graded by H, the color being given by a fixed skew-symmetric bicharacter β on H. It is a relatively free algebra in the variety of H-graded algebras defined by the graded identity [x h , y g ] β = 0, g, h ∈ H . We denote the free generators of C by y hi , h ∈ H , i = 1, 2, . . . For any grading group G we consider the spaces P G n and P G×H n of multilinear polynomials of degree n, respectively, in the free G-and (G × H )-graded algebras, generated, respectively, by u gi and v (g,h) 
by the following rule. If τ ∈ S n and if in the free color commutative superalgebra we have
then we define
and extend φ h by multi-linearity. Until the end of this section we shall use the above notation.
The following theorem expresses the identities of a (G × H )-graded algebra R ⊗ C in terms of the identities of a G-graded algebra R and an H-graded color commutative superalgebra C, provided that C generates the variety of all H-graded color commutative superalgebras. When applied to the tensor product of the G-graded matrix algebra M p (K) and the matrix algebra M q (K) with a fine H-grading, it relates the
In view of Theorem 2.2, it allows us to reduce the general problem of describing graded polynomial identities of matrix algebras with arbitrary abelian group grading to the case of elementary gradings.
Theorem 3.1. Let C be any H-graded color commutative superalgebra generating the variety of all H-graded color commutative superalgebras and let R be any
G-graded algebra. If f (u g 1 1 , . . . , u g n n ) is a multilinear G-graded polynomial and if h = (h 1 , . . . , h n ) ∈ H n , then f (u g 1 1 , . . . , u g n n ) = 0
is a graded polynomial identity for the algebra R if and only if
be a G-graded polynomial identity for R. Since the (G × H )-graded polynomial φ h (f ) is multilinear, it will be an identity for R ⊗ C if, for a fixed graded basis of R ⊗ C, it vanishes on all (properly graded) substitutions with basis elements of R ⊗ C. If we choose a graded basis of R ⊗ C in the form r gi ⊗ c hj , then
In the inverse direction, if φ h (f ) = 0 is an identity for R ⊗ C, then we use that C generates the whole variety of color commutative superalgebras and choose homogeneous elements c h 1 
and f (r g 1 1 , . . . , r g n n ) = 0 because c h 1 1 · · · c h n n / = 0.
Corollary 3.2. Let an H-graded color commutative superalgebra C generate the variety of all H-graded color commutative superalgebras and let R be any G-graded algebra. The multilinear graded identities and the graded codimensions of R and R ⊗ C are related by
Proof. Clearly
and by Theorem 3.1
The statement for the codimensions follows from the fact that the linear mapping φ h : P g → P (g,h) is one-to-one and
The proof is complete.
Let us assume, in the above argument, G = H and C = g∈G C g a G-graded commutative color superalgebra which generates the variety of all G-graded color commutative superalgebras (now the color is defined by a fixed skew-symmetric bicharacter β on G). If R = g∈G R g is any G-graded algebra, we define the Chull of R as the subalgebra C(R) = g∈G R g ⊗ C g of R ⊗ C and equip it with a G-grading with homogeneous components R g ⊗ C g . We can define a mapping ψ : P n → P n , where P n = P G n , which is similar to the mappings φ h . For each g = (g 1 , . . . , g n ) ∈ G n and τ ∈ S n , if in the free color commutative superalgebra
and then extend ψ by linearity. In the special case G = Z 2 and C = E = E 0 ⊕ E 1 we obtain the correspondence of Kemer [15] . Therefore, the following corollary is the exact color generalization of his result.
Corollary 3.3. Let a G-graded color commutative superalgebra C generate the variety of all G-graded commutative color superalgebras and let R be any G-graded algebra. Then ψ acts as an invertible linear operator of
and the codimensions of R and C(R) are equal.
Proof. Consider the free G-graded algebra K U and the (G
where g = (g 1 , . . . , g n ), and λ gτ is a nonzero constant. Let ((g 1 , g 1 ), . . . , (g n , g n ) ), be a linear mapping which replaces the variables v (g i ,g i ),i with u g i ,i . Clearly, the restriction of ψ on P G g , is equal to the composition of φ g and θ g . The g-homogeneous component R g ⊗ C g of the G-graded algebra C(R) coincides with the (g, g)-homogeneous component of the
and the first part of the corollary easily follows from Corollary 3.2. The equality of the codimensions of R and C(R) follows from the invertibility of ψ.
The matrix algebra M q (K) with a fine H-grading is a color commutative superalgebra satisfying the identities
for an appropriate skew-symmetric bicharacter β : H × H → K * . We may apply the results of this section to the algebra M q (K) with a fine grading and its tensor products with other graded matrix algebras.
Theorem 3.4. Let M q (K) have an H-fine grading with all homogeneous components one-dimensional. Let the grading of
M 2 (K) be trivial. (i) The H-graded polynomial identities [x h 1 , x h 2 ] β = x h 1 x h 2 − β(h 1 , h 2 )x h 2 x h 1 = 0, where h 1 , h 2 ∈ H , form
a basis of the graded polynomial identities of M q (K).
The codimensions are given by 
basis consisting of all graded identities
where c n (M 2 (K)) are the ordinary codimensions of M 2 (K).
Proof. (i)
For the completeness sake we give the proof of this identity, though it is probably well known. Notice that for any h = (h 1 , h 2 , . . . , h n ) ∈ H n we have that
is of dimension at most 1. Actually, if this has dimension 0, then we have in M q (K) the identity x h 1 1 · · · x h n n = 0. Since any homogeneous subspace of M q (K) as above is spanned by a non-degenerate matrix, this is impossible. Therefore, each
proving that the commutators in the claim (i) actually form a basis for H-graded identities of M q (K). (ii)
The second claim follows immediately from Theorem 3.1, Corollary 3.2 and from a result of Razmyslov and Drensky [10, 14] stating that the standard identity s 4 = 0 and the Hall identity 4 ], then the matrices r and s have trace 0 and rs + sr is in the centre of M 2 (K).
form a basis of the ordinary Tideal T (M 2 (K)). To simplify our notation we have given a stronger identity in (ii

Identities for elementary gradings
The algebra M p (K) has a natural Z-grading such that (M p (K)) a , a ∈ Z, is spanned by the matrix units e ij with i − j = a. It has also a natural Z p -grading when (M p (K)) a is spanned by those e ij with i − j ≡ a (mod p). Vasilovsky [24] proved that the Z p -graded identities of M p (K) follow from
He also proved [23] that for the Z-graded polynomial identities one has to replace this system with
Both gradings considered by Vasilovsky are elementary.
In this section we shall generalize his results to any elementary grading of M p (K) induced by g = (g 1 , . . . , g p ) ∈ G p , where the group G is arbitrary and the elements g 1 , . . . , g p are pairwise different. This is equivalent to the fact that the matrix units are homogeneous and the identity component of M p (K) coincides with the diagonal Ke 11 + · · · + Ke pp . Then we shall transfer the results to the case of the canonical G-grading of M p (K), where G = {(i, j ) | 1 i, j p} ∪ {0} is the semigroup associated with the matrix units.
For an arbitrary group G we fix the elementary G-grading of M p (K) induced by g = (g 1 , . . . , g p ) ∈ G p , where g 1 , . . . , g p are pairwise different and consider the following graded identities:
x e y e − y e x e = 0, (4.1)
2)
Lemma 4.1. The G-graded algebra M p (K) satisfies the G-graded polynomial identities (4.1)-(4.3).
Proof. Since all g i in the definition of the elementary grading of M p (K) are different, the identity component of M p (K) consists of all diagonal matrices and M p (K) satisfies (4.1). Clearly, it satisfies also (4.3). Since (4.2) is multilinear, it is sufficient to check it on any graded basis of M p (K).
In particular, since the matrix units are homogeneous elements, we may assume that 3 and we obtain that
In this way, Proof. Let |G 0 | = s. Clearly s 1. We shall show that we can choose n 0 = 4s 2s+2 . (This is not the best possible estimate but it is sufficient for the proof of the proposition.) Let U be the T G -ideal of K X generated by x e y e − y e x e , x h y h
. . , h m ) ∈ I and m n 0 = 4s 2s+2 . We shall apply induction on n. Let n > n 0 and let h = (h 1 , . . . , h n ) ∈ I be a fixed sequence. Let 2ts 2s+2 < n 2(t + 1)s 2s+2 , t 2. Consider the products k r = h 1 · · · h r , r = 1, . . . , n. If some k r does not belong to G 0 , then x k r = 0 is a G-polynomial identity for M p (K) and x k r ∈ U . Since x h 1 1 · · · x h r r ∈ (K X ) k r , we obtain that x h 1 1 · · · x h r r = 0 is a consequence of x k r = 0. Hence x h 1 1 · · · x h r r ∈ U and x h 1 1 · · · x h n n ∈ U . Therefore, without loss of generality we may assume that all k r belong to G 0 . Since |G 0 | = s, by the Pigeon Hole Principle, at least 2ts 2s+1 + 1 elements k r are equal and there exist m i , i = 1, . . . , 
,m 2 +2 · · · x h n n belongs to U and, replacing y e by x h m 1 +1 ,m 1 +1 · · · x h m 2 m 2 , we obtain that x h 1 1 · · · x h n n also belongs to U . So, we may assume that h ∈ I and e , we obtain that v m 2 +1 · · · v m 3 = efor some q = 1, . . . , p and hence
If we replace in x h 1 
Hence h ∈ I , which is a contradiction and completes the inductive arguments. The argument that follows mimiques the main steps of the proof [24] . Let k = (k 1 , . . . , k n ) ∈ G n and let σ, τ be two permutations in S n such that x k σ (1) = e and τ = e only. We shall show that
Clearly c n − 2 and c + 1 = σ (r) for some r > c + 1. We choose the least possible integer t such that t c + 1 and
, and we may apply (4.2). In this way
Since σ (r) = c + 1, we obtain that
modulo U, where ρ ∈ S n is such that ρ(i) = i for i = 1, . . . , c + 1 and ρ(i) = σ (i) for i = s + 1, . . . , n. Similarly, if q = c + 1, then in the above definition of w 1 , w 2 , w 3 we obtain that a σ (q) = a c+1 = b σ (s) = b t and w 1 = 1, w 2 = w 3 = e a c+1 a c+1 . Hence
and we apply (4.1) to obtain again
modulo U. In this way we may apply induction on c and obtain that modulo U
The following theorem is the main result of this section. = (h 1 , . . . , h n ) ∈ G n and let
does not belong to U. We choose the polynomial (4.5) with the minimal possible number of nonzero coefficients α σ . Clearly, the sum involves only those σ ∈ S n for which 
belongs to U. Replacing in (4.5) the polynomial f (x h 1 1 , . . . , x h n n ) with
we obtain a graded identity of the form (4.4) which is a shorter sum of monomials than f (x h 1 1 , . . . , x h n n ) = 0. This is in contradiction with the choice of f and completes the proof. In the results of Vasilovsky [23, 24] the grading of the matrix algebra M p (K) is elementary and is induced by g = (0, 1, . . . , p − 1) ∈ G p , where G = Z in [23] and G = Z p in [24] . In the case G = Z p the algebra does not satisfy graded identities of the form x a 1 1 · · · x a n n = 0, a i ∈ Z p . For G = Z all identities of the form x a 1 1 · · · x a n n = 0, a i ∈ Z, follow from x a = 0, where a ∈ Z and |a| p. It is easy to construct examples of elementary gradings when M p (K) satisfies nontrivial identities x h 1 1 · · · x h n n = 0, even in the case of abelian groups. Example 4.7. Let G be a free abelian group with free generators g 1 , . . . , g 6 . Let p = 8 and let the elementary grading of M 8 (K) be induced by
The following theorem is an example how Theorem 4.5 works for concrete gradings of matrices. It gives a basis of the graded polynomial identities of M 3 (K) equipped with an elementary S 3 -grading.
Theorem 4.8. The graded polynomial identities
x e y e − y e x e = 0, (12), (23) , (123)).
Proof. Clearly, (23) , e 31 ∈ (M 3 (K)) (23) , (13) , e 32 ∈ (M 3 (K)) (13) . (12) = 0 and x (12) = 0 is an S 3 -graded identity for
we obtain that x (123) y (123) = 0 is a graded identity. Similarly, x (132) y (132) = 0 is also an identity. Direct verification shows that if
Similar statements hold for (123) and for the permutation (132). Let x h 1 1 · · · x h n n = 0 be an S 3 -graded polynomial identity for M 3 (K) which does not follow from similar identities of lower degree. Hence, the equality (
Hence x h 1 1 · · · x h i−1 ,i−1 x h i+1 ,i+1 x h i+2 ,i+2 · · · x h n n = 0 is a graded identity for M 3 (K). Since x h 1 1 · · · x h i−1 ,i−1 (x e,i x h i+1 ,i+1 )x h i+2 ,i+2 · · · x h n ,n = 0 is its consequence, this is impossible by assumption and therefore h i / = e. We may also assume that h i · · · h j / = (12) for all 1 i j n (because x (12) = 0 is an identity). Direct verification shows that for n = 2 all graded identities x h 1 y h 2 = 0 follow from x (12) (23) (M 3 (K) ) (123) (M 3 (K)) (13) = ( (123) and (M 3 (K)) (132) are one-dimensional, we obtain that
Again x h 1 1 · · · x h i h i+1 ,i · · · x h n n = 0 is an identity for M 3 (K) and x h 1 1 · · · x h n n = 0 is its consequence. If h i = h i+1 for all i, e.g. h i = (13), then we use that (M 3 (K)) 3 (13) = (M 3 (K)) (13) / = 0 and obtain that x h 1 1 · · · x h n n = 0 cannot be a graded identity for M 3 (K).
Up till now we have considered group gradings only. In the same way one may consider semigroup gradings. The matrix algebra M p (K) has a natural semigroup grading for the semigroup G with zero associated with the set of matrix units. The elements of G are 0 and all pairs (i, j ), 1 i, j p, and the multiplication is given by 0 · (i, j ) = (i, j ) · 0 = 0, (i, j ) · (k, l) = (i, l) if j = k and (i, j ) · (k, l) = 0 if j / = k. We denote by x 0 and x ij , y ij , etc. the free variables of K X , which are homogeneous of degree 0 and (i, j ). The main steps of the proof of Theorem 4.5 hold also for this grading and we obtain the following result. 
