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Abstract 
Atmospheric deposition of sulfuric and nitric acids has impacted surface waters in the eastern 
U.S. Controls on anthropogenic S and NOx emissions have resulted in a substantial decrease in 
acid deposition. Long-term measurements of surface water chemistry indicate contrasting 
responses of surface waters to this deposition reduction. Streams in Great Smoky Mountain 
National Park (GRSM), in Tennessee and North Carolina, generally show a delayed response in 
contrast to lakes in the Adirondacks in New York State which are responding relatively rapidly 
to decreases in acid deposition. In this dissertation, I used a biogeochemical model, PnET-BGC, 
as a tool to investigate the influence of acid deposition and watershed characteristics on the 
extent and rate of surface water response to changes in atmospheric deposition. I applied PnET-
BGC model to surface waters in two regions of the eastern US: the Adirondacks and the GRSM. 
These regions are both highly impacted from acid deposition, but have different watershed 
characteristics, which results in contrasting responses of surface waters. The focus of my 
analysis was on surface waters that have been identified by their respective states as acid-
impaired. In addition to these impaired waters, I applied the model to other sites where data were 
available through intensive monitoring programs for the purpose of calibration, confirmation, or 
extrapolation. In the Adirondacks, 128 lakes have been identified as impaired and 12 streams in 
the GRSM. Simulation results indicate that surface waters in the Adirondacks are more 
responsive to controls on SO4
2-
 deposition than on NO3
-
 and NH4
+
, while streams in the GRSM 
are more responsive to NH4
+
 rather than SO4
2-
 and NO3
-
.This contrasting response is most likely 
due to the higher SO4
2-
 adsorption capacity of the soil and the lower N retention of the 
ecosystems in the GRSM, compared to the Adirondacks. I used the critical loads (CLs) and Total 
Maximum Daily Loads (TMDLs) to project reductions in atmospheric deposition loads that 
 
 
would provide healthy conditions for the fisheries of surface waters in these regions. These 
concepts are commonly used as tools for communication between scientists and policy makers. 
In this study, acid neutralizing capacity (ANC) was used as an indicator of the health of surface 
waters. 
I performed a sensitivity analysis of the model for applications to both regions; I found that 
model simulation of ANC is most sensitive to the model inputs of Ca
2+
 and Na
+
 weathering rates, 
precipitation, maximum air temperature, and SO4
2-
 wet deposition. In the Adirondacks, the 
model simulating ANC was also sensitive to the parameters which were used in an algorithm 
depicting the acid-base behavior of naturally occurring organic acids. Model sensitivity to 
organic acid parameters along with the findings from recent studies, which indicate that 
following control on acid deposition, the acidity of surface waters is shifting from inorganic to 
organics acids, encouraged me to improve the parameterization of the acid-base characteristics of 
the naturally occurring organic acids. 
To accomplish this, I used long-term data from two intensive sites in the northeastern U.S.: 
the Adirondacks and the Hubbard Brook Experimental Forest in New Hampshire. Combining a 
chemical equilibrium model and an optimization algorithm, I generated a modeling framework to 
parameterize organic acids in order to provide the best predictions for pH, ANC and inorganic 
monomeric Al, given the observations of other major solutes. Model parameterization is 
proposed for application in biogeochemical models such as PnET-BGC. The parameterization of 
organic acids showed that about 5% of the dissolved organic carbon consists of associated 
reactive functional groups, with both strong and weak acid characteristics. The parameterization 
of the organic acids, made using two temporal intervals of surface water data (i.e., 1993-2001 
and 2003-2012 time intervals), indicate that the charge density of organic acids increased over 
 
 
time. This pattern suggests that dissolved organic matter recently (i.e., 2003-2012) draining from 
soil has a different quality, with more acidic characteristics and a greater relative contribution to 
the acidity of surface waters than dissolved organic matter from an earlier period (i.e., 1993-
2001). 
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1. Chapter I (Introduction) 
1.1. Motivation 
1.1.1. Developing TMDLs of acidity for acid impaired surface waters in eastern 
U.S.  
Controls on anthropogenic S and NOx emissions are recognized as an important 
environmental success; in Europe anthropogenic SO2 emissions decreased 73% between 1980 
and 2004 (Vestreng et al. 2007), and in the U.S. emissions of SO2 decreased 79% and emissions 
of electric utility and transportation based NOx decreased 68% and 57%, respectively, between 
1980 and 2012 (https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-
data). As a result, studies are shifting from assessment of impacts of acid deposition toward 
evaluation of ecosystem recovery. Consequently, there has been interest in the application of 
critical loads (CLs) and total maximum daily loads (TMDLs) to guide decisions regarding 
emission controls and atmospheric deposition that are necessary to recover acid impaired 
ecosystems (Posch 2002, Sullivan et al. 2012a). Maximum allowable atmospheric S and N (sum 
of reactive oxidized and reduced N species) deposition is typically derived by linking 
atmospheric inputs to surface water chemistry and setting a target for critical chemical indicators 
such as acid neutralizing capacity (ANC). Models of varying complexity have been utilized to 
provide this linkage (e.g., Henriksen and Posch 2001, Sullivan et al. 2012b).  
In this dissertation I am motivated to study the response of surface waters in eastern U.S. to 
changes in acid deposition. I used the model PnET-BGC to evaluate the effects of acid 
deposition on these waters. In the eastern U.S., acidic deposition has impaired acid-sensitive 
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surface waters and this condition persists in spite of air quality management over the past few 
decades. Surface waters have been classified as “impaired” under Section 303(d) of the Clean 
Water Act due to elevated acidity including 128 lakes in the Adirondacks and 12 streams in 
Great Smoky Mountains National Park (GRSM). The U.S. Environmental Protection Agency 
(USEPA) requires states to develop Total Maximum Daily Loads (TMDLs) for the listed 
waterbodies (USEPA 1991). For waterbodies in remote acid sensitive regions, the most 
important source of human-induced acidification is atmospheric deposition. Models of surface 
water acidification can provide comprehensive frameworks to develop a quantitative 
understanding of the response of waterbodies to atmospheric deposition. I used a process-based 
biogeochemical model, PnET-BGC, as an air pollution management and research tool, to link the 
acid-base status of surface waters to the level of atmospheric deposition of sulfur (S) and 
nitrogen (N). This linkage allowed me to evaluate various atmospheric deposition scenarios and 
to determine TMDLs and Critical Loads of acidity for these regions. 
1.1.2. Improving parameterization of naturally occurring organic acids  
Atmospheric deposition of sulfuric and nitric acids has impacted surface waters in the eastern 
U.S., northcentral Europe and portions of eastern Asia, among others. Controls on anthropogenic 
S and N emissions are changing the dominant source of acidity to surface waters in acid-
sensitive watersheds from strong inorganic acids to naturally occurring organic acids (Driscoll et 
al. 2007, Monteith et al. 2007). In order to quantify the recovery of natural waters to pre-
industrial conditions it is necessary to accurately simulate the acid-base characteristics of 
dissolved organic matter (DOM). However, naturally occurring DOM is a heterogeneous mixture 
of fulvic acids, humic acids, carbohydrates, carboxylic acids, amino acids, and hydrocarbons 
(Thurman 1985), and describing the acid-base behavior of this complex mixture  based upon 
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theoretical thermodynamic approaches that have been used for individual compounds is difficult. 
Organic acids can contribute substantially to the acidity of natural waters. For example, 
dystrophic lakes with high concentrations of dissolved organic carbon (DOC) have pH as low as 
3.0 (Oliver et al. 1983). The importance of organic acids in modifying the acidity of surface 
waters has been emphasized in field studies and modeling approaches (e.g., Oliver et al. 1983, 
Driscoll et al. 1994, Hruška et al. 1996).  
Dissolved organic matter is characterized by a variety of functional groups that bind protons 
and trace metals. Because of the complex structure of DOM (Chin et al. 1994), there are no 
universal properties to describe the behavior of organic acids. Nevertheless, organic analogs have 
been used to depict proton and metal binding characteristics regionally (Hruška et al. 2003). 
Oliver et al. (1983) proposed a monoprotic organic analog with a pH-dependent dissociation 
constant (pKa) to depict the protonation of DOM. Subsequent modeling approaches have 
included diprotic and triprotic organic analogs with pH independent dissociation constants; a 
suite of monoprotic acids with different pKas; and a monoprotic model with a Gaussian 
distribution for pKa (Dzombak et al. 1986, Driscoll et al. 1994, Hruška et al. 1996, 2001, Ritchie 
and Perdue 2003). My preliminary analysis and previous studies suggest that triprotic models 
seem to be effective in depicting the acid-base characteristics of DOM (Schecher and Driscoll 
1987, 1988, Driscoll et al. 1994, Hruška et al. 2001). 
Organic acids are not only important in regulating the acid-base properties of natural waters, 
but also influence the speciation of trace metals, particularly aluminum (Al). Field observations 
and laboratory experiments have shown that elevated concentrations of dissolved inorganic Al 
result in toxic conditions for fish (Schofield and Trojnar 1980, Driscoll et al. 1980, Poléo et al. 
1997, Gensemer and Playle 1999). Binding with organic ligands mitigates Al toxicity, so 
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assessment of Al toxicity necessitates quantifying its speciation (Driscoll et al. 1980). However, 
the chemical speciation of Al in natural water is complex and there is generally a lack of 
quantitative information to simulate the interaction of Al with DOM (Weng et al. 2002, Yan et 
al. 2013). A previous effort to develop and apply organic analog models to assess the behavior of 
organic acids in acid-impacted Adirondack lakes (Driscoll et al. 1994) did not consider the 
interaction of Al with DOM due to a lack of field measurements of organic and inorganic 
monomeric Al. To overcome this limitation, I took advantage of data from two long-term 
monitoring programs that include measurement of all major solutes as well as inorganic and 
organic monomeric Al to examine the impacts of acidic deposition on soil solutions and surface 
waters. These unique datasets enabled me to evaluate the interaction of proton and Al binding 
characteristics of DOM in natural waters.  
A part of this dissertation is designed to improve our understanding of the acid-base properties 
of organic acids. This has been accomplished by developing a simple analogue model which 
describes acid-base behavior of organic acids using observed surface water chemistry at two 
intensive monitoring programs in the northeastern U.S. This work involved the application of a 
chemical equilibrium model linked to an optimization algorithm, which can be incorporated into 
more comprehensive watershed water quality models. 
1.1.3. Sensitivity and uncertainty analysis of the model  
One of the components of the TMDL process is the determination of the margin of safety for 
analysis. This component takes into account the uncertainty that is involved in the linkage of 
atmospheric loads to the acid-base chemistry of receiving waterbodies. By conducting 
uncertainty analysis of the model that I used for developing TMDL, PnET-BGC, I quantified the 
uncertainty in model simulations. Furthermore, PnET-BGC comprises various processes and as a 
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result many input parameters are used to run the model. However model users and researchers 
would like to have knowledge of the importance of individual parameters for model application. 
Such information can help guide interpretation of model results. To obtain this understanding, I 
conducted sensitivity analyses to identify the important input factors of the PnET-BGC model.  
1.2. Objectives  
The objectives for this dissertation were: 
1) a) to characterize and quantify the proton- and Al- binding properties of dissolved 
organic matter (DOM), and evaluate the influence of organic acids associated with DOM 
on acid-base behavior of surface waters in the northeastern U.S., b) to improve depiction 
of the speciation of Al to better assess its toxicity, c) to provide more accurate simulation 
of the function of DOM in comprehensive watershed hydrochemical models;  
2) a) to apply a dynamic biogeochemical model (PnET-BGC) to simulate surface waters in 
the Adirondacks and the GRSM that have been impaired by acid deposition and evaluate 
their responses to hypothetical future decreases in atmospheric deposition that could 
facilitate their recovery and alleviate the impaired condition, b) to depict the extent to 
which surface waters have been degraded from pre-industrial conditions, and the extent 
and time to which future recovery to a healthy condition is possible;  
3) a) to understand how soils, watershed characteristics  and other biophysical factors 
influence historical acidification and the rate of recovery of GRSM streams from acid 
deposition, b) to assess the relative responsiveness of surface waters to different types of 
deposition reductions (sulfate, nitrate and ammonium); and 
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4) to perform sensitivity and uncertainty analysis on the PnET-BGC model and identify the 
most important input factors that drive variations in model outputs and propagate input 
uncertainty through the model to the output.  
These objectives were accomplished via interrelated data analyses of field observations, 
statistical analysis and by model calculations. These efforts allowed me to answer the following 
research questions that are based on my understanding of the literature. 
1.3. Research questions 
Question 1: Can proton and Al binding properties of naturally occurring organic acids 
effectively be parameterized by using a simple triprotic organic analog model? If so, what are the 
best parameters which could describe this model? Can this parameterized organic acid model be 
incorporated in biogeochemical models, such as PnET-BGC, to improve the speciation of Al and 
simulation of acid-base status of soil and surface waters? Is there any significant change in acid-
base behavior of organic acids over time? 
Question 2: Has decades of clean air legislation to decrease emissions influenced 
atmospheric deposition in the eastern U.S., particularly in the Adirondacks and Great Smoky 
Mountains National Park? What is the rate and extent of recovery of acid impaired surface 
waters in these regions in response to reductions in acid deposition? How different is the rate of 
recovery between these two regions?  
Question 3: Can biogeochemical models, e.g. PnET-BGC, provide a tool to appropriately 
link reduction in atmospheric deposition to recovery of surface waters? Can models be used to 
determine the maximum allowable atmospheric deposition that will allow recovery of surface 
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waters from acidification? What biophysical factors influence the rate of recovery of surface 
waters from decreases in acid deposition? 
Question 4: How sensitive are the simulations of PnET-BGC to variations in input factors? 
How do uncertainties in input factors propagate to model outputs? Which input factors should be 
the focus of further study in order to decrease model uncertainty? 
1.4. Approach 
My dissertation was comprised of five research phases. The first phase was investigation of 
the acid-base properties of naturally occurring organic acids in aquatic environments. The second 
phase was parameterization and application of the PnET-BGC model to develop TMDLs of 
acidity for 128 acid-impaired lakes in Adirondacks. The third phase involved application of 
PnET-BGC to evaluate the recovery of streams at GRSM from the effects of acidic deposition, 
using the critical loads concept. The fourth phase was a comprehensive sensitivity and 
uncertainty analysis of the PnET-BGC model for an intensive study watershed in the GRSM, 
Noland Divide. The fifth phase involved application of a probabilistic approach to developed 
TMDLs of acidity for 12 acid-impaired streams in GRSM.  
This dissertation is organized in six chapters to present these phases, address the objectives 
and answer the research questions. In Chapter 1, a brief background on acid deposition and its 
role in impairing the acidity of surface waters and the importance of organic acids in regulating 
acid-base chemistry of surface water are presented. I summarize the objectives that would be 
accomplished in this study and the research questions in this chapter. In Chapter 2, I review the 
relevant literature and provide introductory materials on the topics which will be addressed in 
this dissertation. In Chapter 3, I present the methodologies I have used to conduct the various 
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phases of this study. The results and discussion of all phases are provided in four sub-sections in 
Chapter 4. Initially the results for parameterization of organic acids are described. Model 
simulations of the acid-base chemistry of surface waters in Adirondacks and Smoky Mountains 
National Park are next discussed in the two sub-sections in Chapter 4.The application of three 
techniques for performing sensitivity and uncertainty analysis are presented in the last sub-
section of this chapter. In Chapters 5, findings from this study are summarized and the 
conclusions presented. Finally, in Chapter 6, I recommend some priorities for future work in this 
field.  
In order to address research Question 1, I obtained water chemistry data from two intensive 
study regions in the northeastern U.S. The datasets consists the concentrations of all major ions 
in surface water samples. Given the concentrations of major ions in solution, I am able to predict 
the pH and ANC of the solution, using chemical equilibrium models. Also using chemical 
equilibrium models, I am able to speciate Al into organic and inorganic monomeric forms, given 
the total concentration of monomeric Al. The accuracy of predictions by chemical equilibrium 
models depends on the assumption of equilibrium and on the thermodynamic constants used in 
the models. Unlike chemical reactions of inorganic compounds, which usually have well-defined 
thermodynamic properties, natural occurring organic acids are a mixture of numerous organic 
compounds and it is impossible to apply theoretical thermodynamic coefficients for all of these 
compounds. Here, I applied an innovative approach to incorporate the influence of naturally 
occurring organic acids in predictions using chemical equilibrium models. I assumed that a 
mixture of organic acids can be represented by a simple triprotic organic acid analogue. 
Considering a triprotic analogue allows me to assign potential strong and/or weak acid behavior 
to the natural organic acids. In other words, naturally occurring organic acids are assumed to 
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have three different dissociation constants with their values depicting strong and weak acids. 
After adding this type of organic acid formulation to a chemical equilibrium model, I adjusted 
the organic acid equilibrium constants until the best fit between independent observed values 
(i.e., pH, ANC and inorganic monomeric Al) and the corresponding model predictions was 
achieved. This fitting procedure was accomplished using a heuristic optimization algorithm (i.e., 
genetic algorithm). In order to evaluate variation of organic acid behavior over time, I 
parameterized the organic acid model to two temporal subsets of the long-term dataset. 
Comparing parameters fitted to these subsets, I assessed the change in organic acid function over 
time. The detailed methodology, results and discussion of this phase of the study are described in 
Sections 3.1 and 4.1. This part of dissertation has been published in Environmental Science and 
Technology (Fakhraei and Driscoll 2015).  
In order to answer research Question 2, I obtained national emissions and atmospheric 
deposition data for the GRSM and investigated whether there is a statistically significant 
relationship between these data sets. I studied long-term trends in surface water chemistry in the 
GRSM using seasonal Mann Kendall test. The methodology, results and discussion related to 
this research question are addressed in Sections 3.4.1 and 4.3.1.1.  
Research Question 3 was answered by data development and application of the PnET-BGC 
model to two acid sensitive regions in the eastern U.S.: Adirondacks and Great Smoky 
Mountains National Park. Model inputs were prepared from various resources, and then the 
model was calibrated to the observed surface water chemistry. The calibrated model was 
simulated under various deposition scenarios. Using the relationships between levels of 
atmospheric deposition and simulated stream chemistry I calculated critical loads and TMDLs of 
acidity for these regions. I conducted linear regression analysis to evaluate the rate of historical 
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acidification and rate of future recovery of surface waters as a function of various watershed 
biophysical factors. The Adirondack section of this phase of the dissertation has been published 
in Atmospheric Environment (Fakhraei et al. 2014) and the GRSM section is submitted to 
Ecosphere (Fakhraei et al. in review). 
Using three sensitivity and uncertainty techniques I answer research Question 4. I used first-
order sensitivity index, Morris one factor at a time and Monte Carlo approaches to identify the 
most influential input factors on model simulations. Uncertainty in input factors are propagated 
through model outputs by Monte Carlo simulation of the model using a Latin Hypercube 
Sampling scheme. This part of the dissertation is under National Park Service internal review 
and plans are underway to submit this to a peer-reviewed journal (Fakhraei et al. in review). 
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2. Chapter II (Literature review) 
2.1. Acid deposition 
Atmospheric deposition of sulfur and nitrogen compounds (known as acid deposition) has 
adversely impacted forest and aquatic ecosystems in North America, Europe, and Asia (Driscoll 
et al. 2001). Acid deposition originates from emissions of sulfur dioxide (SO2), nitrogen oxides 
(NOx), and ammonia (NH3) primarily from electric utilities, industrial processes and agricultural 
activities (Driscoll et al. 2001). As a consequence of enhanced fossil fuel combustion and 
agricultural activities, forest and aquatic ecosystems in remote and protected lands of eastern 
U.S. have been threatened by elevated acidic deposition (primarily consisting of two compounds, 
sulfuric and nitric acid; Driscoll et al. 2001). Three compounds have acidified soil and surface 
waters in sensitive ecosystems, causing a cascade of ecological impacts (Driscoll et al., 2003a). 
Acidic deposition has contributed to the depletion of available nutrient cations (i.e. Ca
2+
, Mg
2+
, 
K
+
) in soils and the mobilization of inorganic monomeric aluminum to soil solution. Leaching of 
calcium from foliage, depletion of pools of available calcium in soil and elevated concentrations 
of inorganic monomeric Al in soil solutions due to acid deposition have compromised the health, 
biomass and growth of trees (Raynal et al. 1990, DeHayes et al. 1999, Driscoll et al. 2001, 
Sullivan et al. 2013). Furthermore, acid deposition has impaired surface waters by decreasing pH 
and acid-neutralizing capacity (ANC), and increasing inorganic monomeric aluminum 
concentrations. Decreases in pH and elevated aluminum concentrations have diminished species 
diversity and fish presence in Northeast surface waters (Driscoll et al., 2003a). 
In recent decades, controls on emissions of electric utilities have resulted in declines in 
atmospheric deposition of sulfur (S) by 79% and nitrogen (N) by 68% since passage of the Clean 
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Air Act and its Amendments (https://www.epa.gov/air-emissions-inventories/air-pollutant-
emissions-trends-data) and associated rules. Studies in the eastern U.S. have found that decreases 
in SO4
2-
 concentrations in surface water over the past two decades are linked to decreases in S 
deposition (Driscoll et al. 2003a, 1989, Johnson et al. 2000, Lawrence et al. 2000, 1999). The 
extent of this linkage is variable across ecosystems due to watershed processes which influence 
the retention and ultimately the supply of SO4
2-
 to surface waters. The response to decreases in 
atmospheric S deposition depends on the characteristics of soil and surficial geology of the 
watershed (Mitchell et al. 2013, Rice et al. 2014). Soils with elevated pools of amorphous iron 
and aluminum have high SO4
2-
 adsorption capacities and may buffer decreases in S deposition 
and supply high SO4
2-
 for decades by desorption of previously adsorbed SO4
2-
, limiting the 
recovery of surface waters from acid deposition for multiple decades to a century (Elliott et al. 
2008). 
Elevated deposition raises concern that the biological function of stream ecosystems has been 
negatively impacted due to acidification of soils and stream waters (Cook et al. 1994, Kahl et al. 
2004). Following implementation of the Clean Air Act and subsequent rules (the NOx Budget 
Program, the Clean Air Interstate Rule and the Cross State Air Pollution Rule; Burtraw and 
Szambelan 2009), there has been a marked decline in emissions of acidifying compounds (SO2 
and NOx) resulting in a concomitant decrease in the concentrations and fluxes of sulfate (SO4
2-
) 
and nitrate (NO3
-
) in wet and dry deposition in the eastern U.S. (Lehmann et al. 2005, Driscoll et 
al. 2010). For example at the GRSM, data from the Elkmont monitoring station indicates a 81% 
reduction in SO4
2-
 wet deposition (62.9 meq m
-2
 yr
-1
 to 11.7 meq m
-2
 yr
-1
) and 53% reduction in 
NO3
-
 wet deposition (21.9 meq m
-2
 yr
-1
 to 10.3 meq m
-2
 yr
-1
) between 1981 and 2014 (source: 
NADP; <http://nadp.isws.illinois.edu>). Despite these improvements, current deposition is still 
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higher than estimated background (pre-industrial) deposition, and recovery of the surface waters 
likely require additional controls on atmospheric emissions. 
2.2. Naturally occurring organic acids 
Simulation of naturally occurring organic acids and their effects is a challenge because of a 
limited understanding of the sources, fate and behavior of dissolved organic matter. The 
accuracy of model simulations of the hydrochemistry of watersheds consequently may be limited 
due to this poor understanding especially in waters with high DOC concentration. Driscoll et al. 
(2003a) reported that a significant fraction (36%) of the lakes surveyed in Adirondacks were 
characterized by high concentration of dissolved organic carbon (i.e. >7.2 mg C/l; 600 µmol C/l) 
and naturally occurring organic acids. Recent studies indicate that the contribution of naturally 
occurring organic acids to regulating the acidity of surface waters is increasing, possibly in 
response to decreases in acid deposition (Freeman et al. 2004, Clark et al. 2006, Evans et al. 
2006, Monteith et al. 2007). As DOC influences acidity and is influenced by acidity, the 
importance of relative changes in organic acids in projections of future changes in acid 
deposition as mediated by carbon and metal ligand (e.g., aluminum) transformations and the 
acidity of soils and surface waters has been highlighted (Clark et al. 2006, Monteith et al. 2007, 
Lawrence et al. 2013). Furthermore, dissolved organic matter (DOM) may act as a vehicle for the 
mobilization, transport, and immobilization of trace metals and nutrients (Schnitzer and Khan 
1972). In spite of the importance of organic acids in the acid-base status of surface waters, 
currently proton and aluminum binding of DOM are poorly characterized and biogeochemical 
models are not able to accurately project changes in DOC concentrations associated with recent 
controls on acid deposition. In this dissertation, the mathematical description of naturally 
occurring organic acids was improved. I investigated the proton- and aluminum- binding of 
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natural occurring organic acids in surface waters by analyzing patterns in water chemistry data. I 
used this information in a chemical equilibrium model to examine the role of DOM in 
controlling the acid-base status and aluminum speciation of low ionic strength waters. Al is 
mobilized from soil in acidic waters and can combine with organic acids. Previously (Driscoll et 
al. 1994), only proton binding constants were adjusted to fit the anion deficit in measurements, 
while in this study I simultaneously fit ANC, pH and inorganic monomeric Al concentrations by 
adjusting proton and Al binding constants to depict the acid-base chemistry of low ionic strength 
waters. 
2.3. Modeling 
The spatial and temporal links of atmospheric emissions to transport, deposition, and 
watershed ecosystem impacts can be investigated using models. A surface water acidification 
model can provide a comprehensive framework to develop a quantitative understanding of the 
response of forest ecosystems to atmospheric deposition. Models can be used to test conceptual 
understanding, provide insight on ecosystem behavior, and quantify and refine modeling 
limitations. Models of surface waters can also be applied to determine the extent of historical 
acidification of watershed ecosystems and evaluate potential benefits of control on emissions of 
acidifying compounds (SO2, NOx, and NH3). Results from such simulations can inform decision 
makers on air quality policy related to atmospheric emissions and acid deposition. 
Measurements complement models as these values are used in model calibration, and future 
measurements provide a means for model validation. Nevertheless measurements cannot 
“predict” the future as one can do with simulation models. 
15 
 
Models of varying complexity have been used to evaluate the effects of acid deposition on 
soil and water (e.g., Birkenes (Christophersen et al., 1982); MAGIC (Cosby et al., 1985); PnET-
BGC (Gbondo-Tugbawa et al., 2001); ILWAS (Gherini et al., 1985); ETD (Nikolaidis et al., 
1988); CHUM (Tipping, 1996)). Among these models, net photosynthesis evapotranspiration 
and biogeochemistry (PnET-BGC) is a comprehensive biogeochemical model that depicts major 
ecosystem processes including hydrology, weathering, soil chemical process and biological 
transfers (Gbondo-Tugbawa et al. 2001). PnET-BGC is used to reconstruct past changes that 
have occurred and to project future changes that may occur in the acid-base status of soil and 
streams in forest ecosystems in response to changes in acid deposition. The model requires 
meteorological, atmospheric deposition and historical land disturbance data to simulate 
hydrology and major ion chemistry in vegetation, soil and water. The model was developed by 
combining two submodels, PnET-CN and BGC. PnET-CN (Aber et al. 1997) is a lumped-
parameter model that simulates the cycling and interactions of carbon, N and water in forest 
ecosystems and estimates net primary productivity. The BGC algorithm depicts the dynamics of 
major elements in vegetation, soil and water, and when linked with PnET-CN provides a 
comprehensive model that simulates major element balances including both biotic and abiotic 
process in forest watershed ecosystems (Gbondo-Tugbawa et al. 2001). 
2.4. TMDLs and Critical Loads 
Ecosystems exhibit a dynamic balance and have a characteristic assimilative capacity which 
allows the processing of a certain amount of pollution without significant loss of structure or 
function. If a level of pollution exceeds the assimilative capacity of the ecosystem, reduction or 
removal of the pollution can restore the ecosystem to its original condition over a period of time. 
The water quality of streams can be a robust indicator of the health of watershed ecosystems. 
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Human activities may contribute point or nonpoint sources of pollution to the watershed, and 
impair streams for certain uses. Following the U.S. Clean Water Act (CWA), streams that are 
impaired are placed on the section 303(d) list of water bodies not meeting water quality 
standards. The U.S. Environmental Protection Agency (USEPA) requires states to develop Total 
Maximum Daily Loads (TMDLs) for the listed waterbodies (USEPA 1991). The TMDL is a 
regulatory term referring to the processes which quantifies the maximum amount of pollutant 
load that a water body can assimilate without violating water quality standards. Following this 
determination, the pollution load is allocated to point and nonpoint sources (USEPA 1991). The 
development of a TMDL helps guide managers and policy makers to control pollution sources 
through best management practices (BMPs).  
Numerical modeling can provide a comprehensive framework for projecting the impact of 
human activities on water quality and assessing load capacity of water bodies given a water 
quality standard. The primary purpose of models in the TMDL process is to provide a tool to 
project water quality as a function of pollutants loads. The process of model application within 
the context of TMDL development starts with the selection or development of an appropriate 
model. The model is then calibrated to collected data by adjusting uncertain parameters. 
Following calibration the model adequacy is confirmed using an independent dataset for model 
evaluation. Sensitivity and uncertainty analysis of the model could be conducted either at this 
stage to rationalize the margin of safety component of the TMDL or before the calibration phase 
to help focus collection of data to be used for model calibration. Uncertainty analysis also 
provides decision-makers and stakeholders with a degree of confidence in model predictions. 
Finally, the model can be applied to the TMDL analysis to determine cost-effective approaches 
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to achieve a water quality standard and ideally de-listing the surface water (Chapra 2003, 
Elshorbagy et al. 2005). 
Allocating pollutant loads is another important phase of the technical approach for 
establishing TMDLs. The maximum allowable pollutant load (TMDL) is distributed among three 
general components:  
TMDL = WLA + LA + MOS 
where wasteload allocation (WLA) is the portion of a load capacity designated for point 
sources; load allocation (LA) is the portion of a load capacity allotted to nonpoint sources; and 
margin of safety (MOS) is the prescribed mechanism to account for the uncertainty in the 
relation between pollutant loads and the quality of the receiving water body (USEPA 1991). 
Watersheds in protected lands and remote areas are generally not exposed to the point source 
pollutants (e.g., wastewater treatment plant effluent) but they are susceptible to the pollutants 
associated with nonpoint sources (e.g., atmospheric deposition). In remote areas the WLA 
component of the TMDL is negligible and the focus of water quality management shifts from 
effluent-based to ambient-based standards. 
The TMDL approach can also be applied to assist in the remediation of acidification of 
ecosystems by acid deposition. Another similar approach from an air quality perspective is 
“Critical Loads” which has been applied in the study of acidification and eutrophication of 
freshwater, vegetation and soil. A critical loads (CL) is defined as “a quantitative estimate of an 
exposure to one or more pollutants below which significant harmful effects on specified sensitive 
elements of the environment do not occur according to present knowledge” (Nilsson and 
Grennfelt 1988). Although the CL concept is applicable for assessment of a variety of pollutants, 
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the focus of my study is on sulfur (S) and nitrogen (N) deposition. Critical loads have been 
widely used to set policy for resource protection in Europe and North America (e.g., Henriksen 
et al. 1992, Dupont et al. 2005), and well identified as an effective tool for communication 
between scientists and policy-makers (Driscoll et al. 2010). Critical loads have been applied in 
the U.S. to inform the development of ecosystem protection goals and strategies related to the 
effects of atmospheric deposition, including for National Parks and National Forests (Burns et al. 
2008, Sullivan et al. 2011, Baron et al. 2011, Blett et al. 2014, Zhou et al. 2015a).  
Models of varying levels of complexity have been used to develop CLs, including steady-
state (Ouimet et al. 2006, McNulty et al. 2007), dynamic (Sullivan et al. 2012a), and empirical 
approaches (Bobbink et al. 2010, Pardo et al. 2011). The first methods used to develop CLs were 
based on empirical relationships (e.g., Battarbee et al., 1995). Subsequent modeling efforts have 
included steady-state models such as the Steady-State Water Chemistry method to derive CLs 
(Henriksen and Posch, 2001). Biogeochemical models can play a central role in development of 
critical loads of acidity because they depict scientific understanding of ecosystem processes in 
response to atmospheric deposition. Recently, with interest in time-dependent processes and the 
effects of multiple pollutants, dynamic models such as MAGIC (Sullivan et al. 2012a) and 
PnET-BGC (Zhou et al. 2015b) have been applied to develop CLs.  
2.5. Sensitivity and uncertainty analysis 
2.5.1. Introduction  
Today many disciplines rely on mathematical models to simulate the behavior of real-world 
systems. In ecological science, models provide representations of complex systems through 
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mathematical expression of important processes. Simple models with limited processes often 
oversimplify complex systems, providing unreliable results. Depicting various phenomena in the 
form of computer codes adds complexity to the mathematical models and can improve 
predictions; however accuracy and interpretation of the results are often complicated by 
embedded uncertainties. Model uncertainty is governed by how close the model predictions are 
to the actual observations. As an inherent part of simulating ecological systems, uncertainty in 
model application arises from two general causes: insufficient and/or inaccuracy of the model 
inputs (i.e., model input data and parameters) and the limitation in the underlying assumptions, 
formulation, and structure of the model (i.e., model inadequacy) (Morris 1991, Kennedy and 
O’Hagan 2001). Statistical inference methodologies enable propagation of these uncertainties to 
the model output of interest (i.e., uncertainty analysis) and determine the strength of the relation 
between a given uncertain input and the output (i.e., sensitivity analysis) (Hartig et al. 2011). 
Various approaches including single-parameter (local) analysis and multi-dimensional parameter 
(global) techniques can help to identify sensitivity and uncertainty in models. Here, I review 
sensitivity and uncertainty analysis techniques in the context of a deterministic biogeochemistry 
model, PnET-BGC. By deterministic model, I refer to a model which with the same input 
produces the same output if simulated multiple times. 
Many techniques have been developed to address sensitivity and uncertainty analysis, here I 
briefly illustrate the most widely used, reliable, and efficient techniques. I illustrate their 
application in a biogeochemical model described in the main text of the manuscript. Below, I 
describe some of the most widely used sensitivity and uncertainty analysis techniques: first-order 
sensitivity index, Latin Hypercube sampling associated with Monte Carlo (LHS-MC) technique, 
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extended Fourier amplitude sensitivity test (eFAST), Morris one-factor-at-a-time and an 
uncertainty analysis approach: Bayesian analysis. 
2.5.2. Uncertainty and sensitivity analysis techniques  
In general, sensitivity analysis is classified in two categories: local and global. In local 
sensitivity, the model response to the variation of one input factor at a time is investigated, while 
other input factors are fixed at their nominal values. This method is efficient, easy to use, and has 
been widely used in many disciplines. The global class of sensitivity analysis is motivated by 
exploring the space of input factors, rather than nominal values alone, and includes the 
interactions of input factors on the model output. Note however that global methods are 
computationally expensive (Saltelli et al. 1999). I chose first-order sensitivity index as an 
example of local sensitivity analysis, and present three global sensitivity approaches: LHS-MC 
as an example of sampling-regression-based, eFAST as an example of variance-based, and 
Morris as a screening method. I also describe Bayesian analysis as an uncertainty technique. 
Ideally, these complementary approaches should be implemented for a complete and informative 
uncertainty and sensitivity analysis.  
2.5.2.1. First-order sensitivity indices  
First order sensitivity index is a straightforward approach which reveals how sensitive an 
output of interest is to a perturbation of an input factor. If the model output of interest is Y, its 
sensitivity to an input factor Xi is  
𝜕𝑌
𝜕𝑋𝑖
 , where 𝜕𝑌 is the relative change in the model output, Y, 
and 𝜕𝑋𝑖 is relative change in the input factor Xi. A unit-independent sensitivity index (S
Y
Xi) can 
be estimated by 
𝜕𝑌 𝑌⁄
𝜕𝑋𝑖 𝑋𝑖⁄
 (Jørgensen and Bendoricchio 2001). This is a local sensitivity measure 
21 
 
and can be efficiently calculated by implementing a deviation in a model input (up to 10-20% 
difference from the baseline condition). Sensitivity index falls in the class of the one-factor-at-a-
time (OAT) methods, since the response to Xi is evaluated while holding all other inputs fixed at 
their nominal values. A sensitivity index might be used in assessing the relative importance of 
input factors or to screen those factors which are less influential on the outputs. The OAT 
approach is efficient for assessing the relative importance of input factors if the model is linear in 
all its factors (Saltelli et al. 2005).  
2.5.2.2. Monte Carlo regression based  
The extent to which model inputs affect model outputs can be ordered using various Monte 
Carlo (MC) regression-based techniques. In these approaches, model simulation is implemented 
based on samples which are generated from a MC algorithm and a linear regression model is 
developed between model output and individual inputs. Examples of these methods are 
standardized regression coefficients (SRC), Pearson correlation and partial correlation coefficient 
(PCC). Linear regression between input factors and model outputs provides good estimates of 
parameter sensitivity for nearly linear model behavior, but fails for model output which shows 
nonlinear (especially non-monotonic) dependence on model parameters. For monotonic-
nonlinear models, other methods including standardized rank regression coefficients (SRRC), 
Spearman correlation, and partial rank correlation coefficients (PRCC) can be used (Marino et al. 
2008). Several sampling strategies can be implemented to generate a distribution of input factors; 
the most popular sampling scheme is Latin hypercube sampling (LHS; McKay et al., 1979). 
Latin hypercube sampling uses stratified sampling to improve the coverage of the k-dimensional 
input space. In LHS, the distribution of input factors is divided into N equiprobable subintervals 
which are then sampled. Each subinterval for each parameter is sampled randomly once and 
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generates a sampling matrix (LHS matrix) which includes N rows and k columns, where k is the 
number of input factors. Using each row of the LHS matrix, the model is run N times and 
generates N outputs corresponding to the input factors. The LHS sampling technique allows an 
un-biased estimate of the average of model output (Marino et al. 2008). A practical starting point 
in assessing the results of this analysis is to examine scatter plots. Scatter plots of model output 
as a function of individual perturbed parameters reveal linear or nonlinear relationships.  
2.5.2.3. Extended Fourier amplitude sensitivity test (eFAST)  
For models with nonlinear non-monotonic behavior, OAT and MC regression methods may 
not be appropriate. Therefore, methods based on decomposition of model output variance are 
developed for sensitivity analysis of these models. Examples of these methods include the Sobol 
method (Sobol’ 1990), Fourier amplitude sensitivity test (FAST) (Cukier et al. 1973, 1975) and 
its extended version (eFAST) (Saltelli et al. 1999). FAST estimates the contribution of the “main 
effect” of each parameter to on the variance of the output. In complex models, variation in input 
factors can cause very significant interaction effects, that may even predominate over the main 
effect (Saltelli et al. 1999). Saltelli et al. (1999) combined FAST and Sobol approaches, by 
developing an extended FAST (eFAST) technique to compute total effect (i.e., main and 
interaction effects) of input factors on model outputs. In eFAST analysis, different parameters 
are varied at different frequencies causing variation in model output. Then the output variance is 
partitioned to determine the fraction of the variance that is due to variation in each parameter. 
The stronger the frequency of a parameter propagating through the model to the output, the more 
sensitive the model is to the parameter (Saltelli et al. 1999, Marino et al. 2008). eFAST is one of 
the most efficient methods for sensitivity analysis, but it is very computationally expensive 
(Saltelli et al. 1999). 
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2.5.2.4. Morris one-factor-at-a-time  
In contrast to the one-factor-at-a-time (OAT), global methods such as eFAST require a large 
number of model runs, particularly for models with many input factors. Morris (1991) proposed 
a screening approach to sensitivity analysis, which is useful when many input factors are 
uncertain and/or running the model is time-consuming. In the Morris sensitivity analysis method, 
the space of each input factor is discretized and the model is run by perturbing one factor at a 
time across the discrete levels. For each perturbation, an elementary effect, which is ratio of the 
change in output to the change in the input factor, is calculated. A set of different estimates of 
elementary effects for each factor are generated by repeating the process (repetition is generally 
set to 4 to 8 times (Saltelli et al. 2005)). For each input, two sensitivity measures are computed 
over the set of repetitions: mean and standard deviation of the elementary effects. A high value 
of a mean indicates the input factor has a large influence on the model output, while a high value 
of standard deviation indicates either an interaction of the input factor with another input factor 
or a nonlinear effect of the input factor on the output (Morris 1991, Saltelli et al. 2005, 
Campolongo et al. 2007).  
2.5.2.5. Bayesian approach  
For large complex models, uncertainty is a major concern. Therefore, the model predictions 
should be represented with a confidence range instead of a single value. Bayesian techniques are 
another useful approach to uncertainty analysis. Bayesian methods are preferable to factorial 
designs approach, such as Morris, in terms of covering the distributions, not the levels, of the 
input factors during the sampling. The uncertainty distribution can be obtained by a Bayesian 
analysis using Markov Chain Monte Carlo (MCMC) simulations. The Bayesian approach 
involves specifying a prior probability distribution for the input factors and the likelihood 
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function for the outputs given the observations. The posterior distribution is generated by 
running the model with proposed input factors from MCMC techniques. This approach allows 
the user to determine probability distribution of the model input factors and to propagate the 
impact of uncertainty in model inputs onto the model output (Larssen et al. 2006, O’Hagan 
2006). 
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3. Chapter III (Methods) 
3.1. Parameterization of natural occurring organic acids 
3.1.1. Study Sites and Database  
To characterize the acid-base and Al binding characteristics of DOM, water chemical data 
were obtained from two long-term surface water monitoring programs in the northeastern USA: 
the Adirondack Long-Term Monitoring (ALTM) program in the Adirondack region, NY 
(Driscoll et al., 2003b, 2007) and soil and stream water at the Hubbard Brook Experimental 
Forest, NH (http://www.hubbardbrook.org/data/dataset_search.php; Fuss et al. 2015). Water data 
from the Adirondacks and Hubbard Brook are unique because monitoring has been conducted 
over an extended time period (1982-present), and the data include observations for all major 
solutes. 
3.1.1.1. Adirondack region  
The Adirondack region is a 2.4 million ha area in northern New York State with over 3000 
lakes. Dominant vegetation in the Adirondacks is northern hardwoods, consisting of yellow birch 
(Betula alleghaniensis Britton), American beech (Fagus grandifolia Ehrh.) and sugar maple 
(Acer saccharum Marsh.). The region also supports coniferous trees: red spruce (Picea rubens 
Sarg.), balsam fir (Abies balsamea L. Mill.) and eastern hemlock (Tsuga canadensis). Soils in 
the Adirondacks are largely Spodosols with variable depths of glacial till (Driscoll et al. 1991, 
McMartin 1994). Observations from the ALTM program have been collected monthly from 52 
lakes in Adirondacks and analyzed for major solutes since 1983/1992 (Driscoll and van Dreason 
1993, Driscoll et al. 2003b, 2007). This monitoring program was initiated in 1983 with 17 lakes 
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and expanded in 1992 with 35 additional lakes. The large number of lake samples (i.e., over 
16,000 individual observations through 2012) covers a wide range of pH, DOC concentrations 
and concentrations of aluminum (Al) species, allowing for a rigorous assessment of the acid-base 
behavior of organic acids (Driscoll et al. 2003b, 2007). In this modeling effort observations from 
the ALTM program were used to parameterize an organic acid model for Adirondack lakes. 
Most (45 of 52) of the ALTM lakes are drainage lakes in which waters drain through the 
surrounding watershed prior to entering the lake. Acidic drainage lakes exhibit elevated 
concentrations of inorganic monomeric Al (Driscoll and Newton 1985). In contrast the 
remaining seven perched seepage lakes receive water largely through direct inputs to the lake 
surface and generally have low pH, but with low concentrations of inorganic monomeric Al 
(Driscoll and Newton 1985).  
To assess possible variation in the quality of organic acids over time, four ALTM lakes with a 
recent liming history were excluded from the analysis and the remaining lakes were subdivided 
into two subsets of time series: 1993-2002 and 2003-2012. Similar to the procedure used for 
parameterizing DOM in the whole ALTM dataset, these two subsets of data were clustered into 
small pH intervals and a separate fitting procedure was applied to each clustered dataset. 
The ALTM temporal data were compared with an independent dataset obtained from the 
Adirondack Lakes Survey Cooperation (ALSC) survey of 1469 lakes conducted from 1984 to 
1987 (Kretser et al. 1989, Baker et al. 1990). This dataset was used to evaluate performance of 
the model in simulating water chemistry across Adirondack lakes and to compare results with a 
previous effort to develop an organic acid model (Driscoll et al. 1994). 
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3.1.1.2. Hubbard Brook Experimental Forest (HBEF)  
The Hubbard Brook is an experimental forest area located in the White Mountains of New 
Hampshire. The dominant overstory vegetation type is northern hardwood forest, comprised of 
American beech, sugar maple, and yellow birch (Johnson 2002, Schwarz et al. 2003). Soils at 
Hubbard Brook are predominantly Spodosols. Stream and soil solution data for Hubbard Brook 
were collected from Watershed 1 and Watershed 6. Watershed 1 at the HBEF was treated by a 
CaSiO3 addition in 1999 (Peters et al. 2004, Cho et al. 2012).  
Solute concentrations (mean ± standard deviation (µmol L
-1
)) of the water samples from the 
ALTM and HBEF databases are: SO4
2-
 (41 ± 15), NO3
-
 (14 ± 22), Cl
-
(10 ± 6), F
-
(2.4 ± 1.7), Ca
2+ 
(40 ± 25), Mg
2+
(13 ± 9), Na
+
(25 ± 12), K
+
(6.9 ± 8.2), NH4
+
(2.8 ± 7), H4SiO4 (73 ± 46) , DOC 
(522 ± 571), total monomeric Al (AlTM; 5.9 ± 5.4), inorganic monomeric Al (Ali; 2.9 ± 4.1), 
dissolved inorganic carbon (DIC; 130 ± 130), and acid-neutralizing capacity (ANC; 22 ± 55 (µeq 
L
-1
)). To reduce the variability in the large raw data set, a suite of mean observations was 
constructed by grouping and averaging measured data of Adirondack lakes (from ALTM dataset) 
into 64 pH intervals of 0.05 pH units from pH 4.15 to 7.3. Each pH interval represents 24 to 382 
individual samples. A similar clustering approach for Hubbard Brook waters resulted in 36 pH 
intervals of 0.05 pH units from pH 3.75 to 5.55. This procedure reduced the dataset while still 
representing the central tendency. Proton and Al binding of DOM were quantified for both 
databases as discussed below. Calibrated equilibrium constants and site densities for these two 
datasets were compared to evaluate similarity and differences of DOM in soil solutions and 
stream (HBEF) and lake (Adirondack) waters. 
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3.1.2. Formulation of organic acid model  
For application of the triprotic organic analog to depict naturally occurring organic acids, the 
proton and Al binding reactions of naturally occurring organic acids and their corresponding 
equilibrium constants were hypothesized as follows. In this formulation organic acids are able to 
dissociate three protons at different levels of pH:  
H3Org = H
+
 + H2Org
-
     𝐾𝑎1 =  
{𝐻+}∗{H2Org
−}
{H3Org}
 
H2Org
-
 = H
+
 + HOrg
2-
     𝐾𝑎2 =  
{𝐻+}∗{HOrg2−}
{H2Org−}
 
HOrg
2-
= H
+
 + Org
3-
     𝐾𝑎3 =  
{𝐻+}∗{Org3−}
{HOrg2−}
 
Furthermore organic acids are able to bind with Al to form complexes which protonate at 
different pH levels: 
AlH2Org
2+
 = H
+
 + AlHOrg
+
    𝐾𝐴𝑙1 =  
{𝐻+}∗{𝐴𝑙HOrg+}
{𝐴𝑙H2Org2+}
 
AlHOrg
+
 = H
+
 + AlOrg     𝐾𝐴𝑙2 =  
{𝐻+}∗{AlOrg}
{𝐴𝑙HOrg+}
 
AlOrg = Al
3+
 + Org
3-
     𝐾𝐴𝑙3 =  
{𝐴𝑙3+}∗{Org3−}
{AlOrg}
 
where: Org represents a triprotic organic anion and { } is activity of the species. 
The total concentration of organic acids is defined as a fraction of dissolved organic carbon 
(DOC). The DOC is a measurable parameter and facilitates estimation of the quantity of organic 
acid by defining a site density parameter (m (µmol/µmol C)) as follows:  
[H3Org] + [H2Org
-
] + [HOrg
2-
] + [Org
3-
] + [AlOrg] + [AlHOrg
+
] + [AlH2Org
2+
] = m*[DOC]  
where [ ] is molar concentration. 
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Another parameter, charge density (CD), is the dissociated fraction of acidic functional groups. 
It is calculated as the concentration of total charge (Org
n-
) that organic acids contribute to the 
charge balance of a solution (which is estimated from anion deficit, the sum of measured cation 
concentrations less the sum of measured anion concentrations) divided by the DOC 
concentration: 
Org
n-
 (µeq L
-1
) = [AlHOrg
+
] + 2*[AlH2Org
2+
] - [H2Org
-
] - 2*[HOrg
2-
] - 3*[Org
3-
] 
Charge density (µeq/mg C) = Org
n-
/ DOC 
The effect of major cations, particularly Ca
2+
, to compete with Al
3+
 for binding to natural 
organic acids is negligible under naturally acid conditions (Tipping et al. 1988, 1991). In 
addition iron is not included in these calculations because measurements are not available. 
However, iron should have an insignificant effect on the ion-binding behavior of organic acids as 
it is largely found at low concentrations in the oxidized form in surface waters (Tipping et al. 
1991, Fuss et al. 2011). 
3.1.3. Formulation of ANC 
 Acid-neutralizing capacity (ANC) is a measurable parameter that is frequently used to assess 
the ability of a water to resist decreases in pH derived from the addition of strong acid. The ANC 
is commonly measured by titration with strong acid to an equivalence point; the higher the ANC, 
the more strong acid is required to decrease the pH to the equivalence point. Acid-neutralizing 
capacity is mathematically defined relative to the dominant species at the equivalence point (or 
proton reference level); (Stumm and Morgan 1996) species that accept protons through the 
titration increase ANC and species that donate protons decrease ANC. In dilute natural waters, 
ANC can be calculated by including concentrations of H
+
, OH
-
 and different species of inorganic 
C, organic acids, Ali and organo-Al complexes (Driscoll et al. 1994). The contribution of the 
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species in each system depends on the proton reference level that is specified for the system. For 
Adirondacks lakes, the proton reference levels previously specified for the inorganic C, organic 
acids, Ali and organo-Al complex systems are H2CO3, H2Org
-
, Al(OH)
2+
, and AlHOrg
+ 
, 
respectively (Driscoll et al. 1994) (Table 3.1). Therefore ANC can be formulated as: 
ANC = [OH
-
] – [H
+
] + [HCO3
-
] + 2*[CO3
2-
] + [HOrg
2-
] + 2*[Org
3-
] + [Al(OH)2
+
] + 
3*[Al(OH)4
-
] + [AlOrg] 
This formulation is used to best depict the experimental measurement of ANC. Species that are 
not used to determine the equivalence point in a Gran plot (Gran 1952) (i.e., Al2HOrg
2+
, Al
3+
, 
H3Org) are not considered in the formulation of ANC. 
Table 3.1 Contribution of H
+
, OH
-
, inorganic C, organic acids, inorganic monomeric Al and 
organo-Al complexes species to the theoretical acid neutralizing capacity. Except H2O, proton 
reference levels of other ANC systems are assumed to be the dominant species at the equivalent 
point pH (ca 4.8-5.2). 
ANC System 
Proton 
Donors 
Proton  Proton  
Reference Levels Acceptors 
Water H3O
+
 H2O OH
-
     
Inorganic C   H2CO3
*
 HCO3
-
   CO3
2-
   
Organic Acid H3Org  H2Org
-
 HOrg
2-
 Org
3-
   
Inorganic Al Al
3+
 Al(OH)
2+
  Al(OH)2
+
  Al(OH)3
#
 Al(OH)4
-
  
Organo-Al complex  AlH2Org
2+  
 AlHOrg
+  
 AlOrg      
Number of proton accepted -1 0 1 2 3 
pH level Low pH------------------------------------------------------------------- High pH 
H2CO3
*
= H2CO3 + CO2(aq) 
# This species does not exist in the aqueous form. 
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3.1.4. Model structure and fitting procedure  
The model was generated by linking a chemical equilibrium model, which is used as a 
subroutine within the hydrochemical model PnET-BGC (Gbondo-Tugbawa et al. 2001), to an 
optimization algorithm (Scrucca 2013). The chemical equilibrium model iteratively solves mole 
balance and mass law equations. A genetic algorithm (Scrucca 2013) was invoked to optimize 
the fitting parameters. The numerical approach used in the chemical equilibrium model is similar 
to that used in the model MINEQL (Westall et al. 1976) which relies on a tableau technique 
(Morel and Hering 1993) to speciate major solutes (listed in Appendix Table A- 1). The chemical 
equilibrium model uses the Newton-Raphson technique to estimate solution equilibrium 
concentrations. The genetic algorithm iteratively generates new equilibrium constants and runs 
the chemical equilibrium model until the best fit between observed and predicted values of pH, 
ANC and Ali is achieved. Wide ranges were assumed for searching space of the genetic 
algorithm: 0.01 ≤ m ≤ 0.1; 1 ≤ pKa1 ≤ 5.5; 2.5 ≤ pKa2 ≤ 8; 3.5 ≤ pKa3 ≤ 10.5; 1 ≤ (pKAl1, pKAl2 
and pKAl3) ≤ 15. The model allows for correction of temperature using the van’t Hoff equation 
and ionic strength using the Debye-Huckel equation (Stumm and Morgan 1996). Calculations 
with the model were performed using measured concentrations of major cations and anions 
(Ca
2+
, Mg
2+
, Na
+
, K
+
, NH4
+
, SO4
2-
, NO3
-
, Cl
-
, F
-
), DIC, DOC, total monomeric Al (AlTM), and 
H4SiO4 from the ALTM and HBEF databases. Inorganic monomeric Al (Ali), ANC and pH were 
computed and compared with the measured values. Model calculation can be made in 
equilibrium with the partial pressure of CO2 (PCO2) by considering PCO2 as input or by 
consideration of a closed system using measured DIC as model input (the latter approach is used 
in this study).  
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The optimization process was performed on the reduced form of the original data (i.e., on the 
mean of data clustered in 0.05 pH unit intervals). However model performance was also 
evaluated with the original data before clustering into pH intervals. The clustered data in 0.05 pH 
unit intervals from Adirondack and Hubbard Brook datasets were separately simulated. By 
adjusting three dissociation constants of organic acids (pKa1, pKa2 and pKa3), site density (m), and 
three Al binding constants (pKAl1, pKAl2 and pKAl3), the model was calibrated to three 
independently measured parameters (i.e., pH, ANC, Ali). The object of the fitting procedure was 
to simultaneously minimize the discrepancy between mean observations and corresponding 
simulation values at small pH intervals. Normalized root mean squared error (NRMSE) was used 
to assess model performance by dividing the root mean squared error (RMSE) by the mean of 
observations (Janssen and Heuberger 1995).  
3.1.5. Lake-specific parameterization  
Similar to the procedure that was applied for finding the best organic acid parameters for the 
entire ALTM dataset, the fitting procedure was repeated for each individual lake. As a result, I 
determined a set of equilibrium constants for each lake. I investigated the relationship between 
these parameter sets and the mean concentrations of constituents monitored in the lakes. These 
relationships can be used to estimate organic acid parameters in lakes with limited 
measurements, because in such lakes, a small range of chemical conditions or low concentration 
of Al would likely not allow for a meaningful calibration of an organic acid model. 
3.1.6. Sensitivity analysis of organic acid parameters  
Sensitivity of simulated pH, ANC, and Ali to the equilibrium constants (pKs) and site density 
(m) of organic acids was assessed using an ordinary one-dimensional sensitivity analysis 
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approach (Jørgensen and Bendoricchio 2001). A sensitivity index was quantified by dividing the 
relative change in the mean of pH, ANC or Ali to the relative change (i.e., ±20%) in the 
perturbed parameter (i.e., proton- and Al- binding constants, site density). The higher the 
sensitivity index, the more responsive model calculations are to the parameter of interest.  
3.2. PnET-BGC Model description 
To investigate the acid deposition-ANC relationship that served as the basis for the CL and 
TMDL analysis, I used the hydrochemical model, PnET-BGC (Gbondo-Tugbawa et al. 2001). 
PnET-BGC is a biogeochemical watershed model that has been widely used to evaluate the 
response of forest ecosystems to changes in atmospheric deposition and land disturbances. The 
model simulates the long-term effects of land disturbance, climate change and atmospheric 
deposition on soil and water chemistry of forest and interconnected aquatic ecosystems (Gbondo-
Tugbawa et al. 2001, Pourmokhtarian et al. 2012). PnET-BGC requires meteorological, 
atmospheric deposition and historical land disturbance data to simulate hydrology and major ion 
chemistry in vegetation, soil and water. The model was developed by combining two sub-
models, PnET-CN and BGC (Gbondo-Tugbawa et al. 2001). The model is an extended version 
of PnET-CN (Aber and Federer 1992, Aber and Driscoll 1997, Aber et al. 1997) which includes 
cycling of major elements (Ca
2+
, Mg
2+
, K
+
, Na
+
, Al
3+
, Cl
-
, F
-
, Si, S, P) through forest watershed 
biogeochemical processes. PnET-CN (Aber et al. 1997) is a lumped-parameter model which 
simulates the cycling and interactions of carbon, N, and water in forest ecosystems and estimates 
net primary productivity. The BGC algorithm depicts the dynamics of major elements in 
vegetation, soil and water and provides a comprehensive model which simulates major element 
balances including both biotic and abiotic processes in forest watershed ecosystems (Gbondo-
Tugbawa et al. 2001). The model calculates concentrations of ions over a monthly time step 
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including processes such as canopy interaction, plant uptake, soil organic matter dynamics, 
mineral weathering, soil cation exchange, anion adsorption, dissolution-precipitation of 
aluminum, and ion speciation (Gbondo-Tugbawa et al. 2001). A surface complexation adsorption 
algorithm (Dzombak and Morel 1990) was applied in the model to depict pH-dependent SO4
2-
 
adsorption. The model uses a triprotic analogue (Org
3-
; Driscoll et al. 1994) to describe organic 
acids. PnET-BGC simulates acid neutralizing capacity (ANC) as an analogue to the analytical 
ANC measurement by Gran plot analysis (Gran 1952), by considering the contributions of 
organic anions, dissolved inorganic carbon, and aluminum complexes (Driscoll et al. 1994; see 
Section 3.1.3). 
Recently, PnET-BGC has been modified by the addition of two subroutines; a CO2 uptake 
algorithm and a lake solute retention algorithm. The CO2 uptake algorithm considers the effects 
of increases in atmospheric CO2 concentration on forest ecosystem processes (Pourmokhtarian et 
al. 2012). The lake solute retention algorithm simulates the mass transfer of major elements from 
the water column of lakes to sediments. The lake solute retention algorithm requires knowledge 
of lake mean depth, water residence time and mass transfer coefficients to predict in-lake 
removal or generation of major ions (Kelly et al. 1987).  
An important feature of the model that is relevant to watersheds of the Southeast (with high 
SO4
2-
 adsorption capacity) is the depiction of pH-dependent SO4
2-
 adsorption. The model uses a 
surface complexation adsorption algorithm, which enhances SO4
2-
 adsorption with decreases in 
pH and facilitates desorption with increases in pH. PnET-BGC has been validated and applied to 
forest watersheds in the northeastern (Gbondo-Tugbawa et al. 2001, Fakhraei et al. 2014) and 
southeastern USA (Zhou et al. 2015a). A detailed description of the model is given by (Gbondo-
Tugbawa et al. 2001). 
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3.3. Model inputs and parameterization for Adirondacks 
3.3.1. Sites selection  
Under Section 303(d) of the Clean Water Act, in 2010, the New York State Department of 
Environmental Conservation (NYSDEC) identified 128 lakes within the Adirondack Forest 
Preserve that are impaired due to elevated acidity. These lakes are the subject of this study. In 
addition, 13 lakes were utilized from the Adirondack Long Term Monitoring (ALTM) program 
(Driscoll et al. 2003b, 2007) to facilitate model calibration/confirmation. A total of 141 lakes in 
Adirondacks were simulated in this study (Figure 3.1). 
 
Figure 3.1 Location of Adirondack Park and the study sites; 141 lakes were simulated, 128 
sites 303d listed (TMDL) and 13 sites were selected from the Adirondack Long Term 
Monitoring (ALTM) program. 
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Monthly water chemistry from the ALTM program is available since 1982 or 1992. Five of 
the impaired lakes are part of the Temporally Integrated Monitoring Environmental (TIME) 
program (Waller et al. 2012), for which annual water chemistry has been collected since 1991. 
Water chemistry data were also collected for all TMDL lakes by the NYSDEC during late 
summer or early fall over the period 2007-2012.  
The study sites generally have low ANC, and are sensitive to acid deposition. Among the 
study lakes 85%, 9% and 6% of 141 have ANC≤ 50 µeq L
-1
, between 50 - 100 µeq L
-1
, and ≥ 
100 µeq L
-1
, respectively, based on annual average values for ALTM lakes and summer/fall 
measurements for other study lakes. The mean atmospheric S and N deposition (wet and dry 
deposition) during 2009 to 2011 for the study lakes ranged from 20 to 34 and from 24 to 33 meq 
m
-2
 yr
-1
, respectively. 
3.3.2. Model application  
Simulations are initiated in the year 1000 allowing for a spin-up period to achieve steady state 
(e.g., net ecosystem production (NEP) of the simulated forest watershed remains close to zero) 
before anthropogenic disturbances are applied to the model after 1850. The model was run on a 
monthly time step. Monthly values of atmospheric deposition of all major elements and 
meteorological data (minimum and maximum temperature, precipitation, solar radiation) are 
input for the entire simulation period.  
Wet deposition has been monitored at Huntington Forest in the central Adirondacks (43
o
 58’ 
N, 74
o
 13’ W) since 1978 through the National Atmospheric Deposition Program (NADP 
NY20). Daily meteorological data (e.g., maximum, minimum air temperature and precipitation) 
are also available at this site since 1940 provided by State University of New York College of 
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Environmental Science and Forestry (SUNY-ESF). Huntington Forest was chosen as a bench 
mark to estimate wet deposition for the Adirondack lake-watersheds to which I applied PnET-
BGC. Atmospheric wet deposition and climatic drivers for the entire simulation period were 
reconstructed as follows: 
Pre-industrial conditions (i.e., before 1850) were estimated from precipitation chemistry in 
five global remote areas, with volume-weighted mean concentration of SO4
2-
 and NO3
-
 varying 
from 3 to 10 and 2 to 5 µeq L
-1
, respectively (Galloway et al., 1984). Precipitation concentrations 
in the middle of the range observed for remote sites were used as pre-industrial conditions and 
are about 35% of current values observed in the Adirondacks. Note a sensitivity analysis 
indicated that model simulations of long-term projections of the acid-base status of soil and 
surface waters are relatively insensitive to the estimated pre-industrial deposition (Table 3.2). 
The reconstruction of atmospheric wet deposition assumed a linear ramp from pre- industrial 
values in 1850 to estimated values in 1900. 
Estimates of wet deposition of major solutes for the historical period were based on historical 
emission estimates. Linear regression models were developed between national emissions and 
measured concentrations of wet deposition at an NADP site (HF) for the years 1979-2010 (Table 
3.3). These regression models were utilized to reconstruct historical (1900-1978) wet deposition 
based on historical U.S. emissions (Nizich et al., 1996; https://www.epa.gov/air-emissions-
inventories/air-pollutant-emissions-trends-data). 
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Table 3.2 Sensitivity of the PnET-BGC simulated ANC at test lakes (i.e., 26 confirmed and 
calibrated lakes) to the model parameters and inputs. Positive and negative values indicate 
positive and negative relation between change in parameter and change in ANC. Data are sorted 
by absolute value of S
X
ANC for year 2050. 
Parameter 
Sx ANC* Δ ANC (µeq L
-1)** 
Year 1850 Year 2050 Year 2100 Year 2150 Year 2200 Year 1850 Year 2200 
Ca weathering rate  0.52 1.12 0.91 0.86 0.86 3.1 3.8 
Na weathering rate 0.53 0.91 0.83 0.79 0.79 4.6 4.3 
log(KXDOC) (DOC adsorption coefficient) 0.29 0.75 0.65 0.63 0.63 2.1 2.7 
S weathering rate 0.38 0.62 0.56 0.54 0.54 2.9 2.7 
Mg weathering rate 0.36 0.54 0.53 0.49 0.50 2.3 2.7 
SO4
2-dry to wet atmospheric deposition ratio 0.02 0.52 0.35 0.32 0.32 0.2 1.6 
Precipitation for years before 1900 1.17 0.52 0.41 0.37 0.36 8.7 1.8 
Maximum monthly temperature for years before 1900 0.24 0.39 0.23 0.20 0.19 2.4 2.1 
Precipitation for years after 2011 0.00 0.30 0.49 0.62 0.59 0.0 2.6 
Ss (mass transfer coefficient for SO4
2-) 0.08 0.25 0.20 0.19 0.19 0.5 1.1 
WHC  (water holding capacity) 0.08 0.20 0.17 0.22 0.21 0.4 1.0 
Site DOC (moles of sites per moles of carbon) 0.08 0.19 0.14 0.15 0.15 1.0 0.8 
WHAM DocFrac (DOC partitioning coefficient) 0.08 0.19 0.14 0.15 0.15 1.0 0.8 
K weathering rate 0.09 0.15 0.13 0.13 0.13 0.7 0.7 
Maximum monthly temperature for years after 2011 0.00 0.13 0.05 0.00 0.01 0.0 0.3 
CEC (cation exchange capacity) 0.02 0.11 0.02 0.02 0.02 0.2 0.2 
Minimum monthly temperature for years after 2011 0.00 0.10 0.09 0.08 0.08 0.0 2.3 
Minimum monthly temperature for years before 1900 0.04 0.10 0.06 0.06 0.06 1.7 0.7 
SoilMass (soil mass per unit area) 0.08 0.09 0.19 0.12 0.11 0.6 0.3 
PAR  (solar radiation) 0.23 0.07 0.04 0.06 0.06 0.8 0.2 
|log(KX2Ca)|(selectivity coefficient of Ca
2+ against H+) 0.65 0.07 0.30 0.36 0.33 1.6 0.4 
Sn (mass transfer coefficient for NO3
-) 0.02 0.06 0.04 0.04 0.04 0.2 0.2 
F weathering rate 0.02 0.06 0.05 0.05 0.05 0.3 0.3 
Background atmospheric deposition loads 0.06 0.05 0.04 0.03 0.03 0.4 0.1 
NO3
- dry to wet atmospheric deposition ratio 0.00 0.05 0.03 0.03 0.02 0.0 0.1 
log(KXSO4) (SO4
2- adsorption coefficient) 0.01 0.05 0.09 0.07 0.09 0.2 0.6 
Partial pressure of CO2 in soil 0.92 0.01 0.49 0.72 0.63 7.6 1.4 
Al weathering rate 0.01 0.01 0.01 0.02 0.02 0.0 0.0 
NH4
+ dry to wet atmospheric deposition ratio 0.00 0.01 0.01 0.01 0.01 0.0 0.0 
|log(KX3Al)|(selectivity coefficient of Al
3+ against H+) 0.48 0.01 0.25 0.20 0.22 3.9 1.0 
HRT  (hydraulic retention time) 0.04 0.01 0.03 0.02 0.02 0.3 0.1 
SO4Ad (Sulfate adsorption capacity) 0.00 0.01 0.00 0.00 0.00 0.0 0.0 
Si weathering rate 0.00 0.00 0.00 0.00 0.00 0.0 0.0 
*SxANC= (ΔANC/ initial ANC)/(Δ Parameter/initial Parameter);  Values are median of calculated SxANC for 26 calibrated and confirmed lakes. 
**Amount of changes for temperature parameters are based on 3°C increase and for other parameters is based on 20% increase in corresponding parameter. 
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Table 3.3 Empirical equations between annual national emissions (Tg/yr) and concentrations 
of solutes in wet deposition (µeq/l) measured at an NADP site (Huntington Forest: NY20) during 
1979-2010. 
Concentration 
in wet 
deposition  
  Intercept   Slope   
National 
emission  
R
2
 P-value 
Ca
2+
 = 1.507 + 0.651 * PM10   0.59 <0.001 
Mg
2+
 = -0.051 + 0.328 * PM10   0.63 <0.001 
K
+
 = 0.122 + 0.050 * PM10 0.37 <0.001 
Na
+
 = -0.386 + 0.611 * PM10 0.53 <0.001 
NH4
+
 = 6.117 + 0.208 * NOx  0.13 0.045 
NO3
-
 = -5.603 + 1.151 * NOx  0.75 <0.001 
Cl
-
 = 0.906 + 0.372 * PM10 0.43 <0.001 
SO4
2-
 = -3.046 + 1.864 * SO2  0.77 <0.001 
 
PnET-BGC estimates dry deposition of chemical constituents based on user inputs of dry to 
wet deposition ratios. Uniform spatial dry to wet deposition ratios (Table 3.4) for base cations, 
ammonium (NH4
+
) and chloride (Cl
-
) were estimated from throughfall studies at the Huntington 
Forest (Shepard et al. 1989). Since a consistent temporal trend was not observed in dry to wet S 
and N deposition ratios among CASTNET and nearby NADP sites in the northeastern U.S. 
(http://epa.gov/castnet/javaweb/index.html), a constant dry to wet deposition ratio over time was 
assumed. This assumption induced some uncertainties in the simulations which require further 
investigation. Spatial patterns in dry to wet deposition for the SO4
2-
 and NO3
-
 were calculated 
based on spatial models developed by Ollinger et al. (1993) and then modified by Chen and 
Driscoll (2004) to incorporate effects of forest composition (Cronan 1985). The forest 
composition for each study watershed was determined through a GIS data layer obtained from 
the National Land Cover Database (http://www.mrlc.gov/nlcd06_data.php).  
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The national climatic data were estimated by the Parameter-elevation Regressions on 
Independent Slopes Model (PRISM; http://www.prism.oregonstate.edu/) beginning in the year 
1895. Monthly data from PRISM predictions were retrieved to reconstruct maximum and 
minimum monthly temperature and precipitation for the years between 1900 and 1939. 
Table 3.4 Uniform dry to wet deposition ratios were used for base cations, NH4
+
 and Cl
-
, and 
site-specific dry to wet deposition ratios were calculated for NO3
-
 and SO4
2-
 to incorporate 
effects of forest composition (ranges of values are presented). 
Chemical constituents Dry to wet deposition ratio 
Na
+
 0.32 
Mg
2+
 0.75 
K
+
 0.28 
Ca
2+
 1.37 
NH4
+
 0.14 
Cl
-
 0.38 
NO3
-
 0.30 - 0.48 
SO4
2-
 0.34 - 0.70 
 
To extrapolate climatic drivers (i.e., temperature, precipitation) and wet deposition measured 
at Huntington Forest to other study sites in the Adirondacks, spatial regression models were 
developed using meteorological data from the National Climatic Data Center (NCDC) and wet 
deposition data from the NADP (http://nadp.sws.uiuc.edu/) and NYSDEC 
(http://www.dec.ny.gov/chemical/8422.html) monitoring sites inside and near the Adirondack 
Park. My spatial models (Table 3.5 - Table 3.9; Stepwise regression analysis was conducted to 
identify the model with the best adjusted R
2
) cover more meteorological and wet deposition sites 
and a longer record than previous models developed by Ito et al. (2002) and Ollinger et al. 
(1993). Monthly solar radiation data were derived from a spatial model developed by Aber and 
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Freuder (2000). An example of the historical time series of air temperature, precipitation and 
atmospheric deposition based on measured and reconstructed values for West Pond in the 
Adirondacks are shown in Figure 3.2. 
 
Figure 3.2 Reconstruction of total atmospheric S and N deposition and climatic drivers at West 
Pond during 1800-2200. Model projections are shown under five S and N control scenarios: 0, 
25, 50, 75, and 100% decreases from current values. 
Land disturbance history was developed for each watershed from historical records of 
disturbance including fire and logging prior to 1916, blow down events in 1950 and 1995 and an 
extensive ice storm in 1998. These data were obtained through Adirondack Park Agency 
geographical information system (GIS) data layers, ALSC website 
(http://www.adirondacklakessurvey.org/) and a written history by McMartin (1994). 
The main databases that were used in this study are summarized in Table 3.10. 
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Table 3.5 Regression equations for mean monthly and annual precipitation quantity dependent on longitude, latitude, and elevation. 
  January February March April May June July August September October November December Annual 
Constant 10.52 12.49 100.32 52.65 58.98 54.9 41.3 73.85 -58.68 1.06 -1.92 6.92 387.57 
Latitude -2.132 -1.514 -2.138 -1.028 -1.154 -0.42* 
 
-0.523* 
 
-0.964 -1.382 -2.062 -14.247 
Longitude 1.198 0.791 
   
-0.366 -0.429* -0.559 0.905 0.676 0.947 1.213 4.457* 
Elevation 0.00542 0.00396 0.00385 0.00297 0.00436 0.00271 0.00347 0.00295 0.0045 0.00537 0.00476 0.00572 0.04943 
Adjusted R2 0.81 0.72 0.72 0.48 0.67 0.38 0.28 0.36 0.44 0.52 0.61 0.73 0.66 
Mean 7.50 5.96 7.43 8.34 9.59 10.04 10.52 10.20 10.14 10.65 9.28 8.21 107.85 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression 
analysis identified the best explanatory model without including those predictors.  
 
Table 3.6 Regression equations for monthly mean minimum daily air temperature dependent on longitude, latitude, and elevation. 
  January February March April May June July August September October November December 
Constant 85.88 80.38 26.58 7.84 13.15 15.8 14.56 40.45 3.87 -1.15 56.83 90.42 
Latitude -0.656* -0.573* 
        
-0.63 -0.815 
Longitude -0.919 -0.815 -0.334* 
    
-0.41* 
  
-0.497 -0.895 
Elevation -0.00523 -0.00687 -0.00594 -0.00574 -0.00575 -0.00644 -0.00538 -0.00448 -0.00427 -0.00452 -0.00537 -0.00462 
Adjusted R2 0.61 0.76 0.84 0.73 0.75 0.80 0.72 0.67 0.63 0.73 0.76 0.69 
Mean -13.03 -7.61 -0.04 6.13 11.43 13.88 12.95 8.58 2.59 -2.50 -9.61 -13.56 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression 
analysis identified the best explanatory model without including those predictors. 
 
 
  
43 
 
Table 3.7 Regression equations for monthly mean maximum daily air temperature dependent on longitude, latitude, and elevation. 
  January February March April May June July August September October November December 
Constant 91.43 91.8 82.07 56.04 25.17 27.56 26.65 22.03 40.58 40.19 35.77 72.3 
Latitude -1.166 -0.975 -0.654 
     
-0.579 -0.722 -0.784 -1.042 
Longitude -0.541 -0.584 -0.53 -0.48 
       
-0.377 
Elevation -0.00287 -0.00407 -0.00585 -0.0048 -0.00539 -0.00595 -0.0057 -0.00481 -0.00481 -0.00504 -0.00413 -0.00315 
Adjusted R2 0.63 0.61 0.73 0.67 0.63 0.73 0.74 0.69 0.72 0.81 0.71 0.67 
Mean -1.14 4.11 11.97 18.89 23.57 25.78 24.95 20.59 13.58 6.80 -0.08 -2.75 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise 
regression analysis identified the best explanatory model without including those predictors. 
 
Table 3.8 Regression equations for mean quarterly (Q1-Q4) and annual SO4
2-
 concentrations in wet deposition dependent on 
longitude, latitude, and elevation. 
  Q1 Q2 Q3 Q4 Annual 
Constant -6.03 -4.11 -9.04 -13.41 -12.44 
Latitude 
 
-0.153 -0.226 
  
Longitude 0.105 0.18 0.288 0.203 0.197 
Elevation -0.00133 -0.00156 -0.0007* -0.00111* -0.00136 
Adjusted R2 0.91 0.98 0.93 0.67 0.92 
Mean 1.20 1.91 2.21 1.24 1.64 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. 
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Table 3.9 Regression equations for mean quarterly (Q1-Q4) and annual NO3
-
 concentrations in 
wet deposition dependent on longitude, latitude, and elevation. 
  Q1 Q2 Q3 Q4 Annual 
Constant -13.33 -3.9 -1.01 -16.06 -12.27 
Latitude 
 
-0.127 -0.239 
  
Longitude 0.215 0.153 0.171 0.244 0.193 
Elevation -0.00211 -0.00112 
 
-0.0016 -0.00148 
Adjusted R2 0.97 0.98 0.84 0.75 0.96 
Mean 1.78 1.46 1.25 1.42 1.48 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. 
 
Table 3.10 Major data sources used in study of Adirondack Lakes. 
Database Public Available Source Major Information Provided 
Adirondack Lakes Survey (ALS) http://www.adirondacklakessurvey.org/  
Lake characteristics for 116 
sites and chemistry for 36 
sites   
Adirondack Long Term Monitoring (ALTM) http://www.adirondacklakessurvey.org/  
Lake characteristics and 
chemistry for 21 sites 
Adirondack Effects Assessment Program (AEAP) http://www.rpi.edu/dept/DFWI/research/aeap/aeap_research.html  Lake chemistry for 1 site 
Adirondack Park Agency (APA) --------- 
Land cover and land 
disturbance 
DIRECT/DELAYED RESPONSE PROJECT 
(DDRP) 
--------- Lake chemistry for 4 sites 
Eastern Lake Survey (ELS) http://www.epa.gov/emap2/html/data/surfwatr/data/els.html Lake chemistry for 20 sites 
National Atmospheric Deposition Program 
(NADP) 
http://nadp.sws.uiuc.edu/ 
Precipitation and wet 
deposition 
New York State Department of Environmental 
Conservation(NYDEC) 
http://www.dec.ny.gov/  Lake chemistry for 113 sites 
New York State Energy Research & 
Development Authority (NYSERDA) 
--------- Soil chemistry data 
Precipitation-elevation Regressions on 
Independent Slopes Model (PRISM) 
http://prism.oregonstate.edu/ Climatic data 
State University of New York College of 
Environmental Science and Forestry (SUNY-
ESF) 
http://www.esf.edu/hss/em/index.html 
Meteorology, hydrology and 
lake chemistry data for 1 site 
Temporally Integrated Monitoring Environmental 
(TIME) 
--------- Lake chemistry for 5 sites 
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3.3.3. Model parameterization 
Twenty-six Adirondack lakes with long-term monitoring data were selected for model 
calibration and validation. All but one lake (Sunday Lake) has time-series chemistry data either 
from 1982 or 1991/2. Sunday Lake was monitored from 2002 – 2006. Each lake was classified 
based on the Adirondack Lakes Survey Corporation (ALSC) scheme (Baker et al. 1990). The 
study lakes represent a range of sensitivities to acidic deposition, although the 303(d) listed lakes 
tend to have lower ANC values. A total of 6 different sets of input parameters representing 
different lake classes were developed during the calibration processes. Model calibration was 
followed by model application to an additional 14 lakes in order to independently confirm the 
calibrated parameters. Each of the 14 confirmation lakes was simulated using appropriate 
calibrated parameters and site specific input data (i.e., climate, atmospheric deposition, land 
cover, land disturbance history).  
The model parameters were generally consistent with the ALSC lake-watershed classes 
(Table 3.11). The calibrated Ca
2+
 weathering rate varied following the ALSC acid sensitivity 
classes increasing from seepage lakes < thin till drainage lakes < medium till drainage lakes 
<thick till drainage lakes. The fraction of mineralized soil organic matter that produces dissolved 
organic matter is an important control of acid base chemistry to differentiate low and high 
dissolved organic carbon (DOC) classes.
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Table 3.11 Calibrated model parameters for Adirondack lake-watersheds categorized in six ALSC lake classes. 
ALSC classification 
# of 
lakesa 
Weathering rate (g/m2/month)  log 
(pCO2) 
in soilb 
WHAM 
DocFracc 
Site 
Docd 
CEC 
(eq/kg)e 
Selectivity Coefficients (logK) 
SO4Ad 
(mol/kg)f  Na+ Mg2+  Al3+  K+  Ca2+  S  F  Si X2Ca X3Al XSO4 
Thick till 9 0.045 0.023 0.094 0.003 0.240 0.060 0.076 1.283 -2.00 0.386 0.020 0.089 -5.70 -3.39 9.52 0.016 
Medium till  high DOC 4 0.045 0.020 0.374 0.012 0.042 0.018 0.212 0.688 -2.30 0.837 0.018 0.085 -3.80 -3.39 9.52 0.006 
Medium till  low DOC 8 0.045 0.021 0.743 0.011 0.198 0.060 0.491 0.821 -2.10 0.582 0.021 0.103 -5.60 -3.39 9.52 0.016 
Thin till  high DOC 40 0.029 0.010 0.074 0.008 0.033 0.010 0.136 0.503 -2.85 0.734 0.015 0.080 -3.85 -3.89 8.52 0.011 
Thin till  low DOC 72 0.047 0.015 0.192 0.010 
0.052 
0.023 0.318 0.810 
-2.50 
0.383 0.013 0.096 -3.98 -3.79 9.32 0.016 
0.052 -2.20 
0.042 -2.20 
0.042 -2.10 
0.032 -2.10 
Seepage  8 0.009 0.006 0.074 0.008 0.027 0.011 0.009 0.149 -2.85 0.840 0.014 0.080 -4.00 -4.49 9.02 0.006 
a
Number of lakes in ALSC classification scheme 
    
      
   
  
bPartial Pressure of CO2 in soil, unit: log (atm) 
           
cDOC partitioning coefficient 
           
dSite density, moles of organic anions sites per mole of organic C 
           
eCation Exchange Capacity 
           
fSO42- adsorption capacity 
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The lake solute retention algorithm requires specification of water column-sediment mass 
transfer coefficients for major elements and site-specific physical characteristics (i.e., lake mean 
depth, water residence time). To quantify mass transfer coefficients for in-lake retention of major 
elements (Table 3.12), a mass balance analysis was conducted for Arbutus Lake at the 
Huntington Forest, the only lake in the Adirondacks where hydrology and chemistry of lake 
inputs and outlets are continuously monitored (http://www.esf.edu/hss/em/index.html). The 
calculated values for NO3
-
 and SO4
2-
 were in the range of mass transfer coefficients of lakes 
investigated by Kelly et al. (1987). Furthermore, the mass balance approach used in this study 
was able to effectively reproduce measured N removal coefficients reported by Seitzinger et al. 
(2002) for a wide range of rivers and lakes in the northeastern U.S. (Figure 3.3). Lake retention 
of inorganic nitrogen is greatly influenced by overflow rate (Dillon and Molot 1990) rather than 
the calculated mass transfer coefficient.  Note that a substantial number of Adirondack lakes 
have short hydraulic residence time (i.e., <1 yr for 90% of the study lakes; Figure 3.4). As a 
result, the contribution of in-lake ANC generation is generally small compared to the overall 
ANC budget of these lake-watersheds. Thus simulation of in-lake retention of elements does not 
have a substantial effect on this TMDL analysis. 
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Table 3.12 Removal (R) and mass transfer coefficients (S) determined for Arbutus Lake. Mass 
balance analysis for Arbutus Lake shows that the lake is a net source of potassium and dissolved 
organic nitrogen (DON), but a net sink for other constituents. The mass transfer coefficients that 
were developed for Arbutus Lake were applied to the other Adirondack lakes. But removal 
coefficients for individual lakes were adjusted by taking into account their physical 
characteristics (i.e. hydraulic retention time and depth) by using the approach
‡
 of Kelly et al. 
(1987) as a subroutine in the model. 
  NH4
+ Na+ Mg2+ K+ Ca2+ 
Total 
Al 
SiO2 Cl
- NO3
- SO4
2- 
Total 
N 
DON DOC 
R* 0.40 0.13 0.05 -0.21 0.24 0.63 0.56 0.05 0.71 0.19 0.40 -0.17 0.17 
S (m yr-1)** 3.68 0.85 0.28 -0.97 1.78 9.33 7.00 0.29 13.43 1.29 3.80 -0.81 1.13 
*Element removal coefficient (R) =(mass in-mass out)/mass in 
**S=R·(Z/Tw)/(1-R)*; For Arbutus Lake: Z (mean depth)=2.8 m; Tw (water residence time) =0.5 yr 
‡
𝑅𝑒𝑚𝑜𝑣𝑎𝑙 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝑀𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡
(
𝐷𝑒𝑝𝑡ℎ
𝐻𝑦𝑑𝑟𝑢𝑙𝑖𝑐 𝑟𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒
)+𝑀𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡
  
 
 
Figure 3.3 Comparison between sediment mass transfer formulation (Kelly et al. 1987) and 
empirical model (Seitzinger et al. 2002) in estimates N removal based on physical characteristics 
of surface waters in the Northeastern USA. Adapted from Seitzinger et al. (2002).  
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Following calibration and confirmation, the model was applied to the TMDL lakes. Model 
inputs (i.e., precipitation, climate, vegetation, deposition) were developed for each site as 
described previously. Initially, based on the ALSC classification scheme, each of the TMDL 
lakes was assigned to one of the six parameter sets developed from the calibration. However, 
preliminary simulations showed that the model parameters derived through calibration for the 
thin-till lake class were not adequate to simulate the wide range of chemistry exhibited by thin-
till lakes that are impaired due to elevated acidity. Therefore, additional parameter sets were 
developed, primarily by adjusting two of the most uncertain parameters: the Ca
2+
 weathering rate 
and the partial pressure of CO2, and resulting in 10 different sets (classes) of model parameters 
(Table 3.11). For each TMDL lake, model simulations were then conducted iteratively using all 
10 parameter sets and the parameter set that resulted in the best fit between simulated and 
measured values was assigned to the studied lake as its final parameters. 
 
Figure 3.4 Histogram of hydraulic residence time for study lakes (141 lakes). 
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3.3.4. Model evaluation  
Three statistical criteria, normalized mean error (NME), normalized mean absolute error 
(NMAE) and root mean squared error (RMSE) (Janssen and Heuberger 1995) were used to 
assess the model performance in capturing average and long-term trends of observed values. A 
negative value of NME indicates underestimation and the positive value shows overestimation 
by model simulation. The NMAE and RMSE are used to evaluate performance of the model in 
capturing measured trends.  
Assessment of model performance involves performance metrics (NME, NMAE, and RMSE; 
Table 3.13), and plots of simulated versus measured mean concentrations for individual lakes 
(Figure 3.5). Model performance assessment is influenced by the temporal resolution of the 
monitoring data available for the study lakes. The highest quality lake monitoring data are 
available from the monthly time series observations from the ALTM program which is used for 
the calibration lakes. Not surprisingly, the model fit was strong for the calibration suite of lakes 
(Table 3.13, Figure 3.5; e.g., NME range from -0.09 to 0.01). For confirmation lakes, the model 
predictions are in good agreement with the observed data. However, the model performance 
metrics for confirmation lakes are not as strong as for the calibrated lakes. The monitoring data 
available from the 128 TMDL lakes are sparse, with a few summer observations. Not 
surprisingly, the agreement between measured and modeled predicted TMDL lake chemistry was 
not as strong as observed at the calibrated and confirmed lake sets. Some of this discrepancy can 
be attributed to the limited availability of monitoring data. This discrepancy can also in part be 
attributed to the degree to which limited summer field observations are representative of annual 
volume-weighted conditions. 
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Table 3.13 Summary of measured and simulated major ion concentrations and model 
performance in simulating calibrated, confirmed and TMDL lakes. 
 
Lake 
Constituent 
Measured Simulated Model Performance 
Mean 
Standard 
Deviation 
Mean 
Standard 
Deviation 
NME NMAE RMSE 
Calibrated lakes 
pH 5.55 0.75 5.62 0.73 0.01 0.03 0.24 
ANC 24 39.4 22.6 41.4 -0.06 0.38 12.3 
SO4
2- 92.2 28.1 91.5 22.9 -0.01 0.11 13 
NO3
- 10.9 8 10.7 10.5 -0.01 0.52 8.5 
Ca2+ 82.8 42 75.7 39 -0.09 0.13 14.2 
Confirmed lakes 
pH 5.6 0.53 5.64 0.48 0.01 0.04 0.25 
ANC 20.9 24.7 14.8 20 -0.29 0.47 13.1 
SO4
2- 89.9 21.7 88.4 22.8 -0.02 0.22 25.8 
NO3
- 12.9 8.7 9.3 4.6 -0.28 0.73 11.5 
Ca2+ 79.9 27.2 64.8 28 -0.19 0.25 23.6 
TMDL lakes 
pH 5.26 0.6 5.36 0.58 0.02 0.04 0.3 
ANC 8.1 32.6 5.9 26 -0.27 1.28 14.7 
SO4
2- 81.4 30.1 83.2 22.4 0.02 0.21 23.1 
NO3
- 6.5 8.2 9.8 8.5 0.5 1.06 9.3 
Ca2+ 59.7 28.8 56.1 24.3 -0.06 0.21 16.6 
All values are expressed as µeq L-1, except pH, NME and NMAE. NME is normalized mean error; NMAE is normalized mean absolute error; 
RMSE is root mean squared error. 
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Figure 3.5 Comparison between measured and model predicted mean of SO4
2-
, ANC, pH and 
Ca
2+
 for each individual calibrated, confirmed and TMDL lakes. The measured values are the 
mean value for years with available measured data.  
 
PnET-BGC is quite effective at simulating measured lake pH, ANC (by Gran titration), SO4
2-
 
and Ca
2+
 (Table 3.13, Figure 3.5). Although mean NME, NMAE and RMSE values suggest good 
agreement between measured and modeled lake SO4
2-
, a few TMDL lakes show underprediction 
of SO4
2-
 at higher concentrations and overprediction of low concentrations (Figure 3.5). The 
failure to depict detailed spatial patterns of SO4
2-
 deposition (Figure 3.6), or the simplified 
representation of S dynamics in soil, wetland or lake S processes may have contributed to these 
discrepancies. Although agreement for lake ANC and Ca
2+ 
were generally good, the model does 
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not effectively depict these values for a few TMDL lakes and one confirmation lake with 
relatively high ANC values (Figure 3.5). While these discrepancies require future investigation, 
the focus of this study is on the recovery of low ANC lakes. For low pH (<6), low ANC (< 100 
µeq L
-1
) lakes, the agreement between measured and modeled pH, ANC and Ca
2+
 are good 
(RMSE is 0.3, 13.1 µeq L
-1
and 7.7 µeq L
-1
, respectively). For many lakes, model prediction of 
NO3
-
 showed substantial discrepancy with the measured values. Effective modeling of surface 
water NO3
-
 is a challenge for biogeochemical models in general (van Grinsven et al. 1995) 
including PnET-BGC (Pourmokhtarian et al. 2012). The challenges in simulating surface water 
NO3
-
 could be attributed to the complexity of the N cycle in forest watersheds and the sensitivity 
of N processes to historical land disturbances and meteorological conditions. Moreover, because 
NO3
-
 data from TMDL and TIME lakes are collected during the summer or fall seasons when 
concentrations are lowest, the observations are unlikely to be representative of annual conditions. 
However the lower annual concentrations of NO3
-
 in Adirondack study lakes (including lakes 
with monthly observations) compared to concentrations of SO4
2-
 (Table 3.13) indicate that the 
contribution of NO3
- 
in regulating annual acidity of Adirondack lakes is less than SO4
2-
; 
uncertainty in NO3
-
 projections does not have a substantial influence on simulations or acid-base 
chemistry. 
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Figure 3.6 Spatial patterns of total annual S and N deposition over the Adirondacks Park 
developed based on most recent available dataset (i.e., year 2009). 
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3.3.5. ANC Target Values  
The TMDL process involves selection of one or more chemical criterion as an indicator of the 
acid-base status of the surface water and the associated biological impacts. ANC is a valuable 
chemical indicator that has been widely used to characterize the acid-base status of waters and 
was selected for use in this study. Two values of ANC were established as target values in the 
TMDL analysis. The first target of ANC of 11 µeq L
-1
 has been proposed to protect (with 95% 
probability of no damage) arctic char (Salvelinus alpinus) in ponded waters (Lydersen et al. 
2004). Arctic char represents a similar niche to that of brook trout (Salvelinus fontinalis), which 
is the most important fishery in the Adirondacks. A second ANC target of 20 µeq L
-1
 has been 
suggested by USEPA for use in developing critical loads, is based on a study of 36 streams in the 
western Adirondacks, and may be protective of brook trout health to guard against elevated 
concentrations of inorganic monomeric Al (Baldigo et al. 2009). This target is more 
conservative, since it is based on a dataset derived from lotic systems, which not only have more 
variable chemistry (depressed ANC during snowmelt and other high runoff periods), but also 
may lack refuge areas. Beyond surface water effects and the TMDL analysis, it may be desirable 
to decrease acid deposition to protect watersheds and terrestrial biota from adverse effects of soil 
acidification (e.g., sugar maple; Acer saccharum). My model simulations suggest that greater 
decreases in acid deposition will accelerate increases in soil BS and help mitigate the adverse 
effects of soil acidification and forest ecosystem health. 
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3.4. Model inputs and parameterization for GRSM 
3.4.1. Trend analysis of recent observed deposition and stream chemistry  
In addition to the application of PnET-BGC, I investigated recent observed changes in the 
chemistry of atmospheric deposition and stream water in the GRSM, using the non-parametric 
seasonal Kendall Tau test for time series analysis (Hirsch et al. 1982) on observed monitoring 
data (SO4
2-
 and NO3
-
 concentrations, ANC) for 42 streams from National Park Service Inventory 
and Monitoring Program (NPS I&M) datasets (Schwartz et al. 2014). Results of trend analysis 
can reveal how responsive streams are to variation in atmospheric deposition over time and 
provide a basis for assessing the modeling results of PnET-BGC. Eleven of these 42 sites are 
among the 30 streams modeled by PnET-BGC. The trend analysis of precipitation chemistry was 
conducted using data from a monitoring station at low elevation in the National Atmospheric 
Deposition Program (NADP; Elkmont (TN11)), and a bulk deposition site at high elevation 
located in Noland Divide watershed (Figure 3.7). The bulk deposition (direct precipitation onto 
ground surface) data for Noland Divide have been collected weekly/biweekly by the National 
Park Service since 1991(Cai et al. 2010, Schwartz et al. 2014). Seasonal trend analysis was 
performed on the monthly volume-weighted concentrations calculated from the weekly/biweekly 
dataset. The slopes of trends were estimated by the Sen estimator (Sen 1968). The seasonal 
Kendall Tau test was modified for possible autocorrelation of the time series data (Hirsch and 
Slack 1984). 
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Figure 3.7 Location of Great Smoky Mountains National Park, other nearby Class I Wilderness 
areas, National Forests and the 30 watersheds for which model simulations were conducted. Also 
shown are 42 stations where long-term observations of stream chemistry were available for 
temporal trend analysis. 
 
Using the model predicted data for long-term soil and stream chemistry of 30 study sites, I 
conducted regression analysis to evaluate the role of watershed characteristics in historical 
acidification and recovery among the study sites in the GRSM. In this regression analysis, the 
predictors were watershed characteristics including elevation, deposition, vegetation land cover, 
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SO4
2-
 adsorption capacity, N retention coefficient, weathering rate of cations. The analysis 
revealed how these factors influence the extent of historical acidification and future recovery of 
soil and stream water at the study sites in the GRSM. 
The importance of each individual component of acid deposition (SO4
2-
, NO3
-
 and NH4
+
) in 
recovery of stream ANC was evaluated by calculating rate of recovery per unit decrease in 
deposition. The recovery of stream ANC (from the current year to the year 2150) was determined 
by running the model for the 30 study sites while decreasing a specific component of 
atmospheric deposition (SO4
2-
, NO3
-
 or NH4
+
) to pre-industrial levels. All statistical analyses 
were conducted using R version 3.0.1  (R Core Team 2013). 
3.4.2. Study sites  
Model calculations were conducted on 30 stream watersheds in the GRSM (Figure 3.7). The 
GRSM is a Class I wilderness area located in the Southern Appalachian Mountains of the United 
States, in Tennessee and North Carolina, and has a total area of 2074 km
2
 (Van Miegroet et al. 
2007). The dominant vegetation types in the GRSM include montane oak-hickory (31%), high-
elevation hardwood (17%), yellow pine species (16%), cove hardwood (12%) and spruce-fir 
forest (8%; Whittaker 1956, (Jenkins 2007)). The watersheds selected for model simulation 
cover physiographic and geological variability within the GRSM (Table 3.14 and Table 3.15; 
Neff et al. 2013).  
The State of Tennessee identified twelve streams in the GRSM (Table 3.14; Figure 3.8) as 
not supporting designated use classifications, and subsequently listed them as “303(d) impaired 
streams” under the Clean Water Act due, in part, to low pH (< 6.0) associated with acid 
deposition (TDEC 2010). The general belief is that low stream pH is a consequence of decades 
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of high acid deposition into watersheds (Cai et al., 2012; Driscoll et al., 2001; Robinson et al., 
2008; Sullivan et al., 2004; Zhou et al., 2015). These state designated impaired streams and 18 
additional GRSM streams, most with low ANC and chronic or at least episodic acidification, 
were selected for model simulations (Table 3.14; Figure 3.7). In a survey of the chemistry of 387 
streams in the GRSM during 1993-96, 6% were found to be very sensitive to acid deposition and 
chronically acidic (ANC < 0 µeq L
-1
). An additional 42% had ANC values between 0 and 50 µeq 
L
-1
 and are susceptible to short-term acidification during hydrological events (Data source: EPA-
STORET <http://www.epa.gov/storet/dbtop.html>). In addition to ANC, the selection of study 
streams (i.e., 18 additional streams) was based on watershed characteristics, particularly 
elevation, area and slope (Neff et al. 2013). Streams in watersheds with high sulfidic shale 
(Anakeesta) geology (>30%) supplying elevated SO4
2-
 were generally excluded, as the focus of 
study was atmospheric deposition and recovery without being confounded by geologic sulfur 
sources. Soils in the study area are shallow Inceptisols with spodic characteristics (McCracken et 
al. 1962). Due to high concentrations of amorphous Al and Fe, Inceptisols can readily adsorb 
SO4
2-
 (Harrison et al. 1989).  
Wet and dry deposition is measured inside and near the park at low elevation (640 and 793 
meters) through the National Atmospheric Deposition Program (NADP; Elkmont (TN11)) and 
Clean Air Status and Trends Network (CASTNET; Look Rock (GRS420)). Average annual 
(2012-2014) total sulfur (S) and nitrogen (N) deposition at these stations are 3.1 kg S ha
-1
 yr
-1
 
(19.3 meq m
-2
 yr
-1
) and 5.1 kg N ha
-1
 yr
-1
 (36.5 meq m
-2
 yr
-1
), respectively, with annual mean 
precipitation of 152.3 cm yr
-1
, (range 47.0 – 202.1 cm yr
-1
) for the period of 1981-2014 
<http://nadp.isws.illinois.edu/>. In contrast, throughfall measurements (i.e., precipitation drip 
through canopy) during 1999-2012 beneath the canopy of a high elevation forest in the GRSM at 
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Noland Divide (1708 meters; (Schwartz et al. 2014) indicate much higher annual precipitation 
(mean 204 cm yr
-1
) and greater total deposition (by a factor of 3 for S, and 2 for N) than at the 
low-elevation station. Previous studies also suggest that elevation plays a critical role in the 
gradient of deposition across the park (Cook et al. 1994, Shubzda et al. 1995, Weathers et al. 
2006, Johnson and Lindberg 2013). As a result of this substantial variation of precipitation and 
deposition through the park, the GRSM has regionally relevant characteristics to study the 
impact of acid deposition on montane forest and aquatic ecosystems. The sensitivity and 
uncertainty of the PnET-BGC model for application in GRSM were quantified by applying the 
model to an intensive study watershed in the GRSM, Noland Divide.  
Noland Divide Research Watershed. Noland Divide Research Watershed (35° 34′ N, 83° 28′ 
W; Figure 3.7) is located in the high elevation spruce-fir forest on the North Carolina side of the 
GRSM and has been studied since 1993, primarily for nitrogen cycling and biogeochemistry. 
The watershed area is 17.4 ha, with an elevation range of 1676 - 1920 m (Nodvin et al. 1995). 
Average annual air temperatures is 8.5˚C, ranging from -2˚C in January to 18˚C in July. Annual 
average precipitation is 2300 mm, with about 10% as snow (Shanks 1954, Johnson et al. 1991, 
Van Miegroet et al. 2001). The vegetation is mainly red spruce (77%) with some yellow birch 
(19%) and Fraser fir (2.5%; Barker et al., 2002). The watershed has experienced a heavy 
mortality of the Fraser fir due to invasion of the balsam woolly adelgid in the 1980s (Nicholas et 
al. 1992). Soils in the study area are shallow Inceptisols with spodic characteristics (McCracken 
et al. 1962). The watershed is drained by two small first-order streams, which merge to form 
Noland Creek. In this study I simulated the southwestern branch of Noland Creek. A station for 
sampling precipitation, air temperature and solar radiation is located at Clingmans Dome about 2 
km east of the watershed (http://ard-request.air-resource.com). Concentrations of major cations 
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and anions have been monitored weekly/biweekly since 1991 for both bulk deposition and 
streamwater (Nodvin et al., 1995, Cai et al., 2010). This small watershed was simulated as part of 
a study that was conducted for 30 watersheds in the park, therefore climatic data (precipitation, 
temperature and solar radiation) and atmospheric deposition for this watershed were estimated 
based on regional empirical models developed for the entire park. For this study, the chemical 
composition of annual streamflow was calculated from volume-weighted weekly/biweekly 
observations. Soil data including depth, bulk density, and cation exchange capacity (CEC) for the 
watershed were obtained from a soil survey conducted for a few watersheds inside the park 
(Church et al., 1989). 
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Table 3.14 Physical characteristics and observed ANC for 30 study streams in the GRSM that 
are simulated by PnET-BGC model. 
No. Site ID Site name 
Latitude 
(decimal 
degree) 
Longitude 
(decimal 
degree) 
Elevation 
(m) 
Drainage 
area 
(km2) 
ANC¶ 
(µeq 
L-1) 
TDEC 
303d 
Listed 
1 GRSM_F_0004 Lower Rock Creek 35.761 -83.21 645 15.36 15.2 X 
2 GRSM_F_0045 Shutts Prong 35.66 -83.398 1013 4.24 4.9 X 
3 GRSM_F_0047 Lower Cannon Creek 35.68 -83.399 760 6.18 13 X 
4 GRSM_F_0071 Road Prong 35.634 -83.47 1069 10.61 32.3 X 
5 GRSM_F_0096 Eagle Rocks Creek 35.695 -83.323 922 9.13 5.2 X 
6 GRSM_F_0097 Buck Fork 35.695 -83.324 912 21.25 13.7 X 
7 GRSM_F_0103 Otter Creek 35.731 -83.257 1327 1.35 6 X 
8 GRSM_F_0104 Copperhead Branch 35.727 -83.264 1325 0.61 10.8 X 
9 GRSM_F_0106 Upper Indian Camp Prong 35.728 -83.271 1194 2.79 19.7 
 10 GRSM_F_0114 Cosby Creek 35.749 -83.201 786 6.58 39.7 
 11 GRSM_F_0115 Upper Cosby Creek 35.742 -83.183 1233 0.18 44 
 12 GRSM_F_0127 Pretty Hollow Creek 35.64 -83.128 932 13.07 58 
 13 GRSM_F_0137 Upper Rock Creek 35.746 -83.216 868 3.69 13.2 
 
14 GRSM_F_0138 Inadu Creek 35.742 -83.227 1091 1.71 6.3 X 
15 GRSM_F_0142 Beech Creek 35.636 -83.145 1037 12.72 59.2 
 16 GRSM_F_0143 Lost Bottom Creek 35.636 -83.145 1037 10.14 50 
 17 GRSM_F_0184 Left Fork Anthony Creek 35.58 -83.758 897 1.99 35.9 
 18 GRSM_F_0190 Thunderhead Prong 35.608 -83.672 679 13.21 30.5 
 19 GRSM_F_0213 Goshen Prong 35.599 -83.568 1026 8.76 23.4 X 
20 GRSM_F_0218 Spring at Silers Bald Shelter 35.565 -83.568 1658 0.05 3.3 X 
21 GRSM_F_0234 Upper Road Prong 35.61 -83.45 1566 0.33 22.5 
 
22 GRSM_F_0237 Walker Camp Prong 35.624 -83.417 1394 4.78 -14.2 
 23 GRSM_F_0260 Kephart Prong 35.589 -83.362 877 13.19 46.9 
 24 GRSM_F_0270 Beech Flats Prong 35.586 -83.364 915 3.77 
  25 GRSM_F_0337 Bunches Creek 35.555 -83.167 1474 3.65 45.9 
 26 GRSM_F_0482 Sugar Fork 35.502 -83.709 823 2.54 84.2 
 27 GRSM_F_0488 Mill Creek 35.583 -83.834 568 12.69 48 
 28 GRSM_ND_NE Noland Creek Northeastern 35.565 -83.48 1708 0.16 3.7 
 29 GRSM_ND_SW Noland Creek Southwestern 35.565 -83.48 1708 0.16 12.4 
 30   Lowes Creek 35.677 -83.398 783 23.68   X 
¶ Median observed stream ANC during the most intensive monitoring years (i.e., 1993-1996) 
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Table 3.15 Land cover, historical land disturbance and scaling factor of total N and S deposition 
compared to Elkmont/Look Rock stations (developed from empirical model of Weathers et al. 
(2006)) for 30 simulated streams in the GRSM. 
No. Site name 
Deciduous 
forest (%) 
Evergreen 
forest (%) 
Mixed 
forest 
(%) 
Burned (%; in year) 
Heavy 
cut (%) 
Deposition 
ratio to 
Elkmont 
1 Lower Rock Creek 97 2 1 0 0 1.401 
2 Shutts Prong 61 32 5 0 0 1.831 
3 Lower Cannon Creek 74 19 7 0 0 1.741 
4 Road Prong 42 49 9 0 0 2.289 
5 Eagle Rocks Creek 34 60 6 0 0 2.336 
6 Buck Fork 45 48 7 0 0 2.078 
7 Otter Creek 54 42 4 0 0 2.445 
8 Copperhead Branch 45 51 1 0 0 2.422 
9 Upper Indian Camp Prong 48 46 6 0 0 2.309 
10 Cosby Creek 79 14 7 0 0 1.495 
11 Upper Cosby Creek 40 60 0 0 0 1.981 
12 Pretty Hollow Creek 78 13 9 0 0 1.728 
13 Upper Rock Creek 55 34 11 0 0 1.829 
14 Inadu Creek 45 46 10 0 0 2.067 
15 Beech Creek 92 4 4 7 (1924) 29 1.535 
16 Lost Bottom Creek 79 13 8 0 7 1.8 
17 Left Fork Anthony Creek 94 3 2 0 0 1.412 
18 Thunderhead Prong 98 0 1 5 (1934) 53 1.391 
19 Goshen Prong 65 22 13 0 58 1.845 
20 Spring at Silers Bald Shelter 84 0 0 0 0 2.072 
21 Upper Road Prong 22 64 8 0 0 2.696 
22 Walker Camp Prong 27 61 7 0 0 2.686 
23 Kephart Prong 86 8 5 0 11 1.714 
24 Beech Flats Prong 100 0 0 0 0 1.379 
25 Bunches Creek 42 29 19 0 48 2.307 
26 Sugar Fork 96 3 1 0 49 1.297 
27 Mill Creek 78 19 3 0 0 1.439 
28 Noland Creek Northeastern 0 50 50 0 0 3.411 
29 Noland Creek Southwestern 5 79 6 0 0 3.411 
30 Lowes Creek 61 32 6 0 0 1.776 
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3.4.3. Model data preparation 
Application of PnET-BGC requires a time series of monthly atmospheric drivers including 
precipitation, maximum and minimum air temperature, solar radiation, and atmospheric 
deposition. Forest vegetation type and soil physical and chemical characteristics are assumed to 
be constant inputs over time. Users have the ability to impose land disturbance events in model 
simulation (e.g., forest cutting, fire). Runoff observations and stream chemistry data are used for 
hydrological and chemical calibration of the model. For application of the model to the GRSM, 
the sources of these inputs are summarized below with references in Table 3.16. 
Table 3.16 Major data sources used in study of GRSM streams. 
Database Public available source Major information provided 
Department of Agriculture (Geospatial 
data gateway) (USDA) 
http://datagateway.nrcs.usda.gov/ Watersheds boundary and hydrological units 
USGS http://eros.usgs.gov/  DEM 7.5min ( 30 m ) 
National Land Cover Database (NLCD) http://www.mrlc.gov/  Land cover 2006 
Clean Air Status and Trends Network 
(CASTNET) 
http://java.epa.gov/castnet/clearsession.do  Dry deposition at GRSM - Look Rock 
National Atmospheric Deposition 
Program (NADP) 
http://nadp.sws.uiuc.edu/ 
Precipitation and wet deposition at GRSM - 
Elkmont 
National Climate Data Center (NCDC) http://www.climate.gov/maps-data Climate data 
Vegetation-Ecosystem Modeling and 
Analysis (VEMAP) Project 
http://www.cgd.ucar.edu/vemap/ 
Climate data and solar radiation for two future 
scenarios; grid cell size is 5km x 5km 
National Solar Radiation Data 
Base(NSRDB) 
http://rredc.nrel.gov/solar/old_data/nsrdb/  Solar radiation 
Direct/Delayed Response Project 
(DDRP) 
--------- Soil chemistry 
EPA-STORET Data Warehouses http://www.epa.gov/storet/dbtop.html Stream chemistry 
USGS water data http://waterdata.usgs.gov/nwis Stream discharge flow 
WorldClim-Global Climate Data http://www.worldclim.org Future climate scenario 
Precipitation-elevation Regressions on 
Independent Slopes Model (PRISM) 
http://prism.oregonstate.edu/ Climatic data 
USEPA, Total Deposition Project (v. 
2013.02) 
Schwede and Lear 2014 
Total deposition estimates using a hybrid approach 
with modeled and monitoring Data 
National Park Service; Gaseous 
Pollutant Monitoring Program (GPMP) http://ard-request.air-resource.com/data.aspx# 
Ambient temp, precipitation and solar radiation for 
four GRSM sites 
EPA CMAQ run (2007) --------- 
Monthly and annual dry and wet deposition 
estimated for 2007 using CMAQ model 
Future deposition scenarios Driscoll et al. 2015 
Annual dry and wet deposition projected for year 
2020 using CMAQ model under reference and three 
control scenarios 
National Park Service; Aquarius https://irma.nps.gov/aqwebportal/  
Stream discharge flow and pH for Noland Divide 
flumes 
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Deposition data.  I ran PnET-BGC model on a monthly time step over a period of 1200 
years (from 1000 to 2200). The model requires a time series of deposition inputs for this period. 
In the GRSM a wet deposition monitoring station was established at Elkmont (National Acidic 
Deposition Program (NADP); http://nadp.sws.uiuc.edu/, TN11; Figure 3.8). I initially estimated 
the temporal trends of wet deposition for the entire period of study (1200 years), as described in 
greater detail below, for the Elkmont NADP station. Then I used a spatial model (Weathers et al. 
2006) to scale up temporal trends of SO4
2-
, NO3
-
 and NH4
+
 in wet deposition at the Elkmont to 
other locations throughout the park. Using Digital Elevation Model (DEM) and National Land 
Cover Database (NLCD) data layers, the approach used by (Weathers et al. 2006) allows 
estimation of total deposition of S and N on a 30 m grid scale capturing the spatial and 
elevational gradients of the park (Figure 3.9). I examined wet deposition of base cations (Ca
2+
, 
Mg
2+
, Na
+
, K
+
) and Cl
-
 across 17 NADP sites surrounding the GRSM and found no significant 
spatial pattern. Therefore I used the temporal trend for base cations and Cl
-
 observed at the 
Elkmont for the other watershed sites. 
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Figure 3.8 The Great Smoky Mountains National Park, and the location of Noland Divide 
watershed and the twelve 303(d) listed stream-watersheds. Atmospheric monitoring stations, soil 
and stream sampling sites inside and near the park are also shown. 
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Figure 3.9 Spatial pattern of current (2012-2014) total (dry + wet) atmospheric NH4
+
, NO3
-
 and 
SO4
2-
deposition (meq m
-2
 yr
-1
) in Great Smoky Mountains National Park, using the empirical 
model developed by Weathers et al. (2006). Location of NADP wet (Elkmont; TN11) and 
CASTNET dry (Look Rock; GRS420) deposition monitoring stations are also shown. 
 
The temporal trends of wet deposition at Elkmont for the current period (1981 to 2014) were 
directly obtained from NADP observations. For the period 1900 to 1980, wet deposition of SO4
2-
 
and NO3
-
 were estimated from the empirical relationships (Figure 3.10) between national 
emissions of SO2 and NOx (Nizich et al., 1996; https://www.epa.gov/air-emissions-
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inventories/air-pollutant-emissions-trends-data) and measured precipitation chemistry (NADP; 
http://nadp.sws.uiuc.edu/, TN11). These empirical relationships were developed based on 
observations for 1981-2014 and then used to reconstruct wet deposition of SO4
2-
 and NO3
-
 for 
1900 to 1980 for which historical emissions data were available. Unlike the SO2 - SO4
2-
 and NOX 
- NO3
-
 relationships, I did not observe any significant relationship between NH3 emissions and 
concentrations of NH4
+
 in precipitation (Figure 3.10). This is likely due to inadequate emissions 
inventory for NH3 sources and minimal changes over the period of record. The primary source of 
NH3 emissions is agricultural activities (e.g., manure from livestock and poultry, N fertilizer, 
crop senescence); however other sources, which are difficult to measure, may also contribute 
(e.g., automobile emissions, industrial processes; Jordan and Weller 1996, Driscoll et al. 2001). 
Since no linear relationship was found between concentrations of other constituents (base 
cations, NH4
+
 and Cl
-
) and national emissions (of SO2, NOx, NH3, PM10, PM2.5, VOC and CO), 
the average of five initial years (1981-1985) of observations at Elkmont were assumed for wet 
deposition for the period 1900 to 1980. Deposition inputs after 1850 were assumed to increase 
linearly until 1900 when reconstructed and measured values were applied for model simulations. 
For the pre-industrial period (1000 to 1850), natural background deposition was estimated from 
the observed values at a remote site (San Carlos, Venezuela; Galloway et al., 1982). Among the 
five remote areas studied by (Galloway et al. 1982), I used values for the San Carlos site in 
Venezuela to estimate pre-industrial concentrations of chemical constituents, because it is the 
closest non-island site to the GRSM. I estimated pre-industrial deposition for the study sites in 
GRSM by multiplying precipitation concentrations from (Galloway et al. 1982) and estimates of 
precipitation amount at each site from my regional precipitation regression model. My estimated 
pre-industrial wet S deposition ranged from 4.7 to 12.3 meq m
-2
 yr
-1
 in the park. These values 
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compare to the natural background estimates of 9.3 meq m
-2
 yr
-1
 by (Granat et al. 1976) and 4.4-
9.3 meq m
-2
 yr
-1
 for North America by (Husar and Holloway 1982). The estimated natural wet 
background deposition of NO3
-
 for the GRSM (i.e., 4.5-11.9 meq m
-2
 yr
-1
) is of the same order of 
magnitude as the proposed values by Husar and Holloway (1982) (i.e., 2.1-4.2 meq m
-2
 yr
-1
 for 
North America). Similar to SO4
2-
 and NO3
-
, I estimated background deposition of NH4
+
 for the 
GRSM (i.e., 4.0-10.5 meq m
-2
 yr
-1
), however these values are considerably less than 
reconstructed deposition for Cape Cod region, Massachusetts, in mid 1920s (i.e., 28.6 meq m
-2
 
yr
-1
;(Bowen and Valiela 2001) and recorded values in eastern North America in 1880-90s (i.e., 
19-30 meq m
-2
 yr
-1
; (Brimblecombe and Stedman 1982). 
 
Figure 3.10 Volume-weighted annual concentrations of SO4
2-
, NO3
-
 and NH4
+
 in wet 
deposition (µeq L
-1
) at Elkmont NADP station (TN11) as a function of annual national emissions 
of SO2, NOx and NH3 (teragrams per year), respectively, during 1981-2014. Also shown are 
estimates of pre-industrial concentrations (after Galloway et al. 1982) and projections of 
emissions in 2030 anticipated under the Clean Power Plan (USEPA 2015). 
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Dry deposition is provided to the model as a time series of dry-to-wet deposition ratios. Dry 
deposition was obtained from a CASTNET monitoring station at Look Rock 
(http://www.epa.gov/castnet, GRS420; Figure 3.8). I calculated dry-to-wet deposition ratio at the 
Look Rock and I assumed similar ratios occur throughout the park in any given year. Dry-to-wet 
deposition ratios for the period 1999 to 2014 were calculated by dividing annual dry deposition 
measured at Look Rock by the annual wet deposition measured at Elkmont (Figure 3.11). I found 
long-term changes in dry-to-wet deposition ratios of SO4
2-
 and NO3
-
 based on empirical 
relationships with national emission of SO2 and NOx (Figure 3.12). These empirical relationships 
were used to estimate dry-to-wet deposition ratios for period 1900 to 1998 using national 
emissions values at that time period. The average of calculated dry-to-wet deposition ratios in the 
last 3 years (2012-2014) were used for both periods of 1000 to 1850 and 2015 to 2200. Dry-to-
wet deposition inputs after 1850 were assumed to increase linearly until 1900. For base cations, 
NH4
+
 and Cl
-
 the average of calculated dry-to-wet deposition ratio (in period 1999 to 2014) were 
used throughout the simulation period. 
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Figure 3.11 Average of dry-to-wet deposition ratios, calculated by dividing annual observed 
dry deposition at Look Rock to annual wet deposition at Elkmont, during 1999 to 2014. Error 
bars indicate standard deviation. 
 
Figure 3.12 Dry to wet deposition ratio of SO4
2-
, NO3
-
 and NH4
+
 measured at Elkmont NADP 
(TN11) and Look Rock CASTNET (GRS420) station as a function of annual national emissions 
of SO2, NOx and NH3 (teragram per year), respectively, during 1999-2014. 
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Deposition scenarios. To evaluate the influence of future emission scenarios on projections 
of changes in the acid-base status of the stream, I used three different future scenarios of acid 
deposition (i.e., “business as usual”, “on-the-books”, “pre-industrial” deposition scenarios, see 
below for details) for model simulations. Briefly, the “business as usual” scenario is based on 
holding current deposition constant until the end of the simulation period. For the “on-the-books” 
scenario, current deposition level was ramped linearly down from year 2015 to a level equivalent 
to values anticipated from the U.S. Environmental Protection Agency Clean Power Plan 
(Driscoll et al. 2015, USEPA 2015) in year 2020 and then was held constant. The “pre-
industrial” scenario assumes, a linear decrease of current deposition level from year 2015 to 
deposition anticipated under the Clean Power Plan in year 2020 and then another linear ramp 
decreases deposition to an estimate of pre-industrial deposition by year 2030. Although likely 
unrealistic to achieve, this scenario provides a measure of maximum recovery in the future. 
Meteorological data. The model requires time series of meteorological data (solar radiation, 
air temperature and precipitation) for the period of simulation. Solar radiation data were obtained 
from National Solar Radiation Data Base (NSRDB; http://rredc.nrel.gov/solar/old_data/nsrdb).  I 
identified 10 NSRDB stations near the park and developed monthly spatial models based on 
mean values for 50 years (1961-2010) of observations at these stations (Table 3.17). These 
regression models were developed to estimate solar radiation in the study watersheds using the 
coordinates from the center of the watersheds. I assumed constant solar radiation over the 
simulation period. Data for monthly maximum and minimum air temperature and precipitation 
were obtained from National Climate Data Center (NCDC; https://www.climate.gov/maps-data). 
Using stepwise multiple regression analysis, I developed spatial models for precipitation and air 
temperature (Table 3.18- Table 3.20) across the park. I used the average of 30 years (1981-2010) 
73 
 
of observations for 100 NCDC monitoring stations to develop the regression models.  Among the 
eight NCDC sites inside the Park, I selected the Gatlinburg station (35˚ 41’ N, 83˚ 32’ W; Figure 
3.8) with the longest record of meteorological data (1933-present) as a benchmark for temporal 
variation. For period of 1933 to 2012, the observations at Gatlinburg provided temporal pattern 
of meteorological data for the Park. For years before 1933, the average values of 30 initial years 
(1933-1962) and for years after 2012, the average of 30 last years (1983-2012) were used for 
model simulations. Then the meteorological data for the study sites in the Park were extrapolated 
from the Gatlinburg values, using the relative changes derived from the regression models (Table 
3.18 - Table 3.20). 
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Table 3.17 Multiple linear regression of NSRDB solar radiation data with longitude, latitude and elevation for the GRSM (radiation 
in μmol m
–2
 s
–1
; n=10). 
  January February March April May June July August September October November December 
Constant 2239.1 2367.9 2468.2 2324.4 1886.1 916.5 898.4 580.9 1138.7 1440.7 2280.1 2214.6 
Latitude (decimal degrees) -29.6 -30.22 -28.54 -29.54 -19.22 
   
-9.98 -21.22 -32.09 -30.01 
Longitude (decimal degrees) 8.35 8.36 8.76 5.21 3.8 
  
-3.55 
  
7.29 8.37 
Elevation (m) 
    
-0.054 -0.099 -0.092 -0.079 -0.045 
   
Adjusted R2 0.78 0.70 0.75 0.71 0.75 0.69 0.62 0.87 0.63 0.88 0.90 0.88 
Mean (μmol m–2 s–1) 495.83 601.67 728.02 845.04 873.22 886.56 870.56 852.98 772.04 690.37 537.08 455.14 
Coefficients are significant at p<0.05. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression analysis 
identified the best explanatory model without including those predictors. 
The NSRDB data are in Wh m-2 d-1, I converted the data to µmol m-2 s-1 to use in the PnET-BGC model by dividing to day length at the monitoring stations (Swift 
1976)and multiplying to a factor of 2.05 (Aber and Freuder 2000). 
 
Table 3.18 Multiple linear regression of NCDC precipitation data with longitude, latitude and elevation for the GRSM (precipitation 
in cm month
–1
; n=100). 
  January February March April May June July August September October November December 
Constant -19.25 -16.1 10.82 -64.14 -90.3 11.23 -33.65 96.27 51.94 110.27 -27.35 -45.29 
Latitude (decimal degrees) -2.702 -2.299 -2.373 -0.567 
 
-1.601 
 
-2.458 -2.97 -2.911 -2.815 -2.484 
Longitude (decimal degrees) -1.502 -1.294 -1.003 -1.118 -1.205 -0.667 -0.542 
 
-0.734 
 
-1.63 -1.727 
Elevation (m) 0.00424 0.00357 0.00439 0.00374 0.00337 0.00429 0.00256 0.00495 0.00675 0.00346 0.00563 0.00374 
Adjusted R2 0.55 0.54 0.52 0.43 0.40 0.38 0.10 0.51 0.66 0.53 0.54 0.44 
Mean (cm) 11.87 11.64 12.22 10.65 11.66 12.07 12.74 11.49 10.99 8.58 11.09 12.03 
Coefficients are significant at p<0.05. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression analysis 
identified the best explanatory model without including those predictors. 
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Table 3.19 Multiple linear regression of NCDC maximum monthly air temperature with longitude, latitude and elevation for the 
GRSM (temperature in ˚C; n=100). 
  January February March April May June July August September October November December 
Constant 124.91 111.22 86.96 84.62 83.33 77.16 81.85 55.9 47.47 59.06 93.69 109.09 
Latitude (decimal degrees) -1.844 -1.594 -1.153 -0.904 -0.574 -0.35 -0.373 
  
-0.387 -1.032 -1.5 
Longitude (decimal degrees) 0.579 0.489 0.324 0.341 0.418 0.392 0.419 0.272 0.28 0.254 0.464 0.522 
Elevation (m) -0.00517 -0.00598 -0.00696 -0.00718 -0.00734 -0.0079 -0.00798 -0.008 -0.00664 -0.00655 -0.00581 -0.00499 
Adjusted R2 0.91 0.92 0.93 0.94 0.93 0.93 0.93 0.92 0.90 0.91 0.91 0.91 
Mean (˚C) 8.31 10.55 15.15 20.08 24.11 27.76 29.31 28.88 20.55 20.55 15.17 9.55 
Coefficients are significant at p<0.05. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression analysis identified the best 
explanatory model without including those predictors. 
 
Table 3.20 Multiple linear regression of NCDC minimum monthly air temperature with longitude, latitude and elevation for the 
GRSM (temperature in ˚C; n=100). 
  January February March April May June July August September October November December 
Constant 37.34 36.36 35.97 31.07 60.67 47.62 46.57 67.03 64.33 40.27 35.11 33.55 
Latitude (decimal degrees) -1.095 -1.02 -0.908 -0.649 -0.509 
  
-0.525 -0.696 -0.889 -0.891 -0.953 
Longitude (decimal degrees) 
    
0.353 0.352 0.313 0.341 0.286* 
   
Elevation (m) -0.00344 -0.00377 -0.00411 -0.00421 -0.00461 -0.00523 -0.00537 -0.00526 -0.0047 -0.00336 -0.00289 -0.00318 
Adjusted R2 0.67 0.69 0.67 0.64 0.68 0.73 0.77 0.78 0.72 0.53 0.49 0.61 
Mean (˚C) -3.52 -2.00 1.39 5.67 10.68 15.43 17.56 17.08 13.23 6.81 1.82 -2.10 
Coefficients are significant at p<0.05 with no mark or p<0.10 with *. Missing values indicate that the related predictors are not statistically significant (p> 0.05), therefore stepwise regression 
analysis identified the best explanatory model without including those predictors. 
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Vegetation. One of the most diverse vegetation communities in North America is found in 
the GRSM (Jenkins 2007). Jenkins (2007) classified the GRSM forest into 12 broad vegetation 
types; the most abundant classes are montane oak-hickory (31%), high-elevation hardwood 
(17%), yellow pine species (16%), cove hardwood (12%) and spruce-fir forest (8%). Four 
general vegetation parameter sets were developed for running PnET-CN algorithm of the PnET-
BGC by Aber and colleagues (Aber and Federer 1992, Aber and Driscoll 1997, Aber et al. 1997). 
I assigned appropriate vegetation parameter sets to the individual simulated watershed based on 
the dominate vegetation. The vegetation composition for each study watershed was determined 
through a GIS data layer obtained from the National Land Cover Database 
(http://www.mrlc.gov/nlcd06_data.php). 
Land disturbance history. Since the official park dedication in 1940, the GRSM has not 
been impacted by any appreciable logging or fire (Pyle 1988). Therefore the GRSM has not 
experienced any significant logging in recent decades to include in model simulations. However, 
the invasion of balsam woolly adelgid (BWA) (Adelges picea Ratz.) in the 1980s caused 
widespread mortality of Fraser fir (Abies fraseri (Pursh) Poir) (Nicholas et al. 1992, Van 
Miegroet et al. 2001, Jenkins 2007). The first detection of infestation in the GRSM occurred at 
Mt. Sterling in 1963 (Nicholas et al. 1992). The adelgid infestation caused total dead standing 
areas ranging from 7-27 m
2
 ha
-1
 along an elevation gradient (Nicholas and White 1985). A 
survey in 1985 and 1986 found that 11-44% of the total overstory species was dead depending on 
elevation (adapted from Table 4 in Nicholas et al. 1992). Due to elevational gradient of Fraser fir 
biomass in the park, this disturbance was most evident in high-elevation spruce-fir forests 
(Nicholas et al. 1992, Jenkins 2007). I account for this disturbance in the simulations of high 
elevation watersheds by assuming 22% biomass mortality of live biomass with 10% dead 
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biomass removal. A few fire and logging incidents before the park establishment are recognized 
from the GIS data layers and were considered in model simulations (Table 3.15). 
Soil. Soil data were obtained from the data set of Direct Delayed Response Project (DDRP; 
Church et al., 1989). DDRP is a comprehensive soil survey conducted in 1980s focusing on 
forested regions in eastern U.S. with elevated atmospheric deposition and low surface waters 
ANC. This survey included five sites (with 2-3 up to 2-m deep pedons for each site) inside the 
GRSM (Figure 3.8). Soil data are based on samples collected in 1986 from various soil horizons 
(2 to 7 depth profiles) in each sampled pedon. Since none of the soil samples were collected 
inside the study watersheds, I used an average of soil properties as input of the model. One-way 
analysis of variance (ANOVA) suggested that the variation of soil characteristics among the 
pedons is as large as the variation among the soil sampling sites. To estimate the soil-mass-
weighted average of soil properties, I initially calculated soil mass for each horizon as follows: 
𝑆𝑜𝑖𝑙 𝑚𝑎𝑠𝑠 (
𝑘𝑔
𝑚2
) = 𝐵𝑢𝑙𝑘 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (
𝑔
𝑐𝑚3
) ∗ 𝐷𝑒𝑝𝑡ℎ (𝑐𝑚) ∗ (1 – 
CFV
100
) ∗ 10 
where bulk density is the mass per unit volume of soil and CFV is coarse fragment fraction in 
% volume. The average of soil properties at each pedon were estimated by weighting the soil 
property for each horizon by related soil mass at that horizon: 
𝑆𝑜𝑖𝑙 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 𝑝𝑒𝑑𝑜𝑛 =
∑ 𝑆𝑜𝑖𝑙 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 ℎ𝑜𝑟𝑖𝑧𝑜𝑛 ∗ 𝑆𝑜𝑖𝑙 𝑚𝑎𝑠𝑠 ℎ𝑜𝑟𝑖𝑧𝑜𝑛
𝑆𝑜𝑖𝑙 𝑚𝑎𝑠𝑠 𝑝𝑎𝑑𝑜𝑛
 
 where soil mass of a pedon  was estimated by adding the soil mass of all horizons sampled 
in the pedon. A similar approach was used to estimate the soil properties of each site using the 
calculated properties for the pedons in the site. Limited information on weathering rates (i.e., of 
78 
 
Ca
2+
, Mg
2+
, Na
+
 and Cl
-
) and SO4
2-
 adsorption capacity exist for the study sites; thus, these inputs 
were parameterized by model calibration (Table 3.21). In the calibration process, I adjusted 
weathering inputs roughly to the range reported for other regions (Vadeboncoeur et al. 2014). 
For example, the calibrated weathering rates of Ca
2+
 and Mg
2+
 in the study watersheds are in the 
range of 15-60 and 8-23 meq m
-2
 yr
-1
, respectively, which are the same as reported values for 
granitic soil in North America and Europe (6-115 and 2-45 meq m
-2
 yr
-1
, for Ca
2+
 and Mg
2+
 
weathering; Vadeboncoeur et al., 2014). For future studies, various approaches including long-
term weathering rates (Nezat et al. 2004), watershed mass balances (Likens et al. 1998) and 
sodium as an indicator element of weathering (Bailey et al. 2003) could be applied to improve 
estimates of weathering rates. Although the weathering rates across study watersheds are the 
same order of magnitude, the range of calibrated SO4
2-
 adsorption capacity (0.15 – 10 mol kg
 -1
) 
for the GRSM is much higher than the values used for the northeastern U.S. (0.006 - 0.016 mol 
kg
 -1
; Fakhraei et al., 2014 : Table C1). In comparison to the glacial soils in the northeastern U.S., 
soils in the southeastern U.S. are non-glacial, more highly weathered, and have sufficient clay 
and amorphous iron and aluminum content and associated surface coatings to adsorb and store 
elevated SO4
2-
 (Robison et al. 2013, Rice et al. 2014).  
  
79 
 
Table 3.21 Calibrated model parameters for 30 simulated watersheds in GRSM. 
No. Stream name 
Ca2+ 
weathering 
rate (g m-2 
month-1) 
Mg2+ 
weathering 
rate (g m-2 
month-1) 
Na+ 
weathering 
rate (g m-2 
month-1) 
K+ 
weathering 
rate (g m-2 
month-1) 
Cl- 
weathering 
rate (g m-2 
month-1) 
pH 
dependent 
SO4
2- 
adsorption 
capacity 
(mol kg-1) 
Nitrogen 
sink (%) 
Evaporation 
coefficient 
1 Lower Rock Creek 0.032 0.012 0.045 0.017 0.025 3 3 0.22 
2 Shutts Prong 0.085 0.014 0.06 0.03 0.055 0.15 5 0.01 
3 Lower Cannon Creek 0.05 0.012 0.07 0.025 0.055 3.5 5.2 0.01 
4 Road Prong 0.1 0.023 0.07 0.03 0.06 8 7 0.01 
5 Eagle Rocks Creek 0.057 0.017 0.07 0.03 0.055 2.5 6.5 0.01 
6 Buck Fork 0.07 0.008 0.08 0.025 0.055 3.5 5.9 0.01 
7 Otter Creek 0.095 0.011 0.07 0.03 0.06 1.5 6.5 0.01 
8 Copperhead Branch 0.085 0.013 0.08 0.035 0.055 2.5 6.5 0.01 
9 Upper Indian Camp Prong 0.089 0.014 0.07 0.035 0.055 2.7 6.6 0.01 
10 Cosby Creek 0.05 0.02 0.046 0.016 0.03 5.5 3 0.22 
11 Upper Cosby Creek 0.05 0.022 0.049 0.016 0.03 12 6.7 0.33 
12 Pretty Hollow Creek 0.025 0.014 0.055 0.025 0.025 60 6.3 0.36 
13 Upper Rock Creek 0.045 0.015 0.04 0.015 0.025 3.8 5.3 0.26 
14 Inadu Creek 0.025 0.01 0.045 0.016 0.03 5.6 6.9 0.33 
15 Beech Creek 0.03 0.013 0.055 0.025 0.025 78 7.5 0.33 
16 Lost Bottom Creek 0.025 0.011 0.047 0.018 0.021 63 10.5 0.44 
17 Left Fork Anthony Creek 0.055 0.015 0.09 0.03 0.06 13.5 2.7 0.01 
18 Thunderhead Prong 0.028 0.012 0.045 0.014 0.025 12 4.8 0.33 
19 Goshen Prong 0.055 0.015 0.08 0.025 0.055 10 6 0.01 
20 Spring at Silers Bald Shelter 0.075 0.015 0.099 0.045 0.08 1 2.3 0.01 
21 Upper Road Prong 0.085 0.02 0.09 0.025 0.06 12 7 0.01 
22 Walker Camp Prong 0.09 0.011 0.055 0.008 0.055 0.8 9.5 0.01 
23 Kephart Prong 0.055 0.015 0.08 0.045 0.04 25 10 0.01 
24 Beech Flats Prong 0.06 0.018 0.08 0.025 0.035 15 4.5 0.01 
25 Bunches Creek 0.065 0.021 0.11 0.035 0.065 70 10.5 0.01 
26 Sugar Fork 0.065 0.013 0.1 0.037 0.038 70 7 0.01 
27 Mill Creek 0.05 0.02 0.08 0.025 0.055 30 5 0.01 
28 Noland Creek Northeastern 0.095 0.015 0.08 0.045 0.08 6 19.5 0.01 
29 Noland Creek Southwestern 0.095 0.015 0.08 0.04 0.08 15 21.5 0.01 
30 Lowes Creek 0.05 0.012 0.07 0.025 0.055 3.5 5.2 0.01 
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Organic acid parameters. The model simulates stream ANC by considering the 
contributions of dissolved inorganic carbon, natural occurring organic acid and aluminum 
complexes (Driscoll et al. 1994). Due to limited observations of dissolved organic carbon (DOC) 
in the GRSM, I was not able to refine the organic acid parameters for this region. Therefore I 
used parameters obtained from the calibrated values in the northeastern U.S. (see Section 4.1; 
Fakhraei and Driscoll 2015). However, in the GRSM, organic acids do not appear to contribute 
significantly to the acid-base chemistry because concentrations of DOC are low (< 2.1 mg L
-1
 ; 
Cook et al. 1994, Martin et al. 2001). The DOC concentrations are comparable to values 
observed in the Southern Blue Ridge Province during the National Stream Survey (Sale et al. 
1988). Cook et al. (1994) attributed low concentrations of DOC at the GRSM due to the high 
potential sorption by clay-rich soils. 
Streamflow and stream chemistry. Stream chemistry data were obtained for 387 
monitoring sites through the GRSM which were monitored by NPS I&M program at various 
periods (Schwartz et al. 2014; Data source: 
http://ofmpub.epa.gov/storpubl/dw_pages.querycriteria). Among 387 sites, 42 were intensively 
monitored and provide long-term information for stream chemistry in the GRSM. I used these 42 
sites for temporal trend analysis. Stream chemistry data for the 30 simulated sites were also 
obtained from this NPS I&M dataset and were used in model calibration of chemical parameters. 
Streamflow data were used to calibrate the hydrological parameters of the model. U.S. 
Geological Survey (USGS) gauges measure discharge in five locations inside the Park (Figure 
3.8). 
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3.4.4. Modeling procedure  
The model was run using soil and vegetation data and a time series of historical 
meteorological data, atmospheric deposition and vegetation disturbance as inputs. Hydrological 
components of the model partitions precipitation inputs between canopy interception 
(evaporation), surface runoff, soil water and plant uptake (transpiration). Water remaining 
beyond evapotranspiration and soil water holding capacity is drained from watersheds as 
streamflow (Aber and Federer 1992). Modeled streamflow was compared with observed 
streamflow at U.S. Geological Survey (USGS) gauge stations and any necessary adjustment was 
made through calibration of the evaporation coefficient. The USGS gauges measure streamflow 
in five locations inside the park. I calibrated hydrology of each study site by using data from the 
stream gauge observations of a watershed that is close and downstream of the corresponding 
study watershed. Streamflow observations for two streams in Noland Divide watershed which 
obtained from the NPS Aquarius Web Data Portal <https://irma.nps.gov/aqwebportal> were used 
for hydrological calibration of Noland Divide streams. Following hydrological calibration, the 
modeled stream chemistry (of SO4
2-
, NO3
-
, ANC, Ca
2+
, Mg
2+
, Na
+
, K
+
 and Cl
-
) was matched to 
the observed stream chemistry by calibrating parameters including soil weathering rates, soil 
SO4
2-
 adsorption capacity and a parameter representing N sink due to denitrification. 
Concentrations of major cations and anions and ANC for 29 study streams were measured over 
the interval between 1991 and 2014 for 2 to 23 years; no observations were available for one 
stream (Lowes Creek) ((Schwartz et al. 2014), Data source: EPA-STORET 
<http://www.epa.gov/storet/dbtop.html>). 
Hindcast model simulations are initiated with an extended spin up period (1000-1850) to 
allow the watershed to come to steady-state with respect to pre-industrial meteorology and 
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atmospheric deposition (Pourmokhtarian et al. 2012). Starting in 1850, anthropogenic impacts 
including changes in atmospheric deposition and historical land disturbances are considered in 
model simulations by applying my reconstructed inputs. I continued simulation for an additional 
period of ~150 years (until 2150) to assess the recovery of ecosystem from ~150 years of 
historical acidification (i.e., from 1850 to present). The model simulations were compared with 
measured values, over the time periods that the stream chemistry data are available, to test model 
performance. 
The calibrated model was applied to individual study watersheds to quantify future 
projections of soil and water chemistry to evaluate ecosystem response to controls of SO4
2-
, NO3
-
 
and NH4
+
 deposition, individually, and under two general deposition control scenarios: (1) 
control on atmospheric deposition of SO4
2-
 + NO3
-
; and (2) control on atmospheric deposition of 
SO4
2-
 + NO3
-
 + NH4
+
. Although there are no regulations in the U.S. to control ammonia 
emissions, I considered decreases in NH4
+
 deposition along with decreases in SO4
2-
 and NO3
-
 
deposition as a scenario to assess the importance of NH4
+
 in mitigation of streams acidification. 
Future projections were compared to simulations of holding current deposition constant until the 
end of the study period (“business as usual” scenario). The model was also run under a control 
strategy equivalent to the proposed EPA Clean Power Plan (USEPA 2015) for regulating 
national SO2 and NOx emissions. I proposed this scenario (which is adapted from (Driscoll et al. 
2015)) to represent an “on-the-books” scenario depicting the most reasonable foreseeable future 
emissions reductions of air pollutants over the next several decades. According to the “on-the-
books” scenario, current (i.e., average of 2012-2014) deposition level was ramped linearly down 
from year 2015 to the Clean Power Plan level in year 2020 and then was held constant until the 
end of the simulation period (Figure 3.13). After that initial ramping period (i.e., 2020), I applied 
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four additional reduction levels (25, 50, 75 and 100% decreases) to characterize a variety of 
other potential emissions reduction scenarios and assess their hypothetical effects on park stream 
quality. These additional reduction levels were applied linearly for a period of 10 years (2021-
2030; Figure 3.13). Note the 100% decrease in deposition is equivalent to a “pre-industrial” 
deposition. Model simulated stream ANC was considered under each future reduction scenario. 
Model projected ANC in the years 2050 and 2150 were linearly correlated to levels of reduction 
in atmospheric deposition. Using the correlation between stream ANC and atmospheric loads for 
individual sites, stream ANC values were interpolated for the years 2050 and 2150 to determine 
the allowable atmospheric load (dynamic critical load) by year 2030 to achieve a selected target 
ANC. The critical loads are a linear function of observed stream ANC (for 1993-96 survey). The 
empirical relationships between observed stream chemistry and atmospheric load to achieve 
target critical loads were used to extrapolate park-wide critical loads of acidity for 387 individual 
streams (for which water chemistry observations are available). 
I considered two approaches for ANC targets of streams in order to establish values of CLs. 
First I used the traditional approach of designating a fixed ANC as a goal for recovery, selecting 
values of 0, 20 and 50 µeq L
-1
 as potential target values. In addition, I developed ANC targets 
based on the hindcast simulations, estimating historical ANC for study watersheds. These values 
represent natural stream conditions prior to the degradation of stream chemistry by acid 
deposition. As far as I am aware this is the first time this approach has been considered for the 
determination of CLs. I considered three ANC targets: estimates of pre-industrial ANC (ANC 
simulated for 1850) and estimates of pre-industrial ANC less 10 µeq L
-1
 and pre-industrial ANC 
less 20 µeq L
-1
. 
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Figure 3.13 Reconstruction of total (dry + wet) atmospheric SO4
2-
, NO3
-
 and NH4
+
 deposition 
(meq m
-2
 yr
-1
) at a high elevation site (~1800 m; Noland Divide Watershed) in the GRSM during 
1850-2050. Future projections are shown under “business as usual”, EPA Clean Power Plan 
(“on-the-books”) and four reduction levels applied to the “on-the-books” scenario (i.e. 25, 50, 
75, and 100% (i.e., back to Pre-industrial deposition level)). 
3.4.1. A probabilistic approach for TMDL development 
Once the model was calibrated for the study sites, I simulated the streams under the three 
deposition reduction scenarios and projected future stream ANC. The simulated ANC in year 
2050 for each stream was compared to the site specific ANC targets. Here I present an approach 
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employed to develop a TMDL of acidity which includes a margin of safety component using a 
probabilistic approach. The EPA’s water quality guideline (USEPA 1997) suggests that the 
maximum allowable frequency for exceedance of a TMDL water quality criterion is 10%. 
Taking into account model uncertainty, implementing a proposed TMDL should result in a 
stream ANC (in year 2050) with 90% or greater probability of exceeding the site specific target 
ANC. I evaluated this condition by calculating the frequency of exceedance (Borsuk et al. 2002). 
The probability of the simulated stream ANC being less than the site specific target, given input 
factors, can be calculated as 
𝑝 = 𝑃(𝐴𝑁𝐶 < 𝐴𝑁𝐶𝑡𝑎𝑟𝑔𝑒𝑡|𝑖𝑛𝑝𝑢𝑡 𝑓𝑎𝑐𝑡𝑜𝑟𝑠) = 𝐹(
𝐴𝑁𝐶𝑡𝑎𝑟𝑔𝑒𝑡−𝐴𝑁𝐶
𝜎
)  
where p is the “exceedance probability” and F is the value of the cumulative standard normal 
distribution and σ is standard deviation of distribution of predicted ANC due to uncertainty in 
input factors (Borsuk et al. 2002). This value should be less than the tolerable frequency such as 
the 10% value suggested by EPA’s water quality guidance documents (USEPA 1997). If this 
criterion is not satisfied, the atmospheric load should be decreased, resulting in an increase in 
simulated stream ANC. I evaluated this criterion by reducing the atmospheric deposition under 
the three deposition reduction scenarios to find the minimum reduction in deposition which 
insures the recovery of the streams above the target ANC. The TMDLs of acidity can be 
expressed either in terms of percent reduction in SO4
2-
 + NO3
-
 + NH4
+
 deposition load relative to 
the average of the last three current years (2012-2014) or the absolute projected deposition load. 
I considered a practical time frame for load reduction (i.e., 2050, 2150).  
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3.5. Sensitivity and Uncertainty analysis 
3.5.1. Sensitivity and uncertainty analysis of the PnET-BGC for using in GRSM  
Among the sensitivity and uncertainty techniques which I reviewed (see Section 2.5), three 
techniques were selected to illustrate the application of sensitivity and uncertainty analysis using 
PnET-BGC for simulation of stream chemistry in a forested watershed. My approach is based on 
the application of three sensitivity and uncertainty analysis methods (i.e., first-order sensitivity 
index, Morris-OAT, and LHS-MC). A preliminary screening exercise identifies the subset of the 
most potentially explanatory input factors (i.e., model parameters and model data inputs) using 
the approach of first-order sensitivity index. Afterwards, the Morris technique is applied on the 
input factors to quantify the interaction effects of input factors on the model output. Finally, a 
LHS-MC uncertainty analysis was employed to describe the uncertainty of the model outputs. 
Using this technique, ±10% uncertainty in the input factors was propagated to the model output. 
I use R version 3.0.1 (R Core Team 2013) to implement the sensitivity and uncertainty analysis 
functions described throughout the manuscript (the R script for implementing first-order 
sensitivity index, Morris and LHS-MC techniques are available in Appendix B). 
3.5.1.1. First-order sensitivity indices  
Sensitivity analysis was performed on 51 input factors (model inputs and parameters listed in 
Table 4.11). The analysis was conducted primarily by examining the change in a model output at 
a specific time (i.e., 5-year average of stream ANC centered in 2050) in response to a 10% 
increase in an input factor. I selected ANC as an output of interest because it is an integrated 
measure of the sensitivity of a watershed to inputs of acid deposition. The first-order sensitivity 
index (Jørgensen and Bendoricchio 2001) of stream ANC in response to perturbation in an input 
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factor X (S
x
ANC) was calculated by dividing the relative change in modeled predicted ANC by a 
relative change in the input factor of interest. The higher the sensitivity index, the more sensitive 
simulated values of ANC are to the input factor. 
3.5.1.2. Morris One-factor-At-a-Time (MOAT) 
In this sensitivity analysis, the main effects and interactions of 51 input factors were 
investigated. Each input was scaled so that 0 and 1 represents 90% and 110%, respectively, of a 
nominal value. The output investigated was the 5-year average of stream ANC centered in 2050. 
Each input factor was discretized over its range (i.e., from 0 to 1), in p = 10 equidistance 
intervals. Randomly, a set of input factors (“base values”) was chosen from the discretized levels 
and used to run the model. Then one parameter was evaluated at a time by altering its value by a 
perturbation level of Δ = p/2/(p - 1) = 0.55, as recommended by Morris (1991). Elementary 
effect (EE), which is relative change in modeled predicted ANC (i.e., ΔANC / Δ) in response to a 
perturbation in each input factor, was calculated. The perturbation was applied to each individual 
input factor, returning all input factors to their “base values” before calculating EE for next input 
factor. The above steps were repeated r = 60 times, resulting in 60 EE values for each input 
factor. The mean (µ) and standard deviation (σ) of EE values for each input factor were assessed 
for identifying non-linear or interaction effect of input factors.  
3.5.1.3. Monte Carlo regression based 
Monte Carlo simulations were conducted to estimate uncertainty in model predicted ANC by 
imposing uncertainty in input factors of the model. All input factors were allowed to vary over 
20% (i.e., ±10%) about their nominal value and the effect of this perturbation on the mean ANC 
was estimated. A set of 1000 samples were drawn using a Latin Hypercube Sample scheme. 
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Monte Carlo simulation of Latin Hypercube samples resulted in 1000 predictions for 
concentration of major elements and ANC in stream and soil chemistry for the period of 
simulation. 
3.5.2. Sensitivity analysis of PnET-BGC for use in the Adirondacks  
Analyses were performed to identify parameters that are sensitive to projections of ANC. 
Sensitivity analyses were conducted on 33 model parameters and inputs (listed in Table 3.2). The 
analysis was conducted primarily by examining the change in ANC under pre-industrial 
conditions (i.e., 1850) and four future dates (i.e., 2050, 2100, 2150, 2200) in response to a 
change in a model parameter or input of interest. The model was run for each calibrated and 
confirmed lake (i.e., 26 lakes) to estimate the degree of sensitivity by applying a 20% and 3˚C 
change (i.e., increase or decrease) in model parameters and inputs, and temperature, respectively. 
Sensitivity index of ANC (S
x
ANC) for each individual lake was calculated by dividing the relative 
change in modeled predicted ANC by a relative change in a parameter or input of interest. The 
higher the sensitivity index, the more sensitive simulated ANC is to a model parameter or input. 
The most sensitive parameters were identified by comparing the median of calculated S
x
ANC 
values for the 26 lakes. 
3.5.3. Uncertainty analysis of organic acid model  
The discrepancy between measured and simulated pH, ANC and Ali can originate from 
analytical uncertainty, including analytical error in input data (i.e., measured cations, anions, 
DIC, DOC, total monomeric Al, SiO2), fitting chemical parameters (pH, ANC and Ali), and 
model inadequacy. Monte Carlo simulation was conducted to estimate the effects of analytical 
error and to infer lack of fit due to the model inadequacy. Only the ALTM dataset was 
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considered in this exercise. Five hundred alternative sets of input data were generated by 
perturbing measured values with analytical errors. These analytical errors were estimated from 
the standard deviations observed in field triplicate samples from the ALTM dataset (Table 3.22). 
This uncertainty analysis therefore includes both sampling and analytical imprecision. To cover 
the entire range of measured pH, a sampling protocol was developed. The ALTM dataset was 
stratified into 64 pH intervals (0.05 pH units) and a random sample was selected from each 
stratified space. The perturbed data sets were then used as inputs to the model to quantify the 
effects of analytical errors by comparing the measured pH, ANC and Ali with model calculated 
values. To evaluate how uncertainties in the calibrated organic acid parameters affect 
calculations of pH, ANC and Ali, a similar Monte Carlo analysis was performed. In this analysis, 
analytical errors in measured inputs were ignored, while organic acid parameters were perturbed 
using a normal distribution with a relative standard deviation of 2% (i.e., approximately 
equivalent to the mean of relative standard deviation of analytical errors). 
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Table 3.22 Analytical uncertainty assigned for Monte Carlo simulation. The precision values 
were calculated from standard deviation of triplicate samples measured in ALTM program. 
Parameter 
Precision
‡
 
Mean SD Range SD 
1st-99th 
percentile SD 
SO4
2- 0.20 0 - 5.83 0 - 1.73 
NO3
- 0.15 0 - 4.52 0 - 1.88 
Cl- 0.23 0 - 11.88 0 - 1.4 
F- 0.07 0 - 2.48 0 - 0.41 
ANC 1.69 0.02 - 19.4 0.1 - 8.4 
DIC 2.29 0 - 68.5 0 - 16.2 
DOC 7.17 0.07 - 124.1 0.3 - 47.6 
H4SiO4 1.48 0 - 20.3 0 - 10.1 
Ca2+ 0.56 0 - 26.8 0 - 3.9 
Mg2+ 0.12 0 - 3.01 0 - 1.06 
Na+ 0.25 0 - 4.13 0 - 1.44 
K+ 0.11 0 - 3.2 0 - 0.67 
NH4
+ 0.16 0 - 2.04 0 - 1.22 
Total monomeric Al 0.13 0 - 2.69 0 - 0.92 
Inorganic monomeric Al 0.09 0 - 3.36 0 - 0.66 
Organic monomeric Al 0.13 0 - 2.84 0 - 0.96 
pH 0.016 0 - 0.18 0 - 0.1 
‡
Units are in µmol L-1, except pH and ANC is in µeq L-1  
  
91 
 
4. Chapter IV (Results and Discussion) 
4.1. Parameterization of natural occurring organic acids 
4.1.1. Results 
4.1.1.1. Input data patterns  
Concentrations of some chemical constituents vary with pH in ALTM lakes (Figure 4.1). The 
concentrations of AlTM are highest at pH 4.5 and decrease exponentially to low values above pH 
6.5 (Figure 4.1a). In the very lowest pH waters (pH<3.8), concentrations of AlTM are relatively 
low, coinciding largely with observations for perched seepage lakes. pH-dependent 
concentrations of AlTM in Hubbard Brook streams show a pattern similar to Adirondack drainage 
lakes (i.e., higher Al concentration at lower pH values), but HBEF streams have significantly 
higher Al concentrations at low pH values compared to Adirondack lakes. Concentrations of 
AlTM in HBEF streams do not decrease at very low pH values as observed for Adirondack 
seepage lakes, but concentrations of AlTM in Hubbard Brook soil solutions decrease at lower pH 
(Figure 4.1a) largely associated with observations from organic soil horizon which have limited 
contact with mineral soil. The concentrations of DOC are relatively constant at pH values above 
5, but show elevated concentrations at lower pH (4.2 to 5) (Figure 4.1b). The partial pressure of 
CO2 (PCO2) in Adirondack and Hubbard Brook streams decreases with increases in pH (Figure 
4.1c), while the PCO2 in soil solutions of Hubbard Brook is relatively constant over pH values. 
The PCO2 seems to vary following supply of CO2 due to soil bacterial and root respiration and 
amount of turbulence resulting in equilibration with the atmosphere, increasing from streams < 
lakes < soil solutions (Figure 4.1c).  
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Figure 4.1 (a) Concentrations of total monomeric Al (AlTM) (b) DOC and (c) partial pressure of 
CO2 (PCO2) as a function of pH. The point values represent mean concentrations at 0.05 pH unit 
intervals based on clustering observations in ALTM lakes, and soil solutions and stream waters 
in watersheds 1 and 6 of Hubbard Brook. The maximum relative standard errors (i.e., 
(SD/√n)/mean*100) for estimated means of AlTM, DOC and Log (PCO2) are 19.1%, 14.7%, and 
2.4%.   
4.1.1.2. Calibrated constants  
Calibrated equilibrium constants and site density for Adirondack and Hubbard Brook waters 
are in the range reported for other studies (Table 4.1). Calibrated site density (m) for the Hubbard 
Brook dataset, particularly streams, is slightly greater than the site density for the Adirondacks 
dataset, suggesting that DOC draining Hubbard Brook watersheds has greater ion binding per 
unit organic C than Adirondack lakes. In contrast to previous studies (Driscoll et al. 1994, 
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Hruška et al. 2001) that fitted proton pKas and m of triprotic organic acid, I conducted 
simultaneous calibration of proton- and Al- binding constants. The binding of DOM with Al 
alters proton binding and site density (m), and this approach may contribute to some of the 
differences between this work and previous studies (see below). The resulting Al-binding 
constants are in the range reported in the literature. In this study, two proton dissociation 
reactions are considered for organo-Al complexation (corresponding to pKAl1 and pKAl2).  
 
Table 4.1 Equilibrium constants and site density for reactions involving H
+
 and Al with a 
triprotic organic analog. Site density (m) = organic acids/DOC (mol sites/mol C). 
Sampling location m pKa1 pKa2 pKa3 pKAl1 pKAl2 pKAl3 Reference 
Adirondack region, NY, U.S. a 0.045 2.54 6.19 7.52 4.00 3.93 9.48 
This Study 
Hubbard Brook, NH, U.S. (streams and soil solutions) 0.054 2.22 6.45 6.56 5.31 4.18 8.10 
Hubbard Brook, NH, U.S. (streams) 0.064 2.02 6.63 7.30 4.07 7.37 6.65 
Hubbard Brook, NH, U.S. (soil solutions) 0.048 2.79 5.93 7.07 6.32 3.07 8.27 
Adirondack region, NY, U.S. b 0.048 3.20 6.06 8.32 5.58 4.01 12.48 
Adirondack region, NY, U.S. b 0.055 2.64 5.66 5.94 ---- 4.72 8.38  
Adirondack region, NY, U.S. c 0.043 2.10 5.94 6.86 ---- 4.72 8.38 
Schecher and Driscoll 
(1995)  
Hubbard Brook, NH, U.S. 0.023 2.02 5.21 6.48 ---- 4.97 7.89 Santore et al. (1995) d 
Svartberget catchment, Sweden 0.034 2.50 4.00 5.80 ---- ---- ---- Hruška et al. (2001) 
Lysina catchment, Czech Republic 0.035 2.50 4.42 6.70 ---- ---- ---- Hruška et al. (2003) 
Svartberget catchment, Sweden 0.041 3.04 4.51 6.46 ---- ---- ---- Hruška et al. (2003) 
74 Swedish lakes 0.034 3.60 4.20 5.50 ---- ---- ---- Köhler et al. (1999) 
Adirondack region, NY, U.S. ---- 4.00 6.10 9.25 ---- ---- 11.08 Eary et al. (1989) e 
Throughout U.S. and Canada 0.040 ---- ---- ---- ---- ---- ---- Oliver et al. (1983) 
Slavko Forest, Czech Republic 0.030 ---- ---- ---- ---- ---- ---- Hruška et al. (1996) 
Satilla River, Georgia, U.S. 0.035 - 0.050 ---- ---- ---- ---- ---- ---- Perdue et al. (1980) 
Thought Norway and Scotland 0.022 ---- ---- ---- ---- ---- ---- Henriksen and Seip (1980) 
a Adirondack Long Term Monitoring (ALTM) program 
b Adirondack Lake Survey Corporation (ALSC) program 
c Regional Integrated Lake-Watershed Acidification Study (RILWAS) sites 
d Used in PnET-BGC model Gbondo-Tugbawa et al. (2001) 
e Used in ILWAS model Gherini et al. (1985) 
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4.1.1.3. Model performance in simulation of pH, ANC and Ali  
To illustrate the role of DOM in the acid-base chemistry of low ionic strength waters, a suite of 
calculations were performed by inputting inorganic solutes and considering only inorganic 
chemical equilibrium reactions (Table A- 1) in the calculation of pH, ANC and Ali for the 
ALTM dataset (Figure 4.2). Substantial discrepancies in simulations of pH, ANC and Ali from 
measured values are evident when organic acids are ignored. This hypothetical calculation 
overestimates pH by up to 0.5 pH units for lakes with ANC > 50 µeq L
-1
. The overestimation of 
pH increases with decreases in lake ANC to more than 1.0 pH unit in the most acidic lakes 
(Figure 4.2a). Model calculations of ANC are also markedly overestimated by not including 
organic acids in the calculations, particularly for lakes with ANC < 0 µeq L
-1
 (Figure 4.2b). Not 
surprisingly, ignoring organic acids overestimates calculated Ali for the entire range of measured 
Ali. The discrepancy in estimated Ali increases with decreases in lake ANC (Figure 4.2c). When 
the calibrated triprotic organic analog is considered, the model is better able to depict pH, ANC 
and Ali over the range of pH values observed for both ALTM and Hubbard Brook waters (Figure 
4.2). Note an initial analysis indicated that neither mono- nor diprotic organic analogs were able 
to effectively fit the model to the observations, since at least one and two reactions were required 
to describe weak and strong acid behavior of organic acids, respectively. 
Applying the calibrated model with the optimized parameters results in good agreement 
between observations and simulated values for the original dataset (i.e., before clustering into the 
pH intervals): The model calculations give RMSE of 0.25, 12.5 µeq L
-1
 and 1 µmol L
-1
 for pH, 
ANC and Ali, respectively, for simulation of all observed values in ALTM data, while ignoring 
organic acids in the calculation results in overestimation for pH, ANC and Ali (Figure 4.3). The 
histograms of the discrepancy between modeled and measured pH, ANC and Ali are similar to a 
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normal distribution, indicating that there is no bias in the predictions.  However when organic 
acids are not considered in chemical equilibrium calculations, histograms of the model residuals 
show substantial bias towards positive values, indicating overestimation of these outputs (Figure 
4.4).  
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Figure 4.2 Comparison of the calibrated triprotic model simulations of (a) pH, (b) ANC and (c) 
Ali to calculations in which organic acids are excluded and those using model parameters which 
were developed by Driscoll et al. (1994). Inset figures show the discrepancies between measured 
and predicted pH, ANC and Ali due to excluding organic acids as a function of mean measured 
ANC in each pH cluster. 
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Figure 4.3 Comparison between measured and simulated pH, ANC, and Ali for all ALTM 
observations with using calibrated organic acid parameters developed in this study (top panel) or 
ignoring organic acids from calculations (bottom panel). 
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Figure 4.4 Frequency distribution of residuals for simulated pH, ANC and Ali by using 
calibrated organic acid parameters (top panel) or ignoring organic acids from calculations 
(bottom panel). 
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In an independent analysis, I clustered the ALSC dataset into 0.05 pH intervals and modeled 
performance by calculating the central tendency of pH and ANC observations as I did for the 
ALTM dataset. Clustered data from the evaluation of the ALSC dataset have a similar range of 
pH and DOC as the clustered ALTM dataset. Using calibrated parameters, somewhat improved 
the agreement between predicted and measured pH compared to results using parameters 
previously developed for this dataset  (Figure 4.5 and Table 4.2). 
 
 
Figure 4.5 Comparison between measured and simulated (a) pH and (b) ANC for means of 
grouped observations in 0.05 pH interval based on ALSC data set. 
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Table 4.2 Summary of model performance in calculating pH, ANC and Ali for three different 
data sets (Adirondack Long Term Monitoring (ALTM) program, Hubbard Brook Experimental 
Forest (HBEF) and Adirondack Lake Survey Cooperation (ALSC)) based on applying calibrated 
parameters and literature values. Values indicate normalized root mean squared error (NRMSE). 
Data base ALTM HBEF ALSC 
Source of modeling parameters pH ANC Ali All pH ANC Ali All pH ANC Ali
a All 
Calibrated to ALTM data base 0.05 0.57 0.46 0.36 0.08 2.21 0.66 0.99 0.09 0.91 ---- 0.50 
Calibrated to HBEF data base 0.08 0.80 0.75 0.54 0.08 2.43 0.25 0.92 0.11 1.07 ---- 0.59 
Driscoll et al. (1994) 0.14 1.08 1.29 0.83 0.10 3.15 1.97 1.74 0.16 1.16 ---- 0.66 
Santore et al. (1995) 0.07 1.68 0.95 0.90 0.14 7.01 1.03 2.73 0.11 1.51 ---- 0.81 
Excluding organic acids 0.23 3.39 1.93 1.85 0.41 13.78 2.50 5.56 0.30 2.74 ---- 1.52 
a No Al measurement 
4.1.1.4. Charge density as a function of pH and Al  
Values of charge density (Org
n-
 / DOC) predicted from the calibrated parameters for 
Adirondack lakes (ALTM) are low and relatively constant at low pH, and increase as pH values 
increase above 5 (Figure 4.6). Estimated charge densities at low pH values are about 30-40% of 
values at circumneutral pH, suggesting that DOM has a significant density of strongly acidic 
organic functional groups. Observations from Adirondack lakes encompass a wider range of pH 
than Hubbard Brook soil solutions and streams. Over their common range of pH the two datasets 
demonstrate similar DOC and charge density values (Figure 4.6).  
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Figure 4.6 Mean (a) DOC and (b) charge density (CD) (organic anion/DOC) at 0.05 pH unit 
intervals as a function of pH for samples collected from Adirondack lakes by the ALTM 
program and from Hubbard Brook soil waters and streams. 
 
The effect of Al on the charge density of DOM was examined by calculating charge density 
without including Al in chemical equilibrium calculations (Figure 4.7). In the higher pH range 
(>5.5), the ratio of total monomeric Al to DOC (AlTM/DOC ratio) is less than 1 mol mg C
-1
 and 
the decrease in charge density due to binding organic acid with Al is small (i.e., less than 10%). 
In contrast, in the pH range of 4.2 to 5.5, depending on the AlTM/DOC ratio, charge density of 
DOM decreases up to 20% due to Al binding. 
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Figure 4.7 Calculated charge density (CD) of dissolved organic matter as a function of pH and 
the ratio of measured total monomeric Al to DOC (AlTM/DOC) for Adirondack lakes.  
4.1.1.5. Long-term change in organic acid properties  
Running the optimization algorithm for the data set between 1993 and 2002 results in a site 
density (m) of 0.043. While the site density increased to 0.054 for the data set between 2003 and 
2012. In addition the charge density, estimated by using the fitted parameters (i.e., m, pKa and 
pKAl) show significantly greater values for the recent dataset (2003-2012) compared to the 
earlier dataset (1993-2002) (Figure 4.8). Increases in both site density and charge density over 
time suggest that the quality of DOM in Adirondack lakes is changing. Recent DOM exhibits 
greater proton and Al binding, behaves as a stronger organic acid and has a greater relative 
contribution to acidity of surface waters. 
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Figure 4.8 Calculated charge density (CD) of dissolved organic matter as a function of pH for 
long-term observations in ALTM dataset from 1993-2001 and 2002-2012.  
4.1.1.6. Site-specific parameters  
Organic acid parameters were determined for each individual lake in the Adirondacks and for 
streams and soil solutions in HBEF (Table 4.3). Multiple linear regression analysis indicates that 
site-specific organic acid parameters can be explained partially by using mean observations for 
some solutes (i.e., Ali, pH, DOC and CB-CA) at the site of interest (Table 4.4). These equations 
are useful for estimating organic acid parameters for sites with limited observations.  
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Table 4.3 Parameters of natural occurring organic acids as a function of mean of the 
observations of solutes in Adirondack lakes (n=52) 
Range in ALTM 
dataset 
4.2 < pH < 7 -40 < CB-CA (µeq L
-1) < 220 2 < DOC (mg L-1) < 15 0.1 < Ali (µmol L
-1) < 9.1 
Adj.R2 
Parameter Constant pH  CB-CA  Log(DOC) Log (Ali) 
m -0.1042 0.0212 -0.0002* 0.0608 -0.0103* 0.50 
pKa1 -5.12 1.83 -0.02 
  
0.46 
pKa2 1.81 0.77 
   
0.82 
pKa3 -pKa2 6.03 -0.78 
   
0.53 
pKAl1 6.71 
 
0.02 -3.63 
 
0.43 
pKAl2 19.56 -2.88 0.03 
  
0.31 
pKAl3 -0.21 1.74       0.56 
Coefficients are significant at p<0.001 with no mark or p<0.01 with *. 
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Table 4.4 Site-specific organic acid parameters estimated by using a fitting procedure for each 
individual site in Adirondacks and HBEF. 
No. Site ID Lake Name m pKa1 pKa2 pKa3 pKAl1 pKAl2 pKAl3 
1 040747A Cascade Lake 0.048 5.28 6.98 7.55 5.63 3.85 10.63 
2 040750A Windfall Pond 0.059 4.89 6.96 7.48 4.72 3.94 10.47 
3 060315A Raquette Lake Reservoir 0.051 4.16 6.37 7.95 2.80 4.77 9.99 
4 20058 Little Hope Pond 0.060 3.15 5.92 7.80 6.21 3.95 9.77 
5 20059 Big Hope Pond 0.069 5.15 6.31 7.95 5.27 3.39 10.22 
6 20126 Little Echo Pond 0.058 3.43 5.43 7.50 1.47 7.68 6.97 
7 20138 East Copperas Pond 0.051 2.56 5.37 8.00 4.49 7.36 7.34 
8 20143 Middle Pond 0.056 5.42 7.12 8.53 5.60 2.32 12.09 
9 20188 Sunday Pond 0.037 4.49 5.54 8.17 7.00 7.70 6.41 
10 20197 Sochia Pond 0.037 4.26 5.58 7.39 4.02 2.89 9.95 
11 20233 Owen Pond 0.051 5.48 7.05 7.51 6.89 4.14 11.18 
12 20264 Heart Lake 0.058 5.48 6.63 8.63 6.30 3.24 11.47 
13 20265 Marcy Dam Pond 0.048 4.92 6.39 7.24 4.95 1.71 9.26 
14 30171 Grass Pond 0.052 3.06 5.30 7.47 2.50 6.84 7.89 
15 30172 Little Clear Pond 0.074 5.16 6.18 7.31 4.85 2.76 9.94 
16 30256 Black Pond 0.034 4.16 7.41 7.91 10.35 10.03 9.11 
17 40186 Loon Hollow Pond 0.035 2.07 5.88 8.08 2.26 7.52 6.86 
18 40210 Willys Lake 0.027 5.13 5.27 8.43 7.54 5.92 6.17 
19 40576 Woods Lake 0.059 5.20 6.61 8.47 4.95 3.43 10.81 
20 40704 Middle Settlement Lake 0.030 5.34 5.85 7.78 4.08 2.59 10.04 
21 40706 Grass Pond 0.035 5.49 6.23 7.20 5.23 4.46 9.60 
22 40707 Middle Branch Lake 0.065 5.41 6.68 8.04 3.01 3.36 10.86 
23 40739 Lake Rondaxe 0.048 3.29 6.99 8.08 5.90 4.35 10.85 
24 40746 Moss Lake 0.051 4.73 6.88 7.38 3.19 2.81 10.29 
25 40748 Bubb Lake 0.051 5.47 6.60 8.19 5.19 3.90 11.10 
26 40750 Dart Lake 0.049 5.06 5.98 7.67 3.84 3.47 9.61 
27 40752 Big Moose Lake 0.043 4.80 5.79 7.84 5.58 3.85 9.54 
28 40753 West Pond 0.050 2.65 6.18 8.01 3.03 2.08 10.41 
29 40754 Squash Pond 0.049 3.30 5.33 7.64 2.74 6.38 7.06 
30 40777 Constable Pond 0.044 4.39 6.11 8.32 5.64 3.43 10.28 
31 40826 Limekiln Lake 0.051 5.44 6.37 7.66 5.25 3.70 10.16 
32 40850 Squaw Lake 0.053 5.34 6.44 6.70 4.83 4.07 9.54 
33 40852 Indian Lake 0.039 3.74 5.48 7.62 5.58 3.27 8.98 
34 40874 Brook Trout Lake 0.021 5.28 5.55 7.18 6.10 3.79 9.26 
35 40887 Lost Pond 0.041 2.50 6.12 7.79 3.15 4.61 9.59 
36 40905 Barnes Lake 0.042 5.08 5.71 8.41 4.21 7.75 8.26 
37 41004 South Lake 0.044 5.29 6.04 7.64 5.34 3.70 9.87 
38 41007 North Lake 0.045 4.68 5.78 7.22 4.15 3.59 8.90 
39 50215 Willis Lake 0.054 2.68 6.79 8.26 6.45 4.65 10.89 
40 50259 Jockeybush Lake 0.015 5.35 5.36 8.07 5.70 4.58 10.34 
41 50458 Clear Pond 0.059 5.30 7.10 7.38 7.53 4.91 11.93 
42 50577 Nate Pond 0.059 5.47 6.76 7.66 3.77 3.74 10.81 
43 50649 Long Pond 0.055 3.30 5.34 8.62 3.53 9.58 5.40 
44 50669 Carry Pond 0.057 5.13 6.04 7.32 3.18 3.92 10.12 
45 50684 Arbutus Lake 0.059 5.40 6.51 7.68 6.16 4.66 10.51 
46 50706 Lake Colden 0.044 5.15 5.49 7.59 5.09 3.60 8.95 
47 50707 Avalanche Lake 0.056 4.64 5.69 8.11 5.15 4.30 9.13 
48 60182 Little Simon Pond 0.011 3.86 6.95 8.61 6.16 3.77 13.94 
49 60313 Sagamore Lake 0.054 4.18 6.35 7.14 4.82 2.48 9.30 
50 60329 Queer Lake 0.051 5.43 6.01 7.50 4.90 4.53 9.74 
51 70729 Otter Lake 0.021 5.27 6.23 7.03 4.99 4.00 9.95 
52 70859 G Lake 0.034 5.42 6.02 7.30 4.93 4.62 9.41 
53 HBEF W1 soil solution 0.047 2.21 5.90 7.16 5.03 4.37 8.28 
54 HBEF W1 Stream 0.030 2.01 5.43 7.29 4.94 2.96 8.68 
55 HBEF W6 soil solution 0.059 2.21 5.97 8.40 5.67 3.73 9.56 
56 HBEF W6 Stream 0.064 1.7 6.681 7.575 4.061 7.206 7.119 
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4.1.2. Discussion 
4.1.2.1. Patterns of central tendency of observations  
The variation of AlTM concentrations across study sites (Figure 4.1) resembles the theoretical 
pH-dependent solubility of Al(OH)3(s). This pattern suggests that mineral dissolution or soil 
release is an important source of Al in acid-impacted surface waters in the Northeast. High 
concentrations of DOC in Adirondack lakes with low pH suggest that the acidic characteristic of 
the lowest pH waters are likely due to the influence of wetlands. The PCO2 in Adirondack lakes 
and Hubbard Brook soil solutions and streams also vary with pH and are oversaturated with 
respect to atmosphere CO2 (PCO2=10
-3.4
). 
4.1.2.2. Effect of organic acids on pH, ANC and Ali  
The low value of the first dissociation constant of organic acids (pKa1) (Table 4.1) indicates 
that DOM has strongly acidic functional groups. The magnitude of charge density at low pH 
(Figure 4.6b) confirms that organic acids act as strong acids as they are deprotonated at low pH. 
The pattern of increasing charge density with increases in pH (from 5 to 7.3) is characteristic of 
the presence and deprotonation of weak acid sites associated with DOM. 
My analysis demonstrates the critical role of DOM in influencing the acid-base status of low 
ionic strength waters. Ignoring DOM in chemical equilibrium calculations results in substantial 
overestimation of pH, ANC and Ali. Moreover without considering DOM binding, the speciation 
of Al cannot be determined, which is critical to understanding the potential toxicity of acid-
impacted waters. The presence of organic acids has a strong acidifying effect on low ionic 
strength waters, while pH buffering is a secondary effect. Surface waters with low ANC have 
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low buffering capacity and are susceptible to the acidifying effect of naturally occurring organic 
acids.  
4.1.2.3. Calibrated parameters to Northeast surface waters  
There are a few possible explanations for the differences in the parameters developed for 
previous analyses and the present study: 1) measurements of the speciation of AlTM are available 
for the ALTM dataset allowing for simultaneous determination of proton and Al binding 
constants, but not for the ALSC dataset which was used in a previous study. At relatively high 
concentrations (i.e., AlTM/DOC > 1 mol/mg C), Al influences organic acid characteristics. 2) 
ALSC lakes represent a spatial survey of many Adirondack lakes during summer over four years, 
while the ALTM dataset consists of long–term temporal observations of a few lakes (i.e., 52). 
Differences in model parameters between the two data sets could be due to slight differences in 
DOM quality between lake groups or a change in the quality of carbon over time. 3) The 
optimization routine used in the earlier analyses is different than the approach used here. In this 
study pH, ANC, Ali are fitted parameters, while in the previous studies of ALSC lakes  and 
Hubbard Brook waters (Santore et al. 1995) the ion deficit was the sole fitting parameter. These 
different approaches may contribute to the discrepancy between results. 4) Finally, in this study 
all organic acid species were considered in the determination of site density. Therefore I define 
site density here somewhat differently than previous literature by including organic bound Al 
(i.e., in contrast to literature, terms [AlOrg] + [AlHOrg
+
] + [AlH2Org
2+
] were included in the site 
density definition). This difference in the definition resulted in somewhat higher site density 
values compared to previous models, particularly for waters with high concentrations of Al. 
Previous studies in northcentral Europe (e.g.,Hruška et al., 2003, 2001) have reported a linear 
increase in charge density with increases in pH. This linear pattern is due to a relatively uniform 
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distribution for proton dissociation constants resulting in continuous deprotonation of organic 
acids with increases in pH. The pH dependent charge density reveals some subtle differences to 
this pattern. Due to the low first dissociation constant of organic acids (pKa1=2.54), there is 
substantial charge density at the very lowest pH values and DOM occurs as an anion over the full 
pH range of these Northeast waters. A modest decrease in charge density is evident over the pH 
range 4 to 5 due to the binding of DOM with high Al concentrations (Figure 4.7). High 
concentrations of Al at low pH, which are the result of its pH-dependent solubility (Figure 4.1a) 
enhanced Al binding with DOM and neutralized negatively charged binding sites. Occupation of 
charged sites with Al reduced charge density of DOM for low pH and high Al concentration 
waters.  
Near pH 5.5, charge density increases with increases in pH due to the deprotonation of organic 
acids associated with the second dissociation (pKa2=6.19). In this pH range Al concentrations are 
low; so almost all variation in charge density is due to the deprotonation of organic acids. A 
previous study (Driscoll et al. 1994) of Adirondack lakes postulated a similar large difference 
between dissociation constants of organic acids (pKa1=2.64 and pKa2=5.66). 
Concentrations of DOC are notably higher in soil solutions at Hubbard Brook than surface 
waters (Dittman et al. 2007). In spite of the substantial differences in concentration of DOC and 
presumably differences in carbon quality among datasets from soil solutions, low-order streams 
and diverse lakes, the values of charge density calibrated separately for each dataset are in 
remarkably close agreement (Table 4.1). My observations are consistent with a previous study 
(Stevenson and Vance 1989) suggesting that natural occurring organic acids have similar 
chemical characteristics irrespective of their source.  
109 
 
4.1.2.1. Environmental implications and future work 
Accurate projections of changes in the acid-base status of surface waters (in eastern U.S., north 
central Europe and southeastern China) from conditions of high to lower acidic deposition will 
require improved algorithms depicting the behavior of naturally occurring organic acids. There is 
considerable interest in projecting the recovery of acid-impacted watersheds and determining the 
critical loads of acidity needed to accomplish this recovery (Sullivan et al. 2012a, Fakhraei et al. 
2014). While empirical relations and steady-state models have been used for these projections, 
dynamic models provide a much better approach to estimate the time-path to recovery of acid-
impacted ecosystems. With the partial recovery of watersheds that have been acidified by acidic 
deposition there appears to be a compensatory response of a decrease in the soil partitioning of 
DOM resulting in an increase in surface water concentrations (Driscoll et al. 2007, Monteith et 
al. 2007, Clark et al. 2010). Increases in DOM will increase the supply of naturally occurring 
organic acids, potentially decreasing the steady-state ANC of waters that might be achieved 
under lower inputs of acidic deposition. Moreover increases in DOM could increase the binding 
of Al and thus mitigate toxicity to a greater degree than would have occurred without the 
mobilization of organic ligands. As biological indicators of acidification stress are linked to pH, 
ANC and Al (Schindler et al. 1985, MacAvoy and Bulger 1995, Lovett et al. 2009), accurate 
projection of these chemical indicators is essential to evaluate the potential biological response 
during recovery. Few acidification models consider the effects of DOM (Cosby et al. 1985). This 
study focuses on parameterizing and evaluating a chemical equilibrium algorithm for the 
protonation and Al complexation of organic acids. This algorithm and the calibrated parameters 
could easily be incorporated into comprehensive biogeochemical models to improve projections 
of pH, ANC, and Al speciation.  
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Although this study improves understanding of the function of DOM, better insight is needed 
of the partitioning of DOM to soil, and if changes in partitioning alter carbon quality in response 
to changes in acidic deposition. Such an understanding would also improve the depiction of 
changes in the mobilization of DOM associated with changes in acidic deposition and help 
resolve realistic targets for the recovery of acid-impacted watersheds responding to decreases in 
acidic deposition. 
4.2. PnET-BGC application to Adirondacks 
4.2.1. Results and Discussion 
4.2.1.1. Model projected historical time series  
As a representative of the most sensitive class with the greatest number of acid-impaired lakes 
(85% of total), West Pond was used to illustrate lake simulations for the thin glacial till lake 
watershed class (Figure 4.9). The model hindcast of West Pond suggests that lake SO4
2-
 
concentration was low (17.2 µeq L
-1
) in 1850. As atmospheric S deposition increased during the 
late 1800s and 1900s, lake SO4
2- 
increased to the maximum concentration of 132 µeq L
-1
 around 
1980. Consistent with the observed data, model predictions exhibited a decrease in lake SO4
2-
 
concentrations since around 1980. This downward trend can be attributed to decreases in 
atmospheric S deposition as a result of controls on SO2 emissions associated with the Clean Air 
Act. A similar pattern in surface water SO4
2-
 concentrations was evident in all modeled lakes. 
For all modeled lakes, the mean pre-industrial lake SO4
2-
 of 19 µeq L
-1
 increased to 80.5 µeq L
-1
 
in 2010. This latter value is similar to current measured lake SO4
2-
 concentrations (mean 78.9 
µeq L
-1
). 
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Figure 4.9 Comparison of measured and model-simulated values of annual volume-weighted 
concentrations of SO4
2-
, NO3
-
, pH, ANC, Ca
2+
, and soil base saturation (%BS) at West Pond 
during 1850-2200. Model projections are shown for five future S reduction scenarios: 0, 25, 50, 
75, and 100% reduction. Note circles are annual observations from the Adirondack Long Term 
Monitoring program. Lake chemistry measurements were not available prior to 1982 to evaluate 
model hindcasts. 
 
Hindcast trends in lake NO3
-
 are not solely driven by changes in atmospheric N deposition, 
but also influenced by meteorological conditions, land disturbance and tree growth. In West 
Pond the projected NO3
-
 in 1850 was 1.8 µeq L
-1
. Concentrations increased in the early 1900s, 
peaking around 1978 at 12 µeq L
-1
. This change was largely driven by changes in climatic 
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drivers (particularly maximum monthly air temperature) and increases in atmospheric NO3
-
 
deposition. Increases in maximum air temperature causes water stress and decline in tree growth 
(Aber and Federer 1992), increasing NO3
-
 leaching. This peak was followed by a decline in lake 
NO3
-
 which model simulations suggest might be due to declines in maximum air temperature that 
increased tree growth and NO3
- 
uptake. The exact cause for the discrepancies between observed 
and predicted NO3
-
 in recent years is not clear but might be attributed to the inadequate 
representation of N processes in the model (Aber et al. 1997). Model simulated NO3
-
 for all lakes 
showed a mean value of 1.8 µeq L
-1
 in 1850. Adirondack lakes generally exhibited increases in 
NO3
-
 through the hindcast period, although the discrepancy between measured (7.7 ± 5.2 µeq L
-1
 
(mean ± standard deviation)) and model-predicted (3.2 ± 5.2 µeq L
-1
) volume-weighted 
concentrations in 2010 were variable across the study systems. 
The model hindcast of Ca
2+
 for West Pond indicated a low pre-industrial concentration of 20 
µeq L
-1
 in 1850. Simulated lake Ca
2+
 increased due to accelerated leaching of Ca
2+
 from the soil 
exchange complex due to elevated atmospheric inputs of SO4
2-
 + NO3
-
 with values peaking in the 
early 1980s. Ca
2+
 decreased in recent years coincident with decreases in SO4
2-
 + NO3
-
. The 
model underpredicted Ca
2+
 concentrations when measured values peaked during the 1980s. This 
model behavior is due to the underprediction of NO3
-
. The hindcast of soil BS for West Pond was 
18% in 1850. Following the increases in atmospheric S and N deposition and elevated SO4
2-
 + 
NO3
-
 leaching during hindcast simulations, a depletion of soil exchangeable cations was evident 
resulting in a BS of 2.3% in the early 2000s. This historical pattern of soil BS depletion is the 
mirror image of simulations of increases in lake Ca
2+
, reflecting the elevated leaching of 
available cations from watershed soil.  
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In general, lake concentrations of SO4
2-
and NO3
-
 were relatively low, whereas pH, ANC and 
soil BS values were relatively high during the pre-industrial period. Acid deposition increased 
lake SO4
2-
 coinciding with decreases in pH, ANC and soil BS (Table 4.5). These results are 
consistent with a previous study of the historical acidification of lakes in the Adirondacks (Zhai 
et al. 2008) (Table 4.5).  
Table 4.5 Comparison of model-predicted median concentrations and the interquartile ranges 
for lake chemistry and soil percent base saturation at the 44 EMAP (Zhai et al. 2008) and 141 
studied sites (this study) for pre- industrial conditions and current measured values. Values are 
expressed as µeq L
-1
, except pH and percent BS. 
  Median Interquartile Range 
 
Pre-industrial Time (1850) Current Time (Measured) Pre- industrial Time (1850) Current Time (Measured) 
  
44 EMAP 
Sites 
141 studied 
sites a 
44 EMAP 
Sites 
141 studied 
sites 
44 EMAP 
Sites 
141 studied sites 
44 EMAP 
Sites 
141 studied 
sites 
SO4
2- 15.9 17.3 88.8 82.5 5.4 9.0 21.6 26.4 
NO3
- 3.8 1.6 20b 0.5 2.4 1.1 16.9 4.2 
pH 6.63 6.44 5.95 5.10 0.93 0.89 1.16 0.80 
ANC 67.7 39.7 27.8 0.3 40.4 34.7 52.7 37.6 
BS 12.3 18.6 7.9c 7.9d 4.5 13.0 3.6 3.2 
a Includes 128 TMDL lakes and 26 lakes were used for model calibration/confirmation. 
b Measurements are for the six ALTM sites. 
c Median values and interquartile ranges are presented for measurements during summer 2003; other values for current time are presented as median 
values of all measurements for each site. 
d Measurements are for B horizon of 22 sites (Sullivan et al. 2006). 
 
4.2.1.2. Reduction scenarios and ANC response curves  
The model was applied to quantify the water chemistry of study lakes in response to three 
general deposition scenarios: (1) decreases in atmospheric deposition of S alone; (2) decreases in 
atmospheric deposition of N; and (3) decreases in atmospheric deposition of S + N. The 
atmospheric inputs of base cations and Cl
-
 and meteorological data were assumed to be constant 
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over the future projection period. In order to create “ANC response curves” several future 
scenarios were developed by considering various reductions in atmospheric loads involving S, N 
and a combination of decreases in S and N (0, 10, 25, 40, 50, 60, 75, 90, 100% decreases from 
current values). Correlating model predicted ANCs for four future dates (2050, 2100, 2150, and 
2200) with the level of load reductions provided “ANC response curves”. A 100% control 
scenario is equivalent to decreases to pre-industrial background deposition. Load reduction 
scenarios were developed by a linear decrease in baseline load during the first 10 years after 
2011 (i.e., from 2012 – 2022), and then deposition was held constant until the end of the 
simulation period in 2200. The baseline was considered as the average atmospheric deposition 
during 2009 – 2011 estimated at each site. 
Given the decrease in atmospheric load required to obtain a target ANC, the study sites were 
categorized into three classes: (1) unimpaired lakes (ANC above target); (2) recoverable lakes 
(ANC below target but recoverable with additional load reduction); and (3) chronically impaired 
(not recoverable) lakes.  
Model projections for West Pond indicate that under the base case scenario (i.e., no decrease 
in acidic deposition) annual volume weighted concentration of SO4
2-
, NO3
-
 and Ca
2+
 decreased 
50%, 69% and 44% in 2200 relative to the measured values in 2010 (Fig. 3). In spite of 
substantial decreases in concentrations of SO4
2-
 and NO3
-
 (19 and 11 µeq L
-1
), pH and ANC are 
projected to only increase 0.25 pH unit (from 5.15 to 5.4) and 7.6 µeq L
-1
 (from 6.4 µeq L
-1
 to 14 
µeq L
-1
), respectively, under the base case scenario. The effect of declines in strong acid anions 
is partially offset by decreases in Ca
2+
 leaching to the lake and to a lesser extent decreases in in-
lake ANC production.  
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The projected soil chemistry of the West Pond watershed suggests that severe soil 
acidification occurred due to historical acidic deposition (i.e., BS decreased from 18% in 1850 to 
2.3%) by 2010, but under the no change in deposition scenario the projected base saturation was 
estimated to partially recover to 7.2% by 2200. Note the projected soil BS in 2200 is 
substantially lower than estimated pre-industrial value (i.e., 18%). The moderate recovery of 
ANC, pH and soil BS indicates additional controls on emissions to decrease acidic deposition 
beyond current values may be required to more effectively restore the lake-watershed to its pre-
industrial condition and support its uses in the future.  
Various load reductions in S
 
and N were applied separately and in combination to all study 
lakes. In West Pond, under a 100% reduction of atmospheric S deposition, lake concentrations of 
SO4
2- 
and Ca
2+
 declined 29% and 12%, respectively, lower than decreases under the base case 
scenario for year 2200 (Figure 4.9). The lake pH, ANC and soil BS recovered to 5.67, 27.2 µeq 
L
-1
 and 15%, respectively, by 2200 under this aggressive scenario. Although substantial recovery 
generally occurs under the 100% reduction in S deposition load, for most of the study sites 
projected values of pH, ANC and soil BS in 2200 remained below the pre-industrial estimates. 
Because of the dynamic nature of soil and lake biogeochemical process, the extent of recovery is 
highly time-dependent. Considerable recovery is projected to occur in the decades that shortly 
follow a given level of deposition reduction and the extent of additional recovery diminishes 
through time. Most Adirondack lake-watersheds attain near steady state conditions by year 2150, 
about 150 years following the decrease in deposition. These results are consistent with previous 
dynamic modeling that has been done for different forest ecosystems (Johnson et al. 1993, 
Wesselink et al. 1995). Limited recovery can be due to depletion of available base cations in 
soils, desorption of S previously accumulated in soils, and increases in leaching organic acids to 
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the lakes. The rate of ANC change was estimated for all study sites under a moderate control 
scenario (60% reduction) for two future periods (2022–2050 and 2050–2200) (Figure 4.10). For 
the moderate control scenario, rates of change in surface water ANC during 2022–2050 ranged 
from -0.27 to 0.80 µeq L
-1
 yr
-1
 (mean 0.18 µeq L
-1
 yr
-1
 ) for all sites, but by 2050–2200 ranged 
from -0.07 to 0.11 µeq L
-1
 yr
-1
 (mean 0.05 µeq L
-1
 yr
-1
). The higher rate of change in ANC in 
earlier time period (2022-2050) compared to the period 2050-2200 was also evidenced under 
implementation of base case and pre-industrial scenarios (Figure 4.11). These modeling results 
suggest that considerable recovery is projected to occur in the decades that shortly follow a 
reduction in deposition and the extent of additional recovery diminishes over time. 
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Figure 4.10 Histograms of recovery rate of ANC (µeq L
-1
 yr
-1
) under moderate decrease (60% 
reduction) in S deposition scenario during 2022-2050 time periods. Lakes were classified based 
on surficial geology. 
118 
 
 
Figure 4.11 Histograms of recovery rate of ANC (µeq L
-1
 yr
-1
) for all 141 simulated lakes 
under two contrasting scenarios of decreases in S deposition (i.e., no controls and 100% 
reduction) for two time periods (i.e., 2022-2050 and 2050-2200). 
 
Surficial geology significantly influences the rate of change in lake ANC; lakes with thin till 
watersheds show a generally faster rate of recovery, while lakes with medium or thick till 
watersheds exhibit a slower recovery rate in response to the moderate S deposition control 
(Figure 4.10). The median simulated recovery rate of ANC for all study lakes from 2000-2010 
was 0.54 µeq L
-1
 yr
-1
. Similar results were reported for trends in observed ANC in 43 TIME 
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Adirondack lakes from 2000−2010 (0.51 μeq L
-1
 yr
-1
) by Strock et al. (2014) and from 
1991−2007 (0.76 μeq L
-1
 yr
-1
) by Waller et al. (2012). 
Two other atmospheric control scenarios were considered; reductions in N and N and S 
together. The results illustrate that in general controls on S inputs are the most effective approach 
to achieve recovery of Adirondack lake ANC (compare Figure 4.12a and Figure 4.12b).  
 
Figure 4.12 Projections of ANC of West Pond in response to different load reduction 
scenarios, (a) S load reduction, (b) N load reduction and (c) S and N load reduction, for different 
target years (2050, 2100, 2150, 2200). Also shown are ANC targets of 11 µeq L
-1
 and 20 µeq L
-1
. 
 
There are several possible explanations for the limited response of West Pond Watershed to 
decreases in atmospheric N deposition. First for lakes with modest hydraulic retention times 
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(>0.5 yr), in-lake retention of NO3
-
 supports recovery of ANC. Decreases in NO3
-
 concentrations 
due to decreases in atmospheric deposition reduce in-lake generation of ANC. Second, the 
decreases in inputs of strong acid anions (i.e., NO3
-
) and consequent increase in soil solution pH 
facilitates desorption of anions from the soil, particularly SO4
2-
. This release of SO4
2-
 from soil 
partially offsets the increase in lake ANC, which would be expected to occur due to a decrease in 
NO3
-
. Finally, the retention of N in the terrestrial ecosystem limits N leaching and the associated 
change in acid-base status of the lakes. 
The required decreases in load needed to achieve two distinct ANC targets of 11 µeq L
-1
 or 
20 µeq L
-1
at different future dates were examined by using response curve plots. The response 
curve of ANC for West Pond to different load reduction scenarios demonstrates that 50% and 
5% decreases in current atmospheric S deposition are required to achieve the ANC target of 11 
µeq L
-1
 by 2050 and 2100, respectively (Figure 4.12a). For later years (i.e., 2150, 2200) no 
additional load reduction in S is required to attain this ANC value. Similarly S load reductions of 
90%, 60% and 45% are required to achieve ANC target of 20 µeq L
-1
 by years 2100, 2150 and 
2200, respectively. 
Model results suggest that increases in surface water ANC are greater per equivalent 
decrease in S deposition compared to N deposition. The scenarios involving combined load 
reduction of S plus N essentially achieve the same level of recovery in lake ANC compared to S
 
only load reduction. Therefore, the TMDLs of acidity were developed based solely on decreases 
in atmospheric S deposition. 
Similar to West Pond, ANC response curves were developed for all study sites and the extent 
of S load reduction required to achieve the target ANC was determined. Based on this analysis, 
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individual study sites were categorized into the three classes. For example, Limekiln Lake 
(Figure 4.13a) is not impaired for either ANC target and does not require any further load 
reduction. In contrast, Constable Pond (Figure 4.13b) is not recoverable with respect to the 20 
µeq L
-1
 ANC target. Although Constable Pond cannot achieve an ANC of 11 µeq L
-1
 by year 
2050, the pond is recoverable with additional load reductions in future dates (i.e. 100%, 70% and 
60% S load reduction is required by 2100, 2150 and 2200, respectively to achieve ANC = 11 µeq 
L
-1
). Finally, Peaked Mountain Lake (Figure 4.13c) will remain impaired even with a 100% 
decrease in S load; the ANC of the lake is not projected to attain either target. Note that several 
Adirondack lakes are chronically acidic because they have naturally very low rates of base cation 
supply; they experience elevated inputs of naturally occurring organic acids and are naturally 
acidic; or historical acid deposition has depleted soil available base cations to the extent that they 
will not be able to achieve an ANC recovery target even under low future acid deposition. 
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Figure 4.13 Projections of response curves of (a) Limekiln Lake, (b) Constable Pond, and (c) 
Peaked Mountain Lake in response to S load reductions for different target dates (2050, 2100, 
2150, 2200). Also shown are the values of 11 and 20 µeq L
-1
ANC targets. 
 
TMDL lakes were subdivided into the three classes based on their recovery status. Results of 
the control scenarios indicate that if the goal is to achieve ANC target of 20 µeq L
-1
 by year 
2050, among 128 lakes designated as acid impaired, 40 lakes will recover without any further 
load reduction; 36 lakes could be recovered by applying additional control on S deposition; and 
52 lakes will remain impaired even with 100% load reduction. By 2200 the number of lakes that 
remain impaired will decrease to 39, and 80 lakes will achieve the 20 µeq L
-1
 without any 
additional control. For the lower 11 µeq L
-1
 target, most of the lakes (85 lakes) will achieve this 
target by 2050 and additional time will not appreciably change the number lakes recovered. Even 
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at a target of 11 µeq L
-1
 by 2200, 37 lakes will remain impaired. Most of these lakes (35 lakes) 
appear to be naturally acidic with pre-industrial ANC values below 11 µeq L
-1
. 
4.2.1.3. Estimated TMDLs  
Over time and/or with decreases in atmospheric S deposition, the number of lakes with ANC 
above 20 µeq L
-1
 increases (Figure 4.14). Larger changes in ANC in response to decreases in S 
deposition across the Adirondacks occur from 2020 to 2050 with changes continuous until 2100 
and limited change after 2100. 
 
Figure 4.14 Cumulative frequency of the number of acid impaired lakes (n=128) expected to 
attain target ANC of 20 µeq L
-1
 at four future dates (2050, 2100, 2150, 2200) by decreasing 
current atmospheric S load. For example, for a 60% decrease in atmospheric S deposition 37.5, 
62.5, 68 and 68% of the acid-impaired Adirondack lakes are projected to achieve a target of 20 
µeq L
-1
 by 2050, 2100, 2150 and 2200, respectively. 
 
Lakes with thin till watersheds are acidified to a greater extent and are recovering faster 
compared to lakes with medium or thick till watersheds, because thin till watersheds have less 
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capacity to neutralize and retain SO4
2-
, therefore atmospheric SO4
2-
 deposition is largely 
transported to surface waters (Mitchell et al. 2013).  
Moreover, since medium or thick till watersheds exhibit greater supply of acid neutralizing 
base cations and retain atmospheric inputs of SO4
2-
 and NO3
-
, lakes adjacent to these watersheds 
experienced less severe historical acidification in response to elevated acid deposition and will 
recover more slowly compared to lakes with thin till watersheds.  
I developed TMDLs of acidity by assuming a reasonable target of 60% decrease from current 
atmospheric S deposition. Among the 128 acid impaired lakes, 97 and 83 currently have ANC 
below 20 µeq L
-1
 and 11 µeq L
-1
, respectively. Applying a 60% additional decrease in current 
atmospheric S deposition is projected to increase the ANC of 28% of these impaired lakes to 
above 20 µeq L
-1
 by years 2050 and 60% by year 2200. Fifty-three percent of the lakes with 
current ANC values below 11 µeq L
-1
 are projected be restored to a target ANC of greater than 
11 µeq L
-1
 by 2050 with a 60 % decrease in atmospheric S deposition. Estimated current total S 
deposition ranges from 19.7 to 33.6 meq m
-2
 yr
-1
 across the 128 study sites, with a mean value of 
23.8 meq m
-2
 yr
-1
. The lowest loading corresponding to a 60% additional decrease in S
 
deposition 
is 7.9 meq m
-2
 yr
-1
, and represents the critical load. Allocating 10% of the critical load to a 
margin of safety (MOS; 0.79 meq S m
-2
 yr
-1
 ), the final TMDL allocations of acidity for the study 
lakes in Adirondacks are 0 meq S m
-2
 yr
-1
 for Wasteload Allocation (i.e., no point sources) and 
7.11 meq S m
-2
 yr
-1
 for Load Allocation. A complete error analysis should be conducted to 
design a MOS, however my sensitivity analysis resulted an implicit MOS corresponding to 
uncertainty in Ca
2+
 weathering rate which is roughly equivalent to the applied explicit value of 
10%. 
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4.3. PnET-BGC application to the GRSM 
4.3.1. Developing critical loads of acidity 
4.3.1.1. Results 
4.3.1.1.1. Recent observed trends in atmospheric deposition and stream 
chemistry  
At the NADP monitoring site in the GRSM (Elkmont - TN11), concentrations of SO4
2-
 in 
atmospheric deposition decreased (p<0.05) at the rate of 0.73 µeq L
-1
 yr
-1
 between 1981 and 
2014. Nitrate concentrations in precipitation did not show any significant trend between 1981 
and 2002, but after implementation of the NOx Budget Trading Program (NBP; established under 
the NOx State Implementation Plan (SIP) Call Program in 2003; Burtraw and Szambelan 2009) 
significantly (p<0.05) decreased at a rate of 0.3 µeq L
-1
 yr
-1
. Ammonium in precipitation has not 
shown any significant change neither since 1981 nor 2003 (Data source: NADP 
<http://nadp.isws.illinois.edu/>). 
Observed bulk atmospheric deposition at Noland Divide indicates a significant (p<0.05) 
decreasing trend for SO4
2-
 (0.51 µeq L
-1
 yr
-1
 from 1991 to 2013). There was no significant 
change from 1991 to 2002 (i.e., before NBP implementation) in NO3
-
, but again a significant 
decreasing trend (1.28 µeq L
-1
 yr
-1
) from 2003 to 2013. A slight but statistically significant 
(p=0.006) decrease in NH4
+
 (0.21 µeq L
-1
 yr
-1
) was evident during the period 1991-2013. 
In spite of recent decreases in atmospheric SO4
2-
 and NO3
-
 deposition at these sites, stream 
chemistry in the GRSM has not shown widespread changes in acid-base chemistry. My time 
series analysis indicates that among the 42 sites with long-term observations, only nine have 
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shown a significant increase in ANC with an average rate of 1.19 µeq L
-1
 yr
-1
, one had a 
significant declining trend and the remaining (32) sites did not exhibit any significant change. 
Among those 42 sites with long-term observations, just two streams exhibited significant 
declines in SO4
2-
, while 13 streams showed increases with an average rate of 0.53 µeq L
-1
 yr
-1
, 
and the remaining (27) did not exhibit any significant trend (at a significance level of 0.05). 
Concentration of NO3
-
 in eight streams had a significant increasing trend with an average rate of 
0.36 µeq L
-1
 yr
-1
 and five showed a decreasing trend with an average rate of 0.84 µeq L
-1
 yr
-1
 and 
the remaining (29) streams did not exhibit any significant change. 
4.3.1.1.2. Watershed response to historical deposition  
Median model predicted stream ANC for the pre-industrial period (~1850) at the simulated 
sites (30 watersheds) was 50.3 µeq L
-1
 (ranging from 27.8 to 79.7 µeq L
-1
). Coinciding with 
increases in atmospheric deposition, concentrations of SO4
2-
 and NO3
-
 increased in the streams, 
consequently the median simulated stream ANC decreased to 18.9 µeq L
-1
 (ranging from -10.9 to 
76.4 µeq L
-1
) in the 1993-1996 period (Figure 4.15). Note none of the study streams are 
projected to have pre-industrial ANC less than 20 µeq L
-1
; 14 of the sites on the streams are 
projected to have pre-industrial ANC between 20 and 50 µeq L
-1
 and the remaining (16) are 
estimated to have ANC > 50 µeq L
-1
.  
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Figure 4.15 Median (± standard deviation) of model-predicted stream and soil chemistry for 
the 30 simulated streams in the GRSM during 1850-2150. Future projections are shown under 
“business as usual” scenario. Median values of annual volume-weighted observed concentrations 
of SO4
2-
, NO3
-
 and ANC are shown for comparison. 
 
The variability in ANC response among stream sites to historical acid deposition can 
partially (i.e., 42%) be explained by variation in elevation (Table 4.6). Note however soil SO4
2-
 
adsorption capacity and atmospheric acid deposition, which are correlated with elevation, 
together also can be used to empirically estimate the magnitude of the historical stream 
acidification (Table 4.6). Historical increases in atmospheric acid deposition to the watersheds 
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not only acidified streams, but also acidified soil. Hindcast simulations of soil chemistry suggest 
soil acidification due to historical acidic deposition is manifested through increases in soil pools 
of adsorbed SO4
2-
 (from median pre-industrial value of 20.2 g m
-2
 to the current median of 145.6 
g m
-2
) and decreases in soil base saturation (from pre-industrial median of 17.8% to current 
median of 12.6%; Figure 4.15). Historical depletion of exchangeable base cations from soil 
estimated by hindcast simulations with PnET-BGC is related to soil SO4
2-
 adsorption capacity 
and atmospheric acid deposition across the modeled watersheds at the GRSM (Table 4.6).  
 
Table 4.6 Regression models for estimating historical acidification and future recovery of soil 
and streams in GRSM (coefficients are significant at p< 0.001). 
Variables Constant 
Elevation 
(m) 
Deposition 
scaling 
factor† 
Logarithmic 
sulfate 
adsorption 
capacity 
(mol kg-1) 
(Logarithmic 
sulfate 
adsorption 
capacity 
(mol kg-1))2 
Observed 
stream 
SO4
2- (µeq 
L-1)‡ 
Observed 
stream ANC 
(µeq L-1)‡ 
Adj. R2 
Historical decrease in stream ANC (µeq L-1) -31.843 0.044      0.42 
Historical decrease in stream ANC (µeq L-1) 17.613  13.289 -17.412    0.92 
Historical increase in stream SO4
2- (µeq L-1) 23.214   -10.069    0.86 
Historical increase in stream NO3
- (µeq L-1) 34.668   -11.801    0.47 
Historical decrease in soil BS (%) -2.462 0.006      0.37 
Historical decrease in soil BS (%) 3.868  1.937 -2.246    0.81 
Historical  increase in soil sulfate pool (g m-2) -99.725  91.497 73.843    0.91 
Recovery of stream ANC (µeq L-1) 6.725   -9.056 3.838   0.85 
Future change in soil BS (%) 0.007   -0.700 0.202   0.74 
Logarithmic sulfate adsorption capacity (mol kg-
1) 
1.798     -0.055 0.007 0.95 
Rate of ANC change per control on NH4
+ 
deposition (µeq L-1)/(meq m-2 yr-1) 
0.650   -0.670 0.266   0.76 
Rate of ANC change per control on NO3
- 
deposition (µeq L-1)/(meq m-2 yr-1) 
0.525   -0.523 0.218   0.77 
Rate of ANC change per control on SO4
2- 
deposition (µeq L-1)/(meq m-2 yr-1) 
0.5418     -0.5850 0.2090     0.77 
† Ratio of total atmospheric deposition at interested watershed to the total atmospheric deposition observed at NADP (Elkmont) and CASTNET(Look Rock) stations 
‡ Based on observed stream chemistry during 1993-1996 
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Although physiographical and geological characteristics influence soil acidification (Driscoll 
et al. 2001, Fenn et al. 2006), model simulations generally suggest that soil at higher elevation in 
the GRSM have experienced greater impacts by historical acid deposition than sites at lower 
elevation (Table 4.6). In addition, soil in sites with higher Ca
2+
 weathering rate were found to be 
more susceptible to depletion of Ca
2+
 from soil cation exchange sites from elevated acid 
deposition (Table 4.6). Soil SO4
2-
 adsorption capacity and atmospheric acid deposition can be 
used to empirically estimate the magnitude of the historical accumulation of SO4
2-
 on the soil 
(Table 4.6). 
4.3.1.1.3. Future projections under different emissions control scenarios  
Simulations of the response of streams to future deposition scenarios suggest that increases in 
ANC are a function of reduction in deposition load and watershed characteristics, and over time 
(e.g., 2150 versus 2050) stream ANC becomes more responsive to reductions in deposition 
(Figure 4.16). For example, a decrease in SO4
2-
 + NO3
-
 deposition from the current (2012-2014) 
to the pre-industrial deposition at Shutts Prong watershed, a site with low SO4
2-
 adsorption 
capacity and low N retention, is projected to increase current stream ANC by 18.2 and 39.3 µeq 
L
-1
 by the years 2050 and 2150, respectively (Figure 4.17). In contrast, the ANC of streamwater 
draining the Lost Bottom, a watershed which has as similar deposition as Shutts Prong watershed 
but exhibits high SO4
2-
 adsorption capacity and high N retention, is projected to increase only 2.9 
and 10.1 µeq L
-1
 by years 2050 and 2150, respectively, in response to a similar decrease in SO4
2-
 
+ NO3
-
 deposition (Figure 4.17). 
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Figure 4.16 Projections of ANC of Shutts Pong (left panels) and Lost Bottom Creek (right 
panels) in response to different load reduction scenarios; (A) SO4
2-
 load reduction, (B) SO4
2-
 and 
NO3
-
 load reduction and (C) SO4
2-
, NO3
- 
and NH4
+
 load reduction, for two different target years 
(i.e., 2050, 2150). Also shown are three pre-industrial target ANC (i.e., pre-industrial ANC, pre-
industrial ANC less than 10 and 20 µeq L
-1
). 
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Figure 4.17 Comparison of model-simulated annual volume-weighted concentrations of SO4
2-
, 
NO3
-
, ANC, soil sulfate pool and soil base saturation for (A) Shutts Prong and (B) Lost Bottom 
Creek during 1850-2150. Model projections were shown for three future atmospheric deposition 
scenarios (i.e., business as usual, on-the-books (EPA Clean Power Plan), and pre-industrial 
deposition). Pre-industrial scenario is invoked by controlling SO4
2-
 + NO3
-
 deposition. 
 
I evaluated watershed response to changing deposition loads of SO4
2-
, NO3
-
 and NH4
+
 
deposition individually and in combination. Model simulations across the study watersheds 
suggest that over the long-term, increases in stream ANC per equivalent decrease in NH4
+
 
deposition are greater than equivalent decreases in SO4
2-
 deposition, due to high SO4
2-
 adsorption 
132 
 
capacity and limited N retention. In the GRSM, all simulated streams showed greater increase in 
stream ANC in response to control of NH4
+
 deposition compared to equivalent control on SO4
2-
 
deposition. The mean rate of increase in ANC for the 30 study sites, by year 2150, per unit 
decrease in NH4
+
 or SO4
2-
 deposition were 0.37 and 0.27 (µeq L
-1
)/(meq m
-2
 yr
-1
), respectively. 
Control of NH4
+
 deposition individually is also more effective in terms of improving stream 
ANC compared to the control of only NO3
-
 deposition. The mean rate of increase in ANC of the 
simulated sites in response to unit decrease in NO3
-
 deposition was 0.32 (µeq L
-1
)/(meq m
-2
 yr
-1
). 
The rate of increase in ANC in response to decreases in deposition of SO4
2-
, NO3
-
 or NH4
+
 is a 
function of the soil SO4
2-
 adsorption capacity; the lower SO4
2-
 adsorption capacity, the greater 
the increase in ANC (Table 4.6). The model simulations also suggest that for sites with low SO4
2-
 
adsorption capacity, control of SO4
2-
 deposition is more effective and resulted in a greater rate of 
ANC recovery than control on NO3
-
 deposition. Although there is variation in stream recovery of 
ANC from the contribution of individual components of acid deposition, the overall recovery of 
watersheds is maximized if a combined load reduction of SO4
2-
 + NO3
-
 or SO4
2-
 + NO3
-
 + NH4
+
 
is implemented.  
The extent of recovery of stream ANC by the year 2150 was evaluated in the context of 
factors previously identified as drivers of historical acidification, under the scenario in which 
atmospheric SO4
2-
 + NO3
-
 deposition was decreased to pre-industrial levels. The recovery period 
(from present to 2150) was selected because this interval is nearly equivalent to the period (i.e., 
from 1850 to present) of historical acidification (~ 150 years). Although the model does not 
come to steady-state (i.e., stream ANC is still increasing at the end of the simulation period), this 
extended period allows for exploration of the conditions required for recovery from acidification. 
The recovery of stream ANC following decreases in atmospheric SO4
2-
 + NO3
-
 to pre-industrial 
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values is negatively related to the soil SO4
2-
 adsorption capacity (Table 4.6). This pattern 
suggests that the greater the SO4
2-
 adsorbed to soil during the historical acidification period, the 
greater the tendency for the watershed to release this previously adsorbed SO4
2-
 under conditions 
of lower deposition and delay the recovery. No recovery was observed for soil base saturation of 
the simulated sites under the “pre-industrial” scenario. Base cations continue to leach from the 
soil exchange complex despite the decrease in SO4
2-
 and NO3
-
 deposition to pre-industrial 
conditions due to the release of legacy SO4
2-
 from soil to drainage waters as watersheds come to 
steady-state with respect to lower atmospheric deposition. Soils with higher SO4
2-
 adsorption 
capacity showed a greater degree of depletion of base saturation (Table 4.6).  
4.3.1.1.4. Empirical relationship between ANC and dynamic critical load  
Model projected stream ANC values under deposition reduction scenarios were estimated for 
the year 2050 and 2150 to determine the allowable load (dynamic critical load) of SO4
2-
 + NO3
-
 
or NH4
+
 + NO3
-
 + SO4
2-
 to achieve fixed target ANCs (i.e., 0, 20, 50 µeq L
-1
) and site-specific 
ANCs (pre-industrial ANC, pre-industrial ANC – 10 µeq L
-1
, pre-industrial ANC – 20 µeq L
-1
). 
Evaluating various stream chemistry measurements against dynamic CLs, I found that observed 
stream ANC was a good predictor of dynamic CLs indicating that streams with lower ANC are 
more sensitive and will need a lower CL (required greater deposition reductions) to recover ANC 
to a given target value (e.g., for achieving target ANC of 20 µeq L
-1
 is shown in Figure 4.18 and 
for all study targets are presented in Table 4.7). For a given measured stream ANC, the 
atmospheric deposition load is lower to achieve higher target ANC (e.g., 50 µeq L
-1
) than the 
lower target ANC (e.g., 0 µeq L
-1
).  
Among the 30 study sites, 26 sites did not achieve the pre-industrial target ANC by 2150 
even under the condition in which atmospheric NH4
+
 + NO3
-
 + SO4
2-
 is decreased to the natural 
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pre-industrial levels. As a result I also considered site-specific ANC targets that are 10 and 20 
µeq L
-1
 less than estimated pre-industrial levels. 
 
Figure 4.18 Empirical relationships between critical loads of deposition and median of 
observed ANC in 1993-1996 for 30 streams in the GRSM to achieve target ANC of 20 µeq L
-1
 
by year 2150 based on control on NH4
+
 + NO3
-
 + SO4
2-
 deposition (meq m
-2
 yr
-1
). 
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Table 4.7 Linear regression equations for predicting critical loads of acidity based on 
observed stream ANC in 1993-1996 (coefficients are significant at p< 0.001). 
Controlled 
deposition 
Target 
year 
Target ANC 
Linear regression coefficients 
Slope Intercept R2 
NH4
+ + NO3
- + SO4
2- 
2050 
0 µeq L-1 19.28 121.92 0.9 
20 µeq L-1 19.48 -370.65 0.91 
50 µeq L-1 19.79 -1109.5 0.69 
Pre-industrial ANC 13.44 -866.75 0.57 
Pre-industrial ANC – 10 µeq L-1 13.34 -620.47 0.63 
Pre-industrial ANC – 20 µeq L-1 13.24 -374.18 0.67 
2150 
0 µeq L-1 4.13 119.76 0.79 
20 µeq L-1 3.7 27.82 0.81 
50 µeq L-1 3.04 -110.09 0.56 
Pre-industrial ANC 1.74 -63.1 0.5 
Pre-industrial ANC – 10 µeq L-1 1.96 -17.13 0.66 
Pre-industrial ANC – 20 µeq L-1 2.18 28.84 0.72 
NO3
- + SO4
2- 
2050 
0 µeq L-1 23.73 111.81 0.89 
20 µeq L-1 23.42 -453.69 0.9 
50 µeq L-1 22.94 -1301.93 0.66 
Pre-industrial ANC 15.34 -1012.26 0.56 
Pre-industrial ANC – 10 µeq L-1 15.5 -729.51 0.64 
Pre-industrial ANC – 20 µeq L-1 15.66 -446.76 0.68 
2150 
0 µeq L-1 4.65 114.78 0.8 
20 µeq L-1 3.99 24.4 0.81 
50 µeq L-1 3.02 -111.17 0.53 
Pre-industrial ANC 1.68 -63.71 0.43 
Pre-industrial ANC – 10 µeq L-1 2.01 -18.52 0.62 
Pre-industrial ANC – 20 µeq L-1 2.33 26.67 0.71 
 
4.3.1.1.5. Park-wide dynamic critical loads and exceedances  
Empirical relationships developed between CLs and observed stream site ANC (for the 30 
simulated sites; Table 4.7) were applied to estimate CLs for the 387 sites based on their observed 
ANC during 1993-1996. Current (2012-2014) atmospheric deposition for specific stream sites 
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were compared with the projected CLs for that stream site and the exceedance levels were 
estimated for a given target ANC and a given future year. The number of park streams with 
current atmospheric loads exceeding their calculated CLs indicates the extent to which streams 
are unable to achieve park management goals for recovery to levels targeted to support healthy 
aquatic biota. The cumulative frequency of streams that exceed CLs are shown in Figure 4.19 
and Figure 4.20 for the two target endpoint approaches (fixed and stream-specific) and for the 
two recovery periods evaluated (2050 and 2150). These cumulative frequency diagrams 
represent two potential combinations of deposition scenarios (one with, and one without NH4
+
) 
to examine the influence of the types of emissions sources contributing to acidification and 
recovery of park streams. This approach allows park resource managers to evaluate a CL that 
justifies an acceptable exceedance level. Implementing greater control on atmospheric deposition 
(which means selecting a lower CL) to the park would result in more streams achieving an ANC 
target (Figure 4.19 and Figure 4.20). With a longer period following decreases in acid deposition 
(2150 vs. 2050), a smaller fraction of streams are projected to fail to meet the target ANC 
particularly at low CLs (Figure 4.19 and Figure 4.20). For example, keeping the deposition load 
equal to the current (2012-2014) atmospheric load observed at Elkmont/Look Rock monitoring 
stations (i.e., 41.1 meq m
-2
 yr
-1
), results in 17% of the 387 stream sites that are projected to fail to 
meet a target ANC of 20 µeq L
-1
 by 2050, with this value only decreasing to 14% by 2150 
(Figure 4.19b). The projected CL needed for streams to achieve a target ANC is increased by 
shifting the target date from 2050 to 2150 because targeting to a later date provides more time 
for watershed to provide weathering materials from bedrock to buffer the legacy acidification. 
However, note that the fact that only 3% more park streams (from 17% exceedance to 14% 
exceedance) achieve the 20 µeq L
-1
 ANC target by waiting an additional 100 years (from 2050 to 
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2150) indicates that if acid deposition is not reduced below existing levels, recovery of park 
streams from acidification effects will be very slow. 
 
Figure 4.19 Percentile of sampled streams with exceedance of atmospheric deposition from 
two Critical Loads (CLs; meq m
-2
 yr
-1
) of (A) NH4
+
 + NO3
-
 + SO4
2-
 and (B) NO3
-
 + SO4
2-
 to 
achieve three fixed target ANCs by years 2050 and 2150. Vertical lines indicate current (i.e., 
dotted lines) and pre-industrial (i.e., dashed lines) atmospheric deposition at Elkmont/Look Rock 
monitoring stations. 
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Figure 4.20 Percentile of sampled streams with exceedance of atmospheric deposition from 
two Critical Loads (CLs; meq m
-2
 yr
-1
) of (A) NH4
+
 + NO3
-
 + SO4
2-
 and (B) NO3
-
 + SO4
2-
 to 
achieve three pre-industrial target ANCs by years 2050 and 2150. Vertical lines indicate current 
(i.e., dotted lines) and pre-industrial (i.e., dashed lines) atmospheric deposition at Elkmont/Look 
Rock monitoring stations. 
 
The critical loads and deposition exceedances were also examined to determine the extent to 
which stream-specific ANC targets could be met at each projected loading level (Figure 11). 
Model calculations indicate that if a NO3
-
 + SO4
2-
 loading equal to the pre-industrial deposition 
(i.e., 7.5 meq m
-2
 yr
-1
) were achieved by the year 2030, 26% of the 387 sites would fail to 
achieve a theoretical target goal of pre-industrial ANC – 20 µeq L
-1
 by year 2050. This rate of 
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failure to achieve the ANC goal of pre-industrial ANC – 20 µeq L
-1
  decreases to 9% by year 
2150 (Figure 4.20a). 
Implementation of decreases in NH4
+
 deposition in addition to NO3
-
 + SO4
2-
 does not 
appreciably accelerate the rate of watershed response from acidification over shorter timescales 
(e.g., 2050). Rather the decreases of NH4
+
 deposition are manifested over longer timescales. For 
example, if NO3
-
 + SO4
2-
 deposition were reduced to levels equal to the pre-industrial deposition, 
71% and 54% of the 387 streams sites would be in exceedance of the pre-industrial target ANC 
by 2050 and 2150, respectively (Figure 4.20b). However, if NH4
+
 + NO3
-
 + SO4
2-
 deposition 
were reduced to levels equivalent to the pre-industrial deposition is projected to result in an 
additional 3% and 11% decrease in number of stream sites exceeding the target by year 2050 and 
2150 (i.e., 68% and 43% of the streams being in exceedance of the pre-industrial target ANC by 
year 2050 and 2150; Figure 4.20a).  
Even if natural background deposition (i.e., pre-industrial levels) were possible to achieve, 
model calculations suggest that recovery of ANC levels that is safe for healthy fisheries (50 µeq 
L
-1
; (USEPA 2009) would not be achieved for 39% of the 387 sampled stream sites by 2150 
(Figure 4.19a). However, I found from hindcast simulations that 14 of the 30 simulated sites had 
pre-industrial ANC below 50 µeq L
-1
, therefore expectation to increase stream ANC to a level 
that is greater than the values estimated for the period prior the advent of acid deposition is likely 
an unattainable goal. Accordingly, in this study I examined the recovery of streams to site 
specific pre-industrial targets in addition to fixed ANC targets. 
The spatial patterns of the condition of 387 park stream sites relative to achieving two 
potential ANC recovery goals are depicted for the years 2050 and 2150 (Figure 4.21). The 
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stream sites exceeding the CL largely depend on target ANC. High elevation sites in the east 
central area of the GRSM are in exceedance for the modest target ANC of 20 µeq L
-1
 (a target to 
protect the brook trout health; Figure 4.21). A significant decrease in the distribution of stream 
sites in exceedance to the 20 µeq L
-1
 target was obtained over a longer simulation period (up to 
2150). 
 
 
Figure 4.21 Exceedance level of current NO3
-
 + SO4
2-
 atmospheric deposition for 387 streams 
in GRSM. Exceedances were calculated for the year 2050 and 2150 using two targets for stream 
ANC recovery 20 µeq L
-1
 and 20 µeq L
-1
 less than the pre-industrial ANC. 
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4.3.1.2. Discussion 
4.3.1.2.1. ANC targets of acidification recovery  
Restoration goals for streams in the GRSM likely include a return of the chemistry and biology 
of these ecosystems to pre-industrial conditions. Bioassessment is one approach to evaluate the 
recovery of fisheries or other important groups of aquatic organisms from acidification. 
However, as biological monitoring data are limited, the recovery of streams is typically assessed 
by analysis of biologically relevant chemical indicators such as pH, ANC and Al. Selected 
toxicity thresholds and an Index of Biological Integrity (Karr 1991) are presented in Table 4.8. In 
this study I focused on ANC as an indicator of acid-base recovery of the streams, and evaluated 
several fixed and site-specific ANC targets for the determination of CLs. Three fixed target ANC 
(i.e., 0, 20, 50 µeq L
-1
) which correspond with different levels of biological protection were 
selected from an EPA critical loads assessment (USEPA 2009). At levels below ANC 0 µeq L
-1
, 
streams are chronically acidic and cannot host populations of brook trout (Salvelinus fontinalis) 
or other fish species and only acidophilic species are present (Bulger et al. 1998, USEPA 2009). 
Streams with ANC between 0 and 20 µeq L
-1
 experience episodic acidification at levels harmful 
to brook trout with limited persistence of other fish species (USEPA 2009). The second ANC 
target (20 µeq L
-1
) is based on a study of 36 streams in the western Adirondacks, which 
concluded that this ANC value may be protective of brook trout health by guarding against 
elevated concentrations of inorganic monomeric Al (Baldigo et al. 2009). This target value is 
also reported as a threshold for lethal effects on brook trout in a study of Virginia streams 
(Bulger et al. 1998). The third ANC target of 50 µeq L
-1
 is thought to provide a suitable habitat 
for brook trout reproduction (Bulger et al. 1998). 
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Although fixed ANC targets have the advantage of being well-defined values, they also have 
drawbacks. First, studies (e.g. (Charles 1990), including this work, suggest pre-industrial ANC 
values were below 50 µeq L
-1
 at highly sensitive stream sites. Goals to achieve future ANC that 
are greater than pre-industrial values are therefore likely unattainable. Second, depletion of 
exchangeable base cations and accumulation of SO4
2-
 in soil associated with historical acid 
deposition compromise the ability of a watershed to achieve pre-industrial ANC values over 
policy-relevant time periods (e.g. decades). Finally, in some regions (North America and 
northern Europe), a compensatory increase in naturally occurring organic acids appears to be 
occurring in response to decreases in acid deposition (Driscoll et al. 2007, Monteith et al. 2007, 
Fakhraei and Driscoll 2015). This response limits the ANC recovery that may be achievable in 
response to decreases in acid deposition.  
To attempt to address these limitations, I also examined the recovery of streams and 
developed critical loads of acidity based on three site-specific ANC targets: a simulated pre-
industrial ANC (i.e., simulated ANC in the year 1850), and pre-industrial ANC less than 10 and 
20 µeq L
-1
. These targets are derived from model hindcasts for individual study sites of ANC 
prior to increases in acid deposition (~1850). These site specific ANC targets attempt to address 
the natural variability in surface water ANC due to watershed biophysical characteristics and 
may be a useful alternative to fixed ANC values, although there is uncertainty associated with 
hindcast projections of pre-industrial ANC. The empirical relationships that developed between 
CLs and the three stream-specific ANCs are not as strong as the correlations that developed for 
the fixed target ANC (Table 4.7). This is likely due to the uncertainties that are embedded in the 
hindcasts of pre-industrial ANC targets. Uncertainties in these estimates are due to a variety of 
factors, but primarily uncertainty in estimates of historical deposition, soil SO4
2-
 adsorption 
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capacity and Ca
2+
 weathering rate. Park managers are interested in determining the amount of 
deposition reductions theoretically needed to return streams to their pre-industrial conditions 
therefore developing critical loads of acidity based on site-specific pre-industrial ANC targets, 
provides basis for these decisions. Chemical and biological recovery of streams from 
acidification can take multiple decades to centuries to achieve (Josephson et al. 2014), 
accordingly in developing dynamic CLs I considered two long lag times (i.e., targeting years 
2050 and 2150) to restoration of streams occur.  
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Table 4.8 Summary of toxicity thresholds for aquatic biota found in the various literature and 
data from Great Smoky Mountains National Park 
Constituent Values Fish Benthic Macroinvertebrates References GRSM Data 
Al (mg L-1) 
Altot > 
0.4 
100% mortality of brook trout 
Acute toxicity LC50 for Hyalella azteca 
(Crustacea), Pisidium spp. (Bivalvia), 
Enallagma sp. (Odonata)  
Baker et al. 1996; 
Baldigo and 
Lawrence 2000; 
Baldigo et al. 
2007; Fenn et al. 
2011; Schwartz et 
al. 2014; Simonin 
et al. 1993; Gagen 
and Sharpe 1987a; 
Gagen and Sharpe 
1987b; Carline et 
al. 1992 
Adult brook trout 
densities declined to 
zero at levels of 0.08-
0.09, while adult 
rainbow trout densities 
declined to zero when 
this value was > 0.13  
Altot > 
0.2  
Measureable reductions in survival and growth; 
Significant mortality of brook trout 
Reduced density of Ephemeroptera and 
Ceratopogonidae (Diptera)  
Alin > 
0.2 
Ionoregulation of native brook trout failed, and 
mortality occurred in PA streams 
Mortality of Gyraulus sp. (Gastropoda), 
Hyalella azteca (Crustacea), chironomids 
(Diptera) 
 
Alin > 
0.1  
Mortality of brook trout begins in NY streams. 
Trout abundance reduced and acid sensitive species 
absent from PA/NY streams 
  
ANC (μeq 
L-1) 
< 0 
Lethal effects on brook trout likely.  Near complete 
loss of fish community expected 
Plankton communities have extremely low 
diversity, density and are dominated by 
acid-tolerant forms 
Bulger et al. 1998; 
Fenn et al. 2011 
No trout collected in 
GRSM sites with 
ANC<0 μeq/L (Barnett 
2003; Schwartz et al. 
2014) 
0-20 Sub-lethal and/or lethal effects on brook trout likely  
Diversity and distribution of zooplankton 
communities declines sharply  
20-50  
Fish species richness reduced >½. Brook trout 
reduced health & reproduction. 
Diversity and distribution of zooplankton 
communities declines.   
50-100 
Fish species richness unaffected. Brook trout 
populations thrive. 
Aquatic insects and plankton diverse and 
unaffected.  
pH 
5.5-6.4 
 
Slightly impacted; Slight to moderate 
declines in species richness when pH <6.0 
Baldigo and 
Lawrence 2000; 
Baldigo et al. 
2009; Baker et al. 
1996; Fenn et al. 
2011 
Rainbow trout were not 
collected below a pH of 
5.8 (Barnett 2003; 
Schwartz et al. 2014) 
5.0-5.5 
Reduced growth; harmful to eggs, fry, and non-
acclimated trout if calcium, sodium and chloride 
concentrations are low. Critical range for blacknose 
dace, common shiner, slimy sculpin. Episodic 
events cause mottled sculpin to lose range and are 
slow to recolonize. 
 
Brook trout were not 
collected at sites with a 
pH below 5.5 (Barnett 
2003; Schwartz et al. 
2014) 
4.5-5.0 
Likely to be harmful to the eggs and fry, and to 
adults particularly in soft water containing low 
concentrations of sodium, calcium and chloride. 
Reduced reproduction, reduced growth, and 
abnormal behavioral patterns are likely. Aluminum 
concentrations exceeding about 0.2mg/l could 
increase the negative effects. Trout abundance 
reduced and acid sensitive species absent from 
PA/NY streams. Critical range for smallmouth bass, 
rainbow trout, creek chub, brown trout, rock bass, 
white sucker, brook trout. 
Severely impacted; Lower taxonomic 
richness; Scarce Empididae (Diptera), 
Isoperla rivulorum (Plecoptera), 
Rhithrogena spp. and Baetis spp. 
(Ephemeroptera). 
 
4.0-4.5 
Likely that trout could not survive for prolonged 
periods of 
time, although, natural populations of brown and 
brook trout have been found. Reproduction would 
be severely limited if not non-existent. 
  
<4.0 Lethal to salmonids 
Significantly fewer individuals and taxa; 
Reduced abundance resulted primarily 
from reduced abundance of mayflies. 
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4.3.1.2.2. Spatial and temporal variability in response to acid deposition  
Observed trends in atmospheric deposition at both a low and a high elevation site in the GRSM 
revealed significant decreases in deposition of SO4
2-
 and NO3
-
. These trends indicate the 
effectiveness of control in emissions of acidifying compounds (SO2 and NOx) on decreases in 
acid deposition. However, a few (9 of 42) streams in the park demonstrated improvements in 
ANC, despite significant decreases in acid deposition at both low and high elevation deposition-
monitoring sites. The slow pace of recovery or even continued acidification of stream sites in the 
GRSM is most likely due to desorption of previously adsorbed soil SO4
2-
 (Rice et al. 2014) and 
the long-term depletion of exchangeable base cations from soil (Bailey et al. 2005, Lawrence et 
al. 2015). The depletion of base cations from forest soils occurs when rates of leaching base 
cation exceeds rates of resupply from mineral weathering and atmospheric inputs (Likens et al. 
1996). 
I extended my understanding of current stream chemistry response to acid deposition to the 
historical and future time periods by applying PnET-BGC model. Historical model simulation 
indicated wide range of variability in natural background ANC for study sites in the GRSM. 
Several factors can control this variability, including variation in rates of mineral weathering, 
internal bedrock source of sulfur (pyrite), inputs of naturally occurring organic acids (Cook et al. 
1994, Driscoll et al. 2001). Soil acidification due to historical acidic deposition was evident at all 
simulated sites. The depletion in soil base saturation in response to historical deposition is 
attributed to the enhanced leaching of base cations from soil exchange sites due to elevated 
concentrations of SO4
2-
 and NO3
-
 from historical atmospheric deposition (Driscoll et al. 2001, 
Warby et al. 2009). However, because of heterogeneity in SO4
2-
 adsorption capacity and N 
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retention among the study watersheds, the magnitude of historical impacts from the elevated 
atmospheric deposition on the stream ANC is highly variable across the GRSM landscape. 
The extent of future increases in ANC is also highly dependent on the characteristics of the 
watershed, particularly the SO4
2-
 adsorption capacity of soil and the N retention of the watershed. 
Watersheds with low capacity to adsorb SO4
2-
 and limited N retention were found to be relatively 
responsive to the variation in atmospheric deposition. Further control on SO4
2-
 or/and NO3
-
 
deposition directly increases ANC of the streamwater draining the watershed due to decreases in 
SO4
2-
 and NO3
-
 concentrations in streamwater. In contrast, watersheds with high SO4
2-
 adsorption 
capacity and limited N retention are relatively unresponsive to decreases in SO4
2-
 deposition 
resulting in limited increase in stream ANC. Although decreases in NO3
-
 deposition theoretically 
should improve ANC, the associated increases in pH of soil solution facilitates desorption of 
accumulated SO4
2-
 from soil, which offsets improvements in stream ANC. In watersheds with 
high SO4
2-
 adsorption capacity and N retention, the ecosystem is strongly buffered against 
decreases in SO4
2-
 and NO3
-
 deposition and does not show resulting significant increase in stream 
ANC. These watersheds are relatively insensitive, typically have higher ANC (>50 µeq L
-1
) and 
are not responsive to decreases in acid deposition. 
Spruce fir forests, which dominate vegetation at high elevation (above 1890 m; (Jenkins 
2007) in the GRSM, have shown symptoms of N saturation (Nodvin et al. 1995, Van Miegroet et 
al. 2001). Nitrogen saturation occurs when N inputs to an ecosystem are in excess of the N 
retention capacity of that ecosystem (Aber et al. 1989). Based on the ranking system for N 
saturation proposed by Aber et al. 1989, high elevation spruce-fir forests in the GRSM have been 
designated at an advanced stage (stage 2) of N saturation, which indicates limited N retention by 
the ecosystem (Van Miegroet et al. 2001). As a result, high elevation watersheds in the GRSM 
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are responsive to decrease in atmospheric NO3
-
 deposition in contrast to the ecosystems in other 
regions that more strongly retain N (Stoddard 1994).  
It is important to consider what types of emissions reductions (and consequently deposition 
reduction) would provide the greatest effectiveness in promoting stream recovery. Regression 
models developed for controls on NH4
+
 + NO3
-
 + SO4
2-
 (Table 4.7), indicate that for a given 
measured ANC, higher values of NH4
+
 + NO3
-
 + SO4
2-
 deposition will achieve the same target 
ANC than NO3
-
 + SO4
2-
 deposition. The influence of controls in NH4
+
 deposition in addition to 
NO3
-
 + SO4
2-
 reduction scenarios is manifested over long time scales. For a target year of 2050, 
ANC recovery is not appreciably different under a NH4
+
 + NO3
-
 + SO4
2-
 control scenario 
compared with controls for NO3
-
 + SO4
2-
 only (Figure 4.19 and Figure 4.20). 
The greater response of stream ANC in response to decrease in NH4
+
 deposition rather than 
SO4
2-
 deposition suggests that decreases in NH3 emissions (or NH4
+
 deposition) would be more 
effective than equivalent reductions in SO2 emissions (or SO4
2-
 deposition) in terms of GRSM 
stream recovery. Note although NH4
+
 is an alkaline component in the atmosphere, when it is 
deposited nitrification can occur and it contributes to the acidification of soil and water (Van 
Breemen et al. 1983, Asman et al. 1998, Driscoll et al. 2001). 
Based on model simulations, the recovery of GRSM streams to conditions that would be 
suitable for an intact fishery would take decades if not centuries. This long delay in watershed 
recovery is largely due to the large pools of SO4
2-
 that have accumulated in soil under historical 
acid deposition (Rice et al. 2014). Note that model calculations of watershed recovery assume a 
worst case condition that adsorbed SO4
2-
 is completely available to be released under decreases 
in deposition and delay increases in ANC. If some fraction of SO4
2-
 is irreversibly adsorbed (as 
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postulated by Harrison et al. (1989), an average of 36% of adsorbed SO4
2-
 was retained 
irreversibly for subsoils from forest sites in USA, Canada and Norway) this would allow for 
more rapid recovery. Unfortunately little is known about the reversibility of soil SO4
2- 
adsorption. Also soils with higher SO4
2-
 adsorption capacity are strongly buffered against 
changes in SO4
2-
 and NO3
-
 deposition and do not show significant change in soil acidity (i.e., pH 
of soil solution) to facilitate exchange of base cations (i.e., Ca
2+
, Mg
2+
, Na
+
, and K
+
) in soil 
solution with acid cations (i.e., H
+
 and Al
3+
) that occupy soil cation exchange sites. 
My study indicated that streams in the east central portion of the park are currently in 
exceedance the critical loads designated for recovery by 2050. Note that this area of the park is 
not only exposed to the highest atmospheric deposition due to higher elevations, but is also 
characterized by lower soil SO4
2- 
adsorption capacity which allows for the acidification of 
streams. However a substantial number of these streams would not be in exceedance if the target 
year of recovery is delayed to 2150, indicating that acid-impacted GRSM streams will have 
limited response to NO3
-
 + SO4
2-
 deposition control and need more time to be recovered. 
This study should provide insights on the response of other forests in the Southern 
Appalachian Mountains to decreases in acid deposition. This region is a highly valued resource, 
with several protected areas including Class I Wilderness areas, National Parks and National 
Forests (Figure 3.7). In addition to the GRSM, considerable research in nearby has been 
conducted Shenandoah National Park (Webb et al. 2004, Deviney et al. 2006). The montane 
landscape and heterogeneous soils of the GRSM are typical of the Southern Appalachian 
Mountains, and pose challenges to model applications. There are climatic and edaphic variations 
across the region that influence recovery from acid deposition (Rice et al. 2014). Nevertheless a 
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useful step would be to build on analysis of this study and make projections of the response of 
the broader Southern Appalachian Mountains to anticipated changes in air pollution. 
4.3.2. Developing TMDLs of acidity for impaired streams in the GRSM 
4.3.2.1. Results and Discussion 
4.3.2.1.1. Water quality standard  
To calculate a TMDL, the water quality criterion and its target value should be specified. The 
Tennessee Department of Environment and Conservation (TDEC) proposed the site specific 
standards for acid-impaired streams of the GRSM based on linear regression analysis between 
observed pH and ANC. Thus ANC was used as a surrogate of pH (TDEC 2010). TDEC analysis 
was based on data that were available up to 2008. For this analysis I also included more recent 
observed data (2009-2014) to update those site specific standards. For a stream with no 
monitoring data (Lowes Creek), an ANC of 50 µeq L
-1
 was suggested as the target for TMDL 
analysis (TDEC 2010). The U.S. EPA guidelines for state water quality assessments instruct that 
an impaired water body can be de-listed from the 303(d) list if less than 10% of the observations 
violate the water quality criterion (USEPA 1997, TDEC 2010). I implemented this guideline in 
assessing a margin of safety for my TMDL analysis.  
Recovery of ecosystems from acid deposition is a slow process. Therefore in the TMDL 
analysis a lag time for response of an impaired ecosystem to any load allocation should be 
specified to provide an adequate time for recovery. In this study I specified the years 2050 and 
2150, as a target times for evaluating recovery of the streams.  
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4.3.2.1.2. Calculated TMDLs of acidity  
My uncertainty analysis of the PnET-BGC model indicates that due to uncertainty in input 
factors (i.e., under the assumption of 20% uncertainty in 51 input factors) the model simulated 
ANC (e.g., for year 2050) follows a normal distribution with a mean of nominal simulated ANC 
(i.e., the ANC resulted from simulating the model by using the calibrated parameters) and a 
relatively constant standard deviation (e.g., of σ = 3.57 µeq L
-1
 for Noland Divide stream). 
Similar to the uncertainty analysis conducted for Noland Divide, I performed LHC-MC analysis 
for all 12 impaired streams to quantify the uncertainty of model prediction of ANC for years 
2050 and 2150 (Table 4.9). Standard deviation of the normal distribution of predicted ANC for 
years 2050 and 2150, which are calculated assuming a 20% uncertainty in input factors, is 
relatively constant among the study streams, ranging from 3.5 to 5.4 µeq L
-1
 (Table 4.9).  
Initially, I applied the “business as usual” scenario and identified that none of the impaired 
streams could be recovered to their site specific targets ANC by 2050, that is, having exceedance 
probability <10% (Table 4.10). The recovery of the streams was next evaluated by implementing 
the “on-the-books” scenario. Under this scenario, although the predicted ANC in year 2050 is 
projected to improve for all streams, still none are simulated to recover to their site specific 
targets. However one stream (i.e., Road Prong) exhibited improving in ANC only slightly below 
the target ANC (i.e., 23.1 µeq L
-1
 for this site), failing to meet the ANC targets; simulations were 
slightly in excess of the probability limit of 10% (i.e., 17%; Table 4.10). Therefore, assuming a 
TMDL of acidity equivalent to the “on-the-books” deposition scenario (e.g., 96 meq m
-2
 yr
-1
 for 
Road Prong) would result in slight exceedance from the target for this stream. The “on-the-
books” deposition scenario for Road Prong is a 25% reduction in deposition from the current 
deposition load. Finally, the study streams were evaluated by applying “pre-industrial” 
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deposition scenario. Results (Table 4.10) indicate that under this scenario Road Prong will 
recover, while the other 11 streams remain impaired. The TMDL of acidity for Road Prong is 31 
meq m
-2
 yr
-1
 which represents a 76% reduction from the current load. My TMDL calculations 
indicate that the other 11 streams are projected to remain impaired until 2050 even if deposition 
was lowered to pre-industrial values. However if a later year was targeted some of these stream 
could recover. Considering 2150 as the target year, eight streams are projected to reach their 
ANC target and four would be remain impaired under a “pre-industrial” deposition scenario 
(Table 4.10). The TMDL of acidity for the individual study streams in order to achieve site-
specific target ANCs in year 2150 are shown in Figure 4.22. For all the impaired streams, the 
TMDLs of acidity are lower than current (2012-2014) atmospheric deposition. Note that for one 
impaired site (Lowes Creek), a site specific ANC value is not available, so the target ANC was 
established as 50 µeq L
-1
. Note that this target ANC is considerably higher than the other site 
specific targets (<28.7 µeq L
-1
; Table 4.10) so it is not surprising that this relatively high ANC 
target cannot be achieve for Lowes Creek. 
Since there are no known permitted point sources in these study watersheds and I considered 
an implicit margin of safety in my TMDL analysis, as a result, the wasteload allocations for the 
watersheds are assumed to be zero, and all calculated TMDL were assigned to the load 
allocations (atmospheric deposition). 
 
Table 4.9 Distribution of predicted ANC by PnET-BGC under 20% uncertainties in all 51 
input factors. The uncertainty analysis is based on applying Latin Hypercube sampling and 
Monte Carlo simulation of the model for 1000 set of perturbed input factors. Standard error of 
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means and standard deviations of ANC are calculated using bootstrapping technique by 2000 
iteration. Units are in µeq L
-1
. 
Stream 
Distribution of predicted ANC in year 2050 Distribution of predicted ANC in year 2150 
Mean 
Standard 
deviation 
Standard 
error of 
means 
Standard 
error of 
standard 
deviations 
Mean 
Standard 
deviation 
Standard 
error of 
means 
Standard 
error of 
standard 
deviations 
Noland Divide 11.26 3.57 0.12 0.08 10.19 3.68 0.12 0.09 
Goshen Prong 19.85 3.85 0.12 0.09 17.79 3.97 0.13 0.09 
Cannon Creek 8.49 3.47 0.11 0.08 7.75 3.66 0.12 0.08 
Rock Creek 11.77 4.57 0.14 0.10 10.54 4.84 0.15 0.11 
Inadu Creek 1.68 3.67 0.12 0.08 -2.04 3.81 0.12 0.09 
Otter Creek -1.29 3.93 0.13 0.09 -0.68 4.03 0.13 0.09 
Copperhead Branch 5.31 4.24 0.14 0.10 5.01 4.33 0.15 0.10 
Buck Fork 6.20 3.90 0.12 0.09 4.59 3.93 0.12 0.09 
Eagle Rocks Prong 1.55 3.78 0.12 0.09 0.02 4.00 0.14 0.10 
Shutts Prong 15.04 5.20 0.16 0.12 19.22 5.41 0.17 0.12 
Lowes Creek 8.30 3.62 0.11 0.08 7.29 3.88 0.12 0.09 
Road Prong 26.70 4.65 0.15 0.10 24.82 4.86 0.15 0.11 
Fish Camp Prong -2.13 3.80 0.12 0.09 1.13 3.94 0.13 0.09 
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Table 4.10 Atmospheric deposition and exceedance probability of Noland Divide and 12 impaired streams in the GRSM under 
different scenarios for achieving site-specific water quality standards by 2050 and 2150. Exceedance probabilities >10% are 
considered impaired. 
          Exceedance probability 
     
Target year 2050 Target year 2150 
Stream 
ANC 
Target for 
pH ≥ 6.0  
Current 
(2012-2014) 
SO4
2- + NO3
- + 
NH4
+ 
deposition  
On-the-books 
(2020)  SO4
2- 
+ NO3
- + 
NH4
+ 
deposition  
Pre-industrial 
(1850) SO4
2- 
+ NO3
- + 
NH4
+ 
deposition  
Business 
as usual 
scenario 
On-the-
books 
scenario 
Pre-
industrial 
scenario 
Business 
as usual 
scenario 
On-the-
books 
scenario 
Pre-
industrial 
scenario 
(µeq L-1) (meq m-2 yr-1) (meq m-2 yr-1) (meq m-2 yr-1) (%) (%) (%) (%) (%) (%) 
Noland Divide 14.2 192 154 45 79 71 10 87 64 0 
Goshen Prong 19.1 104 63 25 40 28 14 61 16 0 
Cannon Creek 20.4 98 73 23 100 100 99 100 99 16 
Rock Creek 28.7 79 68 19 100 100 100 100 100 78 
Inadu Creek 12.7 116 101 28 100 100 99 100 100 63 
Otter Creek 11.6 137 120 33 100 100 98 100 98 0 
Copperhead Branch 23.9 136 119 32 100 100 100 100 100 5 
Buck Fork 12.4 117 68 28 94 85 67 98 52 0 
Eagle Rocks Prong 11.1 131 115 31 99 99 94 100 98 1 
Shutts Prong 21.1 103 77 24 86 70 26 63 11 0 
Lowes Creek 50.0 100 75 24 100 100 100 100 100 100 
Road Prong 23.1 129 96 31 23 17 6 39 9 0 
Fish Camp Prong 9.0 116 71 28 100 99 87 98 28 0 
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Figure 4.22 Total Maximum Daily Loads (TMDLs) of acidity (i.e., SO4
2-
 + NO3
-
 + NH4
+
 
deposition load in meq m
-2
 yr
-1
) for 12 impaired streams to achieve site specific target ANCs in 
year 2150. Current atmospheric deposition load are also shown in purpose of comparison. Four 
streams are not recoverable to the site specific targets under deposition controls, shown as those 
sites without bars indicated.  
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4.4. Sensitivity and uncertainty analysis 
4.4.1. Results and Discussion 
4.4.1.1. Sensitivity and uncertainty analysis of PnET-BGC for application in 
the GRSM 
4.4.1.1.1. First-order sensitivity indices  
The result of my first-order sensitivity analysis indicated that the model is most sensitive to 
changes in precipitation quantity (S
PPT
ANC = -2.72 which indicates 2.72 µeq L
-1
 decrease in ANC 
in response to 10% increase in precipitation quantity), Ca
2+
 weathering rate (S
Weathering Ca
ANC = 
1.89), SO4
2-
 wet deposition (S
Wet SO4
ANC = -1.58), maximum monthly air temperature (S
Tmax
ANC = 
1.34), Na
+
 weathering rate (S
Weathering Na
ANC = 1.30), and NO3
-
 wet deposition (S
Wet NO3
ANC = -
1.05; Table 4.11). This analysis (Figure 4.23 and Table 4.11) suggests that in order to reduce 
uncertainty in predicted ANC, it is necessary to improve understanding in these model inputs. 
For example, refining Ca
2+
 and Na
+
 weathering rates would be better candidates for improving 
model projections than K
+
 or Mg
+
 weathering rates at this site. Also these results provide a guide 
to focus on these important parameters for model calibration. 
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Table 4.11 Summary of sensitivity analysis of the PnET-BGC simulated ANC in response to 
variation in 51 input factors used in the model. The investigated model output is 5-year average 
of ANC centered in 2050. S
X
ANC is sensitivity index which is calculated using first-order 
sensitivity index technique. µEE and σEE are average and standard deviation of elementary effects 
estimated by using Morris technique. ρ is Spearman correlation coefficient estimated using LHS-
MC method. Data are sorted by absolute value of S
X
ANC. S
X
ANC is listed in order of highest to 
lowest significance with positive and negative values indicate positive and negative relation 
between change in an input factor and corresponding change in ANC. 
Input factor Notation Unit SXANC µEE σEE ρ 
p-value of 
ρ 
Precipitation PPT cm month-1 -2.72 -6.72 0.73 -0.55 0.000 
Maximum monthly air temperature Tmax ˚C 1.34 4.23 0.38 0.32 0.000 
Ca2+ weathering rate  Weathering Ca g m-2 month-1 1.89 4.32 0.40 0.29 0.000 
SO4
2- wet atmospheric deposition Wet SO4 g S m
-2 month-1 -1.58 -3.59 0.26 -0.26 0.000 
Cl- weathering rate Weathering Cl g m-2 month-1 -0.85 -1.92 0.13 -0.20 0.000 
Na+ weathering rate Weathering Na g m-2 month-1 1.30 2.95 0.21 0.18 0.000 
NO3
- wet atmospheric deposition Wet NO3 g N m
-2 month-1 -1.05 -2.38 0.23 -0.18 0.000 
NH4
+ wet atmospheric deposition Wet NH4 g N m
-2 month-1 -0.69 -1.57 0.14 -0.17 0.000 
Second apparent soil acidity constant K XO 
 
-0.82 -1.90 0.12 -0.16 0.000 
Water holding capacity WHC cm 0.95 2.39 0.24 0.16 0.000 
Partial pressure of CO2 in soil PCO2 in soil log(atm) 0.73 1.76 0.27 0.15 0.000 
Nitrogen sink Nsink % 0.94 -2.17 0.22 -0.15 0.000 
Soil mass per unit area SoilMass kg m-2 0.93 2.59 0.75 0.15 0.000 
SO4
2- adsorption coefficient K XSO4 
 
0.86 2.01 0.12 0.15 0.000 
Al3+ weathering rate Weathering Al g m-2 month-1 0.39 1.01 0.33 0.14 0.000 
SO4
2- adsorption capacity SO4Ad mol kg
-1 0.86 2.00 0.13 0.14 0.000 
SO4
2-dry to wet atmospheric deposition ratio DWR SO4 
 
-0.52 -1.16 0.10 -0.10 0.003 
DOC adsorption coefficient K XDOC 
 
0.51 1.26 0.14 0.10 0.005 
Third organic acid and Al binding constant pKAl3 
 
0.01 0.02 0.01 -0.05 0.142 
Selectivity coefficient of Mg2+ against H+ K X2Mg 
 
-0.14 -0.28 0.13 -0.05 0.149 
Mg2+ weathering rate Weathering Mg g m-2 month-1 0.51 1.15 0.12 0.05 0.160 
Second organic acid and Al binding constant pKAl2 
 
0.01 0.02 0.01 0.05 0.163 
NO3
- dry to wet atmospheric deposition ratio DWR NO3 
 
-0.47 -1.09 0.17 -0.05 0.173 
Si weathering rate Weathering Si g m-2 month-1 0.00 0.01 0.00 0.05 0.179 
Selectivity coefficient of Ca2+ against H+ K X2Ca 
 
0.29 0.62 0.09 0.04 0.196 
Third organic acid dissociation constant pKa3 
 
-0.01 -0.02 0.01 0.03 0.316 
Selectivity coefficient of K+ against H+ K XK 
 
0.02 0.06 0.03 0.03 0.319 
First organic acid dissociation constant pKa1 
 
0.00 0.00 0.00 -0.03 0.359 
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S weathering rate Weathering S g m-2 month-1 -0.09 -0.20 0.02 0.03 0.414 
Photosynthetically active radiation PAR µmol m-2 s-1 0.40 0.92 0.25 0.03 0.423 
PO4
3- adsorption coefficient K XPO4  
0.00 0.00 0.00 -0.02 0.468 
Selectivity coefficient of Al3+ against H+ K X3Al  
0.00 0.00 0.00 0.02 0.476 
K+ weathering rate Weathering K g m-2 month-1 0.41 0.93 0.06 0.02 0.479 
First organic acid and Al binding constant pKAl1  
0.00 0.00 0.00 -0.02 0.543 
F- weathering rate Weathering F g m-2 month-1 0.00 -0.01 0.00 -0.02 0.564 
F- adsorption coefficient K XF  
0.00 0.01 0.00 -0.02 0.632 
First apparent soil acidity constant K XOH2  
0.00 0.00 0.00 0.02 0.632 
Minimum monthly air temperature Tmin ˚C 0.58 0.50 0.15 0.01 0.666 
Cation exchange capacity CEC mol kg-1 0.35 0.88 0.57 0.01 0.674 
Aluminum solubility constant K Al(OH)3  
0.00 0.00 0.00 -0.01 0.729 
NO3
- adsorption coefficient K XNO3  
0.02 0.04 0.01 -0.01 0.776 
DOC site density m (mol site) (mol C)-1  -0.25 -0.58 0.11 -0.01 0.783 
Fast flow fraction  Fast flow frac. % 0.01 0.02 0.01 -0.01 0.792 
Selectivity coefficient of Na+ against H+ K XNa  
0.00 0.00 0.01 -0.01 0.805 
Soil water release f 
 
0.00 0.00 0.00 0.01 0.856 
Partial pressure of CO2 in air PCO2 in air log(atm) 0.01 0.02 0.01 -0.01 0.868 
Evapotranspiration coefficient Evp. Coeff. 
 
0.03 0.06 0.01 -0.01 0.872 
Cl- adsorption coefficient K XCl  
0.00 0.00 0.00 0.00 0.884 
Second organic acid dissociation constant pKa2  
-0.01 -0.03 0.01 0.00 0.896 
DOC partitioning coefficient DOCPart 
 
-0.25 -0.58 0.13 0.00 0.907 
NH4
+ dry to wet atmospheric deposition ratio DWR NH4   -0.10 -0.22 0.02 0.00 0.952 
 
  
158 
 
 
Figure 4.23 First-order sensitivity index of ANC simulated for Noland Divide in 2050 based 
on a 10% increase in input factors.  
4.4.1.1.2. Morris One-factor-At-a-Time (MOAT)  
The mean (µ) and standard deviation (σ) of EE for each input factor were calculated and 
depicted in Figure 4.24. Two lines are also plotted in Figure 4.24, corresponding to µ𝐸𝐸 =  ±2 ∗
 
σ𝐸𝐸
√𝑟
 , where r = 60 is the number of random perturbation that applied to each individual input 
factor before returning all input factors to their base values (see Section 3.5.1.2). Input factor 
located outside of the wedge formed by these lines, can be interpreted as significant evidence 
that the mean of EE of that input factor is statistically different from zero. Soil mass, 
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precipitation quantity (which is labeled as PPT in Figure 4.24), cation exchange capacity (CEC), 
Ca
2+
 weathering rate and maximum monthly air temperature (Tmax) are 5 input factors with the 
highest standard deviation of elementary effect (σEE) which are possible candidates for having 
either a nonlinear effect or high interaction with other input factors. Note that although soil mass 
and CEC have high σEE, they are positioned inside the wedge, indicating that these input factors 
do not have a statistically a significant effect on model output. Therefore this analysis identified 
precipitation quantity, Ca
2+
 weathering rate and maximum monthly air temperature as the input 
factors with the highest interaction or non-linear effects.  
 
Figure 4.24 Identification of important input factors used in PnET-BGC using the Morris 
sensitivity method. Model response is most sensitive to inputs away from the origin, while the 
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factors clustered in (0, 0) can be fixed. The 5 input factors with the highest standard deviation of 
elementary effects (σEE) are labeled. 
4.4.1.1.3. Monte Carlo regression based  
The 50% and 90% uncertainty intervals estimated by the LHC-MC analysis for time series of 
model projection of water and soil chemistry are shown for Noland Divide (Figure 4.25). My 
sensitivity and uncertainty analysis focused on model predictions of ANC for year 2050. Model 
predicted ANCs for year 2050 are normally distributed around the original unperturbed 
prediction with a standard deviation equal to 3.57 µeq L
-1
. The results of the uncertainty analysis 
are basis for my TMDL calculations based on an exceedance probability technique. The Monte 
Carlo (MC) technique also allows for performing sensitivity analysis by calculating Spearman 
correlation coefficients (ρ). I computed Spearman correlation coefficients (ρ) between MC 
simulations and each individual input factors to evaluate the importance of effects of input 
factors on the model predicted ANC (Table 4.11). Higher absolute value of ρ indicates greater 
influence of the input factor, and negative values indicate inverse relationship between input 
factor and the simulated ANC. Precipitation quantity (ρ = -0.55), maximum monthly air 
temperature (ρ = 0.32), Ca
2+
 weathering rate (ρ = 0.29), SO4
2-
 wet deposition (ρ = -0.26), Cl
-
 
weathering rate (ρ = -0.2), Na
+
 weathering rate (ρ = 0.18), NO3
-
 wet deposition (ρ = -0.18), and 
NH4
+
 wet deposition (ρ = -0.17) were identified as the most important input factors based on 
applying MC approach (Table 4.11 and Figure 4.26). Similar input factors were found to be the 
most important input factors in the first-order sensitivity index analysis, although in slightly 
different order of significance. 
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Figure 4.25 Uncertainty in model projects for Noland Divide watershed in response to 20% 
interval uncertainty in all model parameters and inputs. Shown are hindcast, simulations of 
historical acidification and forecast simulations of a “business as usual” scenario. Also shown are 
projections of stream sulfate, nitrate, ANC, soil sulfate pool and soil percent base saturation. The 
uncertainty bands indicate 50% and 90% interval of modeled outputs. Also shown are measured 
values. 
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Figure 4.26 Spearman correlation coefficients between input factors and model predicted ANC 
in 2050 for Noland Divide stream simulation. Input factors with statistically significant (p<0.05) 
relationship and Spearman correlation coefficient greater than 0.1are shown.  
4.4.1.2. Sensitivity analysis of PnET-BGC for using in Adirondack region  
The median sensitivity of model simulated ANC to the 33 model parameters and inputs for 
all the 26 tested lakes (i.e., calibrated and confirmed lakes) is shown in Table 3.2. Because of 
complex interactions among different components of the model, the magnitude of ANC change 
in response to equivalent parameter or input perturbations was variable among sites. Overall the 
sensitivity analysis showed that the model is most sensitive to changes in Ca
2+
 and Na
+
 
weathering rate, partial pressure of CO2 in soil and adsorption coefficient of DOC. These results 
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are similar to a sensitivity analysis conducted previously for PnET-BGC (Gbondo-Tugbawa et 
al. 2001). 
4.4.1.3. Sensitivity and uncertainty analysis of organic acid model  
The sensitivity analysis indicates that model simulation of pH is most responsive to the 
variations in pKa2 and m (Table 4.12). The model prediction of pH is slightly sensitive to pKa3 
and pKAl3 and relatively insensitive to changes in the other organic acid parameters. An increase 
in pKa2 and pKa3 results in an overprediction of pH. In contrast, an increase in site density or 
pKAl3 results in an underprediction of pH. Simulation of ANC is highly sensitive to site density; 
an overestimation of site density results in underestimation of ANC. The third Al- and proton-
binding constants (pKAl3 and pKa3) are moderately sensitive parameters in prediction of ANC. 
Simulation of Ali is highly sensitive to changes in pKAl3, pKa3 and pKa2, insensitive to variation 
in pKa1, and moderately sensitive to variation in other organic acid parameters.  
 
Table 4.12 Sensitivity index of calculated pH, ANC and Ali to the equilibrium constants and 
site density. Negative value of Sx indicates a negative relation between the change in parameter 
and change in the x variable. Values are unitless. 
Parameter Calibrated value Range of sensitivity analysis SpH SANC SAli 
M 0.045 0.036 - 0.054 -0.08 -0.48 -0.13 
pKa1 2.54 2.03 - 3.05 0.00 0.01 0.00 
pKa2 6.19 4.95 - 7.43 0.10 0.04 2.88 
pKa3 7.52 6.02 - 9.02 0.05 0.06 3.84 
pKAl1 4.00 3.20 - 4.80 0.00 0.01 -0.15 
pKAl2 3.93 3.14 - 4.72 0.00 -0.01 -0.49 
pKAl3 9.48 7.58 - 11.38 -0.02 -0.07 -4.26 
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Monte Carlo analysis was conducted to evaluate the contribution of analytical error and 
uncertainty in the calibrated parameters to uncertainty of the model predictions. Monte Carlo 
analysis resulted in 500 calculations which were normally distributed around the original 
unperturbed prediction for each sampled point. Uncertainty due to analytical imprecision caused 
a fraction of calculations which were inside the 95% confidence interval of the measurement to 
shift to values outside the confidence interval. The greater fraction indicated a greater influence 
of analytical uncertainty on the predicted parameter. Twenty-nine, 13 and 12% of the Monte 
Carlo simulations for pH, ANC and Ali, respectively, were moved outside the confidence 
interval, which suggests that analytical error had greater impact on the calculation of pH than 
ANC and Ali. Uncertainty in the model calculations due to uncertainty in calibrated organic acid 
parameters was quantified by 34, 14 and 44% alteration in calculated values of pH, ANC and Ali, 
respectively, from the inside of 95% confidence interval of measurements to the outside. This 
analysis showed that uncertainty in the model parameters of organic acids affected simulation of 
Ali and pH more than simulation of ANC. Comparing results of these two analyses demonstrated 
that similar uncertainty in estimation of organic acid parameters and in analytical error (i.e., 2% 
relative standard deviation) have similar impacts on the simulation of pH and ANC, whereas a 
greater impact was evidenced on model calculations of Ali due to uncertainty in organic acid 
parameters than analytical errors. This analysis confirms that ANC is a more robust parameter to 
base projections of changes in acidic deposition on than other commonly used chemical 
indicators such as pH and Ali. Other sources of error in model predictions are due to uncertainty 
which is derived from estimation of thermodynamic data for inorganic reactions.   
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5. Chapter V (Synthesis and conclusions) 
5.1. Parameterizing natural occurring organic acids 
In the first phase of this research, I investigated acid-base properties of naturally occurring 
organic acids in aquatic environments. Furthermore the binding behavior of organic ligands with 
Al was studied in this research phase. Among a variety of mathematical estimators (ranging from 
monoprotic, diprotic, and triprotic analog models to the discrete and continuous (Gaussian) 
distributions of a single proton binding-dissociation), I found that a triprotic analog model can 
adequately describe binding behavior of organic acids. Parameterization of this hypothetical 
model, suggested that about 5% of dissolved organic carbon participates in ion binding, and 
organic acids are composed of both strong and weak acids (e.g., pKa1=2.54, pKa2=6.19 and 
pKa3=7.52 for Adirondack samples). Binding between organic acids and Al can substantially 
influence the acid behavior of dissolved organic matter and the availability of the toxic form of 
Al (i.e., inorganic monomeric aluminum). The results indicate that both charge density and site 
density in Adirondack lake water have increased over time, suggesting that recent DOM exhibits 
greater proton and Al binding, behaves as a stronger organic acid and has a greater relative 
contribution to acidity of surface waters. Ignoring DOM in chemical equilibrium calculations 
results in substantial overestimation of pH, ANC and Ali. Moreover without considering DOM 
binding, the speciation of Al cannot be determined, which is critical to understanding the 
potential toxicity of acid-impacted waters. The presence of organic acids has a strong acidifying 
effect on low ionic strength waters, while pH buffering is a secondary effect. Surface waters with 
low ANC have low buffering capacity and are susceptible to the acidifying effect of naturally 
occurring organic acids. In spite of the substantial differences in concentration of DOC and 
presumably differences in carbon quality among datasets from soil solutions, low-order streams 
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and diverse lakes, the values of charge density calibrated separately for each dataset are in 
remarkably close agreement. 
5.2. TMDL of acidity for Adirondack lakes  
In the second phase of this study, I applied PnET-BGC model to develop TMDL estimates 
for 128 acid-impaired lakes in Adirondacks. To parameterize the model for Adirondack lakes, 12 
lakes were selected from a high quality monitoring program (ALTM). Parameters that were 
developed were tested and confirmed on 14 additional lakes. The model was applied to all 128 
impaired lakes and response of ANC of the lakes to different atmospheric load control scenarios 
was investigated. By aiming to protect an important fish species, brook trout, two target values of 
ANC were selected (11 and 20 µeq L
-1
) and ANCs were projected with the model under different 
levels of atmospheric S and N deposition and for various time periods that were compared to 
those ANC targets. Based on this analysis, lakes were categorized into three classes: lakes that 
achieved ANC targets without any further atmospheric deposition control; lakes that are able to 
attain targets with additional reduction in acid deposition; and lakes that are chronically impaired 
and are not able to recover. Modeling results indicate that lakes with thin till watersheds are 
acidified to a greater extent and are recovering faster compared to lakes with medium or thick till 
watersheds, because thin till watersheds have less capacity to neutralize and retain SO4
2-
, 
therefore atmospheric SO4
2-
 deposition is largely transported to surface waters. Results indicate 
that controlling S deposition to Adirondack watersheds is much more effective in recovering 
acidic lakes than control on N deposition. For an additional decrease in atmospheric S deposition 
of 60% beyond current values, about 30% of the currently acid-impaired lakes are projected to 
achieve the ANC target of 20 µeq L
-1
 by 2050 and additional 30% by 2200. Approximately 40% 
of the lakes are projected not recover ANC to 20 µeq L
-1
 by 2200. Most of these unrecoverable 
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lakes (i.e., 35 out of 37 lakes) are likely naturally acidic. This study indicates that a moderate 
control scenario (i.e., 60% decrease from the current atmospheric S load) is projected to recover 
the ANC of lakes at a mean rate of 0.18 and 0.05 µeq L
-1
 yr
-1
 during the periods 2022-2050 and 
2050-2200, respectively. The total maximum daily load (TMDL) of acidity corresponding to this 
moderate control scenario was estimated to be 7.9 meq S m
-2
 yr
-1
 which includes a 10% margin 
of safety. 
5.3. Critical loads of acidity for GRSM streams 
In the third phase of this research, I used PnET-BGC model to evaluate past, current and 
potential future changes in soil and water chemistry of watersheds of the GRSM in response to 
projected changes in acid deposition. Twelve streams in the GRSM are listed by the state of 
Tennessee as “impaired due to low stream pH” (pH<6.0) under Section 303(d) of the Clean 
Water Act. My analysis of stream monitoring data shows limited recovery in the GRSM despite 
recent marked decreases in acid deposition. Only nine of 42 stream-sites at the GRSM recently 
(1993-2014) have experienced significant increases in ANC, despite decreases in atmospheric 
SO4
2-
 and NO3
-
 deposition. This lack of recovery of the chemistry of acidified streams in the 
GRSM is likely due to soils conditions characteristic of this area, which have previously 
adsorbed soil SO4
2-
 and have experienced depletion of exchangeable base cation concentrations 
associated with historical acid deposition.  
The model was parameterized with soil, vegetation and stream observations for the park. 
Using a time series of historical meteorology, atmospheric deposition and land disturbance, the 
model was applied to 30 streams in the GRSM (including 12 listed streams) to simulate pre-
industrial conditions, the historical acidification and potential future scenarios of atmospheric 
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deposition. The calibrated model was run under different scenarios of decreased sulfur and 
nitrogen deposition in order to assess potential response of GRSM streams to hypothetical future 
changes in atmospheric deposition. Using model results, the level of atmospheric deposition, 
known as a “critical load”, above which harmful ecosystem effects occur (defined here as stream 
ANC below a defined target) was determined for the 30 study watersheds. In spite of recent 
decreases in atmospheric sulfur and nitrate deposition, the results suggest stream recovery has 
been delayed due to the high sulfate adsorption capacity of soils in the park resulting in a long 
lag time for restoration of soil chemistry to occur.  
Model simulations suggest that over the long-term, increases in stream ANC per unit 
decrease in NH4
+
 deposition are greater than unit decreases in SO4
2-
 or NO3
-
 deposition, due to 
high SO4
2-
 adsorption capacity and limited N retention of the watersheds. This pattern suggests 
that control on NH4
+
 deposition could be a focus of future air pollution control strategies to 
achieve greater recovery of streams. The extent of recovery of the streams of the GRSM from 
acidification is projected to increase if all three components of acid depositions (SO4
2-
, NO3
-
 and 
NH4
+
) are reduced in the future. Modeling demonstrates that targeting a later date for recovery of 
park streams allows a greater number of streams to meet goals (target ANC levels).  
I conducted a critical load analysis considering two approaches for target ANC values. A 
fixed ANC target such as 0, 20 and 50 µeq L
-1
 is based on previously established relationships 
between stream chemistry and the recovery of biotic life in streams. I also selected stream-
specific target ANC values based on inherent site sensitivity by hindcasting pre-industrial ANC 
values of individual stream. There may be some advantage of using a stream-specific ANC target 
because in acid sensitive sites like GRSM, pre-industrial ANC values may be lower than some 
fixed ANC targets (e.g., 50 µeq L
-1
) used to set policy goals for regional or national recovery of 
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large numbers of streams (USEPA 2009), but there is also uncertainty in determining pre-
industrial ANC values. Watershed simulations were used to extrapolate critical load results to 
387 monitored stream sites throughout the park. As an example of simulation results, if 
deposition were to remain unchanged from current conditions, by the year 2050, 72% of the 387 
sampled stream sites in the GRSM are projected to have stream ANC below pre-industrial 
values, indicating that they would not have fully recovered to natural conditions by that time. 
However, if atmospheric deposition were decreased to pre-industrial values, by the year 2050 the 
number of park streams with ANC below the pre-industrial ANC are projected to decrease 54%. 
These types of model simulations inform park managers on the amount of air quality 
improvement needed to meet stream restoration goals. 
 My modeling illustrates that at the GRSM, the most important biophysical factors that 
influence recovery of streams are SO4
2-
 adsorption capacity, N retention, depletion of 
exchangeable base cations of soils and the level of atmospheric deposition. High elevation 
spruce-fir forests at the GRSM are in an advanced stage of N saturation as a result of limited N 
retention and elevated N deposition. Similar to other national parks in U.S. (Baron et al. 2011), 
atmospheric deposition in the GRSM increases markedly with increases in elevation, making 
streams at high elevation at greater risk of acidification. Furthermore soil at high elevation sites 
with low SO4
2-
 adsorption capacity are more susceptible to acidification by elevated SO4
2-
 
deposition, however those sites are also more responsive to decreases in atmospheric loads. 
My analyses reveal that, unlike streams in other areas of the northeastern U.S., such as the 
Adirondacks, most GRSM watersheds retain the majority of historically deposited S, with 
relatively low SO4
2-
 leaching to the streams. This accumulation SO4
2-
 in soil delays the recovery 
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of the streams, and illustrates that a combination of emissions reductions and patience will be 
needed to allow recovery of the most sensitive park streams.  
5.4. Sensitivity and uncertainty analysis of PnET-BGC 
In the fourth phase I conducted a comprehensive sensitivity and uncertainty analysis on 
PnET-BGC model. I was able to identify the input factors and parameters of greatest model 
sensitivity and propagate uncertainty of these values through the model to the outputs. Accuracy 
of model simulations in the presence of uncertainties in inputs factors and parameters was 
assessed using three uncertainty and sensitivity techniques: first-order sensitivity index, Latin 
Hypercube sampling-Monte Carlo (LHS-MC) and Morris one-factor-at-a-time (MOAT) 
approaches. Applying the model to an intensively studied stream-watershed in the GRSM, NC 
and TN, USA, I performed a complete methodology identifying sensitivity and uncertainty of the 
model projections. Among 51 input factors which were examined in this analysis, I identified 
that precipitation quantity, Ca
2+
, Na
+
 and Cl
-
 weathering rates, SO4
2-
, NO3
-
 and NH4
+
 wet 
deposition, maximum monthly air temperature, water holding capacity partial pressure of CO2 in 
soil, nitrogen sink, soil mass and SO4
2-
 adsorption capacity are the most influential input factors 
on model simulation of ANC for GRSM streams. Significant contribution of these input factors 
in model prediction of ANC suggests that the future simulations of ANC would be strengthened 
if uncertainty in these input factors can be reduced. Thus, these findings inform decision-makers 
in data collection needed to refine parameter estimation. For example, this study suggests that 
refining Ca
2+
 and Na
+
 weathering rates would be better candidates for improving model 
projections than K
+
 or Mg
+
 weathering rates at this site.  
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Propagation of uncertainty in input factors to model outputs allow for depiction of 
projections as probability distributions rather than single values. This form of model results helps 
resource managers evaluate the decision criteria against their own risk preferences. Results of 
uncertainty analysis indicate that due to 20% interval uncertainty in all input factors, model 
predicted ANC is normally distributed around the original unperturbed prediction with a 
relatively constant standard deviation (ranging from 3.5 to 5.4 µeq L
-1
) among the study sites. 
5.5. TMDLs of acidity for acid-impaired GRSM streams using a probabilistic approach 
In the fifth phase, I used results of uncertainty analysis and by applying a probabilistic 
approach I developed TMDL of acidity for 12 acid-impaired streams in GRSM. The quantified 
model uncertainty enabled the application of an “exceedance probability” approach to describe 
the margin of safety component of the TMDL. The simulations of stream chemistry indicate that 
the deterioration of surface water quality, resulting from human-induced acidic deposition, was 
substantial and even if current atmospheric deposition is reduced to the pre-industrial levels only 
one of the 12 impaired streams can be recovered to its site specific standard by 2050. However 
recovery is possible for seven additional streams by 2150 if targeting recovery for a century later 
(i.e., year 2150 which is a similar duration to the period of historical acidification (1850)). Four 
streams were not recoverable to the site specific targets under the control of atmospheric 
deposition loads; therefore other management strategies (e.g., watershed liming) might be 
considered for recovery of these streams. Because the study sites are highly acid-sensitive 
streams, extrapolating results from these sites to the other GRSM streams would probably 
underestimate the TMDL of acidity for the entire GRSM. 
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5.6. Comparing response of surface waters in Adirondacks and the GRSM to acid 
deposition  
Recent observed data from the Adirondacks indicate a correlation between decadal declines 
in atmospheric deposition of sulfur and nitrogen compounds and some recovery of acid impaired 
lakes (Driscoll et al. in review). However, in the GRSM, not a significant stream recovery was 
observed (i.e., only 9 of 42 streams have shown a significant increase in ANC) due to the high 
sulfate adsorption capacity of soils resulting in a long lag time for restoration of soil chemistry to 
occur. My modeling indicates that at the Adirondacks controlling SO4
2-
 deposition is much more 
effective in recovering acidic lakes than NO3
-
 and NH4
+
 because of low sulfate adsorption and 
moderate nitrogen retention of Adirondack soil. In contrast to the watersheds in the Adirondacks 
region, which are near steady state (sulfate input is equal to the sulfate output), watersheds in the 
GRSM retain a high proportion of sulfate atmospheric deposition, and are in a lag or delayed 
response phase (Galloway et al. 1983). Simulating various control scenarios of SO4
2-
, NO3
-
 and 
NH4
+
 deposition suggests that future improve in ANC of streams in GRSM per unit decrease in 
NH4
+
 deposition is greater than unit decreases in SO4
2-
 or NO3
-
 deposition. Previous studies (e.g., 
Galloway et al. 1983, Elliott et al. 2008) also indicate that glaciated regions (e.g. Adirondacks) 
are more sensitive than the unglaciated areas (e.g. GRSM ) to acid deposition. However 
Northeastern ecosystems are recovering faster than Southeastern ecosystem (Kahl et al. 2004). In 
the GRSM, sulfate retention (e.g., adsorption by soil) within watersheds is an important 
mechanism of neutralization of acid deposition. In Adirondacks, Ca
2+
 weathering rate is the most 
important factor deriving variations among the watersheds. 
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6. Chapter VII (Recommendations for future work) 
This dissertation provided new insights into biogeochemical modeling and application, but 
brought about many more questions which should be addressed in future efforts. I would suggest 
several research priorities: 
Adding a subroutine to PnET-BGC to simulate pH-dependent absorption of organic 
matter on soil. An important aspect of surface water acidification is the transport/retention of 
acid anions (organic and inorganic) within ecosystems. Acidification models have generally 
relied on partition coefficients to depict SO4
2-
 and DOM adsorption in mineral soil 
(Christophersen et al. 1982, Gherini et al. 1985). While such a representation may be adequate 
for short-term predictions, anion (e.g., SO4
2-
 and DOM) adsorption is highly pH dependent in 
mineral soil (Sigg and Stumm 1981, Nodvin et al. 1986, Filius et al. 2000, Kothawala et al. 
2008). Therefore, long term predictions of drainage water affected by acidic deposition may be 
hindered by a failure to consider pH-dependent adsorption of anions. The findings of this 
research highlighted the important role of organic acids in controlling the acid-base behavior of 
surface waters, especially for waters with high DOC concentration. However, this study did not 
specifically studied effect of complexation of organic matter on soil surfaces. Relatively few 
studies have focused on the adsorption of dissolved organic matter (DOM) in soil. Moreover 
factors that affect DOM adsorption including pH, ionic strength and competing anions (e.g. SO4
2-
) are not well understood. Most of previous studies on the mechanism of adsorption involve the 
adsorption of inorganic solutes at the interface of well characterized solids (i.e. metal oxides) 
(e.g., Davis, 1980; Sigg and Stumm, 1981; Dzombak and Morel, 1990; Karamalidis and 
Dzombak, 2011). In prior research, surface complexation has been formulated with theoretical 
models (e.g., Schindler and Kamber, 1968; Stumm et al., 1970; Yates et al., 1974) and 
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adsorption of solutes at synthetic oxide surfaces has been parameterized by using experimental 
data (e.g., Chin and Weber Jr 1989, Dzombak and Morel 1990, Wang et al. 1997, Karamalidis 
and Dzombak 2011). Adsorption coefficients developed for the water/metal oxide interface 
cannot be directly applied to characterize natural systems, because natural organic matter likely 
entirely covers mineral solids and the solid surface exhibits physical and chemical characteristics 
of organic matter (Morel and Hering 1993). It would be useful to further examine the adsorption 
behavior of SO4
2-
 and DOM on soil. The adsorption behavior could be assessed by conducting a 
set of laboratory experiments and parameterizing a generalized two-layer surface complexation 
model (Dzombak and Morel 1990). To parameterize pH-dependent adsorption of SO4
2-
 and 
DOM, I would recommend extracting organic matter from the forest floor and equilibrating soil 
with the extracted DOM under different chemical conditions (i.e., different levels of pH ionic 
strength and SO4
2-
). The parameterized adsorption behavior of SO4
2-
 and DOM could be added 
as a subroutine to biogeochemical models to formulate adsorption mechanisms and effects of 
biogeochemical transformations on watershed hydrochemistry.  
Using paleolimnological datasets to calibrate and verify hindcast simulations. This study 
was mostly focused on projections of the acid-base status of surface water at future dates; 
however PnET-BGC model can be used to reconstruct historical conditions. Understanding the 
pre-industrial state can be used to define recovery targets used in critical loads calculations in the 
future. Model calculations should be conducted to simulate pre-industrial condition and provide 
basis for developing critical load based on ANC values prior to the advent of an acid deposition. 
Hindcast simulations could be verified using data from previous paleolimnological synoptic 
surveys (e.g. PIRLA-I and PIRLA-II (Charles and Whitehead 1987, Charles et al. 1990)). 
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Paleolimnological studies use the physical, chemical, and biological properties of sediments to 
infer how aquatic environments have changed over time. 
Designing PnET-BGC as a decision making tool. PnET-BGC is a comprehensive 
biogeochemical model which can be used as a decision support tool. Designing a new user 
interface for the PnET-BGC model could enable decision makers to directly use the model to 
address management questions. Tools could be developed to accelerate the preparation of input 
files, display graphs and statistical comparisons of model output versus observation, and perform 
sensitivity analyses. Combining PnET-BGC model with an optimization algorithm such as 
genetic algorithm or Bayesian approach could be used to automate the calibration process of the 
model. 
Temporal and spatial modifications to the model. Depending on the temporal resolution of 
model inputs; PnET-BGC model can be modified to incorporate various time steps (e.g., day to 
annual time-steps). This would enable user to efficiently use available dataset in modeling 
surface waters. Currently PnET-BGC model is a lumped-parameter model which assumes 
constant watershed characteristics for the entire watershed. I would recommend adding flow 
routing feature to the model. This would allow user to simulate a large watershed through nested 
small sub-catchments and assign various inputs and catchment characteristics to each individual 
sub-catchment. The availability of digital elevation models (DEM) allows using flow routing 
feature to calculate the contribution of streams in each sub-catchment to the streamflow 
discharging from the simulated watershed.  
Developing spatial pattern of meteorological and deposition inputs using geostatistical 
approaches. As my sensitivity analysis indicated, model simulation is highly influenced by 
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meteorological and atmospheric deposition inputs. In this study I applied regional regression 
model to estimate watershed specific inputs from point observations. I recommend improving 
current spatial patterns of model inputs by investigating Kriging or other geostatistical 
approaches to depict meteorological condition and atmospheric deposition. 
Effect of climate change on projections. A focus of this study was evaluating effects of 
acid deposition on acid-base status of surface waters. In model simulation, I assumed constant 
meteorological values (i.e., mean of recent observations). However, effects of climate change on 
projection of ANC could be included by using Intergovernmental Panel on Climate Change 
(IPCC) simulations as model inputs. Pourmokhtarian et al. (2012) evaluated the effect of climate 
change on the water quality of a forested watershed in northeastern U.S. and concluded that 
elevated temperature due to global warming increased nitrification, resulting acidification of 
stream waters. However increase in atmospheric CO2 under climate change mitigates nitrogen 
loss from the watersheds, improving stream ANC. Overall change in stream ANC depends on 
which climate projection is invoked in simulations. I recommend incorporating influence of 
climate change and acid deposition together in assessing acid-base status of surface waters in 
future work. 
Economic assessment of acid deposition. Using PnET-BGC projections of pH for lakes in 
Adirondacks, Caputo et al. (in review) assessed the economic benefits associated with the 
mitigation of acid deposition on game fisheries. These studies can provide a valuable tool for 
communicating with decision-makers and the general public to reveal the ecological benefits of 
reducing atmospheric deposition versus the fiscal and political costs of increasingly stringent 
emissions regulations. Model results for the GRSM could be used to evaluate economic benefits 
of control on atmospheric emission on recovery of fisheries in the Park. 
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Focus on improving Ca
2+
 weathering rate in Adirondacks and SO4
2-
 adsorption 
capacity in the GRSM. In this study, because of limited information on weathering rates and 
SO4
2-
 adsorption capacity, these inputs were parameterized by model calibration. Future studies 
should provide an estimate for these parameters based on observations. Various approaches 
including long-term weathering rates (Nezat et al. 2004), watershed mass balances (Likens et al. 
1998) and sodium as indicator element of weathering (Bailey et al. 2003) could be applied to 
improve estimates of weathering rates for watershed application of the model. 
Performing a complete sensitivity analysis for Adirondacks In this study I performed a 
sensitivity and uncertainty analysis for the GRSM. I recommend a similar complete sensitivity 
and uncertainty analysis to be conducted for model application in the Adirondacks.  
Monitoring dissolved organic acids and aluminum in GRSM streams. This would allow 
parameterizing the organic acid algorithm for this region. 
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Appendix A. Tableau of inorganic and organic species 
Table A- 1 Tableau of all inorganic and organic species included in this study. 
Species H+ Na+ Mg2+ Al3+ K+ Ca2+ NH4
+ Cl- NO3
- SO4
2- CO3
2- F- PO4
3- Si(OH)4 Org
3- 
LogK 
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Appendix B. R scripts for performing sensitivity and uncertainty analysis 
These sensitivity functions work for either models written in R or external models such as 
PnET-BGC. This is achieved by defining arguments (i.e., variable “argm”) for model inputs. 
Appendix B.1. R script for implementing first-order sensitivity analysis (Sensitivity 
Index) 
# First-order sensitivity analysis (Sensitivity Index) ######### 
 
  # Description  --------------------------------------------------------- 
  # The first-order sensitivity analysis (Sensitivity Index) is a method to determine 
  # local sensitivities of a model by perturbing one parameter at a time.  
   
  # Inputs --------------------------------------------------------------- 
  # param_values:     Base case values of parameters 
  # param_names:      name of parameters 
  # direct:           a character variable indicates direction of perturbation  
  #                   in parameters ("increase", "decrease", or "both") 
  # percent_perturb:  percent change in input factors 
  # plotting:        logical variable (T or F) to plot Morris graph 
  # model_fn:         model to be analyzed for sensitivity analysis 
  # argm:             optional arguments that might be required for running model "model_fn" 
   
  # First Order Sensitivity Analysis and SI plot --------------------------     
  SenIndx<-function(param_values, param_names,direct,  
                    percent_perturb, plotting, model_fn, argm){ 
     
    # determine number of parameters 
    kn<-length(param_values) 
     
    # assign name to parameters if it missed 
    if(missing(param_names)) param_names=paste("x",1:kn,sep="") 
     
    inc<-(1+percent_perturb/100) 
    dec<-(1-percent_perturb/100) 
     
    si<-data.frame(param=param_names,initial_param=param_values, 
                   param_inc=param_values*inc, param_dec=param_values*dec) 
     
    #run base-sample 
    x<-si$initial_param 
    y_base<-model_fn(x,argm) 
     
    # run first order sensitivity analysis 
    for (jj in 1:kn){ 
      x<-si$initial_param 
      x[jj]<-si$param_inc[jj] 
      cat("running",percent_perturb,"% increase in:",as.character(si$param[jj]),"\n") 
      si$y_inc[jj]<-model_fn(x,argm) 
      x[jj]<-si$param_dec[jj] 
      cat("running",percent_perturb,"% decrease in:",as.character(si$param[jj]),"\n") 
      si$y_dec[jj]<-model_fn(x,argm) 
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    } 
     
    # calculate Sensitivity Index (dy/y)/(dx/x) 
    si$SI_inc<-((si$y_inc-y_base)/y_base)/(percent_perturb/100) 
    si$SI_dec<-((si$y_dec-y_base)/y_base)/(-percent_perturb/100) 
    si$SI_avg<-(si$SI_inc+si$SI_dec)/2 
     
    # plot SI 
    if(plotting){ 
       
      xx<-si$param 
      if(direct=="increase") yy<-si$SI_inc 
      if(direct=="decrease") yy<-si$SI_dec 
      if(direct=="both")     yy<-si$SI_avg 
       
      data1<-data.frame(yy,xx) 
      ordered_by_SI <- with(data1, reorder(xx, yy,abs)) 
       
      boxplot(yy ~ ordered_by_SI, data=data1, cex.axis=1, 
              xlab=expression("First-order sensitivity index"), ylab="Input factors", 
              horizontal=T,las=1, outline=F, whisklty = 0, staplelty = 0, col="gray", 
              frame=T) 
      mtext(expression("First-order sensitivity index"), side = 1, line = 3) 
      abline(v=0,lty=2,lwd=1.5,col="red") 
      grid(lwd=.5) 
    } 
    return(si)  
     
  }  
   
##End of First-order sensitivity analysis ##############  
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Appendix B.2. R script for implementing Morris sensitivity analysis (MOAT) 
# Morris One-factor-at-a-time  (MOAT) sensitivity analysis ######### 
 
  # Description  --------------------------------------------------------- 
  # The Morris One-factor-at-a-time  (MOAT) sensitivity analysis is a method to determine 
  # global sensitivities of a model on parameter changes with relatively few model runs.  
   
  # Inputs --------------------------------------------------------------- 
  # rn:           number of repetitions 
  # minimum:      minimum range of parameters 
  # maximum:      maximum range of parameters 
  # param_names:  name of parameters 
  # pn:           number of discretization of each parameter (better to choose even numbers) 
  # plotting:     logical variable (T or F) to plot Morris graph 
  # model_fn:     model to be analyzed for sensitivity analysis 
  # argm:         optional arguments that might be required for running model "model_fn" 
   
  # Required package ------------------------------------------------------    
  require(Matrix)# for "pMatrix" 
   
  # Morris function to produce Morris sampling matrix and EE plot----------     
  Morris<-function(rn, minimum, maximum, param_names,  
                   pn, plotting, model_fn, argm){ 
     
    # determine number of parameters 
    kn<-length(minimum) 
     
    # assign name to parameters if it missed 
    if(missing(param_names))param_names=paste("x",1:kn,sep="") 
     
    # construct Morris sampling matrix (Morris 1991 p164) 
    morris0<-data.frame(matrix(nrow=(rn*kn+rn),ncol=(2+kn))) 
     
    for(rpt in 1:rn){ 
      B<-matrix(0,nrow=kn+1,ncol=kn) 
      for(ii in 2:(kn+1)){ 
        for(jj in 1:kn){  
          if(jj==ii-1) B[ii,jj]<-1 # only arrays below diagonal array are one 
        }};B 
       
      D<-diag(sample(c(-1,1), kn, replace = TRUE),nrow=kn,ncol=kn);D 
      J<-matrix(1,nrow=kn+1,ncol=kn);J 
       
      P <- ifelse(as.matrix(as(sample(kn),"pMatrix")),1,0);P 
      delta<-pn/2/(pn-1)          # recommended by Morris 
      possib<-seq(0,(1-delta),1/(pn-1)) 
      basev<-sample(possib,kn,replace=T);basev 
      J1<-matrix(1,nrow=kn+1,1) 
      Bstar<-(J1%*%basev + (delta/2)*((2*B - J)%*%D + J))%*%P;Bstar 
      morris0[((rpt-1)*(kn+1)+1):((rpt-1)*(kn+1)+kn+1),(3:(2+kn))]<-Bstar 
       
      # identify the perturbed parameter 
      hh<-which(t(P)==1)%%kn 
      hh[hh==0]<-kn 
      morris0[((rpt-1)*(kn+1)+1):((rpt-1)*(kn+1)+kn+1),2]<-c(0,hh) 
      # identify the direction of perturbation (+: increase, -: decrease) 
      morris0[((rpt-1)*(kn+1)+1):((rpt-1)*(kn+1)+kn+1),1]<-c(0,apply(D,1,sum)) 
    } 
    names(morris0)<-c("delta_sign","perturbed_param",as.character(param_names)) 
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    morris<-morris0 
    # scale Morris Delta to the parameters ranges 
    for(pmt in 1:kn){ 
      morris[,pmt+2]<- minimum[pmt]+ morris[,pmt+2]*(maximum[pmt]-minimum[pmt]) 
    } 
     
    # assign the name of perturbed parameters 
    for(ff in 1:dim(morris)[1]){ 
      if(morris0[ff,2]==0) morris[ff,2]<-"base_sample" 
      if(morris0[ff,2]!=0) morris[ff,2]<- as.character(param_names[morris0[ff,2]]) 
    } 
     
    # run the model for Morris matrix samples 
    for(r in 1:rn){ 
      for (ss in 1:(1+kn)){ 
        run<-(r-1)*(kn+1)+ss  
        if(ss==1)cat("**** Iteration :",r,"****","\n") 
        cat(" parameter :",ss,"\n") 
        x<-as.numeric(morris[run,(3:(2+kn))]) 
        morris$y[run]<-model_fn(x,argm) 
      }} 
    morris$dx<-morris0[,1]*delta 
     
    # calculate elementary effect (EE) attributable to each input factor  
    for(run in 1:(rn*kn+rn)){ 
      morris$dy[run]<-morris$y[run]-morris$y[(run-1)%/%(kn+1)*(kn+1)+1] 
      ifelse(morris[run,2]=="base_sample", 
             morris$EE[run]<-NA, 
             morris$EE[run]<-morris$dy[run]/morris$dx[run]) 
    } 
     
    # calculate mean and standard deviation of EE 
    ee_table<-data.frame(param=param_names) 
    for (ss in 1:kn){ 
      sf<-subset(morris,morris$perturbed_param==as.character(param_names[ss])) 
      ee_table$mu_EE[ss]<-mean(sf$EE, na.rm=T) 
      ee_table$sigma_EE[ss]<-sd(sf$EE, na.rm=T) 
    } 
     
    # plot standard deviation of EE versus mean of EE 
    if(plotting){ 
      plot(ee_table$mu_EE,ee_table$sigma_EE,ylab=expression(sigma~""[EE]), 
           xlab=expression(mu~""[EE]),las=1, 
           xlim=c(min(0,ee_table$mu_EE),max(0,ee_table$mu_EE)), 
           ylim=c(min(0,ee_table$sigma_EE),max(0,ee_table$sigma_EE)), 
           pch=21,bg="gray",cex=1.5) 
      grid() 
       
      text(ee_table$mu_EE, ee_table$sigma_EE, ee_table$param,cex=0.6, pos=4,  
           col="blue",offset=.5) 
       
      # graph two lines corresponding to ± 2 of standard error  
      # of the mean (SEM; Morris 1991 p165) 
      abline(0,2/rn^.5) 
      abline(0,-2/rn^.5) 
    } 
    return(list(morris=morris,ee_table=ee_table))  
  }  
   
##End of  Morris One-factor-at-a-time sensitivity analysis##############  
184 
 
Appendix B.3. R script for implementing Latin Hypercube Sampling and Monte 
Carlo (LHS-MC) 
# Latin Hypercube Sampling and Monte Carlo (LHS-MC) ######### 
 
  # Description  ----------------------------------------------------------- 
  # The LHS-MC is a regression based sensitivity analysis. In this method all  
  # input factors are perturbed within given ranges.  
   
  # Inputs ----------------------------------------------------------------- 
  # rn:           number of repetitions 
  # minimum:      minimum range of parameters 
  # maximum:      maximum range of parameters 
  # param_names:  name of parameters 
  # dist:         a character variable indicates distribution of input factors  
  #               in parameters ("normal" or "uniform") 
  # bsn:          number of bootstrap replicates (0 will ignore bootstrap)  
  # plotting:     logical variable (T or F) to plot Morris graph 
  # model_fn:     model to be analyzed for sensitivity analysis 
  # argm:         optional arguments that might be required for running model "model_fn" 
   
   
  # Required package ------------------------------------------------------    
  require(lhs)   # for producing Latin Hypercube samples 
  require(Hmisc) # for rcorr 
   
  # LHS matrix and  MC runs and rho plot ---------------------------   
  LHS_MC<-function(rn, minimum, maximum, param_names, dist, 
                   bsn, plotting, model_fn, argm){ 
     
    # determine number of parameters 
    kn<-length(minimum) 
     
    # assign name to parameters if it missed 
    if(missing(param_names)) param_names=paste("x",1:kn,sep="") 
     
    param_rand<-as.data.frame(matrix(ncol=kn,nrow=rn)) 
    names(param_rand)<-param_names 
     
    # LHS random sampling 
    lhs_1 <- randomLHS(rn, kn)  
    for (param in 1:kn){ 
      #normal dist 
      if(dist=="normal"){#95% of data are normally sampled from +-percent% of parameter space 
        avg_param<-(minimum[param]+maximum[param])/2 
        sd_param<-abs(maximum[param]-minimum[param])/4 
        param_rand[,param]<- qnorm(lhs_1[,param], avg_param, sd_param) 
      } 
      #uniform dist 
      if(dist=="uniform"){#100% of data are uniformly sampled from +-percent% of parameter spa
ce 
        min_param<-min(minimum[param],maximum[param]) 
        max_param<-max(minimum[param],maximum[param]) 
        param_rand[,param]<- qunif(lhs_1[,param], min_param, max_param) 
      } 
    } 
     
    # run LHS_MC 
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    for(ni in 1:rn){ 
      cat("Iteration :",ni,"\n") 
      x<-as.numeric(param_rand[ni,1:kn]) 
      param_rand$y[ni]<-model_fn(x,argm) 
    } 
     
    # bootstrapped estimates of mean and standard deviation 
    if(bsn!=0){ 
      # define an array to store the bootstrapped mean estimates 
      bs_table<-array(0,c(bsn,2)) 
       
      for (ii in 1:bsn){ 
        ynew<-as.numeric(sample(param_rand$y,rn,replace=TRUE)) 
        bs_table[ii,1]<-mean(ynew) 
        bs_table[ii,2]<-sd(ynew) 
      } 
       
      mean_y<- mean(bs_table[,1]) 
      sd_y<-mean(bs_table[,2]) 
      mean_y_se<-sd(bs_table[,1]) 
      sd_y_se<-sd(bs_table[,2]) 
    } 
     
    if(bsn==0){ 
      mean_y<-mean(param_rand$y) 
      sd_y<-sd(param_rand$y) 
      mean_y_se<-sd(param_rand$y)/sqrt(rn) 
      sd_y_se<-sd(param_rand$y)/sqrt(2*(rn-1)) 
    } 
     
    bootstrapped_y<-data.frame(mean_y,mean_y_se,sd_y,sd_y_se) 
    # set a date frame to store spearman correlation coefficients 
    regcof<-data.frame(matrix(ncol=3,nrow=kn)) 
    kkk<-0 
     
    yy<-as.numeric(param_rand$y) 
    for (param in 1:kn){ 
      kkk<-kkk+1 
      xx<-as.numeric(param_rand[,param]) 
       
      # calculate correlation coefficient(spearman): 
      aa<-rcorr(xx,yy, type="spearman")  
      regcof[kkk,1]<-aa$r[1,2] 
      regcof[kkk,2]<-aa$P[1,2] 
       
      # bootstrapping estimate of SE of the correlation coefficient 
      if(bsn!=0){ 
        if(kkk==1) cat("running bootstap estimate of SE for correlation coefficient...","\n") 
        # define an array to store the bootstrapped mean estimates 
        cornew<-array(0,bsn) 
        for (ii in seq(1,bsn)){ 
          datanew<-matrix(0,rn,2) 
          for (jj in seq(1,rn)){ 
            k<-as.integer((rn*runif(1))+1) 
            datanew[jj,1]<-xx[k] 
            datanew[jj,2]<-yy[k] 
          } 
          # determine the correlation coefficient between the bootstrap columns and store in c
ornew 
          cornew[ii]<-rcorr(datanew[,1],datanew[,2], type="spearman")$r[1,2] 
          cornew[ii] 
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        } 
        # calculate the standard error of the bootstrapped correlations 
        se_cor<-sd(cornew) 
        regcof[kkk,3]<-se_cor    
      } 
      if(bsn==0)  regcof[,3]<-0 
    } 
    names(regcof)<-c("rho_spearman","pvalue_spearman","se")    
     
    #plot histogram of y and sensitivity results 
    if(plotting){ 
       
      par(mar=c(4,5,1,.6)) 
      layout(matrix(c(1,2),byrow=T,ncol=1,nrow=2)) 
       
      # First plot 
      # plot histogram of model output (uncertainty analysis) 
      hist(param_rand$y,xlab="y", 
           main=paste("Histogram of model output for",ni,"MC runs")) 
       
      # Second plot 
      # plot sensitivity analysis results  
      regcof$lable<-param_names 
      #for rho (ranking method : spearman): 
      regcof<-regcof[order(abs(regcof$rho_spearman),decreasing=T),] 
      rho<-regcof$rho_spearman 
      se<-regcof$se 
      regcof$significant<-0 
      regcof$significant[regcof$pvalue_spearman<.05]<-1 
       
      bb<-barplot(regcof$rho_spearman,  
                  names.arg=regcof$lable, 
                  cex.names=.8,las=1,ylab=expression(rho),#ylim=c(0,1), 
                  xlab="Input factors", 
                  col=regcof$significant) 
      legend("topright",  
             legend = c("p < 0.05", "p > 0.05"),  
             fill = c("black", "white")) 
       
      # add standard errors to plot 
      segments(y0=rho-se,  
               x0=bb,  
               y1=rho+se, 
               x1=bb, 
               col = "red", lty = 1,lwd=2) 
      segments(y0=rho+se,  
               x0=bb-.1,  
               y1=rho+se, 
               x1=bb+.1, 
               col = "red", lty = 1,lwd=2) 
      segments(y0=rho-se,  
               x0=bb-.1,  
               y1=rho-se, 
               x1=bb+.1, 
               col = "red", lty = 1,lwd=2) 
       
    }  
    return(list(param_rand=param_rand,regcof=regcof,bootstrapped_y=bootstrapped_y)) 
  }  
##End of  Latin Hypercube Sampling and Monte Carlo##############  
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Appendix B.4. Test functions for evaluating the R scripts for sensitivity and 
uncertainty analysis 
####Test case models for sensitivity and uncertainty analysis#################################
############## 
# Example 1 
# The non-monotonic Morris function (Morris 1991) 
# x[i] ~ Uniform[0, 1], i= 1,...,20 
 
   
  # This function with 20 input factors (x1,...,x20) was introduced by Morris 1991.  
  # The expected result of using this test case is: 
  # 1) input factors x11,...,x20 are non-important 
  # 2) input factors x8, x9 and x10 have linear effect without interaction 
  # 3) input factors x1,...,x7 have non-linear effect and/or interaction. 
   
   
  morris_test<-function (X,argm=argm_morris){ 
     
    b0<-argm$b0 
    b1<-argm$b1 
    b2<-argm$b2 
    b3<-argm$b3 
    b4<-argm$b4 
     
    w <- 2 * (X - 0.5) 
    w[c(3, 5, 7)] <- 2 * (1.1 * X[c(3, 5, 7)]/(X[c(3, 5, 7)] + 0.1) - 0.5) 
     
    y<-b0 
     
    for (i in 1:20) { 
      y <- y + b1[i] * w[i] 
    } 
    for (i in 1:19) { 
      for (j in (i + 1):20) { 
        y <- y + b2[i, j] * w[i] * w[j] 
      } 
    } 
    for (i in 1:18) { 
      for (j in (i + 1):19) { 
        for (k in (j + 1):20) { 
          y <- y + b3[i, j, k] * w[i] * w[j] * w[k] 
        } 
      } 
    } 
    for (i in 1:17) { 
      for (j in (i + 1):18) { 
        for (k in (j + 1):19) { 
          for (l in (k + 1):20) { 
            y <- y + b4[i, j, k, l] * w[i] * w[j] *w[k] * w[l] 
          } 
        } 
      } 
    } 
    y 
     
  } 
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  #coefficients for Morris example 
  b0 <- rnorm(1) 
  b1 <- array(rnorm(20),c(1,20)) 
  b1 [1:10] <- 20 
  b2 <- array(rnorm(20*20),c(20,20)) 
  b2 [1:6,1:6] <- (-15) 
  b3 <- array(0,c(20,20,20)) 
  b3 [1:5,1:5,1:5] <- (-10) 
  b4 <- array(0,c(20,20,20,20)) 
  b4 [1:4,1:4,1:4,1:4] <- 5 
   
  argm_morris<-list(b0=b0,b1=b1,b2=b2,b3=b3,b4=b4) 
#end of example 1  
 
# Example 2   
# The non-monotonic Sobol g-function (Saltelli and Sobol 1995) 
# x[i] ~ Uniform[0, 1], i=1,2,3,4 
 
  g_function_test <- function(X,argm=argm_g_func) { 
    a<-argm 
    y <- 1 
    for (j in 1:length(a)) { 
      y <- y * (abs(4 * X[j] - 2) + a[j]) / (1 + a[j]) 
    } 
    y 
  } 
   
  argm_g_func <- c(0, 1, 9, 99) 
   
# end of example 2 
 
 
# Example 3   
# The non-monotonic Ishigami function (Ishigami and Homma 1990) 
# x[i] ~ Uniform[-??, ??], i=1,2,3 
 
  ishigami_test <- function(X,argm=argm_ishigami) { 
    a <- argm$a 
    b <- argm$b 
    sin(X[1]) + a * sin(X[2])^2 + b * X[3]^4 * sin(X[1]) 
  } 
   
  argm_ishigami<-list(a=7,b=0.1) 
   
# end of example 3 
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Appendix B.5. Test run examples 
# Test runs for "SenIndx" function (First-order sensitivity index (SI))  
 
# Example 1 (Test model from Morris 1991) ------------------------------- 
SenIndx(param_values=rep(.9,20), direct="increase", 
        percent_perturb=20, plotting=T, model_fn=morris_test, argm=argm_morris) 
 
# Example 2 (Test model from Saltelli and Sobol 1995) -------------------- 
SenIndx(param_values=rep(.7,4), direct="increase", 
        percent_perturb=20, plotting=T, model_fn=g_function_test, argm=argm_g_func) 
 
# Example 3 (Test model from Ishigami and Homma 1990) -------------------- 
SenIndx(param_values=rep(pi/5,3), direct="increase", 
        percent_perturb=20, plotting=T, model_fn=ishigami_test, argm=argm_ishigami) 
 
# Test runs for "Morris" function (Morris One-factor-at-a-time  (MOAT))  
 
# Example1 (Test model from Morris 1991) --------------------------------- 
Morris(rn=10, minimum=rep(0,20), maximum=rep(1,20), 
       pn=5, plotting=T, model_fn=morris_test, argm=argm_morris)  
 
# Example 2 (Test model from Saltelli and Sobol 1995) -------------------- 
Morris(rn=10, minimum=rep(0,4), maximum=rep(1,4), 
       pn=5, plotting=T, model_fn=g_function_test, argm=argm_g_func) 
 
# Example 3 (Test model from Ishigami and Homma 1990) -------------------- 
Morris(rn=10, minimum=rep(-pi,3), maximum=rep(pi,3), 
       pn=5, plotting=T, model_fn=ishigami_test, argm=argm_ishigami) 
 
# Test runs for "LHS_MC" function (Latin Hypercube Sampling - Monte Carlo (LHS-MC))  
 
# Example1 (Test model from Morris 1991) --------------------------------- 
lhsmc<-LHS_MC(rn=1000, minimum=rep(0,20), maximum=rep(1,20), dist="uniform", 
              bsn=100, plotting=T,model_fn=morris_test, argm=argm_morris)  
 
# Example 2 (Test model from Saltelli and Sobol 1995) -------------------- 
lhsmc<-LHS_MC(rn=1000, minimum=rep(0,4), maximum=rep(1,4),dist="uniform", 
              bsn=100, plotting=T, model_fn=g_function_test, argm=argm_g_func) 
 
# Example 3 (Test model from Ishigami and Homma 1990) -------------------- 
lhsmc<-LHS_MC(rn=1000, minimum=rep(-pi,3), maximum=rep(pi,3),dist="uniform", 
              bsn=100, plotting=T, model_fn=ishigami_test, argm=argm_ishigami)   
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