The vehicle routing problem with stochastic demands consists in designing transportation routes of minimal expected cost to satisfy a set of customers with random demands of known probability distribution. This paper proposes a novel heuristic approach that uses randomized heuristics for the traveling salesman problem, a tour partitioning procedure, and a set-partitioning formulation to sample the solution space and find high-quality solutions for the problem. Computational experiments on benchmark instances from the literature show that the proposed approach outperforms the stateof-the-art algorithm for the problem in terms of both accuracy and efficiency.
Introduction
The vehicle routing problem with stochastic demands (VRPSD) can be defined on a complete and undirected graph G = (V, E) where V = {0, . . . , n} is the vertex set and E the edge set. Vertices v = 1, . . . , n represent the customers and vertex v = 0 represents the depot. A distance d e is associated to edge e = (v, u) = (u, v) ∈ E and it represents the travel cost between vertices v and u. Each customer v has a random demand ξ v for a given product. Customer demands are serviced using an unlimited fleet of homogeneous vehicles with capacity Q located at the depot. The exact quantities demanded by each customer are only known upon the vehicle's arrival to the customer location. It is assumed, however, that each customer's demand follows an independent and known probability distribution and that all demand realizations (actual quantities) are nonnegative and less than the capacity of the vehicle.
Different frameworks can be applied to model and solve the VRPSD (for a compact survey the reader is referred to [14] ). Among these frameworks, the most widely used in the literature, and the one selected for this research, is two-stage stochastic programming. As the name suggests, in two-stage stochastic programming the problem is solved in two stages. In the first stage, a set R of planned routes is designed. Each route r ∈ R is a sequence of vertices r = (0, v 1 , . . . , v i , . . . , v nr , 0), where v i ∈ V \ {0} and n r is the number of customers serviced by the route. During the planning phase, routes are designed so the total expected demand they service does not exceed the capacity of the vehicle (i.e., ∑ v∈r\0 E[ξ v ] ≤ Q ∀ r ∈ R). In the second stage, each planned route is executed until a route failure occurs, that is, whenever the capacity of the vehicle is exceeded. Upon failure, a recourse action is applied to recover the feasibility of the failing route. The recourse action is classically defined as a return trip to the depot to restore the capacity of the vehicle, followed by a trip back to the customer location to complete the service. After service completion, the route is resumed from that point on as originally planned. It is worth noting at this point that the literature accounts for more sophisticated recourse actions (see for instance [1, 4, 10, 16] ); nonetheless, we decided to keep the classical policy because it is simple, suitable to many practical applications, and it allows a more direct comparison with previously published results. The second stage solution is then the actual set of routes traveled by the vehicles. The problem is to determine in the first stage the set of planned routes R that minimizes the expected cost E [C] of the second stage solution given by:
( 1) where l r denotes the planned length (planned cost) and E [ G r ( ⃗ ξ )] the expected length of the returning trips to the depot, or cost of recourse, caused by route failures for each route r ∈ R. The planned cost of a route is given by the sum of the lengths of the arcs traversed by the route. On the other hand, the estimation of the expected cost of recourse is slightly more complicated. Under the selected recourse action, the expected cost of the failures in a route is given by:
where the probability term represents the probability of having the l th failure while servicing customer v i . The expected cost of failures in (2) can be efficiently computed when customer demands follow a probability function with the cumulative property. This property states that the sum of two independent and Ψ distributed random variables is also Ψ distributed, as it is the case for the normal, Poisson, and Gamma distributions. For details on the derivation of (2) the reader is referred to [3, 7] . The two-stage stochastic programming formulation with the classic recourse action presented above has been the main block to build solution methods of different nature for VRPs with stochastic demands. Exact methods based on this formulation include that of Laporte et al. [7] who proposed an implementation of the L-Shaped algorithm and solved to optimality instances of up to 50 and 100 customers with Normally and Poisson distributed demands of a VRPSD variant with limited fleet. In the same vein, Rei et al. [12] proposed an implementation of the L-Shaped algorithm with local branching cuts for a variant in which a single route servicing all customers is to be designed (this problem is usually referred in the literature as the SVRPSD). The authors reported optimal solutions for instances of up to 90 customers with uniformly distributed demands. Christiansen and Lysgaard [3] proposed a branch-and-price algorithm to tackle the classical formulation. Their approach successfully solved instances of up to 60 customers with Poisson distributed demands. In the segment of heuristic approaches, Gendreau et al. [5] proposed a tabu search (TS) algorithm, known as tabustoch, designed to tackle an extension of the classical formulation in which, in addition to the demands, customers are also stochastic (i.e., they are present, or not, with a given probability). Yang et al. [16] introduced two constructive heuristics for another extended formulation in which preventive trips to the depot are allowed. A similar formulation was proposed by Bianchi et al. [2] in the context of the SVRPSD. To solve their problem, these authors introduced a set of metaheuristics comprising simulated annealing (SA), iterated local search, ant colony optimization, evolutionary algorithms, and TS. More recently, Rei et al. [13] introduced a hybrid Monte Carlo local branching approach for the SVRPSD. Another extension to the classical formulation was introduced by Mendoza et al. [8] who generalized the problem to consider the case in which each customer demands several incompatible products that are transported on different vehicle compartments. By setting the number of products and compartments to 1, they obtain a classical VRPSD. These authors proposed two memetic algorithms [8] , and a set of look-ahead heuristics [9] for their problem. Goodson et al. [6] introduced a hybrid simulated annealing that embeds sophisticated neighborhood schemes into a local search procedure. To the best of our knowledge, the latter approach currently holds the best known solutions for most of the instances proposed by Christiansen and Lysgaard [3] .
This research introduces a new heuristic approach that uses randomized heuristics for the traveling salesman problem (TSP), a route partitioning procedure, and a set-partitioning model, to sample the solution space and find high-quality solutions for the problem. Computational experiments carried on instances from the literature show that the proposed approach outperforms the state-of-the-art heuristic method for the problem. The paper is organized as follows. Sections 2 outlines the proposed heuristic. Section 3 discusses extensive computational experiments conducted on a set of benchmark instances and presents a detailed analysis of the components of the proposed approach. Finally, Section 4 concludes the paper and outlines future research perspectives.
Multi-space sampling heuristic
When solving vehicle routing problems one usually works with elements belonging to four different spaces or sets: the set of TSP-like tours (i.e., giant tours visiting all customers), P; the set of all feasible routes (i.e., routes that verify all the side constraints of the problem), T ; the set of all clusters of customers from which feasible routes may be build, C; and, the set of all feasible solutions to the problem, S. The ultimate goal of a solution approach is to find the best possible element in the latter set. To accomplish their goal, many vehicle routing heuristics exploit the intimate relation existing between elements from different sets, that is, the fact that an element from one set may be easily mapped to an element belonging to another set. Figure 1 depicts some examples of these heuristics. For instance, cluster-first route-second approaches use some procedure to select a sub-set of elements from C and then apply another procedure to map the selected elements to an element in S that is eventually reported as output. Similarly, petal heuristics identify a sub-set of elements from T and then select elements from that sub-set to build a single solution, and route-first cluster-second approaches search for an element in P and then map it to an element in S. More elaborate approaches search on different spaces in an iterative fashion. One good example is Prins' well-known evolutionary algorithm for the capacitated VRP [11] . At each iteration, the algorithm selects two elements from P and applies to them a crossover operator to obtain a new element in the same set. The new element is mapped to an element in S using a procedure called split. Then, local search is applied to the mapped element trying to identify a new (better) element in the set of solutions. When local search is completed, the new element is mapped back to P using a concatenation procedure and the whole routine starts over. In any case, single or multiple-space search, the effectiveness of the methods is highly dependent on the procedures used to select elements from one set and map them to another. The idea behind the multi-space sampling heuristic proposed in this paper is to take advantage of existing procedures that are able to effectively map elements between different sets in the context of the VRPSD and embed them into an approach that samples different spaces to find solutions for the problem.
The proposed heuristic works in two phases. In the first phase (sampling phase), it uses a set H of sampling heuristics to draw T elements from the set of TSP-like tours (i.e., P) and maps each sampled element p t to a sub-set Ω t in the set of feasible routes (i.e., T ). In the second phase (mapping phase), the approach maps a set Ω ⊂ T , where Ω = Ω 1 ∪ . . . ∪ Ω T , to one element s ∈ S by solving a set-partitioning formulation of the problem. Algorithm 1 presents the general structure of the proposed heuristic.
To draw elements from P (line 7 in Algorithm 1), we use randomized versions of 4 different TSP constructive heuristics: randomized nearest neighbor (RNN), randomized nearest insertion (RNI), randomized best insertion (RBI), and randomized farthest insertion (RFI). Although the strategies used to generate the randomized versions of the four heuristics are rather intuitive, for the sake of completeness we briefly describe them here.
Let p be the TSP tour being built by a given sampling heuristic, W the set of vertices visited by p, and N = V \ W an ordered set of not-routed vertices. For the sake of simplicity, we assume that sets W and N are updated every time a customer is added to p. Let us also define three metrics for every Algorithm 1 Multi-space sampling heuristic: general structure Ω ← ∅ 4: while t ≤ T do 5: for k = 1 to k = |H| do 6: h ← H k 7:
Ω ← Ω ∪ Ω 
, where parameter K denotes the randomization factor of each heuristic. The four sampling heuristics operate as follows:
• RNN: Set p = {0} and u = 0. At each iteration: identify the vertex v who is the k th nearest vertex to u, append v to p, and set u = v. Stop when |N | = 0 and append 0 to p to complete a tour.
• RNI: Initialize p as a tour starting at the depot and performing a round trip to a randomly selected customer (henceforth this procedure will be referred simply as initialize p). To map each sampled element p t to its corresponding Ω p ⊂ T (line 8 in Algorithm 1) our approach uses the s-split procedure for the VRPSD [8] . S-split was originally proposed to map an element in P to an element in S by optimally partitioning the giant tour into a set of feasible routes that form a VRPSD solution. Nonetheless, s-split accomplishes its mission by running a dynamic programming algorithm that evaluates every single feasible route that can be obtained from the giant tour without altering the order of the customers. In other words, by saving a reference to the set of routes evaluated by s-split while partitioning p t , we obtain a mapping of p t to a sub-set Ω t ⊂ T . Since s-split also retrieves a mapping of p t to a solution s t ∈ S, we keep a reference to the best solution found during the sampling phase (lines 10-14 in Algorithm 1) to have a good upper bound in the second phase of our heuristic. The leftmost frame in Figure 2 illustrates the operation of s-split in an execution of the proposed heuristic with H = {RF I, RN I} and T = 2. For all details needed to implement s-split the reader is referred to [8, 9] .
In the second phase, our approach maps the set Ω = Ω 1 ∪ . . . ∪ Ω T to a solution s * ∈ S by solving a set-partitioning formulation of the VRPSD proposed by Christiansen and Lysgaard [3] :
The objective is then to select the best sub-set of routes from Ω to build the set of planed routes R (i.e., solution) ensuring that each customer will be visited by exactly one route. The rightmost frames in Figure 2 illustrate the operation of the mapping phase in our heuristic. In most VRP variants, it is possible to replace the set-partitioning formulation of the problem by an equivalent set-covering formulation aiming to gain in computational efficiency. This approach is based in the premise that the cheapest way to cover all customers is to cover them only once because the cost verifies the triangle inequality. Therefore, the optimal solution of the set-covering problem is a feasible VRP solution. In the VRPSD, however, that is not necessarily the case. Indeed, because the expected cost of failing while visiting a customer v depends on the expected demands of all customers previously visited by the route and on its distance to the depot, see Equation (2), there is no guarantee that a route r = (0, . . . , u, v, . . . , 0) has a total expected cost E[C r ] that is cheaper than that of a route r ′ = (0, . . . , u, w, v, . . . , 0). Hence, the cheapest way to cover all customers may include covering some customers more than once, which leads to an unfeasible VRPSD solution. One can overcome this difficulty by implementing an ad-hoc verification and reparation procedure. After some preliminary experimentation using a set-covering formulation in the mapping phase, we assessed that the benefits obtained in terms of computational efficiency did not pay off the loss in simplicity of our heuristic, so we kept the original set-partitioning formulation.
It is worth mentioning that although in many VRP variants excellent solutions can be found by solving set-covering/set-partitioning formulations over a reduced set of routes, researchers often oversight the benefits of embedding this kind of component in heuristic procedures. Authors like Villegas et al. [15] , however, have shown that applied as a post-optimization procedure, this approach may lead to significant improvements in the quality of final solutions. We consider important to remark that in the proposed heuristic, the set-partitioning model is an integral part of the method rather than only a post-optimization strategy.
Computational experiments
We implemented the proposed heuristic in Java (jre V.1.6.0 22-b04) and used the Gurobi Optimizer (version 4.5.1) for solving the set-partitioning model. To test our approach, we ran it on the 40-instance testbed proposed by Christiansen and Lysgaard [3] . These instances range from 16 to 60 customers and assume Poisson distributed customer demands. To assess the effectiveness of our heuristic, we compared our results to the best known solutions (BKSs) for the testbed which, to the best of our knowledge, are due to either [3] , [6] , [9] , or to the three of them. It is worth mentioning that [3] provided optimality certificates for 19 out of the 40 instances. For each instance, we executed 10 runs with 5 different values for parameter T , namely, 1,000; 2,000; 5,000; 10,000; and 20,000. For the 2,000 runs (= 40 × 10 × 5) we set the value of K to 6 for RNI, RBI, RFI, and to 3 for RNN. All experiments were run in a PC with an Intel Xeon processor running at 2.4 GHz under Windows Server 2008 (64 bits) with 12 GB of RAM. Table 1 summarizes the results of the experiments: the first column describes the performance metric, the following 5 columns report the results for the 5 different algorithm configurations, and the last column presents the results reported (also over 10 runs) by the simulated annealing approach by Goodson et al. [6] which to our knowledge is currently the best-performing heuristic approach for the VRPSD. Detailed results for each instance can be found in Online Resources 1-5. The results of the experiment show that the proposed approach is competitive to tackle VRPSD in terms of both accuracy and efficiency. Running on its most-effective configuration (i.e., T = 20, 000), the heuristic matched 29 out of the 40 BKSs (i.e., 72.5% of the instances) and improved another 4 (i.e. 10% of the instance) while delivering solutions with an average gap of 0.15%. Moreover, the latter figure reduces to only 0.05% if we consider only the best solution found over the 10 runs for each instance. In terms of average performance, these results are superior to those reported by the sophisticated SA approach by Goodson et al. [6] , although their algorithm reports a slightly better average gap when only the best solution found over the 10 runs is considered. Nonetheless, for T ≥ 5, 000, our approach achieves smaller maximum gaps than their SA, revealing the stability of the proposed multi-space sampling approach. In terms of computational efficiency, the results suggest that our approach outperforms the state-of-the-art SA. Running on its most-effective, yet most-expensive, configuration, our heuristic reports CPU times that are comparable to those reported by Goodson et al.; nonetheless, running in a faster configuration, i.e., T = 10, 000, our algorithm is able to deliver solutions of a similar quality while investing (on average) less than half of the computational effort. It is fair to say that we did not scale the CPU times reported by Goodson et al. to account for differences in the testing environment, that is, programming language, operating system, processing power, etc. However, the testing environment used on their experiments is in theory at least as performing as ours, so we feel that our conclusion is well-sustained. Finally, it is worth highlighting the good performance of the proposed method when running on its fastest configuration (i.e., T = 1, 000); while CPU times are under 45 seconds for every instance of the set, the reported solutions have an average gap of only 0.69%. The latter observation tips the balance towards our method when solving the VRPSD in practice.
Component analysis
To gain insight about our approach, we collected several statistics during our experimentation campaign.
This data allowed us to analyze the impact of the different components on the performance of our heuristic. The first analysis focuses on the impact of each phase on the effectiveness and efficiency of the approach. Figure 3a shows the average and maximal improvement of the solution reported at the end of the mapping phase with respect to the best solution found in the sampling phase (over the 400 runs conducted for each value of T ). The results show that the capacity of the mapping phase to improve the best solution from the sampling phase decreases with increments in T . This result is explained by the fact that drawing more samples during the sampling phase increases the chances of finding a better solution. Nonetheless, as shown in Figure 3a , even at the largest value of T , the mapping phase is able to improve about 3% (on average) the best solution found during the sampling phase. The latter observation along with the results in Table 1 shed some lights about the synergy between the two phases of our heuristic. On one hand, an approach based only on drawing a large number of solutions using the sampling heuristics would not be competitive enough. On the other hand, the mapping phase needs an extensive sampling phase to have a rich pool of routes (i.e., Ω) as input in order to find more competitive solutions for the problem. Figure 3b shows the total average CPU time for each value of T (over the 400 runs conducted for each value of T ) and how the execution time is split among the two phases of the heuristic. The results show that at any given value of T , the CPU time is equally distributed among the sampling and mapping phases. A similar behavior is observed within each instance. Online Resources 6 presents the details for every instance in the experiment conducted with T = 10, 000. A close look to these results reveals that independently of the size of the instance, the portion of time invested to solve the hard set-covering problem is directly correlated to the portion of time used by the sampling phase. Moreover, fitting a linear regression on the two variables confirms this finding. This observation provides some inside on how we can control the CPU time of our heuristic, since the time needed for the sampling phase can be roughly estimated a priori given the instance data and a value for T .
The second analysis focuses in the capacity of the sampling heuristics to contribute routes to Ω and to the final solution R reported by our approach. To measure this contribution, we save for each route in Ω a counter over the number of times that the route is generated by each sampling heuristic (i.e, is extracted from a TSP tour built by each sampling heuristic). Using this data, we calculated 5 metrics for each sampling heuristic: diversity ratio = (non-repeated routes/generated routes)×100%; absolute contribution to Ω = (non-repeated routes/|Ω|)×100%; relative contribution to Ω = (exclusive routes/|Ω|)×100%; absolute contribution to R = (routes contributed to R/|R|)×100%; and relative contribution to R = (exclusive routes contributed to R/|R|)×100%. In this context we refer to non-repeated routes as the number of routes generated by the sampling heuristic after eliminating all duplicates. Similarly, we refer to exclusive routes as the number of routes that were not generated by any other sampling heuristic, although they may have been generated more than once by the heuristic. Figures 4a and 4b present for each metric the average value over the 40 test instances for T = 10, 000.
The results show that RNN is the sampling heuristic that contributes the most to the diversity of Ω. As shown in Figure 4a , 62.71% of the routes in Ω were generated at least once by RNN and 53.48% of the routes in Ω are exclusive of RNN. On the other hand, the contribution to the pool diversity of the insertion-based sampling heuristics is more modest. A plausible explanation for this behavior is that RFI, RBI, and RNI are less sensible to the randomization, probably because they always insert the selected nodes into the best possible position in the route. However, the results in Figure 4b reveal that despite the relatively small number of routes that are generated by RFI, RBI, and RNI with respect to RNN, the former have a greater impact in the final solutions reported by the heuristic. For instance, 6.21% the routes found in the final solutions are exclusive from RFI. In other words, eliminating RFI from H, would have caused our heuristic to miss nearly 6% of the routes that it ended up using to build its high-quality final solutions. A similar observation can be made about RBI and RNI. Based on the contribution of RFI and RNI to the final solutions (81.72% and 79.73%, respectively) we decided perform a simple experiment (for T = 10, 000) setting H = {RF I} and H{RN I}. While the version of the heuristic that uses only RFI delivered solutions with an average gap of 0.32% with respect to the BKSs, the one using solely RNI produced results with an average gap of 0.37%. In both cases the results are dominated by those obtained by the original multi-space sampling heuristic. In conclusion, embedding different sampling heuristics into the sampling phase fosters diversity and contributes to the effectiveness of the heuristic. The latter is an important observation since VRP heuristics that are based on drawing samples of the solution space (e.g., GRASP) traditionally consider only one randomized heuristic in their design. 
Conclusions and perspectives
This paper introduces a new multi-space sampling heuristic for the VRPSD. The approach uses three simple components: a set of four randomized heuristics for the TSP, a tour partitioning procedure, and a set-covering formulation; to sample the solution space and find solutions for the problem. Computational experiments conducted in a set of 40 instances from the literature showed that the proposed heuristics outperforms the state-of-the-art heuristic method for the problem in terms of both solution quality and computational efficiency. Our approach set 4 new best known solutions for the testbed and matched another 29. For the remaining 7 instances, the heuristic reported average gaps with respect to the BKSs ranging from 0.69% to 0.15% depending on its configuration. The paper also presents a detailed analysis of the impact of each algorithmic component in the performance of the heuristic. This analysis provides valuable insight about the proposed method and how its principles can be used to design or enhance vehicle routing heuristics.
Research currently underway includes the extension of our approach to tackle the VRPSD in two new scenarios: heterogeneous fleet and the case in which customer demands are correlated. 
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