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We present the design and characterization of a three-Josephson-junction superconducting loop
circuit with three large shunt capacitors. The circuit used as a qubit shows long energy relaxation
times, of the order of 40 µs, and a spin-echo dephasing time of 9.4 µs. The circuit has high anhar-
monicity, of 2pi× 3.69 GHz. We extract the multi-level relaxation and dephasing rates of the circuit
used as a qutrit and discuss the possible sources for the decoherence. The high anharmonicity allows
for fast qubit control with 99.92% average gate fidelity, characterized by randomized benchmarking.
These results demonstrate interesting potential use for fast nanosecond time scale two-qubit gates
and multi-level quantum logic.
Recent years were marked by major progress in gate-
model quantum computing implementations, leading to
the development of small prototypes with sizes reaching
tens of qubits [1–4]. Superconducting quantum bits in
particular received attention as one of the most promis-
ing platforms from the perspective of scalability [4–6].
Despite these advances, research on improved quantum
bits and on methods for implementation of elementary
single and two-qubit gates remain a highly relevant re-
search topic. Single- and two-qubit gate fidelities have
only approached or marginally exceeded the error toler-
ance threshold for the surface code [7, 8]. Reducing gate
errors has the potential to lead to a dramatic reduction
in fault tolerant operation overhead [9] and is relevant
for non-error-corrected near-term quantum devices [10].
Gate errors are determined by both qubit coherence times
and gate speed, and more generally by architecture de-
tails; this complete design space has been only partially
explored in superconducting devices.
In this paper, we present experimental results on a
superconducting qubit design that combines long coher-
ence times, of 40µs for energy relaxation and 9.4µs for
spin-echo dephasing, with high level anharmonicity, ap-
proaching 2pi × 3.69 GHz. Level anharmonicity is the
difference between the first two transition frequencies,
ω12 and ω01, with 0 and 1 the first two energy eigen-
states, used as qubit computational states, and 2 the
second excited state. Anharmonicity has a direct im-
pact on the speed of single-qubit gates [11, 12] and is
a limiting factor for the speed of two-qubit gate imple-
mentations [13]. We demonstrate fast single-qubit gates,
with duration of 1.62 ns for a pi/2 pulse and 2.64 ns for a
pi pulse, and a high fidelity, characterized using random-
ized benchmarking, reaching 99.92%. The large anhar-
monicity of this design, combined with the long coherence
times, have the potential to lead in the future to fast and
high-fidelity two-qubit gates. Moreover, we performed
experiments in which we characterized decoherence and
control of this device used as a qutrit (formed by states
0, 1, and 2). Qutrit control and coherence bear rele-
vance for qubit gates that make use of the properties of
higher levels and is more broadly relevant for quantum
protocols based on multi-level logic [14–16]. These re-
sults are enabled by a flux-type qubit design with three
junctions with large planar capacitive shunts. Previous
work on capacitively shunted flux qubit circuits focused
on single shunt designs and dynamics and properties of
the lowest two levels. Capacitive shunting of flux qubits
was proposed as an approach to reduce charge noise in-
duced decoherence [17, 18]. More recently Yan et al. [19]
performed a systematic study of flux qubits with single
capacitive shunts, and demonstrated high coherence and
a moderate anharmonicity approaching 1 GHz in opti-
mized samples. Stern et al. [20] demonstrated relatively
long energy relaxation times in flux qubits coupled to
three-dimensional cavities, suitable for hybrid device ex-
periments.
We developed a flux qubit design with three Joseph-
son junctions and three capacitive pads (see Fig. 1). Two
junctions are of equal size and the third is smaller by a
factor αJ = 0.61. The use of large capacitive pads is
intended to effectively reduce the participation ratio of
electric fields in Josephson junctions and at metal sur-
faces and interfaces, as demonstrated in transmons [21]
and then adapted to other types of superconducting
qubits [18, 19]. In our design, the use of three pads
gives additional flexibility in the design, allowing to reach
simultaneously favourable metrics for control (large an-
harmonicity) and decoherence (low flux noise and charge
noise sensitivity) (see Supplemental material). The qubit
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FIG. 1. (Color online) (a) A photograph of the capacitively-
shunted flux qubit coupled to a CPW resonator. (b) A micro-
scope image, corresponding to the region indicated by dashed
rectangle in (a), showing the shunt capacitor pads. (c) A scan-
ning electron image of the qubit loop and junctions placed in
between the capacitor pads, corresponding to the region indi-
cated by dashed rectangle in (b).
is biased with a magnetic flux Φ generated by an external
coil. Transmission through the resonator is used to mea-
sure the state of the qubit, based on dispersive-regime
circuit quantum electrodynamics [22]. A coplanar waveg-
uide terminated by a capacitive pad is used to drive tran-
sitions between the circuit energy eigenstates. The qubit
is placed inside a sample holder at the mixing chamber
of a dilution refrigerator. All transmission lines contain
attenuators, low-pass filters, and infrared filters.
We first present the results of spectroscopy experi-
ments. In Fig. 2(a)-(d) we show the readout result,
given by the average homodyne voltage, versus the fre-
quency of the applied spectroscopy pulse, for two val-
ues of the applied magnetic flux - Φ = 0.5 Φ0 (the flux
symmetry point) and Φ = 0.5018 Φ0. At the symme-
try point, we observe a peak at the transition frequency
ω01 = 2pi × 1.708 GHz between states 0 and 1 and a
peak at ωtp02 = 2pi × 3.553 GHz, a two-photon transition
between states 0 and 2. At Φ = 0.5018 Φ0, we observe
the 0-1 and 0-2 two-photon transitions as well as the 0-2
transition, with the latter absent at the symmetry point
due to selection rules [23]. The 1-2 transition, with a fre-
quency of ω12 = 2pi× 5.398 GHz at the symmetry point,
can be observed after applying a 01 pumping tone. The
transition frequencies ω01, ω
tp
02, ω12, ω02, for a range of
applied magnetic flux, are shown in Fig. 2(e)-(h). The
spectroscopy data is in excellent agreement with a model
of the circuit based on the complete capacitance matrix
extracted from electromagnetic simulations and the crit-
ical currents of the junctions used as the only fit param-
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FIG. 2. (Color online) (a-d) Average homodyne voltage ver-
sus the frequency of the applied spectroscopy pulse, showing
(a) 0-1, (b) 0-2 two-photon, (c) 1-2, and (d) 0-2 transitions,
respectively at Φ = 0.5Φ0 (black squares) and Φ = 0.5018 Φ0
(red circles). Solid lines represent Lorentzian fits. (e-h) The
transition frequency versus the applied external flux Φ for (e)
0-1, (f) 0-2 two-photon, (g) 1-2, and (h) 0-2 transitions. Solid
lines are fits of the transition frequency based on the circuit
model.
eters (see Supplemental material). The best fit corre-
sponds to a critical current density Jc = 3.96 µA/µm
2
and αJ = 0.61, which are in very good agreement with
the device fabrication nominal parameters.
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FIG. 3. (Color online) (a) Readout voltage versus readout
delay time after a pi01 pulse is applied to the qubit thermal-
ized state. The solid line is an exponential fit, leading to a
relaxation time T1 = 47.1µs. (b) Coherence time versus the
number of pulses N in a CPMG sequence.
We next discuss the qubit coherence characterization
at the symmetry point (Φ = 0.5 Φ0). Fig. 3(a) shows
an energy relaxation time measurement, with the qubit
excited with a pi01x rotation, resonant with the 0-1 transi-
tion. The measured T1 had systematic fluctuations in the
course of experiments, with most values between 35 and
45 µs and reached values as high as T1 = 47.1 ± 2.0µs.
The measured relaxation times are comparable to the
best result reported previously on a capacitively shunted
flux qubit design with moderate anharmonicity [19]. The
Ramsey coherence times, extracted with exponential and
Gaussian decaying fits, were found to be 4.7 and 7.3 µs,
respectively. For Ramsey dephasing, exponential decay
as opposed to Gaussian decay led to a better fit. The
3spin-echo coherence time was found to be T2E = 9.4
µs. We performed dephasing measurements with dy-
namical decoupling based on Carr-Purcell-Meiboom-Gill
(CPMG) pulse sequences with pi pulse duration of 11.9
ns. The coherence time versus the number of pulses is
shown in Fig. 3(b). The coherence time reaches TCPMG =
26.5µs for N = 100 pulses. Gaussian fits were used to
extract the spin echo and CPMG decay times.
We measured the qubit coherence time for a range of
magnetic fluxes. The spin-echo dephasing rate is shown
as a function of the flux sensitivity coefficient ∂ω01/∂Φ
in Fig. 4. The nearly linear dependence is in line with
other experiments and indicative of low-frequency flux
noise [24, 25]. Detailed measurements of coherence with
CPMG pulse sequences were done at a flux Φ = 0.501Φ0,
for various pulse sequence lengths N . The dephasing rate
changes from 1.4µs for N = 1 to 6.8µs for N = 100, with
an approximately N0.42 dependence.
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FIG. 4. (a) Ramsey and (b) spin-echo decay rates versus the
flux sensitivity coefficient.
To investigate multi-level control in the qutrit formed
by the lowest three energy levels, we characterize the
properties of the readout in this space. Firstly, we char-
acterize the thermal state, described by the populations
Pth0 and Pth1 for states 0 and 1 respectively. This is done
based on Rabi oscillations after suitable swaps of states
in the qutrit space (see Supplemental material) [26, 27].
The steady state populations correspond to an effective
qubit temperature of 30 mK, very close to the cryostat
temperature of 27 mK, in contrast to other reported
results on long coherence time superconducting qubits,
where larger differences between effective temperature
and cryostat temperature were observed [28, 29]. Next,
we characterize the homodyne voltages Vh0, Vh1, and Vh2
for the three qutrit states based on measuring the homo-
dyne voltage as Vh = P0Vh0 + P1Vh1 + P2Vh2, where P0,
P1, and P2 are the probabilities of the qutrit states, with
different initial preparations [30].
We performed experiments addressing coherence in the
qutrit space. In Fig. 5(a), we show the result of a multi-
level relaxation experiment. Two pulses, pi01x and pi
12
x ,
are applied to excite the system to state 2 and the pop-
ulations are measured versus time. The continuous lines
are fit with a multi-level relaxation model (see Supple-
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FIG. 5. (Color online) (a) Population versus delay time after
a pi01
x
and a pi12
x
pulses are applied to the thermal state for
levels 0 (blue squares), 1 (red dots), and 2 (green triangles).
(b-d) Ramsey oscillations in time for coherent superposition
of states (b) 0 and 1, (c) 1 and 2, and (d) 0 and 2, with
Ramsey coherence times 4.7, 3.4, and 5.4 µs, respectively.
mental material). In the fit, the 0-1 relaxation (Γ10)
and excitation (Γ01) rates are set based on the measure-
ments of the qubit relaxation time and thermal popula-
tion described above. The ratios Γ12/Γ21 and Γ02/Γ20
are set equal to the corresponding Boltzmann factors,
assuming the temperature extracted from qubit thermal-
ization experiments, and Γ21 and Γ20 are free parame-
ters. We note that the constraints on the ratios of the
1-2 and 0-2 rates does not significantly impact the values
of the relaxation rates. Based on a fit of the variation
of the populations with time, we extract the following
relaxation rates: Γ21 = 124.3 kHz and Γ20 = 27.8 kHz.
We performed similar multi-level relaxation experiments
away from the symmetry point, at Φ = 0.501Φ0, and we
found comparable energy relaxation times of the order
of 10µs (see Supplemental material). We also performed
multi-level dephasing experiments for the three pairs of
levels involved. Figure 5(b) shows Ramsey oscillations
for coherent superpositions of states at the flux symme-
try point. The decay curves are in excellent agreement
with a model that includes state preparation, the inter-
level relaxation and excitation rates, and low frequency
noise modeled as a classical Gaussian stochastic process
(see Supplemental material). The pure dephasing times
extracted with this model and assuming a Gaussian de-
cay are shown in the caption of Fig. 5. In addition, we
characterized pure dephasing away from the symmetry
point, at Φ = 0.501Φ0. This experiment was done using
a Ramsey protocol for superpositions of states 0-1 and
0-2, leading to dephasing rates of 2.7 MHz and 0.9 MHz,
respectively.
We now discuss the results obtained for coherence,
starting with pure dephasing away from the circuit flux
symmetry point. The nearly linear dependence of the
Ramsey and spin-echo dephasing rates on the flux cou-
pling coefficient ∂ω01/∂Φ (see Fig. 4) demonstrates that
dephasing away from the symmetry point is dominated
by flux noise, and is indicative of flux noise with a power
4spectral density (PSD) of the form A/|ω|α, where ω is
the frequency, A characterizes the strength of the noise,
and α ≈ 1 [24, 25]. At Φ = 0.501Φ0, the coherence rate
with CPMG pulses changes as N−β. This is indicative of
low-frequency noise with a power density A/|ω|α, where
α = β/(1− β) (see Supplemental material). This allows
extracting A = 1.8 × 10−14 (rad/s)α−1Φ20 and α = 0.68;
note that these values hold over the frequency range
where the CPMG pulses are sensitive to flux noise, corre-
sponding approximately to 3−46 MHz. The Ramsey de-
phasing rates for 0-1 and 0-2 coherences at Φ = 0.501Φ0
are in a ratio proportional to the flux sensitivity coeffi-
cients, suggesting that flux noise is the dominant dephas-
ing source for higher levels as well.
Next we discuss the possible sources for the pure de-
phasing measured at the device flux symmetry point. We
first consider the role of charge noise. We performed nu-
merical simulations of the charge dispersion, yielding a
charge modulation over one period of the island charges
of 2pi×133 Hz, 2pi×626 Hz, and 2pi×493 Hz for the tran-
sitions 0-1, 1-2 and 0-2, respectively. The contribution of
this source to the dephasing rate, which is bounded by
the calculated modulation ranges, is therefore a negligible
contribution to the measured rate. We next considered
photon number fluctuations in the cavity. The disper-
sive shift for the 0-1 transition is 0.5 MHz, as calculated
numerically based on a complete model for the circuit
and the cavity (see the Supplemental material). Based
on this value of the dispersive shift and the measured
cavity bandwidth of 0.6 MHz, we estimate that a pho-
ton temperature of 250 mK is needed to induce a photon
dephasing rate of 213 kHz, in line with the measured
Ramsey coherence time; this temperature is unreason-
ably high. In addition, in a subsequent cooldown of the
device, we performed spin-locking experiments using the
method in Ref. [27], which indicated an upper bound for
the cavity temperature of 67 mK and a corresponding
dephasing rate of 4.68 kHz. Based on these considera-
tions, this source has a small contribution to the overall
dephasing rate.
Flux noise is another possible source of dephasing, even
at the qubit symmetry point [31]. We performed nu-
merical simulations of the 0-1 transition frequency fluc-
tuations arising from fluctuations of the magnetic flux
(see Supplemental Material). If we assume Gaussian flux
noise with a power spectral density of A/|ω|α, with A
and α based on two sets of experiments - the spin-echo
versus flux and the CPMG versus number of pulses at
the 0.501Φ0 flux bias point - the predicted dephasing
times are significantly longer than experimentally mea-
sured. While this analysis indicates that flux noise is not
a dominant source, we note that departures of the PSD
from the simple form assumed could alter the predicted
rates significantly. We note that experiments to measure
the distribution of the transition frequencies showed a
skewness, possibly indicative of the role of flux noise (see
Supplemental material). For completeness, we mention
that other possible sources of decoherence include two
level fluctuators [32] and the interaction with the second
qubit on the chip. While this analysis is not conclusive
in terms of identifying the dominant dephasing mecha-
nisms, future work will address this important aspect by
exploring devices with a range of parameters affecting
coupling to different noise sources.
We next used the randomized benchmarking proto-
col [33, 34] to characterize the average fidelity of single-
qubit gates. For the pulses corresponding to the gates
used in the sequences, having 1.62 ns and 2.64 ns duration
for pi/2 and pi rotations and a maximum drive strength
of 2pi × 260 MHz (see Supplemental material), the av-
erage gate fidelity [34] is found to be 99.92 ± 0.003%.
We performed numerical simulations of the implemented
randomized benchmarking experiment. In a three level
simulation, we find that excitation to state 2 is negli-
gible, in agreement with experiments where the popu-
lation of state 2 is measured at the end of the random
gate sequences (data not shown). Next, we performed
simulations including only the two lowest (qubit) levels,
with energy relaxation/excitation rates as measured and
assuming pure dephasing with the Ramsey rate. These
simulations give a fidelity of 99.95% assuming the rotat-
ing wave approximation and a fidelity of 99.85% if we
include the counter rotating terms for the driving. This
result indicates that counter rotating terms are likely the
limitation in the current experiment, which can be im-
proved on with pulse shaping [35]. The lower fidelity in
simulations is likely due to overestimating decoherence
by assuming the Ramsey dephasing rate during driven
evolution.
In conclusion, we implemented a new capacitively
shunted flux qubit design that combines high anhar-
monicity, state of the art relaxation times, and long
dephasing times. The energy level structure and other
properties are in excellent agreement with a model based
on the numerically determined system capacitance ma-
trix. We demonstrated fast and high fidelity single-qubit
gates, characterized with randomized benchmarking. In
addition, we demonstrated control and measured deco-
herence for the same circuit operated as a qutrit, based
on the lowest three energy states. The measured deco-
herence is in good agreement with the multi-level deco-
herence models. The experimental results highlight the
perspectives for use of capacitively shunted flux qubits
to implement fast two-qubit gates, enabled by the high
anharmonicity and long coherence, and demonstrate a
potential for multi-level quantum logic.
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1Supplemental Material: Characterization of multi-level dynamics and decoherence in
a high-anharmonicity capacitively shunted flux circuit
EXPERIMENTAL DETAILS
Sample Fabrication
The device is fabricated on a silicon substrate in two
steps. In the first step, the coplanar waveguide resonator,
the qubit control lines, and the junction shunt capacitors
are defined by optical lithography. A 100 nm thick alu-
minum layer is deposited by e-beam evaporation, which
is then followed by a lift-off process. In the second step,
the Josephson junctions are first patterned on a bi-layer
e-beam resist stack (PMGI SF7 + PMMA 950K A3) us-
ing e-beam lithography. The junctions are made with
double-angle shadow evaporation of two aluminum lay-
ers of thicknesses 40 nm and 65 nm respectively, with
an oxidation carried out after the deposition of the first
layer. Argon milling prior to the evaporation of the two
aluminum layers is used to ensure a high-quality contact
between the junctions and the aluminum layer evapo-
rated in the first step.
Experimental setup
The experiments are performed in a dilution refriger-
ator with a base temperature of 27 mK. The sample is
enclosed in a copper box. Superconducting coils attached
to this box are used for magnetic flux biasing. To imple-
ment magnetic shielding, the sample box is placed inside
a three layer high-magnetic-permeability metal shield.
The sample is connected to readout and control equip-
ment with coaxial cables and the signals are attenuated
and filtered at different temperature stages of the refrig-
erator.
Qubit control pulses are generated using two different
configurations. In the first configuration, pulses are di-
rectly generated by a Tektronix AWG70001A arbitrary
waveform generator (AWG). The AWG has a 50 GS/s
sampling rate and 10 bit amplitude resolution. Most ex-
periments are performed using this setup. In the second
configuration, the pulses are generated by standard mi-
crowave synthesizers and shaped with IQ mixers using
signals generated by a lower bandwidth Tektronix 5014
AWG. This second configuration was used primarily for
preliminary device characterization. For readout, we use
microwave pulses generated using a synthesizer and mix-
ers. After transmission through the cavity, pulses are
amplified using a cryogenic HEMT amplifier and room
temperature amplifiers; after demodulation, pulses are
recorded with a digitizer.
CIRCUIT MODEL AND DESIGN ANALYSIS
Circuit Model
The circuit model for the capacitively shunted three-
Josephson junction loop device is shown in Fig. S1. The
model includes the capacitances between nodes 0, 1, 2,
and 3, which correspond respectively to the ground plane
and to the three shunt capacitor pads. The resonator
signal electrode and the control electrode are modeled
by the gate capacitances between the electrodes and the
nodes as Cb = (C1b, C2b, C3b) and Cd = (C1d, C2d, C3d)
and the voltages Vb and Vd, respectively. Trapped
charges are modelled by gate capacitances and gate volt-
ages and denoted by the charge vector Qg. The super-
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FIG. S1. (a) A sketch of the 3 junction flux qubit with the
shunt capacitor pads labeled as 1, 2, and 3 and the resonator
electrode and the drive pad labeled as b and d, respectively.
(b) Circuit diagram of the device. The node 0 corresponds
to the ground and the nodes 1, 2 and 3 correspond to the
capacitor pads.
conducting phase differences across the junctions are de-
noted by γ21, γ31, and γ23 and the branch phase between
nodes 0 and 1 is represented by γ01. The Hamiltonian of
the circuit is given by
H = TH + UH, (S1)
with the kinetic energy term
TH =
1
2ϕ0
[
p− ϕ0D(VbCb + VdCd +Qg)
]
C−1
[
p− ϕ0D(VbCb + VdCd +Qg)
]T
, (S2)
and the potential energy term
UH = −ϕ0Ic[cos(γ21) + cos(γ31)
+αJ cos(γ21 − γ31 + 2pi
Φ
Φ0
)], (S3)
where ϕ0 = Φ0/2pi is the reduced magnetic flux quantum,
Φ is the external magnetic flux, Ic is the junction critical
2current of the larger junctions, and p = (pγ21 , pγ31 , pγ01)
is the vector of the momenta conjugate to the correspond-
ing phases. The capacitance matrix of the system C is
given by
C =


C12+C23+C2g
+C02+C2b+C2d
−C23
C2g+C02
+C2b+C2d
−C23
C13+C23+C3g
+C03+C3b+C3d
C3g+C03
+C3b+C3d
C2g+C02
+C2b+C2d
C3g+C03
+C3b+C3d
C1g+C2g+C3g
+C01+C02+C01
+C1b+C2b+C3b
+C1d+C2d+C3d

 .
(S4)
The gate capacitances for trapped charges C1g, C2g, and
C3g are assumed to be negligibly small. The matrix D is
given by
D =

 0 −1 00 0 −1
−1 −1 −1

 . (S5)
The capacitances in Eq. S4 are numerically calculated us-
ing finite element electromagnetic simulations, and given
in Table S1.
TABLE S1. The capacitances of the device geometry.
Capacitor Value Capacitor Value
C13 17.91 fF C21 18.13 fF
C32 10.56 fF C01 62.9 fF
C02 30.4 fF C03 32.9 fF
C1b 2.60 fF C2b 2.61 fF
C3b 0.21 fF C1d 0.15 fF
C2d 0.02 fF C3d 0.11 fF
The numerically calculated energy levels extracted
based on the circuit Hamiltonian Eq. S1 are used to fit
the experimentally measured first two transition frequen-
cies versus applied flux. The capacitance values listed in
Table S1 are used as fixed parameters and the junction
critical currents are used as the only adjustable fit pa-
rameters. We observe an excellent agreement between
the fitted data and the experiments with the best fit cor-
responding to a junction critical current density of 3.96
µA/µm2 and αJ = 0.61, which are in good agreement
with the target nominal critical current of 4.0 µA/µm2
and the design value of 0.62 for αJ.
Design Analysis
In this section we discuss a numerics based approach
for optimization of a capacitively shunted flux qubit. We
assume a general design with three Josephson junctions,
out of which two are equal in size and the third one is
smaller by a factor αJ. This configuration results in a
highly anharmonic potential when the loop is biased at
half a flux quantum. The potential is a double well poten-
tial for αJ > 0.5 [S1, S2] and it still retains useful proper-
ties for αJ ≤ 0.5. In addition, we assume that there are
large added capacitances shunting the junctions and to
the ground; the capacitance matrix is symmetric, as the
junctions. These assumptions together with given junc-
tion critical current density Jc, and junction capacitance
density C˜, leave six parameters for design:
• λ1 - the geometric capacitance between pads 2 and
3,
• λ2 - the area of the smaller junction,
• λ3 - the ratio of the area of the smaller junction to
the area of the large junctions,
• λ4 - the ratio of the geometric capacitance between
pads 1 and 2 (or equivalently 1 and 3) to the geo-
metric capacitance between pads 2 and 3,
• λ5 - the ratio of geometric capacitance between pad
1 and ground to the geometric capacitance between
pads 2 and 3, and
• λ6, the ratio of the geometric capacitance between
pad 2 (or equivalently pad 3) and ground to the
geometric capacitance between pads 2 and 3.
The device metrics are then calculated with the circuit
model in Eq. S1 with the parameters given in Table S2.
TABLE S2. Device design optimization parameters (see text
for explanations).
C23 = λ1 + λ2C˜ C12, C13 = λ1λ4 + λ2C˜/λ3
C01 = λ1λ5 C02, C03 = λ1λ6
Ic = Jcλ2/λ3 αJ = λ3
The optimization is designed to find target values for
the following parameters: the transition frequency ω01
and anaharmonicity at flux symmetry point, the persis-
tent current, and the offset charge modulation. Their rel-
evance is as follows. The transition frequency determines
the qubit thermal state, which is ideally larger than the
temperature; note however that alternative state prepa-
ration methods can be used to prepare the qubit in a
pure state [S3–S5]. The transition frequency and the an-
harmonicity determine the speed of the gates, as limited
by the rotating wave approximation and leakage to other
states respectively. The persistent current in combina-
tion with ω01 determine the dephasing at the symmetry
point. Finally, the modulation with offset charges deter-
mines decoherence due to charge noise and quasiparticle
induced transitions.
This framework allows for a comparison of the flexi-
bility enabled by the three pad design explored in this
work versus two pad designs [S6, S7]. We applied this
3optimization with the parameters of the device in this
work as a target and with an assumed charge modula-
tion below 1 kHz, in line with the observed coherence
times. The simulation converges to values that are close
to our design parameters and in agreement with the re-
fined parameters from the fit of the spectroscopy data. In
addition, we attempted to reach the same qubit param-
eters with a two-pad design. No design parameters were
found to reach these metrics; it was possible for example
to reach the same transition frequency, persistent cur-
rent, and anharmocity within 95% accuracy at the cost
of larger charge modulation ( of the order of MHz ).
POPULATION EXTRACTION AND QUBIT
EFFECTIVE TEMPERATURE
In this section, we discuss the characterization of the
thermal state population of the qubit. It is assumed that
the population of state 2 is negligible as the transition
frequency from the ground state to this state at the sym-
metry point, ω02 = 2pi × 7.107 GHz, is large compared
to the temperature. The thermal state populations Pth0
and Pth1 of state 0 and 1 respectively are determined by
performing Rabi oscillations on the 0-1 transition, with
two different starting states. The first state preparation
is obtained by waiting long enough for the system to ther-
malize and then applying a pi12x pulse. The second state
preparation is done by applying a pi01x pulse followed by a
pi12x pulse to the thermalized state. This method is sim-
ilar to the approach used in Jin et al. [S8], with the dif-
ference that the preparations are chosen such that Rabi
oscillations for the 0-1 transition are compared, where the
readout contrast is optimized for this qubit. The thermal
state population Pth0 can be found as
Pth0 =
A0
A1 +A0
, (S6)
where A0 and A1 are Rabi oscillation amplitudes corre-
sponding to the two preparations described above. In the
coarse of the experiments Pth0 is found to be 0.95± 0.02
indicating an effective temperature, calculated based on
Pth1/Pth0 = exp(−~ω01/KBT ), of 27-32 mK.
MULTI-LEVEL DECOHERENCE
Multi-level Relaxation
In multi-level relaxation experiments, the qutrit is pre-
pared by applying a pi01x and a pi
12
x pulse sequentially to
the qutrit thermal equilibrium state. The relaxation dy-
namics depends on the relaxation and excitation rates for
each pair of states of the qutrit. For population analy-
sis at a given time during relaxation, we follow Zizak et
al. [S9]. The measured state populations are fitted with
the model with Γ21 and Γ20 as free fit parameters and
the ratios Γ12/Γ21 and Γ02/Γ20 are constricted to corre-
sponding Boltzmann factors. The rates Γ10 and Γ01 are
determined with qubit relaxation experiment prior to the
multi-level relaxation experiments. Table S3 shows the
extracted relaxation and excitation rates at 0.5Φ0 and
0.501Φ0. Due to the selection rules [S10], at the sym-
metry point the 0-2 transition is forbidden for flux and
charge coupled operators, however, we do not exclude
the quasi-particle assisted transitions yielding rates con-
sistent with the experiment.
TABLE S3. Multi-level relaxation and excitation rates
Rate Value at 0.5 Φ0 Value at 0.501 Φ0
Γ01 1.4 kHz 1.2 kHz
Γ10 29.5 kHz 63.4 kHz
Γ12 8.8 Hz 0.4 Hz
Γ21 124.3 kHz 78.1 Hz
Γ02 0.1 Hz 0.01 Hz
Γ20 27.8 kHz 61.1 kHz
Multi-level Dephasing
In this section we discuss the interplay of energy re-
laxation and pure dephasing in multi-level decoherence.
For a two-level system, a Ramsey experiment is used
to characterize the decay of the off-diagonal matrix el-
ement ρ01 of the density matrix. In a frame resonant
with the transition frequency, this decay is given by
ρ01(t) = C(t)e
−t/(2T1), where T1 is the energy relaxation
time and C(t) is the coherence function. If noise is mod-
elled as a classical stochastic process ξ(t) contributing a
term to the Hamiltonian Hqb,r = −~ξ(t)σz/2, which is
diagonal in the energy eigenbasis, the coherence function
is given by
C(t) =
〈
exp
(
−i
∫ t
0
ξ(t′)dt′
)〉
, (S7)
where 〈..〉 is an average over noise realizations.
In this section we discuss the generalization of this sit-
uation to a n-level system. We assume the noise couples
diagonally, as a term to the system Hamiltonian
Hr(t) = −~
n−1∑
j=0
ξj(t)|j〉〈j|, (S8)
where |j〉, j = 0, n− 1, are the energy eigenstates and
ξj(t) are random noise processes. We analyze the dy-
namics of the multi-level system under simultaneous cou-
pling to a Markovian bath and coupling to a noise source
described by Eq. S8. It can be shown that in a rotat-
ing frame given by the qubit nominal Hamiltonian, the
4evolution of the off-diagonal terms of the density matrix
ρjk(t) is given by
ρjk(t) = exp
(
i
∫ t
0
[ξj(t
′)− ξk(t
′)] dt′
)
ρ˜jk(t), (S9)
where ρ˜(t) is the density matrix in the rotating frame in
the absence of noise terms (Hr(t) = 0). When averaging
is done over different realizations of the noise, we obtain
ρjk(t) = Cjk(t)ρ˜jk(t), (S10)
where the generalized coherence function is
Cjk(t) =
〈
exp
(
i
∫ t
0
[ξj(t
′)− ξk(t
′)] dt′
)〉
. (S11)
Formally we can write the transformation of the den-
sity matrix in the rotating frame from initial time ti to
final time tf as
ρ(tf ) = D[R[ρ(ti)]], (S12)
where R is an operator that describes Markovian relax-
ation and D is an operator that acts on the off-diagonal
elements of the density matrix according to Eq. S10. This
equation is most conveniently expressed by using the den-
sity matrix in column form (see e.g. Ref [S11]). To char-
acterize multi-level dephasing in experiments, we proceed
as follows. First, multi-level relaxation is characterized
in an experiment where we prepare an excited state and
we measure the decay of populations versus time, as dis-
cussed in the previous subsection. Next, we prepare a
superposition of states |j〉 and |k〉, and monitor the de-
cay of ρjk in a Ramsey type experiment. After factoring
out energy relaxation terms based on Eq. S12, the coher-
ence function Cij(t) is obtained.
Decoherence with A/|ω|α noise
In this sequence we discuss qubit coherence measure-
ments using CPMG sequences [S12, S13]. With Gaussian
noise, the coherence function for a CPMG sequence with
N pulses is given by
CN (τ) = exp
[ ∫ ∞
−∞
dω S(ω)F (ω,N, τ)
]
, (S13)
where S(ω) is the double sided noise PSD of fluctuations
in qubit angular transition frequency. The filter function
F (ω,N, τ) is given by
F (ω,N, τ) =
1
2
∣∣∣∣
∫ τ
0
dt ζ(N, t)eiωt
∣∣∣∣
2
, (S14)
where ζ(N, t) ∈ {−1, 1} is the CPMG sign multiplier for
the noise after each refocusing pi rotation. Using dimen-
sionless parameter X = ωτ , Eq. S14 is expressed as
F (X,N, τ) =


τ2 8X2 sin
4( X4N )
cos2(X/2)
cos2(X/2N) , if N is odd,
τ2 8X2 sin
4( X4N )
cos2(X/2)
sin2(X/2N) , if N is even.
(S15)
We note that the filter function is peaked at X ≈ Npi
with a peak width of the order 1. In the integral in
Eq. S13, we assume we can neglect the variations of
the noise PSD S(ω) over the peak of the filter func-
tion. Defining the integrals I =
∫
dX F (X,N, τ) and
X∗ = (1/I)
∫
dX F (X,N, τ)X , the coherence function
can be approximated as
CN(τ) ≈ exp
[
− 2τIS
(X∗
τ
)]
. (S16)
We note that I ≈ 1.24 and X∗ ≈ pi × N are good
approximations for 1 < N < 200. Eq. S16 allows for
finding the noise PSD directly from the measurement of
the coherence function. We next discuss the case when
S(ω) = A/ωα. In this case Eq. S16 becomes
CN(τ) = exp
[
− (ΓNτ)
(α+1)
]
, (S17)
with
ΓN = (2.48A)
1/(α+1)(piN)(−α/α+1). (S18)
At 0.501Φ0, we performed CPMG experiments with
N = 1, 5, 10, 20, 40, and 100 and determined ΓN for
each N using the coherence function in Eq. S17. The
ΓN dependency on N is fitted with Eq. S18 and the
noise PSD parameters are determined as A = 1.8 ×
10−14/|ω|α(rad/s)α−1Φ20 with α = 0.68.
Flux noise simulations
Measurements of coherence away from the symmetry
point are consistent with flux noise with a A/|ω|α power
spectral density. We discuss decoherence induced by flux
noise at the qubit symmetry point, where flux fluctua-
tions are coupled quadratically to flux. The quadratic
coupling does not allow finding a simple expression for
the coherence function, as it is possible for linearly cou-
pled noise (see Eq. S13).
Analytical expressions in limit cases for decoherence
with quadratic coupling for white and A/|ω| noise were
derived by Makhlin and Shnirman [S14]. Here, we resort
to a numerical simulation of the experiment. We numeri-
cally generate flux noise trajectories as follows. For a co-
herence probing experiment of duration τ , we generated
multiple random noise samples. Each noise sample con-
sists of Ns random values ξi = ξ(τ/Ns(i− 1)), i = 1, Ns.
The sample ξ = (ξ1, ξ2, ξ3, .., ξNs) is drawn from the
multivariable Gaussian distribution exp
(
− 12ξ
T
M−1ξ
)
,
5where M is the matrix of correlation coefficients. The
correlation coefficients Mij are obtained by numerical in-
tegration.
We verified our numerical method by doing a numerical
simulation of a CPMG experiment away from the sym-
metry point. Specifically, we consider CPMG sequences
with N = 1, 5, 10, 20, 40, and 100. For each N value, we
consider a set of evolution times τ ranging from 1 to 20µs.
For each τ we generate 1024 noise samples and obtain the
coherence time as an average of the off-diagonal part of
the density matrix over noise samples. Using the noise
PSD of 1.8 × 10−14/|ω|α(rad/s)α−1Φ20 with α = 0.68,
determined from experimental data, the CPMG decay
curves from numerical simulations are in excellent agree-
ment with experimental results and Eq. S17.
Decoherence due to photon noise
We consider dephasing of the qubit at the symme-
try point due to fluctuations of the photon number in
the cavity. We use numerical simulations to predict
dephasing due to this source. Specifically, the photon
population of the cavity is modeled using a random
telegraph noise with states n = 0 (empty cavity) and
n = 1 (cavity occupied by one photon). The transition
rates between two states are Γ0→1 = ωr/Q × nth and
Γ1→0 = ωr/Q × (1 + nth), with ωr the cavity resonance
frequency, Q the cavity quality factor, and nth the ther-
mal photon number [S15]. The effect of photon number
fluctuations on the qubit is determined by the dispersive
shift. Based on numerical simulations of the spectrum of
the coupled qubit/cavity system, we find that the disper-
sive shift for the 0 − 1 transition is 0.5 MHz. To obtain
this number we use the first several levels of the qubit
and one level of the cavity. We note that in experiments
we observed in certain cases, when the repetition time of
experiments was too short, beating patterns in Ramsey
oscillations with a beating frequency of 0.5 MHz, which
we attribute to photon number fluctuations. This value
of the beating frequency is in reasonable agreement with
the numerically determined dispersive shift.
To verify our numerical approach, we compared the
results of simulated Ramsey experiments with the ana-
lytical expression for Ramsey decay in Ref. [S16]. The
numerical approach agrees well with the analytical ex-
pression in Ref. [S16]. We next perform the simulation
for Ramsey experiments in our device. As discussed in
the main text, the effective photon temperature needed
to explain the experimentally measured Ramsey decay is
Teff = 250 mK. Next, we performed simulations of co-
herence decay for CPMG sequences. We found that a
thermal photon number nth = 0.15, corresponding to an
effective temperature of 160 mK, is needed to explain
experimental values for the CPMG decay times from 1
to 10 CPMG pulses; this value still leads to decay times
which are longer than measured for CPMG pulses with
larger number of pulses. These results confirm that pho-
ton number fluctuations are very unlikely to be a domi-
nant cause for the observed symmetry point dephasing.
Experimentally observed frequency fluctuations
In a subsequent cooldown of the device, we measured
the frequency fluctuations of the qubit in a protocol sim-
ilar to Ramsey experiments. A coherent superposition of
states 0 and 1 is prepared by applying a (pi/2)01x pulse,
with the drive frequency slightly detuned from the 0-1
transition frequency ω01. Next, after waiting for some
fixed evolution time, in which the detuning and qubit fre-
quency fluctuations are reflected in the acquired phase,
another (pi/2)01x pulse is applied and the state readout is
performed. In order to map the readout homodyne volt-
age to detuning in frequency, in a similar experiment, the
drive frequency (or detuning) is swept and readout homo-
dyne voltage is recorded. With this, the fluctuations in
the readout homodyne voltage are converted to frequency
fluctuations. This protocol is repeated 218 times with
200 µs repetition time. The histogram of the frequency
fluctuations around qubit nominal frequency, shown in
Fig. S2, shows a significant skewness and is indiciative
of flux noise being a possible significant contributor to
dephasing.
FIG. S2. Histogram of the qubit frequency fluctuations at
flux symmetry point.
RANDOMIZED BENCHMARKING
The pulses in randomized benchmarking experiments,
corresponding to the unitary operators from the Clif-
ford group and the Pauli group, are pi/2 and pi ro-
tations around the x(y) axis and denoted by Rx(y)(θ)
where θ is the rotation angle. The calibration procedure
for the pi/2 pulses is done by applying [Rx(y)(pi/2)]
2m+1
pulses with m an integer. For large number of repeti-
tions the accumulated error is projected on the measure-
6ment basis and the error is minimized by adjustments
on θ. Similarly, pi rotations are calibrated by applying
Rx(y)(pi/2)[Rx(y)(pi)]
(2m+1). A section of the waveform
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FIG. S3. (a) A section of the randomized benchmarking pulse
sequence measured with an oscilloscope. (b) An example soft-
ware generated single shaped pulse showing the rise time tr
and the fall time tf.
of the sequence pulse used in the experiments is mea-
sured with an oscilloscope and shown in Fig. S3. The
pulses have a driving strength of 2pi × 260 MHz and rise
and fall times of 0.6 ns. The duration of the pi/2 and pi
pulses are 1.62 and 2.64 ns respectively. The time gap be-
tween each pulse in the sequence is 0.5 ns. Oscilloscope
measurements indicate a good control of pulse shaping
with the Tektronix AWG70001A.
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FIG. S4. Homodyne voltage after randomized benchmarking
sequence is applied to qubit thermal state versus the sequence
length N . Black circles represent the measured voltage for
each randomization of the sequence and black dots represents
the sequence averages. The solid curve represents the fit with
the decay function.
Figure S4 shows the average measured homodyne volt-
age after evolution by each randomized sequence (black
circles) versus the sequence lengthM . The average of 32
sequences at each length N are indicated by black dots.
The average of sequences has a decaying behaviour and is
fitted with a function F = A0p
M +B0 where A0 and B0
are fit parameters corresponding to the errors associated
with state preparation and measurement and p is related
to the average error rate [S17]. The average gate fidelity
Fave = p+ (1− p)/2 is found to be 99.92± 0.003%.
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