Abstract. Regular model checking is a form of symbolic model checking for parameterized and infinite-state systems, whose states can be represented as finite strings of arbitrary length over a finite alphabet, in which regular sets of words are used to represent sets of states. In earlier papers, we have developed methods for computing the transitive closure (or the set of reachable states) of the transition relation, represented by a regular length-preserving transducer. In this paper, we present several improvements of these techniques, which reduce the size of intermediate approximations of the transitive closure: One improvement is to pre-process the transducer by bi-determinization, another is to use a more powerful equivalence relation for identifying histories (columns) of states in the transitive closure. We also present a simplified theoretical framework for showing soundness of the optimization, which is based on commuting simulations. The techniques have been implemented, and we report the speedups obtained from the respective optimizations.
Introduction
Regular model checking has been proposed as a uniform paradigm for algorithmic verification of parameterized and infinite-state systems [KMM + 01, WB98, BJNT00]. In regular model checking, states are represented as finite strings over a finite alphabet, while regular sets of words are used as a symbolic representation of sets of states. Furthermore, regular length-preserving transducers represent transition relations. A generic task in regular model checking is to compute a representation for the set of reachable states, or of the transitive closure of the transition relation. Since we are dealing with an infinite state space, standard iteration-based methods for computing transitive closures (e.g., [BCMD92] ) are not guaranteed to terminate.
In previous work [JN00, BJNT00, AJNd02], we have developed methods for computing the transitive closure (or the set of reachable states) of a transducer, which are complete for transition relations that satisfy a condition of bounded local depth (this can be seen as a non-trivial generalization, to the case of transducers, of the condition of "bounded-reversal" for Turing machines [Iba78] ).
These techniques (and those by Dams et al. [DLS01] ) input a transducer T , and attempt to construct a finite representation of the union T * = ∪ ∞ i=0 T i of the finite compositions T i of T . The states of T i can be seen as "histories" (which we will call columns) of length i of transducer states. There are infinitely many such columns in T * , and the challenge is to find a finite-state automaton which is equivalent to T * . In [BJNT00], we presented a technique which directly determinizes T * by the subset construction, where subsets are represented as regular sets of columns. In addition, subsets are identified using a pre-defined equivalence relation; this ensures termination if T has bounded local depth. In [AJNd02] , we presented a more light-weight technique, which successively computes the approximations
. ., while quotienting the set of columns with a certain equivalence relation. For implementation, this technique represented a substantial simplification over the heavy automata-theoretic constructions of [BJNT00] , and gave significant performance improvements on most of the examples that we have considered.
In this paper, we present several improvements to the techniques of [AJNd02] . Here, we describe the most important improvements (illustrated in an example in the next section):
-Bi-determinization: A key element of our techniques [JN00, BJNT00, AJNd02] is the equivalence relation used to identify columns of T * . Ideally, this equivalence should be as large as possible while still respecting the constraint that the quotient of T * is equivalent to T * . Our equivalences are based on socalled left-or right-copying states. Roughly, a path in the transducer from an initial to a left-copying state, or from a right-copying to a final state, may only copy symbols. Borrowing intuition from rewriting theory, the copying states of a transducer define the "context" for the actual transformation of the word. The equivalence relation in [AJNd02] is based on ignoring the number of successive repetitions of the same left-or right-copying state in columns, but does not cope with sequences of distinct left-copying (or rightcopying) states. To overcome this, we now pre-process the transducer by bi-determinization before the actual computation of the transitive closure. The effect of bi-determinization is that columns with successive distinct leftcopying (or right-copying) states can be safely ignored, since they will never occur in any accepting run of T * .
-Coarser equivalence relations: In addition to adding the bi-determinization phase, we have increased the power of the equivalence relations in [AJNd02] : whereas before we identified columns with one or more repetitions of a leftor right-copying state, we can now in certain contexts also identify columns with zero or more such repetitions, and identify states with k alternations between left-and right-copying states with states that have 3 alternations, if k > 3.
-Improved theoretical framework: The equivalences are proven sound by an improved theoretical framework, based on simulations which are also rewrite relations. This framework is a generalization and simplification of the work by Dams et al. [DLS01] , who use bisimulations. However, the bisimulationbased framework can not prove that the reduction of alternation (to at most 3) is sound.
We have implemented these optimizations, and tested them on a number of parameterized mutual exclusion protocols. The performance improvement is at least an order of magnitude. Touili [Tou01] presents a technique for computing transitive closures of regular transducers based on widening, and shows that the method is sufficiently powerful to simulate earlier constructions described in [ABJN99] and [BMT01] .
Related Work
The works in [AJMd02, BT02] extend regular model checking to the context of tree transducers. When applied on words, these techniques correspond to the acceleration and widening techniques described in [BJNT00] and therefore do not cover the optimizations presented in this paper.
Outline
In the next section, we illustrate the problem and the main ideas through an example. In Section 3, we present a general framework to derive equivalence relations which are language preserving under quotienting. We use this framework in Section 4 to define a new equivalence relation. Finally, in Section 5, we report experimental results of an implementation based on the new techniques.
An Example
In this section, we will present and illustrate the problem and the techniques through a token passing system with a ring topology.
Preliminaries Let Σ be a finite alphabet of symbols. Let R be a regular relation on Σ, represented by a finite-state transducer T = Q, q 0 , −→, F where Q is the (finite) set of states, q 0 is the initial state, −→⊆ Q×(Σ ×Σ)×Q is the transition relation, and F ⊆ Q is the set of accepting states. Note that T is not required to be deterministic. We use q 1
We use a similar infix notation also for the other types of transition relations introduced later in the paper.
The set of left-copying states in Q is the largest subset Q L of Q such that whenever q (a,a )
−→ q and q ∈ Q L , then a = a and q ∈ Q L . Analogously, the set of right-copying states in Q is the largest subset Q R of Q such that whenever q (a,a ) −→ q and q ∈ Q R , then a = a and q ∈ Q R . Intuitively, prefixes of leftcopying states only copy input symbols to output symbols, and similarly for suffixes of right-copying states. We shall assume that Q L ∩ Q R = ∅ (if not, we can simply decrease Q L and Q R to satisfy the assumption).
Example As an example, we use a token ring passing protocol. In the system, there is an arbitrary number of processes in a ring, where a token is passed in one direction. In our framework, a configuration of the system is represented by a finite word a 1 a 2 · · · a n over the alphabet Σ = {N, T } where each a i represents:
The transition relation of this system is represented by the transducer below.
For example, there is an accepting run L5 N ) . This run means that from the configuration N T N N we can get to the configuration N N T N in one transition, i.e. process 2 passes the token to process 3.
Note that we label left-copying states by Li for some i, and right-copying states by Ri for some i.
Column transducer Our goal is to construct a transducer that recognizes the relation R * , where
Starting from T , we can in a straight-forward way construct (see also 
* is the set of sequences of accepting states of T .
It is easy to see that T * accepts exactly the relation R * : runs of transitions from q i 0 to columns in F i accept transductions in R i . The problem is that T * has infinitely many states. Our approach is to define an equivalence between columns of the column transducer and construct the column transducer with equivalent states merged. Under some conditions, the set of equivalence classes we construct is finite. More precisely, given an equivalence relation , the quotient transducer
-Q * / is the set of equivalence classes of columns, -q * 0 / is the partitioning of q * 0 with respect to , where we assume that q * 0 is a union of equivalence classes.
is defined in the natural way as follows. For any columns x, x and symbols a, a :
(a,a )
=⇒ [x ]
-F is the set of equivalence classes in Q * / that have a non-empty intersection with F * .
Example (ctd.)
The part of the column transducer for the token ring system, consisting of states labeled by columns of length one or two, is shown in Figure 1(a) . The equivalence used in [AJNd02] ignores successive repetitions of the same left-copying and right-copying state, e.g., the column R4 R3 belongs to the equivalence class R4 + R3 + , and the column 1 L0 belongs to the equivalence class 1 L0 + . The quotient of the transducer in Figure 1(a) under is shown in Figure 1(b) .
In this paper, we improve on the previous results in the following ways.
Bi-determinization In our previous work, the equivalence relation handled the case of repeating the same left-copying or right-copying state, but did not handle sequences of distinct left-copying states or distinct right-copying states. For example, in Figure 1 (b), we note that the equivalence classes R4 + R3 + and R3 + R4 + are disjoint, although they are "equivalent", and intuitively should be merged. Rather than working out an equivalence relation that identifies suitable sequences of distinct copying states, we solve this problem by preprocessing the transducer by bi-determinization. Bi-determinization produces a transducer where the sub-automaton consisting only of the left-copying states is deterministic, and the sub-automaton consisting only of the right-copying states is reverse deterministic. Bi-determinization can be done by a reverse subset construction on the right-copying states. For a bi-deterministic transducer, columns with successive distinct left-copying states are not reachable since two different left-copying states will not have any common prefix. Analogously, columns with successive distinct right-copying states are not productive since two different right-copying states will not have any common suffix. In Figure 2 (a), we show the result of bi-determinization of the token ring passing example.
A new coarser equivalence In Section 4, we will derive a new equivalence, with coarser equivalence classes. The part of the column transducer for the bideterminized token ring system, consisting of states labeled by columns of length one or two, optimized with the new equivalence relation, is shown in Figure 2 
Soundness
In this section, we present a general framework to derive equivalence relations which are language preserving under quotienting, and therefore, sufficient for proving soundness of our construction method.
We introduce finitely generated rewrite relations and simulations to obtain an equivalence relation which can be safely used to quotient the transducer under construction. =⇒ y and x B x , and -if y is initial, then y is initial.
Simulations
Rewritings We will work with simulation relations that are defined by rewrite relations on subcolumns. A rewrite relation → is a reflexive and transitive relation on the set of columns, which is a congruence under composition. In other words, x → y implies v x w → v y w for any v, w. A rewrite rule is a pair (x, y) of columns. The rewrite relation → is generated by a finite set { (x 1 , y 1 ) , . . . , (x m , y m )} of rewrite rules if → is the least rewrite relation such that x i → y i for i = 1, . . . , m. (This means that → is the least reflexive and transitive relation such that w x i w → w y i w for any columns w, w , and i).
We will use the fact that finite simulation relations can be extended to rewrite relations by making them congruences.
Lemma 1. If ≤ R is a finite forward simulation, then the rewrite relation generated by all pairs in ≤ R is also a forward simulation. The analogous property holds for backward simulations.
Using Lemma 1, we can assume that simulations are reflexive and transitive.
Two rewrite relations → L and → R satisfy the diamond property if whenever x → L y and x → R z, then there is a w such that y → R w and z → L w. For rewrite relations that are generated by sets of rewrite rules, the diamond property can be checked efficiently by inspecting all possible critical pairs, i.e., the possible overlaps of left-hand sides of rewrite rules generating → L with lefthand sides of rewrite rules generating → R (cf. [KB70] ). Proof. To see this, assume that x y and x → R x . This means that there is a z such that x → L z and y → R z. By the diamond property there is a y such that x → L y and z → R y . By the transitivity of → R we infer (from y → R z and z → R y ) that y → R y . −→ y i+1 with x i → R x i and y i x i , as follows:
. . , n we infer from x i−1 → R x i−1 that y i exists such that
−→ y i , and y i → R y i , from which we use Lemma 3 to infer that x i exists with x i → R x i and y i → L x i ; by inclusion, we get y i x i .
We can now by induction for i = n, n − 1, . . . , 1 find z i such that z i−1
−→ z i , and y i z i , as follows:
Since x 0 by definition is initial and also x 0 = y 0 z 0 , we conclude that z 0 is an initial state. Similarly, because x n can be chosen to be accepting (there is one such representative in [x n ] ) and x n → R x n = z n , we conclude that z n is accepting.
Therefore, there is a run in T * of form
A Coarse Equivalence
In this section, we derive an equivalence relation using the framework of the previous section. Let the input transducer T be the tuple Q, q 0 , −→, F , where Q L ⊆ Q is the set of left-copying states, Q R ⊆ Q is the set of right-copying states, and
is the set of non-copying states. We shall assume that
Without loss of generality, we can assume that T * does not contain any columns with alternations of distinct left-or right-copying states: Proof. A column with two distinct left-copying states is never reachable in T * since the left-copying part of T is deterministic. Similarly, a column with two distinct right-copying states is never productive since the right-copying part is reverse-deterministic.
We proceed by defining rewrite relations → R and → L .
1. Let → R be the rewrite relation generated by the set of rules of the form (q R , ) and (q R , q R q R ), where q R is a right-copying state.
2. (a) Let be the maximal backward simulation on the states of T * . This simulation will contain at least the following:
For columns x, y ∈ Q L , and z 1 , z 2 , let x ∼ z1,z2 y denote that z 1 x z 2 z 1 y z 2 and z 1 y z 2 z 1 x z 2 , in other words, x and y simulate each other w.r.t. in the context of z 1 and z 2 . Note that ∼ z1,z2 is an equivalence relation on Q L for any z 1 , z 2 . (c) We define → L to be the rewrite relation generated by the rules
The following Theorem shows that the rewrite relations induce an equivalence relation with the properties of Theorem 1. Implementation of the equivalence relation In the implementation, we have used an approximation of which is a finer equivalence relation than . Each equivalence class in this approximation is of the form:
where each z i ∈ Q N and each e i is of the form
-If m = 0, then f f is also in an equivalence class of ∼ zi,zi+1 .
-For 0 < j ≤ m, the equivalence class f j is one of:
which means that q 0 q L simulates q 0 backward. In [AJNd02] , we used an equivalence relation with equivalence classes q + L for left-copying states q L , and q + R for right-copying states q R . A justification of these equivalence classes can be found in [AJNd03] .
Implementation
We have implemented the equivalence defined in Section 4. We have run several examples to measure the effectiveness of the method, comparing the number of states built. At the end of this section, we mention some more technical improvements.
In our previous work [AJNd02] we have for each algorithm computed the transitive closures for individual actions representing one class of statements in the program. Here, we compute the transitive closure of the transducer representing the entire program.
We have compared the number of states generated under the following conditions:
-Old equivalence This is the old equivalence used in [AJNd02] .
-Bi-determinization Using the old equivalence but on a bi-deterministic transducer. -New equivalence Using the new equivalence on a bi-deterministic transducer.
The results can be found in Table 1 . The computation time for Bakery is about two minutes with the new techniques, implying a tenfold performance improvement. To reduce the states of the transducer for Szymanski, it was intersected with an invariant while Bakery was not, hence the huge difference in the number of states. The invariant was computed using standard reachability analysis augmented with transitive closures of individual statements. Note that this can not be done in general. For example, computing the invariant this way does not work for Bakery.
Dead by label In the algorithm, we might generate some states that can be declared dead by only looking at the label of the state. For a bi-deterministic transducer, any label of the form L1 L2 and R1 R2 can be declared dead, see Lemma 4.
Caching Many transitions are merged, and many transitions have the same edge. Thus, caching the result of composing edges provides a substantial runtime improvement. 
