We revisit the problem of calculating the probability current for discontinuous states, such that may arise in atom trapping or as a result of projective measurements. In the first passage time representation, the problem reduces to evaluation of a localised wave originating from the discontinuity, whose interference with the initial state determines the transfer of probability. Depending on the type of discontinuity, the current behaves as t 1/2 , t 3/2 or const(t). Our approach generalises earlier work on this subject.
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I. INTRODUCTION
Quantum states whose wavefunctions experience, at certain points, discontinuity in the value or the first derivative may arise in such applications as atom trapping by means of strong laser beams [1] , or quantum measurements aimed at detecting a particle in a given region of space [2] . One may wish to estimate the rate at which the probability is transferred across a discontinuity, for example, because it determines the presence and the type of the Zeno effect [2] - [6] . This rate cannot, however, be obtained by means of the conventional current operator owing to the singular behaviour of the kinetic energy. In Ref. [2] the authors evaluated the current at the edge of a truncated state by integrating the Feynman propagator over the region of support of the original wavefunction. The purpose of this paper is to generalise their results to the case of an arbitrary discontinuity which may occur in the initial state. For this we will employ the quantum first passage time (FPT) representation [7] - [10] , leading to the physically appealing picture in which a localised wave is emitted from the point where the the wavefunction or its first derivative suffers a jump, and whose interference with the rest of the state determines the probability current at the discontinuity. The rest of the paper is organised as follows: in Sect.II we introduce the FPT and in Sect. III we define the emitted wave, δΨ(x, t), whose purpose is to repair the initial discontinuity at finite times. In Section IV we use the conservation of probability to derive some useful properties of δΨ(x, t). Section V gives the short time limit of the probability current and specialises to a number of particular cases. Section V contains our conclusions.
II. EVOLUTION OF THE WAVEFUNCTION IN THE FIRST PASSAGE TIME REPRESENTATION
For a particle of mass M in one dimension, we wish to evaluate the probability current for a complex valued wavefunction Ψ(x) = Ψ 1 (x) + iΨ 2 (x), at a point which we choose to be the origin, x = 0. The particle moves in a potential V (x) so that the Hamiltonian takes the form (we use = 1)Ĥ
and without loss of generality we choose the Ψ(x) to vanish at some a < 0 and b > 0 . The task is not trivial since we will assume that both the wavefunction and its first derivative may be discontinuous at
where the prime denotes differentiation with respect to x. Thus, we have
where θ L (x) = 1 for x ≤ 0 and 0 otherwise, and
To analyse the development of, say,
|x we invoke the first crossing time decomposition of a general evolution operator discussed in [7] - [10] exp(−iĤt)|Φ =P exp(−iPĤP t)P |Φ + (4)
which describes the time evolution, with a Hamiltonian H, of a state initially localised within a subspace H P onto which projects the projectorP ,P |Φ = |Φ . Equation (4) has the standard interpretation [10] : the system moves within H P until a time t 1 when it leaves the subspace for the first time, after which it may or may not reenter it. The first term in the r.h.s. of Eq. (4) corresponds to the scenario in which the system has not left H P by the time t.
The choice of the projectorP appropriate for our purpose requires some care. We begin with the real part of
Since the eigenfunctions of a real Sturm-Liouville problem form a complete orthonormal basis, the operatorP α1 is indeed the projector on a functional space containing our state of interest, Ψ L 1 (x). With this, the reduced evolution operator in Eq.(4) takes the form
which provides the last ingredient required in Eq.(4). Repeating the above steps for imaginary parts of the left wavefunction,
where
are the results of evolving the real and imaginary parts of the wavefunction on an interval [a, 0] with the Hermitian Hamiltonians corresponding to (possibly) non-physical boundary conditions at x = 0, ϕ 1,2 (x, t|α 1,2 ) = −α 1,2 ϕ 1,2 (x, t|α 1,2 ). and G(x, x , t) ≡ x| exp(−iĤt)|x ,
III. SMOOTHING OF THE DISCONTINUITY
Evaluation of the current at t = 0 only requires the short time limit of the Eq.(6), which allows us to putÛ α1 (t) ≈Û α2 (t) ≈ 1, in the integral and replace the terms in the square brackets by Ψ(−0) and Ψ (−0), respectively.
Further, for a small t, the full propagator may be replaced by the freeparticle one [11] , [12] 
We note that δΨ(x, t) is superposition of all waves emitted by a constant point source at the origin for all 0 ≤ t 1 ≤ t,
where [13] . It is readily seen that δΨ(x, t), continuous with discontinuous first derivative,
serves to repair initial discontinuities in the value and the first derivative of Ψ L (x)θ L (x) at x = 0, as illustrated in Fig.1 . Indeed, from Eqs. (7) and (8) 
We note also that δΨ(0, t) is highly oscillatory and rapidly decays away from the origin,
Finally, changing x → −x, we can repeat the calculation for Ψ R . Adding the two contributions then yields
where the second term is responsible for the Schroedinger current in a continuous state (see below), while the last term describes an additional wave emitted at the point of discontinuity.
IV. CONSERVATION OF PROBABILITY
The evolution of the wavefunction is unitary, which implies
With a discontinuity characterised by Ψ(±0) and Ψ (±0), there are (discounting an overall phase) seven independent real parameters in Eq. (11) . Inserting Eq.(11) into the above yields, therefore, seven conditions involving integrals of δΨ(x, t) and δΨ (x, t), two of which we will consider next. Since δΨ(x, t) is highly oscillatory except in the vicinity of x = 0 [cf. Eq. (10)], we may expand Ψ L,R (x) ≈ Ψ(∓0) + Ψ (∓0)x and extend the integration to ±∞. Choosing Ψ R (x) ≡ 0 and Ψ (−0) = 0 Eq.(11) then yields
Similarly, for Ψ R (x) ≡ 0 and Ψ(x) vanishing at the origin, Ψ(−0) = 0, we have
which can, if one wishes, be verified directly (see Appendix C). In the next Section we will also need the relations
which cannot be deduced from conservation of probability, but are readily obtained by integrating Eq.(8).
V. THE SCHROEDINGER CURRENT
The probabilty current at the discontinuity, x = 0, is defined as
with the probability P R (t) determined by the interference between various terms in Eq. (11) . Retaining the principal contributions, we have
Above we have used Eqs. (12), (13) and (14), which indicate that in Eq.(16) the terms in the first, second and third curly brackets are proportional to t 1/2 , t and t 3/2 , respectively [14] . Thus, to the leading order in t,we have: A. Continuous state. If no discontinuity is present, ∆Ψ = ∆Ψ = 0, Eq.(16) reduces to the first term in the second curly bracket and, as t → 0, the current J(t) takes the usual form,
B. Discontinuity in the value of the function. For ∆Ψ = 0, regardless of the values of ∆Ψ , Ψ(+0) and Ψ (+0), Eq. (16) is dominated by the terms in the first curly bracket, and the current behaves as t −1/2 (see also Ref. [2] ),
Note that if the modulus of the initial wavefunction is continuous, the current is proportional to the sine of the jump in the phase, ∆φ 1 . C. Discontinuity in the first derivative, and Ψ(0) = 0. For ∆Ψ = 0, ∆Ψ = 0 and Ψ R (x) = 0 the leading contribution to the current comes from the first two terms in the second curly bracket of Eq.(16), and using Eq. (14) we have
which reduces to Eq. 
Note that if the right hand space is empty, Ψ R (x) ≡ 0, Eq.(20) reduces to the result of Ref. [2] .
VI. CONCLUSIONS AND DISCUSSION
In summary, a discontinuity present in a wavefunction Ψ(x) at t = 0, can be seen, for t > 0, as a source of an additional wave propagating on both sides of the point where Ψ(x) and/or Ψ (x) experience jumps. At short times, the wave consists of the amplitude emitted by a constant point source, δΨ(x, t) in Eq, (8) , and its spacial derivative, weighed by the jumps in the values of Ψ (x) and the Ψ(x), respectively. These additional terms serve to repair initial discontinuities, and their interference with the rest of the wavefunction determines both direction and rate of the probability transfer. If the value of wavefunction is discontinuous, the probability is always transferred at a rate ∼ √ t, and the current behaves as t −1/2 . In the special case where the modulus of Ψ(x) is continuous, the current is proportional the the sine of the jump in its phase. As suggested in [2] such states can be obtained as a result of non-detection of atom, which eliminates, partially or completely, its wavefunction in a specified region of space. For a discontinuity in the first derivative at a point where Ψ(x) does not vanish we recover the constant current given by the usual expression (17) We need to evaluate matrix elements of the commutator f |[Ĥ, P α ]|g = n { f |Ĥ|φ n φ n |g − f |φ n φ n |Ĥ|g } Differentiation and integration by parts yields (assuming f (a) = g(a) = 0), With −φ n (x)/2M + V (x)φ n (x) = E L n φ n (x) and n φ n (0)φ n (x) = δ(x), we find that the terms n f |φ n E n φ n g and f * (0)g(0)/α cancel and the commutator f |[Ĥ, P α ]|g = −[f * (0)g(0) − f * (0)g (0)]/2M is independent of the choice of α.
VIII. APPENDIX B. AN ALTERNATIVE DERIVATION OF EQ.(11).
Writing Ψ(x, t) = Ψ(x) + Φ(x, t), and solving the Schroedinger equation for Φ using the Green's function technique yields Φ(x, t) = Ψ(x) − i 
Inserting, Eqs.(24) into (23) and sending t → 0 we have Eq.(11).
IX. APPENDIX C. VERIFICATION OF EQ.(13).
Inserting Eq.(8) into (13) and performing the Gaussian integration over x yields
(1/8
On the other hand, xG 0 (x, t) = (t/iM )G (x, t) so that and I 1 = ReI 2 .
