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Abstract
For q generic we give a positive answer to a conjecture of Goodearl and Lenagan: theH-invariant
prime ideals of Oq(Mm,p(C)) are generated by quantum minors.
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1. Introduction
On adopte les conventions et les notations suivantes :
– N désigne l’ensemble des nombres entiers naturels,Q le corps des nombres rationnels
et C le corps des nombres complexes. De plus, on note C∗ :=C \ {0}.
– q est un élément non nul et non racine de l’unité de C.
– Si k est un entier naturel supérieur ou égal à 2, on note Sk le groupe des permutations
de ❏1, k❑.
– SiR est uneC-algèbre (associative unitaire), on note Spec(R) l’ensemble de ses idéaux
premiers.
– Si H est un groupe qui agit sur uneC-algèbreR par automorphismes, alors un élément
non nul x de R est un H -vecteur propre de R si h(x) appartient à C∗x quelque soit
h appartenant à H , et un idéal I de R est H -invariant si h(I) = I quelque soit h
appartenant à H . On note H -Spec(R) l’ensemble des idéaux premiers H -invariants
de R.
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gèbre des matrices quantiques à m lignes et p colonnes, à coefficients dans C, et
(Yi,α)(i,α)∈❏1,m❑×❏1,p❑ la matrice de ses générateurs canoniques. Le groupeH := (C∗)m+p
opère naturellement sur Oq(Mm,p(C)) par automorphismes via :
(a1, . . . , am, b1, . . . , bp).Yi,α = aibαYi,α
(
(i, α) ∈ ❏1,m❑× ❏1,p❑).
(Lorsque m= p, cette action provient de la structure de bigèbre de cette algèbre (cf. [6])
et, lorsque m 
= p, on vérifie que le groupe H préserve les relations qui définissent
Oq(Mm,p(C)).)
Cet article s’attache à l’étude des idéaux premiers H-invariants de Oq(Mm,p(C)) ;
celle-ci est motivée par un article de Goodearl et Letzter (cf. [8]) où les auteurs
expliquent (cf. [8, Theorem 6.6]) que la connaissance des spectres premier et primitif de
Oq(Mm,p(C)) passe par celle des idéaux premiersH-invariants.
Récemment, Goodearl et Lenagan ont complètement déterminé les idéaux premiers
H-invariants de Oq(M2(C)), (cf. [6]) et de Oq(M3(C)) (cf. [7]). En particulier, ils ont
établi que ceux-ci sont engendrés par des suites polynormales de mineurs quantiques.
Le but de cet article est d’établir, lorsque q est transcendant sur Q, que les idéaux
premiers H-invariants de Oq(Mm,p(C)) sont engendrés par des mineurs quantiques
extraits de la matrice des générateurs canoniques de Oq(Mm,p(C)) (cf. Théorème 3.7.2).
Le point de départ de la démonstration est la partition de Hodges–Levasseur de
Spec(Oq(SLm+p(C))) (cf. [11] et [12]) qui fournit, dans le cas où q est transcendant surQ,
une description des idéaux premiers de Oq(SLm+p(C)) qui sont invariants sous l’action du
groupe H′ := {(a1, . . . , am+p, b1, . . . , bm+p) ∈ (C∗)2m+2p | a1 . . . am+pb1 . . . bm+p = 1}
(cf. [1, paragraphe 6]). On en déduit, en utilisant l’isomorphisme de Levasseur–Stafford
entre Oq(GLm+p(C)) et l’extension de Laurent commutative Oq(SLm+p(C))[z±1] (cf.
[13]), que les idéaux premiers (C∗)2m+2p-invariants de Oq(GLm+p(C)) sont engendrés
par des mineurs quantiques extraits de la matrice des générateurs canoniques de
Oq(Mm+p(C)) (cf. paragraphe 3.4).
Nous démontrons alors le théorème souhaité en utilisant un algorithme d’effacement
des dérivations (cf. [3]) pour Oq(Mm+p(C)), appelé algorithme d’effacement (m,p), le
point crucial étant le comportement des mineurs quantiques vis-à-vis de cet algorithme
d’effacement.
Ce papier est organisé de la manière suivante : nous construisons, dans le paragraphe 2,
deux algorithmes d’effacement des dérivations (cf. [3]) pour Oq(Md,e(C)) et nous
étudions leurs effets sur les mineurs quantiques.
Ces deux algorithmes permettent de construire, dans le paragraphe 3.2, un nouvel
algorithme d’effacement des dérivations pour Oq(Mm+p(C)).
A un idéal premierH-invariant J de Oq(Mm,p(C)), on attache, dans le paragraphe 3.3,
un idéal premier (C∗)2m+2p-invariant de Oq(GLm+p(C)) dont on montre, dans le para-
graphe 3.4, qu’il est engendré par des mineurs quantiques extraits de la matrice des géné-
rateurs canoniques de Oq(Mm+p(C)). Enfin, dans le paragraphe 3.7, nous démontrons, en
utilisant l’algorithme d’effacement des dérivations ci-dessus pour Oq(Mm+p(C)), que J
est engendré par des mineurs quantiques extraits de la matrice des générateurs canoniques
de Oq(Mm,p(C)).
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Dans tout ce paragraphe, d et e désignent des entiers supérieurs ou égaux à 2.
2.1. L’algèbre Oq(Md,e(C)) et l’algorithme d’effacement standard
On noteO =Oq(Md,e(C)) l’algèbre des matrices q-quantiques à d lignes et e colonnes
à coefficients dans C, c’est-à-dire la C-algèbre engendrée par les d × e indéterminées Yi,α
(1 i  d,1 α  e) soumises aux relations de commutation suivantes :
Si
( x y
z t
)
est une matrice 2× 2 extraite de la matrice M = (Yi,α)(i,α)∈❏1,d❑×❏1,e❑, on a :
(1) yx = q−1xy , tz= q−1zt , zx = q−1xz, ty = q−1yt , zy = yz.
(2) tx = xt − (q − q−1)yz.
Notation 2.1.1. On note H := (C∗)d+e.
Comme dans le paragraphe 2.1 de [4], on démontre que H est un groupe qui agit par
automorphismes sur O via :
(a1, . . . , ad, b1, . . . , be).Yi,α = aibαYi,α, ∀(i, α) ∈ ❏1, d❑× ❏1, e❑.
Autrement dit, il existe un homomorphisme de groupes H→ Aut(O) et on démontre
comme dans le paragraphe 2.1 de [4] que l’image de cet homomorphisme de groupes n’est
autre que le groupe des automorphismes de l’algèbre O pour lesquels les indéterminées
Yi,α ((i, α) ∈ ❏1, d❑× ❏1, e❑) sont des vecteurs propres.
On note s l’ordre lexicographique de N2. Nous l’appellerons aussi l’ordre standard
de N2. Rappelons que :
(i, α)s (j, β) ⇔
[
(i < j) ou (i = j et α  β)].
Notations 2.1.2.
(1) On note Es(d, e) = (❏1, d❑ × ❏1, e❑ ∪ {(d, e + 1)}) \ {(1,1)}. Lorsqu’il n’y a pas
d’ambiguïté sur les entiers d et e, on note seulement Es .
(2) Soit (j,β) ∈ Es . Si (j,β) 
= (d, e + 1), (j,β)+s désigne le plus petit élément de Es
strictement supérieur à (j,β) au sens de s .
(3) Soit (j,β) ∈ Es . Si (j,β) 
= (1,2), (j,β)−s désigne le plus grand élément de Es
strictement inférieur à (j,β) au sens de s .
Notation 2.1.3. Soient r = (i, α) et v = (j,β) des éléments de ❏1, d❑× ❏1, e❑. On définit
le coefficient λr,v par :
Si r 
= v, λr,v =
{
q−1 si i = j ou α = β,
1 sinon.
Si r = v, λr,v = q−2.
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(
Yi,α Yi,β
Yj,α Yj,β
)
une matrice 2× 2 extraite de la matrice M des générateurs
canoniques de O (i < j et α < β). On pose
v1 = (i, α), v2 = (i, β), v3 = (j,α) et v4 = (j,β).
Pour tout r ∈ ❏1, d❑× ❏1, e❑, on a :
λr,v1λr,v4 = λr,v2λr,v3 .
Démonstration. Elle est identique à la démonstration du Lemme 2.1.1 de [4]. ✷
Comme on sait que les monômes Y k1,11,1 Y
k1,2
1,2 . . .Y
kd,e
d,e (pour lesquels les indices sont
ordonnés suivant l’ordre standard) (ki,α ∈ N) forment une base du C-espace vectoriel O,
on déduit de [3, Propositions 6.1.1 et 6.1.2] et du Lemme 2.1.4 ci-dessus :
(1) O est une extension de Ore itérée que l’on peut écrire :
O =C[Y1,1] . . . [Yd,e;σd,e, δd,e],
où les indices sont ordonnés suivant l’ordre standard, où les σr sont des automor-
phismes C-linéaires, et où les δr sont des σr -dérivations C-linéaires tels que, si
(1,1)s v = (i, α) <s r = (j,β)s (d, e), on ait :
• σr(Yv)= λr,vYv ,
• δr(Yv)=
{
−(q − q−1)Yi,βYj,α si i < j et α < β,
0 sinon.
(2) O est un anneau intègre noethérien des deux côtés. On note F son corps de fractions.
(3) O vérifie les Conventions 3.1 de [3], les λr,v (r, v ∈ ❏1, d❑×❏1, e❑, v <s r) étant définis
comme ci-dessus et les qr (r ∈ ❏1, d❑× ❏1, e❑) étant tous égaux à q−2.
(4) Si r ∈ ❏1, d❑ × ❏1, e❑ \ {(1,1)}, il existe un unique automorphisme hr de l’algèbre
O qui vérifie hr(Yv) = λr,vYv pour tout v ∈ ❏1, d❑ × ❏1, e❑. Comme H contient les
automorphismes hr (r ∈ ❏1, d❑× ❏1, e❑ \ {(1,1)}), O vérifie l’Hypothèse 4.1.2 de [3]
au moyen du groupeH.
Il résulte de l’étude ci-dessus que la théorie d’effacement des dérivations (cf. [3])
s’applique à l’extension de Ore itérée O = C[Y1,1] . . . [Yd,e ; σd,e, δd,e]. L’algorithme
d’effacement obtenu sera appelé l’algorithme d’effacement standard.
Un calcul identique à celui du paragraphe 2.2 de [4] montre que l’algorithme
d’effacement standard consiste en la construction, pour chaque r ∈ Es , d’une famille
(Y
(r)s
i,α )(i,α)∈❏1,d❑×❏1,e❑ d’éléments de F = Fract(O) comme suit :
(1) Si r = (d, e+ 1), Y (r)s = Yi,α quelque soit (i, α) ∈ ❏1, d❑× ❏1, e❑.i,α
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+s )s
i,α que nous noterons
systématiquement Y (r
+)s
i,α ((i, α) ∈ ❏1, d❑× ❏1, e❑). Si (i, α) appartient à ❏1, d❑× ❏1, e❑,
on définit l’élément Y (r)si,α de F par :
Y
(r)s
i,α =
{
Y
(r+)s
i,α − Y (r
+)s
i,β
(
Y
(r+)s
j,β
)−1
Y
(r+)s
j,α si i < j et α < β,
Y
(r+)s
i,α sinon.
Notations 2.1.5. Soit r ∈Es .
– On note O(r)s la sous-algèbre de F = Fract(O) engendrée par les Y (r)si,α ((i, α) ∈
❏1, d❑× ❏1, e❑), c’est-à-dire :
O(r)s :=C〈Y (r)si,α ∣∣ (i, α) ∈ ❏1, d❑× ❏1, e❑〉.
– On note M(r)s la matrice à d lignes et e colonnes, à coefficients dans F = Fract(O),
définie par M(r)s := (Y (r)si,α )(i,α)∈❏1,d❑×❏1,e❑.
Remarque 2.1.6. Si r ∈Es n’est pas égal à (d, e+ 1), on note O(r+)s plutôt que O(r+s )s
et M(r
+)s plutôt que M(r+s )s .
Notations 2.1.7.
– On note Os l’algèbre déduite de O par effacement des dérivations (cf. Notation 3.2.1
de [3]), c’est-à-dire Os :=O(1,2)s .
– On note T :=M(1,2)s et Ti,α := Y (1,2)si,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑.
2.2. Mineurs quantiques et algorithme d’effacement standard
Dans tout ce paragraphe, K désigne une C-algèbre que l’on suppose être un corps
gauche et toutes les matrices sont à coefficients dans K .
Définitions 2.2.1 (cf. [4, 2.2] et [5, 3.1]). Soit M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice d×e.
(1) On dit que M est q-quantique si les relations de commutation suivantes sont
satisfaites :
Si
( x y
z t
)
est une matrice 2× 2 extraite de M , on a :
(a) yx = q−1xy , tz= q−1zt , zx = q−1xz, ty = q−1yt , zy = yz.
(b) tx = xt − (q − q−1)yz.
Si M est q-quantique et si les monômes xk1,11,1 . . . x
kd,e
d,e (ki,α ∈ N), les indices étant
ordonnés suivant l’ordre standard, sont C-linéairement indépendants, on dit que M est
q-quantique générique.
(2) Soit (j,β) ∈Es . On dit que M est (j,β)s-q-quantique si les relations de commutation
suivantes sont satisfaites :
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( x y
z t
)
est une matrice 2× 2 extraite de M , on a :
(a) yx = q−1xy , tz= q−1zt , zx = q−1xz, ty = q−1yt , zy = yz.
(b) Si t = xv , alors {
v s (j, β) ⇒ tx = xt,
v <s (j,β) ⇒ tx = xt − (q − q−1)yz.
Rappels 2.2.2 (cf. [15, Chapter 4]). Soit N un entier supérieur ou égal à 2.
(1) Soit M = (xi,α)(i,α)∈❏1,N❑2 une matrice carrée q-quantique. On définit le déterminant
quantique de la matrice M par la formule :
detq(M) :=
∑
σ∈SN
(−q)l(σ )x1,σ (1) . . . xN,σ(N),
où, pour chaque σ ∈ SN , l(σ ) désigne le nombre d’inversions de σ .
(2) Soit M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique. On appelle mineur quantique
de M tout déterminant quantique d’une sous-matrice carrée de M .
Conventions 2.2.3 (cf. [4, Convention 4.1.1]). Soit M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice
q-quantique. Lorsque r décrit Es , on définit des matrices M(r)s = (x(r)si,α )(i,α)∈❏1,d❑×❏1,e❑
comme suit :
(1) Si r = (d, e+ 1), les coefficients de la matrice M(r)s sont définis par x(d,e+1)si,α := xi,α
quelque soit (i, α) ∈ ❏1, d❑× ❏1, e❑.
(2) Supposons r = (j,β) ∈ Es \ {(d, e + 1)}, et supposons connue M(r+s )s que nous
noterons systématiquement M(r+)s . (On notera aussi x(r+)si,α plutôt que x(r
+s )s
i,α les
coefficients de M(r+)s .) On définit les coefficients x(r)si,α de la matrice M(r)s de la
manière suivante :
(a) Si x(r+)sj,β = 0, alors x(r)si,α = x(r
+)s
i,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑.
(b) Si x(r+)sj,β 
= 0 et si (i, α) ∈ ❏1, d❑× ❏1, e❑, alors
x
(r)s
i,α =
{
x
(r+)s
i,α − x(r
+)s
i,β (x
(r+)s
j,β )
−1x(r
+)s
j,α si i < j et α < β,
x
(r+)s
i,α sinon.
Par analogie avec la Définition 3.2.1 de [3], on dit que la matrice M(r)s se déduit de
M par effacement des dérivations à l’étape r .
(3) Lorsque r = (1,2), on note T =M(1,2)s et ti,α = x(1,2)si,α pour tout (i, α) ∈ ❏1, d❑ ×
❏1, e❑.
Lemme 2.2.4. Soit (j,β) ∈Es . Si M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ est une matrice q-quantique,
alors la matrice M(j,β)s est (j,β)s-q-quantique.
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On déduit du Lemme 2.2.4 ci-dessus :
Corollaire 2.2.5. Soit (j,β) ∈Es . Si M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ est une matrice q-quanti-
que, alors il en est de même pour la matrice déduite de M(j,β)s par suppression des lignes
j, . . . , d et pour la matrice déduite de M(j,β)s par suppression des lignes j + 1, . . . , d et
des colonnes β, . . . , e.
Nous allons maintenant établir des formules qui permettent de calculer des mineurs
quantiques apparaissant dans la matrice M(j,β)+s en fonction de ceux qui apparaissent dans
la matrice M(j,β)s ((j,β)∈Es , (j,β) 
= (d, e+ 1)).
Notations 2.2.6. Soient M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique et
δ = detq(xi,α) i=i1,...,il
α=α1,...,αl
un mineur quantique l × l extrait de M (1  l  min(d, e), 1  i1 < · · · < il  d ,
1 α1 < · · ·< αl  e).
(1) Si I est une partie non vide de {i1, . . . , il}, on note Î = {i1, . . . , il}\I . Lorsque I = {ik}
(k ∈ ❏1, l❑), on note îk := Î . Si Λ est une partie non vide de {α1, . . . , αl}, on note
Λ= {α1, . . . , αl} \Λ. Lorsque Λ= {αk} (k ∈ ❏1, l❑), on note αk :=Λ. (Observons que
l’ensemble Î (respectivement Λ) dépend de l’ensemble {i1, . . . , il} (respectivement
{α1, . . . , αl}).)
(2) Soient I une partie non vide de {i1, . . . , il} et Λ une partie non vide de {α1, . . . , αl}. Si
|I | = |Λ|, on note :
δÎ ,Λ := detq (xi,α)(i,α)∈Î×Λ.
Si I ′ est une partie de ❏1, d❑ et si Λ′ est une partie de ❏1, e❑ avec |I | = |I ′|, |Λ| = |Λ′|
et I ′ ∩ Î =Λ′ ∩Λ= ∅, on note :
δ(I,Λ)→(I ′,Λ′) := detq(xi,α)(i,α)∈(Î∪I ′)×(Λ∪Λ′).
Lorsque I = I ′, on note (plus simplement) :
δΛ→Λ′ := detq(xi,α)(i,α)∈I×(Λ∪Λ′).
Lorsque I = I ′, Λ= {αk} (k ∈ ❏1, l❑) et Λ′ = {λ′}, on note :
δαk→λ′ := detq(xi,α)(i,α)∈I×(αk∪{λ′}).
De même, lorsque Λ=Λ′, on note :
δI→I ′ := detq(xi,α) ̂ ′ .(i,α)∈(I∪I )×Λ
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δik→i′ := detq(xi,α)(i,α)∈(îk∪{i′})×Λ.
(3) Si (j,β) est un élément deEs strictement supérieur à tous les éléments de {i1, . . . , il}×
{α1, . . . , αl}, alors, par le Lemme 2.2.4, la matrice(
x
(j,β)s
i,α
)
(i,α)∈{i1,...,il}×{α1,...,αl}
est q-quantique, et on note :
δ(j,β)s := detq
(
x
(j,β)s
i,α
)
(i,α)∈{i1,...,il }×{α1,...,αl }.
(4) Soient I une partie non vide de {i1, . . . , il} et Λ une partie non vide de {α1, . . . , αl}. Si
|I | = |Λ| et si (j,β) est un élément de Es strictement supérieur à tous les éléments de
Î ×Λ, alors, par le Lemme 2.2.4, la matrice(
x
(j,β)s
i,α
)
(i,α)∈Î×Λ
est q-quantique, et on note :
δ
(j,β)s
Î ,Λ
:= detq
(
x
(j,β)s
i,α
)
(i,α)∈Î×Λ.
Si I ′ est une partie de ❏1, d❑, si Λ′ est une partie de ❏1, e❑ avec |I | = |I ′|, |Λ| = |Λ′|
et I ′ ∩ Î =Λ′ ∩Λ= ∅, et si (j,β) est un élément de Es strictement supérieur à tous
les éléments de (Î ∪ I ′)× (Λ∪Λ′), alors, par le Lemme 2.2.4, la matrice(
x
(j,β)s
i,α
)
(i,α)∈(Î∪I ′)×(Λ∪Λ′)
est q-quantique, et on note :
δ
(j,β)s
(I,Λ)→(I ′,Λ′) := detq
(
x
(j,β)s
i,α
)
(i,α)∈(Î∪I ′)×(Λ∪Λ′).
Lorsque I = I ′, on note (plus simplement) :
δ
(j,β)s
Λ→Λ′ := detq
(
x
(j,β)s
i,α
)
(i,α)∈I×(Λ∪Λ′).
Lorsque I = I ′, Λ= {αk} (k ∈ ❏1, l❑) et Λ′ = {λ′}, on note :
δ
(j,β)s
αk→λ′ := detq
(
x
(j,β)s
i,α
)
(i,α)∈I×(αk∪{λ′}).
De même, lorsque Λ=Λ′, on note :
δ
(j,β)s′ := detq
(
x
(j,β)s
) ̂ ′ .I→I i,α (i,α)∈(I∪I )×Λ
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δ
(j,β)s
ik→i′ := detq
(
x
(j,β)s
i,α
)
(i,α)∈(îk∪{i′ })×Λ.
Soient l un entier supérieur ou égal à 2 et M = (xi,α)(i,α)∈❏1,l❑2 une matrice q-quantique
dont on note δ le déterminant quantique. D’après la formule de développement suivant la
dernière colonne (cf. [15, Corollary 4.4.4]), on a :
δ =
l∑
k=1
(−q)l−kδ
kˆ,l
xk,l. (1)
En développant chacun des mineurs apparaissant dans la formule ci-dessus suivant sa
dernière colonne, puis en itérant ce procédé, on obtient :
Lemme 2.2.7. Soit h ∈ ❏1, l − 1❑. A chaque suite (k1, . . . , kl−h) d’éléments distincts de
❏1, l❑, on peut associer un élément µ(k1,...,kl−h) de C de manière que :
Pour toute matrice q-quantique M = (xi,α)(i,α)∈❏1,l❑2 ∈Ml(K), on a :
δ =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ ̂{k1,...,kl−h},{h+1,...,l}xkl−h,h+1 . . . xk1,l ,
où δ désigne le déterminant quantique de M .
Proposition 2.2.8. Soient M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique et r =
(j,β) ∈Es \ {(d, e+ 1)}. Notons u := x(j,β)
+
s
j,β . Soit
δ = detq(xi,α) i=i1,...,il
α=α1,...,αl
un mineur quantique l× l extrait de M avec (il, αl) <s (j,β) (1 l min(d, e), 1 i1 <
· · ·< il  d , 1 α1 < · · ·< αl  e).
(1) Si u= 0, alors δ(j,β)+s = δ(j,β)s .
(2) Supposons u 
= 0. Si il = j , ou s’il existe k ∈ ❏1, l❑ tel que β = αk , ou si β < α1, alors
δ(j,β)
+
s = δ(j,β)s .
(3) Supposons u 
= 0 et il < j . Si αl < β , alors :
δ(j,β)
+
s = δ(j,β)s −
l∑
k=1
(−q)k−(l+1)u−1x(j,β)sj,αk δ
(j,β)s
αk→β (2)
et
δ(j,β)
+
s = δ(j,β)s −
l∑
(−q)(l+1)−kδ(j,β)sik→j x
(j,β)s
ik,β
u−1. (3)
k=1
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δ(j,β)
+
s = δ(j,β)s −
h∑
k=1
(−q)k−(h+1)u−1x(j,β)sj,αk δ
(j,β)s
αk→β. (4)
Démonstration. (1) Si u est nul, alors x(j,β)
+
s
i,α = x(j,β)si,α quelque soit (i, α), d’où le résultat.
(2) Supposons u 
= 0. Par les Lemmes 4.2.1 et 4.2.2 de [4], δ(j,β)+s = δ(j,β)s lorsque
il = j , ou lorsque β = αk avec k ∈ ❏1, l❑. Lorsque β < α1, x(j,β)
+
s
i,α = x(j,β)si,α quelque soit
(i, α) ∈ {i1, . . . , il} × {α1, . . . , αl}. D’où le résultat.
(3) Supposons u 
= 0 et il < j .
Cas 1. αl < β . D’après la Proposition 4.1.2 de [4], on a :
δ(j,β)s u= detq
x
(j,β)s
i1,α1
. . . x
(j,β)s
i1,αl
...
...
x
(j,β)s
il ,α1
. . . x
(j,β)s
il ,αl
u
= detq

x
(j,β)+s
i1,α1
. . . x
(j,β)+s
i1,αl
x
(j,β)+s
i1,β
...
...
...
x
(j,β)+s
il ,α1
. . . x
(j,β)+s
il ,αl
x
(j,β)+s
il ,β
x
(j,β)+s
j,α1
. . . x
(j,β)+s
j,αl
u
 .
On a donc en développant ce dernier déterminant quantique suivant sa dernière ligne (cf.
[15, Corollary 4.4.4]) :
δ(j,β)s u= uδ(j,β)+s +
l∑
k=1
(−q)k−(l+1)x(j,β)+sj,αk δ
(j,β)+s
αk→β .
Par le Lemme 2.2.4, la matriceM(j,β)s est (j,β)s-q-quantique. Donc u= x(j,β)
+
s
j,β = x(j,β)sj,β
commute avec x(j,β)si,α lorsque i < j et α < β . Par suite, u commute avec δ
(j,β)s de sorte
que :
uδ(j,β)s = uδ(j,β)+s +
l∑
k=1
(−q)k−(l+1)x(j,β)+sj,αk δ
(j,β)+s
αk→β .
Par construction, x(j,β)
+
s
j,αk
= x(j,β)sj,αk , et, par le Lemme 4.2.2 de [4], δ
(j,β)+s
αk→β = δ
(j,β)s
αk→β . On en
déduit l’égalité :
δ(j,β)
+
s = δ(j,β)s −
l∑
(−q)k−(l+1)u−1x(j,β)sj,αk δ
(j,β)s
αk→β,k=1
S. Launois / Journal of Algebra 272 (2004) 191–246 201d’où la formule (2). Pour démontrer la formule (3), on utilise les mêmes arguments en
effectuant un développement suivant la dernière colonne.
Cas 2. αh < β < αh+1. En utilisant le Lemme 2.2.7, on a :
δ(j,β)
+
s =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)+s
̂{ik1 ,...,ikl−h },{αh+1,...,αl }
x
(j,β)+s
ikl−h ,αh+1
. . . x
(j,β)+s
ik1 ,αl
.
Si k appartient à l’ensemble ❏1, h❑, alors, par le Lemme 2.2.4, la matrice(
x
(j,β)s
i,α
)
(i,α)∈ ̂{ik1 ,...,ikl−h }×({αk,αh+1,...,αl}∪{β})
est q-quantique, et on note :
δ
(j,β)s
̂{ik1 ,...,ikl−h },{αk,αh+1,...,αl}∪{β}
:= detq
(
x
(j,β)s
i,α
)
(i,α)∈ ̂{ik1 ,...,ikl−h }×({αk,αh+1,...,αl }∪{β})
.
Comme αh < β , il résulte du Cas 1 ci-dessus :
δ
(j,β)+s
̂{ik1 ,...,ikl−h },{αh+1,...,αl }
= δ(j,β)s
̂{ik1 ,...,ikl−h },{αh+1,...,αl}
−
h∑
k=1
(−q)k−(h+1)u−1x(j,β)sj,αk δ
(j,β)s
̂{ik1 ,...,ikl−h },{αk,αh+1,...,αl }∪{β}
.
En injectant ces égalités dans la formule ci-dessus donnant δ(j,β)+s , on obtient :
δ(j,β)
+
s =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)s
̂{ik1 ,...,ikl−h },{αh+1,...,αl}
x
(j,β)+s
ikl−h ,αh+1
. . . x
(j,β)+s
ik1 ,αl
−
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
h∑
k=1
(−q)k−(h+1)µ(k1,...,kl−h)
× [u−1x(j,β)sj,αk δ(j,β)ŝ{ik1 ,...,ikl−h },{αk,αh+1,...,αl}∪{β}x(j,β)+sikl−h ,αh+1 . . . x(j,β)+sik1 ,αl ].
Ainsi
δ(j,β)
+
s =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)s
̂{ik1 ,...,ikl−h },{αh+1,...,αl}
x
(j,β)s
ikl−h ,αh+1
. . . x
(j,β)s
ik1 ,αl
−
h∑
(−q)k−(h+1)k=1
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u−1x(j,β)sj,αk
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)s
̂{ik1 ,...,ikl−h },{αk,αh+1,...,αl}∪{β}
x
(j,β)s
ikl−h ,αh+1
. . . x
(j,β)s
ik1 ,αl
]
.
Par le Lemme 2.2.7 appliqué à δ = δ(j,β)s , on a :
δ(j,β)s =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)s
̂{ik1 ,...,ikl−h },{αh+1,...,αl }
x
(j,β)s
ikl−h ,αh+1
. . . x
(j,β)s
ik1 ,αl
.
Par le Lemme 2.2.7 appliqué à δ = δ(j,β)sαk→β , on a :
δ
(j,β)s
αk→β =
∑
(k1,...,kl−h)∈❏1,l❑l−h
ki 
=kj
µ(k1,...,kl−h)δ
(j,β)s
̂{ik1 ,...,ikl−h },{αk,αh+1,...,αl }∪{β}
x
(j,β)s
ikl−h ,αh+1
. . . x
(j,β)s
ik1 ,αl
.
D’où
δ(j,β)
+
s = δ(j,β)s −
h∑
k=1
(−q)k−(h+1)u−1x(j,β)sj,αk δ
(j,β)s
αk→β. ✷
Nous déduisons de la Proposition 2.2.8, à l’aide d’une récurrence, une formule qui
permet de calculer les mineurs quantiques de M en fonction de ceux qui apparaissent
dans M(d,1)s .
Corollaire 2.2.9. Soient M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique et
δ = detq(xi,α) i=i1,...,il
α=α1,...,αl
un mineur quantique l × l extrait de M (1  l  min(d, e), 1  i1 < · · · < il  d ,
1 α1 < · · ·< αl  e). Notons Fl l’ensemble défini par :
Fl :=
{
(β1, . . . , βl) ∈ ❏1, e❑l | α1  β1, . . . , αl  βl et 1 β1 < · · ·< βl  e
}
.
Supposons il < d et td,α 
= 0 pour tout α ∈ ❏1, e❑. Alors
δ =
∑
(β1,...,βl)∈Fl
λ(β1,...,βl)td,α1 . . . td,αl t
−1
d,β1
. . . t−1d,βl δ
(d,1)s
{α1,...,αl }→{β1,...,βl},
où chaque λ(β1,...,βl) appartient à C.
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L’objectif de ce paragraphe est de définir un nouvel algorithme d’effacement des
dérivations pour O, appelé algorithme d’effacement inverse ; ce dernier s’obtient en
appliquant la théorie de l’effacement des dérivations (cf. [3]) à l’extension de Ore itérée :
O =C[Yd,e] . . .
[
Y1,e;σ ′1,e, δ′1,e
]
. . .
[
Yd,1;σ ′d,1, δ′d,1
]
. . .
[
Y1,1;σ ′1,1, δ′1,1
]
.
Lemme 2.3.1. La relation “(i, α)i (j, β)” définie par :
(i, α)i (j, β) ⇔
[
(α > β) ou (α = β et i  j)],
est une relation d’ordre total sur N2, appelée ordre inverse de N2.
Notations 2.3.2.
– On note Ei(d, e) = (❏1, d❑ × ❏1, e❑ ∪ {(0,1)}) \ {(d, e)}. Lorsqu’il n’y a pas
d’ambiguïté sur les entiers d et e, on note seulement Ei .
– Soit (j,β) ∈ Ei . Si (j,β) 
= (0,1), (j,β)+i désigne le plus petit élément de Ei
strictement supérieur à (j,β) au sens de i .
– Soit (j,β) ∈ Ei . Si (j,β) 
= (d − 1, e), (j,β)−i désigne le plus grand élément de Ei
strictement inférieur à (j,β) au sens de i .
L’ordre inverse de N2 est lié à l’ordre lexicographique par la remarque suivante :
Remarque 2.3.3. Soient (i, α) et (j,β) des éléments de ❏1, d❑× ❏1, e❑. Alors
(i, α)i (j, β) ⇔ (e+ 1− α,d + 1− i)s (e+ 1− β,d + 1− j).
Nous allons maintenant montrer que l’algèbre O peut s’écrire comme une extension
de Ore itérée de la forme O = C[Yd,e] . . . [Y1,1;σ ′1,1, δ′1,1], où les indices sont or-
donnés suivant l’ordre inverse, et où, pour (d, e) <i u = (j,β) i (1,1), σ ′u est un
automorphisme C-linéaire et δ′u une σ ′u-dérivation à gauche C-linéaire de l’algèbre
C[Yd,e] . . . [Yu−i ;σ ′u−i , δ′u−i ].
Par définition, O = C〈Yd,e, Yd−1,e, . . . , Y1,e, Yd,e−1, . . . , Y1,1〉, où les indices sont
ordonnés suivant l’ordre inverse. De plus, on dispose des relations suivantes :
Considérons v = (i, α) et r = (j,β) des éléments de ❏1, d❑ × ❏1, e❑, et supposons que
v <i r . On a alors :
YrYv =

qYvYr si i = j (et β < α) ou α = β (et j < i),
YvYr si β < α et i < j,
YvYr − (q−1 − q)Yi,βYj,α sinon, c’est-à-dire β < α et j < i.
Observons que, dans le dernier cas, v <i (j,α) <i (i, β) <i r .
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le coefficient µr,v par :
Si r 
= v, µr,v =
{
q si i = j ou α = β,
1 sinon.
Si r = v, µr,v = q2.
Lemme 2.3.5. Soit
(
Yi,α Yi,β
Yj,α Yj,β
)
une matrice 2× 2 extraite de la matrice M des générateurs
canoniques de O (i < j et α < β). On pose v1 = (i, α), v2 = (i, β), v3 = (j,α) et
v4 = (j,β). Pour tout r ∈ ❏1, d❑× ❏1, e❑, on a :
µr,v1µr,v4 = µr,v2µr,v3 .
Démonstration. Résulte du Lemme 2.1.4 puisque µr,v = λ−1r,v pour tout r, v ∈ ❏1, d❑ ×
❏1, e❑. ✷
Notations 2.3.6. On note A :=Oq−1(Me,d (C)) et (Zu,γ )(u,γ )∈❏1,e❑×❏1,d❑ les générateurs
canoniques de A.
Proposition 2.3.7. Il existe un unique isomorphisme de C-algèbres f :O → A qui
transforme Yi,α en Ze+1−α,d+1−i quelque soit (i, α) ∈ ❏1, d❑× ❏1, e❑.
Démonstration. Résulte des propriétés universelles des deux algèbres O et A. ✷
Corollaire 2.3.8. Les monômes Y kd,ed,e . . .Y
k1,1
1,1 (pour lesquels les indices sont ordonnés
suivant l’ordre inverse) (ki,α ∈N) forment une base du C-espace vectoriel O.
Démonstration. On sait que les monômes Zkd,e1,1 . . .Z
k1,1
d,e (pour lesquels les indices sont
ordonnés suivant l’ordre standard) (ki,α ∈ N) forment une base du C-espace vectoriel A.
En transformant par l’isomorphisme f−1, on obtient le résultat souhaité. ✷
On déduit alors du Corollaire 2.3.8, du Lemme 2.3.5 et des Propositions 6.1.1 et 6.1.2
de [4] :
Corollaire 2.3.9.
(1) O est une extension de Ore itérée que l’on peut écrire :
O= C[Yd,e] . . .
[
Y1,1;σ ′1,1, δ′1,1
]
,
où les σ ′r sont des automorphismes C-linéaires et où les δ′r sont des σ ′r -dérivations
C-linéaires tels que, si (d, e)i v = (i, α) <i r = (j,β)i (1,1), on ait :
• σ ′r (Yv)= µr,vYv ,
• δ′r (Yv)=
{
−(q−1 − q)Yi,βYj,α si j < i et β < α,
0 sinon.
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aux µr,v et les qr (r ∈ ❏1, d❑× ❏1, e❑) étant tous égaux à q2.
(3) Si r ∈ ❏1, d❑ × ❏1, e❑ \ {(d, e)}, il existe un unique automorphisme h′r de l’algèbre
O qui vérifie h′r (Yv) = µr,vYv pour tout v ∈ ❏1, d❑ × ❏1, e❑. Comme H contient les
automorphismes h′r (r ∈ ❏1, d❑× ❏1, e❑ \ {(d, e)}), O vérifie l’Hypothèse 4.1.2 de [3]
au moyen du groupeH.
Il résulte du Corollaire 2.3.9 que la théorie d’effacement des dérivations (cf. [3])
s’applique à l’extension de Ore itérée O = C[Yd,e] . . . [Y1,1;σ ′1,1, δ′1,1]. Nous appellerons
ce nouvel algorithme d’effacement l’algorithme d’effacement inverse.
Soit r = (j,β) ∈ ❏1, d❑×❏1, e❑ avec r >i (d, e). Soit B la sous-algèbre deO engendrée
par les Yv avec v ∈ ❏1, d❑ × ❏1, e❑ et (d, e) i v <i r . Notons C la sous-algèbre de O
engendrée par B et Yr . Il résulte du Corollaire 2.3.9 que C est l’extension de Ore à gauche
B[Yr ;σ ′r , δ′r ], et que, dans F = Fract(O), on a :
+∞∑
l=0
(1− q2)−l
[l]!q2
µ−lr,vδ
′l
r (Yv)Y
−l
r =
Yv − q
−1 − q
1− q2 Yi,βYj,αY
−1
r si i > j et α > β,
Yv sinon,
et
q−1 − q
1− q2 Yi,βYj,αY
−1
r = Yi,βY−1j,βYj,α si i > j et α > β.
Compte tenu du calcul précédent, l’algorithme d’effacement inverse consiste en la
construction, pour chaque r ∈ Ei , d’une famille (Y (r)ii,α )(i,α)∈❏1,d❑×❏1,e❑ d’éléments de
F = Fract(O) comme suit :
(1) Si r = (0,1), Y (r)ii,α = Yi,α quelque soit (i, α) ∈ ❏1, d❑× ❏1, e❑.
(2) Supposons r = (j,β) <i (0,1), et supposons connus les Y (r
+i )i
i,α que nous noterons
systématiquement Y (r
+)i
i,α ((i, α) ∈ ❏1, d❑× ❏1, e❑). Si (i, α) appartient à ❏1, d❑× ❏1, e❑,
on définit l’élément Y (r)ii,α de F par :
Y
(r)i
i,α =
{
Y
(r+)i
i,α − Y (r
+)i
i,β
(
Y
(r+)i
j,β
)−1
Y
(r+)i
j,α si i > j et α > β,
Y
(r+)i
i,α sinon.
Notations 2.3.10. Soit r ∈Ei .
– On note O(r)i la sous-algèbre de F = Fract(O) engendrée par les Y (r)ii,α ((i, α) ∈
❏1, d❑× ❏1, e❑), c’est-à-dire :
O(r)i :=C〈Y (r)ii,α ∣∣ (i, α) ∈ ❏1, d❑× ❏1, e❑〉.
– On note M(r)i la matrice à d lignes et e colonnes, à coefficients dans F = Fract(O),
définie par M(r)i := (Y (r)ii,α )(i,α)∈❏1,d❑×❏1,e❑.
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M(r
+)i plutôt que M(r+i )i .
Notations 2.3.12.
– On note Oi l’algèbre déduite de O par effacement des dérivations au moyen de
l’algorithme inverse (cf. Notation 3.2.1 de [3]), c’est-à-dire Oi :=O(d−1,e)i .
– On note U :=M(d−1,e)i et Ui,α := Y (d−1,e)ii,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑.
2.4. Lien avec l’algorithme d’effacement standard pour A=Oq−1(Me,d(C))
Nous avons construit, dans la Proposition 2.3.7, un isomorphisme f :O → A =
Oq−1(Me,d(C)) qui transforme Yi,α en Ze+1−α,d+1−i pour tout (i, α) ∈ ❏1, d❑ × ❏1, e❑.
Bien sûr, f se prolonge de manière naturelle en un isomorphisme, encore noté f , de
Fract(O) sur Fract(A). Nous nous proposons d’étudier cet isomorphisme, et notamment
son comportement vis-à-vis des algorithmes d’effacement des dérivations de O et A.
Remarque 2.4.1. On peut appliquer les résultats du paragraphe 2.1 à l’algèbre A en
changeant (d, e, q) en (e, d, q−1), et ceci conduit à la construction, pour chaque r
appartenant à Es(e, d), d’une famille (Z(r)si,α )(i,α)∈❏1,e❑×❏1,d❑ d’éléments de Fract(A).
Lemme 2.4.2. Pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑, pour tout (j,β) ∈Ei , on a :
f
(
Y
(j,β)i
i,α
)=Z(e+1−β,d+1−j)se+1−α,d+1−i .
Démonstration. On fait une récurrence descendante sur (j,β) au sens de i . Si (j,β)=
(0,1), on a :
f
(
Y
(0,1)i
i,α
)= f (Yi,α)=Ze+1−α,d+1−i = Z(e,d+1)se+1−α,d+1−i .
Supposons (j,β) <i (0,1), et notons (j,β)+i = (j+, β+). D’après la Remarque 2.3.3,
(e+ 1− β+, d + 1− j+) est le plus petit couple de
Es(e, d)=
(
❏1, e❑× ❏1, d❑∪ {(e, d + 1)}) \ {(1,1)}
strictement supérieur au sens de s à (e + 1 − β,d + 1 − j), c’est-à-dire (e + 1 − β+,
d + 1− j+)= (e+ 1− β,d + 1− j)+s avec les conventions du paragraphe 2.1.
Soit (i, α) un élément de ❏1, d❑× ❏1, e❑. Nous envisageons deux cas.
Si j < i et β < α, alors
Y
(j,β)i
i,α = Y
(j,β)+i
i,α − Y
(j,β)+i
i,β
(
Y
(j,β)+i
j,β
)−1
Y
(j,β)+i
j,α ,
et on déduit de l’hypothèse de récurrence :
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(
Y
(j,β)i
i,α
)=Z(e+1−β+,d+1−j+)se+1−α,d+1−i
−Z(e+1−β+,d+1−j+)se+1−β,d+1−i
(
Z
(e+1−β+,d+1−j+)s
e+1−β,d+1−j
)−1
Z
(e+1−β+,d+1−j+)s
e+1−α,d+1−j .
Comme (e + 1 − β+, d + 1 − j+) = (e + 1 − β,d + 1 − j)+s , on déduit de l’égalité
ci-dessus :
f
(
Y
(j,β)i
i,α
)=Z(e+1−β,d+1−j)+se+1−α,d+1−i
−Z(e+1−β,d+1−j)+se+1−β,d+1−i
(
Z
(e+1−β,d+1−j)+s
e+1−β,d+1−j
)−1
Z
(e+1−β,d+1−j)+s
e+1−α,d+1−j .
De plus, nous sommes dans le cas où j < i et β < α, de sorte que e+ 1 − α < e+ 1− β
et d + 1− i < d + 1− j . Par suite, on a bien :
f
(
Y
(j,β)i
i,α
)=Z(e+1−β,d+1−j)se+1−α,d+1−i .
Si j  i ou β  α, alors Y (j,β)ii,α = Y
(j,β)+i
i,α , et on déduit de l’hypothèse de récurrence que
f
(
Y
(j,β)i
i,α
)=Z(e+1−β+,d+1−j+)se+1−α,d+1−i .
Comme j  i ou β  α, alors e+ 1 − α  e+ 1 − β ou d + 1 − i  d + 1 − j , de sorte
que :
f
(
Y
(j,β)i
i,α
)=Z(e+1−β,d+1−j)se+1−α,d+1−i . ✷
Corollaire 2.4.3. Soit (j,β) ∈Ei . f induit un isomorphisme, encore noté f , deO(j,β)i sur
A(e+1−β,d+1−j)s . Il transforme Y (j,β)ii,α en Z(e+1−β,d+1−j)se+1−α,d+1−i quelque soit (i, α) ∈ ❏1, d❑×
❏1, e❑.
2.5. Mineurs quantiques et algorithme d’effacement inverse
Dans tout ce paragraphe, K désigne une C-algèbre que l’on suppose être un corps
gauche et toutes les matrices sont à coefficients dans K .
Définition 2.5.1. Soient (j,β) ∈Ei et M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice d×e. On dit
que M est (j,β)i-q-quantique si les relations de commutation suivantes sont satisfaites :
Si
( x y
z t
)
est une matrice 2× 2 extraite de M , on a :
(1) yx = q−1xy , tz= q−1zt , zx = q−1zx , ty = q−1yt , zy = zy ,
(2) si x = xv , alors {
v i (j, β) ⇒ tx = xt,
v <i (j,β) ⇒ tx = xt − (q − q−1)yz.
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décrit Ei , on définit des matrices M(r)i = (x(r)ii,α )(i,α)∈❏1,d❑×❏1,e❑ comme suit :
(1) Si r = (0,1), les coefficients de la matrice M(r)i sont définis par x(0,1)i,α := xi,α quelque
soit (i, α) ∈ ❏1, d❑× ❏1, e❑.
(2) Supposons r = (j,β) ∈Ei \ {(0,1)}, et supposons connue M(r+i )i que nous noterons
systématiquement M(r+)i . (On notera aussi x(r+)ii,α plutôt que x(r
+i )i
i,α les coefficients de
M(r
+)i
.) On définit les coefficients x(r)ii,α de la matrice M(r)i de la manière suivante :
(a) Si x(r+)ij,β = 0, alors x(r)ii,α = x(r
+)i
i,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑.
(b) Si x(r+)ij,β 
= 0 et si (i, α) ∈ ❏1, d❑× ❏1, e❑, alors :
x
(r)i
i,α =
{
x
(r+)i
i,α − x(r
+)i
i,β
(
x
(r+)i
j,β
)−1
x
(r+)i
j,α si j < i et β < α,
x
(r+)i
i,α sinon.
On dit que la matrice M(r)i se déduit de M par effacement des dérivations inverse à
l’étape r .
(3) Lorsque r = (d − 1, e), on note U = M(d−1,e)i et ui,α = x(d−1,e)ii,α quelque soit
(i, α) ∈ ❏1, d❑× ❏1, e❑.
Lemme 2.5.3. Soit (j,β) ∈Ei . Si M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ est une matrice q-quantique,
alors la matrice M(j,β)i est (j,β)i -q-quantique.
Démonstration. Il résulte du Corollaire 2.3.9 que l’on peut appliquer à l’algèbre O le
Théorème 3.2.1 de [3] et la Proposition 6.1.1 de [3]. Ainsi, si r = (j,β) appartient à
Ei , O(r)i est la C-algèbre engendrée par les indéterminées Y (r)ii,α ((i, α) ∈ ❏1, d❑× ❏1, e❑)
soumises aux relations suivantes :
Si
( x y
z t
)
est une matrice 2× 2 extraite de la matrice (Y (r)ii,α )(i,α)∈❏1,d❑×❏1,e❑, on a :
(1) yx = q−1xy , zx = q−1xz, ty = q−1yt , tz= q−1zt , zy = yz.
(2) Si x = Y (r)iv , alors {
v i r ⇒ tx = xt,
v <i r ⇒ tx = xt − (q − q−1)yz.
Par suite, quelque soit r = (j,β) ∈ Ei , la matrice (Y (j,β)ii,α )(i,α)∈❏1,d❑×❏1,e❑ est (j,β)i-q-
quantique.
Soit M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique. Nous démontrons maintenant
le lemme par récurrence descendante (au sens de i ) sur (j,β).
Si (j,β)= (0,1), alors M(j,β)i =M . D’où le résultat. Supposons (j,β) ∈Ei \ {(0,1)},
et supposons démontré que M(j,β)
+
i est (j,β)+-q-quantique.i
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+
i
j,β est nul ou non. Mais, dans le
cas où il est nul, on conclut facilement à partir de l’hypothèse de récurrence que M(j,β)i
est (j,β)i-q-quantique. Nous ne détaillerons donc que le cas où x
(j,β)+i
j,β est non nul.
Il résulte du premier point ci-dessus qu’il existe un homomorphisme de C-algèbres
g :O(j,β)+i →K tel que g(Y (j,β)
+
i
i,α )= x
(j,β)+i
i,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑. De plus, il
résulte du Théorème 3.2.1 de [3] que le système multiplicatif S engendré par Y (j,β)
+
i
j,β vérifie
la condition de Ore des 2 côtés dans O(j,β)+i et O(j,β)i , et que O(j,β)+i S−1 =O(j,β)i S−1.
Comme g(Y (j,β)
+
i
j,β )= x
(j,β)+i
j,β est inversible dans K (puisque x
(j,β)+i
j,β est non nul), on peut
prolonger g en un homomorphisme de O(j,β)+i S−1 = O(j,β)i S−1 dans K . Observons,
maintenant, que, si i > j et α > β , on a :
g
(
Y
(j,β)i
i,α
)= g(Y (j,β)+ii,α − Y (j,β)+ii,β (Y (j,β)+ij,β )−1Y (j,β)+ij,α )
= g
(
Y
(j,β)+i
i,α
)
− g
(
Y
(j,β)+i
i,β
)
g
(
Y
(j,β)+i
j,β
)−1
g
(
Y
(j,β)+i
j,α
)
= x(j,β)
+
i
i,α − x
(j,β)+i
i,β
(
x
(j,β)+i
j,β
)−1
x
(j,β)+i
j,α = x(j,β)ii,α ,
et que, si i  j ou α  β , on a :
g
(
Y
(j,β)i
i,α
)= g(Y (j,β)+ii,α )= x(j,β)+ii,α = x(j,β)ii,α .
Ainsi g(Y (j,β)ii,α )= x(j,β)ii,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑.
Comme, par le premier point ci-dessus, la matrice (Y (j,β)ii,α )(i,α)∈❏1,d❑×❏1,e❑ est (j,β)i-
q-quantique, et comme g est un homomorphisme d’algèbres, la matrice M(j,β)i =
(x
(j,β)i
i,α )(i,α)∈❏1,d❑×❏1,e❑ est aussi (j,β)i-q-quantique. ✷
Corollaire 2.5.4. Soit (j,β) ∈ Ei . Si M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ est une matrice q-
quantique, alors il en est de même pour la matrice déduite de M(j,β)i par suppression
des colonnes 1, . . . , β et pour la matrice déduite de M(j,β)i par suppression des lignes
1, . . . , j et des colonnes 1, . . . , β − 1.
Nous allons maintenant établir, pour l’algorithme d’effacement inverse, des formules
analogues à celle de la Proposition 4.1.2 de [4] et à celle du Lemme 4.2.1 de [4].
Proposition 2.5.5. Soient
δ = detq(Yi,α) i=i1,...,il
α=α1,...,αl
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et r = (j,β) ∈ Ei . Supposons (i1, α1) <i r . Alors, par le Lemme 2.5.3, la matrice
(Y
(j,β)i
i,α ) i=i1,...,il
α=α1,...,αl
est q-quantique, et on a :
f
(
δ(j,β)i
)= detq−1(Z(e+1−β,d+1−j)su,γ )u=e+1−αl ,...,e+1−α1
γ=d+1−il ,...,d+1−i1
.
Démonstration. Notons u1 = e+ 1−αl, . . . , ul = e+ 1−α1 et γ1 = d + 1− il, . . . , γl =
d + 1− i1.
Comme δ(r)i =∑σ∈Sl (−q)l(σ )Y (r)ii1,ασ(1) . . .Y (r)iil ,ασ(l) , on déduit du Lemme 2.4.2 :
f
(
δ(r)i
)= ∑
σ∈Sl
(−q)l(σ )Z(e+1−β,d+1−j)se+1−ασ(1),d+1−i1 . . .Z
(e+1−β,d+1−j)s
e+1−ασ(l),d+1−il
c’est-à-dire :
f
(
δ(r)i
)= ∑
σ∈Sl
(−q)l(σ )Z(e+1−β,d+1−j)sul+1−σ(1),γl . . .Z(e+1−β,d+1−j)sul+1−σ(l),γ1 .
Notons σ0 la permutation de ❏1, l❑ telle que, pour tout j ∈ ❏1, l❑, σ0(j) = l + 1 − j . On
peut alors écrire la dernière égalité comme suit :
f
(
δ(r)i
)= ∑
σ∈Sl
(−q)l(σ )Z(e+1−β,d+1−j)suσ0σ(1),γσ0(1) . . .Z
(e+1−β,d+1−j)s
uσ0σ(l),γσ0(l)
c’est-à-dire :
f
(
δ(r)i
)=∑
τ∈Sl
(−q)l(σ0τ )Z(e+1−β,d+1−j)suτ(1),γσ0(1) . . .Z
(e+1−β,d+1−j)s
uτ(l),γσ0(l)
.
Comme l(σ0τ )= l(σ0)− l(τ ), l’égalité ci-dessus s’écrit :
f
(
δ(r)i
)=∑
τ∈Sl
(−q)l(σ0)−l(τ )Z(e+1−β,d+1−j)suτ(1),γσ0(1) . . .Z
(e+1−β,d+1−j)s
uτ(l),γσ0(l)
.
Par le Lemme 4.1.1 de [15], on a donc bien :
f (δ(r)i )= detq−1
(
Z
(e+1−β,d+1−j)s
u,γ
)
u=u1,...,ul
γ=γ1,...,γl
. ✷
Proposition 2.5.6. Soient N un entier supérieur ou égal à 2 et M = (xi,α)(i,α)∈❏1,N❑2 une
matrice q-quantiqueN ×N . Supposons que x1,1 soit non nul, et notons M˜(1,1)i la matrice
déduite de M(1,1)i par suppression de sa première ligne et de sa première colonne. (M˜(1,1)i
est q-quantique par le Lemme 2.5.3.) Alors
detq(M)= detq
(
M˜(1,1)i
)
x1,1.
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niques. Comme M est q-quantique, il résulte de la propriété universelle de B =
Oq(MN(C)) qu’il existe un homomorphisme de C-algèbres g :B→K tel que g(Yi,α)=
xi,α pour tout (i, α) ∈ ❏1,N❑2. Compte tenu du Corollaire 2.3.9 (avec d = e = N ), on
peut appliquer le Théorème 3.2.1 de [3] à l’extension de Ore itérée B = C[YN,N ] . . .
[Y1,1;σ ′1,1, δ′1,1]. Ainsi le système multiplicatif S engendré par Y1,1 vérifie la condition
de Ore des 2 côtés dans B et B(1,1)i , et on a :
BS−1 = B(1,1)i S−1.
Comme g(Y1,1)= x1,1 est inversible dans K (puisque x1,1 est non nul), on peut prolonger
g en un homomorphisme de BS−1 = B(1,1)i S−1 dans K .
Il résulte de la définition des x(1,1)ii,α ((i, α) ∈ ❏1,N❑2) que g(Y (1,1)ii,α ) = x(1,1)ii,α quelque
soit (i, α) ∈ ❏1,N❑2. Notons C = Oq−1(MN(C)) et (Zu,γ )(u,γ )∈❏1,N❑2 ses générateurs
canoniques. D’après la Proposition 2.3.7 (appliquée avec d = e = N ) et le paragraphe
2.4, il existe un isomorphisme f de Fract(B) sur Fract(C) qui transforme Yi,α en
ZN+1−α,N+1−i et Y (1,1)ii,α en Z
(N,N)s
N+1−α,N+1−i ((i, α) ∈ ❏1,N❑2). De plus, d’après la
Proposition 4.1.2 de [4], on a :
detq−1
(
(Zi,α)(i,α)∈❏1,N❑2
)= detq−1((Z(N,N)si,α )(i,α)∈❏1,N−1❑2)ZN,N .
En transformant par f−1, et en utilisant la proposition 2.5.5, on obtient :
detq
(
(Yi,α)(i,α)∈❏1,N❑2
)= detq((Y (1,1)ii,α )(i,α)∈❏2,N❑2)Y1,1.
On conclut en transformant cette dernière égalité par l’homomorphisme d’algèbres g. ✷
Lemme 2.5.7. Soient N un entier supérieur ou égal à 2 et M = (xi,α)(i,α)∈❏1,N+1❑×❏1,N❑
une matrice q-quantique (N + 1) × N . Supposons que x1,1 soit non nul, et notons M˜
(respectivement M˜(1,1)i ) la matrice déduite deM (respectivementM(1,1)i ) par suppression
de sa première ligne. (M˜ est q-quantique comme matrice extraite d’une matrice q-
quantique et M˜(1,1)i est q-quantique par le Lemme 2.5.3.) Alors
detq
(
M˜
)= detq(M˜(1,1)i).
Démonstration. Notons B := Oq(MN+1,N (C)) et (Yi,α)(i,α)∈❏1,N+1❑×❏1,N❑ ses géné-
rateurs canoniques. Comme M est q-quantique, il résulte de la propriété universelle de
B = Oq(MN+1,N (C)) qu’il existe un homomorphisme de C-algèbres g :B →K tel que
g(Yi,α) = xi,α pour tout (i, α) ∈ ❏1,N + 1❑ × ❏1,N❑. Compte tenu du Corollaire 2.3.9
(avec d = N + 1 et e = N ), on peut appliquer le Théorème 3.2.1 de [3] à l’extension de
Ore itérée B = C[YN+1,N ] . . . [Y1,1;σ ′1,1, δ′1,1]. Ainsi le système multiplicatif S engendré
par Y1,1 vérifie la condition de Ore des 2 côtés dans B et B(1,1)i , et on a :
BS−1 = B(1,1)i S−1.
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g en un homomorphisme de BS−1 = B(1,1)i S−1 dans K et il résulte de la définition
des x(1,1)ii,α ((i, α) ∈ ❏1,N + 1❑ × ❏1,N❑) que g(Y (1,1)ii,α ) = x(1,1)ii,α quelque soit (i, α) ∈
❏1,N + 1❑× ❏1,N❑. Notons C = Oq−1(MN,N+1(C)) et (Zu,γ )(u,γ )∈(i,α)∈❏1,N❑×❏1,N+1❑
ses générateurs canoniques. D’après la Proposition 2.3.7 (appliquée avec d = N + 1 et
e = N ) et le paragraphe 2.4, il existe un isomorphisme f de Fract(B) sur Fract(C) qui
transforme Yi,α en ZN+1−α,N+2−i et Y (1,1)ii,α en Z
(N,N+1)s
N+1−α,N+2−i ((i, α) ∈ ❏1,N + 1❑ ×
❏1,N❑). Comme
(Zi,α) i=1,...,N
α=1,...,N
est q-quantique (elle est extraite d’une matrice q-quantique) et comme
(
Z
(N,N+1)s
i,α
)
i=1,...,N
α=1,...,N
est aussi q-quantique (cf. Lemme 2.2.4), on déduit du Lemme 4.2.1 de [4] que :
detq−1
(
(Zi,α) i=1,...,N
α=1,...,N
)
= detq−1
((
Z
(N,N+1)s
i,α
)
i=1,...,N
α=1,...,N
)
.
En transformant par l’isomorphisme d’algèbres f−1, on obtient, compte tenu de la
Proposition 2.5.5 :
detq
(
(Yi,α) i=2,...,N+1
α=1,...,N
)
= detq
((
Y
(1,1)i
i,α
)
i=2,...,N+1
α=1,...,N
)
.
On conclut en transformant cette dernière égalité par l’homomorphisme d’algèbres g. ✷
Nous allons maintenant établir une formule qui permet de calculer les mineurs
quantiques apparaissant dans la matrice M en fonction de ceux qui apparaissent dans la
matrice M(d,1)i .
Lemme 2.5.8. Soit j un élément ❏1, d❑. Le système multiplicatif Sj de O engendré par
Y1,1, . . . , Yj,1 est formé d’éléments réguliers, et il vérifie la condition de Ore des 2 côtés
dansO.
Démonstration. Comme les Yk,1 q-commutent entre eux, Sj est inclus dans {cY aj,1j,1 . . .
Y
a1,1
1,1 | c ∈C∗, al,1 ∈N}. De plus, Sj est formé d’éléments réguliers puisqueO est intègre.
Nous démontrons maintenant, par récurrence sur j , que Sj vérifie la condition de Ore à
gauche. Si j = 1, il résulte du Corollaire 2.3.9 que l’on peut appliquer le Théorème 3.2.1 de
[3] à l’algèbre O. Ainsi le système multiplicatif S1 engendré par Y1,1 vérifie la condition
de Ore des 2 côtés dans O. Supposons j > 1, et considérons des éléments x de O et
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s ∈ Sj−1 tels que :
sx = y ′Y aj−1,1j−1,1 . . .Y a1,11,1 .
Par suite, en posant x ′ = c−1y ′, on obtient :
sx = x ′cY aj−1,1j−1,1 . . .Y a1,11,1 .
Alors
Y lj,1s︸︷︷︸
∈Sj
x = Y lj,1x ′cY aj−1,1j−1,1 . . .Y a1,11,1 (∀l ∈N).
Pour obtenir le résultat souhaité, il suffit donc de démontrer que le système multiplicatif
S engendré par Yj,1 vérifie la condition de Ore à gauche dans O. Soit y ∈ O. Comme
O = C[Yd,e] . . . [Y1,1;σ ′1,1, δ′1,1] (les indices étant ordonnés suivant l’ordre inverse), on
peut écrire :
y =
∑
finie
aY
bj,1
j,1 . . . Y
b1,1
1,1 ,
où chaque a est un élément de C[Yd,e] . . . [Yj+1,1;σ ′j+1,1, δ′j+1,1]. (Dans le cas où j = d , a
appartient à C[Yd,e] . . . [Y1,2;σ ′1,2, δ′1,2].) Or Y lj,1a = a′Yj,1 avec a′ ∈O dès que l est assez
grand puisque δ′j,1 est localement nilpotente. Ainsi, pour l assez grand, on a :
Y lj,1y =
∑
finie
a′′Y bj,1j,1 Y
bj−1,1
j−1,1 . . .Y
b1,1
1,1 Yj,1
(
a′′ ∈O),
c’est-à-dire :
Y lj,1y =
(∑
finie
a′′Y bj,1j,1 Y
bj−1,1
j−1,1 . . .Y
b1,1
1,1
)
︸ ︷︷ ︸
∈O
Yj,1.
On montre alors au moyen d’une récurrence que, pour tout entier i  1, il existe un entier
i ′  1 tel que Y i′j,1y = y ′Y ij,1 avec y ′ ∈O. Ainsi S vérifie la condition de Ore à gauche, et,
par suite, Sj vérifie aussi la condition de Ore à gauche.
On démontre de manière analogue que Sj vérifie la condition de Ore à droite. ✷
Proposition 2.5.9. Soient M = (xi,α)(i,α)∈❏1,d❑×❏1,e❑ une matrice q-quantique et
δ = detq(xi,α) i=i1,...,il
α=α1,...,αl
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1 α1 < · · ·< αl  e). Notons F ′l l’ensemble défini par :
F ′l =
{
(j1, . . . , jl) ∈ ❏1, d❑l | j1  i1, . . . , jl  il et 1 j1 < . . . < jl  d
}
.
Supposons α1 > 1 et ui,1 
= 0 pour tout i ∈ ❏1, d❑. Si (j1, . . . , jl) appartient à l’ensemble
F ′l , alors, par le Lemme 2.5.3, la matrice (x
(d,1)i
i,α )(i,α)∈{j1,...,jl }×{α1,...,αl} est q-quantique,
et on note :
δ
(d,1)i
{i1,...,il }→{j1,...,jl } := detq
(
x
(d,1)i
i,α
)
(i,α)∈{j1,...,jl }×{α1,...,αl}.
Alors
δ =
∑
(j1,...,jl )∈F ′l
λ′(j1,...,jl )ui1,1 . . .uil ,1u
−1
j1,1, . . .u
−1
jl ,1δ
(d,1)i
{i1,...,il }→{j1,...,jl},
où chaque λ′(j1,...,jl) appartient à C.
Démonstration. Comme la matrice M est q-quantique, il résulte de la propriété
universelle de O qu’il existe un homomorphisme de C-algèbres g :O → K tel que
g(Yi,α)= xi,α pour tout (i, α) ∈ ❏1, d❑× ❏1, e❑. On sait (cf. Lemme 2.5.8) que le système
multiplicatif Sd engendré par Y1,1, . . . , Yd,1 vérifie la condition de Ore des 2 côtés dans
l’algèbre O. Comme, par construction, xj,1 = uj,1 pour tout j ∈ ❏1, d❑, g(Yj,1) = xj,1 =
uj,1 est inversible dans K (puisque uj,1 est non nul) pour tout j ∈ ❏1, d❑. On peut donc
prolonger g en un homomorphisme de OS−1d dans K . Compte tenu de la construction
de l’algorithme d’effacement inverse pour O et des Conventions 2.5.2, on démontre par
récurrence que, lorsque j décrit ❏1, d❑, Y (j,1)ii,α appartient à OS−1d , et g(Y (j,1)ii,α ) = x(j,1)ii,α
((i, α) ∈ ❏1, d❑× ❏1, e❑). En particulier, Y (d,1)ii,α appartient à OS−1d , et g(Y (d,1)ii,α )= x(d,1)ii,α
((i, α) ∈ ❏1, d❑× ❏1, e❑).
Notons k1 = e + 1 − αl, . . . , kl = e + 1 − α1 et γ1 = d + 1 − il, . . . , γl = d + 1 − i1.
Notons χ le mineur quantique, extrait de la matrice (Zi,α)(i,α)∈❏1,e❑×❏1,d❑ des générateurs
canoniques de A=Oq−1(Me,d(C)), défini par :
χ := detq−1(Zk,γ ) k=k1,...,kl
γ=γ1,...,γl
.
D’après le Corollaire 2.2.9 que l’on peut l’appliquer car kl = e+ 1− α1 < e, on a :
χ =
∑
γ1β1
...
γlβl
1β1<···<βld
λ(β1,...,βl)Te,γ1 . . . Te,γl T
−1
e,β1
. . . T −1e,βlχ
(e,1)s
{γ1,...,γl}→{β1,...,βl}. (5)
Notons
ζ := detq(Yi,α) i=i1,...,il .
α=α1,...,αl
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(Y
(d,1)i
i,α )(i,α)∈{j1,...,jl}×{α1,...,αl } est q-quantique, et on note :
ζ
(d,1)i
{i1,...,il}→{j1,...,jl} := detq
(
Y
(d,1)i
i,α
)
(i,α)∈{j1,...,jl }×{α1,...,αl}.
En transformant l’égalité (5) ci-dessus par l’isomorphisme f−1 (construit dans la
Proposition 2.3.7), on obtient, compte tenu de la Proposition 2.5.5 :
ζ =
∑
γ1β1,...,γlβl
1β1<···<βld
λ(β1,...,βl)Uil ,1 . . .Ui1,1U
−1
d+1−β1,1
. . .U−1d+1−βl,1ζ
(d,1)i
{i1,...,il}→{d+1−βl ,...,d+1−β1}.
Posons j1 = d + 1 − βl, . . . , jl = d + 1 − β1. Comme les Uj,1 (j ∈ ❏1, d❑) q-commutent
entre eux, on déduit de l’égalité ci-dessus :
ζ =
∑
i1j1···
iljl
1j1<···<jld
λ′(j1,...,jl)Ui1,1 . . .Uil ,1U
−1
j1,1 . . .U
−1
jl ,1ζ
(d,1)i{i1,...,il }→{j1,...,jl },
où chaque λ′(j1,...,jl ) appartient à C. On conclut en transformant cette dernière égalité par
l’homomorphisme d’algèbres g. ✷
3. Les idéaux premiersH-invariants de Oq(Mm,p(C))
3.1. Conventions
Dans tout le paragraphe 3, nous adoptons les conventions suivantes :
• q ∈C∗ est transcendant sur Q.
• m et p désignent des entiers naturels supérieurs ou égaux à 2.
• On note M = Oq(Mm,p(C)) l’algèbre des matrices q-quantiques à m lignes et
p colonnes, à coefficients dans C. Rappelons que M est une algèbre intègre et
noethérienne. De plus, comme q est transcendant sur Q, il résulte du Théorème 2.3
de [9] que les idéaux premiers deM sont complètement premiers.
• On noteH := (C∗)m+p . On a déjà vu (cf. paragraphe 2.1 avec d =m et e= p) queH
est un groupe qui agit par automorphismes surM.
• J désigne un idéal premierH-invariant deM.
• On pose n :=m+p, et on note R =Oq(Mn(C)) l’algèbre des matrices q-quantiques
à n lignes et n colonnes, à coefficients dans C, c’est-à-dire la C-algèbre engendrée
par les n2 indéterminées Yi,α (1  i, α  n) soumises aux relations de commutation
suivantes :
Si
( x y)
est une matrice 2× 2 extraite de la matrice M = (Yi,α)(i,α)∈❏1,n❑2 , on a :z t
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(2) tx = xt − (q − q−1)yz.
Rappelons que R est une algèbre intègre et noethérienne. De plus, comme q est
transcendant sur Q, il résulte du Théorème 2.3 de [9] que les idéaux premiers de R
sont complètement premiers.
• On note HR := (C∗)2n. On a déjà vu (cf. paragraphe 2.1 avec d = e = n) que HR est
un groupe qui agit par automorphismes sur R via :
(a1, . . . , an, b1, . . . , bn).Yi,α = aibαYi,α(
(i, α) ∈ ❏1, n❑2, (a1, . . . , an, b1, . . . , bn) ∈HR
)
.
• On note ∆ le déterminant quantique de R, c’est-à-dire :
∆= detq(Yi,α)(i,α)∈❏1,n❑2 .
Rappelons que ∆ est un élément central de R.
• On rappelle que l’algèbre Oq(GLn(C)) est, par définition, le localisé de R en les
puissances de ∆, ce que l’on notera :
Oq
(
GLn(C)
)=R∆.
Rappelons que Oq(GLn(C)) est une algèbre intègre et noethérienne. De plus, comme
l’anneau R est noethérien, on déduit de la théorie de la localisation non-commutative
(cf., par exemple, [10, Chapter 9]) que les idéaux premiers de Oq(GLn(C)) sont
complètement premiers.
• Comme ∆ est un HR-vecteur propre de R, l’action de HR sur R se prolonge en une
action par automorphismes sur Oq(GLn(C)).
• On note
Oq
(
SLn(C)
)= R
(∆− 1)R
l’algèbre des fonctions régulières quantiques sur le groupe SLn(C) et (Xi,α)(i,α)∈❏1,n❑2
les générateurs canoniques de Oq(SLn(C)). (Xi,α est l’image canonique de Yi,α dans
l’algèbre quotient Oq(SLn(C)) ((i, α) ∈ ❏1, n❑2).) Rappelons que Oq(SLn(C)) est
une algèbre intègre et noethérienne. De plus, comme les idéaux premiers de R sont
complètement premiers, il en est de même pour les idéaux premiers de Oq(SLn(C)).
• On note H′R le sous-groupe de HR défini par :
H′R :=
{
(a1, . . . , an, b1, . . . , bn) ∈HR | a1 . . . anb1 . . . bn = 1
}
.
H′R agit sur Oq(SLn(C)) par automorphismes via (cf. [2, 2.1.16]) :
(a1, . . . , an, b1, . . . , bn).Xi,α = aibαXi,α(
(i, α) ∈ ❏1, n❑2, (a1, . . . , an, b1, . . . , bn) ∈H′R
)
.
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J de M est engendré, comme idéal à droite (respectivement à gauche) de M, par des
mineurs quantiques. Pour ceci, nous utilisons la théorie de l’effacement des dérivations.
Rappelons que cette théorie construit un algorithme d’effacement dans l’algèbre R =
Oq(Mn(C)) qui dépend de l’ordre dans lequel on considère les générateurs canoniques
de R. Pour résoudre notre problème, nous sommes conduits à utiliser l’ordre (m,p)
construit comme suit : on ordonne les Yi,α dans l’ordre lexicographique inverse de Ym,n à
Y1,1, puis dans l’ordre lexicographique (usuel) de Ym+1,1 à Yn,n. L’intérêt de ce choix réside
dans le fait qu’il existe un plongement naturel de l’algèbre M dans l’algèbre R(m,m)m
déduite de R à l’étape (m,m) de l’algorithme d’effacement, et que l’idéal premier H-
invariant J de R est la trace d’un idéal premier HR-invariant I de R(m,m)m , qui est lui-
même l’image, par l’injection canonique associée à l’algorithme d’effacement (cf. [3]),
d’un idéal premierHR-invariantL de R qui ne contient pas le déterminant quantique∆ de
R. L’extension L∆ de L dans Oq(GLn(C))=R∆ (au sens de la théorie de la localisation)
est donc un idéal premierHR-invariant de Oq(GLn(C)).
Nous démontrons ensuite que les idéaux premiers HR-invariants de Oq(GLn(C))
sont engendrés par des mineurs quantiques. On y parvient assez aisément (cf. Proposi-
tion 3.4.11) en se ramenant, au moyen de l’isomorphisme de Levasseur–Stafford (cf. [13]),
au cas de Oq(SLn(C)). Dans ce dernier cas, on utilise la description des idéaux premiers
H′R-invariants, obtenue par K.A. Brown et K.R. Goodearl dans [1].
Alors, en utilisant le fait que L∆ est engendré par des mineurs quantiques de R, on
parvient à démontrer qu’un localisé de l’idéal I est engendré par des mineurs quantiques
de M, puis qu’il en est de même pour sa trace J sur M. Naturellement, tout ceci est
subordonné à une étude détaillée de l’algorithme d’effacement (m,p) ci-dessus et, en
particulier, au comportement des mineurs quantiques vis-à-vis de cet algorithme.
3.2. L’algorithme d’effacement (m,p) pour l’algèbre R
L’objectif de ce paragraphe est d’obtenir un troisième algorithme d’effacement des
dérivations pour R, que nous allons construire à partir des algorithmes d’effacement
standard et inverse.
Lemme 3.2.1. La relation “(i, α)m (j,β)” définie par :
(i, α)m (j,β) ⇔
{
(i, α)s (j, β) si j >m,
i m et (i, α)i (j, β) si j m,
est une relation d’ordre total sur N2, appelée ordre (m,p) de N2.
Notations 3.2.2.
– On note Em = (❏1, n❑2 ∪ {(n,n+ 1)}) \ {(m,n)}.
– Soit (j,β) ∈Em. Si (j,β) 
= (n,n+ 1), (j,β)+m désigne le plus petit élément de Em
strictement supérieur à (j,β) au sens de m.
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= (m− 1, n), (j,β)−m désigne le plus grand élément de
Em strictement inférieur à (j,β) au sens de m.
L’ordre (m,p) de N2 est lié à l’ordre standard et à l’ordre inverse :
Remarque 3.2.3. Soient (i, α) et (j,β) des éléments de Em avec j >m. Alors
(i, α)m (j,β) ⇔ (i, α)s (j, β).
Ainsi, si (j,β) 
= (n,n+1), (j,β)+m = (j,β)+s , où (j,β)+s désigne le plus petit élément
de Es(n,n)= (❏1, n❑2 ∪{(n,n+1})\ {(1,1)} strictement supérieur à (j,β) au sens des .
Remarque 3.2.4. Soient (i, α) et (j,β) des éléments de Em avec j m. Alors
(i, α)m (j,β) ⇔ i m et (i, α)i (j, β).
Ainsi, si (j,β) 
= (1,1), (j,β)+m = (j,β)+i , où (j,β)+i désigne le plus petit élément de
Ei(m,n) := (❏1,m❑ × ❏1, n❑ ∪ {(0,1}) \ {(m,n)} strictement supérieur à (j,β) au sens
de i .
On sait (cf. paragraphe 2.1 avec d = e = n) que R est une extension de Ore itérée que
l’on peut écrire C[Y1,1][Y1,2;σ1,2, δ1,2] . . . [Yn,n;σn,n, δn,n], où les indices sont ordonnés
suivant l’ordre standard, et où σu et δu ((1,1) <s us (n,n)) sont définis comme dans le
paragraphe 2.1 (avec d = e= n).
Rappelons aussi que, d’après le Corollaire 2.3.9 (avec d = e= n), R est une extension
de Ore itérée que l’on peut écrire C[Yn,n][Yn−1,n;σ ′n−1,n, δ′n−1,n] . . . [Y1,1;σ ′1,1, δ′1,1], où
les indices sont ordonnés suivant l’ordre inverse, et où σ ′u et δ′u ((n,n) <i ui (1,1)) sont
définis comme dans le Corollaire 2.3.9 (avec d = e= n).
Nous établissons maintenant que R est une extension de Ore que l’on peut écrire :
R =C[Ym,n] . . .
[
Y1,1;σ ′1,1, δ′1,1
][Ym+1,1;σm+1,1, δm+1,1] . . . [Yn,n;σn,n, δn,n],
où les indices sont ordonnés suivant l’ordre (m,p). De plus, nous montrons que l’extension
de Ore R =C[Ym,n] . . . [Y1,1;σ ′1,1, δ′1,1][Ym+,1;σm+1,1, δm+1,1] . . . [Yn,n;σn,n, δn,n] vérifie
les Conventions 3.1 de [3] ainsi que l’Hypothèse 4.1.2 de [3].
Notons B la sous-algèbre de R engendrée par les Yi,α avec (i, α) ∈ ❏1,m❑ × ❏1, n❑.
Comme R =C[Y1,1][Y1,2;σ1,2, δ1,2] . . . [Y1,n;σ1,n, δ1,n] . . . [Yn,n;σn,n, δn,n], on a :
• B = C[Y1,1][Y1,2;σ1,2, δ1,2] . . . [Y1,n;σ1,n, δ1,n] . . . [Ym,n;σm,n, δm,n].
• R = B[Ym+1,1;σm+1,1, δm+1,1] . . . [Yn,n;σn,n, δn,n].
Comme B est isomorphe à Oq(Mm,n(C)), par un isomorphisme qui transforme Yi,α
en yi,α ((i, α) ∈ ❏1,m❑ × ❏1, n❑) ((yi,α)(i,α)∈❏1,m❑×❏1,n❑ désignent ici les générateurs
canoniques de Oq(Mm,n(C))), on déduit du Corollaire 2.3.9 (avec d =m et e= n) :
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B =C[Ym,n] . . .
[
Y1,1;σ ′1,1, δ′1,1
]
où les indices sont ordonnés suivant l’ordre inverse, et où, si (m,n) <i ui (1,1), σ ′u
et δ′u sont définis comme dans le Corollaire 2.3.9 (avec d =m et e= n).
– B vérifie les Conventions 3.1 de [3], les λu,v (v,u ∈ ❏1,m❑ × ❏1, n❑, v <i u) étant
égaux aux µu,v (cf. Notation 2.3.4) et les qu (u ∈ ❏1,m❑ × ❏1, n❑) étant tous égaux
à q2.
– Si u ∈ ❏1,m❑× ❏1, n❑ \ {(m,n)}, il existe un unique automorphisme h′u de l’algèbre B
qui vérifie h′u(Yv)= µu,vYv pour tout v ∈ ❏1,m❑× ❏1, n❑.
Notation 3.2.5. Soient v = (i, α) et u = (j,β) des éléments de ❏1, n❑2. On définit les
coefficients ηu,v par :
• Si u 
= v,
ηu,v =

q−1 si i = j >m,
q si i = j m,
q−1 si α = β et max(i, j) > m,
q si α = β et max(i, j)m,
1 sinon.
• Si u= v,
ηu,v =
{
q−2 si i = j >m,
q2 si i = j m.
Proposition 3.2.6.
(1) R est une extension de Ore itérée que l’on peut écrire :
R =C[Ym,n] . . . [Y1,1;σ ′′1,1, δ′′1,1][Ym+1,1;σ ′′m+1,1, δ′′m+1,1] . . . [Yn,n;σ ′′n,n, δ′′n,n]
où, si (m− 1, n) m u m (n,n), σ ′′u est un automorphisme C-linéaire et δ′′u est une
σ ′′u -dérivation C-linéaire, qui, si (m,n)m v = (i, α) <m u= (j,β), vérifient :
• σ ′′u (Yv)= ηu,vYv .
• δ′′u(Yv)=
{−(q−1 − q)Yi,βYj,α si j < i m et β < α,
−(q − q−1)Yi,βYj,α si i < j,α < β et j >m,
0 sinon.
(2) R vérifie les Conventions 3.1 de [3], les λu,v (u, v ∈ ❏1, n❑2, v <m u) étant égaux aux
ηu,v et les qu (u ∈ ❏1, n❑2) étant égaux à ηu,u.
(3) Si (m − 1, n) m u m (n,n), il existe un élément h′′u de HR qui vérifie h′′u(Yv) =
ηu,vYv pour (m,n)m v m u.
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a σ ′′u = σ ′u et δ′′u = δ′u. On peut également observer que, si (m + 1,1) m u m (n,n),
on a σ ′′u = σu et δ′′u = δu. L’assertion (2) résulte alors du Corollaire 2.3.9 et de l’étude
faite au paragraphe 2.1. Il reste donc à démontrer l’assertion (3). Si (m+ 1,1)m u m
(n,n), cela résulte de l’étude faite au paragraphe 2.1. (On a alors h′′u = hu.) Supposons
maintenant u = (j,β) m (1,1), c’est-à-dire j  m. Par le Corollaire 2.3.9, il existe
un automorphisme h′u de l’algèbre B qui vérifie h′u(Yv) = ηu,vYv pour (m,n) m v m
(1,1). On sait [4, paragraphe 2.1] qu’il existe (a1, . . . , am, b1, . . . , bn) ∈ (C∗)m+n tel que
h′u(Yi,α)= aibαYi,α pour (m,n)m (i,α)m (1,1). Il en résulte que l’automorphisme h′′u
de R associé à l’élément (a1, . . . , am,1, . . . ,1, b1, . . . , bn) de (C∗)2n convient. ✷
Il résulte du (2) de la Proposition 3.2.6 que la théorie d’effacement des dérivations
(cf. [3]) s’applique à l’extension de Ore itérée R = C[Ym,n] . . . [Y1,1;σ ′1,1, δ′1,1][Ym+1,1;
σm+1,1, δm+1,1] . . . . . . [Yn,n;σn,n, δn,n]. Nous appellerons ce nouvel algorithme d’efface-
ment l’algorithme d’effacement (m,p). De plus, il résulte du (3) de la Proposition 3.2.6
que le groupeHR vérifie l’Hypothèse 4.1.2 de [3] pour l’extension de Ore ci-dessus.
Compte tenu des calculs effectués lors des constructions des algorithmes d’effacement
standard (cf. paragraphe 2.1) et inverse (cf. paragraphe 2.3), l’algorithme d’effacement
(m,p) consiste en la construction, pour chaque r ∈ Em, d’une famille (Y (r)mi,α )(i,α)∈❏1,n❑2
d’éléments de Fract(R) comme suit :
(1) Si r = (n,n+ 1), Y (r)mi,α = Yi,α quelque soit (i, α) ∈ ❏1, n❑2.
(2) Supposons r = (j,β) <m (n,n + 1), et supposons connus les Y (r+m)mi,α que nous
noterons systématiquement Y (r
+)m
i,α ((i, α) ∈ ❏1, n❑2). Si (i, α) ∈ ❏1, n❑2, on définit
l’élément Y (r)mi,α de Fract(R) par :
Y
(r)m
i,α =

Y
(r+)m
i,α − Y (r
+)m
i,β
(
Y
(r+)m
j,β
)−1
Y
(r+)m
j,α si j < i m et β < α,
Y
(r+)m
i,α − Y (r
+)m
i,β
(
Y
(r+)m
j,β
)−1
Y
(r+)m
j,α si i < j , α < β et j >m,
Y
(r+)m
i,α sinon.
Notations 3.2.7. Soit r ∈Em.
– On note R(r)m la sous-algèbre de F = Fract(R) engendrée par les Y (r)mi,α ((i, α) ∈
❏1, n❑2), c’est-à-dire :
R(r)m =C〈Y (r)mi,α | (i, α) ∈ ❏1, n❑2〉.
– On note M(r)m la matrice à n lignes et n colonnes, à coefficients dans F = Fract(R),
définie par M(r)m := (Y (r)mi,α )(i,α)∈❏1,n❑2 .
Remarque 3.2.8. Si r ∈Em n’est pas égal à (n,n+ 1), on note R(r+)m plutôt que R(r+m)m
et M(r
+)m plutôt que M(r+m)m .
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– On note Rm l’algèbre déduite de R par effacement des dérivations au moyen de
l’algorithme (m,p) (cf. Notation 3.2.1 de [3]), c’est-à-dire Rm :=R(m−1,n)m .
– On note V :=M(m−1,n)m et Vi,α := Y (m−1,n)mi,α pour tout (i, α) ∈ ❏1, n❑2.
Soit (j,β) ∈Em. Par le Théorème 3.2.1 de [3],R(j,β)m est isomorphe à une extension de
Ore itérée de la forme C[χm,n] . . . [χ(j,β)−m ;σ ′′(j,β)−m , δ′′(j,β)−m ][χj,β; τj,β ] . . . [χn,n; τn,n]
par un isomorphisme qui transforme Y (j,β)mi,α en χi,α ((i, α) ∈ ❏1, n❑2), où τj,β , . . . , τn,n dé-
signent des automorphismes C-linéaires qui vérifient τu(χi,α) = ηu,(i,α)χi,α si (m,n) m
(i,α) m u−m . Par suite, comme q est transcendant sur Q, il résulte du Théorème 2.3 de
[9] que les idéaux premiers de R(j,β)m sont complètement premiers.
De plus, comme R vérifie l’Hypothèse 4.1.2 de [3] au moyen du groupeHR , on déduit
du Lemme 4.2.1 de [3] que HR agit aussi par automorphismes sur R(j,β)m ((j,β) ∈ Em)
via :
(a1, . . . , an, b1, . . . , bn).Y
(j,β)m
i,α = aibαY (j,β)mi,α ∀(i, α) ∈ ❏1, n❑2.
Les remarques ci-dessous résultent de la construction de l’algorithme d’effacement (m,p) :
Remarques 3.2.10. Soit r = (j,β) ∈Em. Par construction, on a :
(1) Si j >m, alors Y (r)mi,α = Y (r)si,α quelque soit (i, α) ∈ ❏1, n❑2.
(2) Notons ci,α := Y (m+1,1)mi,α = Y (m+1,1)si,α quelque soit (i, α) ∈ ❏1,m❑ × ❏1, n❑. Alors,
par le Théorème 3.2.1 de [3], la sous-algèbre de R(m+1,1)m engendrée par les ci,α
((i, α) ∈ ❏1,m❑ × ❏1, n❑) est isomorphe à Oq(Mm,n(C)) par un isomorphisme qui
transforme ci,α en yi,α ((i, α) ∈ ❏1,m❑× ❏1, n❑). ((yi,α)(i,α)∈❏1,m❑×❏1,n❑ désigne ici la
matrice des générateurs canoniques de Oq (Mm,n(C)).) Si j m, alors Y (r)mi,α = c(r)ii,α
quelque soit (i, α) ∈ ❏1,m❑× ❏1, n❑.
Nous terminons ce paragraphe en étudiant l’effet de l’algorithme d’effacement (m,p)
sur le déterminant quantique ∆ de R.
Lemme 3.2.11. Soit r = (j,β) ∈Em.
(1) Supposons (m+ 1,1)m (j,β). Si i est le plus grand entier tel que (i, i) <m (j,β),
alors
∆= detq
Y
(j,β)m
1,1 . . . Y
(j,β)m
1,i
...
. . .
...
Y
(j,β)m
i,1 . . . Y
(j,β)m
i,i
Vi+1,i+1 . . . Vn,n,
et donc ∆ appartient à R(j,β)m .
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(j,β), alors
∆= detq
Y
(j,β)m
i,i . . . Y
(j,β)m
i,m
...
. . .
...
Y
(j,β)m
m,i . . . Y
(j,β)m
m,m
V1,1 . . .Vi−1,i−1Vm+1,m+1 . . .Vn,n,
et donc ∆ appartient à R(j,β)m .
(3) En particulier, ∆= V1,1 . . .Vn,n et ∆ appartient à Rm.
Démonstration.
(1) Comme l’algorithme d’effacement (m,p) coïncide ici avec l’algorithme d’effacement
standard (cf. Remarques 3.2.10), ce premier point résulte du fait que la suite
((1,1), . . . , (n,n)) est lacunaire et des Propositions 5.2.1, 5.2.2 et 5.2.3 de [4].
(2) Notons ci,α ((i, α) ∈ ❏1,m❑× ❏1, n❑) l’élément de R(m+1,1)m défini par :
ci,α := Y (m+1,1)mi,α .
D’après les Remarques 3.2.10, si (i, α) ∈ ❏1,m❑×❏1, n❑ et si (j,β) ∈ ❏1,m❑×❏1, n❑\
{(m,n)}, alors Y (j,β)mi,α = c(j,β)ii,α . De plus, d’après le 1. ci-dessus,
∆= detq
 c1,1 . . . c1,m... . . . ...
cm,1 . . . cm,m
Vm+1,m+1 . . .Vn,n.
Il suffit donc de démontrer que, si (m,m) <i (j,β)i (1,1), on a :
detq
 c1,1 . . . c1,m... . . . ...
cm,1 . . . cm,m
= detq
 c
(j,β)i
i,i . . . c
(j,β)i
i,m
...
. . .
...
c
(j,β)i
m,i . . . c
(j,β)i
m,m
V1,1 . . .Vi−1,i−1,
où i est le plus petit entier tel que (i, i) <m (j,β). Notons C la sous-algèbre de
R(m+1,1)m engendrée par c1,1, . . . , cm,m. Il résulte du Théorème 3.2.1 de [3] que C
est isomorphe à Oq(Mm(C)). Notons D := Oq−1(Mm(C)), Zi,α ((i, α) ∈ ❏1,m❑2)
les générateurs canoniques de D et f l’isomorphisme de la Proposition 2.3.7 (avec
d = e=m).
Soit (j,β) ∈ Em avec (m,m) <i (j,β) i (1,1). Notons i est le plus petit entier
tel que (i, i) <m (j,β). Par la Remarque 3.2.4, i est aussi le plus petit entier tel que
(i, i) <i (j,β). Par suite, m+1− i est le plus grand entier tel que (m+1− i,m+1− i)
<s (m+ 1− β,m+ 1− j) (cf. Remarque 2.3.3). Comme la suite ((1,1), . . . , (m,m))
est lacunaire, on déduit des Propositions 5.2.1, 5.2.2 et 5.2.3 de [4] l’égalité suivante :
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 Z1,1 . . . Z1,m... . . . ...
Zm,1 . . . Zm,m

= detq−1
Z
(m+1−β,m+1−j)s
1,1 . . . Z
(m+1−β,m+1−j)s
1,m+1−i
...
. . .
...
Z
(m+1−β,m+1−j)s
m+1−i,1 . . . Z
(m+1−β,m+1−j)s
m+1−i,m+1−i

×Z(m+1−i+1,m+1−i+1)sm+1−i+1,m+1−i+1 . . .Z(m,m)sm,m .
Il résulte du Lemme 2.4.2 que f−1(Z(l,l)sl,l ) = c(m−l+1,m−l+1)im−l+1,m−l+1 = Y (m−l+1,m−l+1)mm−l+1,m−l+1 =
Vm−l+1,m−l+1 pour tout l ∈ ❏1,m❑. Par suite, en transformant l’égalité ci-dessus par
l’isomorphisme f−1, on obtient, compte tenu de la Proposition 2.5.5 :
detq
 c1,1 . . . c1,m... . . . ...
cm,1 . . . cm,m
= detq
 c
(j,β)i
i,i . . . c
(j,β)i
i,m
...
. . .
...
c
(j,β)i
m,i . . . c
(j,β)i
m,m
Vi−1,i−1 . . .V1,1.
D’où le résultat puisque les Vk,k (k ∈ ❏1,m❑) commutent entre-eux (cf. Théorème 3.2.1
de [3]).
(3) Comme Y (m−1,m)mm,m = Y (m,m)mm,m = Vm,m, cette troisième assertion se déduit de (2) avec
(j,β)= (m− 1,m). ✷
3.3. Les idéaux premiers I et L associés à l’idéal premierH-invariant J
Rappelons que, dans tout le paragraphe 3, nous avons adopté les conventions suivantes :
• M=Oq(Mm,p(C)).
• H= (C∗)m+p .
• J désigne un idéal premierH-invariant deM.
Il résulte du Théorème 3.2.1 de [3] que la sous-algèbre de R(m,m)m engendrée par les
Y
(m,m)m
i,α ((i, α) ∈ ❏1,m❑ × ❏m + 1, n❑) peut être identifiée à M et les Y (m,m)mi,α ((i, α) ∈
❏1,m❑ × ❏m + 1, n❑) aux générateurs canoniques de M. On note donc encore M cette
sous-algèbre de R(m,m)m .
Comme Y (m,m)mi,α = Vi,α lorsque (m,m) m (i,α) m (n,n), il résulte du Théo-
rème 3.2.1 de [3] que R(m,m)m est une extension de Ore itérée que l’on peut écrire :
R(m,m)m =M[Vm,m; τm,m] . . . [V1,1; τ1,1][Vm+1,1; τm+1,1] . . . [Vn,n; τn,n],
où τm,m, . . . , τn,n désignent des automorphismes C-linéaires qui vérifient τu(Y (m,m)mi,α ) =
ηu,(i,α)Y
(m,m)m
i,α si (m,n) m (i,α) m u−m . (Rappelons (cf. Notations 3.2.2) que u−m
désigne le plus grand élément de Em = (❏1, n❑2 ∪ {(n,n + 1)}) \ {(m,n)} strictement
inférieur à u au sens de m.)
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h de HR tel que :
h(Y
(m,m)m
i,α )=
{
η(j,β),(j,β)Y
(m,m)m
j,β si (i, α)= (j,β),
τj,β(Y
(m,m)m
i,α )= η(j,β),(i,α)Y (m,m)mi,α si (m,n)m (i,α) <m (j,β).
Démonstration. D’après la Proposition 3.2.6, il existe un élément h de HR tel que
h(Yi,α) = η(j,β),(i,α)Yi,α lorsque (m,n) m (i,α) m (j,β). Alors, par le Lemme 4.2.1
de [3], h(Y (m,m)mi,α ) = η(j,β),(i,α)Y (m,m)mi,α lorsque (m,n) m (i,α) m (j,β). D’où le
résultat. ✷
Observation 3.3.2. Si h appartient à HR , alors h(M) =M, et il existe un élément
h′ de H dont l’action sur M coïncide avec celle de h. Par suite, si (j,β) ∈ Em avec
(m,m)m (j,β)m (n,n), alors il existe un élément h′ de H tel que τj,β coïncide avec
l’action de h′ surM.
Démonstration. Soit h= (a1, . . . , an, b1, . . . , bn) ∈HR . Si (i, α) ∈ ❏1,m❑× ❏m+ 1, n❑,
alors
(a1, . . . , an, b1, . . . , bn).Y
(m,m)m
i,α = aibαY (m,m)mi,α = (a1, . . . , am, bm+1, . . . , bn).Y (m,m)mi,α .
Posons h′ = (a1, . . . , am, bm+1, . . . , bn). Alors h′ est un élément de H et, si (m,n) m
(i,α) <m (m,m), on a :
h′
(
Y
(m,m)m
i,α
)= h(Y (m,m)mi,α ).
D’où le résultat. ✷
Proposition 3.3.3. Notons
I =
∑
ai,α∈N
JV
am,m
m,m . . .V
a1,1
1,1 V
am+1,1
m+1,1 . . .V
an,n
n,n .
I est un idéal (complètement) premierHR-invariant de R(m,m)m tel que :
• I ∩M= J .
• Quelque soit (m,m)m (i,α)m (n,n), Vi,α n’appartient pas à I .
Démonstration. Si (m,m)m (j,β)m (n,n), on note Aj,β la sous-algèbre de R(m,m)m
engendrée par M et les Vi,α avec (m,m)m m (i,α) m (j,β). Comme R(m,m)m =
M[Vm,m; τm,m] . . . [V1,1; τ1,1][Vm+1,1; τm+1,1] . . . [Vn,n; τn,n], on a :
Aj,β =M[Vm,m; τm,m] . . . [Vj,β; τj,β].
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Ij,β :=
∑
ai,α∈N
JV
am,m
m,m . . .V
aj,β
j,β .
Observons que An,n =R(m,m)m et que In,n = I .
A présent, nous établissons au moyen d’une récurrence sur (j,β) (au sens de m) que
Ij,β est un idéal complètement premier de Aj,β .
Si (j,β) = (m,m), alors Am,m =M[Vm,m; τm,m] et Im,m =∑+∞k=0 JV km,m. Comme
Am,m = ∑+∞k=0MV km,m, on a JAm,m = ∑+∞k=0 JV km,m = Im,m. De plus, comme J est
H-invariant, il résulte de l’Observation 3.3.2 que τm,m(J )= J . On déduit alors de ([14],
Lemme 10.6.3(iii)) que Im,m est un idéal bilatère deAm,m, qui vérifie :
Am,m
Im,m
=M
J
[X; τ ],
où τ désigne l’automorphisme deM/J induit par τm,m. Par suite, comme J est un idéal
complètement premier deM, Im,m est bien un idéal complètement premier de Am,m.
Supposons (m,m) m (j,β) <m (n,n), et supposons établi que Ij,β est un idéal
complètement premier de Aj,β . Notons r = (j,β)+m . Comme Ar =∑+∞k=0Aj,βV kr , on
a Ij,βAr =∑+∞k=0 Ij,βV kr = Ir . Comme J estH-invariant, il résulte de l’Observation 3.3.2
que τr(J ) = J . De plus, pour (m,m) m (i,α) m (j,β), Vi,α est un τr -vecteur propre.
Ainsi τr (Ij,β )= Ij,β . On déduit alors de [14, Lemme 10.6.3(iii)] que Ir est un idéal bilatère
de Ar , qui vérifie :
Ar
Ir
= Aj,β
Ij,β
[X; τ ],
où τ désigne l’automorphisme de Aj,β/Ij,β induit par τr . Par suite, comme Ij,β est un
idéal complètement premier de Aj,β , Ir est bien un idéal complètement premier de Ar , ce
qui achève la récurrence.
CommeAn,n =R(m,m)m et In,n = I , on en déduit que I est bien un idéal complètement
premier de R(m,m)m .
Par construction, I ∩M = J et, si (m,m) m (i,α) m (n,n), Vi,α n’appartient pas
à I .
Comme J est H-invariant, on déduit de l’Observation 3.3.2 que J est aussi HR-
invariant. De plus, les Vj,β ((m,m) m (j,β)m (n,n)) sont des HR-vecteurs propres.
Ainsi I est HR-invariant. ✷
Conventions 3.3.4. Si (j,β) ∈Em, (j,β) 
= (n,n+ 1), on note :
• ϕ(j,β) : Spec(R(j,β)+m) → Spec(R(j,β)m) l’injection canoniquement associé à l’algo-
rithme d’effacement (m,p) (cf. [3, paragraphe 4.3]).
• ψ(j,β) = ϕ(j,β) ◦ . . . ◦ ϕ(n,n) ; c’est une injection de Spec(R) dans Spec(R(j,β)m).
• Spec∗(R(j,β)m)= {P ∈ Spec(R(j,β)m) | (∀u ∈ ❏1, n❑2)((j,β)m u⇒ Vu /∈ P)}.
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On sait (cf. [3, Théorème 3.2.1]) que Σj,β vérifie la condition de Ore des 2 côtés dans
R(j,β)m et R(j,β)
+
m , et que R(j,β)mΣ−1j,β =R(j,β)
+
mΣ−1j,β .
Lemme 3.3.5. Soient (j,β) ∈Em \ {(n,n+ 1)} et P ∈ Spec∗(R(j,β)m).
(1) Il existe un (unique) élément Q de Spec(R(j,β)+m) tel que P = ϕ(j,β)(Q).
(2) Q ∈ Spec∗(R(j,β)+m).
(3) Q= PΣ−1j,β ∩R(j,β)
+
m et P =QΣ−1j,β ∩R(j,β)m .
(4) P est HR-invariant si et seulement si Q est HR-invariant.
Démonstration. (1) et (3) résultent du Lemme 4.3.1 de [3]. (2) est une conséquence
immédiate de (3). (3) résulte du Lemme 5.5.4 de [3]. ✷
D’après la Proposition 3.3.3, I appartient à Spec∗(R(m,m)m) et I est HR-invariant.
On déduit alors du Lemme 3.3.5 qu’il existe un (unique) idéal (complètement) premier
HR-invariant L de R tel que ψ(m,m)(L)= I .
Notation 3.3.6. Si (j,β) ∈ Em, on note L(j,β)m := ψ(j,β)(L). (Si (j,β) = (n,n + 1),
on convient que L(j,β)m = L.) On a, en particulier, L(m,m)m = I . Comme d’habitude, si
(m,m)m (j,β)m (n,n), on note L(j,β)
+
m plutôt que L(j,β)
+m
m
.
Lemme 3.3.7. Soit (j,β) ∈Em avec (m,m)m (j,β)m (n,n+ 1).
(1) L(j,β)m ∈ Spec∗(R(j,β)m).
(2) L(j,β)m estHR-invariant.
Démonstration. On procède par récurrence sur (j,β) au sens de m. Le résultat est vrai
lorsque (j,β)= (m,m). Si (m− 1,m)m (j,β)m (n,n+ 1), alors ϕ(j,β)−m (L(j,β)m)=
L((j,β)
−m)m
. Comme les propriétés (1) et (2) sont vraies en remplaçant (j,β) par (j,β)−m ,
on conclut par le Lemme 3.3.5. ✷
Nous terminons ce paragraphe en démontrant que ∆ n’appartient pas à L.
Lemme 3.3.8. Soit (j,β) ∈Em avec (m,m)m (j,β)m (n,n). Alors
∆ /∈L(j,β)m ⇔ ∆ /∈L(j,β)+m.
Démonstration. Nous démontrons que ∆ ∈L(j,β)m si et seulement si ∆ ∈ L(j,β)+m .
(1) Supposons que ∆ appartienne à L(j,β)+m . Comme L(j,β)m appartient à Spec∗(R(j,β)m)
(cf. Lemme 3.3.7), il résulte du Lemme 3.3.5 que L(j,β)m = L(j,β)+mΣ−1j,β ∩ R(j,β)m .
Comme ∆ appartient à L(j,β)+m (par hypothèse), ∆ appartient aussi à L(j,β)+mΣ−1 . Dej,β
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L(j,β)
+
mΣ−1j,β ∩R(j,β)m et donc ∆ appartient à L(j,β)m .
(3) Supposons que ∆ appartienne à L(j,β)m . On conclut de la même manière que ∆
appartient à L(j,β)+m . ✷
Proposition 3.3.9.
(1) Si (j,β) ∈ Em avec (m,m) m (j,β) m (n,n + 1), alors ∆ n’appartient pas à
L(j,β)m .
(2) ∆ n’appartient pas à L.
(3) Notons L∆ l’extension de L dans Oq(GLn(C)) au sens de la théorie de la localisation.
Comme ∆ est un HR-vecteur propre de R, HR agit aussi sur Oq(GLn(C)) par
automorphismes, et L∆ est un idéal (complètement) premier HR-invariant de
Oq(GLn(C)).
Démonstration. (1) Comme I = L(m,m)m est un idéal complètement premier de R(m,m)m
ne contenant aucun des Vk,k (k ∈ ❏1, n❑) (cf. Proposition 3.3.3), il résulte du Lemme 3.2.11
que ∆ n’appartient pas à L(m,m)m . Par suite, on conclut au moyen du Lemme 3.3.8 et d’un
raisonnement par récurrence que ∆ n’appartient pas à L(j,β)m .
(2) Se déduit de (1) avec (j,β)= (n,n+ 1).
(3) Comme R est noethérien, on déduit des résultats classiques sur la localisation non-
commutative (cf., par exemple, [10, Chapter 9]) que L∆ est un idéal (complètement)
premier de Oq(GLn(C)). Comme ∆ est un HR-vecteur propre et comme L est HR-
invariant, L∆ est un idéalHR-invariant de Oq(GLn(C)). ✷
3.4. Génération de l’idéal premier HR-invariant L∆ de Oq(GLn(C))
Notations 3.4.1. Si j ∈ ❏1, n− 1❑ et si y ∈ Sn, on note :
– C+j,y := detq(Yi,α)(i,α)∈y(❏1,j❑)×❏1,j❑.
– C−j,y := detq(Yi,α)(i,α)∈y(❏j+1,n❑)×❏j+1,n❑.
Observation 3.4.2. Pour tout j ∈ ❏1, n− 1❑ et tout y ∈ Sn, C±j,y appartient à R.
Notation 3.4.3 (cf. [12, paragraphe 1]). Soient y, z ∈ Sn et j ∈ ❏1, n− 1❑. Si y(❏1, j❑)=
{y1, . . . , yj } avec y1 < · · ·< yj et si z(❏1, j❑)= {z1, . . . , zj } avec z1 < · · ·< zj , alors on
écrit y j z s’il existe k ∈ ❏1, j❑ tel que yk > zk .
Notations 3.4.4.
– Pour tout j ∈ ❏1, n−1❑ et tout y ∈ Sn, on note c±j,y la classe deC±j,y dans Oq(SLn(C)).
– Soit w = (w+,w−) ∈ Sn × Sn. On note (cf. [11, 2.2]) :
(1) I+w+ l’idéal bilatère de Oq(SLn(C)) engendré par les c+j,y où j ∈ ❏1, n− 1❑, y ∈ Sn
et y j w+.
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et y j w−.
(3) Iw := I+w+ + I−w− .
Proposition 3.4.5. Soit w ∈ Sn × Sn. Iw est engendré, comme idéal à droite (respective-
ment gauche) de Oq(SLn(C)), par les c±j,y où j ∈ ❏1, n− 1❑ et y j w±.
Démonstration. Par construction, Iw est engendré, comme idéal bilatère de Oq(SLn(C)),
par les c±j,y où j ∈ ❏1, n− 1❑ et y j w±. De plus, ces générateurs peuvent être ordonnés
suivant une suite H′R-polynormale (cf. [1, paragraphe 6.5]). D’où le résultat. ✷
Il résulte de ([1, paragraphes 5.1 à 5.7 et 6.3]) que Oq(SLn(C)) vérifie les 7 hypothèses
de Brown–Goodearl (cf. [1, paragraphe 1.1]), les Jw étant égaux aux idéaux Iw (w ∈
Sn × Sn). On déduit alors de la Proposition 1.9 de [1] :
Proposition 3.4.6.
H′R-Spec
(
Oq
(
SLn(C)
))= {Iw |w ∈ Sn × Sn}.
Nous allons maintenant utiliser l’isomorphisme de Levasseur–Stafford (cf. [13]) afin de
décrire l’ensembleHR-Spec(Oq(GLn(C))).
Rappel 3.4.7 (cf. [13]). Il existe un isomorphisme d’algèbres θ :Oq(SLn(C))[z, z−1] →
Oq(GLn(C)) qui vérifie : 
θ(Xi,α) =Yi,α si i > 1,
θ(X1,α)=Y1,α∆−1,
θ(z) =∆.
Observation 3.4.8. Soit
δ = detq(Xi,α) i=i1,...,il
α=α1,...,αl
un mineur quantique l × l extrait de (Xi,α)(i,α)∈❏1,n❑2 (1  l  n, 1  i1 < · · · < il  n,
1 α1 < · · ·< αl  n).
(1) Si i1 = 1, alors θ(δ)= detq(Yi,α) i=i1,...,il
α=α1,...,αl
∆−1.
(2) Si i1 > 1, alors θ(δ)= detq(Yi,α) i=i1,...,il
α=α1,...,αl
.
Démonstration. (1) Comme δ =∑σ∈Sl (−q)l(σ )X1,ασ(1)Xi2,ασ(2) . . .Xil ,ασ(l) , on déduit de
la définition de θ :
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∑
σ∈Sl
(−q)l(σ )Y1,ασ(1)∆−1Yi2,ασ(2) . . .Yil ,ασ(l) .
Comme ∆−1 est central dans Oq(GLn(C)), l’égalité ci-dessus peut aussi s’écrire :
θ(δ)=
∑
σ∈Sl
(−q)l(σ )Y1,ασ(1)Yi2,ασ(2) . . .Yil ,ασ(l)∆−1,
c’est-à-dire
θ(δ)= detq (Yi,α) i=i1,...,il
α=α1,...,αl
∆−1.
(2) Résulte de la définition de θ . ✷
Notation 3.4.9. Considéronsw ∈ Sn×Sn . On note Îw l’idéal deOq(SLn(C))[z, z−1] défini
par Îw :=⊕i∈Z Iwzi . Îw est un idéal complètement premier de Oq(SLn(C))[z, z−1]. De
plus, Îw ∩Oq(SLn(C))= Iw .
Lemme 3.4.10 (cf. Lemme 2.5.16 de [2]). L’application :
g : {Iw |w ∈ Sn × Sn}→ Spec
(
Oq
(
GLn(C)
))
,
Iw !→ θ
(
Îw
)
est une bijection de H′R-Spec(Oq(SLn(C))) surHR-Spec(Oq(GLn(C))).
On en déduit :
Proposition 3.4.11. Les idéaux premiers HR-invariants de Oq(GLn(C)) sont engendrés,
comme idéaux à droite (respectivement à gauche), par des mineurs quantiques extraits de
(Yi,α)(i,α)∈❏1,n❑2 .
Démonstration. Par le Lemme 3.4.10 ci-dessus, il suffit d’établir que, si w un élément
de Sn × Sn, alors g(Iw) est engendré, comme idéal à droite (respectivement à gauche) de
Oq(GLn(C)), par des mineurs quantiques extraits de (Yi,α)(i,α)∈❏1,n❑2 . Soit w un élément
de Sn×Sn. Par la Proposition 3.4.5, Iw est engendré, comme idéal à droite (respectivement
à gauche) de Oq(SLn(C)), par des mineurs quantiques extraits de (Xi,α)(i,α)∈❏1,n❑2 . Par
construction, il en est de même de Îw . Ainsi g(Iw) est engendré, comme idéal à droite
(respectivement à gauche) de Oq(GLn(C)), par les images par θ de mineurs quantiques
extraits de (Xi,α)(i,α)∈❏1,n❑2 . On conclut alors au moyen de l’Observation 3.4.8 que g(Iw)
est engendré, comme idéal à droite (respectivement à gauche) de Oq(GLn(C)), par des
mineurs quantiques extraits de (Yi,α)(i,α)∈❏1,n❑2 . ✷
Comme l’idéal L∆ de Oq(GLn(C)) est premier et HR-invariant, on déduit de la
Proposition 3.4.11 ci-dessus :
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R∆, par des mineurs quantiques extraits de la matrice des générateurs canoniques de R.
3.5. Les algèbres R(j,β)m
L(j,β)m
Notations 3.5.1.
• On note B :=R/L ; B est une C-algèbre intègre et noethérienne. On note G le corps
de fractions de B .
• Pour tout r ∈Em, on note
B(r)m := R
(r)m
L(r)m
et y(r)mi,α l’image canonique de Y
(r)m
i,α dans B(r)m ((i, α) ∈ ❏1, n❑2). (Comme d’habitude,
on note y(r
+)m
i,α plutôt que y
(r+m)m
i,α .)• De même, vi,α désigne l’image canonique de Vi,α dans
Bm := R
(m−1,n)m
L(m−1,n)m
.
Rappelons (cf. [3, Lemme 5.3.3]) que toutes les algèbres B(r)m (r ∈ Em) ont le même
corps de fractions G, et que l’on dispose d’un algorithme de construction, dans G, des
générateurs y(r)mi,α de l’algèbre B(r)m au moyen des générateurs y
(r)+m
i,α de B(r)
+
m (cf. [3,
Proposition 5.4.2]) :
Proposition 3.5.2. Soit r = (j,β) ∈Em \ {(n,n+ 1)}.
(1) Si y(j,β)
+
m
j,β = 0, alors y(j,β)mi,α = y(j,β)
+
m
i,α pour tout (i, α) ∈ ❏1, n❑2 .
(2) Si y(j,β)
+
m
j,β 
= 0 et si (i, α) ∈ ❏1, n❑2, alors
y
(j,β)m
i,α =

y
(j,β)+m
i,α − y(j,β)
+
m
i,β
(
y
(j,β)+m
j,β
)−1
y
(j,β)+m
j,α si i < j,α < β et j >m,
y
(j,β)+m
i,α − y(j,β)
+
m
i,β
(
y
(j,β)+m
j,β
)−1
y
(j,β)+m
j,α si j < i m et β < α,
y
(j,β)+m
i,α sinon.
On a, naturellement (cf. [3, Proposition 5.4.1]) :
Proposition 3.5.3. Soit r ∈Em.
(1) B(r)m est la sous-algèbre de G engendrée par les y(r)mi,α ((i, α) ∈ ❏1, n❑2).
(2) Il existe un homomorphisme d’algèbres fr :R(r)m →G qui transforme Y (r)mi,α en y(r)mi,α
pour (i, α) ∈ ❏1, n❑2. Il a pour image B(r)m et pour noyau L(r)m .
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y
(j,β)m
i,α = vi,α +Q,
où Q est un polynôme de Laurent (à coefficients dans C) en les vu,λ non nuls avec
(m,n)m (u,λ) <m (j,β).
Démonstration. On procède par récurrence sur (j,β) au sens de m. Si (j,β) =
(m−1, n), alors y(j,β)mi,α = vi,α par définition de vi,α . D’où le résultat. Supposons (j,β) <m
(n,n+ 1) et le résultat établi pour (j,β). Nous distinguons deux cas.
(1) Si y(j,β)
+
m
i,α = y(j,β)mi,α , on conclut au moyen de l’hypothèse de récurrence.
(2) Si y(j,β)
+
m
i,α 
= y(j,β)mi,α , alors le pivot vj,β = y(j,β)mj,β = y(j,β)
+
m
j,β est non nul, et on a :
y
(j,β)+m
i,α = y(j,β)mi,α + y(j,β)
+
m
i,β v
−1
j,βy
(j,β)+m
j,α = y(j,β)mi,α + y(j,β)mi,β v−1j,βy(j,β)mj,α .
En utilisant l’hypothèse de récurrence, on obtient :
y
(j,β)+m
i,α = vi,α +Q1 +Q2v−1j,βQ3,
où chaque Qk est un polynôme de Laurent (à coefficients dans C) en les vu,λ non
nuls avec (m,n) m (u,λ) <m (j,β). Par conséquent, y
(j,β)+m
i,α = vi,α + Q, où Q est un
polynôme de Laurent (à coefficients dansC) en les vu,λ non nuls avec (m,n)m (u,λ) <m
(j,β)+m . ✷
Corollaire 3.5.5. Soit (j,β) ∈Em. Notons A(j,β)m la sous-algèbre de B(j,β)m définie par :
A(j,β)m :=C
〈
y
(j,β)m
i,α
∣∣ (m,n)m (i,α) <m (j,β)〉.
Si vj,β 
= 0, alors les monômes vkj,β (k ∈N) sont linéairement indépendants dans B(j,β)m
considéré comme un A(j,β)m-module à droite (respectivement à gauche).
Démonstration. D’après le Lemme 3.5.4 ci-dessus, A(j,β)m est inclus dans C :=
C〈v±1i,α | (m,n) m (i,α) <m (j,β) et vi,α 
= 0〉. Par suite, il suffit de montrer que les
monômes vkj,β (k ∈ N) sont linéairement indépendants dans G considéré comme un
C-module à gauche (respectivement à droite). Comme L est un idéal premierHR-invariant
de R, on déduit du Lemme 5.5.7 de [3] que ψ(m−1,n)(L) est un idéal premier HR-
invariant de l’espace affine quantique Rm. Par suite, il résulte de la Proposition 5.5.1 de
[3] que ψ(m−1,n)(L)= 〈Vi,α | (i, α) ∈w〉, où w est une partie de ❏1, n❑2. De plus, d’après
la Proposition 3.5.3, il existe un homomorphisme surjectif d’algèbres f(m−1,n) :Rm →
C〈vi,α | (i, α) ∈ ❏1, n❑2〉 qui transforme Vi,α en vi,α ((i, α) ∈ ❏1, n❑2) et qui a pour noyau
ψ(m−1,n)(L). Ainsi,
C
〈
vi,α | (i, α) ∈ ❏1, n❑2 et vi,α 
= 0
〉" Rm
ψ(m−1,n)(L)
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Comme les Vi,α ((m,m) m (i,α)  (n,n)) n’appartiennent pas à I = L(m,m)m , on
démontre par le même raisonnement :
Corollaire 3.5.6. Soit m < j  n. Alors les monômes vk1j,1 . . . v
kn
j,n (k1, . . . , kn ∈ N) sont
linéairement indépendants dans B(j,1)m considéré comme un A(j,1)m-module à droite
(respectivement à gauche).
Corollaire 3.5.7. Soit β ∈ ❏1,m❑. Alors les monômes vk11,β . . . vkmm,β (k1, . . . , km ∈ N) sont
linéairement indépendants dans B(m,β)m considéré comme un A(m,β)m-module à droite
(respectivement à gauche).
3.6. Génération d’un localisé de l’idéal premier HR-invariant I
Notation 3.6.1. Soit (j,β) ∈ Em. On note S(j,β)m le système multiplicatif de R(j,β)m
engendré par ∆ et les Vi,α avec (j,β)m (i,α)m (n,n).
Comme les Vi,α avec (j,β) m (i,α) m (n,n) sont des éléments réguliers normali-
sants de R(j,β)m et comme ∆ est un élément (régulier) central de R(j,β)m , on a :
Lemme 3.6.2. Soit (j,β) ∈ Em. S(j,β)m est un système multiplicatif d’éléments réguliers
de R(j,β)m , qui vérifie la condition de Ore des deux côtés.
Soient j ∈ ❏m+ 1, n❑ et α ∈ ❏1, n❑. Observons que :
Y
(j+1,1)m
j,α = Y (j,n)mj,α = · · · = Y (j,1)mj,α = Vj,α.
(Si j = n, on convient que Y (j+1,1)mj,α = Yj,α .) Ainsi, Vj,α appartient aux algèbres
R(j+1,1)m , R(j,n)m , . . . , R(j,1)m , et on a :
Proposition 3.6.3. Soient j ∈ ❏m + 1, n❑ et β ∈ ❏1, n❑. Alors, S(j,β)m est un système
multiplicatif d’éléments réguliers de R(j,β)m et R(j+1,1)m , qui vérifie la condition de Ore
(des deux côtés) dans R(j,β)m et R(j+1,1)m , et on a :
R(j,β)mS−1(j,β)m =R(j+1,1)mS−1(j,β)m.
(Si j = n, on convient que R(j+1,1)m =R.)
Démonstration. Par le Lemme 3.6.2, S(j,β)m est un système multiplicatif d’éléments
réguliers de R(j,β)m , qui vérifie la condition de Ore (des deux côtés) dans R(j,β)m .
De plus, les éléments de S(j,β)m sont des éléments (réguliers) de R(j+1,1)m .
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que S(j,β)m vérifie la condition de Ore (des deux côtés) dans R(j+1,1)m et que :
R(j,β)mS−1(j,β)m =R(j+1,1)mS−1(j,β)m.
Cas β = n. Notons Σ le système multiplicatif engendré par Vj,n et posons S = S(j,n)m ,
de sorte que Σ ⊆ S. Soient x ∈ R(j+1,1)m et s ∈ S. Par le Théorème 3.2.1 de [3], on peut
écrire x = yt−1 avec y ∈ R(j,n)m et t ∈Σ . Donc xs−1 = ys ′−1 avec s′ = st ∈ S et, de là :{
xs−1 | x ∈R(j+1,1)m , s ∈ S}⊆ {ys−1 | y ∈ R(j,n)m , s ∈ S}.
L’inclusion contraire se démontre de la même manière, de sorte que les deux ensembles ci-
dessus sont égaux. Comme, par le Lemme 3.6.2, l’ensemble de droite est un sous-anneau
de F = Fract(R), on en déduit que S vérifie la condition de Ore à droite dans R(j+1,1)m et
que R(j+1,1)mS−1 =R(j,n)mS−1.
On démontre de la même manière que S vérifie la condition de Ore à gauche dans
R(j+1,1)m et que S−1R(j+1,1)m = S−1R(j,n)m .
Cas β < n. Notons Σ le système multiplicatif engendré par Vj,β et posons S = S(j,β)m ,
S′ = S(j,β+1)m . Par le Théorème 3.2.1 de [3], Σ vérifie la condition de Ore (des 2 côtés)
dans R(j,β)m et R(j,β+1)m , et on a R(j,β)mΣ−1 = R(j,β+1)mΣ−1. Comme Σ ⊆ S, on en
déduit, comme ci-dessus que :{
xs−1 | x ∈R(j,β)m, s ∈ S}= {ys−1 | y ∈ R(j,β+1)m , s ∈ S}.
Par l’hypothèse de récurrence, S′ vérifie la condition de Ore (des 2 côtés) dans R(j+1,1)m
et on a R(j,β+1)mS ′−1 =R(j+1,1)mS ′−1. Comme S′ ⊆ S, on a (toujours comme ci-dessus) :{
ys−1 | y ∈ R(j,β+1)m , s ∈ S}= {zs−1 | z ∈ R(j+1,1)m , s ∈ S}.
Par suite, on a R(j,β)mS−1 = {zs−1 | z ∈ R(j+1,1)m , s ∈ S}. Comme dans le cas β = n, on
en déduit que S vérifie la condition de Ore à droite dans R(j+1,1)m et que R(j+1,1)mS−1 =
R(j,β)mS−1.
On démontre de la même manière que S vérifie la condition de Ore à gauche dans
R(j+1,1)m et que S−1R(j+1,1)m = S−1R(j,β)m . ✷
Remarque 3.6.4. Soient j ∈ ❏m+ 1, n❑ et β ∈ ❏1, n❑. On démontre comme ci-dessus que,
si (i, α) ∈Em avec (j,β)m (i,α)m (j+1,1), alors S(j,β)m est un système multiplicatif
d’éléments réguliers de R(j,β)m et de R(i,α)m , qui vérifie la condition de Ore (des deux
côtés) dans R(j,β)m et R(i,α)m , et que :
R(j,β)mS−1(j,β)m =R(i,α)mS−1(j,β)m.
Observation 3.6.5. Soient j ∈ ❏m + 1, n❑ et α ∈ ❏1, n❑. Alors Vj,α n’appartient pas à
L(j+1,1)m . (On convient que L(n+1,1)m = L.)
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Y
(j,n)m
j,α = · · · = Y (j,α)mj,α = Vj,α,
Vj,α appartient aux algèbres R(j,n)m , . . . , R(j,α)m . De plus, si γ ∈ ❏α,n❑, on a L(j,γ )m =
L(j,γ )
+
mΣ−1j,γ ∩ R(j,γ )m (cf. Lemmes 3.3.7 et 3.3.5). Par suite, comme Vj,α appartient à
L(j+1,1)m = L(j,n)+m , on déduit d’un raisonnement par récurrence descendante que Vj,α ∈
L(j,α)m , ce qui est impossible d’après le Lemme 3.3.7. ✷
Soient j ∈ ❏m + 1, n❑ et β ∈ ❏1, n❑. Comme L(j,β)m ne contient ni ∆ (cf. Proposi-
tion 3.3.9), ni les Vi,α ((j,β)m (i,α) m (n,n)) (cf. Lemme 3.3.7), il ne rencontre pas
S(j,β)m . D’après la Proposition 3.6.3 et le Chapitre 9 de [10], on a donc
L(j,β)mS−1(j,β)m = S−1(j,β)mL(j,β)m,
et ceci est un idéal (complètement) premier HR-invariant de R(j,β)mS−1(j,β)m dont l’inter-
section avec R(j,β)m est égale à L(j,β)m .
De même, comme L(j+1,1)m ne contient ni ∆ (cf. Proposition 3.3.9), ni les Vi,α
((j,β) m (i,α) m (n,n)) (cf. Lemme 3.3.7 et Observation 3.6.5), il ne rencontre pas
S(j,β)m . D’après la Proposition 3.6.3 et le Chapitre 9 de [10], on a donc
L(j+1,1)mS−1(j,β)m = S−1(j,β)mL(j+1,1)m,
et ceci est un idéal (complètement) premier HR-invariant de R(j+1,1)mS−1(j,β)m dont
l’intersection avec R(j+1,1)m est égale à L(j+1,1)m .
Proposition 3.6.6. Soient j ∈ ❏m + 1, n❑ et β ∈ ❏1, n❑. Dans l’anneau R(j,β)mS−1(j,β)m =
R(j+1,1)mS−1(j,β)m , on a :
L(j,β)mS−1(j,β)m = L(j+1,1)mS−1(j,β)m.
Démonstration. Fixons j ∈ ❏m+ 1, n❑, et procédons par récurrence descendante sur β .
Si β = n, alors, par le Théorème 3.2.1 de [3], le système multiplicatif Σj,n engendré
par Vj,n vérifie la condition de Ore (des deux côtés) dans R(j,n)m et R(j+1,1)m , et on a :
R(j,n)mΣ−1j,n =R(j+1,1)mΣ−1j,n.
De plus, par les Lemmes 3.3.7 et 3.3.5, on a L(j+1,1)mΣ−1j,n = L(j,n)mΣ−1j,n . Comme
Σj,n ⊆ S(j,n)m , on en déduit que
L(j+1,1)mS−1 = L(j,n)mS−1 .
(j,n)m (j,n)m
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L(j,β+1)mS−1(j,β+1)m = L(j+1,1)mS−1(j,β+1)m.
Par le Théorème 3.2.1 de [3], le système multiplicatif Σj,β engendré par Vj,β vérifie la
condition de Ore (des deux côtés) dans R(j,β)m et R(j,β+1)m , et on a :
R(j,β)mΣ−1j,β =R(j,β+1)mΣ−1j,β .
De plus, par les Lemmes 3.3.7 et 3.3.5, on a L(j,β)mΣ−1j,β = L(j,β+1)mΣ−1j,β . Comme
Σj,β ⊆ S(j,β)m et S(j,β+1)m ⊆ S(j,β)m , on déduit de cette égalité et de l’hypothèse de
récurrence que
L(j+1,1)mS−1(j,β)m = L(j,β+1)mS−1(j,β)m = L(j,β)mS−1(j,β)m. ✷
Remarque 3.6.7. Soient j ∈ ❏m+ 1, n❑ et β ∈ ❏1, n❑. On démontre comme ci-dessus que,
si (i, α) ∈Em avec (j,β)m (i,α)m (j + 1,1), alors L(i,α)m ∩ S(j,β)m = ∅ et que, dans
l’anneau R(j,β)mS−1(j,β)m =R(i,α)mS−1(j,β)m , on a :
L(j,β)mS−1(j,β)m = L(i,α)mS−1(j,β)m .
Proposition 3.6.8. Soit j ∈ ❏m + 1, n❑. Rappelons que M désigne la matrice des
générateurs canoniques de R. Notons Γj la matrice q-quantique déduite de M(j,1)m par
suppression des lignes j, . . . , n. Alors, L(j,1)mS−1(j,1)m est engendré, comme idéal à droite
(respectivement à gauche) de R(j,1)mS−1(j,1)m , par les mineurs quantiques extraits de Γj qui
appartiennent à L(j,1)m .
Démonstration. On le montre seulement à droite. On procède par récurrence descendante
sur j .
Si j = n, notons δ1, . . . , δk les mineurs quantiques extraits de M qui engendrent L∆
comme idéal à droite de R∆ = Oq(GLn(C)) (cf. Proposition 3.4.12). Il nous suffit de
montrer que tout élément de L(n,1)m s’écrit comme une combinaison linéaire à droite, à
coefficients dans R(n,1)mS−1(n,1)m , des mineurs quantiques extraits de Γn qui appartiennent à
L(n,1)m .
Soit x ∈ L(n,1)m . Il résulte de la Proposition 3.6.6 (avec j = n et β = 1) qu’il existe
s ∈ S(n,1)m tel que xs ∈ L ⊂ L∆. Par suite, il existe des éléments P1, . . . ,Pk de R∆ tels
que :
xs =
k∑
δiPi.i=1
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x s∆l︸︷︷︸
∈S(n,1)m
=
k∑
i=1
δiQi .
D’après la Proposition 3.6.3 (avec j = n et β = 1), chaque Qi est aussi un élément de
R(n,1)mS−1(n,1)m , et, par suite, il existe des éléments Q
′
1, . . . ,Q
′
k de R
(n,1)mS−1(n,1)m tels que :
x =
k∑
i=1
δiQ
′
i .
Pour avoir le résultat souhaité, il nous reste à montrer que chaque δi s’écrit comme une
combinaison linéaire à droite, à coefficients dans R(n,1)mS−1(n,1)m , des mineurs quantiques
extraits de Γn qui appartiennent à L(n,1)m .
Soit
δ = detq(Yi,α) i=i1,...,il
α=α1,...,αl
un tel mineur quantique. δ est donc un élément de L. Nous allons considérer deux cas selon
que il = n ou non.
Cas d’un mineur quantique ne faisant pas intervenir la ligne n, c’est-à-dire tel que il < n.
Notons Fl l’ensemble défini par :
Fl :=
{
(β1, . . . , βl) ∈ ❏1, n❑l | α1  β1, . . . , αl  βl et 1 β1 < · · ·< βl  n
}
.
Comme l’algorithme d’effacement (m,p) coïncide ici avec l’algorithme d’effacement
standard (cf. Remarques 3.2.10), on déduit du Corollaire 2.2.9 (appliqué à la matrice M)
l’égalité :
δ =
∑
Fl
λβ1,...,βl Y
(n,1)m
n,α1 . . .Y
(n,1)m
n,αl
(
Y
(n,1)m
n,β1
)−1
. . .
(
Y
(n,1)m
n,βl
)−1
δ
(n,1)m
{α1,...,αl }→{β1,...,βl},
où chaque λβ1,...,βl appartient à C, et où
δ
(n,1)m
{α1,...,αl}→{β1,...,βl} := detq
(
Y
(n,1)m
i,α
)
i=i1,...,il
α=β1,...,βl
.
Observons que chaque δ(n,1)m{α1,...,αl}→{β1,...,βl} est un mineur quantique extrait de Γn.
De plus, si α appartient à ❏1, n❑, alors Y (n,1)mn,α = Vn,α , de sorte que l’égalité ci-dessus
s’écrit :
δ =
∑
λβ1,...,βlVn,α1 . . .Vn,αl V
−1
n,β1
. . .V −1n,βl δ
(n,1)m
{α1,...,αl}→{β1,...,βl}. (6)Fl
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Vn,γ Y
(n,1)m
i,α =
{
q−1Y (n,1)mi,α Vn,γ si α = γ,
Y
(n,1)m
i,α Vn,γ sinon.
Par suite, si γ ∈ ❏1, n❑ et (β1, . . . , βl) ∈ Fl , alors :
Vn,γ δ
(n,1)m
{α1,...,αl}→{β1,...,βl} =
{
q−1δ(n,1)m{α1,...,αl}→{β1,...,βl}Vn,γ si γ ∈ {β1, . . . , βl},
δ
(n,1)m
{α1,...,αl}→{β1,...,βl}Vn,γ sinon.
On déduit alors de l’égalité (6) :
δ =
∑
Fl
λ′β1,...,βl δ
(n,1)m
{α1,...,αl}→{β1,...,βl}Vn,α1 . . .Vn,αl V
−1
n,β1
. . .V −1n,βl , (7)
où chaque λ′β1,...,βl appartient à C.
Ainsi, δ s’écrit comme une combinaison linéaire à droite, à coefficients dans
R(n,1)mS−1(n,1)m , de mineurs quantiques extraits de Γn.
Montrons, pour terminer, que, si λ′β1,...,βl est non nul, alors δ
(n,1)m
(α1,...,αl)→(β1,...,βl)
appartient à L(n,1)m .
L’égalité (7) peut encore s’écrire :
δVn,1 . . .Vn,n =
∑
Fl
µβ1,...,βl δ
(n,1)m
{α1,...,αl }→{β1,...,βl}Vn,α1 . . .Vn,αl
∏
1αn
α/∈{β1,...,βl}
Vn,α, (8)
où chaque µβ1,...,βl appartient à C, et µβ1,...,βl = 0 si et seulement si λ′β1,...,βl = 0. Comme
Vn,α = Y (n,1)mn,α = Yn,α lorsque α ∈ ❏1, n❑, on a donc :
δYn,1 . . . Yn,n =
∑
Fl
µβ1,...,βl δ
(n,1)m
{α1,...,αl}→{β1,...,βl}Y
(n,1)m
n,α1 . . .Y
(n,1)m
n,αl
∏
1αn
α/∈{β1,...,βl}
Y (n,1)mn,α . (9)
Comme δ ∈ L, δYn,1 . . .Yn,n appartient à L. De plus, il résulte de l’égalité (9) que
δYn,1 . . .Yn,n appartient à R(n,1)m . Ainsi δYn,1 . . .Yn,n est un élément de L ∩ R(n,1)m .
D’après la Proposition 3.6.6 (avec j = n et β = 1), δYn,1 . . .Yn,n appartient aussi
à L(n,1)mS−1(n,1)m ∩ R(n,1)m = L(n,1)m . Les deux membres de l’égalité (9) sont donc
des éléments de R(n,1)m et, si on les transforme par l’homomorphisme f(n,1) de la
Proposition 3.5.3, on obtient :
0 =
∑
Fl
µβ1,...,βl f(n,1)
(
δ
(n,1)m
{α1,...,αl}→{β1,...,βl}
)
y(n,1)mn,α1 . . . y
(n,1)m
n,αl
∏
1αn
y(n,1)mn,α .α/∈{β1,...,βl}
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f(n,1)
(
δ
(n,1)m
{α1,...,αl }→{β1,...,βl}
)= detq(y(n,1)mi,α ) i=i1,...,il
α=β1,...,βl
et comme y(n,1)mn,α = vn,α lorsque α ∈ ❏1, n❑ (cf. Proposition 3.5.2), il résulte du Corol-
laire 3.5.6 (avec j = n) que, si λ′β1,...,βl est non nul, alors f(n,1)(δ
(n,1)m
{α1,...,αl }→{β1,...,βl})= 0,
de sorte que δ(n,1)m{α1,...,αl}→{β1,...,βl} appartient à L
(n,1)m =Ker(f(n,1)).
Cas d’un mineur quantique faisant intervenir la ligne n, c’est-à-dire tel que il = n.
Comme l’algorithme d’effacement (m,p) coïncide ici avec l’algorithme d’effacement
standard (cf. Remarques 3.2.10), on déduit du Lemme 4.2.1 et de la Proposition 4.1.2
de [4] l’égalité :
δ = detq
(
Y
(n,αl )m
i,α
)
i=i1,...,il−1
α=α1,...,αl−1
Y (n,αl)mn,αl .
Notons δ(n,αl )m
nˆ,αl
:= detq(Y (n,αl)mi,α ) i=i1,...,il−1
α=α1,...,αl−1
. L’égalité ci-dessus s’écrit alors :
δ = δ(n,αl)m
nˆ,αl
Y (n,αl)mn,αl .
Comme δ ∈ L, il résulte de l’égalité ci-dessus que δ appartient à L ∩ R(n,αl )m . D’après la
Proposition 3.6.6 (avec j = n et β = αl ), δ appartient donc à
L(n,αl )mS−1(n,αl )m ∩R(n,αl)m = L(n,αl)m .
Comme L(n,αl)m est un idéal (complètement) premier de R(n,αl )m qui ne contient pas
Y
(n,αl)m
n,αl = Vn,αl (cf. Lemme 3.3.7), il résulte de l’égalité ci-dessus que δ(n,αl)mn̂,αl appartient
à L(n,αl )m . Observons, de plus, que δ(n,αl )mn̂,αl ne fait pas intervenir la ligne n. Par un
raisonnement analogue à celui du cas il < n ci-dessus, on montre, au moyen des
Remarques 3.6.4 et 3.6.7, que δ(n,αl )mn̂,αl est une combinaison linéaire à droite, à coefficients
dans R(n,1)mS−1(n,1)m , des mineurs quantiques extraits de Γn qui appartiennent à L
(n,1)m
, et
donc que
δ = δ(n,αl )mn̂,αl Y (n,αl)mn,αl = δ
(n,αl)m
n̂,αl
Vn,αl
est aussi une combinaison linéaire à droite, à coefficients dans R(n,1)mS−1(n,1)m , des mineurs
quantiques extraits de Γn qui appartiennent à L(n,1)m .
Ceci achève l’initialisation de la récurrence.
Supposons m < j < n, et le résultat établi pour j + 1. On démontre, en utilisant les
mêmes arguments que dans le cas j = n, que L(j,1)mS−1(j,1)m est engendré, comme idéal
à droite de R(j,1)mS−1(j,1)m , par les mineurs quantiques extraits de Γj qui appartiennent à
L(j,1)m . ✷
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Y
(m,β−1)m
i,β = Y (1,β)mi,β = · · · = Y (m,β)mi,β = Vi,β .
(Si β = 1, on convient que Y (m,0)mi,β = Y (m+1,1)mi,β .) Ainsi, Vi,β appartient aux algèbres
R(m,β−1)m , R(1,β)m , . . . , R(m,β)m , et on a :
Proposition 3.6.9. Soient j ∈ ❏1,m❑ et β ∈ ❏1,m❑. Alors, S(j,β)m est un système
multiplicatif d’éléments réguliers de R(j,β)m et R(m,β−1)m , qui vérifie la condition de Ore
(des deux côtés) dans R(j,β)m et R(m,β−1)m , et on a :
R(j,β)mS−1(j,β)m =R(m,β−1)mS−1(j,β)m.
(Si β = 1, on convient que R(m,0)m =R(m+1,1)m .)
Démonstration. Cette proposition se démontre de la même manière que la Proposi-
tion 3.6.3. ✷
On dispose, plus généralement, d’un résultat analogue à la Remarque 3.6.4 :
Remarque 3.6.10. Soient j ∈ ❏1,m❑ et β ∈ ❏1,m❑. Si (i, α) ∈ Em avec (j,β) m
(i,α) m (m,β − 1), alors S(j,β)m est un système multiplicatif d’éléments réguliers de
R(j,β)m et de R(i,α)m , qui vérifie la condition de Ore (des deux côtés) dans R(j,β)m et
R(i,α)m , et on a :
R(j,β)mS−1(j,β)m =R(i,α)mS−1(j,β)m.
Observation 3.6.11. Soient i ∈ ❏1,m❑ et β ∈ ❏1,m❑. Alors Vi,β n’appartient pas à
L(m,β−1)m . (On convient que L(m,0)m = L(m+1,1)m .)
Démonstration. Cette observation se démontre de la même manière que l’Observa-
tion 3.6.5. ✷
Soient j ∈ ❏1,m❑ et β ∈ ❏1,m❑. CommeL(j,β)m ne contient ni∆ (cf. Proposition 3.3.9),
ni les Vi,α ((j,β) m (i,α) m (n,n)) (cf. Lemme 3.3.7), il ne rencontre pas S(j,β)m .
D’après la Proposition 3.6.9 et le Chapitre 9 de [10], on a donc
L(j,β)mS−1(j,β)m = S−1(j,β)mL(j,β)m,
et ceci est un idéal (complètement) premier HR-invariant de R(j,β)mS−1(j,β)m dont l’inter-
section avec R(j,β)m est égale à L(j,β)m .
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((j,β)m (i,α) m (n,n)) (cf. Lemme 3.3.7 et Observation 3.6.11), il ne rencontre pas
S(j,β)m . D’après la Proposition 3.6.9 et le Chapitre 9 de [10], on a donc
L(m,β−1)mS−1(j,β)m = S−1(j,β)mL(m,β−1)m,
et ceci est un idéal (complètement) premier HR-invariant de R(m,β−1)mS−1(j,β)m dont
l’intersection avec R(m,β−1)m est égale à L(m,β−1)m .
Proposition 3.6.12. Soient j ∈ ❏1,m❑ et β ∈ ❏1,m❑. Dans l’anneau R(j,β)mS−1(j,β)m =
R(m,β−1)mS−1(j,β)m , on a :
L(j,β)mS−1(j,β)m = L(m,β−1)mS−1(j,β)m .
Démonstration. Cette proposition se démontre de la même manière que la Proposi-
tion 3.6.6. ✷
On dispose, plus généralement, d’un résultat analogue à la Remarque 3.6.7 :
Remarque 3.6.13. Soient j ∈ ❏1,m❑ et β ∈ ❏1,m❑. Si (i, α) ∈ Em avec (j,β) m
(i,α) m (m,β − 1), alors L(i,α)m ∩ S(j,β)m = ∅ et, dans l’anneau R(j,β)mS−1(j,β)m =
R(i,α)mS−1(j,β)m , on a :
L(j,β)mS−1(j,β)m = L(i,α)mS−1(j,β)m .
Proposition 3.6.14. Soit β ∈ ❏1,m❑. Notons Ωβ la matrice q-quantique déduite de
M(m,β)m par suppression des lignes m + 1, . . . , n et des colonnes 1, . . . , β . Alors,
L(m,β)mS−1(m,β)m est engendré, comme idéal à droite (respectivement à gauche) de
R(m,β)mS−1(m,β)m , par les mineurs quantiques extraits de Ωβ qui appartiennent à L
(m,β)m
.
Démonstration. On le montre seulement à droite. On procède par récurrence sur β .
Si β = 1, notons δ(m+1,1)m1 , . . . , δ(m+1,1)mk les mineurs quantiques de L(m+1,1)m extraits
de Γm+1 (cf. Proposition 3.6.8 avec j =m+1) qui engendrentL(m+1,1)mS−1(m+1,1)m comme
idéal à droite de R(m+1,1)mS−1(m+1,1)m . Il nous suffit de montrer que tout élément de L
(m,1)m
s’écrit comme une combinaison linéaire à droite, à coefficients dans R(m,1)mS−1(m,1)m , des
mineurs quantiques extraits de Ω1 qui appartiennent à L(m,1)m .
Soit x ∈ L(m,1)m . Il résulte de la Proposition 3.6.12 (avec j =m et β = 1) qu’il existe
s ∈ S(m,1)m tel que xs ∈ L(m+1,1)m ⊂ L(m+1,1)mS−1(m+1,1)m . Par suite, il existe des éléments
P1, . . . ,Pk de R(m+1,1)mS−1(m+1,1)m tels que :
xs =
k∑
δ
(m+1,1)m
i Pi .i=1
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x ss0︸︷︷︸
∈S(m,1)m
=
k∑
i=1
δ
(m+1,1)m
i Qi .
D’après la Proposition 3.6.9 (avec j = m et β = 1), chaque Qi est aussi un élément de
R(m,1)mS−1(m,1)m , et, par suite, il existe des éléments Q
′
1, . . . ,Q
′
k de R(m,1)mS
−1
(m,1)m tels que :
x =
k∑
i=1
δ
(m+1,1)m
i Q
′
i .
Pour avoir le résultat souhaité, il nous reste à montrer que chaque δ(m+1,1)mi s’écrit
comme une combinaison linéaire à droite, à coefficients dans R(m,1)mS−1(m,1)m , des mineurs
quantiques extraits de Ω1 qui appartiennent à L(m,1)m . Soit
δ(m+1,1)m = detq
(
Y
(m+1,1)m
i,α
)
i=i1,...,il
α=α1,...,αl
un tel mineur quantique. On a donc il  m et δ(m+1,1)m ∈ L(m+1,1)m . Nous allons
considérer deux cas selon que α1 = 1 ou non.
Cas d’un mineur quantique ne faisant pas intervenir la colonne 1, c’est-à-dire tel que
α1 > 1.
Notons F ′l l’ensemble défini par :
F ′l :=
{
(j1, . . . , jl) ∈ ❏1,m❑l
∣∣ i1  j1, . . . , il  jl et 1 j1 < · · ·< jl m}.
Comme l’algorithme d’effacement (m,p) “coïncide” ici avec l’algorithme d’effacement
inverse (cf. Remarques 3.2.10), on déduit de la Proposition 2.5.9 (appliquée à la matrice
Γm+1) l’égalité :
δ(m+1,1)m =
∑
F ′l
λj1,...,jl Vi1,1 . . .Vil ,1V
−1
j1,1 . . .V
−1
jl ,1δ
(m,1)m
{i1,...,il }→{j1,...,jl}, (10)
où chaque λj1,...,jl appartient à C, et où
δ
(m,1)m
{i1,...,il }→{j1,...,jl } := detq
(
Y
(m,1)m
i,α
)
i=j1,...,jl
α=α1,...,αl
.
Observons que chaque δ(m,1)m{i1,...,il }→{j1,...,jl} est un mineur quantique extrait de Ω1.
Si k ∈ ❏1,m❑ et (i, α) ∈ ❏1,m❑× ❏2, n❑, alors, par le Théorème 3.2.1 de [3], on a :
Vk,1Y
(m,1)m
i,α =
{
qY
(m,1)m
i,α Vk,1 si i = k,
Y
(m,1)mV sinon.i,α k,1
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Vk,1δ
(m,1)m
{i1,...,il }→{j1,...,jl } =
{
qδ
(m,1)m
{i1,...,il }→{j1,...,jl },Vk,1 si k ∈ {j1, . . . , jl},
δ
(m,1)m
{i1,...,il }→{j1,...,jl}Vk,1 sinon.
On déduit alors de l’égalité (10) :
δ(m+1,1)m =
∑
F ′l
λ′j1,...,jl δ
(m,1)m
{i1,...,il }→{j1,...,jl }Vi1,1 . . . Vil,1V
−1
j1,1 . . .V
−1
jl,1, (11)
où chaque λ′j1,...,jl appartient à C.
Ainsi, δ(m+1,1)m s’écrit comme une combinaison linéaire à droite, à coefficients dans
R(m,1)mS−1(m,1)m , de mineurs quantiques extraits de Ω1. Montrons, pour terminer, que, si
λ′j1,...,jl est non nul, alors δ
(m,1)m
{i1,...,il }→{j1,...,jl } appartient à L
(m,1)m
.
L’égalité (11) peut encore s’écrire :
δ(m+1,1)mV1,1 . . .Vm,1 =
∑
F ′l
µj1,...,jl δ
(m,1)m
{i1,...,il }→{j1,...,jl }Vi1,1 . . .Vil,1
∏
1im
i /∈{j1,...,jl}
Vi,1, (12)
où chaque µj1,...,jl appartient à C, et µj1,...,jl = 0 si et seulement si λ′j1,...,jl = 0. Comme
Vi,1 = Y (m,1)mi,1 = Y (m+1,1)mi,1 lorsque i ∈ ❏1,m❑, on a donc :
δ(m+1,1)mY (m+1,1)m1,1 . . .Y
(m+1,1)m
m,1
=
∑
F ′l
µj1,...,jl δ
(m,1)m
{i1,...,il}→{j1,...,jl}Y
(m,1)m
i1,1 . . .Y
(m,1)m
il ,1
∏
1im
i /∈{j1,...,jl}
Y
(m,1)m
i,1 . (13)
Comme δ(m+1,1)m ∈ L(m+1,1)m , δ(m+1,1)mY (m+1,1)m1,1 . . .Y (m+1,1)mm,1 appartient à L(m+1,1)m .
De plus, il résulte de l’égalité (13) que δ(m+1,1)mY (m+1,1)m1,1 . . .Y (m+1,1)mm,1 appartient aussi
à R(m,1)m . Ainsi δ(m+1,1)mY (m+1,1)m1,1 . . .Y
(m+1,1)m
m,1 est un élément de L(m+1,1)m ∩R(m,1)m .
D’après la Proposition 3.6.12 (avec j = m et β = 1), δ(m+1,1)mY (m+1,1)m1,1 . . .Y (m+1,1)mm,1
appartient donc à L(m,1)mS−1(m,1)m ∩R(m,1)m = L(m,1)m . Les deux membres de l’égalité (13)
sont donc des éléments de R(m,1)m et, si on les transforme par l’homomorphisme f(m,1) de
la Proposition 3.5.3, on obtient :
0 =
∑
F ′l
µj1,...,jl f(m,1)
(
δ
(m,1)m
{i1,...,il }→{j1,...,jl }
)
y
(m,1)m
i1,1 . . . y
(m,1)m
il ,1
∏
1im
y
(m,1)m
i,1 .i /∈{j1,...,jl}
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f(m,1)
(
δ
(m,1)m
{i1,...,il }→{j1,...,jl }
)= detq(y(m,1)mi,α ) i=j1,...,jl
α=α1,...,αl
et comme y(m,1)mi,1 = vi,1 lorsque i ∈ ❏1,m❑ (cf. Proposition 3.5.2), il résulte du
Corollaire 3.5.7 (avec β = 1) que, si λ′j1,...,jl est non nul, alors
f(m,1)
(
δ
(m,1)m
{i1,...,il }→{j1,...,jl }
)= 0,
de sorte que δ(m,1)m{i1,...,il }→{j1,...,jl } appartient à L
(m,1)m = Ker(f(m,1)).
Cas d’un mineur quantique faisant intervenir la colonne 1, c’est-à-dire tel que α1 = 1.
Comme l’algorithme d’effacement (m,p) “coïncide” ici avec l’algorithme d’effacement
inverse (cf. Remarques 3.2.10), on déduit du Lemme 2.5.7 et de la Proposition 2.5.6
l’égalité :
δ(m+1,1)m = detq
(
Y
(i1,1)m
i,α
)
i=i2,...,il
α=α2,...,αl
× Y (i1,1)mi1,1 .
Notons δ(i1,1)m
î1,1
:= detq(Y (i1,1)mi,α ) i=i2,...,il
α=α2,...,αl
. L’égalité ci-dessus s’écrit alors :
δ(m+1,1)m = δ(i1,1)m
î1,1
× Y (i1,1)mi1,1 .
Comme δ(m+1,1)m ∈ L(m+1,1)m , il résulte de l’égalité ci-dessus que δ(m+1,1)m appartient
à L(m+1,1)m ∩ R(i1,1)m . D’après la Proposition 3.6.12 (avec j = i1 et β = 1), δ(m+1,1)m
appartient donc à L(i1,1)mS−1(i1,1)m ∩ R(i1,1)m = L(i1,1)m . Comme L(i1,1)m est un idéal
(complètement) premier de R(i1,1)m qui ne contient pas Y (i1,1)mi1,1 = Vi1,1 (cf. Lemme 3.3.7),
il résulte de l’égalité ci-dessus que δ(i1,1)m
î1,1
appartient à L(i1,1)m . De plus, δ(i1,1)m
î1,1
ne fait
pas intervenir la colonne 1. Par un raisonnement analogue à celui du cas α1 > 1 ci-dessus,
on montre, au moyen des Remarques 3.6.10 et 3.6.13, que δ(i1,1)m
î1,1
est une combinaison
linéaire à droite, à coefficients dans R(m,1)mS−1(m,1)m , des mineurs quantiques extraits de Ω1
qui appartiennent à L(m,1)m , et donc que
δ(m+1,1)m = δ(i1,1)m
î1,1
Y
(i1,1)m
i1,1 = δ
(i1,1)m
î1,1
Vi1,1
est aussi une combinaison linéaire à droite, à coefficients dans R(m,1)mS−1(m,1)m , des mineurs
quantiques extraits de Ω1 qui appartiennent à L(m,1)m .
Ceci achève l’initialisation de la récurrence.
Supposons β > 1, et le résultat établi pour β − 1. On démontre, en utilisant les
mêmes arguments que dans le cas β = 1, que L(m,β)mS−1 est engendré, comme idéal
(m,β)m
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L(m,β)m . ✷
Notation 3.6.15. On note Σ le système multiplicatif de R(m,m)m engendré par les Vi,α avec
(m,m)m (i,α)m (n,n).
Observation 3.6.16. Σ = S(m,m)m .
Démonstration. Par construction, Σ est inclus dans S(m,m)m . De plus, comme Σ contient
V1,1, . . . , Vn,n, il résulte du Lemme 3.2.11 que Σ contient ∆. D’où le résultat. ✷
Nous avons, dans le paragraphe 3.3, identifié M à la sous-algèbre de R(m,m)m
engendrée par Y (m,m)mi,α avec (i, α) ∈ ❏1,m❑ × ❏m + 1, n❑ et les générateurs canoniques
de M aux Y (m,m)mi,α ((i, α) ∈ ❏1,m❑ × ❏m + 1, n❑). Il en résulte que la matrice Ωm =
(Y
(m,m)m
i,α )(i,α)∈❏1,m❑×❏m+1,n❑ n’est autre que la matrice des générateurs canoniques deM.
Comme I = L(m,m)m (cf. Notation 3.3.6), on déduit alors de l’Observation 3.6.16 et de
la Proposition 3.6.14 (appliquée à β =m) :
Proposition 3.6.17. IΣ−1 est engendré, comme idéal à droite (respectivement à gauche)
de R(m,m)mΣ−1, par les mineurs quantiques extraits de la matrice des générateurs
canoniques deM qui appartiennent à I .
3.7. Le théorème fondamental
Proposition 3.7.1. J est engendré, comme idéal à droite (respectivement à gauche) de
M=Oq(Mm,p(C)), par les mineurs quantiques qui lui appartiennent.
Démonstration. Soit x ∈ J . Comme J est inclus dans I (par construction de I ),
x appartient à I ⊆ IΣ−1. D’après la Proposition 3.6.17, il existe un entier k  1, des
éléments Q1, . . . ,Qk de R(m,m)mΣ−1 et des mineurs quantiques δ(m,m)m1 , . . . , δ
(m,m)m
k
extraits de la matrice des générateurs canoniques deM et appartenant à I tels que :
x =
k∑
i=1
δ
(m,m)m
i Qi .
Observons que chaque δ(m,m)mi (i ∈ ❏1, k❑) appartient à I ∩M = J . Comme chaque Qi
appartient à R(m,m)mΣ−1, il existe un élément s de Σ et des éléments P1, . . . ,Pk de
R(m,m)m tels que :
xs =
k∑
δ
(m,m)m
i Pi .i=1
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ragraphe 3.3), R(m,m)m est un M-module à gauche libre ayant pour base les mo-
nômes V am,mm,m . . .V
a1,1
1,1 V
am+1,1
m+1,1 . . .V
an,n
n,n (ai,α ∈N), les indices étant ordonnés suivant l’ordre
(m,p). Pour tout i ∈ ❏1, k❑, on peut donc écrire Pi =∑aij=1 bijmj , où les bij sont des élé-
ments deM, et où les mj sont des éléments (distincts) de la base ci-dessus. Par suite,
xs =
k∑
i=1
ai∑
j=1
δ
(m,m)m
i bijmj . (14)
Observons que chaque δ(m,m)mi bij appartient àM, et que, s appartenant à Σ , on peut écrire
s = λw, où λ est un élément non nul de C∗, et où w est un élément de la base ci-dessus.
En identifiant les coefficients de w dans l’égalité (14), x s’écrit :
x =
∑
finie
δ
(m,m)m
i c
′
i ,
où chaque δ(m,m)mi est un mineur quantique appartenant à I ∩M = J , et où chaque c′i
appartient àM. ✷
Nous pouvons donc conclure :
Théorème 3.7.2. Soient m,p deux entiers tels que m,p  2 et q un nombre com-
plexe transcendant sur Q. Notons H := (C∗)m+p . Tout idéal premier H-invariant
de Oq(Mm,p(C)) est engendré comme idéal à droite (respectivement à gauche) de
Oq(Mm,p(C)) par des mineurs quantiques extraits de la matrice des générateurs cano-
niques de Oq(Mm,p(C)).
Remarque 3.7.3. Le Théorème 3.7.2 donne, dans le cas où q est transcendant sur Q, une
réponse positive à une question de K.R. Goodearl et T.H. Lenagan (cf. [6] et [7]).
Si nous avons supposé que q est transcendant sur Q, c’est uniquement afin de pouvoir
utiliser les résultats du paragraphe 6 de [1]. En fait, nous avons démontré, dans ce papier,
la proposition suivante :
Proposition 3.7.4. Si q ∈C∗ n’est pas une racine de l’unité et si les idéaux premiers H′R-
invariants (respectivement HR-invariants) de Oq(SLn(C)) (respectivement Oq(GLn(C)))
sont engendrés, comme idéaux à droite (respectivement à gauche) de Oq(SLn(C))
(respectivement Oq(GLn(C))), par des mineurs quantiques, alors les idéaux premiers H-
invariants de Oq(Mm,p(C)) sont engendrés, comme idéaux à droite (respectivement à
gauche) de Oq(Mm,p(C)), par des mineurs quantiques.
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