Context. The VLT-FLAMES Tarantula Survey has observed hundreds of O-type stars in the 30 Doradus region of the Large Magellanic Cloud (LMC). Aims. We study the properties of a statistically significant sample of O-type dwarfs in the same star-forming region and test the latest atmospheric and evolutionary models of the early main-sequence phase of massive stars.
Introduction
Massive stars play a key role in many astrophysical areas because of their extreme physical properties (high masses, strong winds, and intense radiation fields, see e.g. Maeder & Meynet 2000; Langer 2012) . They are commonly used as tracers of young populations and to study galactic physics. They have become powerful alternative tools to H ii regions and Cepheids to obtain information on present-day chemical abundances in galaxies (see e.g. Kudritzki et al. 2008 Kudritzki et al. , 2013 and extragalactic distances (Kudritzki & Puls 2000) . Their short lives end dramatically as supernovae, leaving behind compact remnants such as neutron stars and black holes (Woosley et al. 2002) and sometimes producing long-duration gamma-ray bursts (LGRB, Woosley & Heger 2006) . Lastly, they may have contributed significantly to the reionisation of the Universe and its early chemical evolution (Bromm et al. 2009 ). Characterisation of their physical properties over a range of different environments (metallicities) is therefore an essential task in contemporary astrophysics.
Despite the progress in the field over the past decades, many unanswered questions remain regarding the formation, evolution, and final fate of massive stars. For example, their formation processes are still poorly understood, mainly because of the very short pre-main-sequence phase and observational limitations of studying the earliest stages of their lives in heavily obscured regions (e.g. Hanson 1998; Zinnecker & Yorke 2007) . Submillimetre and radio observations are starting to probe the dense cores of massive protostars (e.g. Ilee et al. 2016) , but a better understanding of their main-sequence phase will also provide important constraints on their origins.
When it has formed, the initial mass of a star is the dominant factor on its subsequent evolution, but there are other important effects that also need to be taken into account. Firstly, massive stars can lose a significant fraction of their outer envelopes through their intense winds, which modifies their path in the Hertzsprung-Russell (H-R) diagram. This is particularly important for luminous stars near the Eddington limit, or for objects in an advanced evolutionary phase, such as red supergiants, Wolf-Rayet stars, or luminous blue variables (e.g. Vink 2012 ). Unfortunately, our understanding of these outflows is limited by different phenomena such as micro-clumping (Hillier 1991; Fullerton et al. 2006; Puls et al. 2006) , macroclumping, or porosity (Muijres et al. 2012; Šurlan et al. 2013; Sundqvist et al. 2014) .
A second factor that affects their internal structure and evolution is rotation. Stellar rotation reduces the effective gravity through the associated (latitude-dependent) centrifugal acceleration, leading to an oblate shape with a larger equatorial than polar radius and to gravity darkening (e.g. Gray 2005) . It also contributes to the transport of chemical elements and angular momentum. At rapid rotation rates, the stellar wind is predicted to become aspherical (in this case, prolate, as a result of gravity darkening), and the integrated mass-loss rates might be affected (Müller & Vink 2014) . These processes significantly influence the evolution, lifetime, and final fate of the star (Maeder & Meynet 2000; Brott et al. 2011) .
The fact that the majority of massive stars are found in binary systems (see e.g. Sana et al. 2012; Sota et al. 2014 ) means that binarity must also be an important factor in their formation and evolution. Binarity affects the rotation and chemical composition of the stellar atmosphere by means of mass transfer and/or mergers, and may explain chemical enrichment in slow rotators (Langer 2012) . Other factors such as magnetic fields (see, e.g. Morel et al. 2015; Wade & MiMeS Collaboration 2015; Wade et al. 2016) may also have an effect on their evolution (Petit et al. 2017) .
The VLT-FLAMES Tarantula Survey (VFTS, Evans et al. 2011 ) is an ESO Large Programme to study the properties of an unprecedented number of massive stars in the 30 Doradus star-forming region in the Large Magellanic Cloud (LMC). The primary objective of the VFTS was to obtain multi-epoch intermediate-resolution optical spectroscopy of a large sample of O-type stars to investigate rotation, binarity or multiplicity, and wind properties, particularly during the main-sequence phase where they spend the majority of their lives.
To date, the VFTS has reported serendipitous findings of outstanding objects, such as VFTS 682 (WN5h), which, with a current mass of ∼150 M ⊙ , is one of the most massive isolated stars known to date (Bestenlehner et al. 2011) , and the discovery of two stars with extremely rapid (∼ 600 km s −1 ) rotational velocities, namely VFTS 102 (O: Vnnne) and VFTS 285 (O7.5 Vnnn) (Dufton et al. 2011; Walborn et al. 2012 Walborn et al. , 2014 Ramírez-Agudelo et al. 2013) . More comprehensive studies of the O-type stars in the survey include detailed spectral classifications (Walborn et al. 2014 ), analysis of their multiplicity through multi-epoch observations , and investigation of their rotational-velocity distributions (Ramírez-Agudelo et al. 2013 , 2015 -similar studies have also been presented for the B-type stars (see e.g. Dufton et al. 2013; Evans et al. 2015; Dunstall et al. 2015) . These efforts are an important step towards estimates for physical parameters and chemical abundances for the whole O-type sample, which will ultimately be used to address fundamental questions in both stellar and cluster evolution.
In a previous study, we analysed 48 O Vz and 36 O V stars from the VFTS to test the hypothesis that O Vz stars 1 are at a different (younger) evolutionary stage compared to normal O-type dwarfs , hereafter Paper XIII). Here we extend that work by characterising the physical properties 1 O Vz stars are characterised by He ii λ 4686 absorption stronger than any other helium line in their optical spectra (Walborn 2009). and evolutionary status of the complete sample of (apparently) single O dwarfs and subgiants identified by Sana et al. (2013) and Walborn et al. (2014) . In parallel, Ramírez-Agudelo (2017) have investigated the O-type giants and supergiants from the VFTS, with analysis of the nitrogen abundances for the dwarfs and giants and supergiants presented by Simón-Díaz et al. (in prep.) and Grin et al. (2016) , respectively. This paper is structured as follows. The sample is introduced in Sect. 2, with the relevant data introduced in Sect. 3. The methods to determine the stellar and wind parameters are described in Sect. 4, together with discussion of some of the limitations of the analysis. The general properties of the sample are discussed in Sect. 5, including a new calibration of effective temperature vs. spectral type. Discussion of our results in an evolutionary context is given in Sect. 6, with our main conclusions summarised in Sect. 7.
Sample selection
For this study we selected the apparently single unevolved Otype stars identified by Sana et al. (2013) and Walborn et al. (2014) that have sufficiently good spectra for reliable quantitative analysis. Walborn et al. (2014) divided the 340 O-type stars in the VFTS into two groups, 'AAA' and 'BBB', comprising 213 and 127 stars, respectively. The BBB group were spectra rated as lower quality as a result of problems such as low signalto-noise ratio, strong nebular contamination, double-lined binaries, and difficulties in precise classification. The BBB stars were excluded from our sample, as were AAA stars identified by Sana et al. (2013) as single-lined binaries (i.e. those for which radial-velocity variations of > 20 km s −1 were detected). This led to a sample of 105 stars with luminosity classes V and IV (including the Vz subclass, the uncertain classification V-III, and III-IV, which indicates a precise interpolation between III and IV), as listed in Tables A.1 and A.2 (with a complete description of the information in the tables given in Sect. 4). Although we describe these stars as apparently single objects, we note that some spectra probably include the contribution of more than one star (which may not necessarily be physically bound, see Sect. 3).
The distribution of spectral types of our sample is shown in Fig. 1 . The sample is concentrated at medium and late types, with peaks at O6 and O9.5, with only seven stars earlier than O4. Interestingly, different distributions are found when the stars are separated by luminosity class. Contrary to the distribution of the 'normal' O V stars, which are concentrated mainly at spectral types later than O8, the distribution of O Vz stars dominates at medium subtypes; we refer to Paper XIII for a detailed discussion of the origin of this bimodal distribution of O V and O Vz stars. Only a few O IV stars are in the sample, and these are mostly O9.5 objects. For completeness, the location of the various subgroups of our sample in the 30 Dor region is shown in Fig. 2. 
Observations
The VFTS observations were obtained at the Very Large Telescope (VLT) at Paranal in Chile, using the Fibre Large Array Multi-Element Spectrograph instrument (FLAMES; Pasquini et al. 2002) . Details of the VFTS observations and data were given by Evans et al. (2011) .
We employed the same data as those used by Ramírez-Agudelo et al. (2013) , Walborn et al. (2014) , and Sabín-Sanjulián et al. (2014) . These comprise spectra obtained using the fibre-fed Medusa mode of FLAMES and three of the standard settings of the Giraffe spectrograph 2 : LR02, LR03, and HR15N (see Table 1 ). As described by Evans et al. (2011) , the VFTS gathered multi-epoch observations of all stars in the survey. Details regarding the combination of the multi-epoch LR02 and LR03 data to produce the final spectra discussed were given by Walborn et al. (2014) . Figure 3 shows six representative examples of Medusa spectra from our sample, covering the different luminosity classes (IV, III-IV, V-III, V, and Vz). As described in Paper XIII, the observed spectral range includes H i and He i/ii lines (plus several N iii/iv/v lines, see Sect. 4) suited to determine the important physical parameters of O-type stars. We also note the presence of nebular emission lines in most of the spectra.
Absolute magnitudes (col. 5 in Tables B.1 and B. 2) were calculated using the ground-based B-and V-band photometry from Evans et al. (2011) , adopting a distance modulus of 18.5 mag (e.g. Gibson 2000) , and using the Bayesian code chorizos (Maíz Apellániz 2004) to take the line-of-sight extinction into account; a complete description of the method and model Lastly, we had access to a series of I-band images obtained with the Hubble Space Telescope (HST) 3 , which includes more than 80 % of the stars in the VFTS. These images were helpful to investigate possible multiple sources within the Medusa fibres (see Fig. 4 for examples, and also Sabbi et al. 2012 Sabbi et al. , 2016 , allowing detection of composite spectra that are otherwise undetected from radial-velocity measurements, and/or stars with contaminated photometry in the ground-based imaging. For completeness, details of possible or confirmed contamination (provided by Walborn et al. 2014 ) are included in the final column of Tables A.1 and A.2.
Stellar and wind parameter determination
4.1. Spectroscopic parameters 4.1.1. HHe analysis Stellar and wind parameters were determined using the IACOB grid-based automatic tool (iacob-gbat, see Simón-Díaz et al. 2011 ). This tool is based on standard techniques for the quantitative spectroscopic analysis of O stars (see e.g. Herrero et al. 1992 Herrero et al. , 2002 ) and has been automated by applying a χ 2 algorithm to a large grid 4 of synthetic spectra computed using fastwind (Santolaya-Rey et al. 1997; Puls et al. 2005; Rivero González et al. 2012a ). The grid comprises ∼ 180 000 atmosphere models, covering a wide range of stellar and wind parameters, and is optimised for the analysis of O-type stars (see also Lefever et al. 2007; Castro et al. 2012 , for similar approaches using fastwind).
We followed the same strategy and criteria as were used in analysis of the O Vz subsample presented in Paper XIII. In brief, we used the grid of fastwind models computed for the metallicity of the LMC (Z = 0.5 Z ⊙ , see e.g. Mokiem et al. 2007a ). The parameter ranges of the fastwind grid and the hydrogen and helium lines used in the analysis are shown in Tables 2 and  3 of Paper XIII. We adopted the projected rotational velocities (v sin i) from Ramírez-Agudelo et al. (2013) , except for 17 stars where the global broadening of the synthetic and the observed lines did not agree; for these stars the v sin i values were iterated on until achieving a good fit. Although macroturbulent broadening of the line profiles appears to be a relatively ubiquitous feature of O-type stars (see e.g. Simón-Díaz et al. 2017), we do not expect this to be a significant factor in the context of the physical parameters studied here with H i and He i/ii, and do not include its effects separately in our line-broadening convolution. Lastly, we fixed the microturbulence and the β-parameter (i.e., the exponent of the wind velocity-law) to 5 km s −1 and 0.8, respectively, as these two parameters could not be properly constrained with the current sample (see Sects. 3.4.1 and 3.4.2 of Paper XIII).
Results from the iacob-gbat analysis of our sample (except for the targets discussed in Sect. 4.1.2) are presented in Table A .1. The column entries are as follows: (1) VFTS identifier; (2) spectral classification from Walborn et al. (2014) ; (3) v sin i considered in the analysis; (4-11) derived effective temperature (T eff ), gravity (log g), rotation-corrected gravity 5 (log g c ), helium abundance 6 (Y(He)), and wind-strength Q-parameter (see Sect. 6.3), and their formal uncertainties; (12) estimated values for the wind momentum D mom (also Sect. 6.3); (13) comments from Walborn et al. regarding possible binarity or multiplicity.
We adopted a minimum value of 0.1 dex for the formal errors on log g as we consider that uncertainties below this value are not realistic. We note that several sources of uncertainty need to be 5 log g c is defined as the logarithmic gravity derived from the spectral analysis corrected for centrifugal effects (see e.g. Herrero et al. 1992; . 2) is indicated by the inner green circles; the outer circles have twice this diameter to help guide the eye. VFTS 021 is shown as an example of a uncontaminated Medusa fibre, while the spectra of the others shown here are expected to have some degree of contamination from close-by companions.
taken into account besides those arising from the spectral fitting. These include the continuum renormalisation and the sampling of the fastwind grid. For the same reasons, the uncertainties in Y(He) were set to 0.02 since the errors estimated by the iacobgbat were unrealistically low (see e.g. Herrero et al. 1992 Herrero et al. , 2002 . Other points to be taken into account when interpreting results from the analysis are discussed in Sect. 4.3.
HHeN analysis
In 20 cases the HHe analysis using the iacob-gbat failed to provide reliable results, as indicated by the broad χ 2 -T eff distributions (with widths in excess of 5000 K) and/or unexpectedly low temperatures for the spectral type. After careful inspection of all the cases, we found that this was mainly due to a lack of reliable He i diagnostic lines (because of strong nebular contamination or very high temperatures). In these cases, we turned to the N ionisation balance, following the guidelines from Rivero González et al. (2011 González et al. ( , 2012a .
The grids of fastwind models for different metallicities incorporated in the iacob-gbat have recently been extended to include nitrogen as an explicit model atom; however, the nitrogen lines are not yet included in the iacob-gbat computations. A detailed HHeN analysis of the complete O-dwarf sample (also including N abundances) is now in progress and will be presented in a forthcoming paper (Simón-Díaz et al., in prep.) . For the purposes of the current study we performed a traditional byeye HHeN analysis of the 20 stars for which the automated HHe analysis did not provide reliable results. In these analyses we fixed the helium abundance to Y(He) = 0.10, considered the parameters associated with the best-fitting model, and adopted the following formal errors for T eff , log g, Y(He), and log Q: 1500 K, 0.10 dex, 0.02, and 0.20, respectively. The results for these 20 stars are summarised in Table A .2 (which includes the same information as Table A .1, but for quantities fixed in the analysis).
Radii, luminosities, and masses
Stellar radii, luminosities, and spectroscopic masses were calculated following the relations described by Kudritzki (1980) , which connect the absolute magnitude in the V band and the stellar radius (see also Herrero et al. 1992; .
Evolutionary masses (M ev ) were estimated in the classical way, that is, by interpolating between evolutionary tracks by Brott et al. (2011) in the H-R (log L/L ⊙ vs. log T eff ) and Kiel (log g c vs. log T eff ) diagrams.
We also used the Bayesian bonnsai tool 7 . In contrast to more traditional approaches, bonnsai simultaneously accounts for all available observables (i.e. log L/L ⊙ , log g c , T eff , v sin i) and, assuming prior knowledge of the initial mass function, for example, it computes full posterior probability distributions of the various stellar parameters for a given set of evolutionary models. For our sample we used bonnsai to match the derived luminosities, effective temperatures, surface gravities, and projected rotational velocities to the evolutionary models of Brott et al. (2011) and Köhler et al. (2015) . We assumed a Salpeter initial mass function (Salpeter 1955) as the initial-mass prior, adopted the distribution of rotational velocities of O-type stars in 30 Dor from Ramírez-Agudelo et al. (2013) as the initial rotational velocity prior (and assuming that their rotational axes are randomly orientated in space), and adopted a uniform prior for stellar ages. Tables B.1 and B.2 summarise this second set of stellar parameters, in which the column entries are (1) VFTS identifier; (2) spectral classification; (3) effective temperature; (4) rotation-corrected gravity; (5) absolute visual magnitude M V ; (6-11) radii, luminosities, and spectroscopic masses and their corresponding formal errors; (12, 13) evolutionary masses calculated from the Kiel diagram, using evolutionary tracks with an initial rotational velocity of 171 km s −1 (see Sect. 6.1) and their corresponding errors; (14, 15) the same as (12, 13), but using the H-R diagram; and (16) evolutionary masses derived using bonnsai and their errors.
Cautionary remarks
During the analysis of our sample we found various cases for which we could only provide upper or lower limits. We also detected a few stars for which a quantitative spectroscopic analysis based exclusively on the H and He lines could not provide reliable estimates of the effective temperature (see Sect. 4.1.2). A summary of the number of stars with problematic analyses is shown in Table 2 .
4.3.1. Stellar contamination in the fibre aperture Known spectroscopic binaries were omitted from our sample, but as illustrated in Fig. 4 , some of the VFTS spectra are contaminated by light from nearby companions on the sky (which Table 2 : Number of stars in our analysis with problematic χ 2 distributions of wind strength (log Q), effective temperature (T eff ), helium abundance (Y(He)), and surface gravity (log g) caused by degeneracies or because they reach the boundaries of the grid. are not necessarily in bound binary or multiple systems). We therefore need to consider the effect of this on the parameters estimated by our analysis (T eff , log g, Y(He), etc.) and/or the parameters inferred from potentially erroneous absolute magnitudes (R, L, M). When a certain shift between both components is present, Balmer lines may appear too broadened and therefore a higher surface gravity will be derived, which also affects T eff . Additionally, the dilution effect in a composite spectrum could weaken the He lines, thus leading to lower helium abundances.
The spectroscopic mass (M sp ) depends on the stellar radius. When the photometry of the target star is contaminated by a nearby companion, the derived radii can therefore be overestimated by up to ∼ 35 % (in the worst-case scenario of two equally bright components), leading to an overestimate of M sp of ∼ 70%. Similarly, such contamination in the fibre would also lead to overestimated evolutionary masses through a higher inferred luminosity, which moves the star to higher masses in the H-R diagram.
Nebular contamination in the fibre aperture
Extreme cases of nebular contamination were omitted from our sample by excluding the BBB stars from Walborn et al. (2014) . Still, ∼70% of the spectra in our sample display relatively strong nebular contamination in Hα and some degree of contamination in the He i lines. This may affect the determination of stellar parameters and must be handled with care. The most critical parameters that can be affected are T eff and log Q because the He ionisation balance and Hα line are the main diagnostics for these parameters, respectively; log g and Y(He) may also be affected to a lesser extent.
We checked each case individually and found that the situation is not critical for most stars and only results in larger uncertainties. However, in 11 objects (with spectral types later than O4) the He i lines should be sufficiently strong to be used in the HHe analysis, but a strong nebular contamination rendered them unusable. These cases were therefore analysed using HHeN diagnostics (see Sect. 4.1.2, with results given in Table A .2).
Earliest spectral types
For nine stars with spectral types earlier than O4, the He i lines were too weak or even nonexistent (e.g. VFTS 072). The χ 2 distribution for T eff for these stars showed degeneracies, therefore we resorted to analysing them using the nitrogen lines described in Sect. 4.1.2. Results for these stars are presented in Table A .2.
In the course of this analysis we noted that He i lines are present in the spectra of VFTS 468, 506 and 621, which is unexpected given their classification as O2 type. This qualitative (morphological) argument is reinforced by the results of our HHeN analysis. Inclusion of the diagnostic N iii/iv/v lines confirmed our suspicion that the HHe analysis returned estimates of T eff (and hence log g) that were too low, but the best-fitting 2) analyses shown in red and blue, respectively. The log Q as well as the helium and nitrogen abundances are the same in both models. These single-star models both suffer deficiencies that are suggestive of a composite observed spectrum, as seen in HST images (Fig. 4 ).
HHeN models do not predict He i intensities as strong as in the data (particularly for He i λ4471).
In these three cases we also noted that the broadening required to fit the observed He i lines is much larger than the broadening needed to fit the nitrogen lines. An example of this is shown Fig. 5 , where the best-fitting HHe and HHeN models for VFTS 621 are shown in red and blue, respectively. The HHe fit predicts N iv/v lines that are too weak (or nonexistent) and N iii absorption that is too strong, while the HHeN model predicts He iλ4471 absorption that is too weak, together with He ii lines that are too strong.
These inconsistencies could be related to multiplicity and/or nitrogen peculiarities: VFTS 621 was noted by Walborn et al. (2014) as a visual multiple with three components (VM3, see also Walborn et al. 2002b ), VFTS 468 is classified as O2 V((f*)) + OB and noted as a visual multiple with four components (Walborn et al. 2014) , and VFTS 506 is classified as an ON2 star (and classified as a (small-amplitude) singlelined binary by Sana et al. 2013) . These examples of probably composite spectra appear similar to the case of Sk 183 in the Small Magellanic Cloud . Sk 183 was initially classified as an O3 dwarf according to its nitrogen lines, but He absorption in its spectrum suggested a later type. Spectral analysis by Evans et al. (2012) found that the He i and He ii lines could not be fitted simultaneously using a single model, and that better fits could be achieved using a composite (O + B) model. Similar inconsistencies were also noted by Rivero González et al. (2012b,a) in their HHeN analysis of O-type stars in the Magellanic Clouds. Particularly for their ON2-type giants, they failed to simultaneously fit the observed He i λ 4471 and nitrogen lines using both the fastwind and cmfgen (Hillier & Miller 1998) codes.
These three O2-type stars show the importance of including information on possible close-by companions (that are not necessarily physically bound) to elucidate the difficulties found in the analysis of some stars, and the apparent bimodality found in the literature for the derived T eff at the earliest spectral types (see Sect. 5.2). In this context of interpreting groundbased spectroscopy, an increasingly important input is results from surveys of massive stars at high spatial resolution (e.g. Mason et al. 1998 Mason et al. , 2009 Sabbi et al. 2012 Sabbi et al. , 2016 Sana et al. 2014; Aldoretta et al. 2015) . Also promising is the use of spatially resolved spectroscopy to separate different components (Walborn et al. 1999 (Walborn et al. , 2002a Sota et al. 2011) . The fourth O2 star in our sample, VFTS 072, appears to be a simpler case as no He iλ4471 is present. The derived temperature is higher when including the nitrogen lines, but no signatures of a companion are present in the spectrum. Unfortunately, we do not have the corresponding HST image to investigate if this star appears genuinely isolated.
Thin winds
As we discussed in Paper XIII, for some stars we encountered degeneracies in the χ 2 distributions of log Q due to weak winds, which render the Hα and He ii λ4686 lines insensitive to changes in this wind parameter. For ∼ 66% of the sample we were therefore only able to provide upper limits for log Q (see col. 10 in Table A .1).
Helium and gravity
We found 14 cases (4 O Vz, 9 O V, and 1 O IV) for which we could provide only upper limits for the helium abundance (see col. 9 in Table A.1), and 10 cases (5 with low He abundance as well) with log g > 4.2 (marked with asterisks in col. 6 of Table A .1) that are relatively high compared to predictions by theoretical evolutionary models. These features could indicate binarity (see Sect. 4.3.1), which would affect the position of these stars in the Kiel or H-R diagrams, thus modifying the estimated spectroscopic and evolutionary masses.
General properties of the sample

Stars in the Kiel and H-R diagrams
To investigate the evolutionary state of our sample of stars, we plot them in the Kiel (log g c -log T eff ) and H-R diagrams, as shown in Fig. 6 (in which we have highlighted the different luminosity classes) 8 . Evolutionary tracks and isochrones by Köhler et al. (2015) and Brott et al. (2011) for an LMC-like metallicity are shown.
We remark that a reliable determination of effective temperatures is critical when studying the position of the stars with the earliest spectral types in the H-R and Kiel diagrams, as this has a direct effect on the determination of their evolutionary masses and luminosities. For example, the inferred evolutionary masses can range from 70 M ⊙ to 150 M ⊙ for effective temperatures spanning 50 000 K to 55 000 K. Because of this and the apparently composite nature of three of our O2-type stars (see Sect. 4.3.3), we treat them with particular care in the following sections.
Kiel diagram
The rotation-corrected gravities of our sample mostly span 3.8 < log g c < 4.2. We note that relatively few stars lie below the 1 Myr isochrone, which might be a consequence of the fastwind/cmfgen discrepancy noted by Massey et al. (2013) . These authors found that gravities derived with cmfgen were typically 0.1 dex higher than those obtained using fastwind. We are therefore careful when considering masses inferred from the Kiel diagram, denoting the evolutionary state 'in terms of gravity'. That said, we note that if the difference between the codes were the sole cause, then results from cmfgen would be expected to place at least six stars below the zero-age main-sequence (ZAMS).
Except for the O2 stars, our Kiel diagram has a dearth of objects close to the theoretical ZAMS for masses above ∼ 35 M ⊙ . A similar result was found by Castro et al. (2014) for a sample of 575 Galactic OB stars. The authors pointed out that such stars could still be embedded in their birth clouds, which would hamper their detection at optical wavelengths (Yorke 1986 ). Alternatively, if this absence of stars with masses above ∼ 35 M ⊙ were real, this empirical result may present an important challenge to theories of massive-star formation.
The class IV stars are mostly concentrated at log T eff 4.55, with 3.8 < log g c < 4.0. As the intermediate class between dwarfs and giants, the O IV stars are expected to be more distant from the ZAMS (in terms of gravity) than the class V objects. Most of the class IV stars define an upper envelope in gravity for stars with 4.52 < log T eff < 4.55, confirming the expectation of a slightly more evolved state (in terms of their gravities). However, there are three stars (VFTS 303, 505, and 710) with 4.53 < log T eff < 4.55 with gravities that appear too high (log g c > 4.2) for their luminosity class. Possible binarity or composite spectra could explain these results: either by confirmed (VFTS 303) or possible (VFTS 505) contamination in the fibre aperture, or suspected spectroscopic binarity (VFTS 710). We highlight that Ramírez-Agudelo (2017) have found similar cases in their analysis of the giants and supergiants from the VFTS, where several late-type class II and III stars have estimated gravities of log g = 4.0 to 4.5 (more in line with those expected of dwarfs). Intricacies in the luminosity classification may have played a role in these cases, where the Si iv absorption is weaker than expected for giants, pointing to a dwarf or subgiant classification rather than a giant classification (see also Walborn et al. 2014 ). (see Sect. 6.1). The zero-age mainsequence (ZAMS) is indicated in the two plots by the bold black line, and typical uncertainties are indicated in the upper and lower corner, respectively.
H-R diagram
As shown in Fig. 6 , most of our sample have luminosities ranging between log L/L ⊙ = 4.5 and 5.7. Most of the O IV stars have luminosities in the range ∼ 4.5 < log L/L ⊙ < 5.1, with inferred ages of ∼3-5 Myr, somewhat more evolved than the dwarf subsample, as expected. As in the Kiel diagram, VFTS 505 and 710 appear to be too young (on or below the ZAMS), although VFTS 303 is located within the main group of class IV stars. Interestingly, a larger number of stars are located between the ZAMS and the 1 Myr isochrone in the H-R diagram, which is less affected by the possible underestimation of the gravities discussed above.
Spectral calibrations
Spectral calibrations are useful tools to characterise the physical properties of massive stars, with applications in several astrophysical fields, such as studies of H ii regions and population synthesis. As the largest sample to date (and with complete coverage of spectral types), the VFTS results offer a unique opportunity to characterise the T eff scale of O dwarfs in the LMC.
T eff and log g calibrations
To construct calibrations from our sample, we plot the T eff and log g c estimates in Fig. 7 as a function of spectral subtype, including results from both the HHe and HHeN analyses (plotted as circles and diamonds, respectively, and red symbols for stars with luminosity classes IV, III-IV, and V-III). Our sample covers the whole range of O subtypes, from O2 to O9.7, but has two peaks (at O6 and O9.5) and is dominated by stars with types of O6 or later. Moreover, we only have one object for each subtype from O2.5 to O3.5.
The effective temperature decreases from ∼ 55 000 K for O2 stars to ∼ 34 000 K by O9.7. There is a linear trend between O2.5 and O9.7, even taking into account the stars analysed with HHeN lines (diamonds in the figure), but the four O2-type stars seem to break this trend.
There is a notable dispersion in T eff and log g for almost every spectral subtype. This effect was discussed by , who compared the T eff and log g scales for populations of O dwarfs in the Galaxy (analysed within the IACOB project, see ) and the results for the LMC stars presented in Paper XIII (which are also included in the current study). Simón-Díaz et al. warned against the use of spectral calibrations based on small samples of O-type dwarfs, as a relatively evolved O dwarf population is expected to show a wide range of gravities because of the different evolution of early-and late-type O dwarfs.
Comparison with Rivero González et al.
The most complete T eff calibration for LMC O-type stars before this study is the work of Rivero González et al. (2012a,b) , who used HHeN diagnostics to analyse optical spectroscopy of 25 stars (including 16 dwarfs); our temperatures are compared to their results in Fig. 8 , with generally good agreement between the two distributions. There is one star in common between the two studies, namely VFTS 072 ( = BI 253). We obtain a similar temperature (T eff = 54 000 K vs. their estimate of 54 800 K), while our gravity is slightly lower (log g = 4.00 vs. 4.18). When we compare the spectra, a small difference in the wings of the Balmer lines in the 4000-5000 Å range is visible (likely an artefact of the continuum normalisation, although we note that the Hα profiles are very similar), which most likely relates to differences in spectral resolution (the "older" data were obtained at R = 40 000) and different levels of nebular contamination in the line cores (fibres vs. slit spectroscopy).
For a more quantitative comparison, a linear fit to our data (excluding the O2 stars) is given by
where SpT is the number corresponding to the spectral subtype. This calibration is shown in Fig. 9 , compared to the fit from Rivero González et al., who divided their calibration into quadratic and linear components for spectral types earlier and later than O4, respectively. We find excellent agreement between both scales for types later than O4, while T eff values for O2.5-O4 stars are slightly hotter than our fit (albeit lower than their quadratic fit), and our results for the O2 stars agree with their calibration.
As commented above, the small number of stars observed at the earliest types, in combination with the intrinsic scatter of a T eff -SpT calibration and difficulties of both the observations and analysis, do not allow us to reach a firm conclusion on the need for a change in slope of the calibration in the O2.5-O4 range. A larger sample of early O-type stars, including information on the possible binary or composite nature of their spectra, is needed to shed more light on the temperature scale. This should be possible using data from a recent HST program by Crowther et al. (2016) to obtain ultraviolet and optical spectroscopy of the massive stars in R136, the central cluster of Doran et al. (2013) . Grey dots and bars represent the mean value and standard deviation of our T eff estimates for each spectral type, with our linear fit shown by the black line (and the grey zones indicating the associated uncertainties).
30 Dor. There are a large number of O2-3 V stars in R136, and analysis of their optical spectroscopy from HST should provide a firmer understanding of the temperatures at the earliest spectral types.
Comparison with other calibrations
There are other results in the literature for O dwarfs in the LMC, although they do not have such thorough coverage in terms of spectral type. Massey et al. (2004 Massey et al. ( , 2005 Massey et al. ( , 2009 Fig. 8 . These were limited to spectral types earlier than O5, and include three stars with uncertain classifications of O2-3.5 V and one O2 star with only a lower limit on its temperature (due to the absence of He i lines); these four stars are plotted with open symbols in the figure. The results from Massey et al. are generally consistent with our distribution (given the uncertainties in classification for some of their stars). The authors found lower temperatures and gravities for the two O2 stars in their sample, but this could be related to the effects discussed above in Sect. 4.3.3.
In Fig. 8 we also include the results from a HHe analysis with fastwind of 13 dwarfs in the LMC (spanning O2 to O9.5 types) by Mokiem et al. (2007a) . Again, subject to problems for the O2-type stars with only a HHe analysis, their results agree reasonably well with ours. Doran et al. (2013) adopted a T eff scale for the O dwarfs in 30 Dor based on the calibration from Martins et al. (2005) , revised upwards by 1000 K to adapt it for the metallicity of the LMC. For spectral types earlier than O3.5, they used individual estimates from Rivero González et al. (2012a) and Doran & Crowther (2011) . The scale from Doran et al. is practically identical to that from Rivero González et al. (2012a) , with the exception of the O3.5 stars (with the former ∼1400 K hotter), as shown in Fig. 9 .
Lastly, we note that eight of our O-type dwarfs 9 from the HHeN analysis overlap with the VFTS sample analysed using cmfgen by Bestenlehner et al. (2014) to understand the wind properties of the luminous O and Wolf-Rayet stars. The estimated temperatures and luminosities from Bestenlehner et al. are in reasonable agreement for the four stars later than O2 (with differences of ∆T eff ∼1000 K and ∆log L/L ⊙ ∼ 0.01, i.e. compatible within the estimated uncertainties). For the four O2-type stars (VFTS 072, 468, 506, and 621) we obtain effective temperatures up to ∼14 % higher, with luminosities of 1 to 3 % higher. However, as their main objective was to investigate the wind properties, Bestenlehner et al. adopted log g = 4.0 in their analyses, which affects the ionisation equilibrium and might explain the differences in T eff for VFTS 468, 506 and 621, for which we derive log g = 4.2. The composite nature of the spectra discussed in Sect. 4.3.3 and the different analysis methods probably also contribute to the different T eff estimates. . Given the limitations of the strategy applied to determine v sin i in the O-type sample (see Ramírez-Agudelo et al. 2013) , the first two bins in Fig. 10 must be considered with care. Given the lack of useful metal lines in the observed spectral range, using He i lines (or even He ii in some critical cases) to estimate v sin i, combined with the presence of nebular contamination and/or low signal-to-noise ratio, leads to large relative uncertainties in estimates below ∼ 100 km s is VFTS 285, one of the fastest rotators known to date (see Walborn et al. 2012 Walborn et al. , 2014 . We find a low but noteworthy peak over the 240 -440 km s −1 range (see also Ramírez-Agudelo et al. 2013) , which could originate from the effects of mergers and mass transfer (via Roche-lobe overflow) in binary evolution (de Mink et al. , 2014 .
Discussion
Rotation vs. gravity
Our projected rotational velocities were investigated as a function of rotation-corrected gravity, as shown in Fig. 11 . Overlaid on the figure are theoretical predictions from Brott et al. (2011) for three initial stellar masses (20, 30 and 40 M ⊙ ) and two initial rotational velocities (171 and 337 km s track -it is unclear if these were born with such rapid rotational velocities or if they are the products of binary evolution. Estimates of nitrogen abundances and proper motions may help clarify their nature.
In the right-hand panels of Fig. 11 we show the v sin i distribution for three ranges in log g c (> 4.1, [4.1, 3 .9] and < 3.9). The rapid rotators seem to be more frequent at intermediate gravities, less common at higher values (i.e. younger), and absent at log g c < 3.9 (older). We performed a Kuiper test (Kuiper 1960) to see if this possible evolution in the v sin i distributions was statistically significant. In general terms, the Kuiper test compares the cumulative distributions of two data samples to estimate if they can be drawn from the same parent distribution. Importantly, the test is sensitive to the extremes of the distribution, where we find our fast rotators. For the test, we denoted the three distributions in the right-hand panel of Fig. 11 as '1', '2', and '3' (from left to right). From applying the Kuiper test, distributions 1 and 2 have a probability of 94% of being derived from the same parent distribution, whereas distributions 2 and 3 only have a 6% probability to be drawn from the same parent sample.
The evolutionary models (for LMC metallicity) from Brott et al. (2011) predict that rotation remains constant down to log g c ∼ 3.5, which appears somewhat incompatible with the trend above. In Fig. 11 we also include evolutionary tracks from the Geneva group (Ekström et al. 2012 , for Solar metallicity). Their models predict a decrease in rotational velocity from ∼300 to ∼200 km s , which is still not sufficient to explain the observed behaviour. As a word of caution we recall that the evolutionary models we compare with here solve for the stellar structure in one dimension. They do not show the possible variations in effective surface gravity with latitude, which may be important in stars that rotate at a significant fraction of their break-up rate. These results may imply that the angular momentum transport is not properly taken into account in current evolutionary models and that braking should be more efficient at earlier ages. Whether this braking is related to mass loss at the surface, magnetic fields, or other physical processes cannot be assessed with the current data.
Rotation in the Kiel and H-R diagrams
Further Kiel and H-R diagrams for our sample stars are shown in Fig. 12 , where our sample is now grouped by v sin i (lower and higher than 250 km s do not appear to have a particular pattern in the H-R diagram, but those with more rapid rotation appear to be mostly concentrated at M < 30 M ⊙ and closer to the ZAMS compared to the rest of the sample. As indicated by Walborn et al. (2014) , most of the rapid rotators are located outside the main clusters in 30 Dor (NGC 2060 and NGC 2070) , which may indicate a runaway nature, a binary formation scenario, or both (Packet 1981; Langer et al. 2008; Walborn et al. 2014; Platais et al. 2015) . Future analyses with HST imaging and nitrogen abundances (Simón-Díaz et al. in prep., Grin et al. 2016 ) will help constrain the origin of these extremely rapid rotators, providing ideal targets to refine our understanding of rotational-mixing processes, chemical evolution, and binary interaction (see, e.g. Hunter et al. 2008 ).
The fastest rotators (above the v sin i = 337 km s −1 tracks in Fig. 11 ) have M ev < 25 M ⊙ , and some even below 20 M ⊙ (see Table B .1). From the Kiel diagram in Fig. 12 , a star with an initial mass of 20 M ⊙ , will have T eff ∼ 30 000 K when reaching log g c = 3.9. With these properties the star would be classified as an O-giant or even a B star, and thus outside our O-dwarf sample. Indeed, the stars with log g c < 3.9 in Fig. 11 , are mostly class IV, III-IV, and V-III objects.
In view of this result, we were concerned that the drop of v sin i at relatively low gravities (see Sect. 6.1.2) might arise from stars with initial masses below 25 M ⊙ but that will no longer be classified as O-type dwarfs once they reach log g c < 3.9, particularly at large v sin i. To check this we included provisional results for stars with initial masses higher than 15 M ⊙ that have evolved into O and B giants (Ramírez-Agudelo 2017, Schneider et al. in prep.) . A Kuiper test of the updated distributions for groups 2 and 3 found that the probability to be drawn from the same parent distribution is still ∼ 10%. This preliminary test indicates that this possible bias can probably not explain the lack of fast rotators below log g c ∼ 3.9, although we remark that the parameters for some stars still have to be confirmed, and we will revisit this in a future study. from Brott et al. (2011) are also shown.
Helium abundances
Helium abundances for our sample were also indicated in Fig. 11 . Most of our stars have Y(He) < 0.12, i.e. normal abundances within the estimated uncertainties. There were 14 stars for which we could not obtain good determinations of Y(He), and where only upper limits of ∼0.08 could be estimated (with the best-fitting models being 0.06 or less). As explained in Paper XIII, these low abundances could be a consequence of undetected binarity, the effects of low signal-to-noise ratio, and/or nebular contamination in the spectra.
We found five stars with enhanced helium abundances (Y(He) > 0.12) and log g c > 3.9. Two, VFTS 724 and VFTS 285, are rapid rotators with v sin i = 370 and 600 km s −1 , respectively. The rapid rotation of these two stars could explain their high helium abundances (see e.g. Maeder 1987; Langer 1992; Denissenkov 1994; Herrero et al. 1999) . The other three stars (VFTS 089, 123, and 761) have intermediate and low rotation rates. Rapid rotation might still explain the He excess of these stars given that their true rotational velocities might be higher because of projection effects. Equally, their He enhancements might indicate past mass transfer from an undetected binary (e.g. Hunter et al. 2008) , and they could be magnetic stars (see e.g. Schneider et al. 2016) . We note that stellar winds are unlikely to be the cause for the He enrichment, as such strong winds should generate a larger surface enhancement, with wind features also seen in the spectra.
Mass-discrepancy problem
As noted earlier, evolutionary masses (M ev ) are typically estimated by placing a star in the H-R diagram (using results from spectral analysis) and interpolating between evolutionary tracks. Ideally, M ev should agree with the spectroscopic mass (M sp ), calculated from T eff , log g, and R from the spectral analysis, but this is not always the case and is known as the 'mass-discrepancy problem'. This discrepancy has been a challenge in the determination of masses in O-type stars since it was identified by Herrero et al. (1992) . Possible explanations have included uncertain distance estimates to Galactic stars, problems with stellar atmosphere models (e.g. underestimated gravities or the treatment of mass-loss), and problems in the evolutionary models (treatment of overshooting, rotation, and/or binary evolution). However, given a diversity of results across a range of metallicities, this issue remains unresolved (e.g. Herrero et al. 2002; Massey et al. 2005; Mokiem et al. 2007b; Weidner & Vink 2010; Morrell et al. 2014; Mahy et al. 2015 ), therefore we used our mass estimates to investigate if this effect is present in our sample of O dwarfs in the LMC.
Best approach to estimate evolutionary mass?
Although H-R diagrams are generally used to estimate M ev , some authors prefer using the Kiel diagram, which allows a comparison of parameters obtained directly from spectroscopic analysis (thus uncontaminated by insecure distances, although less relevant in the case of the LMC). An alternative approach is provided by the Bayesian method of Schneider et al. (2014) , which makes use of all the available spectroscopic parameters simultaneously (see Sect. 4.2). A further alternative is the socalled spectroscopic H-R diagram (Langer & Kudritzki 2014; Castro et al. 2014) , which also only uses parameters from spectral analysis by constructing the T eff 4 /g ratio (which is proportional to luminosity at constant stellar mass). It was not be used here since the distance to the LMC is well constrained.
Before investigating the masses of our sample, we examined how the choice of method affected on the results. We note that O2 stars have been excluded from this study because their photometry is strongly affected (see Sect. 4.3). Figure 13 compares our M ev estimates from the H-R diagram (M ev (LT)), the Kiel diagram (M ev (GT)), and bonnsai (M ev (B)). We find reasonable agreement between M ev (LT) and M ev (B): the majority agree to within ± 20% (with 65% agreeing to <10%, and with differences of >20% for only 15 stars). In contrast, there is a nonnegligible number of stars for which M ev (GT) is significantly higher (>20%) than M ev (LT) and M ev (B).
The mean and standard deviation for M ev (B) − M ev (LT) and M ev (B) − M ev (GT) are −0.6 ± 2.3 M ⊙ and 2.2 ± 4.0 M ⊙ , respectively. When not all parameters are available, our findings therefore indicate that M ev (LT) is a better proxy for M ev (B) than M ev (GT) (both smaller dispersion and error bars). However, we conclude that all three methods give globally consistent results, in the sense that the differences will not affect investigation of the mass discrepancy. In the following, we adopt mass estimates from bonnsai because the tool makes use of all the available parameters (see Sect. 4.2) , and provides valuable information on the significance of the results. 
Evolutionary vs. spectroscopic masses
The evolutionary masses obtained with bonnsai are compared with those obtained from the spectroscopic analysis in Fig. 14 . The parameters for all stars except VFTS 303 (O9.5 IV) were reproduced by the evolutionary models in the bonnsai analysis, that is to say, the resolution and goodness-of-fit tests 10 were passed at a 5% significance level. In addition, the most extreme rotators (e.g. VFTS 285) are not covered by the models from Brott et al. (2011) and Köhler et al. (2015) used by bonnsai.
Most of the results in Fig. 14 are consistent with the oneto-one relation within the uncertainties, although there is a large dispersion and there are some objects with large discrepancies. This remains the case even when ignoring the results for stars with possible or confirmed contamination in the fibre and/or binary nature (see Sect. 4.3), plotted as grey open circles in Fig. 14 , which dominate the M sp > M ev region of the plot.
A trend evident in Fig. 14 is that except for a few points close to unity, M ev > M sp for stars with M sp ≤ 20 M ⊙ , similar to results from Groenewegen et al. (1989) and Herrero et al. (1992) 10 For a complete description see Schneider et al. (2014) . Walborn et al. 2014) , stars with poor fits to He lines, high gravities (log g > 4.2) or low helium abundance, and objects with possible or confirmed fibre contamination. Filled grey symbols: objects from HHeN analysis and no indications of binarity or fibre contamination. Red symbols: rest of the sample. The dashed grey line indicates the one-to-one relation, with ±25 and ±50 % shown by the dotted lines. Typical error bars are given in the upper left corner. O2 stars were excluded.
for Galactic stars. We refer to this as a 'positive' discrepancy and explore below if it constitutes a real mass discrepancy.
As mentioned in Sect. 5.1, Massey et al. (2013) noted a difference between fastwind and cmfgen results that could affect our gravity estimates. This systematic difference would then also directly underestimate M sp by an average of ∼ 25%. As our spectroscopic analyses were performed with fastwind, we investigated if the derived gravities are indeed too low.
We calculated the mean difference between the inferred gravities from bonnsai and those determined with fastwind (log g c ), as shown in the left-hand panel of Fig. 15 as a function of the latter. We see no evidence for a trend with log g c and, after discarding stars with possible fibre contamination and/or binarity (open grey circles in the figure), and clipping out points with differences larger than 2σ, the mean difference is 0.06 ± 0.03 dex. That is, the gravities from bonnsai are, on average, 0.06 dex higher than the spectroscopic results. This is well within the quoted uncertainties, although it does not rule out a small effect of underestimated gravities using fastwind.
An underestimate of spectroscopic gravities might arise from underestimating the radiative acceleration in the photosphere in fastwind, resulting in too little gravitational acceleration. However, we find no correlation of the differences in estimated gravities with effective temperature or luminosity, as we would expect if the treatment of the radiative acceleration were incorrect. Alternatively, the difference might arise from how bonnsai obtains the gravities. bonnsai takes into account that stars spend more time near the ZAMS than far away from it (see e.g. the isochrones in Fig. 6 ), so that the density of evolutionary models used by bonnsai is more concentrated towards higher gravities and is therefore expected to provide higher log g values.
A general shift of all fastwind gravities would not solve the situation in Fig. 14 However, we think this trend arises from an observational bias. The O-type dwarfs in this study systematically have M ev > 15 M ⊙ (e.g. Fig. 6 ). This implies that any stars having a negative mass discrepancy below M ev ∼ 15 M ⊙ are missed by our sample, hence are not present in Fig. 16 . The boundary associated with this effect is shown by the dash-dotted line in Fig. 16 . As expected, no stars are below that line in our sample, and to investigate these effects further will require quantitative analysis of the early B-type dwarfs from the VFTS. We therefore conclude that we find no compelling evidence for a systematic mass discrepancy in our sample of LMC O-type dwarfs.
Wind properties
We also investigated the wind properties of our sample in the context of a wind-momentum -luminosity relationship (WLR, see Kudritzki et al. 1992 Kudritzki et al. , 1995 , compared to past results and theoretical predictions.
The winds in the fastwind models used by the iacob-gbat are characterised by the wind-strength parameter, log Q (where
). If estimates for the terminal velocities (v ∞ ) and stellar radii (R) are available, then the log Q values from the spectral fits can be used to estimate mass-loss rates (Ṁ). However, we lack the UV spectroscopy required to estimate v ∞ directly for our targets.
We therefore followed the same approach as Mokiem et al. (2007a,b) , using our estimates of g and R to estimate the escape velocity (v esc ):
where Γ is the Eddington factor
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. From this we obtained estimates of v ∞ , employing v ∞ /v esc = 2.65 (Kudritzki & Puls 2000) , scaled to a metallicity of 0.5 Z ⊙ by a factor of Z 0.13 (Leitherer et al. 1992) , leading to estimates ofṀ via the Qparameter. We then calculated the modified wind-momentum rates for our sample,
, which are shown as a function of stellar luminosity in Fig. 17 . Our results follow the expected linear trend from Vink et al. (2001) , with log D mom increasing with luminosity. We now discuss our results in two groups, separated at log L/L ⊙ ∼ 5.1, as indicated in Fig. 17 .
For the more luminous stars in our sample we were generally able to arrive at reliable estimates of log Q and therefore estimateṀ and D mom . For a WLR of the form log D mom = x log L/L ⊙ + D 0 , we obtain x = 1.07 ± 0.18 11 Defined here as the ratio of radiative acceleration due to Thomson scattering compared to gravity, Γ = 5.765×10
, where Y is the helium-to-hydrogen number fraction. These differences may have two origins. A first factor might be the inhomogeneity of the Mokiem et al. sample, which included more luminous stars as well as dwarfs. In the standard theory of radiatively driven winds, luminosity class should not play a role (Kudritzki & Puls 2000) , but clumping may introduce a differential effect. Some of the luminous stars studied by Mokiem et al. had large wind momenta, possibly reflecting the impact of significant clumping. When corrected for clumping in selected objects (following , they found x = 1.49 ± 0.18 and D 0 = 20.40 ± 1.00, in much better agreement with our values. This effect is reinforced by the strong dependence ofṀ on Γ. Vink et al. (2011) and Gräfener et al. (2011) have argued that there is a kink in the relationship betweenṀ and Γ e at log Γ e ∼ -0.58, when the effect of Γ sets in. The result is increasedṀ for supergiants as compared to dwarfs, as for instance shown by the low Γ e supergiants compared to their dwarf counterparts in Fig. 8 from Bestenlehner et al. (2014) . Thus, the WLR slope obtained by Mokiem et al. will be steeper because of the influence of supergiants close to the Eddington limit.
Secondly, at slightly lower luminosities, when the Mokiem et al. sample was also dominated by dwarfs, they obtained estimates for β (the exponent of the wind velocity-law) that were larger than the 0.8 adopted in our study. Lower β means faster wind acceleration and higher velocities in the region where Hα and He ii λ 4686 are formed, leading to higher mass-loss rates (for a discussion of the dependence of the derived mass-loss rate on β, see Markova et al. 2004 ). An example of how this can reconcile the derived WLRs is given by Ramírez-Agudelo (2017).
In short, both effects push our estimated WLR to a smaller slope and a larger vertical offset than that from Mokiem et al. We thus find a flatter slope for the WLR (also flatter than theoretical expectations) that should be investigated further.
The winds of the less luminous stars in the LMC become thin, and the optical diagnostics (mainly Hα and He ii λ 4686) are insensitive to changes in density. We could therefore only derive upper limits on D mom for stars with log L/L ⊙ < 5.1 (except for one object fairly close to the log L/L ⊙ = 5.1 boundary); similar problems were also encountered by Mokiem et al. (2007b) .
We also include results in Fig. 17 for the SMC from Bouret et al. (2003) and Milky Way from Martins et al. (2005) , who both found from UV diagnostics weaker winds than predicted by theory in this lower-luminosity regime. These stars remain a challenge for the theory of radiatively driven winds (see Puls et al. 2008) . Several explanations for these weak winds have been proposed, such as X-rays (Herrero et al. 2009; Huenemoerder et al. 2012) or coronal winds (Lucy 2012) , although the question remains open. A similar problem might be present even for some higher-luminosity stars, for example around log L/L ⊙ ∼ 5.5 -5.6 in our results, although we note that both Bouret et al. and Martins et al. included 
To obtain better constraints on the wind properties of the less luminous stars in our sample (and investigate if similarly weak winds are found as in other studies), we require UV spectroscopy spanning 1100 -1800 Å, which contains diagnostic lines far more sensitive to wind effects than those available in the optical (particularly in the case of weak winds).
Summary and conclusions
In the framework of the VLT-FLAMES Tarantula Survey, we have analysed the optical spectra of 105 apparently single O-type dwarfs in the 30 Doradus region of the LMC. We used the iacobgbat to estimate stellar and wind parameters for our sample, and used both classical techniques and the Bayesian bonnsai tool to estimate evolutionary masses. This study is the largest quantitative analysis of O dwarfs in the LMC, with the most complete coverage of spectral types to date. Our summary and conclusions are as follows:
• We were only able to obtain upper limits on log Q for ∼70% of the stars. Analysis using HHeN diagnostics was necessary in 20 cases because we lack reliable He i lines. In addition, we found indications of a possible binary nature in 14 stars through anomalously low helium abundances (Y(He) < 0.08), and 10 stars with relatively high gravities. The O2-type stars in our sample also show inconsistencies that could be related to multiplicity (and/or nitrogen peculiarities).
• We provide a new effective temperature -spectral type calibration from a linear fit to our data (excluding O2 stars). We find good agreement with previous results, but are unable at present to reach a firm conclusion on the need for a separate, steeper relation for spectral types earlier than O4.
• From H-R and Kiel diagrams of our sample (which mostly spans 3.8 < log g < 4.2) there appear to be relatively few stars younger than 1 Myr. Possible explanations include underestimated gravities from fastwind, missing stars still embedded in their natal clouds, or that the main episode of star formation in 30 Dor simply occurred 1 to 4 Myr ago.
• Most of the rapid rotators (v sin i ≥ 250 km s −1 ) in our sample have masses below ∼ 25 M ⊙ and are closer to the ZAMS than the rest of the sample. Most are also located outside the NGC 2060 and NGC 2070 clusters, suggesting a potential runaway nature.
• The fastest rotators (v sin i ≥ 340 km s −1 ) are found mostly at intermediate gravities (3.9 < log g c < 4.1), with none at lower gravities. We investigated if this was due to an observational bias, whereby lower-mass stars evolve out of the O-type sample as they age. We concluded that the estimated contribution of these additional stars is insufficient to explain the differences in the v sin i -log g c distribution at intermediate and lower gravities, and note that this behaviour is not predicted by current evolutionary models.
• We compared evolutionary and spectroscopic mass estimates for the sample, finding a non-negligible number of stars with differences of 25 to 50%. We also found that the M ev /M sp ratio decreases with increasing M sp , typically with M ev > M sp for stars with M sp ≤ 20 M ⊙ , and M ev < M sp for M sp ≥ 30 M ⊙ . However, this trend is probably caused by a simple observational bias, whereby the O-type dwarfs all have M ev > 15 M ⊙ ; similar results for early B-dwarfs from the VFTS will need to be included for a complete view of the estimated masses. We find no compelling evidence of a systematic mass discrepancy.
• When we investigated the possible mass discrepancy, we noted that our gravities tended to be lower than those predicted by evolutionary models, which could be explained by the fact that bonnsai takes into account that stars spend more time near the ZAMS than far away from it, which might favour slightly higher gravities.
• At log L/L ⊙ > 5.1 our stars have a high dispersion in the WLR, although the majority are consistent with theoretical predictions for the LMC within the estimated uncertainties. Unclumped models and the large uncertainty on the adopted terminal velocities could explain stars with winds apparently stronger than the theoretical WLR for Galactic metallicity, but there is no satisfactory explanation for those stars with winds estimated to be weaker than predicted for the SMC. We obtain a flatter fit to the WLR compared to that from Mokiem et al. (2007b) , probably because their study also included O-type supergiants close to the Eddington limit. At log L/L ⊙ < 5.1 we could not reliably estimate log Q for our sample because of the current lack of UV observations.
The physical properties of the O-type stars from the VFTS presented here and by Ramírez-Agudelo (2017) will underpin studies to clarify the physics underlying the evolution of massive stars and the mechanisms that affect it. Estimates of nitrogen abundances for the whole O-type sample (Simón-Díaz et al. in prep. Grin et al. 2016 ) -one of the original motivations of the VFTS -will enable new studies of rotational mixing and chemical evolution. Moreover, together with the ongoing HST study of proper motions (led by D. J. Lennon), nitrogen abundances will help to constrain the binary nature and possible runaway origin of the fastest rotators. Future UV observations are required to better constrain the wind properties of our sample, particularly at lower luminosities where we are only able to give upper limits on their intensity from optical spectroscopy. Walborn et al. (2014) : SB = spectroscopic binary (SB1 = single lined, SB2 = double lined); s = small-amplitude shift (10 -20 km s −1 ); vs = very small-amplitude shift (<10 km s −1 ); SB? = stellar absorption displaced from nebular emission lines but no radial-velocity variation measured; SB2? = confirmed SB with possible second component or unconfirmed SB but with two components visible in the line of sight; VMn = visual multiple of n components within the 1.
Appendix A: Stellar and wind parameters
′′ 2 Medusa fibre, as determined from the HST/WFC3 images; NC = no coverage in HST imaging. Appendix B: Stellar radii, luminosities, and masses Table B .1. Radii, luminosities, and spectroscopic masses obtained from our analysis, and evolutionary masses estimated from the Kiel (GT) and H-R (LT) diagrams and from the bonnsai tool (B). 
