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Abstract: In a previous study an improved Maximum Cross-Correlation technique, called Multi-Window Maximum 
Cross-Correlation (MW-MCC), was proposed, and applied to noise-free synthetic images in order to show its potential 
and limits in oceanographic applications. In this work, instead, the application of MW-MCC to high resolution MODIS 
images, and its capability to provide useful and realistic results for ocean currents, is studied. 
When applied to real satellite images, the MW-MCC is subject to cloud cover and image quality problems. As a con-
sequence the number of useful MODIS images is greatly reduced. However, for every MODIS image, multiple spec-
tral bands are available, and it is  possible to apply the MW-MCC algorithm to the same scene as many times as the 
number of these bands, increasing the possibility of finding valid current vectors. 
Moreover, the comparison among the results from different spectral bands allows to verify both the consistency of 
the computed current vectors and the validity of using a spectral band as a good tracer for the ocean circulation. 
Due to the lack of systematic current measurements in the area considered, it has been not possible to perform an ex-
tensive error analysis of the MW-MCC results, although a case study of a comparison between HF radar measurements 
and MW-MCC data is shown. Moreover, some comparison between numerical ocean model simulations and MW-MCC 
results are also shown. The coherence of the resulting circulation flow, the high number of current vectors found, the 
agreement among different spectral bands, and conformity with the currents measured by the HF radars or simulated by 
hydrodynamic models show the validity of the technique. 
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1. Introduction 
he potentiality and usefulness of the Maximum 
Cross-Correlation (MCC) technique for study-
ing the ocean circulation has been widely 
demonstrated (e.g., Emery et al, 1986; Garcia and 
Robinson, 1989; Kamachi, 1989; Breaker et al, 1994; 
Matthews and Emery, 2009; Doronzo et al, 2015). It is 
one of the fastest and cheapest ways to detect current  
flows on l arge oceanic surfaces. The method allows T 
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the circulation to be studied over many hundreds of 
square kilometres just by using pairs of high-reso-
lution satellite images usually exploited for other 
purposes, such as the estimation of sea surface tem-
perature (SST). Measurements on such a wide area are 
very difficult with traditional in-situ instruments, due 
to logistical difficulties and costs of oceanographic 
surveys. Another possibility for such large-scale ob-
servations is represented by the latest generation ter-
restrial remote sensing systems, like HF radars, which 
are now spreading even in the Mediterranean Sea, alt-
hough they are quite expensive. 
Many versions of the MCC technique have been 
proposed in the literature (Kamachi, 1989; Barton 
2002; Bowen et al, 2002; Zavialov et al, 2002; Emery 
et al, 2003; Notarstefano et al, 2008). A Multi-Win-
dow Maximum Cross-Correlation (MW-MCC) has 
recently been developed, and tested on mainly syn-
thetic imagery obtained with a regional high resolu-
tion ROMS model (Doronzo et al, 2015). A systematic 
analysis has been done on a large noise-free synthetic 
image dataset in order to demonstrate the potentialities 
and limits of the algorithm. MW-MCC differs from 
previous MCC algorithms because it is not based on a 
single template window, but on some distinct windows 
of different sizes. It has been shown that this imple-
mentation leads to a more robust and accurate estima-
tion of current vectors. 
This paper describes, for the first time, an extensive 
application of MW-MCC to high resolution MODIS 
images. 
The performance of the MW-MCC method, when 
applied to real satellite images rather than synthetic 
ones, is strongly affected by cloud cover and image qu-
ality (e.g., noise, striping, and georeferencing effects). 
The most significant problem arising from the sat-
ellite images is due to the presence of clouds. Clearly, 
since in general the MCC techniques detect surface (or 
near-surface) currents associated to well define pat-
terns, the presence of clouds alters this capability. 
Another important problem in real images is repr-
esented by the noise that influences the detectability of 
current vectors in the scene. In this work different 
denoising techniques, similar to those adopted by oth-
er authors (Kamachi, 1989; Marcello et al, 2008), 
have been tested in order to reduce the effect of noise. 
In particular, three filters have been applied to satellite 
sequences: mean, Gaussian and median. However, 
while on the one hand the use of a filter reduces the 
noise in the image, on the other hand it may produce 
smoothing effects that blur the patterns tracked by 
MW-MCC. In order to improve the pattern detectabil-
ity, a sharpening filter has been also applied and tested. 
A third source of errors in the dataset of MODIS 
images is caused by the effect called striping or band-
ing. It appears as a repetition of linear stripes in the 
images, and can make it very difficult to process the 
satellite sequences. Although it is possible to reduce 
striping by the application of some enhanced algo-
rithms (Weinreb et al, 1989; Antonelli et al, 2004; 
Rakwatin et al, 2007; di Bisceglie Episcopo et al, 
2009; Bouali, 2010; Mikelsons et al, 2014), it is gen-
erally not possible to completely eliminate this effect, 
and the images must sometimes be discarded. 
A last problem in satellite images is georeferencing. 
Its effect is considered negligible for the MODIS im-
agery, so no ge ometric correction or co-registration 
procedure is implemented. 
As a consequence of the above limitations, the 
number of useful MODIS images is greatly reduced. 
The time period chosen for analysis was during the 
summer, because of the relatively clear sky conditions. 
In this period, 47 pairs of images (about 15 per month) 
were considered suitable for the MW-MCC applica-
tion (about 26% of the total). 
After the selection of a s equence of images and 
their filtering, it is fundamental to apply a calibration 
procedure, as already discussed for synthetic imagery. 
This process is very important in order to determine 
the correlation threshold for the false alarm probability, 
and the correct significance level. 
In the application of MW-MCC to MODIS imagery, 
it is also very important to note that multiple spectral 
bands are available for every image, which are ob-
tained from reflection (daytime only) and emission 
data. It is therefore possible to apply the MW-MCC 
algorithm to the same scene several times, as many as 
the number of spectral bands, in this way increasing 
the number of current vectors found. The distinct 
spectral bands reflect the behaviour of different phys-
ical/chemical phenomena, but not all of them can be 
considered valid tracers for the ocean currents (Shao 
et al, 2011). One of the aims of this work is to deter-
mine whether or not a spectral band can be used by 
the MW-MCC algorithm as a good tracer for the 
ocean circulation. A systematic application of a MCC 
algorithm to several spectral bands (multi-channel 
analysis) is done for the first time. 
The area covered by the research includes the Tyr-
rhenian Sea, Ligurian Sea, and part of the Balearic Sea 
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up to the Gulf of Lion. Due to the lack of systematic 
current measurements in this area, an extensive error 
analysis of the MW-MCC results has not been per-
formed. However, some data from the HF radar sys-
tem near Toulon have been used for the validation of 
the MW-MCC results in a case study. Since further sui-
table observation data were not available, some com-
parisons between the MW-MCC results and numerical 
hydrodynamic model simulations have been also done. 
In general, the coherence of the resulting circula-
tion flow, the high number of current vectors found, 
the agreement among different spectral bands, the 
conformity with the currents measured by HF radars 
or simulated by hydrodynamic models, show the va-
lidity of the technique. 
Another HF radar system has been just installed by 
the Regione Toscana in Tuscany, and will soon be op-
erational. Therefore, in the near future, these new data 
will allow a more systematic validation of the MW- 
MCC results in the Tuscan Archipelago. 
The paper is organized as follows. Section 2 reports 
the datasets used. Section 3, after a brief review of the 
MW-MCC method, describes the pre-processing, pr-
ocessing, and post-processing phases of the algorithm. 
In the pre-processing phase an image destriping and 
filtering are performed. Note that a filtering was not 
implemented in the previous work on synthetic images 
(Doronzo et al, 2015), due to their noise-free nature. 
Instead, the processing and post-processing steps are 
the same as those applied to synthetic images, so are 
not discussed in detail. The calibration phase is illus-
trated in Section 4. A broad discussion of the MW- 
MCC results is reported in Section 5. First, an analysis 
is done of the current data obtained by multi-channel 
approach; the differences between results obtained 
using either daytime or night time sequences are then 
studied. Finally, some examples of the current flows 
obtained by MW-MCC, and the case study of a com-
parison between HF radar measurements and MW- 
MCC data are discussed. Section 6 provides the con-
clusions. 
2. Data 
2.1 Satellite Dataset 
The multi-band images used in this work were pro-
duced by the Moderate Resolution Imaging Spectro-
radiometer (MODIS), which is on board the Aqua and 
Terra satellites launched by NASA. More specifically, 
the subset considered is the MODIS L1B, which has 
calibrated radiances at 1.1 km (NASA MOD021). 
Images in both reflected and emissive solar bands 
have been used; more precisely, the phytoplankton and 
biogeochemical bands (band numbers: 8–16 at 405– 
877 nm), and some ST/SST bands (band numbers: 20– 
23 at 3660–4080 nm, and 29–32 at 8400–12270 nm).  
Other products, for example NOAA images, have 
not been used at the moment, since they require a 
more extended pre-processing analysis due to known 
navigation problems (Alexanin et al 2005) that are not 
easily solvable and make them not appropriate for a 
direct MW-MCC application. 
2.2 HF Radar Dataset 
This paper reports a case study of a comparison be-
tween data from an HF radar system near Toulon, and 
the MW-MCC results. The HF radar system was in-
stalled within the framework of the MOOSE project 
(Institut Méditerranéen d'Océanologie). The sites of 
the radars are in Fort Peyras (E/R) du Sémaphore 
du cap Bénat (R) and Sur L'Ile de Porquerolles (E). 
The surface currents are produced by combining radial 
information from each site, and cover an area of up to 
96-113 km from the coastline. The resolution of 
the current velocity vectors is 3 km, but their accuracy 
depends on distance from the coast. Maps of currents 
are provided every 20 minutes. The archive is availa-
ble starting from December 2011 (retrieved from http: 
//hfradar.univ-tln.fr).  
2.3 Model Dataset 
In this paper comparisons between numerical ocean 
model simulations and MW-MCC results are perfo-
rmed. The data exploited come from two different hy-
drodynamic models. 
The first one is the Mediterranean Forecasting Sys-
tem (MFS), physical reanalysis component, of the 
Copernicus Marine Environment Monitoring Service 
(CMEMS) (http://marine.copernicus.eu/). The MFS 
model is supplied by the Nucleus for European Mod-
elling of the Ocean (NEMO), with a variational data 
assimilation scheme (OceanVAR) for temperature and 
salinity vertical profiles and satellite Sea Level 
Anomaly along track data. The model horizontal grid 
resolution is 1/16° (ca. 6–7 km), and the unevenly 
spaced vertical levels are 72. The current reanalysis 
data are released as monthly and daily means. 
In order to make a comparison with hourly data, the 
short-term simulations of a sub-regional implementa-
tion of the Regional Ocean Modeling System (ROMS), 
an incompressible, free surface, hydrostatic, primitive 
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equation circulation model (Shchepetkin and McWill-
iams, 2005), have been also used. This model is con-
figured within the area defined by the coordinat-
es 7.20°–16.25° E, and 36.67°–44.45° N, with a hori-
zontal resolution of 2 km and a vertical discretization 
of 30 s-levels. The topography used for the bathyme-
try is based on the EMODNET dataset, with a resolu-
tion of about 500 m. Air-sea interactions are imposed 
using fluxes derived from an implementation of the 
WRF-ARW model over the central Mediterranean 
area at 3 km resolution, implemented at LaMMA and 
using ECMWF analysis data as initial and bounda-
ry conditions. Boundary and initial conditions for the 
hydrodynamic model are taken from the assimilated 
MFS model data available at the CMEMS. 
3. The Multi-window MCC Algorithm 
The classical MCC method applied to ocean circ-
ulation is a procedure for reconstructing the surface 
velocity field. The technique estimates the displa-
cement of small regions of passive tracer patterns be-
tween two sequential images by computing the maxi-
mum cross-correlation (MCC) among small rectangu-
lar windows (template windows) in the first image and 
those in the second one. 
The basic MCC technique is explained in detail in 
the literature (Emery, 1986; Garcia and Robinson, 
1989; Wahl and Simpson, 1990). It was originally us-
ed on s equential thermal images, but, more recently, 
some authors have also applied MCC to other spectr-
al bands (Prasad, 2002; Crocker, 2007; Marcelo, 2008).  
In this paper, MCC is tested on the Mediterranean 
sea, and, more specifically, in the area of the Tyrrhe-
nian Sea, Ligurian Sea, and part of Balearic Sea up to 
the Gulf of Lion. Here, the presence of many islands 
in the Tuscan Archipelago makes application of the 
MCC difficult in its classical form. An attempt has 
therefore been made to develop an improved and more 
robust algorithm. This algorithm, called MW-MCC, 
has already been described and tested on synthetic 
imagery in a previous paper (Doronzo et al., 2015). 
Basically, the MW-MCC algorithm differs from the cl-
assical MCC approach because it uses multiple tem-
plate windows with different sizes. 
The MW-MCC consists of three phases: pre-pro-
cessing, processing and post-processing. While the 
pre-processing phase is very similar to the preliminary 
treatment of satellite images before the application of 
any MCC algorithm, the processing and post-proce-
ssing phases contain the main differences between the 
MW-MCC and the classical implementation. However, 
since the processing and post-processing phases are 
the same as those already extensively discussed in 
Doronzo et al. (2015), only a brief review of their 
main features will be given here. 
3.1 Pre-processing 
In the pre-processing phase, both destriping proce-
dures and image filtering techniques are adopted. The 
literature concerning destriping is quite extensive, but 
in this paper the focus will be only on a particular al-
gorithm (Gumley, 2005). Instead, in the subsection 
about image filtering, a comparison among three co-
mmon denoising filters will be made, and their effects 
on satellite sequences will be shown. Filter efficiency 
will then be evaluated on the basis of the number of 
velocity vectors found by MW-MCC. 
3.1.1 Destriping 
Striping, also known as mirror banding, is a common 
problem in MODIS images. It appears as regular 
stripes on the picture, which alter the quality of imag-
es and cause difficulties in the application of MW- 
MCC. It is a consequence of an independent calibra-
tion of the different detectors at 1000 m resolution 
inside the MODIS sensor. The problem is more evi-
dent in the presence of bright targets, with reflectance 
values high enough to bring the sensor close to its sat-
uration mode. A typical case of striping can be seen in 
oceanographic images affected by sun glint or strong 
atmospheric effects. Many authors (Simpson and 
Yhann, 1994; Algazi and Ford, 1981) have demon-
strated that other factors like source spectral distribu-
tion and polarization, or random noise in the inter-
nal calibration system can also play a role. For these 
reasons stripes are in many cases not uniformly dis-
tributed in the image, and may affect only specific 
areas or spectral bands. 
Many destriping algorithms have been proposed in 
the literature, and can be classified in two differ-
ent classes. 
Some authors (Crippen, 1989; Srinivasan et al, 
1988; Pan and Chang, 1992; Simpson et al, 1995; 
Simpson et al, 1998; Chen et al, 2003) tested a digital 
filtering on different satellite and sensor sequences, 
assuming periodicity of stripes, and removing them 
with a frequency analysis. This approach is very sim-
ple, but introduces blurring effects in imagery, and a 
loss of radiometric accuracy. 
Other authors (Horn and Woodham, 1979; Weinreb 
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et al, 1989; Gumley, 2002) took advantage of the sta-
tistical properties of each detector. They use histogram 
matching techniques by assuming that the distribution 
of the intensity of the earth’s radiation incident on 
each detector will be similar. Therefore a reference 
empirical distribution function (EDF) is chosen, cor-
responding to one of the most stable and best quality 
detectors, and the other EDFs are modified to be the 
same as the reference one by generating appropriate 
normalization tables. The output of each detector is 
then adjusted by using these normalization tables. 
These statistics based methods are more common, and 
give good r esults, although there is a limit to their 
performance due to the strong assumptions on which 
they rely. 
The destriping technique adopted in this work lies 
in the second class, i.e., it is based on matching EDPs. 
The software IMAPP provided by the Wisconsin- 
Madison University (Huang et al, 2004), distributed 
under open license, has been used. 
The result of the application of the IMAPP routines 
is reported in Figure 1. 
 
 
 
Figure 1. Striped image (Left) and destriped image with 
IMAPP routines (Right). The picture represents an arbitrary 
image of the emissive band 24. 
 
Although in this case destriping is very effective, 
the procedure sometimes leaves residual stripes. The 
result can also depend on the spectral band chosen. 
Therefore after the destriping process, a further selec-
tion of the images must be made. 
3.1.2 Image Filtering 
The presence of noise in satellite imagery makes it 
difficult to detect the current velocities correctly. In 
fact, application of the MW-MCC algorithm to images 
with distorted or ill-defined patterns, without a pre-
liminary denoising phase, produces many spurious 
vectors. As a consequence a preparatory image filter-
ing is very important, and an accurate choice of filters 
must be made. In order to choose the correct filter, it is 
firstly necessary to identify which kind of noise is 
affecting the images. 
Filters can be defined by a typically rectangular 
matrix, 3×3 or larger, also called a mask. The filtering 
process in the spatial domain associates the mask co-
efficients to a subset of pixels adjacent to the filtered 
one, and, in the case of a linear spatial filter, the new 
value for the filtered pixel is given by a sum of prod-
ucts of the mask coefficients and the corresponding 
image pixel values in the area spanned by the mask. In 
this paper, the effects of different mask sizes, in par-
ticular 3×3 and 5×5, will be considered. The mask 
form can also be changed (e.g., circle or rectan-
gle), but the effect of this will be not discussed. 
The choice of filters was based on the assumption 
that, according to the literature, the noise in MODIS 
satellite images is typically of two types: salt-and- 
pepper, and Gaussian. In the following, three spatial 
filters, appropriate for these kinds of noise, will be 
discussed (Carvalho, 2012). 
The first one is a Standard Median Filter (SMF), 
which typically provides good noi se-reduction capa-
bilities in the presence of impulse noise like salt- 
and-pepper (Gonzales and Woods, 2002). The second 
one is a Mean Filter (MF), which is the simplest kind 
of filter, and is suitable for smoothing purposes. 
It consists of a s imple arithmetic average of all mas-
ked pixels. This operation reduces the noise in the 
image and at the same time smooths the edges explo-
ited by the MW-MCC algorithm during pattern track-
ing. The third one is a Gaussian Filter (GF). In this ca-
se, although some smoothing effects are still present, 
the application of the mask yields a weighted average 
that better preserves the pattern contours. It is also 
possible to increase or decrease the smoothing ef-
fect by increasing or decreasing the Gaussian standard 
deviation. In the literature (Al-amri, 2010) it is usually 
assumed that the MF and GF filtering procedures give 
the best results when applied to satellite images af-
fected by Gaussian noise. 
Finally, once the noise has been removed, a 
‘sharpening’ derivative filter can be applied, in order 
to enhance the pattern edges. Here a 3×3 sharpening 
filter has been used, defined by the matrix: 
 
1
1
1 5 1
( 1)
1
a a a
a a a
a
a a a
− − − 
 − + − +
 − − − 
  
where the value of α has been taken as equal to 0.2. 
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In the following, the above filters will be tested in 
order to identify the best choice for our purposes. 
Even if the difference among the resulting images af-
ter denoising is barely visible to the naked eye, the 
preliminary application of these filters to satellite se-
quences may give very different final results. If the 
denoising process is followed by the application of the 
sharpening filter, once again the difference is barely 
visible. So, in order to evaluate the final effects of this 
filtering procedure, a statistically significant amount 
of images must be processed, and the number of vec-
tors obtained after the MW-MCC computations ob-
served. This number is an index of the capability of 
the algorithm to identify the edges of the filtered pat-
tern. Therefore, the larger is the number, the better is 
the filter. 
The number of vectors found by applying the 
MW-MCC algorithm, with different combination of 
filters (mask size 3×3), to about 40 di fferent pairs of 
images in the spectral band 23, is reported in Figure 2. 
Similar results can be found for other spectral chan-
nels, and/or a different mask size (5×5). An improve-
ment due to denoising is evident for all three kinds of 
filters, although the combination between denoising 
(e.g., Gaussian) and sharpening gives results similar to 
the case without any filtering. This probably depends 
on a well-known problem in the application of sharp-
ening filters, i.e., sharpening enhances the residual 
noise that has not been removed by the denoising filter, 
and this can give rise to a loss in image quality (Gon-
zales and Woods, 2002). 
A summary of the above analysis is reported in Ta-
ble 1, which gives the mean values of the number of 
vectors obtained. 
The Table 1 shows that the MF filter is probably 
the best one according to the criterion adopted. The  
 
 
 
Figure 2. Number of current vectors obtained after the applica-
tion of the MW-MCC algorithm, with different combinations of 
filters (mask size 3×3), to various pairs of images in the spec-
tral band 23. 
Table 1. Number of current vectors for different filtering1 
Band 23 Gauss Mean Median 
Gauss 
+Sharpening 
Median + 
Gauss 
No filter 
3 pxls 4228 5098 4817 3751 3457 5176 
5 pxls 4229 5760 5552 4786 3457 5768 
1Mean values of the number of current vectors obtained after appli-
cation of the MW-MCC algorithm, with different combinations of 
filters, to about 40 different pairs of images in the spectral band 23 for 
different mask size (3 and 5 pixels). The GF standard deviation is 0.5. 
 
GF filter behaves like the MF, if the Gaussian standard 
deviation is high enough, while if the standard devia-
tion decreases, the filter becomes too selective, and its 
performance decreases. The SMF filter works fine in 
the presence of impulse noise, but it has slightly lower 
performances with Gaussian noise, unless it is applied 
in combination with MF or GF. 
It is also possible to show, for each vector found in 
Table 1, the corresponding MCC values. Figure 3 rep-
resents, as an example, a sub-image of MCC matrix 
relating to vectors found by images non-filtered and 
with MF applied, respectively. The latter values are 
some percentage points higher: 
 
 
 
Figure 3. Example of maximum cross-correlation values ob-
tained by non-filtered (left) and mean filtered (right) satellite 
sequences. Since MW-MCC is based on multiple template 
windows with different sizes, this plot represents a mean of 
multiple MCC matrices. 
 
The higher MCC values in Figure 3 demonstrate 
that the vectors found after filtering arise from more 
robust template matching. It should be noted that the 
resulting MCC values matrix, shown in Figure 3 is 
obtained by averaging multiple MCC matrices, each 
of which is calculated by using different size template 
windows (16, 18, 20, 2 2, 24 pixel size) on the whole 
sequence. 
The results obtained with a 5×5 mask size are also 
reported. This improves vector detection, probably 
due to an increase of smoothing effects and noise re-
duction. The problem is that image resolution is also 
altered, and this alteration grows quickly by increasing 
the mask size. It follows that by using larger mask 
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sizes, the resolution and accuracy of the computed cu-
rrent vectors can get worse. 
Another negative effect of a larger mask is the in-
creasing of NaN values along the coastline, because a 
larger number of land pixels enter the filtering area. 
As a consequence, the mask size should be very care-
fully modified.  
In conclusion, since Table 1 shows that the ad-
vantage of using a combination of filters or larger 
masks is not very significant with respect to the results 
of MF with a 3×3 mask, which is simpler and less 
time-consuming, only this filter will be used in the 
following analysis. 
3.2 Processing 
The processing phase is in two steps. 
The first one, as in any MCC algorithm, is a scan-
ning of a search window based on a FFT method, for 
the calculation of normalized cross-correlation coeffi-
cients. 
In the second step, the main differences between 
MW-MCC and a traditional MCC approach come into 
play. In particular, the use of multiple template win-
dows: in this algorithm, after the first scanning, the 
size of the template is increased, and a further scan-
ning operation is performed. Here the scanning is 
not complete, in the sense that the new larger template 
window will be moved only on positions where a ve-
locity vector has been found in the first step. This op-
eration is then repeated with larger and larger tem-
plates until a given number of windows has been 
reached. All scanning operations give candidate veloc-
ity vectors that must be validated in the post-pro-
cessing phase. The smallest of these windows is re-
ferred as ‘reference window’, and its size as the tem-
plate window amplitude. The choice of the sizes and 
number of these windows is based on many tests done 
for real images, and is a com promise between algo-
rithm robustness and required resolution. In the fol-
lowing, we use a 16 pixels template window amplitu-
de, and five windows of increasing size, up to 24 pixels. 
3.3 Post-processing 
The processing phase of MW-MCC gives a number of 
vectors equal to the number of different template 
windows, i.e., five in this case, for each position 
where it finds results. The post-processing is instead a 
validation phase, where the calculation is made of a 
single valid final velocity vector for each position. 
First of all, each group of vectors in each position is 
tested, and it is accepted only if some conditions are 
satisfied (Doronzo et al, 2015). The final velocity 
vectors are then obtained by averaging all vectors 
within each group. 
4. Calibration 
It has been shown in Doronzo et al. (2015), which 
the calibration is a critical step, because it can identify 
an important threshold, i.e., a cut-off value for the 
maximum cross correlation that allows false positive 
matching to be discarded. 
The approach followed is based on a numerical sta-
tistical analysis of the images. The threshold can be 
obtained from the histogram of the maximum cr-
oss correlations calculated among all possible tem-
plates in the scanning area of a first image and those 
in areas spatially and temporally uncorrelated (null 
hypothesis) in a second image, and this is done over 
many different images. This threshold represents a 
noise level, and above this level the correlation c-
an be considered significant. 
It should be noted that the cut-off value depends on 
many factors, like quality of images, satellite sensor, 
spectral band and template size, plus image brightness 
that differs for seasonal, daytime or night time se-
quences. Thus, in order to obtain significant results, it 
is important to make a new calibration every time one 
of these parameters changes. 
Two calibration histograms are shown in Figure 4: 
the first for 6 pi xel template window amplitude, the 
second for 26 pixel template window amplitude. Since 
the analysis on MODIS images has shown very simi-
lar results for the histograms of different spectral ba-
nds, only spectral-band-averaged histograms are used 
to calculate the thresholds. 
The integral of the histogram to the right of the 
threshold (red line), divided by the total number of 
maximum cross correlation values found, is called 
false alarm probability, which is complementary to the 
level of significance. 
Figure 4 shows that the false alarm probability de-
pends on t he template size: in order to maintain the 
same level of significance, the threshold must be in-
creased with smaller template sizes. For the 6 and 26 
pixel templates the same threshold (0.9) corresponds 
to a false alarm probability of about 40% and 1.2% 
respectively; these percentages also take into account 
the maximum cross correlation values removed by the 
MW-MCC algorithm in the post-processing phase, 
which are not represented in the histogram. This is due 
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Figure 4. Spectral-band-averaged histograms of maximum cross correlation values with the cut-off threshold (red line): (A) for 6 
pixel template window amplitude, (B) for 26 pixel template window amplitude. 
 
to the fact that, since small templates contain simpler 
structures, a possible correlation is more likely. As 
a consequence, very small templates should not be 
used in classical MCC algorithms, and for the present- 
day satellite images, 20–26 pixel template window 
amplitudes are the most appropriate. Due to the pecu-
liarity of the MW-MCC algorithm, reference windows 
smaller than that instead can be used. 
In this work, multiple template sizes between 16 
and 24 pixels have been adopted, and a false alarm 
probability equal to 1.5%, with the corresponding 
threshold between 0.8–0.9. 
5. Results 
In this work, 47 pa irs of MODIS images for each 
spectral band (31 bands), i.e., a total of about 1500 
pairs, have been processed. The images were recorded 
during the summer in quite clear sky conditions, and 
represent about 26% of all MODIS scans over the area 
of interest, which includes the Tyrrhenian Sea, 
Ligurian Sea, and part of the Balearic Sea. As already 
mentioned, distinct spectral bands reflect the behav-
iour of different physical/chemical phenomena, and it 
is possible to apply the MW-MCC algorithm to the 
same scene as many times as the number of spectral 
bands. For the first time, the results of a systematic 
application of the MW-MCC algorithm to several 
spectral bands (multi-channel analysis) are reported, 
in order to determine whether or not a spectral band 
can be used by the MW-MCC algorithm as a good 
tracer for the ocean circulation. The differences be-
tween daytime and night time results are then dis-
cussed. Lastly, some examples are shown of the cur-
rent flows obtained by MW-MCC, and the case study 
of a comparison between HF radar measurements and 
MW-MCC data is analyzed. 
5.1 Multi-channel Analysis 
If the number of vectors obtained by MW-MCC is an 
index of the capability of the algorithm to identify the 
edges of patterns, an indication about the adequacy of 
the various spectral bands to be used as tracers for the 
surface circulation can be obtained by plotting this 
number versus the band number. 
Daytime reflected solar bands (band numbers: 8–19, 
and 26 at 405–1390 nm), used for example for the 
detection of phytoplankton and other biogeochemical 
tracers that can be found in a layer of a few me-
ters below the sea surface, give rise to poor pattern 
gradients and many corresponding maximum cro-
ss correlation values appear lower than the cut-off 
threshold. Furthermore many of these parameters, 
such as chlorophyll, usually have much higher con-
centrations near shore, and in order to obtain more 
visible patterns in deeper waters, a preparatory 
non-linear scaling, which was not done here, should 
probably be applied to MODIS images before the 
MW-MCC processing. This behaviour is confirmed by 
the results reported in Figure 5, where the columns of  
 
 
 
Figure 5. Mean number of vectors obtained by MW-MCC from 
images corresponding to different spectral bands versus band 
number. 
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the bar chart corresponding to these bands are very 
low. Instead, some emissive bands produce quite evi-
dent pattern gradients, in particular the mid- infra-
red bands 20, 22 and 23. This behaviour, besides pos-
sible physical-biochemical considerations, suggests 
that thermal features can be better tracers than bioge-
ochemical properties. Moreover, the application of 
MW-MCC to ocean color images is not only less effi-
cient for the reason above, but also because a lower 
number of images is available with respect to infrared 
images, since they are produced only during daytime. 
It should be also noted that bands 22–23 are typi-
cally used for the calculation of short-wave SST, e.g., 
the MODIS ocean colour products distributed by the 
Ocean Biology Processing Group (OBPG) at NASA's 
Goddard Space Flight Center. For these reason in the 
past many authors applied MCC techniques primarily 
on SST products. 
In Figure 5 it is also shown that the thermal infra-
red channels 29, 31, 32, give good results, in accord-
ance with other authors (e.g., Bowen et al, 2002; 
Crocker et al, 2007), while other emissive bands, like 
the ones in the interval 24–28 (4433–7475 nm) and 
above 32 (13185–14085 nm), produce very few vec-
tors, probably due to weak pattern gradients, at least in 
the sea area studied. Instead, the poor results of bands 
21 (3929–3989 nm), 30 (9580–9880 nm), and 36 
(14085–14385 nm) are due to the fact that the corre-
sponding images are affected, more than others, by 
random noise and striping. 
As a consequence, if the bands 21 and 30 are used 
in combination with other thermal bands in order to 
produce SST products (e.g., Esaias et al, 1998; Justice 
et al, 2002; Minnett and Barton, 2009), the application 
of MCC techniques to them could give some problems.  
Figure 5 clearly shows that most of the current 
vectors found come from images relative to the spec-
tral bands 20, 22, 23, 29, 31, and 32, which seem the 
most appropriate for MW-MCC. In particular, the an-
alysis reported in the next sections has been made by 
using the three bands that give best results, i.e., 20, 
22, 23. 
5.2 Daytime and Night Time Sequences 
In Doronzo et al.(2015), it was shown that factors re-
lated to thermal exchanges in the water column can 
affect the MW-MCC results, as was evident by a com-
parison between night time and daytime, or winter and 
summer data. In this section, the results obtained by 
night time and daytime image sequences are further 
discussed. 
Figure 6 and Figure 7 report the number of vectors 
obtained by MW-MCC for each spectral band ver-
sus band number for daytime and night time, respec-
tively. Increments of about 65% for the vectors 
in band 20, and about 30% for those in bands 22–23 
are observed during the night. Although no systematic 
validation of the computed currents has been done, the 
strong coherence among the vectors, in significant 
agreement with some well-known current flows, indi-
cate that the MW-MCC method works better when 
applied to MODIS night time images. 
Thermal surface instability is probably not the only 
reason for these remarkable differences. It could al-
so be due to the fact that some spectral bands, in par-
ticular those near 4000 nm, are affected by bright re-
flective sources, such as sun glint, during daylight ho-
urs. This is a known issue in remote sensing of water 
surfaces, and has been investigated by many authors 
(e.g., Rainey and Hallenborg 2013). Some techniques 
have also been suggested to reduce this effect (e.g., 
Kay et al, 2009), but they have not been applied here. 
 
 
Figure 6. Mean number of vectors obtained by MW-MCC for 
each spectral band versus band number, in daytime. 
 
 
Figure 7. Mean number of vectors obtained by MW-MCC for 
each spectral band versus band number, at night. 
 
5.3 MW-MCC Applications 
Figure 8 reports two examples of application of MW- 
MCC to satellite images derived from three different 
spectral channels, in the area of the Tyrrhenian, Lig-
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urian, and Balearic Seas. The vectors have been down- 
sampled for a better visualization. 
The middle and bottom pictures are zooms of the 
top ones, as shown in the insets. Figure 8 clearly 
shows that the multi-band approach gives some ad-
vantages. For example, it allows current vectors 
to be calculated even when some pattern displace-
ments are not detectable in certain spectral bands, 
but can be observed in others. It is also useful as a 
validation tool, if the assumption is made that there 
must be coherence among vectors obtained by differ-
ent spectral bands. In fact, the vectors plotted show a 
good spatial coherence, and they sustain the validity 
of the MW-MCC results in real applications. 
It should also be noted that the currents reported in 
the middle and bottom zoom pictures are consistent 
with the main flows known in those areas. Let us con-
sider, for example, the Liguro-Provençal basin, located 
 
 
 
Figure 8. Examples of vectors obtained by applying MW-MCC to two pairs of MODIS scenes: (A) 2 Sept 2014 21.50 UTC, and 3 
Sept 2014 02.05 UTC; (B) 3 Sept 2014 20.55 UTC, and 4 Sept 2014 01.10 UTC; (C) zoom of Figure 8A to the North-East of Corsica; 
(D) zoom of Figure 8B to the North-West of Corsica; (E) zoom of Figure 8(A) in the Gulf of Lion; (F) zoom of Figure 8B in the Gulf 
of Lion. The different colours result from the application of MW-MCC to different spectral bands: 20 (light blue), 22 (dark blue), and 
23 (yellow).  
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in the north-western Mediterranean Sea off the coasts 
of Italy and France, and connected to the south-east 
with the Tyrrhenian Sea through the Corsica Channel. 
The main circulation in the basin is well known (e.g., 
Istituto Idrografico della Marina, 1982; Millot, 1999; 
Schroeder et al, 2011), and consists of a basin-wide cy-
clonic gyre. In the Corsica Channel, the northward 
Eastern Corsican Current (ECC) brings Tyrrhenian 
water into the Ligurian Sea, while, west of Corsica, 
there is another northward current, the so-called 
Western Corsican Current (WCC), which is part of the 
large cyclonic circulation. The confluence of the ECC 
and the WCC north of Corsica forms the Northern 
Current, which flows west along the Italian, French 
and Spanish coasts. This behaviour is in agreement 
with the results in Figure 8. 
The top pictures in Figure 8 also show that there are 
often areas with missing vectors. This is probably due 
to a poor brightness gradient or to some striping. Fur-
thermore, some areas, like Tuscan Archipelago, are 
less suitable for the application of MW-MCC because 
the presence of many islands reduces the open sea 
surface and the land pixels contaminate search and 
template windows, giving many null values. Moreo-
ver, coastal water phenomena, such as upwelling, co-
uld give rise to pattern deformations not related to 
horizontal current flows. As a consequence, better 
results can be found in larger open areas, like the Bal-
earic Sea and Southern Tyrrhenian Sea. 
5.4 MW-MCC Comparison with HF Radars and 
Numerical Ocean Circulation Models 
In order to validate current flows calculated by 
MW-MCC a comparison has been made with HF ra-
dar data. However, due to a lack of observations in the 
area and period studied, a spatial and temporal overlap 
of the MW-MCC and HF radar data was possible in 
only one case. In particular, a map from the HF radar 
system near Toulon, installed within the framework of 
MOOSE project, as described in Section 2, has been 
used. Moreover, since the MOOSE radars only pro-
vide data quite close to the shore, just a small spatial 
overlapping was feasible. In the end, the MW-MCC cu-
rrent map obtained by the pair of MODIS images cor-
responding to 27th Jul 2014 at 10.25 UTC, and 27th Jul 
2014 at 12.10 UTC, was compared with the HF radar 
map of 27th Jul 2014 at 11.01 UTC, taken from the 
Mediterranean Institute of Oceanography (MIO) web-
site (http://hfradar.univ-tln.fr). This comparison is re-
ported in Figure 9. 
The general agreement in intensity and dire-
ction between the two maps is quite good. On both 
maps, the currents at the centre of the area reach 
speeds of about 0.65 m/s, while a decrease in current 
intensity is observed at lower and higher latitudes. 
Furthermore, the flows are both mainly directed towards 
 
 
 
Figure 9. (Left) MOOSE HF radar map of 27th Jul 2014 at 11.01 UTC, taken from the MIO website; (Right) MW-MCC current map 
obtained by the pair of MODIS images corresponding to 27th Jul 2014 at 10.25 UTC, and 27th Jul 2014 at 12.10 UTC. 
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south-west, although there are some degrees of dif-
ference between them. However, it should be noted 
that these differences are similar to those observed in 
the systematic analysis made by synthetic images in a 
previous paper (Doronzo et al, 2015). Moreover, it 
must be considered that while the radar data represents 
an hourly average of a nearly continuous measurement, 
MW-MCC results are calculated only by two instan-
taneous satellite images that were taken almost two 
hours apart. Therefore, in this case study, neither the 
time interval nor its length coincide exactly. A more 
systematic validation of the MW- MCC results, based 
on an HF radar system just installed in Tuscany, will 
be performed in the near future. 
Since further suitable observation data were not 
available, in order to increase the confidence in the 
MW-MCC results, some comparisons with numerical 
ocean circulation model simulations have been per-
formed in two different areas: the first one in the Tyr-
rhenian Sea, and the second one in the Ligurian Sea, 
north of Corsica. 
The first comparison has been made between the 
results of MW-MCC and the reanalysis from the MFS 
model of CMEMS for the 28th Sep 2014 at 00:00 UTC. 
Unfortunately, for September 2014 only daily data are 
available from CMEMS. Therefore, a valid compari-
son with MW-MCC is possible only if a preliminary 
time average of the MW-MCC currents is done. More 
precisely, four pairs of images between 26th Sep 2014 
at 21.05 UTC, and 28th Sep 2014 at 01.55 UTC have 
been used. The MW-MCC current image has been cal-
culated by the time average of the four series of cur-
rent vectors obtained by the four pairs. Before the time 
average process, a spatial mean with 6-pixel windows 
has been also performed. Finally, for a better compar-
ison, the model vectors have been interpolated on the 
same grid of MW-MCC vectors. The results are re-
ported in Figure 10A and B. The estimated mean ab-
solute errors are 19 c m/s (about 56%) in magnitude, 
and 12° in direction. The agreement in direction is 
very good, but the error in magnitude is quite high. 
A second comparison has been still made with the 
MFS model data, but for the 3rd Sep 2014 at 00:00 
UTC. In this case, four pairs between 2nd Sep 2014 at 
21.50 UTC, and 4th Sep 2014 at 01.10 UTC have been 
exploited. Here the estimated mean absolute errors are 
13 cm/s (about 47%) in magnitude, and 38° in direc-
tion. In this case the error in magnitude is a little bet-
ter, but the mean direction is worse than before. 
In conclusion, although there is an overall reasona-
ble agreement, the differences are not negligible. 
This can depend on at least two main factors: firstly, 
the numerical ocean models, although assimilated, are 
affected by intrinsic errors; secondly, similarly to 
the case of radar data, while the model output repr-
esents a temporal daily average of a continuous simu-
lation, MW-MCC results are calculated only on a few 
instantaneous satellite images, since pairs of imag-
es covering all hours of the day are not available. 
In order to verify this latter hypothesis, a short term 
higher resolution simulation with a numerical regional 
ocean model (ROMS) nested on t he MFS-CMEMS 
data has been performed. Then, the ROMS results for 
the 3th Sep 2014 at 00:00 UTC have been compared 
with the MW-MCC currents obtained by a single pair 
of satellite images taken the 2nd Sep at 21:50 UTC, 
and the 3rd Sep at 02:05 UTC. In this case the esti-
mated mean absolute errors are 7 cm/s (about 19%) in 
magnitude, and 14° in direction, in agreement with the 
hypothesis above. 
6. Conclusions 
This paper reports the results of a systematic applica-
tion of the Multi-Window MCC algorithm to a large 
number of MODIS multi-band products. In particular, 
31 spectral bands have been considered, and 47 pairs 
of images for each band have been processed. The 
area concerned includes the Tyrrhenian Sea, Ligurian 
Sea and part of the Balearic Sea. The main advantages 
of using a multi-band approach are: the capability 
to calculate current vectors even when some pattern 
displacements are not detectable in certain spec-
tral bands, but can be observed in others; the possibil-
ity to use it a s a validation tool, assuming that there 
must be coherence among vectors obtained by differ-
ent spectral bands. 
Indeed, the results of this study have shown that 
there is a good coherence among most of the vectors 
obtained by different spectral bands, although there 
are also a few incoherent ones. If this coherence re-
quirement were to be used as a constraint and imple-
mented in the algorithm, it would probably further 
increase the reliability of the MW-MCC algorithm. 
Work on this is in progress. 
A purpose of this analysis was also to determine 
whether or not a s pectral band can be considered a 
good tracer for the ocean circulation. The result ob-
tained in the studied sea area is that images relative to 
the MODIS mid-infrared bands 20, 22 and 23 are the 
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Figure 10. (A) MW-MCC mean currents between 26th Sep 2014 at 21.05 UTC, and 28th Sep 2014 at 01.55 UTC; (B) MFS daily 
mean currents for 28th Sep 2014 at 00:00 UTC; (C) MW-MCC mean currents between 2nd Sep 2014 at 21.50 UTC, and 4th Sep 2014 
at 01.10 UTC; (D) MFS daily mean currents for 3rd Sep 2014; (E) MW-MCC current map obtained by the pair of MODIS imag-
es corresponding to 2nd Sep at 21:50 UTC, and 3rd Sep at 02:05 UTC; (F) ROMS current map for 03th Sep 2014 at 00:00 UTC.  
(B) (A) 
(D) (C) 
(E) (F) 
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most appropriate for MW-MCC. Bands 22 and 23 are 
typically used for the calculation of short-wave SST. 
Other SST products, based on thermal bands 21 and 
30 appear less suitable for MCC methods. The ther-
mal bands 29, 31, and 32 also give good results, while 
the application of MW-MCC to the remaining emis-
sive bands, and to lower frequency bands, like 19 
or below, produces very few vectors. This is due to the 
fact that the patterns produced are not well-defined, in 
particular far from the coast. Probably some non-lin-
ear scaling of the brightness during image pre-proce-
ssing could improve the results. Work on this is also in 
progress. 
The differences between daytime and night time 
have been discussed in the paper. It has been observed 
that factors related to thermal exchanges in the wa-
ter column affect the MW-MCC results. In particular, 
lower temperature variations during the night allow 
a better pattern tracking, with an increase in the num-
ber of current vectors of around 30% for bands 22, 23, 
and 65% for band 20. 
Some examples of current flows obtained by MW- 
MCC, and the case study of a comparison between HF 
radar measurements and MW-MCC currents have also 
been shown. A strong similarity has been found be-
tween the currents computed by MW-MCC, and some 
well-known current flows in particular areas. Moreo-
ver, a good agreement between HF radar data or hy-
drodynamic model simulations and MW-MCC results 
has been obtained. A more systematic validation of the 
MW-MCC results will be done in the near future, ba-
sed on data in the Tuscan Archipelago that will be ob-
tained by a recently installed HF radar system. Fur-
thermore, work on t he application of MW-MCC to 
images at a resolution of 750 m, and 375 m, coming 
from the latest VIIRS sensor, is in progress. 
Lastly, it should be pointed out that further imp-
rovements of the pre-processing phase, like other 
more advanced destriping algorithms and filtering tec-
hniques, and a non-linear scaling of the image bright-
ness in some spectral channels, are possible, in order 
to discard fewer satellite images, and obtain more 
numerous, and reliable current vectors. 
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