Inhibitory connections between neurons of the thalamic reticular (RE) nucleus are thought to help prevent spike-wave discharge (SWD), characteristic of generalized absence epilepsy, in thalamic and thalamocortical circuits. Indeed, oscillations in thalamic slices resemble SWD when intra-RE inhibition is blocked and are suppressed when intra-RE inhibition is enhanced. To elucidate the cellular mechanisms underlying these network changes, we recorded from RE cells during oscillations in thalamic slices and either blocked intra-RE inhibition with picrotoxin or enhanced it with clonazepam. We found that intra-RE inhibition limits the number and synchrony, but not the duration, of RE cell bursts. We then performed simulations that demonstrate how inhibition can shift network activity into a desynchronized mode simply by vetoing occasional RE cell bursts. In contrast, when intra-RE inhibition is blocked, RE cells burst synchronously, enabling even short RE cell bursts to promote epileptogenesis in two ways: first, by activating GABA B receptors, and second, through the GABA B receptor-independent emergence of network synchrony.
Introduction
Inhibitory connections between neurons of the thalamic reticular (RE) nucleus are thought to suppress spike-wave discharge (SWD), characteristic of absence epilepsy, in thalamocortical circuits. Within the thalamus, knocking out the ␤3 subunit of the GABA A receptor (GABA A R) selectively disrupts intra-RE inhibition, resulting in epileptiform discharges in vitro (Huntsman et al., 1999) and absence seizures in vivo (DeLorey et al., 1998) . Additional evidence comes from thalamic slices, which generate spontaneous and evoked oscillations resembling sleep spindles. Blocking intra-RE inhibition with the GABA A R antagonists bicuculline or picrotoxin (PTX) transforms these into SWD-like activity (von Krosigk et al., 1993; Huguenard and Prince, 1994; Jacobsen et al., 2001) . Conversely, the anti-absence drug clonazepam (CZP) suppresses in vitro spindles, and this results exclusively from strengthening intra-RE inhibition (Sohal et al., 2003) .
Spindles result from a cycle of events, in which RE neurons inhibit thalamocortical (TC) relay neurons, eliciting rebound bursts and resulting in re-excitation of RE neurons (von Krosigk et al., 1993) . The RE nucleus (Buzsaki et al., 1988; Avanzini et al., 1993; Banerjee and Snead, 1994) and the calcium channel gene ␣1G, which is necessary for rebound bursts in TC cells (Kim et al., 2001) , are both required for SWD in animal models of absence epilepsy, suggesting that similar thalamic reverberations underlie typical absence seizures. However, other forms of SWD can occur even in isolated cortex (Marcus and Watson, 1966; Steriade and Contreras, 1998) .
The SWD-like oscillation observed in thalamic slices after bicuculline application requires GABA B R activation and is characterized by prolonged RE cell bursts (20 -60 spikes/burst) (von Krosigk et al., 1993; Bal et al., 1995b) . This has led to the hypothesis that intra-RE inhibition shortens RE cell bursts, thus preventing the prolonged firing thought to drive epileptiform activity through activation of GABA B Rs (Bal et al., 1995b; Golomb et al., 1996; Destexhe et al., 1996a; Destexhe, 1998) .
However, this may not fully explain how intra-RE inhibition suppresses SWD. First, bicuculline blocks Ca 2ϩ -dependent K ϩ current as well as GABA A Rs (Debarbieux et al., 1998; Seutin and Johnson, 1999) , so it is not clear whether blocking intra-RE inhibition alone prolongs RE cell bursts (see Discussion). Second, during spontaneous SWD in rats, RE cell bursts contain Ͻ20 spikes (Pinault et al., 2001; Slaght et al., 2002) . Third, some spikewave activity is not affected by GABA B R antagonists (see Discussion) , and mice lacking GABA B R-mediated responses exhibit spontaneous SWD (Schuler et al., 2001) . To understand how, at the cellular level, blocking intra-RE inhibition elicits epileptiform activity, whereas enhancing it suppresses thalamic oscillations, we recorded intracellularly from RE cells during in vitro oscillations and applied PTX or CZP. We found that intra-RE inhibition primarily limits the number, rather than the duration, of RE cell bursts. Simulations reveal potential relevance of this effect to epileptogenesis. In the absence of intra-RE inhibition, RE cells fire short, but synchronous, bursts, and network activity resembles SWD. Intra-RE inhibition desynchronizes this activity by vetoing some RE cell bursts. These results may explain (1) how intra-RE inhibition suppresses SWD and (2) the mechanism of GABA B R-independent SWD.
Drug application
PTX and CZP, both obtained from Sigma, were dissolved in DMSO before being added to the final solution, such that the total volume of DMSO in the superperfusion solution was Յ0.04%. The concentrations used were as follows: bath-applied PTX: 50 M, locally applied PTX: 100 M, and CZP: 100 nM. To locally apply PTX to the RE nucleus, we used a sharp electrode with a broken tip. The micropipette used for local perfusion was placed as close as possible to and upstream from the recording electrode. Control superperfusion solution flowed through the local perfusion micropipette before and after PTX application. To limit ourselves to experiments in which drug application was truly local, we only analyzed those experiments in which the effects on RE cell activity occurred in the absence of alterations in extracellularly recorded TC cell activity (see Discussion). In some cases, local PTX application had almost immediate effects on the RE cell activity, followed, after a few minutes, by effects on the extracellularly recorded TC cell activity. In three experiments, local PTX application almost immediately altered the extracellularly recorded TC cell activity. The effects in these latter cases were indistinguishable from those of bath applied PTX, and so we included these three experiments in the analysis of bath-applied PTX.
Data analysis
To find spikes in extracellular multiunit recordings, we wrote software that detected sufficiently steep negative deflections followed by sufficiently steep positive deflections within a sufficiently short time window (Sohal et al., 2003) . To compute the time difference between an intracellularly recorded RE cell spike, and the nearest burst in the simultaneous multiunit recording from TC cells, ⌬t, we first computed the "ratemeter," the multiunit spike rate as a function of time. Then, we multiplied the ratemeter by a Gaussian ( ϭ 75 msec) centered at the time of the RE cell spike to obtain the "weighted ratemeter." The maximum of this function is found where many TC cell spikes (a population "burst") occur close to the time of the RE cell spike. Let t 1 be the time at which the maximum of the weighted ratemeter occurs, and let t 2 be the time of the RE cell spike. Then ⌬t ϭ t 1 Ϫ t 2 .
To detect EPSPs immediately preceding bursts in intracellular recordings, we first smoothed the membrane potential based on 2-10 adjacent analog-to-digital samples. Next, we used linear regression to compute the slope of the membrane potential at every point in time. Finally, we searched backwards, from the first spike in the burst, for points of inflection. These are defined as points at which the slope exceeds a positive threshold and the following (later) value of the slope decreases by at least 30%. This point was identified as the "peak" of the EPSP. Three parameters were adjusted on a per cell basis to optimize the detection and were kept constant for a given recording: the width of the Gaussian filter used for smoothing, the number of points used for linear regression, and the slope threshold.
Computational modeling
The model is based on that of Sohal et al. (2000) . Most simulations were of a network containing 100 RE and 100 TC cells, each of which was modeled as a single compartment. We also report results from a simulation of two coupled RE cells. All simulations were run using NEURON (Hines and Carnevale, 1997) at a temperature of 34°C and with a time step of 0.1 msec. Intrinsic properties. Each TC cell had an area of 29,000 m 2 , a leak current with a conductance of 25 S/cm 2 , and randomly selected reversal potential between Ϫ82 and Ϫ79 mV, a low-threshold Ca 2ϩ current (I T ), Na ϩ and K ϩ currents underlying action potentials (I Na , I K ), a hyperpolarization-activated cationic current (I H ), and a GABA A receptor-mediated current. The maximum conductances for voltagedependent currents were as follows: g H ϭ 0.01 mS/cm 2 , g T ϭ 2 mS/cm 2 , g Na ϭ 50 mS/cm 2 , and g K ϭ 5 mS/cm 2 . Each RE cell had an area of 14260 m 2 , a leak current with a reversal potential of Ϫ77 mV, and a conductance randomly selected from a uniform distribution between 45 and 55 S/cm 2 , a low-threshold Ca 2ϩ current (I Ts ), Na ϩ and K ϩ currents underlying action potentials (I Na , I K ), a Ca 2ϩ -dependendent K ϩ current (I KCa ), a GABA A receptor-mediated current, and an AMPA receptormediated current. The maximum conductances for voltage-dependent currents were as follows: g Ts ϭ 3 mS/cm 2 , g Na ϭ 50 mS/cm 2 , and g K ϭ 5 mS/cm 2 . Except for I KCa , kinetics and other details for all currents are presented elsewhere (Sohal et al., 2000) . The conductance of I KCa was proportional to Ca i , the intracellular concentration of Ca 2ϩ ( g KCa ϭ Ca i * 1.5 mS/cm 2 mM). Ca i decayed via first-order kinetics, with a time constant of 24 msec at 34°C, toward a steady state value of 240 nM. These kinetics reproduce the burst AHP observed in several studies of RE cells (Avanzini et al., 1989; Bal and McCormick, 1993; Contreras et al., 1993) . We also verified that our simulations produced very similar results when we modeled T-type calcium currents using the constant-field equation instead of an ohmic approximation.
Network architecture. RE and TC cells were organized into two linear arrays, and all connections were local and topographic, such that each RE cell inhibited the eight nearest RE cells and the nine nearest TC cells, whereas each TC cell excited the five nearest RE cells. After a presynaptic action potential and a synaptic delay of 1 msec, synaptic conductances rose rapidly and decayed via first-order kinetics with the following time constants at 34°C: 25 msec (GABA A Rs in RE cells), 3.6 msec (GABA A Rs in TC cells), and 5.6 msec (AMPA receptors in RE cells). Decay times of GABA A currents were based on measurements made at 24°C and were temperature-corrected using a Q 10 of 2.2 (Huntsman et al., 1999) . The reversal potential for GABA A R-mediated synaptic currents was Ϫ75 mV in RE cells and Ϫ85 mV in TC cells Ulrich and Huguenard, 1997b) , whereas that of AMPA receptor-mediated currents was 0 mV. Maximum synaptic conductances were 20 nS for AMPA synapses on RE cells, 50 nS for GABA A synapses on TC cells, and 0 or 40 -100 nS for GABA A synapses on RE cells. Most simulations did not include GABA B Rs, but when these were present, they were also linear with first-order kinetics (rise time, 20 msec; decay time, 100 msec at 34°C) and a reversal potential of Ϫ100 mV.
Results

PTX elicits epileptiform activity in the thalamus
As described in the Introduction, intra-RE inhibition profoundly modulates in vitro thalamic oscillations, such that SWD-like activity emerges when it is blocked, and oscillations are suppressed when it is enhanced. Figure 1 shows examples of this modulation. Figure 1a shows extracellularly recorded multiunit activity from TC cells during evoked oscillations in control conditions, after bath application of 50 M PTX, and after PTX washout. Below these traces are normalized autocorrelograms of the spike rate function (ratemeter) from four consecutive evoked oscillations in each of these three conditions. Both the raw extracellular recording and the autocorrelogram show that PTX reversibly slows and synchronizes the spindle-like oscillation, producing SWDlike activity. The period of the oscillation, which corresponds to the location of the first peak away from 0 msec in the autocorrelogram, is ϳ150 -200 msec in control and wash, compared with ϳ350 msec in PTX. The synchrony of the oscillation, which corresponds to the peak-to-trough distance in the autocorrelogram, also increases dramatically in PTX. Both of these effects of PTX on oscillations in rat thalamic slices have been described in detail by Jacobsen et al. (2001) and are similar to the effects of bicuculline on oscillations in ferret thalamic slices (Bal et al., 1995a) . Note that both spindle-like oscillations and slow, PTX-induced epileptiform discharges are very robust in thalamic slices taken from postnatal day 11 (P11)-P13 rats (see Discussion; Jacobsen et al., 2001 ). Figure 1b shows extracellularly recorded multiunit activity from TC cells during evoked oscillations in control conditions, after bath application of 100 nM CZP, and after CZP washout. Again, normalized autocorrelograms of the ratemeter from four consecutive evoked oscillations in each of these three conditions are shown below these traces. In contrast to the effects of PTX, which blocks intra-RE inhibition, CZP, which enhances intra-RE inhibition, dramatically reduces the duration of the oscillation without noticeably affecting its period. These effects are in accord with an earlier study, which found that CZP caused a reduction of ϳ1/3 in the number of spikes and a several hundred millisecond shortening in the duration of evoked oscillations in rat thalamic slices, whereas oscillation period was not affected (Sohal et al., 2003) .
CZP suppresses thalamic oscillations
RE cells burst more often in PTX
To understand how modulating intra-RE inhibition with either PTX or CZP transforms thalamic oscillations, we simultaneously recorded intracellularly from an RE cell and extracellularly from multiple TC cells during spindle-like oscillations in rat thalamic slices. In a representative sample of RE cells, the resting membrane potential was Ϫ71 Ϯ 3 mV, and the input resistance was 36 Ϯ 4 M⍀ (mean Ϯ SE; n ϭ 12). The spindle-like oscillations, which have been characterized previously (Jacobsen et al., 2001) , were evoked by a single electrical shock to the internal capsule. Figure 2a shows intracellular (top) and extracellular (bottom) activity recorded during one such evoked oscillation in control conditions (left). The stimulus artifact is visible at the left of each trace. After the stimulus, the RE cell receives rhythmic clusters of EPSPs, a fraction of which elicit bursts of action potentials riding on low-threshold calcium spikes. As shown in Figure 2a , after bath application of PTX (50 M, middle trace), a greater fraction of the EPSP clusters elicit RE cell bursts, and this effect reverses after PTX washout (Fig. 2a, right) . For convenience we will refer to all low-threshold calcium spikes as bursts, even though many of these are crowned by just one action potential. In this cell, PTX significantly and reversibly increases the number of bursts per oscillation from 11.5 Ϯ 1.8 to 23.5 Ϯ 1.8 (average of four evoked oscillations; p Ͻ 0.01).
In contrast to recordings from ferret slices (Bal et al., 1995b; , we did not observe large, obvious IPSPs in RE neurons during evoked oscillations. This difference, although perhaps surprising, is consistent with the resting membrane potentials of our RE cells, the relatively depolarized equilibrium potential for chloride in RE cells (Ulrich and Huguenard, 1997b) , and the results of simulations that will be presented later. Afterhyperpolarizations (AHPs) were commonly observed after busts, but were variable in amplitude. Because of the relatively hyperpolarized resting potential of our RE cells, the amplitudes of the AHPs were typically between 1 and 6 mV. For example, in the control trace in Figure 2a , there are AHPs after the first (stimulusevoked) burst, as well as the second, third, and fifth bursts, and each of these is ϳ2-5 mV in amplitude.
PTX does not prolong bursts
Despite its dramatic effects on the number of bursts per oscillation, PTX does not appreciably increase the number of spikes per burst in intracellular recordings from RE cells. Figure 2b shows the burst evoked directly by the stimulus alongside the first burst during the subsequent oscillation for each condition: control, PTX application, and PTX washout. In this experiment, PTX had relatively little effect on the number of spikes in either the In the autocorrelogram, the period corresponds to the location of the first nonzero peak (arrowheads), whereas the synchrony is reflected in the peak-to-trough distance. PTX reversibly slows and synchronizes oscillations. b, Top three traces show multiunit activity from TC cells during evoked oscillations in control conditions, CZP, and after CZP washout, and the bottom shows normalized autocorrelograms for each of these conditions. CZP shortens oscillations without affecting the period.
stimulus-evoked burst or bursts during the subsequent oscillation (on average, there were 1.8 Ϯ 0.1 spikes per burst in control, 2.1 Ϯ 0.1 in PTX, and 1.9 Ϯ 0.2 in wash). Note that these numbers are less than the number of spikes in the bursts shown in Figure  2b . This is the case because late in the oscillation many lowthreshold calcium spikes are crowned by just a single action potential.
PTX increased the number of bursts per oscillation in almost every cell, so that, on average, after PTX application each oscillation elicited 4.0 Ϯ 1.1 additional RE cell bursts ( p Ͻ 0.01; n ϭ 14 cells; we analyzed a total of 250 and 297 bursts in control conditions and PTX, respectively). In contrast, PTX had no consistent effect on the average number of spikes in each burst ( p ϭ 0.2; n ϭ 8 cells). We also quantified the effects of PTX on the RE cell bursts that immediately follow the stimulation of internal capsule (e.g., the bursts labeled 2, 4, and 6 in Fig. 2 ). There was no statistically significant effect of PTX on bursts evoked by weak (Ͻ10 V) or moderate (10 -50 V) stimuli (data not shown). There was a significant effect ( p Ͻ 0.05; n ϭ 17 cells) for bursts evoked by the strongest stimuli (Ͼ50 V), but even for this case, the effect is extremely modest: on average, after PTX application, these bursts contained just 0.9 additional spikes.
During extracellular recordings from the RE nucleus, we occasionally observed single-unit bursts with properties very similar to those seen in our intracellular recordings, e.g., individual RE units burst sporadically during control oscillations, these bursts contained 1-5 spikes, and the number of spikes per burst did not change appreciably after PTX application (data not shown).
The effects of bath-applied PTX depicted in Figure 2 , namely an increase in the number of RE cell bursts, may result directly from blocking GABA A receptors on RE cells, and/or indirectly from blocking GABA A receptors on TC cells and resulting changes in network activity. To distinguish these possibilities, we locally applied 100 M PTX to the RE nucleus (see Materials and Methods). Figure 3a shows an example of one such experiment in which local application of PTX to the RE nucleus markedly increases bursting by this RE cell, whereas the simultaneously recorded TC cell activity was primarily unaffected by the locally applied PTX. The Fourier transform of the extracellular spike rate function over the course of this experiment confirmed this lack of effect (data not shown). Note that we only analyzed those experiments in which PTX application was judged to be focal. These were experiments in which local PTX application affected activity of the intracellularly recorded RE cell but not extracellularly recorded TC cell activity. Presumably, this dissociation occurs because the extent of the RE nucleus is much greater than the size of the perfusion micropipette, so that the locally applied PTX only blocks intra-RE inhibition in the vicinity of the recorded RE cell. Because the extracellularly recorded TC cells likely receive much of their input from RE cells that are not affected by the PTX, the overall network response recorded extracellularly is not affected by the local application of PTX. This suggests that the changes in RE cell responses observed after locally applying PTX are caused by the blockade of intra-RE inhibition, rather than global changes in the network response. RE cells burst an average of 2.8 Ϯ 0.6 times more after local application of PTX than in control conditions ( p Ͻ 0.01; n ϭ 7 cells), whereas on average, each burst contains just 0.3 additional spikes ( p Ͻ 0.001; n ϭ 5 cells; we analyzed a total of 133 and 192 bursts in control conditions and local PTX, respectively). There was also a small effect on the number of spikes in the burst immediately after internal capsule stimulation (data not shown). On average, the burst elicited directly by internal capsule stimulation contains one additional spike after local application of PTX ( p Ͻ 0.05; n ϭ 7 cells), although this reflects in large part two cells that did not burst immediately after the stimulus in control conditions, but began to do so after local application of PTX. Thus, the major effect of locally applied PTX on RE cell activity is the same as that of bath-applied PTX, namely that RE cells burst more often. Note that in this experiment, we have focused on how blocking GABA A Rs in a small region of the RE nucleus affects the activity of cells within that region. This contrasts with other experiments that have studied how thalamic network activity is affected by blocking GABA A Rs in the perigeniculate nucleus (PGN), the visual analog of the RE nucleus (Sanchez-Vives and . Those experiments have blocked GABA A Rs in one location, within the PGN, and then studied the effects on TC cell activity recorded from a different region of the slice.
RE cells burst less often in CZP
After using PTX to block inhibition between RE cells, we studied the effects of augmenting intra-RE inhibition using CZP (100 nM). We found that like PTX, CZP does not significantly affect the number of spikes in RE cell bursts. Whereas PTX increases the number of RE cell bursts in each evoked oscillation, CZP has the opposite effect. Figure 3b shows an intracellular recording from an RE cell (top trace) and a simultaneous extracellular recording from multiple TC cells (bottom trace). After CZP application (Fig. 3b, middle) , the RE cell continues to receive rhythmic EPSPs but produces fewer spike bursts. Note that after the subsequent application of PTX, not only does the CZP effect reverse, but the RE cell bursts more often that in control conditions (Fig. 3b,  right) . After CZP application, the number of times an RE cell burst during one oscillation decreased by 1.5 Ϯ 0.5 ( p Ͻ 0.05; n ϭ 8 cells), whereas the number of spikes per bursts did not change significantly ( p ϭ 0.2; n ϭ 7 cells; we analyzed a total of 238 and 192 bursts in control conditions and CZP, respectively). For the particular RE cell depicted in Figure 3b , many of the "bursts" consisted of just a single spike. This RE cell together with those depicted in Figures 2 and 3a demonstrate the diversity of RE cell firing we encountered during evoked oscillations. Figure 4 summarizes population data about the effects of bath-applied PTX, locally applied PTX, and CZP on RE cell bursting during evoked oscillations in vitro. As described above, bath and locally applied PTX both increase the number of times an RE cell bursts per oscillation, whereas CZP has the opposite effect. In every case, the number of spikes per burst remains approximately constant, changing by less than one spike. In a few cases (n ϭ 3) we applied both PTX and CZP to the same RE cell. In all of these cases, PTX increased the number of bursts per oscillation, and CZP had the opposite effect. Additionally, the range of the number of bursts per control oscillation was similar for experiments in which we applied either PTX or CZP (0.0 -15.6 and 1.0 -16.5, respectively).
Intra-RE inhibition modulates RE cell excitability
Presumably, RE cells burst more often in PTX, and less often in CZP because intra-RE inhibition reduces RE cell excitability by shunting EPSCs and/or the low-threshold T-type Ca 2ϩ currents that underlie RE cell bursts. One prediction of this hypothesis is that measures of RE cell excitability such as EPSC-burst coupling should be enhanced by PTX and suppressed by CZP. To test this prediction we determined the probability that EPSPs of a given amplitude elicited bursts in control conditions, CZP, and PTX. First we selected experiments with large numbers of EPSPs and bursts per evoked oscillation, and minimal variability in the resting membrane potential. Within each experiment, we detected the EPSP immediately preceding each burst, as described in Materials and Methods. We also detected EPSPs that failed to elicit bursts. Using the maximum voltage attained by these two classes of EPSPs, we then calculated the burst probability as a function of EPSP amplitude in different conditions. For every condition, we included all of the EPSPs and bursts after a single shock to internal capsule (these intracellularly recorded events usually continued for several seconds). Figure 5a shows the EPSPs detected by our algorithm on four consecutive RE cell bursts during one evoked oscillation. Figure  5b shows the burst probability as a function of EPSP amplitude for this same RE cell, in control conditions, CZP, and PTX. Large EPSPs (Ͼ10 mV in amplitude) almost always evoke bursts in all three conditions. However, only a fraction of moderate-sized EPSPs (Ͻ10 mV) evoke bursts, and the probability that such an EPSP results in a burst is highest in PTX and lowest in CZP. Figure 5b shows population data for the effects of PTX and CZP on the probability that moderate-sized (0 -10 mV) EPSPs elicit bursts. PTX significantly increases by burst probability by 0.50 Ϯ 0.20 (n ϭ 3 cells), whereas the burst probability significantly decreases in CZP, by 0.097 Ϯ 0.003 (n ϭ 3 cells). For every experiment, we found that the distribution of EPSPs that did or did not elicit bursts were significantly different in control conditions and after drug application ( p Ͻ 0.05, 2 test; PTX, n ϭ 3 cells; CZP, n ϭ 3 cells). This confirms that the changes in the number of RE cell bursts observed in PTX and CZP are not caused by indirect network effects, but rather by modulation of RE cell excitability, presumably mediated by intra-RE inhibition. CZP desynchronizes RE cell bursts Intra-RE inhibition may influence the timing as well as the number of bursts in RE cells during thalamic oscillations. To explore this possibility, we computed the timing difference between intracellularly recorded RE cell spikes and extracellularly recorded TC cell activity (see Materials and Methods) in control conditions and after CZP application. We could have also studied how timing differences were affected by bath-applied or locally applied PTX, but there were practical reasons why we didn't do this. First, bath-applied PTX dramatically alters the period of evoked oscillations (Fig. 1a) (Jacobsen et al., 2001 ), making it difficult to compare timing differences during control oscillations to those during PTX oscillations. Second, as described above, locally applied PTX only affects a small region of the RE nucleus. As a result, local application does not disrupt the overall network response, so the relative timing of activity in all locations of the slice may not be affected. For these two reasons, we focused on how timing differences were affected by CZP application. Figure 6a shows the times of intracellularly recorded RE cell spikes (vertical bars) superimposed on the extracellular ratemeter (black line) for one oscillation in control conditions (left) and after CZP application (right). Figure 6b shows the timing difference between each of these RE cell spikes and the ratemeters, and the panels in b are plotted on the same horizontal time scale. Thus, each cross in b represents the relative timing of the intracellular spike located directly above it in a. Qualitatively, the relationship between the times of intracellular spikes and the extracellular ratemeter appears more regular in control conditions than after CZP application. Quantitatively, the timing differences are distributed close to zero in control, but scatter more widely in CZP. The trends observed for this particular cell hold true in a population of RE cells. The mean absolute timing difference increases from 24.9 Ϯ 1.4 msec in control conditions to 30.8 Ϯ 1.2 msec after CZP application ( p Ͻ 0.01; n ϭ 6 cells). This suggests that intra-RE inhibition regulates not only the number, but also the relative timing, of RE cell bursts during thalamic oscillations.
Intra-RE inhibition desynchronizes model RE cells
The preceding experimental observations suggest that intra-RE inhibition can control the number and timing of RE cell bursts during thalamic oscillations. We used simulations to confirm that first, intra-RE inhibition can produce these effects at the level of RE cells, and second, that these effects are sufficient to explain the occurrence of epileptiform activity when intra-RE inhibition is blocked and the suppression of oscillations when intra-RE inhibition is augmented. Before simulating a complete RE-TC network, we studied the role of intra-RE inhibition in a simulation of two RE cells. Figure 7 shows the responses of these model RE cells to identical, 10 Hz trains of EPSCs. Each compound EPSC in this train consisted of four unitary EPSCs at a frequency of 200 Hz. The two RE cells are identical except in their leak conductances (which differ by ϳ20%). In the absence of inhibitory interconnections (red traces, left), the two cells burst synchronously on every cycle of the excitatory train. In contrast, when they are connected by inhibitory synapses with conductances of 50 nS, then the two cells almost immediately settle into a pattern of anti-synchronous subharmonic bursting. The mechanism by which intra-RE inhibition controls the pattern of RE cell responses in this case is simple and evident. Heterogeneity in the intrinsic properties of the two RE cells result in one beginning to burst before the other. Inhibition from the earlier bursting RE cell "vetoes" bursting in the other RE cell, i.e., the latter cell fails to burst on that cycle of excitatory input (one such vetoed burst is indicated by an asterisk in Fig. 7) . The "vetoed" cell (which failed Figure 5 . Intra-RE inhibition controls RE cell responsiveness. a, Examples of the last EPSPs detected immediately preceding each RE cell burst. Only the final few EPSPs preceding each burst are shown. Traces are shown for each of four consecutive bursts during an evoked oscillation. A circle is superimposed on each trace, centered on the peak of the detected EPSP. The resting membrane potential of this RE cell was Ϫ82 mV, and for this cell the spike threshold, i.e., the point at which the membrane potential begins to rise very steeply, was always between Ϫ59 and Ϫ56 mV. b, The probability that EPSPs of a given amplitude elicited bursts in the RE cell depicted in a, in control conditions (solid black line), PTX (gray line), and CZP (dotted black line). At each membrane potential between 2 and 8 mV, bursts were most frequently elicited in PTX and least often in CZP. c, The average change in the probability that EPSPs Ͻ10 mV in amplitude successfully elicit bursts after application of CZP (n ϭ 3 experiments) or PTX (n ϭ 3 experiments). to burst) then has more deinactivated T-current (and less residual I KCa ) when the next cycle of excitation arrives, and as a result, it bursts rapidly. Now the RE cell which did burst on the previous cycle is inhibited and fails to burst. In this way, intra-RE inhibition forces the two RE cells to burst on alternate cycles of the excitatory train. This ability of intra-RE inhibition to veto RE cell bursts can be appreciated fully by comparing the GABA A R conductance on each RE cell, which is plotted below the membrane potential of that cell, to the timing of bursts in that cell.
Note the profound influence of inhibition on the behavior of these cells occurs in the absence of visible IPSPs, similar to what we observed in vitro. This accords with the relatively depolarized equilibrium potential for chloride in RE cells (Ulrich and Huguenard, 1997b) . Note also the AHP after bursts. This AHP results from I KCa , which terminates bursts in our model RE cells. Similar AHPs are evident in most of our intracellular recordings from RE cells (Figs. 2, 3 ).
Intra-RE inhibition desynchronizes simulated network oscillations
Having shown that inhibition can control the pattern of bursts in a pair of interconnected RE cells, we studied whether intra-RE inhibition could also influence the burst pattern during network oscillations and how its influence might control the emergent network activity. As described in Materials and Methods, we simulated oscillations in a network containing 100 RE cells and 100 TC cells. As before, the RE cells differ only in their leak conductances. Figure 8a shows 2.5 sec of activity in one network with intra-RE inhibition (left; GABA A conductance on each RE cell, 40 nS), and in another without intra-RE inhibition (right). Note that the networks depicted in Figure 8a lack GABA B Rs on TC cells. In each case, the top two panels show the times at which RE and TC cells at different locations in the network spike. Each of the top panels depicts the activity of all the cells in the network. The y-axis corresponds to the location of the cell in the network, and the x-axis represents time, so that a horizontal row of spikes represents the spike train of a single neuron. In Figure 8a , the bottom panels show the summed spike activity of TC cells throughout the network as a function of time, i.e., the total number of TC cell spikes occurring during each 10 msec bin. In both networks, we instantaneously set the initial voltage of two-thirds of the RE cells to Ϫ40 mV, so that they produced bursts and together initiated network activity. After this initial stimulus, both networks exhibited oscillatory activity in which individual neurons burst repetitively.
Almost immediately after the initiating stimulus, the patterns of activity in the two networks diverge. In the network with intra-RE inhibition, RE and TC cells burst somewhat sporadically, interburst intervals are irregular, and the times of bursts are desynchronized across the network. In contrast, in the network without intra-RE inhibition, RE and TC cells burst at regular intervals, and the times of bursts are tightly synchronized across the network. As a result, when intra-RE inhibition is present, the summed TC cell activity reveals low-amplitude, irregular oscillations suggestive of spindles, whereas in the absence of intra-RE inhibition, the summed TC cell activity exhibits very regular, high-amplitude oscillations resembling epileptiform discharges.
Note that in Figure 8a , when intra-RE inhibition is removed, the amplitude and synchrony of oscillations both increase markedly, but unlike the results of PTX application in vitro, the period of oscillations does not become noticeably slower. This is because the simulations depicted in Figure 8a lack GABA B Rs. This was done to simulate the relatively high frequencies of rodent SWD and of in vitro epileptiform activity in ␤3 knock-out mice. In addition, the occurrence of epileptiform activity in networks devoid of GABA B Rs demonstrates a novel mechanism for SWD that does not require GABA B Rs. The latter are necessary to simulate slower (Ϸ3 Hz) oscillations observed in human SWD and after application of PTX or bicuculline in vitro (Golomb et al., 1996; Destexhe et al., 1996a; Destexhe, 1998) . When postsynaptic GABA B Rs are included in model TC cells (see Materials and Methods; the GABA A and GABA B conductances on each TC cell were 40 and 20 nS, respectively) and intra-RE inhibition is blocked (Fig. 8b, right) , the oscillations not only become more synchronized and larger in amplitude, but much slower (Ϸ3-4 Hz) as well, reproducing the effects of GABA A R blockade that have been observed both in thalamic slices from ferret and rat (Bal et al., 1995a; Jacobsen et al., 2001) and in previous models (Golomb et al., 1996; Destexhe et al., 1996a) . Whereas these previous models featured large changes in the duration of RE cell bursts, in our model, changes the pattern of RE cell bursts, without dramatic prolongation of these bursts, are sufficient to activate GABA B Rs and slow thalamic oscillations. Figure 9a shows the membrane potential for a pair of RE and TC cells located at the center of the network with (left, black traces) or without (right, red traces) intra-RE inhibition. The behavior of these individual neurons correlates well with the different levels of synchrony in the two networks. When intra-RE inhibition is absent, the RE cell bursts on every cycle of the network oscillation. As a result, the TC neuron receives strong inhibitory input at regular intervals, and this elicits many robust rebound bursts. In contrast, when intra-RE inhibition is present, RE cell bursting is sporadic and irregular. As a result, in this The two RE cells are identical except for their leak conductances, so that the resting membrane potentials of the cells depicted in the top and bottom traces, respectively, are Ϫ76 and Ϫ73 mV. For the case that includes intra-RE inhibition (right), the GABA A R conductance is plotted below the voltage trace for each RE cell. When intra-RE inhibition is present, it desynchronizes bursting in the two RE cells, by vetoing (*) excitatory input on alternate cycles. network the TC cell rebound bursts less often than it did in the absence of intra-RE inhibition, and these rebound bursts often contain just one or two spikes.
Two mechanisms make bursting sporadic for this RE cell in the network with intra-RE inhibition. First, after the initial stimulus, when the first cycle of recurrent excitatory input arrives in this RE cell, the level of intra-RE inhibition is very high, so that this cell fails to burst. Several nearby RE cells also fail to burst, so that nearby TC cells receive insufficient inhibitory input to rebound burst. Thus, part of the network, including this RE cell, is silent for a few cycles. This phenomenon can be seen best in Figure 8 (left). Note the absence of several cycles of spikes in groups of adjacent RE or TC cells. Second, even after this RE cell begins receiving enough rhythmic excitatory input to burst, it does so sporadically, because the crests of rhythmic intra-RE inhibition are often strong enough and timed appropriately to shunt excitatory input and prevent this RE cell from bursting. This is illustrated by Figure 9b1 , which shows the membrane potential (top trace) and excitatory (black line) and inhibitory (thick gray line) synaptic conductances (lower traces) for the RE cell in the network with intra-RE inhibition, during the period of time labeled b1 in Figure 9a . Note that when the peak of synaptic inhibition occurs just after the peak of synaptic excitation, the burst is vetoed. Through these two mechanisms, intra-RE inhibition can silence a small part of the network for several cycles, or prevent an individual RE cell from bursting on individual cycles of a thalamic oscillation. In contrast, the RE cell in the network without intra-RE inhibition receives robust excitatory input, which is unchallenged by inhibition, and reliably elicits bursts (Fig. 9b2) . Figure 9c shows typical bursts from the RE cell in the network with intra-RE inhibition (left; average number of spikes per burst ϭ 3.9, based on analysis of 237 bursts from 100 model cells) and from the RE cell in the network without intra-RE inhibition (right; average number of spikes per burst ϭ 5.3 based on analysis of 547 bursts from 100 model cells). As in intracellular recordings from RE cells, blocking intra-RE inhibition prolongs RE cell bursts only slightly.
Discussion
Blocking inhibitory synapses between RE cells produces epileptiform activity in the thalamus, whereas augmenting these same synapses suppresses thalamic oscillations. Here, we examined how, at the level of RE cells, these changes in network oscillations occur. Recording intracellularly from RE cells during evoked spindle-like oscillations in thalamic slices, we found that after blocking intra-RE inhibition with PTX, RE cells burst more often. Conversely, strengthening intra-RE inhibition with CZP reduces the number of times per oscillation that each RE cell bursts. Through all of these manipulations, the number of spikes per burst remained approximately constant, changing by at most one spike. These changes in the number of bursts induced by PTX or CZP reflected altered propensities for RE cells to burst in response to EPSPs. During evoked oscillations, strengthening intra-RE inhibition also increased timing differences between RE cell spikes and network activity. Thus, intra-RE inhibition controls the number and timing of RE cell bursts during thalamic oscillations.
In simulations we found that, as in vitro, intra-RE inhibition shunted EPSCs in RE cells, reducing the number of times RE cell burst in response to excitatory input, and thereby controlling the type of emergent activity in model thalamic networks. When intra-RE inhibition was absent, RE cells burst synchronously, providing robust inhibitory input that elicited regular, synchronous rebound bursts from TC cells. This resulted in epileptiform discharge. In contrast, when intra-RE inhibition was present, the first RE cells to burst in response to excitatory input inhibited the rest and prevented them from bursting. Thus, RE cell bursting was desynchronized, and consequently, TC cells burst sporadically and at varying times across the network, generating spindlelike oscillations.
Effect of intra-RE inhibition on RE cell bursts
As shown by Figure 5 , intra-RE inhibition reduces the ability of EPSPs to elicit bursts. Because T-current is concentrated in the dendrites of RE cells (Destexhe et al., 1996b) , this may reflect the Figure 8 . Intra-RE inhibition desynchronizes oscillations in a simulated thalamic network. a, Activity in a network with intra-RE inhibition (left; GABA A conductance on each RE cell, 50 nS) and a network without intra-RE inhibition (right). The top panels show the times at which RE and TC cells at different locations in the networks spike, and the bottom panels shows the summed activity of TC cells throughout each network as a function of time. Activity was initiated in both networks by instantaneously depolarizing two-thirds of the RE cells above their threshold for bursting. b, Summed TC cell activity in networks with postsynaptic GABA B Rs on TC cells (the GABA A and GABA B conductances on each TC cell are 40 and 20 nS, respectively). As in a, desynchronized spindle-like oscillations occur when intra-RE inhibition is present (left, GABA A conductance on each RE cell ϭ 100 nS). In contrast to a, the epileptiform discharges that occur in the absence of intra-RE inhibition (right, 3.7 Hz) are much slower than the spindle-like oscillations (left, 9.1 Hz).
ability of GABA A R-mediated currents in RE cell dendrites to prevent the propagation of T-current activation, in much that same way that dendritic inhibition can prevent the backpropagation of action potentials (Tsubokawa and Ross, 1996) .
The ability of IPSPs to veto bursts in the RE nucleus or its visual analog, the PGN, has been noted previously (SanchezVives et al., 1997; Ulrich and Huguenard, 1997a) . However, studies in ferret PGN (von Krosigk et al., 1993; Bal et al., 1995b) have identified prolonged PGN bursts as essential components of epileptiform discharges and emphasized that the main function of intra-PGN inhibition is to prevent such prolonged bursts. In contrast, our results suggest that intra-RE inhibition controls the number, not the duration, of RE cell bursts. Various factors may explain this difference. First, much of the work in ferret PGN used bicuculline to block intra-PGN inhibition. However, in addition to blocking GABA A Rs, bicuculline also blocks a Ca 2ϩ -dependent K ϩ current, I KCa , in RE cells (Debarbieux et al., 1998) . Thus, the burst prolongation observed after bicuculline application may result, at least in part, from the suppression of I KCa , which is known to terminate RE cell bursts (Debarbieux et al., 1998) . Another study did find that more specific GABA A R antagonists, e.g., penicillin, could prolong PGN responses to glutamate application, but these responses are much more prolonged than synaptically driven bursts .
A second factor that may contribute to the differences between our observations and those made in ferret PGN is that our experiments were done in slices from juvenile rats, whereas the others were done in adult ferrets. The fact that our experiments were done in young rats does not diminish their relevance, because both spindle-like oscillations and PTX-induced epileptiform discharges are particularly robust in slices made from rats at this age (Fig. 1) (Jacobsen et al., 2001 ). And although it is possible that the absence of prolonged bursting after PTX application in our preparation reflects relatively low levels of T-current in young RE cells, two observations argue against this interpretation. First, even when we did observe RE cells bursts containing 5-10 spikes, these were not appreciably prolonged by PTX or shortened by CZP. Second, if the levels of T-current are low in this preparation, then it may actually be easier for intra-RE inhibition to shunt T-current and shorten bursts. As RE cells mature and the level of T-current increases, intra-RE inhibition may have even less of an effect on burst duration. Only if the strength of intra-RE inhibition increased relative to T-current, could intra-RE inhibition affect burst duration in more mature RE cells. Finally, the function of intra-RE inhibition we have proposed, reducing the number of RE cell bursts, is not mutually exclusive with a role in controlling burst duration.
Intra-RE inhibition, RE cell bursts, and GABA B R dynamics
Paired recordings have demonstrated that GABA B R activation in postsynaptic TC cells of the LGN requires prolonged bursts (Ͼ30 spikes) in individual presynaptic PGN neurons (Kim et al., 1997) . Here, we recorded robust thalamic oscillations in bath-applied PTX. These oscillations depend on GABA B R activation (Jacobsen et al., 2001 ), yet during these oscillations, we never observed prolonged RE cell bursts, suggesting that GABA B R activation does not require prolonged presynaptic discharge in individual RE cells. The GABA B R activation that occurs during thalamic oscillations in the presence of PTX may reflect cooperative activation of receptors by GABA released from multiple RE cells (Destexhe and Sejnowski, 1995) , because RE cells burst more often after PTX application. Alternatively, the functional threshold for GABA B R activation may be lower in rat than in ferret, consistent with the observations that GABA B Rs contribute to normal spindles in rat slices (Jacobsen et al., 2001) but not in ferret slices (von Krosigk et al., 1993) .
Intra-RE inhibition controls network oscillations
Our experiments and simulations suggest two new aspects of the control of thalamic oscillations by intra-RE inhibition. First, we find that intra-RE inhibition functions mainly to control the number, rather than the duration, of RE cell bursts. When intra-RE inhibition is blocked, RE cells burst more often, and these bursts, although short, can activate GABA B Rs and induce epileptiform discharges. Second, in simulations, we found a novel mechanism, aside from GABA B R activation, through which blocking intra-RE inhibition may contribute to epileptiform activity. When intra-RE inhibition is present, it desynchronizes RE cell activity by vetoing occasional bursts, but when it is absent, RE cells burst synchronously, allowing thalamic networks to settle into globally synchronized oscillations. Whereas GABA B R activation is a cellular-level nonlinearity that mediates switching between spindle-like and epileptiform modes of activity, the synchronization of RE cell bursting engages nonlinearities Figure 9 . Intra-RE inhibition reduces the number of RE cell bursts during oscillations in simulated thalamic networks. a, Membrane potentials for a pair of RE and TC cells located at the center of the network with (left) or without (right) intra-RE inhibition. The resting membrane potentials of the RE and TC cells are Ϫ75 and Ϫ66 mV, respectively. b1, The membrane potential (top trace), and excitatory (black line) and inhibitory (thick gray line) synaptic conductances (bottom traces) are plotted for the RE cell depicted in a for the period of time labeled b1. The peak of synaptic inhibition occurs shortly after the peak of synaptic excitation, preventing a burst in some cases. The scale bar represents 8 nS of inhibitory conductance or 5 nS of excitatory conductance. b2, The membrane potential (top trace) and excitatory synaptic conductance (bottom trace) are plotted for the RE cell depicted in a for the period of time labeled b2. This RE cell is in the network without intra-RE inhibition. As a result, strong excitation, unopposed by inhibition, reliably elicits bursts. c, Typical bursts from the RE cell when intra-RE inhibition is present (left, black trace; average number of spikes per burst, 3.9) and when intra-RE inhibition is absent (right, gray trace; average number of spikes per burst, 5.3).
on the network-level, e.g., synchronized RE cells robustly inhibit TC cells, eliciting synchronized rebound bursts which then further synchronize RE cells, etc. This GABA B R-independent mechanism may contribute to epileptiform activity in vitro and spikewave discharges in vivo in conjunction with increased GABA B R activation. It might also be responsible for certain GABA B Rindependent forms of spike-wave discharge. For example, knockout of the ␤ 3 subunit of the GABA A R, which selectively disrupts intra-RE inhibition and produces epileptiform discharges in vitro (Huntsman et al., 1999) , also results in SWD during spontaneous absence-like seizures in vivo, and these are resistant to the GABA B R antagonist CGP 35348 (DeLorey et al., 1998) . In addition, knock-out mice without GABA B(1) lack all GABA B Rmediated responses, but occasionally exhibit SWD during spontaneous atypical absence type seizures (Schuler et al., 2001 ). Finally, during spontaneous spike-wave discharge in WAG/Rij rats, microiontophoretic application of another GABA B R antagonist, CGP 55845A, does not affect TC cell firing (Staak and Pape, 2001) .
We have described a mechanism in which, by vetoing bursts, intra-RE inhibition desynchronizes RE cell activity. It is also possible that desynchronized network activity further reduces the number of RE cell bursts. In hippocampal pyramidal cells, outof-phase activity can itself "veto" subsequent bursts (Harris et al., 2001) .
A mechanism in which increased numbers and synchronization of RE cell bursts drives epileptiform activity is consistent with recent intracellular and single-unit recordings from RE neurons during spontaneous spike-wave discharges in the Generalized Absence Epilepsy Rat from Strasbourg (GAERS). RE cells burst irregularly during background oscillations, but once SWD begins, RE neurons burst on every cycle, in synchrony with simultaneously recorded TC neurons (Pinault et al., 2001 ). Likewise, pairs of simultaneously recorded RE cells fire asynchronously during background activity, but burst within a few milliseconds of each other during SWD (Slaght et al., 2002) . Both of these studies found relatively modest increases in burst duration during transitions from background activity to SWD, e.g., from a mean of 5.6 to 8.5 spikes per burst (Slaght et al., 2002) or from 2-13 to 8 -13 spikes per burst (Pinault et al., 2001) . Neither study observed the markedly prolonged bursts, containing 20 -60 spikes, seen in ferret slices after bicuculline application (Bal et al., 1995b) . One difference between our simulations and SWD in vivo, is that model TC cells fire low-threshold Ca 2ϩ spikes containing 2-3 spikes, whereas during SWD in vivo, TC cells only fire single spikes or, rarely, short bursts (Pinault et al., 1998) . This may reflect the lack of corticothalamic feedback in the model.
The proposal that inhibitory synapses between RE cells reduce the number and synchrony of RE cell bursts differs not only from the idea that intra-RE inhibition mainly controls burst duration and downstream GABA B R activation, but also from hypotheses that intra-RE inhibition paces and sustains thalamic oscillations by eliciting rebound bursts in RE cells (Steriade et al., 1987) or that it spreads activity by depolarizing RE cells (Bazhenov et al., 1999) . This proposed function also differs from the role of interconnections between inhibitory neurons in the hippocampus, which are thought to synchronize gamma oscillations (Whittington et al., 1998) . The effects of intra-RE inhibition we have described may explain how absence epilepsy can result when intra-RE inhibition is attenuated, and suggest that interventions that either strengthen intra-RE inhibition, retard burst initiation in RE cells, or otherwise desynchronize RE cell bursts may be effective in preventing absence seizures. Indeed, both the anatomic location of RE cells, and the molecular composition of their GABA A Rs are relatively unique. Thus, although absence epilepsy and SWD may arise from a variety of thalamocortical lesions, RE cells and intra-RE inhibition may constitute particularly efficient therapeutic targets. Finally, the effects of intra-RE inhibition also illustrate how by occasionally "vetoing" firing, inhibitory synapses can shift emergent network activity into a desynchronized state.
