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Abstract
Let G be a simply connected simple algebraic group over an algebraically closed
field K of characteristic p > 0 with root system R, and let g = L(G) be its
restricted Lie algebra. Let V be a finite dimensional g-module over K. For any
point v ∈ V , the isotropy subalgebra of v in g is gv = { x ∈ g / x · v = 0 }
A restricted g-module V is called exceptional if for each v ∈ V the isotropy
subalgebra gv contains a non-central element (that is, gv 6⊆ z(g) ).
This work is devoted to classifying irreducible exceptional g-modules. A nec-
essary condition for a g-module to be exceptional is found and a complete clas-
sification of modules over groups of exceptional type is obtained. For modules
over groups of classical type, the general problem is reduced to a short list of
unclassified modules.
The classification of exceptional modules is expected to have applications in
modular invariant theory and in classifying modular simple Lie superalgebras.
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Chapter 1
Introduction
Let G be a simply connected simple algebraic group over an algebraically closed
field K of characteristic p > 0, and let g = L(G) be its restricted Lie algebra.
Let V be a finite dimensional vector space over K. If G acts on V via a
rational representation π : G −→ GL(V ), then g acts on V via the differential
dπ : g −→ gl (V ) (see Section 2.2). For any point v ∈ V , the isotropy subgroup
of v in G is Gv = { g ∈ G/ g · v = v } and the isotropy subalgebra of v in g
is gv = { x ∈ g / x · v = 0 } (see Section 3.2).
This thesis is devoted to classifying irreducible rational G-modules V for
which the isotropy subalgebras of all points have at least one non-central ele-
ment. We call such modules exceptional (Definition 3.2.6). For Lie algebras of
exceptional type a complete classification is obtained. For Lie algebras of classical
type partial results are given.
The classification of such modules is interesting for the following reasons.
For a rational action of an algebraic group G on a vector space V , we say
that a subgroup H ⊂ G is an isotropy subgroup in general position (ISGP for
short) if V contains a non-empty Zariski open subset U whose points have their
isotropy subgroups conjugate to H . The points of U are called points in general
position. Isotropy subalgebras h ⊂ g in general position are defined similarly.
A rational G-action G −→ GL(V ) is said to be locally free if the ISGP H
exists and equals {e}. Similarly, a linear g-action g −→ gl(V ) is said to be
locally free if the isotropy subalgebra in general position h exists and equals {0}.
In [AVE, 1967], E.M. Andreev, E.B. Vinberg and A.G. E´lashvili have given
a necessary and sufficient condition for an irreducible action of a complex simple
Lie group G on a vector space V to have zero isotropy subalgebra in general
position. Their method is based on the notion of the index of the trace form
associated to a representation and cannot be used in positive characteristic, as in
this case the trace form may vanish.
Let G be a simple Lie group and V be a finite dimensional vector space over a
field of characteristic zero. Define the trace form associated to the representation
10
ψ : G −→ GL(V ) by κψ(X, Y ) = tr (dψ(X) ◦ dψ(Y )) for all X, Y ∈ G .
Let G act irreducibly on V. The index lV of the trace form associated to ψ is
given by tr(dψ(X))2 = lV tr(ad(dψ(X)))
2 , for X ∈ G. lV is a positive rational
number, independent of X [AVE, p. 257]. The index of a direct sum of irreducible
representations is the sum of the indices of the irreducible representations [AVE,
p. 260].
The index of a one-dimensional representation of a simple Lie algebra L
is 0 , and, for irreducible representations, it takes value 1 only for the adjoint
representation [AVE, p. 259], [K, 1.4.3]. The sufficient condition obtained by
Andreev, Vinberg and E´lashvili establishes that if the index of the trace form of
π is greater than 1, then π is locally free [AVE, Theorem].
Table 1 has been taken from [AVE] and lists the irreducible representations
of the simple Lie algebras for which 0 < lV < 1 (up to graph automorphism).
In Table 1, sln , spn , and son stand for natural representations of these Lie
algebras; Sk and
∧k denote kth symmetric and exterior powers, respectively.
One can show that the set of weights of the G-module
∧k contains a unique max-
imal weight. We denote by
∧k
0 the corresponding irreducible component of
∧k .
spinn stands for the irreducible spinor representation of son ; G2, F4, E6, E7
denote the natural representations of the corresponding Lie algebras.
This list was extensively used by V.G. Kac to classify the simple Lie superal-
gebras in characteristic 0 [K, 1977].
In [E1, 1972],[E2], A.G. E´lashvili lists the simple and irreducible semisimple
linear Lie groups G such that the ISGP’s H for the action of G on V have
positive dimension. He also proves the existence of isotropy subalgebras in gen-
eral position for actions of simple, and irreducible semisimple, linear Lie groups,
and finds an explicit form for them. As proved by Richardson [R1, 1972], in char-
acteristic zero, the ISGP always exists for an arbitrary rational (linear) action of
a reductive group on an algebraic variety. In [P1, 1986], [P2, 1987], A.M. Popov
classified the irreducible linear actions of (semi)simple complex linear Lie groups
with finite (but nontrivial) ISGP’s.
These results find applications in Invariant Theory. The determination of
ISGP’s is interesting for the following reasons. If mG is the maximal dimension
of orbits of an algebraic F -group G ⊂ GL(V ) (acting on a finite dimensional
vector space V over an algebraically closed field F ), then the maximal number
of algebraically independent rational invariants for the action of G on V ∼= FN
equals N−mG [Ro]. On the other hand, if H is the ISGP, then mG = dim G −
dim H. In the case of a semisimple group G , the algebra F (V )G of rational
11
Type Rank Highest dim V Index
Weight
A sln n− 1 ω1 n
1
2n∧2
sln n− 1 ω2
n (n− 1)
2
n− 2
2n
S2sln n− 1 2ω1
n (n+ 1)
2
n + 2
2n∧3
sln 5, 6, 7 ω3 20, 35, 56
1
2
,
5
7
,
15
16
n = 6, 7, 8
B son
n− 1
2
ω1 n
1
n− 2
spinn 3, 4, 5, 6 ωℓ 8, 16, 32, 64
1
5
,
2
7
,
4
9
,
8
11
n = 7, 9, 11, 13
C spn
n
2
ω1 n
1
n + 2∧2
0 spn
n
2
ω2
n (n− 1)
2
− 1
n− 2
n+ 2∧3
0 sp6 3 ω3 14
5
8
D son
n
2
ω1 n
1
n− 2
spinn 5, 6, 7 ωℓ 16, 32, 64
1
4
,
2
5
,
2
3
n = 10, 12, 14
E E6 6 ω1 27
1
4
E7 7 ω7 56
1
3
F F4 4 ω4 26
1
3
G G2 2 ω1 7
1
4
Table 1:
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invariants of G is the field of quotients of the algebra F [V ]G of polynomial
invariants of G. Therefore, the degree of transcendence of F (V )G equals the
Krull dimension of F [V ]G. Hence, tr.deg. F (V )G = dim V − dim G + dim H .
Thus, to find the Krull dimension of the algebra F [V ]G in the case of a semisimple
group G it suffices to know dim H.
Knowledge of the ISGP H can be used to investigate the properties of C[V ]G.
Namely, if for an action of a connected reductive linear group G on a vector space
V the ISGP H is reductive (for example, finite), then V contains a Zariski open
G-invariant subset whose points all have closed orbits [Po]. Then, for the action
of the normalizer N(H) of the subgroup H in G on the subspace V H , the
restriction homomorphism C[V ]G −→ C[V H ]N(H) is an isomorphism [L]. Then
W := N(H)/H acts on V H and C[V H ]N(H) ∼= C[V H ]W . Thus, knowledge of the
reductive (in particular, finite) ISGP’s H enables us to reduce the determination
of C[V ]G to that of C[V H ]W . (These results are expected to generalise to prime
characteristic.)
Knowledge of the ISPG is important in constructing some moduli spaces in
algebraic geometry [DC], [Mu]. Also, information on the ISGP’s may be very
helpful in establishing the rationality of the field of invariants C(V )G [BK].
We now give an overview of this thesis. Chapter 2 is a background chapter,
where we introduce the notation used throughout this work.
In Section 3.1 we give some well-known properties of centralizers that are used
in the main sections of Chapter 3. In Section 3.2 we prove that, for Lie algebra
actions, if the stabilizer of any point of a Zariski open subset W of the module
V contains a non-central element then the stabilizer of any point v ∈ V has
the same property (see Proposition 3.2.2). We define the exceptional modules
in 3.2.6. In Section 3.3 we prove the following theorem, which gives a necessary
condition for a module to be exceptional.
Theorem 3.3.1 Let p be a non-special prime for G. Let π : G −→ GL(V )
be a non-trivial faithful rational representation of G such that ker dπ ⊆ z(g) . If
V is an exceptional g-module, then it satisfies the inequalities
rp(V ) :=
∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| ≤ |R| ,
and
s(V ) :=
∑
µ good
µ∈X++(V )
mµ |Wµ| ≤ limit ,
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where mµ denotes the multiplicity of the weight µ ∈ X++(V ) and the limits for
the different types of Lie algebras are given in Table 11 (see p. 53).
Observe that the necessary condition for a module to be exceptional is given
in terms of sums involving orbit sizes of weights. We start Chapter 4 with some
well-known facts on weights, their orbits and centralizers with respect to the
natural action of the Weyl group. In Section 4.2 we describe the procedure used
to classify exceptional modules (it relies heavily on Theorem 3.3.1). Finally, in
Section 4.3 we start proving the main results of this thesis.
The complete classification of exceptional modules for Lie algebras of excep-
tional type is as follows.
Theorem 4.3.1 Let G be a simply connected simple algebraic group of excep-
tional type, and g = L(G). Let V be an infinitesimally irreducible G-module. If
the highest weight of V is listed in Table 2, then V is an exceptional g-module. If
p is non-special for G , then the modules listed in Table 2 are the only exceptional
g-modules.
Type Rank Weights dim V Module
E6 6 ω1 27 natural
ω2 78, p > 3 adjoint
77, p = 3
ω6 27 twisted-natural
E7 7 ω1 133, p > 2 adjoint
132, p = 2
ω7 56 natural
E8 8 ω8 248 adjoint
F4 4 ω1 52, p > 2 adjoint
26, p = 2
ω4 26, p 6= 3 natural
25, p = 3
G2 2 ω1 7, p > 2 natural
6, p = 2
ω2 14, p 6= 3 adjoint
7, p = 3
Table 2: Exceptional Modules for Groups of Exceptional Type
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Comparing Tables 1 and 2, we see that in the case of exceptional groups the
list of exceptional modules is the same as in characteristic zero. (Observe that
Table 1 omits the highest weights corresponding to the adjoint representations.)
For Lie algebras of type A, B, C, D (classical types), certain reduction lem-
mas are proved in Section 4.3.2. For classical groups of low characteristics, we
expect some new highest weights to appear in the list of exceptional modules
(that is, the list of exceptional modules for classical groups of low characteristics
will differ from the list obtained by Andreev-Vinberg-E´lashvili). The results ob-
tained for the groups of classical type are as follows.
Theorem 4.3.2 If V is an infinitesimally irreducible Aℓ(K)-module with high-
est weight listed in Table 3, then V is an exceptional g-module. If V has highest
weight different from the ones listed in Tables 3 or 10, then V is not an excep-
tional g-module.
N. Rank Prime Weights Module dim V
1 ℓ = 1 any ω1 natural 2
2 ℓ = 1 p ≥ 3 2ω1 adjoint ℓ2 + 2ℓ − ε
ℓ ≥ 2 any ω1 + ωℓ ε ∈ {0, 1}
3 ℓ ≥ 2 p ≥ 3 2ω1, 2ωℓ S2, S2
∗
(
ℓ+ 2
2
)
4 ℓ ≥ 2 any ω1, ωℓ sl, sl
∗ ℓ + 1
5 ℓ ≥ 3 any ω2, ωℓ−1
∧2, ∧2∗ (ℓ+ 1
2
)
6 5 ≤ ℓ ≤ 7 any ω3, ωℓ−2
∧3, ∧3∗ (ℓ+ 1
3
)
Table 3: Exceptional Aℓ-Modules
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Theorem 4.3.3 Suppose p > 2. If V is an infinitesimally irreducible Bℓ(K)-
module with highest weight listed in Table 4, then V is an exceptional g-module.
If V has highest weight different from the ones listed in Tables 4 or 6, then V
is not an exceptional g-module.
N. Rank Prime Weights Module dim V
1 ℓ ≥ 2 any ω1 natural 2ℓ + 1
2 ℓ = 2 p ≥ 3 2ω2 adjoint ℓ (2ℓ + 1)
ℓ ≥ 3 any ω2
3 2 ≤ ℓ ≤ 6 any ωℓ spin2ℓ+1 2
ℓ
Table 4: Exceptional Bℓ-Modules
Theorem 4.3.4 Suppose p > 2. If V is an infinitesimally irreducible Cℓ(K)-
module with highest weight listed in Table 5, then V is an exceptional g-module.
If V has highest weight different from the ones listed in Tables 5 or 7, then V
is not an exceptional g-module.
N. Rank Prime Weight Module dim V
1 ℓ ≥ 2 p ≥ 3 2ω1 adjoint ℓ (2ℓ + 1)
2 ℓ ≥ 2 any ω1 natural 2 ℓ
3 ℓ ≥ 2 any ω2 ℓ (2ℓ− 1) − ν
ν ∈ {1, 2}
4 ℓ = 3 any ω3 14
Table 5: Exceptional Cℓ-Modules
N. Rank Prime Weights Module dim V
1 ℓ = 2 p 6= 3 ω1 + ω2
2 ℓ ≥ 4 any ω3
3 7 ≤ ℓ ≤ 11 any ωℓ
4 ℓ = 3, 4 any 2ωℓ
5 ℓ = 3 any ω1 + ω3
Table 6: Unclassified Bℓ-Modules
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N. Rank Prime Weight Module dim V
1 ℓ = 2 p 6= 3 ω1 + ω2
2 ℓ ≥ 4 any ω3
3 ℓ = 5 any ω4
4 ℓ = 4, 5 any ωℓ
Table 7: Unclassified Cℓ-Modules
N. Rank Prime Weights Module dim V
1 ℓ ≥ 4 any ω1 natural 2 ℓ
2 ℓ ≥ 4 any ω2 adjoint 2 ℓ2 − ℓ − ν
ν ∈ {1, 2}
3 ℓ = 4 any ω3, ω4 twisted − natural 8
4 5 ≤ ℓ ≤ 7 any ωℓ−1, ωℓ semi − spinor 2ℓ−1
Table 8: Exceptional Dℓ-Modules
Theorem 4.3.5 If V is an infinitesimally irreducible Dℓ(K)-module with high-
est weight listed in Table 8, then V is an exceptional g-module. If V has highest
weight different from the ones listed in Tables 8 or 9, then V is not an excep-
tional g-module.
Thus, with a few exceptions, the problem of classifying exceptional modules
for the classical types is reduced to the groups of small rank and a finite list of
highest weights in each rank. Computer calculations can be used to sort out these
remaining cases by producing central stabilizers of some generic vectors (see e.g.,
[CW]).
Due to the length and technicality of the proofs of the main theorems, we have
opted to give in Chapter 5 the complete proof of the classification of exceptional
modules just for the exceptional types. The proof of Theorem 4.3.1 is given in
a series of lemmas, and for each type separately in Section 5.1. The proofs of
Theorems 4.3.2, 4.3.3, 4.3.4, 4.3.5 are given in the Appendix, where we also deal
with some combinatorial inequalities.
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N. Rank Prime Weights Module dim V
1 ℓ = 5 p = 2, 5 ω1 + ω4
ω1 + ω5
2 ℓ = 5 p = 2 ω4 + ω5
3 ℓ = 4 any ω1 + ω3
ω1 + ω4
ω3 + ω4
4 ℓ = 5 p ≥ 3 2ω4, 2ω5
5 ℓ ≥ 5 any ω3
6 8 ≤ ℓ ≤ 10 any ωℓ−1, ωℓ
Table 9: Unclassified Dℓ-Modules
N. Rank Prime Weights Module dim V
1 ℓ = 2 p ≥ 3 2ω1 + ω2
ω1 + 2ω2
2 ℓ = 3 p = 5 2ω1 + ω3
ω1 + 2ω3
3 ℓ = 5 p = 2 ω1 + ω3
ω4 + ω5
4 ℓ = 4 p = 2, 3 ω2 + ω3
5 ℓ ≥ 3 p 6= 3 ω1 + ω2
ωℓ−1 + ωℓ
6 4 ≤ ℓ ≤ 6 p ≥ 3 ω1 + ωℓ−1
ℓ = 7 p = 7
4 ≤ ℓ ≤ 8 p = 2 ω2 + ωℓ
7 ℓ = 3, 4 p ≥ 3 2ω2, 2ωℓ−1
8 ℓ = 9 any ω5
9 7 ≤ ℓ ≤ 11 any ω4, ωℓ−3
10 ℓ ≥ 8 any ω3, ωℓ−2
Table 10: Unclassified Aℓ-Modules
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Chapter 2
Preliminaries
As this work is about classifying certain representations of algebraic groups in
prime characteristic and the corresponding representations of the associated re-
stricted Lie algebras, I will give in this Chapter a brief description of the structure
of restricted Lie algebras as well as an introduction to the results I will need from
the representation theory of algebraic groups. The main objective is to establish
notation, while more detailed information on these structures appears in the ref-
erences. I will assume familiarity with the basic concepts of algebraic groups and
Lie algebras, while referring to the usual literature for proofs of the results.
2.1 Restricted Lie Algebras
In this section I define restricted Lie algebra and discuss its main properties, as
well as some results that are used in this work. The main references to this section
are [J], [SF], [W].
Throughout this section, F is a field of characteristic p > 0 ( p being a
prime). Lie algebras and Lie modules are finite dimensional over F .
Definition 2.1.1. A Lie p-algebra (restricted Lie algebra of characteristic
p ) L is a Lie algebra over a field F of characteristic p > 0 in which there is
defined a mapping x 7−→ x[p], called p-mapping such that
(i) (t x)[p] = tp x[p], ( t ∈ F, x ∈ L );
(ii) (x + y)[p] = x[p] + y[p] +
p−1∑
i=1
i−1si(x, y);
(iii) ad(x[p]) = (adx)p, ( x ∈ L );
where si(x, y) is the coefficient of t
i in ad(tx + y)p−1(x), ( x, y ∈ L ) .
Formula (ii) is called Jacobson’s Identity. As usual, we write ad(x)(y) =
[ x, y ]. Note that when [ x, y ] = 0 then (ii) becomes
(ii’) (x + y)[p] = x[p] + y[p].
Notation: (L, [p]) denotes a restricted Lie algebra of characteristic p.
Example 2.1.1. (1) A typical example of a restricted Lie algebra is a Lie subal-
gebra L of an associative algebra A stable under the pth power map in A (in
this case the pth power map defines the [p]-structure in L ).
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For an associative algebra A consider a new operation defined by [x, y] =
x y − y x , for all x, y ∈ A . This gives A a Lie algebra structure. Denote this Lie
algebra by A(−) . If the base field of A has characteristic p, then A(−) carries
a canonical restricted Lie algebra structure, given by x 7−→ xp (the pth power
map). In particular, gl(V ) := (End(V ))(−), where V a finite dimensional vector
space over a field F of characteristic p, is a restricted Lie algebra.
(2) Let U be an arbitrary (non-associative) algebra. A derivation of U is a
linear mapping D : U −→ U satisfying the rule for the derivative of a product,
namely, D(a b) = D(a) b + aD(b) , for all a, b ∈ U . Let D(U) be the set of
all derivations of U. Then D(U) is a subalgebra of the Lie algebra (End(U))(−).
One has the Leibniz formula
Dk(ab) =
k∑
i=1
(
k
i
)
Di(a)Dk−i(b) (1)
for any D ∈ D(U) (this can be established by induction on k). Now, assuming
that the base field is of characteristic p and taking k = p in (1), we have that
the binomial coefficients
(
p
i
)
vanish for 1 ≤ i ≤ p− 1. Hence (1) reduces to
Dp(ab) = Dp(a) b + aDp(b), (2)
which implies Dp ∈ D(U) . Thus D(U) is closed under the mapping D 7−→ Dp .
Hence D(U) is a restricted Lie algebra.
Ideals, subalgebras and modules of restricted Lie algebras are defined in the
obvious way.
Definition 2.1.2. Let (L, [p]) be a restricted Lie algebra over F . A restricted
Lie subalgebra or p-subalgebra (respectively p-ideal) of L is a subalgebra
(respectively ideal) which is stable under the p-mapping [p]. Such a subalgebra
(respectively, ideal) is regarded as a Lie p-algebra by taking its p-mapping to be
the restriction of that of L.
Definition 2.1.3. Let (L1, [p]1) and (L2, [p]2) be restricted Lie algebras over F .
A homomorphism f : L1 → L2 is called restricted (or p-homomorphism)
if f(x[p]1) = f(x)[p]2, ∀ x ∈ L1.
Definition 2.1.4. A p-representation (or restricted representation) of a
restricted Lie algebra L in a vector space V is a restricted homomorphism from
L into gl (V ).
A Lie p-module for a Lie p-algebra L is a L-module V such that
(x[p]) · v = x · (x · (· · · (x · v) · · · )) (p times), ∀ x ∈ L, v ∈ V.
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Example 2.1.2. If L is a Lie p-algebra, then by 2.1.1(iii) ad : L −→ gl(L)
is a p-representation of L. Consequently, the centre Z of L is a p-ideal, for
Z = ker ad (see [SF, p. 69]).
2.1.1 Nilpotent, Semisimple and Toral Elements
Let (L, [p]) be a restricted Lie algebra over F . Given i ∈ Z+ denote by x[p]
i
the image of x under the ith iterate of x 7−→ x[p] (with x[p]
0
= x ).
Definition 2.1.5. A p-ideal I of L is called p-nilpotent if there is n ∈ N
such that I [p]
n
= 0. An element x ∈ L is called p-nilpotent if there is n ∈ N
such that x[p]
n
= 0. The p-ideal I is called p-nil if every element x ∈ I is
p-nilpotent. The set N (L) := { x ∈ L/ x[p]
e
= 0 for e >> 0 } is called the
nilpotent cone of L.
Let V be a finite dimensional vector space over a field F . An endomorphism
σ : V → V is called semisimple if its minimal polynomial has distinct roots
in some field extension of F (so that σ is diagonalizable after some base field
extension). From general algebra we have the following characterization: σ is
semisimple if the ideal, in F [X ], generated by the minimum polynomial of σ
and its derivative, contains 1.
Let < x > denote the smallest restricted subalgebra of L containing x, i.e.,
the linear span of { x[p]
i
/ i ∈ Z+ } .
Definition 2.1.6. Let (L, [p]) be a restricted Lie algebra over F . An element
x ∈ L is called p-semisimple (or semisimple for short) if x ∈< x[p] > ;
toral if x[p] = x.
Proposition 2.1.1. [SF, p. 80], [S, V.7] Let (L, [p]) be a restricted Lie algebra.
Then the following statements hold:
(1) Each toral element is p-semisimple.
(2) If x ∈ L is p-semisimple, then the endomorphism ψ(x) is semisimple
for every finite dimensional restricted representation ψ : L → gl(V ).
(3) If x, y ∈ L are p-semisimple and [x, y] = 0, then x+ y is p-semisimple.
(4) If x ∈ L is p-semisimple, then < x > consists of p-semisimple elements.
(5) If K is perfect and L contains no nontrivial p-nilpotent elements, then
each element in L is p-semisimple.
(6) An endomorphism σ ∈ EndF (V ) is semisimple if and only if it is
semisimple as an element of the restricted Lie algebra gl(V ) := End(V )(−) .
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The significance of semisimple elements rests on the following result.
Theorem 2.1.1. [SF, p. 80] Let (L, [p]) be a restricted Lie algebra over F . For
each x ∈ L there exists k ∈ N such that x[p]
k
is p-semisimple.
If F is perfect, one can prove a much stronger result closely related to the
well-known Jordan-Chevalley decomposition of an endomorphism.
Theorem 2.1.2. [SF, p. 81] Let F be a perfect field and let (L, [p]) be a
finite dimensional restricted Lie algebra over F . Then for any x ∈ L there are
uniquely determined elements xn, xs ∈ L such that
(1) xn is p-nilpotent, xs is p-semisimple.
(2) x = xs + xn, [xs, xn] = 0.
The decomposition obtained can be refined in the case of an algebraically
closed field K.
Definition 2.1.7. A p-mapping [p] on L is called nonsingular if x[p] 6= 0 for
all x ∈ L \ {0}.
The following useful result (due to N. Jacobson) can be found in [SF, p. 81].
Theorem 2.1.3. [SF, p. 82] Let (L, [p]) be a finite dimensional restricted Lie
algebra over an algebraically closed field K. Then the following statements hold:
(1) If L is abelian and the p-mapping is nonsingular, then L possesses a
basis consisting of toral elements.
(2) For any x ∈ L there exist toral elements x1, . . . , xr ∈ L, scalars
c1, . . . , cr ∈ K, and a p-nilpotent element y ∈ L such that
x = y +
r∑
i=1
ci xi , [y, xi] = [xi, xj ] = 0 ∀ i, j.
Definition 2.1.8. Let (L, [p]) be a restricted Lie algebra over F . A subalgebra
T ⊂ L is called a torus or a toral subalgebra if T is an abelian p-subalgebra,
consisting of p-semisimple elements.
It follows from the definition and Proposition 2.1.1(2), that if T is a torus
of L and ϕ is a p-representation of L, then ϕ(T ) is diagonalizable (see [W,
4.5.5]).
Lemma 2.1.1. Let (L, [p]) be a finite dimensional restricted Lie algebra over an
algebraically closed field K. If (L, [p]) contains no nonzero p-nilpotent elements,
then (L, [p]) is toral.
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Proof: By Theorem 2.1.2(2), each element of (L, [p]) is semisimple, so it re-
mains to prove that (L, [p]) is abelian, i.e., ad x = 0, for each x ∈ L. As ad x
is diagonalizable ( ad x being semisimple and K algebraically closed), we have
to show that ad x has no nonzero eigenvalues. Suppose, on the contrary, that
[x, y] = a y (a 6= 0) for some nonzero y ∈ L. Then
(ad y)2 (x) = [y, [y, x]] = −a [y, y] = 0, (*)
i.e., [y, x] is an eigenvector of ad y of eigenvalue 0. Now write x as a linear
combination of eigenvectors of ad y ( y is also semisimple). Clearly, [y, x] is
a combination of ad y-eigenvectors which belong to nonzero eigenvalues, if any.
This, however, contradicts (*).
2.1.2 Restricted Universal Enveloping Algebras
For restricted Lie algebras there is an analogue of the universal enveloping algebra.
This structure plays an important role in the representation theory of algebraic
groups over a field of positive characteristic.
Definition 2.1.9. Let (L, [p]) be a restricted Lie algebra. A pair (u(L), i)
consisting of an associative K-algebra with unity and a restricted homomorphism
i : L −→ u(L)(−) is called a restricted universal enveloping algebra if given
any associative K-algebra A with unity and any restricted homomorphism f :
L −→ A(−), there is a unique homomorphism F : u(L) −→ A of associative
K-algebras such that F ◦ i = f .
The restricted universal enveloping algebra u(L) is the quotient of the ordi-
nary universal enveloping algebra U(L) by the two-sided ideal generated by all
xp − x[p], where x ∈ L (see [J, V,Theorem 12]).
The universal property of u(L) shows the uniqueness of the restricted uni-
versal enveloping algebra of L up to isomorphism (see [SF, I.8.1]).
Theorem 2.1.4. [SF, p. 91] Let (L, [p]) be a restricted Lie algebra. Then the
following statements hold:
(1) The restricted universal enveloping algebra of L exists.
(2) If (u(L), i) is a restricted universal enveloping algebra of L and (ej)j∈J
is an ordered basis of L over K, then the elements i(ej1)
s1 · · · i(ejn)
sn , where
j1 < · · · < jn, n ≥ 1, 0 ≤ sk ≤ p − 1, form a basis of u(L) over K. In
particular, i : L −→ u(L) is injective and dimF u(L) = pn if dimF L = n.
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We identify L with its image i(L). Note that the finiteness of the dimension is
preserved when passing from restricted Lie algebras to their restricted enveloping
algebras, in contrast with the ordinary Lie algebras and their envelopes.
Remark: It follows from Definition 2.1.9 that a p-representation of the restricted
Lie algebra L extends uniquely to a representation of u(L) and, conversely, any
representation of u(L) restricts to a p-representation of L.
2.2 The Lie Algebra of an Algebraic Group
Throughout this section let K be an algebraically closed field and G be a con-
nected algebraic group over K.
In this section I define the Lie algebra L(G) of the group G and show that
if charK > 0, then L(G) is a restricted Lie algebra. I also recall some results
related to the general structure of algebraic groups and their Lie algebras. Stan-
dard notions of algebraic geometry used here can be found in the first chapter of
[B1] or [Hu2].
Denote by K[G] the coordinate ring of (the irreducible affine variety) G. Let
Te(G) denote the tangent space of G at the identity element e ∈ G. Te(G) can
be identified with the space Der(K[G], Ke) of the point-derivations of G at e
(for definition and notation see [C2, 1.3] or [B1, I.3.3]).
If f ∈ K[G] and g ∈ G, the map f g : G −→ K defined by f g(t) =
f(tg) lies in K[G] (since right multiplication by g is a morphism of G [B1,
I.1.9]). Let αg : K[G] −→ K[G] be defined by αg(f) = f g. Then αg is a
K-algebra automorphism of K[G]. Furthermore, αgh = αgαh and so we have a
homomorphism from G into the group of K-algebra automorphisms of K[G].
Recall that the set of all derivations DerK(K[G]) of the algebra K[G] forms
a Lie algebra under the Lie multiplication [D1, D2] = D1D2 − D2D1 . (cf. Ex-
ample 2.1.1(2)). A derivation D ∈ DerK(K[G]) is said to be invariant if
D(f g) = (Df)g for all f ∈ K[G] and g ∈ G. The set DerK(K[G])G of all
invariant derivations forms a Lie subalgebra of DerK(K[G]) . If K has character-
istic p and D is an invariant derivation, then so is Dp . This gives DerK(K[G])
G
a restricted Lie algebra structure (see [C2, 1.3]).
Given D ∈ DerK(K[G])
G, the map f 7−→ Df(e) is a point-derivation of
G at the identity element. This gives rise to a map ϕ : DerK(K[G])
G −→
Der(K[G], Ke) from the Lie algebra of invariant derivations of K[G] to the space
of point-derivations of G at e. By [B1, I.3.4, I.3.5], ϕ is an isomorphism of vector
spaces. Since DerK(K[G])
G has a Lie algebra structure, ϕ gives a restricted
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Lie algebra structure to Der(K[G], Ke). Thus, the tangent space Te(G) to G
at the identity element has a canonical restricted Lie algebra structure. This
restricted Lie algebra is denoted by g = L(G) and called the Lie algebra of
the algebraic group G. The Lie algebra of an algebraic group G, H, M, . . . is
often denoted by the corresponding German character g, h, m, . . . .
We have dim L(G) = dim G since G is a smooth variety [C2, 1.3]. One can
also define the Lie algebra of a disconnected algebraic group, but then L(G) =
L(G◦) , where G◦ is the connected component of G containing the identity
element e ∈ G [B1, I.3.6].
If H is a closed subgroup of G then h is a restricted subalgebra of g [B1,
I.3.8]. If U is a unipotent subgroup of G, then L(U) consists of p-nilpotent
elements of the restricted Lie algebra L(G) [B1, I.4.8].
Let φ : G → G′ be a homomorphism of algebraic groups. There is an
associated Lie algebra homomorphism dφ : L(G) → L(G′), given by dφ(D) =
D ◦φ∗. This homomorphism is called the differential of φ [Hu2, Theorem 9.1].
Here φ∗ : K[G′]→ K[G] denotes the comorphism associated with the morphism
φ : G→ G′ [Hu2, 1.5]. If φ1 : G1 → G2 and φ2 : G2 → G3 are homomorphisms
of algebraic groups, then their differentials satisfy d(φ2 ◦ φ1) = d(φ2) ◦ d(φ1) .
Let V be a finite dimensional vector space over the field K. A representation
π : G −→ GL(V ) which is also a morphism of algebraic varieties is called a
rational representation of G. The differential dπ : g −→ gl(V ) defines a
p-representation of the restricted Lie algebra g = L(G) [B1, I.3.10].
The adjoint representation of an algebraic group G is defined as follows.
For each x ∈ G, the inner automorphism Int x (y) = x y x−1 (x, y ∈ G ) of G
preserves the identity element. This induces a linear action of G on the tangent
space L(G) = Te(G), denoted by Ad : G −→ GL(L(G)) and called the adjoint
representation of G . The differential of Ad is ad : L(G) −→ gl(L(G)), where
(ad a)(b) = [a, b] for all a, b ∈ L(G) [Hu2, 10.3, 10.4].
2.3 General Notions Related to Algebraic Groups
Let G be a connected reductive algebraic group over K and let T be a maximal
torus of G. Let B be a Borel subgroup of G containing T. Then B has a
semidirect product decomposition B = T U, where U = Ru(B) is the unipotent
radical of B [Hu2, 19.5]. There is a unique Borel subgroup B− ⊂ G containing
T and such that B∩B− = T. B and B− are called opposite Borel subgroups.
We have B− = T U− , where U− = Ru(B
−) [Hu2, Cor. 26.2]. U and U− are
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connected subgroups normalized by T and satisfying U ∩ U− = {e}. They are
maximal unipotent subgroups of G.
2.3.1 The Root System
Consider the minimal subgroups of positive dimension in U and U− which are
normalized by T. These are connected unipotent groups, isomorphic to the ad-
ditive group Ga [Hu2, 20.5]. T acts on each of them by conjugation, giving rise
to a homomorphism from T to the group of algebraic automorphisms of Ga.
However, the only algebraic automorphisms of Ga are the maps λ 7−→ µλ for
some µ ∈ K∗. Thus AutGa is isomorphic to Gm, the multiplicative group of
K. Hence, each of our 1-dimensional unipotent groups determines an element
of Hom(T,Gm) = X . (Here X = X(T ) is the so-called character group of
T .) The elements of X arising in this way are called the roots of G. Distinct
1-dimensional unipotent subgroups give rise to distinct roots. The roots form a
finite subset R of X (which is independent of the choice of the Borel subgroup
B containing T ) [C2, 1.9].
For each root α ∈ R, the 1-dimensional unipotent subgroup giving rise to
it is denoted by Uα . The Uα are called the root subgroups of G. The roots
arising from U− are the negatives of the roots arising from U.
Let W = N(T )/T be the Weyl group of G (see [Hu2, 24.1]).
Theorem 2.3.1. [Hu2, 27.1] Let G be a semisimple algebraic group, and
E = X ⊗Z R . Then R is an abstract root system in E, whose rank is the
rank of G and whose abstract Weyl group is isomorphic to W .
Thus, all results on abstract root systems are applicable to R. Here we sum-
marize some of them.
A basis of R is a subset ∆ = {α1, . . . , αℓ}, ℓ = rankG, which spans
E (hence is a basis of E ) and relative to which each root α has a (unique)
expression α =
∑
ci αi , where the ci’s are integers of like sign. The elements
of ∆ are called simple roots. Bases do exist; in fact, W permutes them
simply transitively, and each root lies in at least one basis. Moreover, W is
generated by the reflections sα (α ∈ ∆), for any basis ∆ (see [Hu1, III]). There
is an inner product ( · , · ) on E relative to which W consists of orthogonal
transformations. The formula for sα becomes sα(β) = β − 〈β, α〉α , where
〈β, α〉 = 2(β, α)/(α, α).
Bases of R correspond one-to-one to Borel subgroups containing T [Hu2,
27.3]. In particular, each choice of a Borel subgroup B containing T amounts to
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a choice of ∆, or to a choice of positive roots R+ (those for which all ci above
are nonnegative). Moreover, if ∆ is a basis of R, then G = 〈 T, Uα / ±α ∈ ∆ 〉
[Hu2, Theorem 27.3].
We recall that R is called irreducible if ∆ cannot be partitioned into two
disjoint “orthogonal” subsets [Hu1, 10.4]. Every root system is the disjoint union
of (uniquely determined) irreducible root systems in suitable subspaces of E
[Hu1, 11.3]. Up to isomorphism, the irreducible root systems correspond one-to-
one to the following Dynkin diagrams [Hu1, 11.4]:
Aℓ (ℓ ≥ 1): ✉ ✉ ✉ ✉ ✉ ✉· · · ·
Bℓ (ℓ ≥ 2): ✉ ✉ ✉ ✉ ✉ ✉· · · · >
Cℓ (ℓ ≥ 3): ✉ ✉ ✉ ✉ ✉ ✉· · · · <
Dℓ (ℓ ≥ 4): ✉ ✉ ✉ ✉ ✉
✉
✉
· · · · ✟
✟
✟✟
❍
❍
❍❍
E6: ✉ ✉ ✉ ✉ ✉
✉
E7: ✉ ✉ ✉ ✉ ✉ ✉
✉
E8: ✉ ✉ ✉ ✉ ✉ ✉ ✉
✉
F4: ✉ ✉ ✉ ✉>
G2: ✉ ✉〈
The vertices of the Dynkin diagram correspond to the simple roots αi ( i =
1, . . . , ℓ ). The vertices corresponding to αi, αj are joined by 〈αi, αj〉 〈αj, αi〉
edges, with an arrow pointing to the shorter of the two roots if they are of unequal
length. The order of sαi sαj in W is 2, 3, 4, or 6, according to whether αi and
αj are joined by 0, 1, 2, or 3 edges (αi 6= αj ). The giving of the Dynkin
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diagram is equivalent to the giving of the matrix of Cartan integers 〈αi, αj〉
(αi, αj ∈ ∆). See [Hu1, 11.2].
By [Hu2, 27.5], if G is a semisimple algebraic group, then it has a decomposi-
tion G = G1 · · · Gn , where each Gi is a minimal Zariski closed connected nor-
mal subgroup of positive dimension. Moreover, this decomposition corresponds
precisely to the decomposition of R into its irreducible components. An algebraic
group is simple if it is non-commutative and has no Zariski closed, connected,
normal subgroups other than itself and e . We say that a simple group is of
exceptional type if its (irreducible) root system has Dynkin diagram of type
E6, E7, E8, F4, or G2 . A simple group is of classical type if its (irreducible)
root system has Dynkin diagram of type Aℓ, Bℓ, Cℓ, or Dℓ.
2.3.2 The Structure of the Lie Algebra
Let g = L(G) be the Lie algebra of the connected reductive algebraic group G.
The various structural properties we have described for G have analogues for the
Lie algebra g. See [B1, IV.13.18], [Hu2, 26.2].
Let T be a maximal torus of G and t = L(T ). For each root α ∈ R let
Uα be the corresponding root subgroup of G and gα = L(Uα). Then we have a
decomposition
g = t⊕
∑
α∈R
gα .
This is called the Cartan decomposition of g [C2, 1.13]. Let n = L(U) and
n− = L(U−). Then n =
∑
α∈R+
gα and n
− =
∑
α∈R−
gα , where R
− = −R+ .
Hence we can write
g = t⊕ n⊕ n−.
Each of the spaces gα is 1-dimensional and invariant under the adjoint action
of T on g. Moreover the 1-dimensional representation of T afforded by the
module gα is α. (The roots of G can be defined in the following way: as T
acts on G by conjugation, T acts on the Lie algebra g = L(G) via the adjoint
representation Ad . For each α ∈ X (that is, for each character of T ) let
gα = { x ∈ g /Adt · x = α(t) x for all t ∈ T }.
As T is diagonalizable, g is the direct sum of the gα’s [B1, III.8.17]. Those α
for which gα 6= 0 are called the weights of T in g. The set R of the nonzero
weights of T in g is called the set of roots of G with respect to T. Thus the
space g is the direct sum of t = L(T ) = g0 and of the gα, α ∈ R. As gα is
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1-dimensional for each α ∈ R, we can write gα = K eα . We call eα a root
vector corresponding to α.)
Let B = T U be a Borel subgroup of G. By [B1, 14.25], g = (AdG) · b,
where b = L(B). Let t = L(T ) and n = L(U). Clearly, b is spanned by t and
all eα , where α ∈ R
+. Moreover, b = t + n. We call b a Borel subalgebra
of g .
Lemma 2.3.1. [V, 4.8] Let B′ = H ′U ′ with B′ a connected solvable group, H ′
a maximal torus, and U ′ the maximal unipotent subgroup of B′. Let b′, h′, and
n′ be the respective Lie algebras, so that b′ = h′ + n′. If t ∈ h′ and n ∈ n′ ,
then there exists n′ ∈ n′ such that t + n′ is (AdU ′)-conjugate to t + n , and t
and n′ commute.
Recall that x ∈ g is called toral if x[p] = x .
Proposition 2.3.1. Any toral element in g is (AdG)-conjugate to an element
in t .
Proof: Let x ∈ g be toral. As g = (AdG) ·b [B1, 14.25], we may assume that
x = t + n, where t ∈ t and n ∈ n . By Lemma 2.3.1, x is (AdU ′)-conjugate
to t + n′ and t and n′ commute. As x[p] = x, we must have (t + n′)[p] =
t + n′ . On the other hand, (t + n′)[p] = t + n′[p] , by Jacobson’s identity (see
Definition 2.1.1(ii’)) and the fact that [t, n′] = 0. Hence, n′[p] = n′ . As n′ is
nilpotent, we get n′ = 0, finishing the proof.
Lemma 2.3.2. Let G be a reductive algebraic group, and g = L(G) . Then the
centre z = z(g) is a toral subalgebra of g .
Proof: Clearly, z is (Ad G)-stable. So a maximal torus T of G acts diagonal-
isably on z . If the root space zα = { x ∈ z /Adt · x = α(t) x for all t ∈ T } is
nonzero for some α 6= 0, then eα ∈ z (as gα is 1-dimensional). But [eα, e−α] 6=
0, for every α ∈ R [Hu1, 8.3]. Hence z ⊂ t = L(T ). As t is toral, so is any of
its restricted subalgebras. The result follows.
At this point we should emphasize some properties of the p-mapping in g .
Let Ga denote the additive group K
+. Then K[Ga] = K[x] so that L(Ga)
is spanned by the invariant derivation D =
d
dx
[Hu2, 9.3]. Since D[p] xn =
n(n− 1) · · · (n− (p− 1)) xn−p (or zero if n < p ) it follows that the p-mapping is
zero in L(Ga) (because the product of p consecutive integers is divisible by p ).
Thus, the p-mapping of g vanishes on gα ∼= L(Uα), for each root α ∈ R,
implying that e
[p]
α = 0 .
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Now let Gm denote the multiplicative group (K, · ). Then K[Gm] = K[x, x−1]
(the ring of Laurent polynomials). For D ∈ L(Gm), one has Dx = a x , where
a ∈ K [B1, I.3.9]. It follows that D[p] x = ap x . Thus L(Gm) is isomorphic to
the 1-dimensional Lie algebra K with p-mapping a 7−→ ap . From this it follows
that L(Gm) is a 1-dimensional torus.
A maximal torus T of a connected algebraic group G is isomorphic to a
direct product K∗ × · · · ×K∗ ( ℓ times), where ℓ = rankG [B1, III.8.5]. Thus
L(T ) ∼= K ⊕ · · · ⊕ K ( ℓ times) is a toral subalgebra of L(G) [B1, III.8.2
Corollary]. By Theorem 2.1.3(1), t has a basis consisting of toral elements. This
implies the following:
Lemma 2.3.3. t = L(T ) contains pdimT toral elements. If G is reductive,
there are finitely many toral (Ad G)-conjugacy classes in g.
Proof: Let { t1, . . . , tℓ } be a basis of t consisting of toral elements. Suppose
x ∈ t is toral, that is, x =
∑ℓ
i=1 λi ti and x
[p] = x. Then Jacobson’s identity
shows that x[p] =
∑ℓ
i=1 λ
p
i ti =
∑ℓ
i=1 λi ti = x . Therefore, λ
p
i = λi, implying
λi ∈ Fp, for each i ≤ ℓ . It follows that t contains pℓ toral elements. As
dim T = ℓ , the first part of the lemma is proved. Now let y ∈ g be toral. By
Proposition 2.3.1, y is (Ad G)-conjugate to a toral element in t . This finishes
the proof.
2.3.3 Special and Good Primes
Let R denote the root system of a reductive algebraic group G relative to a
maximal torus T ⊂ G.
Definition 2.3.1. A prime p is said to be bad for G if p divides a coefficient
of a root α ∈ R when expressed as a combination of simple roots.
The bad primes for the simple algebraic groups are as follows:
none if G is of type Aℓ
p = 2 if G is of type Bℓ, Cℓ, Dℓ
p = 2 or 3 if G is of type G2, F4, E6, E7
p = 2, 3 or 5 if G is of type E8 (see [St2, p. 106]).
Primes which are not bad for G are called good.
Definition 2.3.2. Let G be a simple algebraic group. A prime p is said to be
very good for G if either G is not of type Aℓ and p is a good prime for G,
or G is of type Aℓ and p does not divide ℓ+ 1.
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Definition 2.3.3. Let α0 be the maximal short root and α˜ the longest root in
R+. Put d = (α˜, α˜)/(α0, α0). We say that p is special for a reductive group
G if p|d.
By Jantzen [Ja2], p is special for G if either p = 3 and R has a component
of type G2 or p = 2 and R has a component of type Bℓ, Cℓ, ℓ ≥ 2, or F4.
Let g be the restricted Lie algebra of a reductive algebraic group G defined
over an algebraically closed field of characteristic p > 0 . The classification of
nilpotent (Ad G)-orbits in g reduces easily to the case where G is simple, and
the following important result holds.
Theorem 2.3.2. There are finitely many nilpotent (Ad G)-orbits in g . In other
words, there are finitely many [p]-nilpotent conjugacy classes in g .
Proof: For p good (or zero), the result is proved by Richardson by reducing the
general case to the case g = gl(V ) [R2] (resp., [Ko], [Dy]). See also [SS, I.5.6].
For p bad, the result is established by Holt and Spaltenstein by using computer
calculations [HS].
2.3.4 Chevalley Basis
Let gC be the complex simple Lie algebra associated with the root system R.
Denote by hC a maximal toral subalgebra of gC . Let
gC = hC ⊕
∑
α∈R
gC,α
be a Cartan decomposition of gC . Let hα =
2α
(α, α)
∈ hC be the coroot cor-
responding to α ∈ R [C1, 3.6.1], [Hu1, 8.2]. According to [Hu1, 25.2], one can
choose root vectors eα ∈ gC,α (α ∈ R ) so that
(a) [eα, e−α] = hα .
(b) If α, β, α + β ∈ R and [eα, eβ] = Nαβ eα+β, then Nαβ = −N−α,−β.
(c) N2αβ = q(r + 1)
(α + β, α + β)
(β, β)
, where β − rα, . . . , β + qα is the
α-string through β .
Let ∆ = {α1, . . . , αℓ } be a basis of R . By definition a Chevalley basis
of gC is any basis { hi = hαi , αi ∈ ∆ } ∪ { eα, α ∈ R } of gC with the eα’s
satisfying the conditions (a),(b),(c) above.
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Now fix a Chevalley basis { hi = hαi , αi ∈ ∆ } ∪ { eα, α ∈ R } of gC . Then
one has
[hi, hj ] = 0, 1 ≤ i, j ≤ ℓ
[hi, eα] = 〈α, αi〉 eα, 1 ≤ i ≤ ℓ
[eα, e−α] = hα, α ∈ R (3)
[eα, eβ ] = 0 if α + β 6∈ R,
[eα, eβ ] = Nα,β eα+β if α + β ∈ R,
where Nα,β = ±(r + 1), with r the greatest integer for which β − rα is a
root [Hu1, §25], [C1, 4.2]. We denote ei = eαi , fi = e−αi and rewrite the
relations (3) accordingly.
Let gZ be the Z-span of the Chevalley basis. By (3), gZ is a Lie algebra over
Z. Let g = L(G) denote the (restricted) Lie algebra of G . By [B2, Sect.2.5],
g = gZ ⊗Z K, provided that G is simply connected.
For convenience, we also denote by eα and hα the corresponding basis ele-
ments eα⊗ 1 and hα⊗ 1 of g . By the discussion at the end of Section 2.3.2, we
have that e
[p]
α = 0, h
[p]
α = hα for all α ∈ R.
2.3.5 Graph Automorphisms
Let R be a root system and ∆ a basis of R. The automorphism group of R is the
semidirect product of W and the group Γ := {σ ∈ AutR/σ(∆) = ∆} of graph
(or diagram) automorphisms of R. Each σ ∈ Γ determines an automorphism of
the Dynkin diagram of R. Conversely, each automorphism of the Dynkin diagram
determines an automorphism of R [Hu1, 12.2]. If R is irreducible, then Γ is
trivial, except for types Aℓ (ℓ ≥ 2), Dℓ and E6 [Hu1, Table 1, p. 66].
Now let R be the (irreducible) root system of a simply connected simple
algebraic group G. Each automorphism σ ∈ Γ gives rise to a (rational) auto-
morphism of G, denoted by σˆ and called a graph automorphism of G [C1,
12.2 and 12.3].
Each graph automorphism σˆ of G induces a Lie algebra automorphism of
g = L(G), also denoted by σˆ. The latter has the property:
σˆ(eα) = eσ(α), σˆ(fα) = fσ(α) for all α ∈ ∆ .
The compatibility between the graph automorphisms of G and g is as follows.
For g ∈ G, x ∈ g we have σˆ((Ad g) · x) = (Ad gσˆ) · xσˆ .
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By [C1, Proposition 12.2.3], there exist graph automorphisms of order 2 of
Aℓ(K), ℓ ≥ 2; Dℓ(K), ℓ ≥ 4; E6(K). There is also a graph automorphism of
order 3 of D4(K).
2.4 Basic Representation Theory
From now on let G denote a simply connected simple algebraic group (universal
Chevalley group) over an algebraically closed field K of characteristic p > 0.
Fix a maximal torus T of G, and let B = T U be a Borel subgroup con-
taining T . Denote by X = X(T ) the character group of T. Let R be the
(irreducible) root system of G with respect to T, R+ (resp. R− ) the set of
positive (resp. negative) roots relative to B, and ∆ = {α1, . . . , αℓ} the cor-
responding basis of simple roots, where ℓ = rankG . Let W = NG(T )/T be
the Weyl group of G, sα the reflection in W corresponding to α ∈ R. Put
si = sαi , and let w0 denote the unique element of W sending R
+ to R− . The
cardinality of R is denoted by |R| = 2 |R+|, and dim G = |R| + ℓ [Hu2, 26.3].
2.4.1 Weights
Let ( · , · ) denote a nondegenerate W -invariant symmetric bilinear form on
X, extended to E = X ⊗Z R . Set 〈α, β〉 =
2 (α, β)
(β, β)
, for α, β ∈ E, as in
Section 2.3.1. Since R is an abstract root system, 〈α, β〉 ∈ Z for all α, β ∈ R
[Hu2, §27].
A vector λ ∈ E is called a weight provided that 〈λ, α〉 ∈ Z for all α ∈ R.
The weights form a lattice P of E, in which the lattice ZR spanned by R
is a subgroup of finite index. P/ZR is called the fundamental group of G.
W acts naturally on P and ZR, and acts trivially on the fundamental group
P/ZR [B1, 14.7].
If ∆ = {α1, . . . , αℓ}, then P is generated by the system of fundamental
weights {ω1, . . . , ωℓ}, defined by 〈ωi, αj〉 = δij . Define ρ :=
∑ℓ
i=1 ωi (it equals
half the sum of the positive roots).
A weight λ is said to be dominant if 〈λ, α〉 > 0 for all roots α ∈ R+.
Let P++ denote the set of all dominant weights. Clearly, P++ =
ℓ∑
i=1
Z+ωi .
A weight λ ∈ P is W -conjugate to one and only one dominant weight. There is
a natural partial ordering of E : given λ, µ ∈ E, we write µ ≤ λ if and only if
λ − µ is a sum of positive roots [Hu2, Appendix].
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As G is simply connected, the group X = X(T ) is the full weight lattice
P [Hu2, §31].
2.4.2 Maximal Vectors and Irreducible Modules
Let V be a finite dimensional vector space over K. If π : G → GL(V ) is a
rational representation of G , then we call V a rational G-module. Denote
π(g) v = g · v for all g ∈ G, v ∈ V .
Being a diagonalizable group, the maximal torus T acts completely reducibly
on V, so that V is the direct sum of weight spaces
Vµ := { v ∈ V / t · v = µ(t) v for all t ∈ T} ,
where µ ∈ X [B1, III.8.4]. The dimension dim Vµ is called the multiplicity
of µ. Put X (V ) := {µ ∈ X /Vµ 6= (0) }. The elements of X (V ) are called
the weights of V . We call v ∈ Vµ a weight vector (of weight µ ). Put
X++(V ) = X (V ) ∩ P++ .
A (nonzero) vector v ∈ V is called a maximal vector if it is fixed by all
u ∈ U. If V is nonzero, then maximal vectors exist [Hu2, 31.2].
If V is irreducible, then a maximal vector v0 of weight λ is unique up to
a scalar multiple. Moreover, λ is a dominant weight of multiplicity 1 and is
called the highest weight of V. The vectors in Vλ are called highest weight
vectors. All other weights of V are of the form λ −
∑
cα α, where α ∈ R+
and cα ∈ Z+ . They are permuted by W, with W -conjugate weights having the
same multiplicity [Hu2, 31.3]. It follows that X (V ) = W · X++(V ) .
If V ′ is an irreducible rational G-module with highest weight λ′ , then V ∼=
V ′ (as G-module) if and only if λ = λ′ [Hu2, 31.3]. We denote by E(λ) the
irreducible rational G-module with highest weight λ .
In the next section we will review the method of construction of irreducible
rational G-modules.
2.4.3 The Construction of Irreducible Modules
The construction of irreducible rational modules for semisimple algebraic groups
given below shows a connection between the representation theory of such groups
with the representation theory of hyperalgebras. The main results of this section
are due to Chevalley [St1], [Wo].
Recall some notation: gC is the complex simple Lie algebra associated with
the root system R, and ∆ is a basis of R. Fix a Chevalley basis {hβ , β ∈ ∆;
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eα, α ∈ R} of gC and let gZ be the Z-span of the Chevalley basis. The basis of
the restricted Lie algebra g = L(G) = gZ ⊗Z K is also denoted by eα and hβ
(that is, we identify eα and hβ with eα ⊗ 1 and hβ ⊗ 1 in g ). The pth power
map in g has the property e
[p]
α = 0, h
[p]
α = hα for all α ∈ R.
Using Kostant’s Theorem [Wo], which describes a Z-basis of the Z-form UZ
of the universal enveloping algebra U = U(gC) of gC generated by all
enα
n!
(α ∈ R, n ∈ Z+), we can construct an admissible lattice (a lattice stable under
UZ ) in an arbitrary gC-module [Hu1, §27].
In particular, let V = Vλ be an irreducible gC-module with highest weight
λ ∈ P++ , and let v0 be a maximal vector of V. This is a nonzero weight vector
annihilated by all eα, α ∈ R
+ . By Theorem [Hu1, 27.1], VZ := UZ v0 = U
−
Z v0
is the (unique) smallest Z-form of V containing v0 and stable under UZ . In
particular, VZ is an admissible lattice.
Now tensoring with K, one obtains a K-space VK(λ) := VZ ⊗ K . By
construction, VK(λ) carries a canonical module structure over the hyperalgebra
UK := UZ ⊗Z K [Hu1, 20.2], [Wo, 1.3]. Note that UK is generated over K by
x
(m)
α =
emα
m!
⊗ 1, where α ∈ R and m ∈ Z+ . Let e0 = v0 ⊗ 1 . Then
UK · e0 = (UZ ⊗Z K) · (v0 ⊗ 1) = UZ · v0 ⊗K = VZ ⊗K = VK(λ) .
One easily sees that VK(λ) = U
−
K · e0 , where U
−
K = U
−
Z ⊗Z K . Moreover,
VK(λ) is the direct sum of its weight spaces VK(λ)µ = (VZ ∩ Vλ,µ)⊗Z K , where
µ ∈ X (V ) [Hu1, Theorem 20.2]. It follows that VK(λ) is a rational G-module
of highest weight λ, whose dimension over K equals dimC Vλ .
Theorem 2.4.1. [CPS] There is a one-to-one correspondence between finite di-
mensional UK-modules and finite dimensional rational G-modules.
Since gZ embeds in UZ , VK(λ) carries a canonical g-module structure. One
can show that the corresponding representation g −→ gl(VK(λ)) is nothing but
the differential of the rational representation G −→ GL(VK(λ)) induced by the
action of UK on VK(λ) (see Theorem 2.4.1).
The rational G-module VK(λ) is called the Weyl module with highest
weight λ. The vector e0 ∈ VK(λ) is a maximal vector of weight λ relative
to the action of a Borel subgroup B = T U of G.
There is also an intrinsic construction of Weyl modules. Let λ be a dominant
weight of X(T ) ∼= P and 〈v〉 a 1-dimensional module for B affording λ
upon restriction to T . Now G × B acts on K[G], with G acting on the left
and B on the right. This yields an action of G × B on K[G] ⊗K 〈v〉. Set
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H(λ) = (K[G]⊗K 〈v〉)
B, where B denotes the direct factor of G×B. One checks
that H(λ) = D(λ) ⊗K 〈v〉, where D(λ) = {f ∈ K[G] / f(x) = λ(b)f(xb), x ∈
G, b ∈ B}. It turns out that H(λ) has a simple socle isomorphic to E(λ) .
Moreover, H(−ω0λ)∗ is isomorphic to the Weyl module VK(λ) [Ja1, Part II,
2.12].
From now on denote by V (λ) the Weyl module VK(λ) . Recall some funda-
mental properties of the Weyl modules.
Theorem 2.4.2. [Ja1, 2.13-14,5.11] Let λ be a dominant weight of X(T ) ∼= P .
(1) V (λ) has a unique maximal submodule Φ(λ) such that V (λ)/Φ(λ) ∼= E(λ).
In particular V (λ) is indecomposable.
(2) dim(V (λ)) is given by the Weyl dimension formula (see [Hu1, 24.3]).
(3) Given a rational G-module M generated by a maximal weight vector of
weight λ, there is an epimorphism V (λ) −→M . In other words, V (λ) is
a universal object among the rational G-modules of highest weight λ.
In general, the Weyl module V (λ) is reducible. Its composition factors are
of the form E(µ), where µ ≤ λ, and E(λ) always occurs in V (λ) with (com-
position) multiplicity 1. However, in one important case the Weyl module V (λ)
is irreducible and its dimension is known.
Theorem 2.4.3 (Steinberg). [St3] The Steinberg module E((p − 1)ρ) is an
irreducible G-module of dimension p|R
+| .
2.4.4 Infinitesimally Irreducible Modules
If π : G → GL(V ) is a rational representation, then the differential dπ : g →
gl(V ) is a representation of g (see Section 2.2). Let λ = λ(π) be the highest
weight of V .
The differential dµ : t −→ K of a weight µ ∈ X is a linear function on t. The
torus t acts on the weight space Vµ via the differential dµ . As usual, abusing
notation, we identify µ with dµ and call µ = dµ a weight of t . However,
the elements of pX have zero differentials, so that the weights of t correspond
one-to-one to the elements of X/pX , a set of cardinality pℓ.
A weight λ ∈ P++ is called p-restricted if λ =
∑
i ciωi with 0 ≤ ci ≤ p−1
for all i . Denote by Λp the subset of P++ consisting of all p-restricted weights.
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Definition 2.4.1. A rational K-representation π of G is called infinitesimally
irreducible if its differential dπ defines an irreducible representation of the Lie
algebra g = L(G) .
Lemma 2.4.1. [B2, 6.2] Let π : G → GL(V ) be an infinitesimally irreducible
rational representation of G with highest weight λ = λ(π) . Then
(i) V = U(n−) · Vλ .
(ii) Vλ is the only subspace of V annihilated by n .
Denote by M(G) the set of all infinitesimally irreducible representations of
G. The following two theorems (due to Curtis and Steinberg) are among the
fundamental results of the modular representation theory.
Theorem 2.4.4. [Cu1],[St3]
(i) A rational representation π of G is infinitesimally irreducible if and only
if λ(π) ∈ Λp (that is, λ(π) is a p-restricted weight).
(ii) Each irreducible p-representation of the restricted Lie algebra g = L(G)
is equivalent to the differential of a unique infinitesimally irreducible representa-
tion of G.
Theorem 2.4.5 (Steinberg’s Tensor Product Theorem). [St3]
For any irreducible rational K-representation ψ of G there exist infinitesi-
mally irreducible representations π0, π1, . . . , πm such that
ψ ∼= π0 ⊗ π
Fr
1 ⊗ . . . ⊗ π
Frm
m . (4)
Here Fr is the Frobenius endomorphism of the field K.
Let X (ψ) denote the set of weights of a rational G-representation ψ . If ψ
is irreducible, then by formula (4) we have
X (ψ) = X (π0) + pX (π1) + . . . + p
mX (πm) .
Steinberg’s tensor product theorem can be stated in another way. If λ is a
dominant weight, then it has a unique p-adic expansion λ = λ0+pλ1+· · ·+pmλm,
where λ0, . . . , λm are p-restricted weights.
Theorem 2.4.6. [St3] Let G be a simply connected semisimple algebraic group
and let λ be a dominant weight with p-adic expansion λ = λ0+pλ1+· · ·+pmλm .
Then
E(λ) ∼= E(λ0)⊗ E(λ1)
Fr ⊗ · · · ⊗E(λm)
Frm .
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This theorem reduces many questions concerning irreducible representations
of G to the study of the infinitesimally irreducible ones. One of such questions
is a description of systems of weights of irreducible rational representations of
simple algebraic groups.
2.4.5 Weight Space Decomposition
In this section, we explore the relationship between the weight spaces of the Weyl
module V (λ) and the weight spaces of its irreducible quotient E(λ) . The main
result (Theorem 2.4.8) asserts that although in passing from the Weyl module to
its irreducible top factor the dimensions of weight spaces may decrease, weight
spaces rarely disappear entirely.
Denote by πC : gC −→ gl(Vλ) the irreducible complex representation of the
Lie algebra gC in the vector space Vλ . Let X (πC) denote the set of weights of
this representation (that is, X (πC) = X (Vλ) ). Let π : G −→ GL(E(λ)) be
the irreducible representation of g in the vector space E(λ). It follows from our
discussion in Section 2.4.4 that X (π) ⊆ X (πC) .
Recall that X (π) and X (πC) are both W -invariant, and any weight of P is
W -conjugate to precisely one dominant weight. Therefore, we can write
X (π) = W · X++(π) and X (πC) = W · X++(πC) .
By [Bo3, Chap. VIII §7], it is true that X++(πC) = (λ(π) − Q+) ∩ P++,
where Q+ = {
∑
ck αk / αk ∈ ∆, cαk ∈ Z
+ } and (λ(π) − Q+) = { λ(π) −
β / β ∈ Q+ }.
Let T be a maximal torus of G with which the root system R is associated,
and let
V (λ) =
⊕
µ∈X (πC)
V (λ)µ and Φ(λ) =
⊕
µ∈X (πC)
Φ(λ)µ
be the decompositions of the G-modules V (λ) and Φ(λ) into the direct sum of
weight subspaces with respect to T . One has V (λ)µ = (VZ ∩ Vλ,µ) ⊗Z K and
Φ(λ)µ ⊆ V (λ)µ . The quotient module V (λ)/Φ(λ) = E(λ) is irreducible and
has highest weight λ. It is clear that E(λ)µ ∼= V (λ)µ/Φ(λ)µ as vector spaces.
Since π is realized in E(λ) , the following equality holds:
X (π) = {µ ∈ X (πC) / V (λ)µ 6= Φ(λ)µ }. (5)
Theorem 2.4.7. [Pr1, p. 169] Let p be non-special for G, and λ ∈ Λp. For
λ = ω1 , assume also that p 6= 2 for groups of type G2 . Then V (λ)µ 6= Φ(λ)µ
for any weight µ of the Weyl module V (λ).
38
In [Pr1, p. 169], Premet shows that Theorem 2.4.7 is equivalent to the fol-
lowing:
Theorem 2.4.8. Let p be as in Theorem 2.4.7. Then for any π ∈ M(G) the
equality X (π) = X (πC) holds. In particular,
X++(π) = (λ(π) − Q+) ∩ P++.
For special primes the inequality X (π) 6= X (πC) becomes an ordinary occur-
rence. The simplest examples are the natural representation of the group Bℓ(K)
for p = 2 and the adjoint representation of the group of type G2 for p = 3.
The following result tells us about the weights of irreducible restricted g-modules
(cf. Theorem 2.4.4(ii)).
Corollary 2.4.1. [Pr1] Let p be as in Theorem 2.4.7. Let φ be an irreducible
p-representation of g with highest weight λ¯ ∈ P ⊗Z Fp, and λ the unique inverse
image of λ¯ under the reduction homomorphism P −→ P ⊗Z Fp , lying in Λp.
Then the set of t-weights of φ coincides with the image of W ·((λ − Q+) ∩ P++)
in P ⊗Z Fp .
2.4.6 Weight Multiplicities
The main unsolved problem concerning the modules E(λ) is the determination
of their weight multiplicities (or formal characters of E(λ) ). A lot of work has
been done in the direction of solving this problem in the last 30 years and good
progress has been made.
Thanks to Steinberg’s tensor product Theorem 2.4.5, it is enough to obtain
this kind of information about the collection {E(λ) / λ ∈ Λp } . However, we
observe that even if λ ∈ Λp , some of the dominant weights below λ in the
partial ordering defined in Section 2.4.1 may lie outside Λp unless R has type
A1, A2, B2 (cf. [Ve])
For a given λ and a given p, it is possible (at least in principle) to compute
effectively the weight multiplicities of E(λ) . Burgoyne [Bur] carried out computer
calculations along these lines for small ranks and small primes p. The underlying
idea is to write down a square matrix over the integers (of size equal to the
dimension of a weight space of Vλ ). The number of elementary divisors of the
matrix divisible by p counts the decrease in the dimension of the weight space
when we pass to E(λ).
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In this work we use information on weights and their multiplicities given in
[BW] (for Lie algebras of small rank) and in [GS] (for Lie algebras of exceptional
type).
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Chapter 3
The Exceptional Modules
In this Chapter we give the definition of exceptional modules and find a necessary
condition for a module to be exceptional.
3.1 Some Results on Centralizers
This section contains some results on centralizers of elements in the algebraic
group and its Lie algebra that will be used throughout the main sections of this
work.
If x is an element of an algebraic group G then CG(x) = {g ∈ G/ gx = xg}
is the centralizer of x . This is a closed subgroup of G [Hu2, 8.2].
We now discuss the relationship between centralizers in an algebraic group
G and in its Lie algebra g = L(G). Recall that G acts on g via the adjoint
representation Ad : G −→ GL(g). (cf. Section 2.2). Let x ∈ G and a ∈ g.
Define
CG(x) = {g ∈ G/x
−1gx = g}
cg(x) = {b ∈ g /Adx · b = b}
CG(a) = {g ∈ G/Adg · a = a}
cg(a) = {b ∈ g / [b, a] = 0}.
The relationship between these subgroups and subalgebras is as follows.
L(CG(x)) ⊆ cg(x) for all x ∈ G [Hu2, 10.6] ,
L(CG(a)) ⊆ cg(a) for all a ∈ g [B1, 9.1].
Equality holds in certain important special cases.
Lemma 3.1.1. [B1, III.Prop. 9.1] If s ∈ G is semisimple, then L(CG(s)) =
cg(s). If a ∈ g is semisimple, then L(CG(a)) = cg(a).
Lemma 3.1.2. [Sl1, p.38] Let a ∈ g . If the characteristic of K is either 0 or
a very good prime for G, then L(CG(a)) = cg(a) for any a ∈ g .
Now G acts on the nilpotent cone N of g via the adjoint representation and
N splits into finitely many (Ad G)-orbits (see [BC1], [BC2], [Pom1], [Pom2],
[HS]).
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Lemma 3.1.3. Let Z be an irreducible component of N and let T be a torus
of g of dimension ℓ = rankG. Then dim Z ≤ dim g − ℓ.
Proof: Suppose dim Z > dim g − ℓ. As N is a cone, so is Z. Hence,
0 ∈ Z ∩ T and, as a consequence, Z ∩ T 6= ∅ . Since Z and t are irreducible
varieties of g, by the Affine Dimension Theorem [H, Prop. 7.1] we have that
dim Z ∩ t > 0. By contradiction, the result follows.
Proposition 3.1.1. Let x be a nilpotent element of g . Then
dim CG(x) ≥ ℓ .
Proof: Suppose dim CG(x) < ℓ . Then dim G · x > dim g − ℓ . But since
G · x ⊂ N , this implies dim N > dim g − ℓ, contradicting the previous lemma.
This proves the proposition.
Proposition 3.1.2. Let a be a semisimple element of g . Then
dim CG(a) ≥ ℓ .
Proof: Let Z = {x ∈ g / x[p] = t(p−1)x for some t ∈ K} be the so called
cone over the variety of toral elements T . Let t be a torus of dimension ℓ =
rankG . The intersection Z ∩ t consists of finitely many affine lines (as every
toral subalgebra has finitely many toral elements). Each irreducible component
Zi of Z is homogeneous whence contains 0. It follows that Zi ∩ t is non-empty.
Hence, dim Zi ≤ dim g − ℓ + 1. Each component of T is contained in one of
the Zi’s, but cannot be equal to it as given a nonzero y ∈ T ∩ Zi , the scalar
multiple λy is not toral, for λ 6∈ Fp . However, λy ∈ Zi as Zi is homogeneous.
Therefore, each homogeneous component of T has dimension ≤ dim g − ℓ .
Now proceed as in the proof of Proposition 3.1.1.
3.2 The Exceptional Modules
Let V be a finite dimensional vector space over K. If G acts on V via a
rational representation π : G −→ GL(V ), then g acts on V , via the differential
dπ : g −→ gl (V ).
For v ∈ V and x ∈ g, put dπ(x) · v = x · v . Let G · v = { g · v / g ∈ G }
be the G-orbit of v and g · v = { x · v / x ∈ g }.
Definition 3.2.1. The isotropy (sub)group (or stabilizer) of v ∈ V in G
is Gv = { g ∈ G/ g · v = v } and the isotropy (Lie) subalgebra of v ∈ V
in g is gv = { x ∈ g / x · v = 0 }.
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Remark: (1) The stabilizer gv = { x ∈ g / x · v = 0 } is a restricted Lie
subalgebra of g, as x[p] · v = xp · v. Hence, by Lemma 2.1.1, either gv is a torus
or gv contains a nonzero element x such that x
[p] = 0.
By [Hu2, Ex. 10.2], L(Gv) ⊆ gv. For x ∈ g, let V x = { v ∈ V / x ·v = 0 }
and x · V = { x · v / v ∈ V }.
Definition 3.2.2. For a rational action of an algebraic group G on a vector
space V , we say that a subgroup H ⊂ G is an isotropy subgroup in general
position (or an ISGP for short) if V contains a non-empty Zariski open subset
U whose points have their isotropy subgroups conjugate to H. The points of U
are called points in general position.
Isotropy subalgebras h ⊂ g in general position are defined similarly.
Definition 3.2.3. A rational G-action G −→ GL(V ) is said to be locally free
if the ISGP H exists and equals {e}.
Definition 3.2.4. A linear g-action g −→ gl(V ) is said to be locally free if
the isotropy subalgebra in general position h equals {0}.
We are interested in studying G- and g-actions which are not locally free.
3.2.1 Lie Algebra Actions in Positive Characteristic
The following result is well-known and applies to all characteristics. We include
the proof for reader’s convenience, as references are hard to find.
Proposition 3.2.1. If there exists 0 6= v ∈ V such that gv = {0}, then there
exists a Zariski open subset W ⊆ V such that gw = 0 for all w ∈ W .
Proof: Consider the morphism ψ : g × V −→ V × V given by (x, v) 7−→
(x · v, v) . Let (v1, v2) ∈ V × V . Then
ψ−1(v1, v2) = { (x, v) ∈ g× V / (x · v, v) = (v1, v2) }
= { (x, v2) ∈ g× V / x · v2 = v1 }.
Let d denote the minimal dimension of the fibres of ψ. Suppose ψ−1(v1, v2) 6= ∅
and let (x, v2), (y, v2) ∈ ψ
−1(v1, v2) . Then x− y ∈ gv2 . Hence, ψ
−1(v1, v2) =
( gv2 + y, v2), where y · v2 = v1 . Thus, either dim ψ
−1(v1, v2) = dim gv2 or
ψ−1(v1, v2) = ∅ .
Let U = { (x, v) ∈ g × V / dim ψ−1(ψ(x, v)) = d }. By the theorem on
dimension of fibres [Hu2, 4.1], U is a non-empty Zariski open subset of g× V .
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Thus, dim gv = dim ψ
−1(ψ(x, v)) is the minimal possible for all v ∈ V. As
the composition g× V
ψ
−→V × V
pr2−→V is surjective, we have d = 0 (by our as-
sumption). Now the projection π2 : g×V −→ V is surjective, whence dominant
(see [Hu2, 4.1]). Therefore, π2(U) contains a Zariski open subset W of V. Thus,
all points of W have trivial stabilizer, proving the proposition.
Proposition 3.2.2. If there is a non-empty Zariski open subset W ⊂ V such
that gw 6= 0, ∀w ∈ W , then gv 6= 0, for all v ∈ V .
Proof: Consider C = { (x, v) ∈ g × V / x · v = 0 }, the commuting variety of
g× V . Note that C is “bihomogeneous”, i.e., ∀λ, µ ∈ K − {0}, (λ x, µ v) ∈ C,
whenever (x, v) ∈ C. Let C¯ be the closed subset of P(g) × P(V ) corresponding
to C. As P(g) is complete, the projection pr2 : P(g) × P(V ) −→ P(V ) is a
closed map (see [Hu2, §6]) so that pr2(C¯) is a closed set. Hence the image of
C under the projection map g × V −→ V is also closed (as the closed subsets
of P(V ) are the images of the Zariski closed subsets of V corresponding to
collections of homogeneous polynomials in K[V ]). Let ε : C −→ V denote
the restriction of the projection map g × V −→ V to C. For each v ∈ V , the
fibre ε−1(v) = { (x, v) ∈ C / x ∈ gv } is isomorphic to a vector space and so is
irreducible as an algebraic variety. Moreover, dim ε−1(v) = dim gv.
Now, for each n ∈ N, consider the set
Cn = { (x, v) ∈ C / dim gv ≥ n } = { (x, v) ∈ C / dim ε
−1(ε(x, v)) ≥ n }.
By [B1, AG.10.3], each Cn is a closed set. Let s = min { dim gw /w ∈ W }.
There exists a closed variety C¯s in C¯ that corresponds to Cs. Therefore, pr2(C¯s)
is closed in P(V ), implying that ε(Cs) is also closed in V . Now as ε is surjective,
ε(Cs) ⊇ W . Finally, as W is dense in V , this implies ε(Cs) = V , proving the
proposition.
Definition 3.2.5. A g-module V is said to be non-free if gv 6= 0 for all
v ∈ V .
Remark: (2) Comparing the two propositions above, we can say that if V is
not a non-free g-module, then it is locally free.
By Lemma 2.3.2, the centre z(g) of the restricted Lie algebra g = L(G) is a
toral subalgebra. Hence, by Proposition 2.1.1(2), z(g) acts diagonalisably on V .
Observe that sometimes z(g) is nonzero but acts trivially on V, implying that
gv ⊇ z(g) for all v ∈ V . This happens, for instance, when g = sl(ℓ + 1, K),
p|(ℓ+ 1) and V = g is the adjoint g-module. The following statement is true.
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Proposition 3.2.3. If there is a non-empty Zariski open subset W ⊂ V such
that gw has a non-central element for all w ∈ W , then gv has a non-central
element for all v ∈ V .
Proof: The proof repeats almost verbatim the proof of Proposition 3.2.2.
Our next definition is crucial for the rest of this work.
Definition 3.2.6. A g-module V is called exceptional if for each v ∈ V the
isotropy subalgebra gv contains a non-central element (that is, gv 6⊆ z(g) ).
Example 3.2.1. Clearly, if g is non-abelian, then the trivial 1-dimensional g-
module is exceptional. For any non-abelian Lie algebra g, the adjoint module
is always exceptional, as z(g) is a proper subset of gx for all x ∈ g (note that
[x, x] = 0 ).
For the centreless Lie algebras the notions of non-free and exceptionalmodules
coincide. It follows from the definitions that all exceptional modules are non-free.
The converse statement is not true, as the following lemma shows. (The proof of
this lemma will be given in Section 4.3.2.1.)
Lemma 3.2.1. Let g = sl(np,K), where p > 2 and np ≥ 4. Then the Steinberg
module V = E((p− 1)ρ) is not an exceptional module, but it is non-free.
It follows from Proposition 3.2.3 that if there is a nonzero v ∈ V such that
gv ⊂ z(g) then V is not an exceptional module. In particular, locally free
modules cannot be exceptional.
Lemma 3.2.2. If V is an exceptional g-module, then so is each of its composi-
tion factors.
Proof: Let V = V0 ⊃ V1 ⊃ V2 ⊃ · · · ⊃ Vk ⊃ {0} be a composition series of
V. Take 0 6= v¯ ∈ Vi/Vi+1 and let v ∈ Vi be its preimage. Then gv ⊂ gv¯ . The
result follows.
3.3 A Necessary Condition
Let π : G −→ GL(V ) be a non-trivial faithful rational representation of G
and let dπ : g −→ gl (V ) be the differential of π at e ∈ G. Suppose that
ker dπ ⊆ z(g) and assume that V is an exceptional g-module.
Under these hypotheses, we want to study highest weights of V. (We do
not assume that V is irreducible.) Note that if V has no 1-dimensional g-
submodules, then dim gv < dim g for each nonzero v ∈ V .
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First we aim to find an upper bound for dim V.
Proposition 3.3.1. Given x ∈ g, define ϕx : G × V x −→ V by setting
ϕx(g, v) = g · v. Then for any v ∈ Imϕx, dimϕ−1x (v) ≥ dimCG(x), where
CG(x) = { g ∈ G/ (Ad g)(x) = x }.
Proof: First note that given v ∈ Imϕx, there exist h ∈ G and v1 ∈ V x such
that v = h · v1 (we set h = e for v ∈ V x). By definition,
ϕ−1x (v) = { (g, w) ∈ G× V
x / g · w = v } .
Let pr2 : ϕ
−1
x (v) −→ V
x be the projection map. Then its image is G · v ∩ V x.
For w ∈ pr2(ϕ
−1
x (v)), if (g, w), (h, w) ∈ pr
−1
2 (w) ⊂ ϕ
−1
x (v), then g · w = v =
h · w which implies h ∈ Gv g. Hence, for each w ∈ pr2(ϕ
−1
x (v)), there exists
g ∈ G such that g · w = v and (Gv g, w) ⊂ ϕ
−1
x (v), so that dim pr
−1
2 (w) =
dim {(x g, w) / x ∈ Gv} = dim Gv. Hence all fibres of pr2|ϕ−1x (v) have the same
dimension equal to dim Gv. Therefore,
dim ϕ−1x (v) = dim Gv + dim (G · v ∩ V
x). (6)
Now (G · v ∩ V x) ⊇ CG(x) · v1 yielding
dim (G · v ∩ V x) ≥ dim (CG(x) · v1)
= dim CG(x) − dim (Gv1 ∩ CG(x)).
(7)
Combining (6) and (7) we get
dim ϕ−1x (v) ≥ dim Gv + dim CG(x) − dim (Gv1 ∩ CG(x))
≥ dim Gv − dim Gv1 + dim CG(x) = dim CG(x),
as Gv ∼= Gv1 . This proves the proposition.
Proposition 3.3.2. Given an exceptional g-module V , there exists a non-central
x ∈ g such that either x[p] = x or x[p] = 0 and
dim xV ≤ dim G − dim CG(x) ≤ |R| . (8)
Proof: Let v ∈ V . By Remark 3.2(1), the stabilizer gv is either toral or
contains a non-zero element x such that x[p] = 0 .
Let T ∗1 = { x ∈ g \ {0} / x
[p] = x } and N ∗1 = { x ∈ g \ {0} / x
[p] = 0 }.
By Lemma 2.3.2, z(g) is toral, hence consists of semisimple elements. If
gv contains a nilpotent element x, then x 6∈ z(g) . If gv contains no nilpotent
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elements, then the p-mapping [p] is nonsingular on gv , whence gv is toral. Then
by Theorem 2.1.3 gv is spanned by toral elements. Thus, gv contains at least
one non-central toral element, as V is exceptional. Therefore, for each v ∈ V,
there is a non-central x ∈ N ∗1 ∪ T
∗
1 such that v ∈ V
x. Hence
V =
⋃
x∈(N ∗
1
∪T ∗
1
)\z(g)
V x.
If x[p] = x, then there exists y ∈ G such that (Ad y)(x) ∈ t (Proposition 2.3.1).
By Lemma 2.3.3(2), t ∩ T ∗1 is finite. Combining this with Theorem 2.3.2, we
obtain that there are finitely many nilpotent and toral conjugacy classes in g.
Let n1, n2, . . . , ns (resp. t1, t2, . . . , tℓ ) be representatives of the non-central
conjugacy classes in N ∗1 (resp., T
∗
1 ). As gv contains a non-central element from
N ∗1 ∪ T
∗
1 , we have v ∈
(⋃s
j=1 G · V
nj
)
∪
(⋃ℓ
i=1 G · V
ti
)
. Therefore,
V =
(
s⋃
j=1
G · V nj
)
∪
(
ℓ⋃
i=1
G · V ti
)
(9)
For any x ∈ g, the set G · V x is the image of the morphism
ϕx : G × V
x −→ V, (g, v) 7−→ g · v .
In particular, each G · V x is constructible [Hu2, 4.4]. This implies that G · V x
contains an open dense subset of G · V x [B1, Cor.10.2]. Hence at least one of
the subsets G · V nj , G · V ti is Zariski dense in V (note that the number of the
subsets in the decomposition (9) is finite). It follows that V contains a non-
empty Zariski dense subset of the form G · V x. So ϕx is dominant for some
non-central x ∈ N ∗1 ∪ T
∗
1 .
Now, using [Hu2, 3.1] and the theorem on dimension of fibres of a morphism
(see [B1, Theorem AG.10(ii)]), we have
dim g + dimV x − min
v∈V
dim ϕ−1x (v) = dimV. (10)
By Proposition 3.3.1, for any v ∈ Imϕx, dim ϕ−1x (v) ≥ dimCG(x), forcing
dim g + dim V x − dimCG(x) ≥ dim V. (11)
As dim g = dimG and dim x · V = dimV − dimV x, we get dim x · V ≤
dim G − dim CG(x) .
Now if x is toral, then it is semisimple by Proposition 2.1.1(1). In this case
Proposition 3.1.2 applies. If x is nilpotent we apply Proposition 3.1.1. Thus, in
both cases the result follows.
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From now on we assume that G is a simply connected simple algebraic group
over K . Fix a maximal torus T of G and a basis ∆ of simple roots in the root
system R of G (with respect to T ). Let R+ denote the system of positive roots
with respect to ∆ and let B be the Borel subgroup of G generated by T and
the 1-parameter unipotent subgroups Uα = { xα(t) / t ∈ K } , where α ∈ R+ .
Let α˜ denote the maximal root in R+. Decompose g = L(G) into root spaces
with respect to T giving a Cartan decomposition
g = t
⊕∑
α∈R
K eα
where t = Lie(T ) (cf. Section2.3). By Section 2.3.2, g = (AdG) · b, where
b = L(B). Put E = (AdG) · eα˜ ∪ {0}. It is well-known (cf. [Kr], [Pr2]) that E
is a Zariski closed, conical subset of g.
The following result is well-known in the characteristic zero case. It was
generalized by A. Premet in [Pr2] to the case p > 0. Here we reproduce the proof
for the reader’s convenience.
Lemma 3.3.1. [Pr2, Lemma 2.3] Suppose p is non-special for G. Let Z be a
Zariski closed, conical, (AdG)-invariant subset of g. Then either Z ⊆ z(g) or
E ⊆ Z .
Proof: If x ∈ b then x = t +
∑
α∈R+ nα eα where t ∈ t and nα ∈ K. Define
Supp(x) = {α ∈ R+ / nα 6= 0}. As g = (AdG) · b and Z is (AdG)-stable,
Z ∩ b 6= {0}. If Z ∩ b ⊆ t, then (Ad xα(t)) · z = z for all α ∈ R+, t ∈ K,
and z ∈ Z ∩ b. It follows that (dα)(z) = 0 for every α ∈ R. In other words,
Z ∩ b ⊆ z(g) . As Z = (AdG) · Z ∩ b we get Z ⊆ z(g).
Now suppose that Supp(z) 6= ∅ for some z ∈ Z ∩ b. Let X∗(T ) denote
the lattice of one parameter subgroups in T . If λ(t) ∈ X∗(T ) and γ ∈ R, then
γ(λ(t)) = tm(γ) for some m(γ) ∈ Z. A standard argument shows that there
exists λ(t) ∈ X∗(T ) such that m(γ) > 0 for every γ ∈ R
+ and the numbers
m(γ), γ ∈ R+ are pairwise distinct. Let r = max {m(α) / α ∈ Supp(z)}. As
Z is conical,
{ tr · (Adλ(t−1)) · z / t ∈ K∗ } ⊆ Z .
By construction, there are z0, z1, . . . , zr ∈ b such that z0 ∈ Keδ \ {0} for some
δ ∈ R+ and
tr · (Adλ(t−1)) · z = z0 + tz1 + · · · + t
rzr .
As Z is Zariski closed we must have z0 ∈ Z. If δ is long, there is w ∈ W
such that wδ = α˜ . It follows that (AdNG(T )) · z0 contains eα˜ . Thus in this
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case E ⊆ Z. If δ is short, there is w ∈ W such that wδ = α0 . So we may
assume that δ = α0 . By [Ho], α˜ 6= α0 implies that g is simple. Hence, there
is γ ∈ R+ such that [eγ , eα0 ] 6= 0. Obviously, all roots in α0 + Nγ are long.
Let q = max { i ∈ N / α0 + iγ ∈ R }. Applying the same argument as above to
the subset
{ tq · (Ad xγ(t
−1)) · z / t ∈ K∗ }
we get Z ∩Keα0+qγ 6= {0}. Since α0 + qγ is long, we are done.
Corollary 3.3.1. Let V be any rational G-module and let x ∈ g. The maximum
value of dim V x, x 6∈ z(g), is dim V eα˜.
Proof: Given d ∈ Z+, let Xd = { x ∈ g / dim x · V ≤ d}. It is clear that Xd
is (Ad G)-invariant and a conical Zariski closed subset of g. By Lemma 3.3.1,
either Xd ⊆ z(g) or E ⊆ Xd . Now take d1 = min {d /Xd 6⊆ z(g)} . Then
E ⊆ Xd1 and the result follows.
Remark: It follows from Proposition 3.3.2(a) and this last Corollary that
dim eα˜ · V ≤ |R|.
3.3.1 An Upper Bound for dim V
In this section we use results proved before to produce an upper bound for the
dimension of the exceptional modules.
Recall that G is a simply connected simple algebraic group and g = L(G)
(cf. Section 2.4.1). Let α˜ be the highest root for g, and E = eα˜ ∈ g denote a
highest root vector. Then E[p] = 0. There exist F = e−α˜ ∈ g−α˜ and H = hα˜ ∈ h
such that (E,H, F ) form a standard basis of an sl(2)-triple sα˜ in g.
Let V be a finite dimensional exceptional G-module. As H = [E, F ], we
have H V ⊆ E V + F V implying
dim H V ≤ dim E V + dim F V = 2 dim E V .
Thus
1
2
dim H V ≤ dim E V ≤ |R|, by Remark 3.3.
Now V =
⊕
µ∈X (V )
Vµ, where the Vµ’s are the weight spaces of V with respect
to T . Recall from Section 2.4.2 that the differential of a weight µ ∈ X is a
linear function on t , also denoted by µ . If H ∈ t, then H · v = µ(H) v, for all
v ∈ Vµ . Therefore, H|Vµ = µ(H) Idmµ.
49
Now the action of H on V induced by the differential dπ (at the identity
e ∈ G ) turns V into a Z/pZ-graded vector space V =
∑
i∈Z/pZ
Vi , where
Vi =
⊕
µ(H)=i
Vµ .
Thus, we can calculate dim H V as follows:
dim H V =
∑
µ(H)6≡0 (mod p)
dim Vµ
=
∑
µ∈X++(V )
mµ |{ ν ∈ Wµ/ ν(H) 6≡ 0 (mod p) }| ,
(12)
where mµ = dim Vµ . The second equality in (12) comes from the facts that
X (V ) = W · X++(V ) and that the multiplicity is constant on the W -orbits of
X (V ).
Let ( · , · ) denote a scalar product on the R-span of ∆, invariant under
the action of the Weyl group W of R. We adjust ( · , · ) in such a way that
(α, α) = 2 for every short root α ∈ R. As usual, 〈β, α〉 = 2 (β, α)/(α, α), for
β, α ∈ R.
This adjustment on ( · , · ) and the assumption that p is not special for G
imply p ∤ (α˜, α˜)
2
. Hence
µ(H) = 〈µ, α˜〉 =
2 (µ, α˜)
(α˜, α˜)
6≡ 0 (mod p) ⇐⇒ (µ, α˜) 6≡ 0 (mod p) (13)
Note that wµ(H) = 〈wµ, α˜〉 = 〈µ, w−1α˜〉. Hence wµ(H) 6≡ 0 (mod p) ⇐⇒
(wµ, α˜) 6≡ 0 (mod p), by (13). Also if w1 ∈ CW (µ), then ww1µ(H) = wµ(H).
Thus, we obtain that
♯ {w ∈ W /wµ(H) 6≡ 0 (mod p)} =
|CW (µ)| · |{ν ∈ Wµ/ ν(H) 6≡ 0 (mod p)}| .
Observe that (wµ, α˜) = (µ, w−1α˜), as the scalar product is W -invariant. Thus
wµ(H) 6≡ 0(mod p) ⇐⇒ (µ, w−1α˜) 6≡ 0(mod p). Also, {w−1α˜ / w ∈ W } =
Rlong, the set of all long roots in R, forms a subsystem of R [Bo2, VI §1 Ex.14].
In particular, Rlong = R
+
long ∪ −R
+
long . Hence
♯ {w ∈ W /wµ(H) 6≡ 0 (mod p)} =
2 |CW (α˜)| · |{ γ ∈ R
+
long / (µ, γ) 6≡ 0 (mod p) }| .
We summarize the discussion in:
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Lemma 3.3.2. Given µ ∈ X++(V ) one has
|CW (µ)| · |{wµ ∈ Wµ/ (wµ, α˜) 6≡ 0 (mod p) }|
= 2 |CW (α˜)| · |{ γ ∈ R
+
long / (µ, γ) 6≡ 0 (mod p) }|.
✷
Set Rµ,p = { γ ∈ Rlong / (µ, γ) ≡ 0 (mod p) } and R+µ,p = Rµ,p ∩ R
+
long =
{ γ ∈ R+long / (µ, γ) ≡ 0 (mod p) } . We have
1
2
|{ ν ∈ Wµ/ (ν, α˜) 6≡ 0 (mod p) }| =
|CW (α˜)|
|CW (µ)|
|R+long − R
+
µ,p|
=
|W |
|CW (µ)|
|R+long − R
+
µ,p|
|Rlong|
=
|Wµ|
|Rlong|
|R+long − R
+
µ,p|
(14)
Now observe that R+µ,p = R
+
long if and only if (µ, γ) ≡ 0 (mod p) for all
γ ∈ R+long. In this case the contribution of the weight µ to the sum (12) is 0.
This fact gives rise to the following definition:
Definition 3.3.1. A weight µ ∈ P (R) is called bad if µ(hγ) ≡ 0 (mod p) for
all γ ∈ R+long, or equivalently, if (µ, γ) ≡ 0 (mod p) for all γ ∈ R
+
long. If µ is
not a bad weight we say that µ is good.
Recall that each weight µ ∈ P can be written as µ =
∑
ai ωi, with ai ∈ Z+.
Lemma 3.3.3. Suppose p is not special for G. Then µ ∈ P is bad if and only
if µ =
ℓ∑
i=1
ai ωi, where ai ∈ pZ for all i .
Proof: If Rlong = R , the lemma is obvious.
If R is of type Bℓ, then Rlong ∼= Dℓ. A basis of Rlong is given by α1 = ε1−ε2 ,
α2 = ε2 − ε3, . . . , αℓ−1 = εℓ−1 − εℓ, αℓ = εℓ−1 + εℓ. Hence (µ, αi) = ai , if
1 ≤ i ≤ ℓ− 1, and (µ, αℓ) = (µ, εℓ−1 + εℓ) = aℓ−1 + aℓ. Therefore, µ is bad for
R if and only if ai ≡ 0 (mod p) for all i.
If R is of type Cℓ, then Rlong ∼= Aℓ1. A basis of Rlong is given by 2ε1, 2ε2,
. . . , 2εℓ−1, 2εℓ. One has (µ, 2εi) = 2(ai + · · · + aℓ), 1 ≤ i ≤ ℓ . Therefore, µ is
bad for R if and only if ai ≡ 0 (mod p) (recall that in this case p 6= 2).
For R of type G2, Rlong ∼= A2 has basis −2ε1 + ε2 + ε3, ε1 − 2ε2 + ε3. Thus
(µ, −2ε1 + ε2 + ε3) = 3a2 and (µ, ε1 − 2ε2 + ε3) = 3(a1 + a2) , implying that µ
is bad for G2 if and only if ai ≡ 0 (mod p) (in this case p 6= 3).
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For R of type F4, Rlong ∼= D4 has basis ε1 − ε2, α1 = ε2 − ε3, α2 = ε3 −
ε4, ε3 + ε4. Hence, (µ, ε1 − ε2) = a2 + a3 + a4, (µ, α1) = a1, (µ, α2) = a2 and
(µ, ε3+ ε4) = a2+ a3. Therefore, µ is bad for F4 if and only if ai ≡ 0 (mod p) .
Remark: It is easy to check that if µ =
∑ℓ
i=1 ai ωi is a bad weight with
ak 6= 0, then µ−αk is a good weight, unless p = 2 and R is of type A1 or Bℓ .
We further observe that for µ good, Rµ,p is a proper subsystem of Rlong , so
it is contained in a maximal subsystem of Rlong. We refer to [BdS] for a list of
maximal subsystems in Rlong.
From (12) and (14) we conclude that if V is an exceptional g-module then
it satisfies
rp(V ) :=
∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|
|R+long − R
+
µ,p| =
1
2
dim H V ≤ dim E V ≤ |R|
But then 
 ∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|

 minµ good |R+long −R+µ,p| ≤ |R|
implying
s(V ) :=
∑
µ good
µ∈X++(V )
mµ |Wµ| ≤
|R| |Rlong|
min
µ good
|R+long −R
+
µ,p|
Now note that |R+long−R
+
µ,p| is minimal if and only if |Rµ,p| is maximal. (Recall
that Rµ,p ⊆ Rlong.) Put M = min
µ good
|R+long−R
+
µ,p| and LG =
|R| |Rlong|
min
µ good
|R+long −R
+
µ,p|
.
We call ⌈LG⌉ the limit. Table 11 lists all related subsystems and gives the values
of ⌈LG⌉ for different types of G. In the column headed by MLS, we list the
possible maximal subsystems of Rlong.
We summarize these facts in the following theorem.
Theorem 3.3.1 (The Necessary Condition). Let p be a non-special prime for
G. Let π : G −→ GL(V ) be a non-trivial, faithful, rational representation of G
such that ker dπ ⊆ z(g) . If V is an exceptional g-module, then it satisfies the
inequalities
rp(V ) :=
∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| ≤ |R| , (15)
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Type of G Rlong MLS M ⌈LG⌉
Aℓ Aℓ Aℓ−1 ℓ ℓ
3 + 2ℓ2 + ℓ
Bℓ Dℓ Dℓ−1 if ℓ ≥ 5 2(ℓ− 1) 2ℓ3 if ℓ ≥ 5
Aℓ−1 if ℓ ≤ 4
(ℓ−1)ℓ
2
8ℓ2 if ℓ ≤ 4
Cℓ A
ℓ
1 A
ℓ−1
1 1 4ℓ
3
Dℓ Dℓ Dℓ−1 if ℓ ≥ 5 2(ℓ− 1) 2ℓ3 − 2ℓ2 if ℓ ≥ 5
Aℓ−1 if ℓ ≤ 4
(ℓ−1)ℓ
2
8ℓ2(ℓ−1)
(ℓ−2)
G2 A2 A1 2 36
F4 D4 A3 6 = 2 · 3 192
E6 E6 D5 16 = 2
4 324
E7 E7 E6 27 = 3
3 588
E8 E8 E7 57 = 3 · 19 1011
Table 11: The Limits
and
s(V ) :=
∑
µ good
µ∈X++(V )
mµ |Wµ| ≤ limit , (16)
where mµ denotes the multiplicity of µ ∈ X++(V ) and the limits for the different
types of algebraic groups are given in Table 11.
✷
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Chapter 4
The Procedure and The Results
The main section of this Chapter describes the techniques used to classify the ex-
ceptional modules. Everywhere below the indexing of the simple roots in the basis
∆ = {α1, . . . , αℓ } and of the fundamental weights in the basis {ω1, . . . , ωℓ }
corresponds to Bourbaki’s tables [Bo2, Chap. VI, Tables I-IX].
4.1 Some Facts on Weights
In this section we formulate some known facts and obtain a number of preliminary
results that will be extensively used to prove lemmas in the next sections.
Given a weight µ = a1 ω1 + · · · + aℓ ωℓ ∈ P , the size of its orbit under the
action of the Weyl group is given by
|Wµ| =
|W |
|CW (µ) |
,
where CW (µ) = 〈sαi / ai = 0〉 is the centralizer of µ in W [Se1, 1.10].
Lemma 4.1.1. Let λ, µ ∈ P++ be such that 〈λ, αi〉 = 0 if 〈µ, αi〉 = 0. Then
|Wµ| ≥ |Wλ|. If 〈µ, αi〉 6= 0 and 〈λ, αi〉 = 0 for some i, then |Wµ| ≥
2 |Wλ|.
Proof: From the definition of centralizer it is clear that CW (µ) is a subgroup
of CW (λ) and a proper one if 〈µ, αi〉 6= 0 and 〈λ, αi〉 = 0. This yields the
assertion.
If Y ⊆ ∆, then we write W (Y ) = 〈 sα / α ∈ Y 〉 for the subgroup of W
generated by the reflections sα corresponding to roots α ∈ Y . If Y is a root
(sub)system, then W (Y ) denotes the Weyl group associated with the system Y .
Moreover, we denote ∆i = ∆ − {αi}, ∆ij = ∆ − {αi, αj}, and so on. Note
that CW (µ) = W (Y ), for some Y ⊆ ∆.
In the following lemmas, i0 and i−1 are both 0. Recall that P (= P (G) )
denotes the weight lattice of the group G .
Lemma 4.1.2. Let G be an algebraic group of type Aℓ. Let µ = ai1 ωi1 +
ai2 ωi2 + · · · + aim ωim ∈ P , with ik−1 < ik and aik 6= 0 for 1 ≤ k ≤ m. Then
|Wµ| =
(
i2
i1
)
· · ·
(
im
im−1
)(
ℓ+ 1
im
)
.
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Proof: For G of type Aℓ, |W | = (ℓ + 1)! and CW (µ) ∼= Sn1+1 × Sn2+1 ×
· · · × Snm+1+1, where the nk’s are obtained from the Dynkin diagram in the
following way: n1 = i1 − 1, nm+1 = ℓ − im, nk = ik − 1 − ik−1 = number
of nodes between the ik−1th and the ikth nodes, for 1 < k ≤ m. Therefore,
|CW (µ) | = i1! (i2 − i1)! · · · (im − im−1)! (ℓ− im + 1)!, yielding the result.
Lemma 4.1.3. Let G be an algebraic group of type Bℓ, Cℓ or Dℓ. Let µ =
ai1 ωi1 + ai2 ωi2 + · · ·+ aim ωim ∈ P , with ik−1 < ik and aik 6= 0 for 1 ≤ k ≤ m .
Then
|Wµ| = 2r
(
i2
i1
)
· · ·
(
im−1
im−2
)(
t
im−1
)(
ℓ
t
)
where r = t = im if G is not of type Dℓ or im < ℓ−1; if G is of type Dℓ, and
im = ℓ − 1 or ( im = ℓ and im−1 ≤ ℓ − 2 ), then r = ℓ − 1, t = ℓ; for ( im = ℓ
and im−1 = ℓ− 1 ), r = ℓ− 1 = t = im−1.
Proof: For G of type Bℓ or Cℓ, |W | = 2ℓ ℓ!. For im < ℓ − 1 we have
CW (µ) ∼= Sn1+1×Sn2+1×· · ·×Snm+1×W (Bℓ−im or Cℓ−im), where the nk’s ( 1 ≤
k ≤ m ) are obtained from the Dynkin diagram as in the proof of Lemma 4.1.2.
Thus |CW (µ) | = i1! (i2 − i1)! · · · (im − im−1)! 2ℓ−im (ℓ− im)! and so
|Wµ| = 2im
(
i2
i1
)
· · ·
(
im−1
im−2
)(
im
im−1
)(
ℓ
im
)
.
Hence, in these cases, r = t = im.
For im = ℓ− 1, CW (µ) ∼= Sn1+1 × Sn2+1 × · · · × Snm+1 × S2 so |CW (µ) | =
i1! (i2 − i1)! · · · (im−1 − im−2)! (ℓ− 1− im−1)! 2! and this implies
|Wµ| = 2ℓ−1
(
i2
i1
)
· · ·
(
im−1
im−2
)(
ℓ− 1
im−1
)(
ℓ
ℓ− 1
)
.
Here r = ℓ− 1 = t = im.
For im = ℓ, CW (µ) ∼= Sn1+1 × Sn2+1 × · · · × Snm+1, so
|Wµ| = 2ℓ
(
i2
i1
)
· · ·
(
im−1
im−2
)(
ℓ
im−1
)(
ℓ
ℓ
)
,
and r = ℓ = t = im.
For G of type Dℓ, |W | = 2ℓ−1 ℓ!. For im < ℓ − 1 we have CW (µ) ∼=
Sn1+1×Sn2+1×· · ·×Snm+1×W (Dℓ−im), where the nk’s ( 1 ≤ k ≤ m ) are obtained
from the Dynkin diagram as in the proof of Lemma 4.1.2. Thus |CW (µ) | =
i1! (i2 − i1)! · · · (im − im−1)! 2ℓ−im−1 (ℓ− im)! and so
|Wµ| = 2im
(
i2
i1
)
· · ·
(
im−1
im−2
)(
im
im−1
)(
ℓ
im
)
.
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Here r = t = im.
For im = ℓ− 1 (or im = ℓ and im−1 ≤ ℓ− 2 ), CW (µ) ∼= Sn1+1 × Sn2+1 ×
· · · × Snm−1+1 × Sℓ−1−im−1+1 so
|Wµ| = 2ℓ−1
(
i2
i1
)
· · ·
(
im−1
im−2
)(
ℓ
im−1
)(
ℓ
ℓ
)
.
Here r = ℓ−1, t = ℓ. For im = ℓ and im−1 = ℓ−1 CW (µ) ∼= Sn1+1×Sn2+1×
· · · × Snm−1+1, so
|Wµ| = 2ℓ−1
(
i2
i1
)
· · ·
(
im−2
im−3
)(
ℓ− 1
im−2
)(
ℓ
ℓ− 1
)
,
whence r = ℓ− 1 = t = im−1. This proves the Lemma.
Lemma 4.1.4. Some formulae for exceptional groups.
(1) Let G be of type E6. Then |W | = 27 · 34 · 5 ,
CW (ω1) ∼= CW (ω6) ∼= W (D5), CW (ω2) ∼= S6,
CW (ω3) ∼= CW (ω5) ∼= S2 × S5, CW (ω4) ∼= S2 × S
2
3 ,
CW (ω1 + ω2) ∼= CW (ω1 + ω3) ∼= CW (ω2 + ω6) ∼= CW (ω5 + ω6) ∼= S5,
CW (ω1 + ω4) ∼= CW (ω3 + ω4) ∼= CW (ω3 + ω5) ∼= CW (ω4 + ω5)
∼= CW (ω4 + ω6) ∼= S
2
2 × S3,
CW (ω1 + ω5) ∼= CW (ω2 + ω3) ∼= CW (ω2 + ω5) ∼= CW (ω3 + ω6) ∼= S2 × S4,
CW (ω1 + ω6) ∼= W (D4), CW (ω2 + ω4) ∼= S
2
3 , CW (ω2 + ω3 + ω5)
∼= S32 .
(2) Let G be of type E7. Then |W | = 210 · 34 · 5 · 7 ,
CW (ω1) ∼= W (D6), CW (ω2) ∼= S7, CW (ω3) ∼= S2 × S6,
CW (ω4) ∼= S2 × S3 × S4, CW (ω5) ∼= S3 × S5, CW (ω6) ∼= S2 ×W (D5),
CW (ω7) ∼= W (E6), CW (ω1 + ω2) ∼= CW (ω1 + ω3) ∼= CW (ω2 + ω7) ∼= S6,
CW (ω1 + ω4) ∼= S
2
2 × S4, CW (ω1 + ω5)
∼= CW (ω2 + ω4) ∼= S3 × S4,
CW (ω1 + ω6) ∼= S2 ×W (D4), CW (ω1 + ω7) ∼= CW (ω6 + ω7) ∼= W (D5),
CW (ω3 + ω7) ∼= CW (ω5 + ω7) ∼= S2 × S5, CW (ω4 + ω6) ∼= S
3
2 × S3,
CW (ω4 + ω7) ∼= S2 × S
2
3 , CW (ω2 + ω3 + ω5)
∼= S22 × S3.
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(3) Let G be of type E8. Then |W | = 214 · 35 · 52 · 7 ,
CW (ω1) ∼= W (D7), CW (ω2) ∼= S8, CW (ω3) ∼= S2 × S7,
CW (ω4) ∼= S2 × S3 × S5, CW (ω5) ∼= S4 × S5,
CW (ω6) ∼= S3 ×W (D5), CW (ω7) ∼= S2 ×W (E6),
CW (ω8) ∼= W (E7), CW (ω1 + ω4) ∼= CW (ω5 + ω7) ∼= S
2
2 × S5,
CW (ω1 + ω8) ∼= W (D6), CW (ω2 + ω8) ∼= S7, CW (ω3 + ω8) ∼= S2 × S6,
CW (ω4 + ω6) ∼= S
2
2 × S
2
3 , CW (ω4 + ω8)
∼= S2 × S3 × S4,
CW (ω5 + ω8) ∼= S3 × S5, CW (ω6 + ω8) ∼= S2 ×W (D5),
CW (ω7 + ω8) ∼= W (E6), CW (ω2 + ω3 + ω5) ∼= S
2
2 × S4.
(4) Let G be of type F4. Then |W | = 27 · 32 ,
CW (ω1) ∼= CW (ω4) ∼= W (C3), CW (ω2) ∼= CW (ω3) ∼= S2 × S3,
CW (ω1 + ω2) ∼= CW (ω3 + ω4) ∼= S3, CW (ω1 + ω4) ∼= W (C2),
CW (ω1 + ω3) ∼= CW (ω2 + ω3) ∼= CW (ω2 + ω4) ∼= S
2
2 ,
CW (ω1 + ω2 + ω4) ∼= S2.
(5) Let G be of type G2. Then |W | = 12, CW (ω1) ∼= CW (ω2) ∼= S2 .
Proof: The information on W (G) is extracted from Tables 5-8 of [Bo1].
Centralizers are found by using the remark preceeding Lemma 4.1.1.
Lemma 4.1.5. Let λ ∈ Λp and µ ∈ P++ be such that µ < λ (that is, λ−µ =
sum of positive roots). Then XC(µ) ⊆ X (λ), where XC(µ) denotes the set of
weights of a complex gC-module of highest weight µ .
Proof: As XC(µ) and X (λ) are W -invariant, it is enough to prove that
X++,C(µ) ⊆ X++(λ).
Let γ ∈ X++,C(µ) = (µ−Q+)∩P++. Then µ − γ ∈ Q+ and γ ∈ P++. By
hypothesis, λ − µ ∈ Q+ so λ− γ + γ − µ ∈ Q+ implying that λ− γ ∈ Q+.
Hence, γ ∈ (λ−Q+) ∩ P++ = X++(λ), proving the lemma.
The following lemma is a very useful fact on multiplicities.
Lemma 4.1.6. Let V be an Aℓ(K)-module of highest weight λ = ωi + ωj ,
where 1 ≤ i < j ≤ ℓ. Then the weight µ = ωi−1 + ωj+1 ∈ X++(V ) has
multiplicity j − i+ 1 if p does not divide j − i+ 2, and j − i otherwise.
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Proof: Let A be the Lie algebra (or group) generated by { eαi=α′1 , . . . , eαj=α′j−i+1 }.
Note that A is isomorphic to a Lie algebra (or group) of type Aj−i+1 . Consider
the A-module U = V |A. U is a nontrivial homomorphic image of V (α˜′) ∼=
sl(j − i+ 2), the adjoint module with respect to A. The minuscule weight of U
is µ = ω′i−1 + ω
′
j+1 = 0
′ . It has multiplicity j − i + 1 if p does not divide
j − i + 2, and multiplicity j − i otherwise (for the Lie algebra of type An is
simple if p does not divide n + 1 and has one dimensional centre otherwise (in
this case the quotient algebra is simple)). Now, by Smith’s Theorem [Sm], the
result follows.
4.1.1 Realizing E(2ω1)
In this subsection we describe the realization of the irreducible Bℓ(K)- or Dℓ(K)-
module of highest weight 2ω1 , denoted by E(2ω1) . We need the following defi-
nition due to Donkin and Jantzen.
Definition 4.1.1. [D, 11.5] A descending chain V = V1 ⊃ V2 ⊃ V3 ⊃ · · · of
submodules of a G-module V is called a Weyl filtration if each Vi/Vi+1 is
isomorphic to some VK(λi) with λi ∈ P++ .
Proposition 4.1.1. [D, 11.5.2],[M] Let λ, µ ∈ P++ . Then VK(λ)⊗ VK(µ) has
a Weyl filtration.
Let V = E(ω1) be the irreducible module of highest weight ω1 and dim V = n.
Let f be a non-degenerate quadratic form on V . There exist a basis of V with
respect to which f has the form f = x21 + x
2
2 + · · · + x
2
n , where the xi’s are
indeterminates.
Let g = so(f) = {x ∈ End(V ) / f(x·v, w) + f(v, x·w) = 0, for v, w ∈ V }.
For n = 2ℓ+1 , g is a Lie algebra of type Bℓ and for n = 2ℓ , g is a Lie algebra
of type Dℓ . Identify so(f) with the space Skewn of all n× n skew-symmetric
matrices over K.
Let G = SO(f) . Denote by Symmn the space of all n× n symmetric ma-
trices over K. Then Symmn and S
2(V ) are isomorphic as G-modules. Hence,
we can identify S2(V ) with Symmn .
The Lie algebra so(f) acts on the space Symmn as follows. Given x ∈ so(f)
and s ∈ Symmn one has x(s) = xs − sx . It is easy to see that S
2(V ) is an
so(f)-module containing a highest weight vector of weight 2ω1 . Hence, so does
Symmn .
Let U = Symmn∩sl(n) . Then so(f) acts on U . Since dim (Symmn/U) = 1,
U also has a highest weight vector of weight 2ω1 .
58
By Proposition 4.1.1, End(V ) ∼= V ⊗ V ∼= Symmn⊕ Skewn has Weyl filtra-
tion. It follows that S2(V ) has Weyl filtration as well [AJ, Chapter 4].
Let V (2ω1) be the Weyl module with highest weight 2ω1 . Then, by Weyl’s
dimension formula [Hu1, 24.3], dim V (2ω1) =
(n+ 2)(n− 1)
2
= dim Symmn − 1.
As dim S2(V ) =
n (n+ 1)
2
, the members of the Weyl filtration of S2(V ) are
V (2ω1) and V (0), the trivial module (by dimension reasons).
Claim 1: V (2ω1) is a submodule of S
2(V ).
Indeed, suppose V (2ω1) ∼=
S2(V )
V (0)
. Let v¯ be the highest weight vector of
weight 2ω1 in
S2(V )
V (0)
. Let v be the preimage of v¯ in S2(V )2ω1 . All T -weights
of S2(V ) are ≤ 2ω1 with respect to our partial ordering. Hence, v is a highest
weight vector of S2(V ). Let V˜ denote the G-submodule of S2(V ) generated by
v . By the universal property of Weyl modules (see Theorem 2.4.2(3)), there exists
a G-epimorphism ϕ : V (2ω1) −→ V˜ . On the other hand, as V (2ω1) ∼=
S2(V )
V (0)
,
the image of V˜ in
S2(V )
V (0)
is the whole
S2(V )
V (0)
. Thus, there is a G-epimorphism
ψ : V˜ −→ V (2ω1) . It follows that V˜ ∼= V (2ω1) by Theorem 2.4.2(3), whence
the claim.
Claim 2: V (2ω1) ∼= Symmn ∩ sl(n) .
First note that G = SO(f) acts by conjugation on the space Matn of all
n × n matrices over K, and Symmn is invariant under this action. Hence
U = Symmn ∩ sl(n) is a G-submodule of Symmn .
Now U contains all vectors of nonzero weight (otherwise X (Symmn/U)
would contain a nonzero weight, contradicting dim (Symmn/U) = 1 ). More-
over, each weight of U is ≤ 2ω1 , and 2ω1 has multiplicity 1 (as this is true
for S2(V ) ). As Symmn
∼= S2(V ) as G-modules, Claim 1 now shows that
U ∼= V (2ω1) , proving Claim 2.
Claim 3: V (2ω1) is an irreducible so(f)-module if and only if p ∤ n . If
p | n , then E(2ω1) ∼=
Symmn ∩ sl(n)
scalars
.
Let Φ(2ω1) be the maximal submodule of V (2ω1). Recall that
V (2ω1)
Φ(2ω1)
∼=
E(2ω1) . By Theorem 2.4.7, X (E(2ω1)) = X (V (2ω1)) . One can show that each
nonzero µ ∈ X (V (2ω1)) has multiplicity 1. This implies Φ(2ω1) = aE(0) , for
some a ≥ 0.
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The group G acts trivially on Φ(2ω1) . As Φ(2ω1) ⊆ Symmn ∩ sl(n) and G
acts on Symmn by conjugation, Φ(2ω1) consists of scalar matrices, by Schur’s
Lemma [I, 1.5]. Hence, dim Φ(2ω1) ≤ 1 . As Φ(2ω1) ⊆ sl(n) , Φ(2ω1) 6= 0 if
and only if p | n. Hence, if p ∤ n, then V (2ω1) ∼= E(2ω1) is irreducible. If p | n,
then E(2ω1) ∼=
Symmn ∩ sl(n)
scalars
, as claimed.
4.2 The Procedure
Let V be a rational G-module. Our objective throughout this work is to classify
the exceptional g-modules. The procedure used in the classification relies heav-
ily on the necessary conditions given by Theorem 3.3.1. We deal with the set
X++(V ) of weights of the module V . Hence we need to guarantee that weights
really occur in X++(V ).
From now on assume that p is non-special for G and also that p 6= 2
if V has highest weight ω1 for groups of type G2 .
Under these assumptions, Theorem 2.4.8 says that the system of weights of
an infinitesimally irreducible representation π : G −→ GL(V ), with highest
weight λ ∈ Λp coincides with the system of weights of an irreducible complex
representation πC of a Lie algebra gC with the same highest weight. In particular,
the set of dominant weights of the representation π is X++(λ) = (λ−Q+) ∩ P++.
Thus, in the sequel module means an infinitesimally irreducible finite
dimensional rational G-module V of highest weight λ ∈ Λp . In particu-
lar, V is an irreducible (restricted) g-module (cf. Theorem 2.4.4).
We now describe our procedure. Recall that by Theorem 3.3.1, an exceptional
g-module V satisfies the inequalities
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| ≤ limit and
rp(V ) =
∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| ≤ |R| .
Thus, we start by eliminating all possible modules of highest weight λ for which
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| > limit , (17)
since by Theorem 3.3.1, G-modules V satisfying (17) are not exceptional. In
general, we proceed as follows:
60
Given a weight µ ∈ X++(V ) we produce weights µ = µ0, µ1, µ2, . . . ∈
X++,C(µ) ⊆ X++(V ) and calculate the sum of the orbit sizes
s1(µ) =
∑
µi∈X++,C(µ)
µi good
|Wµi| .
If this sum is already bigger than the respective limit, then we apply:
Proposition 4.2.1. Let λ be the highest weight of V. If µ ∈ X++(V ) and
s1(µ) =
∑
µi good
µi∈X++,C(µ)
|Wµi| > limit, then s(V ) > limit . Hence V is not
an exceptional g-module. In particular, if µ is a good weight in X++(V ) and
|Wµ| > limit, then V is not an exceptional g-module.
Proof: Just note that X++,C(µ) ⊆ X++(V ) and use (17).
In the process, we usually obtain first certain reduction lemmas, which in most
cases say that if a module V is such that X++(V ) contains good weights with
many (at least 3 or 4 ) nonzero coefficients, then V is not an exceptional module.
See, for example, Lemmas 4.3.1, 4.3.2, 4.3.4, 4.3.5, 4.3.6, 5.1.1, 5.1.4, 5.1.6.
In some cases we calculate the quantities |R+long−R
+
µi,p
| for each of the weights
µ = µ0, µ1, µ2, . . . ∈ X++,C(µ) ⊆ X++(V ) and prove that
rp(V ) =
∑
µ good
µ∈X++(V )
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > |R| . (18)
If (18) holds for V then, again by Theorem 3.3.1, V is not exceptional.
Sometimes we assume that V has highest weight µ . Then we use information
on the multiplicities of weights in X++(V ) to get the inequality (17) or (18). We
frequently use the works of Gilkey-Seitz [GS] and Burgoyne-Williamson [BW],
which give tables of multiplicities of weights for representations of exceptional
and low-rank classical Lie algebras, respectively. In some cases, we calculate
multiplicities by using some Linear Algebra and the fact that V has a basis
consisting of the elements f
mi1
i1
f
mi2
i2
· · · f
mik
ik
· v0 , where v0 is a highest weight
vector of V (cf. Lemma 2.4.1).
Using this procedure we end up with a small list of weights, whose correspond-
ing modules may or may not be exceptional. Then we have to decide precisely
which ones are exceptional.
To prove that a module V is not exceptional it is enough to exhibit a nonzero
vector v ∈ V for which gv ⊂ z(g) or gv = 0, but this is not an easy task as it
depends on how the representation is realized.
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The following argument relates to the dimension of V . Let ε = dim z(g) .
Proposition 4.2.2. Let V be an irreducible g-module. If dim V < dim g − ε,
then V is an exceptional module.
Proof: In proving the proposition, we may assume that dim V > 1. By
the irreducibility, V does not have 1-dimensional invariant subspaces, so that
dim gv < dim g.
Suppose V is not exceptional. Then there exists 0 6= v ∈ V such that
gv ⊆ z(g). Consider the linear map ψv : g −→ V given by x 7−→ x · v . Thus,
ker ψv ⊆ z(g) and, by Linear Algebra, dim ψv(g) ≥ dim g − dim z(g). As
ψv(g) ⊆ V , by contradiction, the result follows.
Remark: The dimension criteria for a module to be exceptional (given by
Proposition 4.2.2) is independent of p.
The following proposition gives the list of all rational irreducible representa-
tions of Chevalley groups whose weight multiplicities are equal to 1.
Proposition 4.2.3. [SZ, p. 13] Let G 6= A1(K) be a simply connected simple
algebraic group over an algebraically closed field K of characteristic p > 0.
Define the set of weights Ω = Ω(G) as follows:
Ω(Aℓ(K)) = {ωi, a ω1, b ωℓ, c ωj + (p − 1 − c)ωj+1; 1 ≤ i ≤ ℓ, 1 ≤ j <
ℓ, 0 ≤ a, b, c < p } ;
Ω(Bℓ(K)) = {ω1, ωℓ } for ℓ ≥ 3, p > 2 ;
Ω(Cℓ(K)) = {ωℓ, for ℓ = 2, 3; ω1, ωℓ−1 +
(p−3)
2
ωℓ,
(p−1)
2
ωℓ } for p > 2 and
Ω(Cℓ(K)) = {ω1, ωℓ } for p = 2 ;
Ω(Dℓ(K)) = {ω1, ωℓ−1, ωℓ } ; Ω(E6(K)) = {ω1, ω6 } ;
Ω(E7(K)) = {ω7 } ; Ω(F4(K)) = {ω4 } for p = 3 and ∅ for p 6= 3 ;
Ω(G2(K)) = {ω1 } for p 6= 3 and Ω(G2(K)) = {ω1, ω2 } for p = 3 .
Let ϕ be an irreducible rational representation of G with highest weight ω =
k∑
i=0
piλi, where λi are the highest weights of the representations from M(G).
The multiplicities of all the weights of the given representation ϕ are equal to
1 if and only if λi = 0 or λi ∈ Ω(G) for 0 ≤ i ≤ k, λi+1 6= ω1 for p = 2,
G = Cℓ(K), λi = ωℓ and for G = G2(K), p = 2, λi = ω1 or p = 3, λi = ω2.
Proposition 4.2.4. Let σˆ be a graph automorphism of g induced by a graph
automorphism σ of G. If V is an exceptional g-module, then so is V σˆ .
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Proof: The action of the graph automorphism on G and g is described in
Section 2.3.5. Denote by ρσ (respectively, ρσˆ ) the twisted representation of G
(respectively, g ). We have ρσˆ(x) · v = ρ(xσˆ) · v for all x ∈ g, v ∈ V .
As σ preserves positive roots, it preserves the Borel subgroup of G. Hence,
V and V σˆ have the same highest weight vector, but V σˆ has highest weight λσ ,
where λ is the highest weight of V .
Now, let σgv denote the isotropy subalgebra of v with respect to the repre-
sentation ρσˆ . If ρ(x) · v = 0, then ρσˆ(xσˆ
−1
) · v = ρ((xσˆ
−1
)σˆ) · v = 0. Hence,
gv ⊆ σgv . By symmetry, equality holds and the result follows.
Remark: Proposition 4.2.4 implies that if V is not an exceptional module,
then V σˆ is also not exceptional.
We call V and V σˆ graph-twisted modules. If the graph automorphism has
order 2, then we also say that V and V σˆ are graph-dual modules.
4.3 The Results
4.3.1 Lie Algebras of Exceptional Type
Theorem 4.3.1. Let G be a simply connected simple algebraic group of excep-
tional type, and g = L(G). Let V be an infinitesimally irreducible G-module. If
the highest weight of V is listed in Table 2, then V is an exceptional g-module. If
p is non-special for G , then the modules listed in Table 2 are the only exceptional
g-modules.
The proof of this theorem will be given in Section 5.1.
4.3.2 Lie Algebras of Classical Type
In this case, after using the procedure described in Section 4.2, for each algebra
type we end up with a short list of highest weights. From these lists we have
to decide, using further criteria, whether the corresponding modules are excep-
tional or not. Most of the modules that are proved to be exceptional satisfy
Proposition 4.2.2.
We have reduction lemmas for each group/algebra type which are proved in
this section. The proofs of Theorems 4.3.2, 4.3.3, 4.3.4, and 4.3.5 are rather
technical and are given in Appendix A of this work.
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4.3.2.1. Algebras of Type A
By Theorem 3.3.1, any Aℓ(K)-module V such that
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| > ℓ ( ℓ + 1 )
2 (19)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long − R
+
µ,p| > ℓ (ℓ+ 1) (20)
is not an exceptional g-module. For groups of type Aℓ, |W | = (ℓ+1)! , |Rlong| =
|R| = ℓ (ℓ+ 1) and |R+long| =
ℓ (ℓ+ 1)
2
.
Let V be an Aℓ(K)-module. Here we prove some reduction lemmas.
Lemma 4.3.1. Let ℓ ≥ 4. If X++(V ) contains a weight µ =
ℓ∑
i=1
bi ωi with 4
or more nonzero coefficients, then V is not an exceptional Aℓ(K)-module.
Proof: Let µ = b1 ω1 + · · · + bℓ ωℓ ∈ X++(V ) have at least 4 nonzero coeffi-
cients. We want to prove that s(V ) > ℓ(ℓ+ 1)2.
Step 1: Claim: If ν = c1 ω1 + · · · + cℓ ωℓ is a weight with exactly 4 nonzero
coefficients, say ν = c1 ωi1 + c2 ωi2 + c3 ωi3 + c4 ωi4 , with i1 < i2 < i3 < i4 and
cj 6= 0, then |Wν| > ℓ(ℓ+ 1)2.
First we prove that if µ¯ = d1 ω1 + d2 ω2 + d3 ω3 + d4 ω4 (or graph-dually
µ¯ = dℓ−3 ωℓ−3 + dℓ−2 ωℓ−2 + dℓ−1 ωℓ−1 + dℓ ωℓ ), with all di 6= 0, then |Wν| >
|Wµ¯|, that is, Wµ¯ is the smallest possible orbit for weights having exactly 4
nonzero coefficients. Indeed, by Lemma 4.1.2,
|Wµ¯| =
(ℓ+ 1)!
(ℓ− 3)!
= (ℓ+ 1) ℓ (ℓ− 1) (ℓ− 2) and
|Wν| =
(ℓ+ 1)!
i1! (i2 − i1)! (i3 − i2)! (i4 − i3)! (ℓ− i4 + 1)!
.
Thus, as we prove in Appendix B.2, for all ℓ ≥ 4.
|Wν|
|Wµ¯|
=
(ℓ− 3)!
i1! (i2 − i1)! (i3 − i2)! (i4 − i3)! (ℓ− i4 + 1)!
≥ 1 . (21)
Now for ℓ ≥ 4, |Wµ¯| − ℓ( ℓ + 1)2 = ℓ (ℓ3 − 2ℓ2 − ℓ + 2) − ℓ( ℓ + 1)2 =
ℓ [ℓ(ℓ2 − 3ℓ− 3) + 1] > 0 (as ℓ2 − 3ℓ− 3 is a positive increasing function on ℓ,
provided ℓ ≥ 4 ). Therefore, |Wν| ≥ |Wµ¯| > ℓ(ℓ+ 1)2, proving the claim.
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Step 2: As µ has at least 4 nonzero coefficients, by Lemma 4.1.1, |Wµ| > |Wν|
for some weight ν with exactly 4 nonzero coefficients. Hence, by Step 1, |Wµ| >
ℓ(ℓ+ 1)2.
Therefore, if µ ∈ X++(V ) is a good weight with at least 4 nonzero coefficients,
then s(V ) ≥ |Wµ| > ℓ(ℓ + 1)2 and, by (19), V is not an exceptional module.
If µ ∈ X++(V ) is a bad weight, then write µ = b1 ωi1 + b2 ωi2 + b3 ωi3 +
b4 ωi4 + · · · , (where b1, b2, b3, b4 ≥ 2 are the first 4 nonzero coefficients of µ
and i1 < i2 < i3 < i4). Thus, the good weight µ1 = µ − (αi2 + · · · + αi3) =
b1 ωi1 + ωi2−1 + (b2 − 1)ωi2 + (b3 − 1)ωi3 + ωi3+1 + b4 ωi4 + · · · ∈ X++(V ).
As µ1 has at least 4 nonzero coefficients, by Step 2, s(V ) ≥ |Wµ1| > ℓ(ℓ+1)2 .
Hence, again by (19), V is not an exceptional module. This proves the lemma.
Now we can prove
Lemma 3.2.1. Let g = sl(np,K), where p > 2 and np ≥ 4. Then the Steinberg
module V = E((p− 1)ρ) is not an exceptional module, but it is non-free.
Proof: By Lemma 4.3.1, V is not exceptional. To prove that V is non-free, let
z = hα1 + 2 hα2 + 3 hα3 + · · · + (np− 1) hαnp−1 .
First we claim that z is a nonzero central element of g. Indeed, note that
αj(z) = (j−1) · (−1) + j ·2 + (j+1) · (−1) = 0 for all j = 2, . . . , np−2 . Also
α1(z) = αnp−1(z) = 0. Hence, [z, eαj ] = αj(z) eαj = 0, for all j . Therefore,
[z, eα] = 0 for all α ∈ R. But {eα / α ∈ R} generate g , hence [z, y] = 0 for
all y ∈ g , proving the claim.
Now we prove that z ∈ gv for all v ∈ V . We have
(p− 1)ρ(z) = (p− 1)
np−1∑
i=1
ωi(z) = (p− 1)
np−1∑
i=1
i
2(ωi, αi)
(αi, αi)
= (p− 1)
np−1∑
i=1
i =
(p− 1) (np− 1)np
2
≡ 0 (mod p).
The other weights of V = E((p − 1)ρ) are of the form (p − 1)ρ −
∑
β>0
nββ ,
where nβ ∈ Z+ . Hence µ(z) = 0, for each µ ∈ X++(V ). The vectors v ∈ V are
of the form v =
∑
vµ, with vµ ∈ Vµ . Thus z ·v =
∑
z ·vµ =
∑
µ(z) vµ = 0,
whence z ∈ gv for all v ∈ V . Thus, V is a non-free module.
From now on, by Lemma 4.3.1, it suffices to consider Aℓ(K)-modules
V such that X++(V ) contains only weights with at most 3 nonzero
coefficients. The following lemmas reduce this assumption even further.
Lemma 4.3.2. Let ℓ ≥ 4. If V is an Aℓ(K)-module such that X++(V ) satisfies
any of the following conditions, then V is not an exceptional g-module.
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(a) X++(V ) contains at least 2 good weights with 3 nonzero coefficients.
(b) X++(V ) contains a bad weight with 3 nonzero coefficients.
(c) X++(V ) contains just one good weight with 3 nonzero coefficients, (at
least) 2 good weights with 2 nonzero coefficients and a nonzero minimal weight or
any other good weight.
Proof: Let µ = aωi1 + b ωi2 + c ωi3 be a weight with i1 < i2 < i3 and
a, b, c ≥ 1. For ℓ ≥ 4, the orbit size of µ is
|Wµ| =
(ℓ+ 1)!
i1! (i2 − i1)! (i3 − i2)! (ℓ− i3 + 1)!
≥
(ℓ + 1)!
(ℓ − 2)!
= ℓ (ℓ2 − 1). (22)
This inequality is proved in Appendix B.3.
(a) If X++(V ) has at least 2 good weights with exactly 3 nonzero coefficients,
then s(V ) − ℓ(ℓ+ 1)2 ≥ 2 ℓ (ℓ2 − 1) − (ℓ3 + 2ℓ2 + ℓ) = ℓ (ℓ2 − 2ℓ − 3) > 0,
for all ℓ ≥ 4. Hence, by (19), V is not exceptional.
(b) If µ = aωi1 + b ωi2 + c ωi3 ∈ X++(V ) is bad, then a, b, c ≥ 2. Thus,
µ1 = µ− (αi1 + · · ·+ αi2) = ωi1−1 + (a− 1)ωi1 + (b− 1)ωi2 + ωi2+1 + c ωi3 ,
µ2 = µ− (αi2 + · · ·+ αi3) = aωi1 + ωi2−1 + (b− 1)ωi2 + (c− 1)ωi3 + ωi3+1
are good weights in X++(V ), both with at least 3 nonzero coefficients, hence
satisfying (a).
(c) If ν = aωi1 + bωi2 is a weight with 2 nonzero coefficients, then |Wν| ≥
ℓ (ℓ + 1), for all ℓ ≥ 4. Indeed, by Appendix B.4,
|Wν| =
(ℓ+ 1)!
i1! (i2 − i1)! (ℓ− i2 + 1)!
≥
(ℓ + 1)!
(ℓ − 1)!
= ℓ (ℓ + 1). (23)
Thus, if X++(V ) contains just one good weight with 3 nonzero coefficients, at
least 2 good weights with 2 nonzero coefficients and a minimal weight ωi 6= 0
or any other good weight (whose orbit size is ≥ 1) then, by (22) and (23),
s(V ) ≥ ℓ (ℓ2 − 1) + 2 ℓ (ℓ + 1) + 1 = ℓ ( ℓ + 1 )2 + 1 > ℓ ( ℓ + 1 )2 and,
by (19), V is not an exceptional module. This proves the lemma.
Lemma 4.3.3. Let ℓ ≥ 4. If V is an Aℓ(K)-module such that X++(V ) con-
tains a good weight with 3 nonzero coefficients, then V is not an exceptional
g-module.
Proof: Let µ = aωi1 + b ωi2 + c ωi3, with 1 < i1 < i2 < i3 and a, b, c
nonzero, be a good weight in X++(V ).
Case 1: Suppose 1 < i1 < i2 < i3 < ℓ .
For a ≥ 1, b ≥ 1, c ≥ 1, µ = aωi1 + bωi2 + cωi3 and µ1 = µ− (αi1 + · · ·+ αi3) =
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ωi1−1 + (a − 1)ωi1 + b ωi2 + (c − 1)ωi3 + ωi3+1 are good weights in X++(V ).
Hence, Lemma 4.3.2(a) applies.
Case 2: Suppose 1 < i1 < i2 < i3 = ℓ (or graph-dually 1 = i1 < i2 < i3 < ℓ ).
(i) For a ≥ 2, b ≥ 1, c ≥ 1 (or a ≥ 1, b ≥ 1, c ≥ 2 ), µ = aωi1 + bωi2 + cωℓ
and µ1 = µ − (αi1 + · · · + αℓ) = ωi1−1 + (a − 1)ωi1 + b ωi2 + (c − 1)ωℓ are
good weights in X++(V ). Hence, Lemma 4.3.1 or 4.3.2(a) applies.
(ii) For a = c = 1, b ≥ 2, µ = ωi1 + bωi2 +ωℓ and µ1 = µ− (αi1 + · · ·+ αi2) =
ωi1−1 + (b − 1)ωi2 + ωi2+1 + ωℓ are both good weights in X++(V ). Thus,
Lemma 4.3.1 or 4.3.2(a) applies.
(iii) For a = b = c = 1, µ = ωi1 + ωi2 + ωℓ and µ1 = µ − (αi1+· · ·+αi2) =
ωi1−1 + ωi2+1 + ωℓ ∈ X++(V ). For i2+1 < ℓ, µ1 has 3 nonzero coefficients and
Lemma 4.3.2(a) applies. For i2+1 = ℓ, µ = ωi1 + ωℓ−1 + ωℓ, µ1 = ωi1−1 + 2ωℓ,
µ2 = µ1 − αℓ = ωi1−1 + ωℓ−1, µ3 = µ2 − (αi1−1+ · · ·+αℓ−1) = ωi1−2 + ωℓ ∈
X++(V ) and Lemma 4.3.2(c) applies.
In any of that above cases, V is not an exceptional module.
Case 3: Suppose i1 = 1, i3 = ℓ and 2 < i2 < ℓ− 1 .
(i) For a ≥ 1, b ≥ 2, c ≥ 1, µ = aω1 + b ωi2 + c ωℓ and µ1 = µ − αi2 =
aω1 + ωi2−1 + (b− 2)ωi2 + ωi2+1 + c ωℓ ∈ X++(V ) and Lemma 4.3.1 applies.
(ii) For a ≥ 2, b = 1, c ≥ 1 (or a ≥ 1, b = 1, c ≥ 2 ), µ = aω1 +
ωi2 + cωℓ, µ1 = µ − (α1 + · · · + αi2) = (a − 1)ω1 + ωi2+1 + c ωℓ, µ2 =
µ − (αi2 + · · ·+αℓ) = aω1 + ωi2−1 + (c−1)ωℓ and µ3 = µ − (α1+ · · ·+αℓ) =
(a − 1)ω1 + ωi2 + (c − 1)ωℓ ∈ X++(V ). Thus, X++(V ) has at least 2 good
weights with 3 nonzero coefficients and Lemma 4.3.2(a) applies.
(iii) For a = b = c = 1, µ = ω1 + ωi2 + ωℓ, µ1 = µ− (α1 + · · ·+ αi2) =
ωi2+1+ωℓ, µ2 = µ−(αi2+· · ·+αℓ) = ω1+ωi2−1 and µ3 = µ2 − (α1 + · · ·+αi2−1) =
ωi2 are all good weights in X++(V ). Hence, by Lemma 4.3.2(c), V is not an
exceptional module.
Hence, if X++(V ) contains a good weight µ = aωi1 + b ωi2 + c ωi3 (with 3
nonzero coefficients), then we can assume i1 = 1, i2 = 2, i3 = ℓ (or graph-dually
i1 = 1, i2 = ℓ− 1, i3 = ℓ ). This case is treated as follows.
Case 4: i1 = 1, i2 = 2, i3 = ℓ (or graph-dually i1 = 1, i2 = ℓ− 1, i3 = ℓ ).
(i) For a ≥ 1, b ≥ 2, c ≥ 1 (or a ≥ 2, b ≥ 1, c ≥ 1 ), µ = aω1 + bω2 + cωℓ,
µ1 = µ − (α1 + α2) = (a − 1)ω1 + (b− 1)ω2 + ω3 + cωℓ ∈ X++(V ). For
a ≥ 1, b ≥ 1, c ≥ 2, also µ2 = µ−αℓ = aω1+ bω2 +ωℓ−1+ (c−2)ωℓ ∈ X++(V ).
In both cases, as ℓ ≥ 4, Lemma 4.3.1 or 4.3.2(a) applies.
Therefore, if X++(V ) contains a good weight µ with 3 nonzero coefficients,
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then we can assume that µ = ω1 + ω2 + ωℓ .
(ii) Let µ = µ0 = ω1 + ω2 + ωℓ ∈ X++(V ). Then µ1 = ω3 + ωℓ ,
µ2 = µ1 − (α3 + · · · + αℓ) = ω2 ∈ X++(V ). For ℓ ≥ 6 and any prime p,
s(V ) ≥ (ℓ+ 1) ℓ (ℓ− 1) +
(ℓ+ 1) ℓ (ℓ− 1)(ℓ− 2)
3!
+
(ℓ + 1) ℓ
2!
=
(ℓ+ 1) ℓ (ℓ2 + ℓ+ 3)
6
> ℓ (ℓ+ 1)2 .
Hence, by (19), V is not an exceptional module.
For ℓ = 5 and p ≥ 2 , |R+long−R
+
µ,p| ≥ 8 . Thus rp(V ) ≥
120 · 8
30
= 32 > 30 .
For ℓ = 4, µ = ω1 + ω2 + ω4 , µ1 = ω3 + ω4 . For p ≥ 2 , |R
+
long − R
+
µ,p| ≥
6, |R+long − R
+
µ,p| ≥ 4. Thus rp(V ) ≥
60 · 6
20
+
20 · 4
20
= 22 > 20 . Hence, for
ℓ = 4, 5, by (20), V is not an exceptional module. This proves the lemma.
The main theorem for groups of type Aℓ is as follows. Its proof is given in
Appendix A.1.
Theorem 4.3.2. If V is an infinitesimally irreducible Aℓ(K)-module with high-
est weight listed in Table 3 (p. 15), then V is an exceptional g-module. If V
has highest weight different from the ones listed in Tables 3 or 10 (p. 18), then
V is not an exceptional g-module.
4.3.2.2. Algebras of Type B
By Theorem 3.3.1, any Bℓ(K)-module V such that
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| >
{
2 ℓ3 if ℓ ≥ 5
8 ℓ2 if ℓ ≤ 4.
(24)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > 2 ℓ
2 (25)
is not an exceptional g-module. Note that for ℓ = 4, 8ℓ2 = 2ℓ3 . For groups
of type Bℓ, |W | = 2ℓ ℓ!, |Rlong| = |Dℓ| = 2 ℓ (ℓ− 1) and |R
+
long| = ℓ (ℓ− 1).
Recall that p ≥ 3. The orbit sizes of weights are given by Lemma 4.1.3.
Let V be a Bℓ(K)-module. We prove a reduction lemma.
Lemma 4.3.4. Let ℓ ≥ 4. If X++(V ) contains a weight with 3 or more nonzero
coefficients, then V is not an exceptional g-module.
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Proof: I) Let µ = b1 ω1 + · · · + bℓ ωℓ ∈ X++(V ) be a good weight with at
least 3 nonzero coefficients. We claim that s(V ) > 2ℓ3 .
Step 1: Write µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · , where 1 ≤ ii < i2 < i3
are the first 3 nonzero coefficients of µ. By Lemma 4.1.1, |Wµ| ≥ |Wµ¯|, where
µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 with dj 6= 0 for all 1 ≤ j ≤ 3. Therefore, to prove
the claim, it suffices to prove that |Wµ¯| > 2 ℓ3, for any weight µ¯ with exactly 3
nonzero coefficients.
Step 2: Let µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 with dj 6= 0 for 1 ≤ j ≤ 3 . We
prove that |Wµ¯| > 2 ℓ3 by considering the different possibilities for (i1, i2, i3).
(a) Let (i1, i2, i3) = (1, 2, 3) . In this case denote µ¯ by ν = c1 ω1 + c2ω2 +
c3 ω3 , with c1, c2, c3 all nonzero. Then |Wν| = 23 ℓ (ℓ − 1) (ℓ − 2) . Thus, for
ℓ ≥ 4, |Wν| − 2 ℓ3 = 6ℓ2 (ℓ− 4) + 16ℓ > 0 whence |Wν| > 2 ℓ3 .
Note: For ℓ = 4, any choice of (i1, i2, i3) implies |Wµ¯| = 26·3 > 27 = 8·42.
Thus, from now on let ℓ ≥ 5 and ν = c1 ω1 + c2ω2 + c3 ω3 , with ci 6= 0.
(b)i) Let 1 ≤ i1 < i2 < i3 < ℓ− 1 and µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 , with
dj 6= 0. Then |Wµ¯| = 2
i3
(
i2
i1
)(
i3
i2
)(
ℓ
i3
)
. Note that for 1 ≤ i1 < i2 < i3, 3 ≤
i3 ≤ ℓ− 3 and ℓ ≥ 6, we have
(
ℓ
i3
)
≥
(
ℓ
3
)
and
(
i2
i1
)(
i3
i2
)
≥ 6 . Thus,
|Wµ¯|
|Wν|
=
2i3−3
ℓ(ℓ− 1)(ℓ− 2)
(
i2
i1
)(
i3
i2
)(
ℓ
i3
)
≥
2i3−3 · 6
ℓ(ℓ− 1)(ℓ− 2)
(
ℓ
3
)
= 2i3−3 ≥ 1 .
Hence, for ℓ ≥ 6, |Wµ¯| ≥ |Wν| > 2ℓ3 .
ii) If 1 ≤ i1 < i2 < i3 = ℓ− 2 then, for 2 ≤ i2 ≤ ℓ− 3 and ℓ ≥ 5,
|Wµ¯|
|Wν|
=
2ℓ−6
(ℓ− 2)
(
i2
i1
)(
ℓ− 2
i2
)
≥
2ℓ−6
(ℓ− 2)
(
i2
i1
)(
ℓ− 2
2
)
≥ 2ℓ−6 (ℓ− 3) ≥ 1 .
Therefore, if µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3, with dj 6= 0 and 1 ≤ i1 < i2 <
i3 ≤ ℓ− 2 , then |Wµ¯| ≥ |Wν| > 2ℓ
3 . Hence, we can assume ℓ− 1 ≤ i3 .
We deal with this case in the sequel.
(c) For 1 ≤ i1 < i2 < i3 = ℓ− 1, µ¯ = b1 ωi1 + b2 ωi2 + b3 ωℓ−1 and
|Wµ¯| = 2ℓ−1 ℓ
(
i2
i1
)(
ℓ− 1
i2
)
. Thus, for 2 ≤ i2 ≤ ℓ− 2 and ℓ ≥ 4,
|Wµ¯|
|Wν|
=
2ℓ−4 ℓ
ℓ (ℓ− 1) (ℓ− 2)
(
i2
i1
)(
ℓ− 1
i2
)
≥ 2ℓ−4 ≥ 1 .
d)i) Let 1 ≤ i1 < i2 < i3 = ℓ. Then µ = µ¯ = b1 ωi1 + b2 ωi2 + b3 ωℓ and
|Wµ¯| = 2ℓ ℓ
(
i2
i1
)(
ℓ− 1
i2
)
. Thus, for 3 ≤ i2 ≤ ℓ− 2 and ℓ ≥ 5,
|Wµ¯|
|Wν|
=
2ℓ−3
ℓ(ℓ− 1)(ℓ− 2)
(
i2
i1
)(
ℓ
i2
)
≥ 2ℓ−4 ≥ 1 .
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ii) For i2 = 2 (hence i1 = 1 ) and i3 = ℓ, µ = µ¯ = b1 ω1 + b2 ω2 + b3 ωℓ .
Then, for ℓ ≥ 4, |Wµ| = 2ℓ ℓ(ℓ− 1) > 2ℓ3 .
iii) For 1 ≤ i1 < i2 = ℓ − 1, i3 = ℓ, µ = µ¯ = b1 ωi1 + b2 ωℓ−1 + b3 ωℓ
and |Wµ¯| = 2ℓ ℓ
(
ℓ− 1
i1
)
. Hence, for 1 ≤ i1 ≤ ℓ − 2 and ℓ ≥ 4, |Wµ¯| ≥
2ℓ ℓ (ℓ− 1) > 2ℓ3 .
Therefore, if X++(V ) contains a good weight µ with at least 3
nonzero coefficients, then s(V ) ≥ |Wµ| > 2ℓ3 . Hence, by (24), V is
not an exceptional module.
II) Suppose that µ is a bad weight in X++(V ). This implies bj ≥ 3 for all
nonzero coefficients. We claim that it is possible to produce, from µ, a good
weight µ1 ∈ X++(V ) having 3 or more nonzero coefficients. Indeed:
(a) if 1 ≤ ii < i2 < i3 < ℓ− 1, then µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · and
µ1 = µ−(αi2+· · ·+αi3) = b1 ωi1 + ωi2−1 + (b2−1)ωi2 + (b3−1)ωi3 + ωi3+1 + · · · ∈
X++(V ).
(b) if 1 ≤ ii < i2 < i3 = ℓ − 1, then µ = b1 ωi1 + b2 ωi2 + b3 ωℓ−1 + · · ·
and µ1 = µ − (αi1 + · · · + αi2) = ωi1−1 + (b1 − 1)ωi1 + (b2 − 1)ωi2 + ωi2+1 +
b3 ωℓ−1 + · · · ∈ X++(V ).
(c) if 1 ≤ ii < i2 < i3 = ℓ, then µ = b1 ωi1 + b2 ωi2 + b3 ωℓ and
µ1 = µ− (αi1 + · · ·+ αℓ) = ωi1−1 + (b1 − 1)ωi1 + b2ωi2 + b3 ωℓ ∈ X++(V ).
In all these cases, µ1 is a good weight with at least 3 nonzero coefficients,
since b1, b2, b3 ≥ 3. Hence, by Part I of this proof, s(V ) ≥ |Wµ1| > 2ℓ3 and,
by (24), V is not an exceptional module. This proves the lemma.
The main theorem for groups of type B is as follows. Its proof is given in
Appendix A.2.
Theorem 4.3.3. Suppose p > 2. If V is an infinitesimally irreducible Bℓ(K)-
module with highest weight listed in Table 4 (p. 16), then V is an exceptional
g-module. If V has highest weight different from the ones listed in Tables 4 or 6
(p. 16), then V is not an exceptional g-module.
4.3.2.3. Algebras of Type C
By Theorem 3.3.1, any Cℓ(K)-module V such that
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| > 4 ℓ
3 (26)
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or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > 2 ℓ
2 (27)
is not an exceptional g-module. For groups of type Cℓ, |W | = 2ℓ ℓ!, |Rlong| =
|Aℓ1| = 2 ℓ and |R
+
long| = ℓ. Recall that p ≥ 3. The orbit sizes of weights are
given by Lemma 4.1.3.
Let V be a Cℓ(K)-module. We prove a reduction lemma.
Lemma 4.3.5. Let ℓ ≥ 6. If X++(V ) contains a weight with 3 or more nonzero
coefficients, then V is not an exceptional g-module.
Proof: I) Let µ = b1 ω1 + · · · + bℓ ωℓ ∈ X++(V ) be a good weight with at
least 3 nonzero coefficients. We claim that s(V ) > 4ℓ3 , for ℓ ≥ 6.
Step 1: Write µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · , where 1 ≤ ii < i2 < i3
are the first 3 nonzero coefficients of µ. By Lemma 4.1.1, |Wµ| ≥ |Wµ¯|, where
µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 with dj 6= 0 for all 1 ≤ j ≤ 3. Therefore, to prove
the claim, it suffices to prove that |Wµ¯| > 4 ℓ3, for any weight µ¯ with exactly 3
nonzero coefficients.
Step 2: Let µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 with dj 6= 0 for 1 ≤ j ≤ 3 . We
prove that |Wµ¯| > 4 ℓ3 by considering the different possibilities for (i1, i2, i3).
(a) Let (i1, i2, i3) = (1, 2, 3) and denote µ¯ by ν = c1 ω1 + c2ω2 + c3 ω3 ,
with c1, c2, c3 all nonzero. Then |Wν| =
2ℓ ℓ!
2(ℓ−3) (ℓ− 3)!
= 23 ℓ (ℓ− 1) (ℓ− 2) .
Thus, for ℓ ≥ 6, |Wν| − 4 ℓ3 = 4ℓ2 (ℓ− 6) + 16ℓ > 0 whence |Wν| > 4 ℓ3 .
(b) Let 1 ≤ i1 < i2 < i3 < ℓ − 1 and µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3 , with
dj 6= 0. Then |Wµ¯| = 2
i3
(
i2
i1
)(
i3
i2
)(
ℓ
i3
)
. Thus, for 3 ≤ i3 ≤ ℓ−2 and ℓ ≥ 6,
|Wµ¯| − 4 ℓ3 ≥ 23 ℓ (ℓ− 1) (ℓ− 2) − 4 ℓ3 ≥ 4ℓ2 (ℓ− 6) + 16ℓ > 0 .
Therefore, if µ¯ = d1 ωi1 + d2 ωi2 + d3 ωi3, with dj 6= 0 and 1 ≤ i1 <
i2 < i3 ≤ ℓ− 2 , then |Wµ¯| > 2ℓ3 . Hence, we can assume ℓ− 1 ≤ i3 . We
deal with this case in the sequel.
(c) For 1 ≤ i1 < i2 < i3 = ℓ− 1, µ¯ = b1 ωi1 + b2 ωi2 + b3 ωℓ−1 and
|Wµ¯| = 2ℓ−1 ℓ
(
i2
i1
)(
ℓ− 1
i2
)
. Thus, for 2 ≤ i2 ≤ ℓ − 2 and ℓ ≥ 5, |Wµ¯| ≥
2ℓ−1 ℓ (ℓ− 1) (ℓ− 2) > 4ℓ3 .
d) Let 1 ≤ i1 < i2 < i3 = ℓ and µ = µ¯ = b1 ωi1 + b2 ωi2 + b3 ωℓ.
Then, |Wµ¯| = 2ℓ
(
i2
i1
)(
ℓ
i2
)
. Hence, for 2 ≤ i2 ≤ ℓ − 1 and ℓ ≥ 5, we have
|Wµ¯| ≥ 2ℓ ℓ (ℓ− 1) > 4ℓ3 .
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Therefore, if X++(V ) contains a good weight µ with at least 3
nonzero coefficients, then s(V ) ≥ |Wµ| > 2ℓ3 . Hence, by (24), V is
not an exceptional module.
II) Suppose that µ is a bad weight in X++(V ) with at least 3 nonzero coef-
ficients. As p ≥ 3, we have bj ≥ 3 for all nonzero coefficients. We claim that it
is always possible to produce, from µ, a good weight µ1 ∈ X++(V ) having 3 or
more nonzero coefficients. Indeed:
(a) if 1 ≤ ii < i2 < i3 ≤ ℓ− 1, then µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · and
µ1 = µ−(αi2+· · ·+αi3) = b1 ωi1 + ωi2−1 + (b2−1)ωi2 + (b3−1)ωi3 + ωi3+1 + · · · ∈
X++(V ).
(b) if 1 ≤ ii < i2 < i3 = ℓ, then µ = b1 ωi1 + b2 ωi2 + b3 ωℓ and µ1 =
µ−(αi1+ · · ·+αℓ) = ωi1−1 + (b1−1)ωi1 + b2ωi2 + ωℓ−1 + (b3−1)ωℓ ∈ X++(V ).
In all these cases, µ1 is a good weight with at least 3 nonzero coefficients,
since b1, b2, b3 ≥ 3. Hence, by Part I of this proof, s(V ) ≥ |Wµ1| > 4ℓ3 and,
by (24), V is not an exceptional module. This proves the lemma.
The main theorem for groups of type C is as follows. Its proof is given in
Appendix A.3.
Theorem 4.3.4. Suppose p > 2. If V is an infinitesimally irreducible Cℓ(K)-
module with highest weight listed in Table 5 (p. 16), then V is an exceptional
g-module. If V has highest weight different from the ones listed in Tables 5 or 7
(p. 17), then V is not an exceptional g-module.
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4.3.2.4. Algebras of Type D
By Theorem 3.3.1, any Dℓ(K)-module V such that
s(V ) =
∑
µ good
µ∈X++(V )
mµ |Wµ| >
{
2 ℓ2 (ℓ− 1) if ℓ ≥ 5
8 ℓ2 (ℓ−1)
(ℓ−2)
if ℓ ≤ 4.
(28)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > 2 ℓ (ℓ− 1) (29)
is not an exceptional g-module. For groups of type Dℓ , |W | = 2ℓ−1 ℓ!, |R| =
|Rlong| = 2ℓ(ℓ− 1). The orbit sizes of weights are given by Lemma 4.1.3.
Let V be a Dℓ(K)-module. We prove a reduction lemma.
Lemma 4.3.6. Let ℓ ≥ 5. If X++(V ) contains a weight with 3 or more nonzero
coefficients, then V is not an exceptional g-module.
Proof: I) Let µ = b1 ω1 + · · · + bℓ ωℓ ∈ X++(V ) be a good weight with at
least 3 nonzero coefficients. We claim that s(V ) > 2ℓ2 (ℓ− 1) .
Step 1: Write µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · , where 1 ≤ ii < i2 < i3
are the first 3 nonzero coefficients of µ. By Lemma 4.1.1, |Wµ| ≥ |Wµ¯|, where
µ¯ = aωi1 + bωi2 + cωi3 with a, b, c 6= 0. Therefore, to prove the claim, it
suffices to prove that |Wµ¯| > 2 ℓ2 (ℓ − 1), for any weight µ¯ with exactly 3
nonzero coefficients.
Step 2: Let µ¯ = aωi1 + bωi2 + cωi3 with a, b, c 6= 0. We prove that
|Wµ¯| > 2 ℓ2 (ℓ− 1) by considering the different possibilities for (i1, i2, i3).
(a) Let 1 ≤ i1 < i2 < i3 ≤ ℓ−3 (hence ℓ ≥ 6 ) and µ¯ = aωi1 + bωi2 + cωi3 .
Then for 3 ≤ i3 ≤ ℓ− 3 and ℓ ≥ 6,
(
ℓ
i3
)
≥
(
ℓ
3
)
and
(
i2
i1
)(
i3
i2
)
≥ 6 . Hence
|Wµ¯| = 2i3
(
i2
i1
)(
i3
i2
)(
ℓ
i3
)
≥ 23 ℓ (ℓ− 1) (ℓ− 2) > 2 ℓ2 (ℓ− 1) .
(b) For 1 ≤ i1 < i2 < i3 = ℓ − 2, µ¯ = aωi1 + bωi2 + cωℓ−2 . Thus, for
2 ≤ i2 ≤ ℓ− 3 and ℓ ≥ 5,
|Wµ¯| =
2ℓ−1 ℓ!
i1! (i2 − i1)! (ℓ− 2− i2)! 2! 2!
= 2ℓ−3 ℓ (ℓ− 1)
(
i2
i1
)(
ℓ− 2
i2
)
≥ 2ℓ−3 ℓ (ℓ− 1) (ℓ− 2) > 2 ℓ2 (ℓ− 1) .
(c) For 1 ≤ i1 < i2 ≤ ℓ− 2, i3 = ℓ− 1 (or by a graph-twist 1 ≤ i1 < i2 ≤
ℓ − 2, i3 = ℓ ), µ¯ = aωi1 + bωi2 + cωℓ−1 (or µ¯ = aωi1 + bωi2 + cωℓ ). Thus,
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for 2 ≤ i2 ≤ ℓ− 2 and ℓ ≥ 5,
|Wµ¯| = 2ℓ−1
(
i2
i1
)(
ℓ
i2
)
≥ 2ℓ−1 · 2
(
ℓ
2
)
≥ 2ℓ−1 ℓ (ℓ− 1) > 2 ℓ2 (ℓ− 1) .
(d) For 1 ≤ i1 ≤ ℓ − 2, i2 = ℓ− 1 and i3 = ℓ, µ¯ = aωi1 + bωℓ−1 + cωℓ .
Thus, for ℓ ≥ 5, |Wµ¯| = 2ℓ−1 ℓ
(
ℓ− 1
i1
)
≥ 2ℓ−1 ℓ (ℓ− 1) > 2 ℓ2 (ℓ− 1) .
Therefore, if X++(V ) contains a good weight µ with at least 3
nonzero coefficients, then s(V ) ≥ |Wµ| > 2ℓ2 (ℓ−1) . Hence, by (28), V
is not an exceptional module.
II) Let µ be a bad weight in X++(V ) with at least 3 nonzero coefficients. We
have bj ≥ 2 for all nonzero coefficients. We claim that it is possible to produce,
from µ, a good weight µ1 ∈ X++(V ) having 3 or more nonzero coefficients.
Indeed,
(a) if 1 ≤ i1 < i2 < i3 < ℓ− 2, then µ = b1 ωi1 + b2 ωi2 + b3 ωi3 + · · · and
µ1 = µ−(αi2+· · ·+αi3) = b1 ωi1 +ωi2−1+ (b2−1)ωi2 +(b3−1)ωi3 +ωi3+1+ · · · ∈
X++(V ).
(b) if 1 ≤ i1 < i2 < i3 = ℓ − 2. Then µ = b1 ωi1 + b2 ωi2 + b3 ωℓ−2 + · · ·
and µ1 = µ− (αi2 + · · ·+αℓ−2) = b1 ωi1 + ωi2−1 + (b2−1)ωi2 + (b3−1)ωℓ−2 +
ωℓ−1 + ωℓ ∈ X++(V ).
(c) if 1 ≤ i1 < i2 < i3 = ℓ − 1 (or by a graph-twist i3 = ℓ ), then
µ = b1 ωi1 + b2 ωi2 + b3 ωℓ−1 + · · · (or µ = b1 ωi1 + b2 ωi2 + b3 ωℓ ).
i) For 1 ≤ i1 < i2 < ℓ− 2, X++(V ) contains µ1 = µ − (αi1 + · · ·+ αi2) =
ωi1−1 + (b1 − 1)ωi1 + (b2 − 1)ωi2 + ωi2+1 + b3 ωℓ−1 + · · · (or µ1 = µ− (αi1 +
· · ·+ αi2) = ωi1−1 + (b1 − 1)ωi1 + b2ωi2 + ωi2+1 + b3 ωℓ.)
ii) For i2 = ℓ− 2, µ = b1 ωi1 + b2 ωℓ−2 + b3 ωℓ−1 + · · · (or µ = b1 ωi1 +
b2 ωℓ−2 + b3 ωℓ ) and µ1 = µ− (αi1 + · · ·+ αℓ−2) = ωi1−1 + (b1 − 1)ωi1 + (b2 −
1)ωℓ−2 + (b3 + 1)ωℓ−1 + ωℓ (or µ1 = µ − (αi1 + · · ·+ αℓ−2) = ωi1−1 + (b1 −
1)ωi1 + (b2 − 1)ωℓ−2 + ωℓ−1 + (b3 + 1)ωℓ) ∈ X++(V ).
In all these cases, µ1 is a good weight with at least 3 nonzero coefficients,
since b1, b2, b3 ≥ 2. Hence, by Part I of this proof, s(V ) ≥ |Wµ1| > 2ℓ3 and,
by (28), V is not an exceptional module. This proves the lemma.
The main theorem for groups of type D is as follows. Its proof is given in
Appendix A.4.
Theorem 4.3.5. If V is an infinitesimally irreducible Dℓ(K)-module with high-
est weight listed in Table 8 (p. 17), then V is an exceptional g-module. If V
has highest weight different from the ones listed in Tables 8 or 9 (p. 18), then
V is not an exceptional g-module.
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Chapter 5
The Proofs
In this Chapter, Theorem 4.3.1 (p. 63) is proved. The proof is divided into
lemmas for each group or algebra type. Recall that dim g = |R| + ℓ and ε =
dim z(g) . We use Lemma 4.1.4 for sizes of centralizers and orbits of weights. The
notation for roots is as follows. For γ =
ℓ∑
j=1
bj αj , we write γ = (b1 b2 · · · bℓ) .
5.1 Groups or Lie Algebras of Exceptional Type
Remark: Let R be of type E6, E7 or E8. Let λ =
ℓ∑
i=1
ai ωi be a dominant
weight such that ak 6= 0, for some 1 ≤ k ≤ ℓ. Then CW (λ) ⊆ CW (ωk). Hence,
by Lemma 4.1.1, |Wλ| ≥ |Wωk|.
5.1.1 Type E6
In this case the orbit sizes of the fundamental weights are as follows.
ωi ω1 ω2 ω3 ω4 ω5 ω6
|Wωi| 27 72 216 720 216 27
By Theorem 3.3.1, any E6(K)-module V such that
s(V ) =
∑
µ∈X++(V )
µ good
mµ |Wµ| > 324 (30)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long − R
+
µ,p| > 72 (31)
is not an exceptional g-module. For groups of type E6 , |W | = 27 · 34 · 5 and
|Rlong| = |R| = 72 = 23 · 32 . The following are reduction lemmas.
Lemma 5.1.1. Let V be an E6(K)-module. If X++(V ) contains:
(a) a good weight with at least 3 nonzero coefficients or
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(b) a (good or bad) weight with nonzero coefficient for ω4 (this will be called
the ω4-argument hereafter),
then V is not an exceptional g-module.
Proof: (a) Let µ =
6∑
i=1
ai ωi (with at least 3 nonzero coefficients) be a good
weight in X++(V ). Then s(V ) ≥ |Wµ| ≥ 24 · 33 · 5 > 324. Hence, by (30), V
is not an exceptional g-module.
(b) Let µ =
6∑
i=1
ai ωi be such that a4 6= 0. By Remark 5.1, |Wµ| ≥ 720 .
If µ is a good weight in X++(V ), then s(V ) ≥ 720 > 324. Hence, by (30),
V is not exceptional.
If µ is a bad weight in X++(V ) (with a4 6= 0 , hence a4 ≥ 2 ), then µ1 =
µ−α4 = a1ω1+ (a2+1)ω2+ (a3+1)ω3+ (a4−2)ω4+ (a5+1)ω5+ a6ω6 ∈ X++(V )
is a good weight with (at least) 3 nonzero coefficients. Hence, by (a), V is not
exceptional. This proves the lemma.
Lemma 5.1.2. Let V be an E6(K)-module. If X++(V ) contains a good weight
with 2 nonzero coefficients, then V is not an exceptional g-module.
Proof: Let µ = aωj + bωk (with 1 ≤ j < k ≤ 6 and a ≥ 1, b ≥ 1 ) be a good
weight in X++(V ).
(a) If j = 4 or k = 4, then the ω4-argument (Lemma 5.1.1(b)) applies.
(b) Let µ ∈ { aω1 + bω2 , aω1 + bω3 , aω2 + bω6 , a5ω5 + a6ω6 , } . Then
s(V ) ≥ |Wµ| ≥
27 · 34 · 5
5!
= 432 > 324 . Hence, by (30), V is not exceptional.
(c) Let µ ∈ { aω1 + bω5 , aω2 + bω3 , aω2 + bω5 , aω3 + bω6 }. Then
s(v) ≥ |Wµ| = 23 · 33 · 5 = 1080 > 324 . Hence, by (30), V is not exceptional.
(d) Let µ = aω1 + bω6 ∈ X++(V ) .
For a ≥ 2, b ≥ 1 (resp., a ≥ 1, b ≥ 2 ), µ1 = µ−α1 = (a− 2)ω1 + ω3 + bω6
(resp., µ1 = µ − α6 = aω1 + ω5 + (b − 2)ω6 ) ∈ X++(V ) . For a ≥ 3 (resp.,
b ≥ 3 ), Lemma 5.1.1(a) applies. For a = 2 (resp., b = 2 ), µ1 satisfies case (c)
(resp., (b)) of this proof. In any case V is not exceptional.
Let µ = ω1 + ω6 ∈ X++(V ). Then µ1 = µ − (1 0 1 1 1 1) = ω2 ∈ X++(V ).
For p ≥ 2, |R+long − R
+
µ,p| ≥ 16 and |R
+
long − R
+
µ1,p
| ≥ 20. Thus rp(V ) ≥
2 · 33 · 5 · 16
23 · 32
+
23 · 32 · 20
23 · 32
= 80 > 72 . Hence, by (31), V is not exceptional.
(e) Let µ = aω3 + bω5 . Then s(V ) ≥ |Wµ| = 23 · 33 · 5 = 432 > 324 .
Hence, by (30), V is not exceptional. This proves the lemma.
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Claim 1: (The ω3-(or ω5)-argument). Let p ≥ 3. If V is an E6(K)-
module such that ω3 (or graph-dually ω5 ) ∈ X++(V ), then V is not an excep-
tional g-module.
Indeed, |Wω3| = 23 ·33 and, for p ≥ 3, |R
+
long−R
+
ω3,p
| = 25. Thus rp(V ) ≥
23 · 33 · 25
23 · 32
= 75 > 72 . Hence, by (31), V is not exceptional, proving the claim.
✷
Lemma 5.1.3. Let G be a simply connected simple algebraic group of type E6.
A g-module V is exceptional if and only if its highest weight is ω1, ω2 or ω6.
Proof: (⇐= ) If V has highest weight λ = ω1 (or graph-dually λ = ω6 ),
then dim V = 27 < 78 − ε . Hence, by Proposition 4.2.2, V is an exceptional
module. If V has highest weight ω2 = α˜ then V is the adjoint module, which
is exceptional by Example 3.2.1.
( =⇒ ) Let V be an E6(K)-module.
Claim 2: If X++(V ) contains a nonzero bad weight, then V is not an ex-
ceptional g-module.
Indeed, let ν =
∑6
i=0 ai ωi be a nonzero bad weight in X++(V ). Hence ai ≡ 0
(mod p), for all i and at least one ai 6= 0 (in which case ai ≥ 2.)
(i) a4 6= 0 =⇒ ν satisfies the ω4-argument (Lemma 5.1.1(b)).
(ii) a3 6= 0 (or graph-dually a5 6= 0 ) =⇒ µ = ν − α3 = (a1 + 1)ω1 + a2ω2 +
(a3−2)ω3+(a4+1)ω4+a5ω5+a6ω6 ∈ X++(V ). Hence the ω4-argument applies.
(iii) a2 6= 0 =⇒ µ = ν −α2 = a1ω1+ (a2− 2)ω2+ a3ω3+ (a4+1)ω4+ a5ω5+
a6ω6 ∈ X++(V ). Hence the ω4-argument applies.
(iv) a1 6= 0 (or graph-dually a6 6= 0 ) =⇒ µ = ν − α1 = (a1 − 2)ω1 + a2ω2 +
(a3 + 1)ω3 + a4ω4 + a5ω5 + a6ω6 ∈ X++(V ).
For p ≥ 3, |R+long − R
+
µ,p| = 21 . Thus, as |Wµ| ≥ 2
4 · 33 , rp(V ) ≥
24 · 33 21
23 · 32
= 126 > 72. Hence by (31), V is not exceptional.
For p = 2 and a1 > 2, µ does not occur in X++(V ). For p = 2 we can
assume a1 = 2 and ai = 0 ( 2 ≤ i ≤ 6). Then ν = 2ω1 ∈ X++(V ) only if V has
highest weight λ = ω1 + ω5 (for instance). Hence, by Lemma 5.1.2, V is not
exceptional. This proves Claim 2.
Hence, by Lemma 5.1.2 and Claim 2, if X++(V ) contains a weight
with 2 nonzero coefficients, then V is not an exceptional module.
Therefore, by Claim 2, we can assume that X++(V ) contains only
good weights with at most one nonzero coefficient.
Let λ = aωi (with a ≥ 1 ) be a good weight in X++(V ).
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(a) Let a ≥ 1 and λ = aω4 . Then the ω4-argument (Lemma 5.1.1(b))
applies.
(b) Let a ≥ 1 and λ = aω3 (or graph-dually λ = aω5 ).
For a ≥ 2, µ = λ − α3 = ω1 + (a − 2)ω3 + ω4 ∈ X++(V ). Hence, the
ω4-argument applies.
For a = 1 and p ≥ 3 , λ = ω3 satisfies Claim 1. For p = 2, we may assume
that V has highest weight µ = ω3 . Then µ1 = µ− (112210) = ω6 ∈ X++(V ).
By [GS, p. 414], mµ1 = 4. As |R
+
long − R
+
µ,2| = 20 and |R
+
long − R
+
µ1,2| =
16, r2(V ) ≥
23 · 33 · 20
23 · 32
+ 4 ·
33 · 16
23 · 32
= 84 > 72 . Hence, by (31), V is not
exceptional.
(c) Let a ≥ 1 and λ = aω1 (or graph-dually µ = aω6 ) be a good weight
in X++(V ).
For a ≥ 2, µ1 = λ − α1 = (a − 2)ω1 + ω3 ∈ X++(V ). For a ≥ 3, µ1
satisfies Lemma 5.1.2. For a = 2 (hence p ≥ 3 ), µ1 satisfies Claim 1. In these
cases V is not exceptional.
For a = 1, we may assume that V has highest weight µ = ω1 (or graph-
dually µ = ω6 ). Then dim V = 27 < 78 − ε . Hence, by Proposition 4.2.2,
V is an exceptional module.
(d) Let a ≥ 1 and µ = aω2 be a good weight in X++(V ).
For a ≥ 2, µ1 = µ − α2 = (a − 2)ω2 + ω4 ∈ X++(V ) satisfies the ω4-
argument (Lemma 5.1.1(b)). For a = 1 , we may assume that V has highest
weight ω2 = α˜ . Then V is the adjoint module, which is exceptional by Exam-
ple 3.2.1. This proves the lemma.
5.1.2 Type E7
The orbit sizes of the fundamental weights for groups of type E7 are as follows.
ωi ω1 ω2 ω3 ω4 ω5 ω6 ω7
|Wωi| 126 576 2016 10080 4032 756 56
By Theorem 3.3.1, any E7(K)-module V such that
s(V ) =
∑
µ∈X++(V )
µ good
mµ |Wµ| > 588 (32)
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or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > 126 (33)
is not an exceptional g-module. For groups of type E7 , |W | = 210 · 34 · 5 · 7 and
|Rlong| = |R| = 126 = 2 · 32 · 7 .
Lemma 5.1.4. Let V be an E7(K)-module. If X++(V ) contains:
(a) a good weight with nonzero coefficient for ωi for some i ∈ {3, 4, 5, 6} or
(b) a good weight with at least 2 nonzero coefficients or
(c) a nonzero bad weight,
then V is not an exceptional g-module.
Proof: (a) Let µ =
7∑
i=1
ai ωi be a good weight in X++(V ). If ak 6= 0 then,
by Remark 5.1, |Wµ| ≥ |Wωk| . Thus, if ak 6= 0 for k ∈ {3, 4, 5, 6 }, then
s(V ) ≥ 756 > 588 . Hence, by (32), V is not an exceptional module.
(b) Let µ = aωj + b ωk (with 1 ≤ j < k ≤ 7 and a ≥ 1, b ≥ 1 ) be a good
weight in X++(V ). If j or k ∈ {3, 4, 5, 6 }, then case (a) of this lemma applies.
If µ = aω1 + b ω2 or µ = aω2 + b ω7 , then |Wµ| = 26 · 32 · 7 = 4032 . If
µ = aω1 + b ω7 , then |Wµ| = 2
3 · 33 · 7 = 1512. In these cases, s(V ) > 588 .
Hence, by (32), V is not exceptional.
(c) Let ν =
7∑
i=1
ai ωi be a nonzero bad weight in X++(V ) (that is, ai ≡ 0
(mod p), for all i , but at least one ai 6= 0. (Note that ai 6= 0 =⇒ ai ≥ 2.)
Write Ωj,k,... =
∑
r 6=j,k,...
ar ωr .
i) a1 6= 0 =⇒ µ = ν − α1 = (a1 − 2)ω1 + (a3 + 1)ω3 + Ω1,3 ∈ X++(V ).
ii) a2 6= 0 =⇒ µ = ν − α2 = (a2 − 2)ω2 + (a4 + 1)ω4 + Ω2,4 ∈ X++(V ).
iii) a3 6= 0 =⇒ µ = ν − α3 = (a1 + 1)ω1 + (a3 − 2)ω3 + (a4 + 1)ω4 +Ω1,3,4 ∈
X++(V ).
iv) a4 6= 0 =⇒ µ = ν−α4 = (a2+1)ω2+(a3+1)ω3+(a4−2)ω4+(a5 + 1)ω5+
Ω2,3,4,5 ∈ X++(V ).
v) a5 6= 0 =⇒ µ = ν − α5 = (a4 + 1)ω4 + (a5 − 2)ω5 + (a6 + 1)ω6 + Ω4,5,6 ∈
X++(V ).
vi) a6 6= 0 =⇒ µ = ν − α6 = (a5 + 1)ω5 + (a6 − 2)ω6 + (a7 + 1)ω7 + Ω5,6 ∈
X++(V ).
vii) a7 6= 0 =⇒ µ = ν − α7 = (a6 + 1)ω6 + (a7 − 2)ω7 + Ω6,7 ∈ X++(V ).
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In all these cases, µ satisfies part (a) of this lemma. Hence V is not an
exceptional module. This proves the lemma.
Lemma 5.1.5. Let G be a simply connected simple algebraic group of type E7.
A g-module V is exceptional if and only if its highest weight is ω1 or ω7.
Proof: (⇐= ) If V is an E7(K)-module of highest weight λ = ω1 , then V is
the adjoint module, which is exceptional by Example 3.2.1.
If V is an E7(K)-module of highest weight λ = ω7 , then dim V = 56 <
133 − ε . Hence, by Proposition 4.2.2, V is an exceptional module.
( =⇒ ) Let V be an E7(K)-module. By Lemma 5.1.4, it suffices to consider
modules V such that X++(V ) contains good weights with at most one
nonzero coefficient.
Let λ = aωi (with a ≥ 1 and 1 ≤ i ≤ 7 ) be a good weight in X++(V ). For
i ∈ {3, 4, 5, 6} , Lemma 5.1.4(a) applies. Hence we can assume i ∈ {1, 2, 7} .
These cases are treated in the sequel.
(i) Let a ≥ 1 and λ = a1 ω1 . For a ≥ 2, µ = λ − α1 = (a − 2)ω1 + ω3 ∈
X++(V ) satisfies Lemma 5.1.4(a). For a = 1, we may assume that V has
highest weight λ = ω1 . Then V is the adjoint module, which is exceptional by
Example 3.2.1.
(ii) Let a ≥ 1 and λ = aω2 . For a ≥ 2, µ = λ − α2 = (a − 2)ω2 + ω4 ∈
X++(V ) satisfies Lemma 5.1.4(a). For a = 1, λ = ω2 and µ = λ− (1223210) =
ω7 ∈ X++(V ). Thus s(V ) ≥ 576 + 56 = 632 > 588 . Hence, by (32), V is not
exceptional.
(iii) Let a ≥ 1 and λ = aω7 . For a ≥ 2, µ = λ − α7 = ω6 + (a − 2)ω7 ∈
X++(V ) satisfies Lemma 5.1.4(a). For a = 1, we may assume that V has highest
weight λ = ω7. Then dim V = 56 < 133 − ε . Hence, by Proposition 4.2.2, V
is an exceptional module. This proves the lemma.
5.1.3 Type E8
In this case the orbit sizes of the fundamental weights are as follows.
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ωi |Wωi|
ω1 1080
ω2 17280
ω3 2
9 · 33 · 5
ω4 2
9 · 33 · 5 · 7
ω5 2
8 · 33 · 5 · 7
ω6 2
6 · 33 · 5 · 7
ω7 2
6 · 3 · 5 · 7
ω8 120
By Theorem 3.3.1, any E8(K)-module V such that
s(V ) =
∑
µ∈X++(V )
µ good
mµ |Wµ| > 1011 (34)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long −R
+
µ,p| > 240 (35)
is not an exceptional g-module. For groups of type E8 , |W | = 214 · 35 · 52 · 7
and |Rlong| = |R| = 240 = 24 · 3 · 5.
Lemma 5.1.6. Let V be an E8(K)-module. If X++(V ) contains:
(a) a good weight with nonzero coefficient for ωi , for some i ∈ {1, . . . , 7} or
(b) a nonzero bad weight,
then V is not an exceptional g-module.
Proof: (a) Let µ =
8∑
i=1
ai ωi be a good weight in X++(V ). If ak 6= 0 then, by
Remark 5.1, |Wµ| ≥ |Wωk| . Thus, if ak 6= 0 for k ∈ {1, 2, 3, 4, 5, 6, 7 } then,
by table above, s(V ) ≥ 1080 > 1011 . Hence, by (34), V is not an exceptional
module.
(b) Let ν =
8∑
i=1
ai ωi be a nonzero bad weight in X++(V ) (that is, ai ≡ 0
(mod p), for all i , but at least one ai 6= 0). (Note that ai 6= 0 =⇒ ai ≥ 2.)
Write Ωj,k,... =
∑
r 6=j,k,...
ar ωr .
i) a1 6= 0 =⇒ µ = ν − α1 = (a1 − 2)ω1 + (a3 + 1)ω3 + Ω1,3 ∈ X++(V ).
ii) a2 6= 0 =⇒ µ = ν − α2 = (a2 − 2)ω2 + (a4 + 1)ω4 + Ω2,4 ∈ X++(V ).
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iii) a3 6= 0 =⇒ µ = ν − α3 = (a1 + 1)ω1 + (a3 − 2)ω3 + (a4 + 1)ω4 + Ω1,3,4 ∈
X++(V ).
iv) a4 6= 0 =⇒ µ = ν − α4 = (a2 + 1)ω2 + (a3 + 1)ω3 + (a4 − 2)ω4 + (a5 +
1)ω5 + Ω2,3,4,5 ∈ X++(V ).
v) a5 6= 0 =⇒ µ = ν − α5 = (a4 + 1)ω4 + (a5 − 2)ω5 + (a6 + 1)ω6 + Ω4,5,6 ∈
X++(V ).
vi) a6 6= 0 =⇒ µ = ν − α6 = (a5 + 1)ω5 + (a6 − 2)ω6 + (a7 + 1)ω7 + Ω5,6 ∈
X++(V ).
vii) a7 6= 0 =⇒ µ = ν − α7 = (a6 + 1)ω6 + (a7 − 2)ω7 + (a8 + 1)ω8 + Ω6,7 ∈
X++(V ).
viii) a8 6= 0 =⇒ µ = ν − α8 = (a7 + 1)ω7 + (a8 − 2)ω8 + Ω7,8 ∈ X++(V ).
In all these cases, µ satisfies part (a) of this lemma. Hence V is not an excep-
tional module. This proves the lemma.
Lemma 5.1.7. The only exceptional E8(K)-module is the adjoint module.
Proof: Let V be an E8(K)-module. By Lemma 5.1.6, we can assume that
X++(V ) contains only good weights of the form λ = aω8 (with a ≥ 1 ).
For a ≥ 2, µ = λ − α8 = ω7 + (a− 2)ω8 ∈ X++(V ). Hence Lemma 5.1.6(a)
applies. For a = 1 , we can assume that V has highest weight λ = ω8 . Then
V is the adjoint module, which is exceptional by Example 3.2.1. This proves the
lemma.
5.1.4 Type F4
For groups of type F4 the orbit sizes for the fundamental weights are as follows.
ωi ω1 ω2 ω3 ω4
|Wωi| 24 96 96 24
By Theorem 3.3.1, any F4(K)-module V such that
s(V ) =
∑
µ∈X++(V )
µ isgood
mµ |Wµ| > 192 (36)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long − R
+
µ,p| > 48 (37)
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is not an exceptional g-module. For groups of type F4 , p ≥ 3, |W | = 27 · 32 ,
|R| = 48 , |Rlong| = |R(D4)| = 23 · 3. R
+
long = {εi ± εj / 1 ≤ i < j ≤ 4} =
{(2342), (1342), (1242), (1220), (1120), (0120), (0122), (1122), (1222), (1000),
(1100), (0100)}. Furthermore,
ω1 = 2α1 + 3α2 + 4α3 + 2α4 = (2342)
ω2 = 3α1 + 6α2 + 8α3 + 4α4 = (3684)
ω3 = 2α1 + 4α2 + 6α3 + 3α4 = (2463)
ω4 = 1α1 + 2α2 + 3α3 + 2α4 = (1232)
Lemma 5.1.8. Let V be an F4(K)-module. If X++(V ) contains
(a) a good weight with 3 nonzero coefficients or
(b) a good weight with 2 nonzero coefficients or
(c) any nonzero bad weight,
then V is not an exceptional g-module.
Proof: (a) Let µ ∈ X++(V ) be a good weight (with 3 nonzero coefficients).
Then s(V ) ≥ |Wµ| = 576 > 192 . Hence, by (36), V is not exceptional.
(b) Let µ = aωi + b ωj (with a ≥ 1, b ≥ 1 and 1 ≤ i < j ≤ 4 ) be a good
weight in X++(V ).
i) Let µ ∈ { aω1 + bω3 , aω2 + bω3 , aω2 + bω4 }. Then s(V ) ≥ |Wµ| ≥
27 · 32
2! · 2!
= 25 · 32 = 288 > 192 .
ii) Let µ = aω1 + bω2 or µ = cω3 + dω4 . Then |Wµ| = 26 · 3 = 192.
If µ = aω1 + bω2 = a(2342) + b(3684) , then µ1 = µ− (1221) = a(2342)+
(b− 1)(3684)+ (2463) = aω1 + (b− 1)ω2 + ω3 ∈ X++(V ). If µ = cω3 + dω4 =
c(2463)+ d(1232) , then µ1 = µ−(0011) = (c−1)(2463)+(d−1)(1232)+(3684) =
ω2 + (c−1)ω3 + (d−1)ω4 ∈ X++(V ). In both cases, s(V ) ≥ |Wµ| + |Wµ1| ≥
288 > 192 . Hence, by (36), V is not exceptional.
iii) Let µ = aω1 + bω4 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ). As
ω1 = α˜ = (2342) and ω4 = (1232) are also roots, µ1 = ω1+ω4 ∈ X++(V ). Also
µ2 = µ1 − (1111) = ω3 ∈ X++(V ). Thus s(V ) ≥ |Wµ| + |Wµ1| ≥ 144 + 96 =
240 > 192. Hence, by (36), V is not exceptional. This proves (b).
(c) Let µ =
4∑
i=1
ai ωi be a nonzero bad weight in X++(V ). Hence, as p ≥ 3,
the nonzero coefficients of µ are ≥ 3 .
i) a1 6= 0 =⇒ µ1 = µ− (1110) = (a1 − 1)ω1 + (a4 + 1)ω4 +Ω1,4 ∈ X++(V ).
ii) a2 6= 0 =⇒ µ1 = µ− (1221) = (a2 − 1)ω2 + (a3 + 1)ω3 + Ω2,3 ∈ X++(V ).
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iii) a3 6= 0 =⇒ µ1 = µ− (0121) = (a1 + 1)ω1 + (a3 − 1)ω3 + Ω1,3 ∈ X++(V ).
In all these cases, µ1 is a good weight in X++(V ) with 2 nonzero coefficients.
Hence, by part (b) of this lemma, V is not exceptional.
iv) We can assume that a4 is the only nonzero coefficient of µ . As µ is bad,
a4 ≥ 3 . Thus µ1 = µ− α4 = ω3 + (a4 − 2)ω4 ∈ X++(V ) is a good weight with 2
nonzero coefficients. Hence, by part (b) of this proof, V is not exceptional. This
proves the lemma.
Lemma 5.1.9. Let V be an F4(K)-module. Then V is an exceptional g-module
if and only if V has highest weight ω1 (that is, the adjoint module) or ω4 .
Proof: (⇐= ) If V has highest weight ω1 , then V is the adjoint module, which
is exceptional by Example 3.2.1. If V has highest weight ω4 then dim V = 26
(for p 6= 3 ) or dim V = 25 (for p = 3 ). In any case dim V < 52 − ε . Hence,
by Proposition 4.2.2, V is an exceptional module.
( =⇒ ) Recall that p ≥ 3 for groups of type F4 . By Lemma 5.1.8, we
can assume that X++(V ) contains only good weights with at most one
nonzero coefficient.
Let µ = aωi (with a ≥ 1 and 1 ≤ i ≤ 4 ) be a good weight in X++(V ).
(a) Let a ≥ 1 and µ = aω2 . Then µ1 = µ − (1221) = (a − 1)ω2 + ω3 ∈
X++(V ). For a2 ≥ 2, µ1 satisfies Lemma 5.1.8(b). For a = 1, µ = ω2 ,
µ1 = ω3 and µ2 = µ − (1342) = ω1 ∈ X++(V ). For p ≥ 3, these are all good
weights. Thus s(V ) ≥ |Wµ| + |Wµ1| + |Wµ2| = 216 > 192 . Hence, by (36),
V is not exceptional.
(b) Let a ≥ 1 and µ = aω3 . Then µ1 = µ − (1231) = (a − 1)ω3 + ω4 ∈
X++(V ). For a ≥ 2, Lemma 5.1.8(b) applies. For a = 1, µ = ω3 , µ1 = ω4
and µ2 = µ − (0121) = ω1 ∈ X++(V ). For p ≥ 3, these are all good weights
and |R+long − R
+
ω3,3| = |R
+
long − R
+
ω1,3| = 9, and |R
+
long − R
+
ω4,3| = 6 . Thus
rp(V ) =
96 · 9
24
+
24 · 9
24
+
24 · 6
24
= 51 > 48 . Hence, by (37), V is not an
exceptional module.
(c) Let a ≥ 1 and µ = aω1 . Then µ1 = µ − (1110) = (a − 1)ω1 + ω4 ∈
X++(V ). For a ≥ 2, Lemma 5.1.8(b) applies. For a = 1, we may assume that
V has highest weight ω1 , then V is the adjoint module, which is exceptional by
Example 3.2.1.
(d) Let a ≥ 1 and µ = aω4 . For a ≥ 2, µ1 = µ − α4 = ω3 + (a −
2)ω4 ∈ X++(V ). For a ≥ 3, Lemma 5.1.8(b) applies. For a = 2 , µ1 = ω3
satisfies case (b) above. Hence we can assume that V has highest weight ω4,
then dim V = 25 (for p = 3 ) or 26 otherwise. In both cases dim V < 52 − ε .
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Hence, by Proposition 4.2.2, V is an exceptional module.
This proves the lemma.
5.1.5 Type G2
By Theorem 3.3.1, any G2(K)-module V such that
s(V ) =
∑
µ∈X++(V )
µ good
mµ |Wµ| > 36 (38)
or
rp(V ) =
∑
µ∈X++(V )
µ good
mµ
|Wµ|
|Rlong|
|R+long − R
+
µ,p| > 12 (39)
is not an exceptional g-module. For groups of type G2 , |W | = 12 , |R| =
12 = 22 ·3 , |Rlong| = 6 and R
+
long = {α2, 3α1 + α2, 3α1 + 2α2}. Furthermore,
|Wω1| = |Wω2| = 6 and |W (ω1 + ω2)| = 12 , where ω1 = 2α1 + α2 and
ω2 = 3α1 + 2α2 .
Remark: If µ = aω1 + b ω2 and Λ = Aω1 + B ω2 are dominant weights
such that A ≥ a and B ≥ b, then X++,C(µ) ⊆ X++,C(Λ). For X++,C(Λ) =
(Λ − Q+) ∩ P++ and Λ − Q+ = (Λ − µ) + (µ − Q+), where Λ − µ ∈ Q+.
Hence (µ − Q+) ⊆ (Λ − Q+), which implies the claim.
Lemma 5.1.10. Let V be a G2(K)-module. Then V is an exceptional g-module
if and only if V has highest weight ω1 or ω2.
Proof: Recall that p 6= 3 for groups of type G2 and also p 6= 2 if V has
highest weight ω1 .
(⇐= ) If V has highest weight ω1 , then dim V = 7 (for p 6= 2 ) or dim V =
6 (for p = 2 ). In both cases dim V < 14 − ε . Hence, by Proposition 4.2.2,
V is an exceptional module. If V has highest weight ω2 then V is the adjoint
module, which is exceptional by Example 3.2.1.
( =⇒ ) Let V be a G2(K)-module.
First observe that bad weights with 2 nonzero coefficients do not occur in
X++(V ), otherwise it would contradict Theorem 2.4.4(i).
Therefore we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
I) Let µ = aω1 + b ω2 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
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For a ≥ 2 or b ≥ 2, by Remark 5.1.5, µ1 = ω1 + ω2 ∈ X++(V ). Hence
also µ2 = 2ω1, µ3 = ω2, µ4 = ω1, µ5 = 0 ∈ X++(V ). Thus, for p ≥ 5,
s(V ) ≥ 12 + 12 + 6 + 6 + 6 > 36 . Hence, by (38), V is not exceptional.
For p = 2, a weight of the form aω1 + b ω2 , with a ≥ 2 or b ≥ 2, does not
occur in X++(V ) (otherwise it would contradict Theorem 2.4.4(i)).
Hence if X++(V ) contains a good weight µ with 2 nonzero coeffi-
cients, then we can assume that µ = ω1 + ω2 . We deal with this case in
III(a) below.
II) Let µ = aωi (with a ≥ 1 and 1 ≤ i ≤ 2 ) be a weight in X++(V ).
(a) Let a ≥ 2 and µ = aω2 . Then µ1 = µ− (α1+α2) = ω1 + (a− 1)ω2 ∈
X++(V ). For a ≥ 3, µ1 satisfies case I) of this proof. Hence V is not exceptional.
For a = 2 and p ≥ 5, µ = 2ω2, µ1 = ω1 + ω2 , µ2 = µ − α2 = 3ω1 ,
µ3 = µ1 − (α1 + α2) = 2ω1 , µ4 = µ3 − α1 = ω2 and µ5 = µ4 − (α1 + α2) =
ω1 ∈ X++(V ). Thus s(V ) ≥ 6 + 6 + 12 + 6 + 6 + 6 = 42 > 36 . Hence,
by (38), V is not exceptional. For p = 2, 2ω2 does not occur in X++(V ).
Hence, if X++(V ) contains µ = aω2 , then we can assume that a = 1.
This case is treated in III(b) below.
(b) Let a ≥ 2 and µ = aω1 . Then µ1 = µ−α1 = (a−2)ω1 +ω2 ∈ X++(V ).
For a ≥ 4, µ1 satisfies case I) of this proof. Hence V is not exceptional.
For a = 3 , µ = 3ω1 . For p = 2 , µ does not occur in X++(V ). For p > 3,
we may assume that V has highest weight µ = 3ω1 . Then µ1 = ω1 + ω2 ,
µ2 = 2ω1 , µ3 = ω2 , µ4 = ω1 ∈ X++(V ). By [GS, p. 413], mµ1 = 1, mµ2 =
2, mµ3 = 3, mµ4 = 4 . Thus s(V ) ≥ 6 + 12 + 2 · 6 + 3 · 6 + 4 · 6 = 72 > 36 .
Hence, by (38), V is not exceptional.
For a = 2, we can assume that V has highest weight µ = 2ω1 . Let U =
E(ω1) be the irreducible module of highest weight ω1. For p 6= 2, dim U = 7 .
By Subsection 4.1.1 (p. 58), so(f) = {x ∈ EndU / f(xv, w) + f(v, xw) = 0} is
a Lie algebra of type B3. By [Hu1, p. 103], it is possible to describe a Lie
algebra of type G2 as a subalgebra of so(f). Now, as proved in case III(b)iv)
(p. 113), E(2ω1) is not an exceptional so(f)-module. Hence E(2ω1) is also not
exceptional as a G2(K)-module.
Hence, if X++(V ) contains µ = aω1 , then we can assume that a = 1.
This case is treated in III(c) below.
III) (a) Let V be a G2(K)-module of highest weight λ = ω1 + ω2 . Then
µ1 = 2ω1 , µ2 = ω2 , µ3 = ω1 ∈ X++(V ). By [GS, p. 413], for p 6= 3, 7,
mµ2 = 2 and mµ3 = 4 . Thus s(V ) ≥ 12 + 2 · 6 + 4 · 6 = 48 > 36 . Hence,
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by (38), V is not exceptional
For p = 7, mµ1 = mµ2 = 1 and mµ3 = 2 . As |R
+
long − R
+
2ω1,7
| = |R+long −
R+ω1,7| = 2, |R
+
long −R
+
ω2,7| = |R
+
long −R
+
λ,7| = 3, one has r7(V ) =
12
6
· 3 +
6
6
·
2 +
6
6
·3 + 2 ·
6
6
·2 = 15 > 12 . Hence, by (39), V is not an exceptional module.
(b) Now we may assume that V has highest weight ω2 = α˜ . Then V is the
adjoint module, which is exceptional by Example 3.2.1.
(c) Finally, if V has highest weight ω1 , then dim V = 6 (for p = 2 ) or 7
(otherwise). In both cases, dim V < 14 − ε , Hence, by Proposition 4.2.2, V is
an exceptional module.
This proves the lemma.
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Appendix
A The Proofs For The Classical Types
Recall that ε = dim z(g) and that dim g = |R| + ℓ , where ℓ = rankG and R
is the set of roots of G . The indexing of simple roots and fundamental weights
corresponds to Bourbaki’s tables [Bo2, Chap. VI, Tables I-IX].
A.1 Groups or Lie Algebras of Type Aℓ
A.1.1 Type Aℓ , ℓ ≥ 4
Proof of Theorem 4.3.2 - First Part
Let ℓ ≥ 4. Let V be an Aℓ(K)-module. By Lemmas 4.3.1, 4.3.2, 4.3.3, it
suffices to consider modules V such that X++(V ) contains only weights
with at most 2 nonzero coefficients, that is, weights of the form
µ = aωi + b ωj, with i < j and a, b ≥ 0.
I) Claim 1: Let ℓ ≥ 4. Let V be an Aℓ(K)-module. If X++(V ) contains a
bad weight with 2 nonzero coefficients, then V is not an exceptional module.
Indeed, let µ = aωi + bωj (with a ≥ 1, b ≥ 1 ) be a nonzero bad weight in
X++(V ) (hence a ≥ 2, b ≥ 2 ).
(i) If 1 < i < j < ℓ, then µ1 = µ − (αi + · · · + αj) = ωi−1 + (a− 1)ωi +
(b− 1)ωj + ωj+1 ∈ X++(V ) is a good weight with 4 nonzero coefficients. Hence,
by Lemma 4.3.1, V is not an exceptional module.
(ii) If 1 = i, 2 < j < ℓ (or graph-dually 1 < i < ℓ− 1, j = ℓ ), then
µ1 = µ − (α1 + · · · + αj) = (a − 1)ω1 + (b − 1)ωj + ωj+1 ∈ X++(V ). As µ1
has 3 nonzero coefficients, by Lemma 4.3.3, V is not exceptional.
(iii) Let i = 1, j = 2 (or graph-dually i = ℓ−1, j = ℓ ) and µ = aω1 + bω2 .
Then µ1 = µ − (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 + ω3 is a good weight in
X++(V ) with 3 nonzero coefficients. Hence, by Lemma 4.3.3 (graph-dual case of
2(iii)), V is not exceptional.
(iv) Let i = 1, j = ℓ ( a ≥ 2, b ≥ 2 ) and µ = aω1 + bωℓ . Then µ1 =
µ − α1 = (a − 2)ω1 + ω2 + bωℓ , µ2 = µ − αℓ = aω1 + ωℓ−1 + (b − 2)ωℓ
and µ3 = µ1 − αℓ = (a − 2)ω1 + ω2 + ωℓ−1 + (b − 2)ωℓ are all good weights
in X++(V ). For ℓ ≥ 4 and a > 2 or b > 2, Lemma 4.3.2(a) applies, whence V
is not an exceptional module.
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If a = b = 2 (hence p = 2 ), then the good weights µ1 = µ−α1 = ω2 + 2ωℓ,
µ2 = µ − αℓ = 2ω1 + ωℓ−1, µ3 = µ − (α1 + · · · + αℓ) = ω1 + ωℓ and
µ4 = µ2 − α1 = ω2 + ωℓ−1 ∈ X++(V ). Thus, for ℓ ≥ 4,
s(V ) − ℓ(ℓ+ 1)2 =
(ℓ+ 1)ℓ
4
(ℓ2 − 3 ℓ − 2) > 0 .
Hence, by (19), V is not exceptional. This proves the claim. ✷
From now on we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
II) Let µ = aωi + b ωj (with 1 ≤ i < j ≤ ℓ and a ≥ 1, b ≥ 1 ) be a good
weight in X++(V ).
Claim 2: Let ℓ ≥ 4 and 2 ≤ i < j ≤ ℓ − 1 . If V is an Aℓ(K)-module
such that X++(V ) contains a good weight of the form µ = aωi + b ωj (with
a ≥ 2, b ≥ 1 or a ≥ 1, b ≥ 2 ), then V is not an exceptional g-module.
Indeed, if 2 ≤ i < j ≤ ℓ−1 and µ = aωi+ bωj , then µ1 = µ− (αi + · · ·+ αj) =
ωi−1 + (a− 1)ωi + (b− 1)ωj + ωj+1 ∈ X++(V ). For a ≥ 2, b ≥ 2, µ1 is good
with 4 nonzero coefficients. Hence, Lemma 4.3.1 applies. For a ≥ 2, b = 1 or
a = 1, b ≥ 2 µ1 is good with 3 nonzero coefficients. Hence, by Lemma 4.3.3, V
is not exceptional. This proves the claim. ✷
Therefore, if X++(V ) contains a weight of the form µ = aωi + b ωj
with 2 ≤ i < j ≤ ℓ − 1 and a ≥ 1, b ≥ 1, then we can assume that
a = b = 1 . These are treated in the sequel.
Claim 3: Let V be an Aℓ(K)-module. If X++(V ) contains a good weight of
the form µ = ω2 + ωj (or graph-dually µ = ωi + ωℓ−1 ) satisfying the following
conditions:
(a) 4 ≤ j ≤ ℓ− 1 (or graph-dually 2 ≤ i ≤ ℓ− 3 ) for ℓ ≥ 5 and p ≥ 2
(b) j = 3 (or graph-dually i = ℓ− 2 ) for ( ℓ ≥ 6 and p ≥ 2 ) or ( ℓ = 5 and
p ≥ 3 ), then V is not an exceptional g-module.
Indeed, let µ = ω2 + ωj ∈ X++(V ).
(a) For i = 2, 4 ≤ j ≤ ℓ−1 , |Wµ| =
j(j − 1)
2
(
ℓ + 1
j
)
≥
(ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)
4
.
Thus, for ℓ ≥ 8, s(V ) − ℓ(ℓ+1)2 ≥
(ℓ+ 1)ℓ(ℓ2 − 7ℓ− 2)
4
> 0 . Hence, by (19),
V is not exceptional.
Let µ = ω2 + ω4 . Then µ1 = µ − (α2 + α3 + α4) = ω1 + ω5 ∈ X++(V ).
Thus, for ℓ = 7, s(V ) ≥ 420+280 = 700 > 448; for ℓ = 6, s(V ) ≥ 210+105 =
315 > 294. Hence, by (19), V is not exceptional. For ℓ = 5, |R+long −R
+
µ,p| ≥ 8
89
and |R+long − R
+
µ1,p| ≥ 8. Thus rp(V ) ≥
90 · 8
30
+
30 · 8
30
= 32 > 30 . Hence,
by (20), V is not an exceptional module.
Let µ = ω2 + ω5 (implying ℓ ≥ 6 ). Then µ1 = µ − (α2 + · · · + α5) =
ω1 + ω6 ∈ X++(V ). For ℓ = 7, s(V ) ≥ 560+168 = 728 > 448. For p ≥ 2 and
ℓ = 6, |R+long − R
+
µ,p| ≥ 12 , thus rp(V ) ≥
210 · 12
42
= 60 > 42 . Hence, by (20),
V is not exceptional.
Let µ = ω2 + ω6 (implying ℓ = 7 ). Then µ1 = µ − (α2 + · · · + α6) =
ω1 + ω7 ∈ X++(V ). Thus s(V ) ≥ 420 + 56 = 476 > 448 and, by (19), V is
not exceptional.
(b) Let µ = ω2 + ω3 . Then µ1 = µ− (α2+α3) = ω1 + ω4 ∈ X++(V ). For
p 6= 2, |R+long − R
+
µ,p| = 3ℓ−4 and |R
+
long − R
+
µ1,p
| = 4ℓ−9. Thus, for p 6= 2 and
ℓ ≥ 5 , rp(V ) =
(ℓ−1)
2
· (3ℓ−4) + (ℓ−1) (ℓ−2)
6
· (4ℓ−9) = 2ℓ
2(ℓ−3)+ 7ℓ− 3
3
> ℓ (ℓ+1) .
For p = 2, |R+long − R
+
µ,p| = ℓ and |R
+
long − R
+
µ1,p
| = 3ℓ− 6. Thus, for p = 2,
and ℓ ≥ 6 , r2(V ) =
(ℓ−1)
2
· ℓ + (ℓ−1) (ℓ−2)
6
· (3ℓ − 6) = ℓ
2(ℓ−4)+7ℓ−4
2
> ℓ (ℓ + 1) .
In both these cases, by (20), V is not exceptional. This proves the claim. ✷
Claim 3.a: Let ℓ ≥ 6 and V be an Aℓ(K)-module. Let 3 ≤ i < j ,
4 ≤ j ≤ ℓ− 1 (or graph-dually 2 ≤ i ≤ ℓ− 3, i < j ≤ ℓ− 2 ) and a ≥ 1, b ≥ 1 .
If X++(V ) contains a good weight of the form µ = aωi + b ωj , then V is not
an exceptional g-module.
Indeed, by Claim 2, we can assume µ = ωi + ωj . For 3 ≤ i < j ,
4 ≤ j ≤ ℓ− 1 , write µ = ω2+k1 + ωℓ−1−k2 , for some 1 ≤ k1 and k2 ≥ 0
such that 2 + k1 < ℓ − 1 − k2 . By Claim 3 and graph-duallity, we can as-
sume 1 ≤ k1 ≤ k2 . Then µ1 = ω2 + ωℓ−1−k2+k1 ∈ X++,C(µ) ⊂ X++(V ) (by
Lemma 4.1.5). As 4 ≤ ℓ−1−k2+k1 ≤ ℓ−1 , by Claim 3, V is not exceptional.
This proves Claim 3.a. ✷
Claim 4: Let V be an Aℓ(K)-module. If X++(V ) contains a good weight
of the form µ = aω1 + b ωj (or graph-dually µ = b ωi + aωℓ ) satisfying the
following conditions:
(a) a = 2, b = 1 and 3 ≤ j ≤ ℓ − 1 (or graph-dually 2 ≤ i ≤ ℓ − 2 ) for
ℓ ≥ 4 or
(b) a = 2, b = 1 and j = 2 (or graph-dually i = ℓ − 1 ) for ( ℓ ≥ 5 and
p ≥ 2 ) or ( ℓ = 4 and p ≥ 5 ) or
(c) a = 1, b = 2 for ℓ ≥ 4 and 2 ≤ i, j ≤ ℓ− 1 or
(d) ( a ≥ 2, b ≥ 2 ) or ( a ≥ 3, b ≥ 1 ) or ( a ≥ 1, b ≥ 3 ) and 2 ≤ j ≤ ℓ− 1
for ℓ ≥ 4 , then V is not an exceptional g-module.
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Indeed, let µ = aω1 + b ωj (with 2 ≤ j ≤ ℓ − 1 ) be a good weight in
X++(V ).
(a) Let a = 2, b = 1, 3 ≤ j ≤ ℓ−1 and µ = 2ω1 + ωj . Then µ1 = µ−α1 =
ω2 + ωj ∈ X++(V ) satisfies Claim 3 (p. 89). Hence, for ( 4 ≤ j ≤ ℓ− 1 , ℓ ≥ 5
and p ≥ 2 ) or ( j = 3 ( ℓ ≥ 6 and p ≥ 2 ) or ( ℓ = 5 and p ≥ 3 )), V is not an
exceptional module.
Let ℓ = 5 , p = 2 and µ = 2ω1 + ω3 . Then µ1 = ω2 + ω3 and µ2 =
µ1− (α2+α3) = ω1 + ω4 ∈ X++(V ). As |R
+
long − R
+
µ,2| = |R
+
long − R
+
µ2,2| = 9
and |R+long − R
+
µ,2| = 5 , one has rp(V ) ≥
60 · 9
30
+
60 · 5
30
+
60 · 9
30
= 46 > 30 .
Hence, by (20), V is not exceptional.
Now let ℓ = 4, p ≥ 2 and µ = 2ω1 + ω3 . Then µ1 = ω2 + ω3 and
µ2 = ω1 + ω4 ∈ X++(V ). As |R
+
long − R
+
µ,p| ≥ 6, |R
+
long − R
+
µ1,p| ≥ 4 and
|R+long − R
+
µ2,p
| ≥ 6 , one has rp(V ) ≥
30 · 6
20
+
30 · 4
20
+
20 · 6
20
= 21 > 20 .
Hence, by (20), V is not exceptional. This proves part (a).
(b) Let µ = 2ω1 + ω2 . For p = 2, µ ∈ X++(V ) only if V has highest
weight λ = ω1 + ω2 + ω2+i + ωℓ−i (with i ≥ 1 and ℓ ≥ 5 ; for ℓ = 4 µ does
not occur in X++(V ) ). In these cases, Lemma 4.3.1 applies.
For p ≥ 3, consider µ1 = µ − (α1 + α2) = ω1 + ω3, µ2 = µ − α1 = 2ω2
and µ3 = µ1 − (α1 + α2 + α3) = ω4 ∈ X++(V ). For p ≥ 3, |R
+
long − R
+
µ,p| ≥ ℓ,
|R+long −R
+
µ1,p
| = 3ℓ− 4 , |R+long−R
+
µ2,p
| = 2(ℓ− 1) and |R+long−R
+
µ3,2
| = 4(ℓ− 3).
Thus, for ℓ ≥ 5 ,
rp(V ) ≥ ℓ +
(ℓ− 1) · (3ℓ− 4)
2
+
2(ℓ− 1)
2
+
(ℓ− 1)(ℓ− 2) · 4(ℓ− 3)
4!
=
ℓ (ℓ+ 1) (ℓ+ 2)
6
> ℓ (ℓ+ 1) .
For ℓ = 4 and p ≥ 5, |R+long − R
+
µ,p| = 7 . Thus, rp(V ) ≥
20 · 7
20
+
30 · 8
20
+
10 · 6
20
+
5 · 4
20
= 21 > 20 Hence, by (20), V is not exceptional.
(c) Let µ = ω1 + 2ωj . Then µ1 = µ− αj = ω1 + ωj−1 + ωj+1 ∈ X++(V ).
For 3 ≤ j ≤ ℓ− 1 and ℓ ≥ 4 , µ1 has 3 nonzero coefficients, hence Lemma 4.3.3
applies. Let µ = ω1 + 2ω2 . Then µ1 = µ−α2 = 2ω1 + ω3 ∈ X++(V ) satisfies
case (a) of this claim. Hence, for ℓ ≥ 4 , V is not exceptional.
(d)i) Let a ≥ 2, b ≥ 2, 2 ≤ j ≤ ℓ − 1 and µ = aω1 + b ωj . Then
µ1 = µ− (α1 + · · ·+ αj) = (a− 1)ω1 + (b− 1)ωj + ωj+1 ∈ X++(V ) is a good
weight with 3 nonzero coefficients. Hence, for ℓ ≥ 4 , Lemma 4.3.3 applies.
ii) For a ≥ 3, b = 1 and 3 ≤ j ≤ ℓ− 1 , µ2 = µ − α1 = (a− 2)ω1 + ω2 +
ωj ∈ X++(V ) is a good weight with 3 nonzero coefficients. Hence, for ℓ ≥ 4 ,
91
Lemma 4.3.3 applies.
Let a ≥ 3, b = 1 and µ = aω1 + ω2 . Then µ1 = µ−(α1+α2) = (a−1)ω1 +
ω3, µ2 = µ1−(α1+α2+α3) = (a−2)ω1 + ω4 , µ3 = µ−α1 = (a−2)ω1 + 2ω2
and µ4 = µ3 − (α1 + α2) = (a− 3)ω1 + ω2 + ω3 are good weights in X++(V ).
For a ≥ 4 and ℓ ≥ 4 , µ4 satisfies Lemma 4.3.3. For a = 3 and ℓ ≥ 4,
µ1 = 2ω1 + ω3 satisfies part (a) of this claim.
iii) Let a = 1, b ≥ 3, 2 ≤ j ≤ ℓ − 1 and µ = ω1 + b ωj . Then µ1 =
µ − αj = ω1 + ωj−1 + (b − 2)ωj + ωj+1 ∈ X++(V ) has (at least) 3 nonzero
coefficients. Hence, Lemma 4.3.3 or Lemma 4.3.1 applies.
This proves the claim. ✷
Claim 5: Let ℓ ≥ 4 . If V is an Aℓ(K)-module such that X++(V ) contains
a good weight of the form µ = aω1 + b ωℓ (or graph-dually µ = b ω1 + aωℓ )
satisfying the following conditions:
(a) ( a ≥ 2, b ≥ 2 ) or ( a ≥ 3, b ≥ 1 ) or ( a ≥ 1, b ≥ 3 ) for ℓ ≥ 4 or
(b) a = 2, b = 1 (or graph-dually a = 1, b = 2 ) for ℓ ≥ 5 ,
then V is not an exceptional g-module.
Indeed, let µ = aω1 + b ωℓ be a good weight in X++(V ).
(a) For a ≥ 2, b ≥ 2 , µ1 = µ−α1 = (a−2)ω1 + ω2 + bωℓ, µ2 = µ−αℓ =
aω1 + ωℓ−1 + (b−2)ωℓ and µ3 = µ1−αℓ = (a−2)ω1 + ω2 + ωℓ−1 + (b−2)ωℓ ∈
X++(V ). Hence, for ℓ ≥ 4, by (19), V is not exceptional since s(V ) ≥ (ℓ+1)ℓ +
2 ·
(ℓ+ 1)ℓ(ℓ− 1)
2
+
(ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)
4
=
(ℓ+ 1)ℓ(ℓ2 + ℓ+ 2)
4
> ℓ(ℓ+ 1)2 .
For a ≥ 3, b = 1 (or graph-dually a = 1, b ≥ 3 ), µ1 (resp., µ2 ) has 3
nonzero coefficients. Hence, Lemma 4.3.3 applies. This proves part (a).
(b) Let µ = 2ω1 + ωℓ . Then µ1 = µ − α1 = ω2 + ωℓ and µ2 =
µ− (α1 + · · ·+ αℓ) = ω1 ∈ X++(V ). For p = 2, µ ∈ X++(V ) only if V has
highest weight λ = ω1 +ωi+1 + ωℓ−i , for some i ≥ 1 . In these cases Lemma 4.3.3
applies. For p ≥ 3, |R+long − R
+
µ,p| = 2(ℓ − 1) , |R
+
long − R
+
µ1,p
| = 3ℓ − 4 and
|R+long − R
+
µ2,p
| = ℓ . Thus, for ℓ ≥ 5,
rp(V ) ≥ 2(ℓ− 1) +
(ℓ− 1)
2
· (3ℓ− 4) +
ℓ
ℓ
=
3ℓ2 − 3ℓ + 2
2
> ℓ (ℓ+ 1) .
Hence, by (20), V is not exceptional. This proves the claim. ✷
Lemma A.1.1. Let p ≥ 5 and 3 ≤ a < p . Then the (irreducible) Aℓ(K)-module
V = E(aω1) (of highest weight aω1 ) is not an exceptional g-module.
Proof: The module V is isomorphic to the space of all homogeneous poly-
nomials of degree a in the indeterminates x1, x2, . . . , xℓ+1 . We claim that, for
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3 ≤ a < p, the nonzero element v =
ℓ+1∑
k=1
xak ∈ V has trivial isotropy subalgebra,
that is, gv = {0}. For let z =
ℓ+1∑
i,j=1
λij xi ∂j ∈ gl(ℓ+ 1) . Then
z · v = (
ℓ+1∑
i,j=1
λij xi ∂j) · (
ℓ+1∑
k=1
xak) = a
ℓ+1∑
i,k=1
λik xi x
a−1
k .
Thus, z ∈ gv ⇐⇒ z · v = 0 ⇐⇒ a
ℓ+1∑
i,k=1
λik xi x
a−1
k = 0 . As 3 ≤ a < p, this
only happens if all λik = 0, implying z = 0. This proves the claim. The result
follows.
Claim 6: Let ℓ ≥ 4. If V is an Aℓ(K)-module such that X++(V ) contains
(a) µ = aωi , with a ≥ 3 and 2 ≤ i ≤ ℓ− 1 or
(b) µ = aω1 (or graph-dually µ = aωℓ ), with a ≥ 4 ,
then V is not an exceptional g-module. Indeed:
(a) let a ≥ 3, 2 ≤ i ≤ ℓ− 1 and µ = aωi ∈ X++(V ). Then µ1 = µ − αi =
ωi−1 + (a− 2)ωi + ωi+1 ∈ X++(V ) is a good weight with 3 nonzero coefficients.
Hence, by Lemma 4.3.3, V is not an exceptional module.
(b) Let a ≥ 4 (or 3) and µ = aω1 . For p = 2, µ ∈ X++(V ) only if V has
highest weight λ = ω1 + ω2 + · · ·+ ωa + ωℓ−a+2 + · · ·+ ωℓ (with
ℓ+2
2
> a ) or
λ = ω2 + · · ·+ ωa+1 + ωℓ−a+1 + · · ·+ ωℓ (with
ℓ
2
> a ). In any of these cases,
Lemma 4.3.1 applies.
i) Let a ≥ 5. For p ≥ 3, µ1 = µ − α1 = (a− 2)ω1 + ω2 ∈ X++(V ). Hence
for ℓ ≥ 4, µ1 satisfies Claim 4(d) (p. 90) and V is not exceptional.
ii) Let µ = 4ω1 . Then µ1 = 2ω1 + ω2 ∈ X++(V ). For ( ℓ ≥ 5 and
p ≥ 2 ) or ( ℓ = 4 and p ≥ 5 ), µ1 satisfies Claim 4(b) (p. 90). Hence V is not
exceptional. For ℓ = 4 and p = 3, µ ∈ X++(V ) only if V has highest weight
λ ∈ { 2ω1 + 2ω2 + 2ω4 , 2ω1 + ω2 + 2ω3 + ω4 , ω1 + 2ω2 + 2ω3 + 2ω4 }. In
these cases, Lemma 4.3.3 or Lemma 4.3.1 applies.
This proves the claim. ✷
Now we deal with some particular cases.
P.1) Let ℓ = 4 and p = 3. We may assume that V has highest weight
µ = 2ω1 + ω2 (or graph-dually µ = ω3 + 2ω4 ). Then µ1 = ω1 + ω3 , µ2 = 2ω2
and µ3 = ω4 ∈ X++(V ). Let vo be a highest weight vector of V . Applying
e1, e2 to the nonzero weight vectors v1 = f1 f2 vo and v2 = f2 f1 vo (of weight
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µ1 ), and using relations (3), one proves that, for p 6= 2, v1, v2 are linearly
independent. Hence, for p 6= 2, mµ1 ≥ 2 . Now for p = 3, |R
+
long − R
+
µ,3| =
|R+long − R
+
µ2,3| = 6 , |R
+
long − R
+
µ1,3| = 8 and |R
+
long − R
+
µ3,3| = 4. Thus
r3(V ) =
20 · 6
20
+ 2 ·
30 · 8
20
+
10 · 6
20
+
5 · 4
20
= 34 > 20 . Hence, by (20), V is
not an exceptional module.
P.2) Let ℓ = 4 . We may assume that V has highest weight µ = 2ω1 + ω4
(or graph-dually µ = ω1 + 2ω4 ). Then µ1 = ω2 + ω4 , µ2 = ω1 ∈ X++(V ).
By [BW, p. 168], for p ≥ 3 , mµ2 ≥ 3 . Also for p ≥ 3, |R
+
long − R
+
µ,3| ≥ 6 ,
|R+long − R
+
µ1,3| = 8 and |R
+
long − R
+
µ3,3| = 4. Thus, rp(V ) ≥
20 · 6
20
+
30 · 8
20
+
3 ·
5 · 4
20
= 21 > 20 . Hence, by (20), V is not an exceptional module.
Therefore, if X++(V ) contains a weight of the form µ = aωi + b ωj
with 1 ≤ i < j ≤ ℓ , then we can assume that a = b = 1 . These cases are
treated in the sequel. We start with some particular cases.
P.3) Let ℓ = 5 and p = 2 . We may assume that V has highest weight
µ = ω2 + ω3 (or graph-dually µ = ω3 + ω4 ). Then µ1 = ω1 + ω4 ∈ X++(V ).
By Lemma 4.1.6, mµ1 = 2 . As |R
+
long−R
+
µ,2| = 5 and |R
+
long−R
+
µ1,2| = 9 , one has
r2(V ) ≥
60 · 5
30
+ 2 ·
60 · 9
30
= 46 > 30 . Hence, by (20), V is not exceptional.
P.4) Let ℓ = 4 . We may assume that V has highest weight µ = ω2 + ω3 .
Then µ1 = ω1 + ω4 ∈ X++(V ). For p 6= 3, by [BW, p. 167], mµ1 = 2 Thus, for
p ≥ 5 , rp(V ) =
3
2
· 8 + 2 · 7 = 26 > 20. Hence, by (20), V is not exceptional.
U.1) For ℓ = 4 and p = 2, 3, the A4(K)-modules of highest weight µ =
ω2 + ω3 are unclassified (N. 4 in Table 10).
P.5) Let ℓ ≥ 4 and µ = 3ω1 . For p = 2 , see proof of Claim 6 (b) (p.93).
For p = 3, µ ∈ X++(V ) only if V has highest weight λ = 2ω1 + ω2+j + ωℓ−j
or λ = ω1 + ω2+j + ω2+j+k + ωℓ−(j+k) + ωℓ−j (for some j ≥ 1, k ≥ 0 and
ℓ ≥ 3 ), for instance. In these cases, Lemma 4.3.3 applies. For p ≥ 5, we can
assume that V has highest weight µ = 3ω1 . Hence, by Lemma A.1.1 (p. 92),
V is not exceptional.
Claim 7: Let ℓ ≥ 7 and 1 ≤ i < j, 4 ≤ j ≤ ℓ − 3 (or graph-dually
4 ≤ i ≤ ℓ−3, i < j < ℓ ). If V is an Aℓ(K)-module such that X++(V ) contains
a good weight of the form µ = aωi + b ωj (with a ≥ 1, b ≥ 1 ), then V is not
an exceptional g-module.
Indeed, for ℓ ≥ 7 , by Claim 2 (p.89) or Claim 4 (p.90), we can assume µ =
ωi + ωj . For 4 ≤ j ≤ ℓ− 3 , |Wµ| =
(
j
i
)(
ℓ+ 1
j
)
≥
4 (ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)
4!
.
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Thus, for ℓ ≥ 10, s(V ) − ℓ(ℓ+1)2 ≥
(ℓ+ 1)ℓ
6
(ℓ2 − 9 ℓ − 4) > 0. Hence, by (19),
V is not exceptional.
For 7 ≤ ℓ ≤ 9 , 2 ≤ i < j and 4 ≤ j ≤ ℓ− 3 , µ = ωi + ωj satisfies Claim 3
(p. 89) or Claim 3.a (p. 90). Hence V is not exceptional.
Let 7 ≤ ℓ ≤ 9 and µ = ω1 + ωj (with 4 ≤ j ≤ ℓ− 3 ). Then µ1 = ωj+1 ∈
X++(V ). For ( ℓ = 9 and 4 ≤ j ≤ 6 ) or ( ℓ = 8 and j = 5 ), one can easily prove
that s(V ) ≥ |Wµ| + |Wµ1| > ℓ(ℓ+1)2 . Hence, by (19), V is not exceptional.
Let µ = ω1 + ω4 and µ1 = ω5 . Then for p ≥ 2, |R
+
long −R
+
µ,2| ≥ 3 (ℓ− 2)
and |R+long − R
+
µ1,p| = 5 (ℓ − 4) . Thus, for ℓ = 8 , rp(V ) ≥
504 + ·18
72
> 72 .
For ℓ = 7, rp(V ) ≥
280 · 15
56
+
56 · 15
56
= 90 > 56 . Hence, by (20), V is not
exceptional. This proves the claim. ✷
In the following cases, for p 6= 2, |R+long −R
+
ω1 +ωj ,p| = ℓ+ (j − 1)(ℓ− j + 1)
and for p = 2, |R+long − R
+
ω1 +ωj ,2
| = (j − 1) (ℓ − j + 2) . Also for any p,
|R+long − R
+
ωj ,p
| = j (ℓ− j + 1) .
Claim 8: Let ( ℓ ≥ 6 for p ≥ 3 ) or ( ℓ ≥ 8 for p = 2 ). If V is an
Aℓ(K)-module such that X++(V ) contains µ = ω1 + ω3 (or graph-dually µ =
ωℓ−2 + ωℓ ), then V is not an exceptional g-module.
Indeed, let µ = ω1 + ω3 . Then µ1 = µ− (α1 + α2 + α3) = ω4 ∈ X++(V ).
For p 6= 2, |R+long − R
+
µ,p| = 3ℓ − 4 and |R
+
long − R
+
µ1,p
| = 4(ℓ − 3) . Thus, for
ℓ ≥ 6 , rp(V ) ≥
(ℓ−1) (3ℓ−4)
2
+ (ℓ−1) (ℓ−2) 4(ℓ−3)
4!
= (ℓ−1) (ℓ
2+4ℓ−6)
6
> ℓ (ℓ + 1) . For
p = 2, |R+long − R
+
µ,2| = 2(ℓ − 1) and |R
+
long − R
+
µ1,2
| = 4(ℓ − 3) . Thus, for
ℓ ≥ 8 , r2(V ) ≥
(ℓ−1) 2(ℓ−1)
2
+ (ℓ−1)(ℓ−2) 4(ℓ−3)
4!
= (ℓ−1) ℓ (ℓ+1)
6
> ℓ(ℓ + 1) . In both
cases, by (20), V is not exceptional. This proves the claim. ✷
Hence for ℓ ≥ 4, if V is an Aℓ(K)-module such that X++(V ) con-
tains a weight µ = aωi (with a ≥ 3 and 1 ≤ i ≤ ℓ ), then V is not an
exceptional g-module. Therefore we can assume a ≤ 2 .
Claim 9: Let V be an Aℓ(K)-module. If X++(V ) contains
(a) 2ωi with 3 ≤ i ≤ ℓ− 2 (hence ℓ ≥ 5 ) or
(b) 2ω2 (or graph-dually 2ωℓ−1 ) for ( ℓ ≥ 6 and p ≥ 3 ) or ( ℓ ≥ 4 and
p = 2 ), then V is not an exceptional g-module.
Indeed:
(a) let µ = 2ωi ∈ X++(V ). Then µ1 = µ − αi = ωi−1 + ωi+1 ∈ X++(V ).
For 3 ≤ i ≤ ℓ− 2 (implying ℓ ≥ 5 ), µ1 satisfies Claim 3 (p. 89) or Claim 3.a
(p. 90). Hence V is not exceptional.
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(b) Let µ = 2ω2 (or graph-dually µ = 2ωℓ−1 ). Then µ1 = ω1 + ω3 ∈
X++(V ). For ( ℓ ≥ 6 and p ≥ 3 ) or ( ℓ ≥ 8 and p = 2 ), µ1 satisfies Claim 8 (p.
95). Hence, V is not exceptional. For 4 ≤ ℓ ≤ 7 and p = 2, µ ∈ X++(V ) only
if the highest weight of V is λ = ω2 + ω3+i + ωℓ−i (for some i ≥ 0 ). In this
case, Lemma 4.3.3 applies. This proves the claim. ✷
P.6) For ℓ = 5 and p ≥ 3 , we may assume that V has highest weight
µ = 2ω2 . Then µ1 = ω1 + ω3 and µ2 = ω4 ∈ X++(V ). By Proposition 4.2.3,
mµ2 ≥ 2 . As |R
+
long −R
+
µ,p| = |R
+
long −R
+
µ2,p
| = 8 and |R+long −R
+
µ,p| = 11 , one
has rp(V ) ≥
15 · 8
30
+
60 · 11
30
+ 2 ·
15 · 8
30
= 34 > 30 . Hence, by (20), V is not
exceptional.
U.2) For ℓ = 4 and p ≥ 3 , the A4(K)-modules of highest weight 2ω2 (or
graph-dually 2ω3 ) are unclassified (N. 7 in Table 10).
In the next particular cases, we may assume that V is an Aℓ(K)-module of
highest weight µ = ω1 + ω3 . Then µ1 = ω4 ∈ X++(V ).
P.7) For ℓ = 5 and p ≥ 3 , |R+long − R
+
µ,p| = 11 |R
+
long − R
+
µ1,p| = 8 . By
Lemma 4.1.6, mµ1 = 3. Thus, rp(V ) =
60·11
30
+ 3 · 15·8
30
= 34 > 30 .
P.8) For ℓ = 7 and p = 2 , |R+long − R
+
µ,2| = 12 |R
+
long − R
+
µ1,2
| = 16 . By
Lemma 4.1.6, mµ1 = 2. Thus, r2(V ) =
168·12
56
+ 2 · 70·16
56
= 76 > 56 .
P.9) For ℓ = 6 and p = 2 , |R+long − R
+
µ,2| = 10 |R
+
long − R
+
µ1,2
| = 12 . By
Lemma 4.1.6, mµ1 = 2. Thus, r2(V ) =
105·10
42
+ 2 · 35·12
42
= 45 > 42 .
In all these cases, by (20), V is not exceptional.
U.3) For ( ℓ = 4 and p ≥ 2 ) or ( ℓ = 5 and p = 2 ), the Aℓ(K)-module of
highest weight ω1 + ω3 (or graph-dually ωℓ−2 + ωℓ ) is unclassified (N. 6 or N.
3 in Table 10).
Claim 10: Let ℓ ≥ 6 and p ≥ 2 . If V is an Aℓ(K)-module such that
X++(V ) contains µ = ω1 + ωℓ−2 (or graph-dually µ = ω3 + ωℓ ), then V is
not an exceptional g-module.
Indeed, let µ = ω1 + ωℓ−2 . Then µ1 = ωℓ−1 ∈ X++(V ). For p ≥ 2,
|R+long − R
+
µ,p| ≥ 4(ℓ− 3) and |R
+
long − R
+
µ1,p
| = 2 (ℓ− 1) . Thus, for ℓ ≥ 6,
rp(V ) =
(ℓ− 1)(ℓ− 2) · 4(ℓ− 3)
6
+
2(ℓ− 1)
2
=
(ℓ− 1)[2ℓ(ℓ− 5) + 15]
3
> ℓ(ℓ+1) .
Hence, by (20), V is not exceptional, proving the claim. ✷
Claim 11: Let ( ℓ ≥ 9 for p ≥ 3 ) or ( ℓ ≥ 11 for p = 2 ). If V is an
Aℓ(K)-module such that X++(V ) contains µ = ω1 + ωℓ−1 (or graph-dually
µ = ω2 + ωℓ ), then V is not an exceptional g-module.
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Indeed, let µ = ω1 + ωℓ−1 . Then µ1 = ωℓ ∈ X++(V ). For p ≥ 3,
|R+long − R
+
µ,p| = (3ℓ− 4) and |R
+
long −R
+
µ1,p
| = ℓ . Thus, for ℓ ≥ 9 ,
rp(V ) =
(ℓ− 1) · (3ℓ− 4)
2
+ 1 =
3ℓ2 − 7ℓ + 6
2
> ℓ (ℓ+ 1) .
For p = 2, |R+long −R
+
µ,p| = 3(ℓ− 2) and |R
+
long −R
+
µ1,p
| = ℓ . Thus, for ℓ ≥ 11 ,
rp(V ) =
(ℓ− 1) · 3(ℓ− 2)
2
+ 1 =
3ℓ2 − 9ℓ + 8
2
> ℓ (ℓ+ 1) .
Hence, by (20), V is not an exceptional module. This proves the claim. ✷
The following are particular cases.
P.10) Let ℓ = 10 and p = 2 . We may assume that V has highest weight
µ = ω1 + ω9 . Then µ1 = ω10 ∈ X++(V ). By Lemma 4.1.6, for p = 2 ,
mµ1 = 8 . Thus, r2(V ) ≥
495 · 24
110
+ 8 ·
11 · 10
110
= 116 > 110 .
P.11) Let ℓ = 9 and p = 2 . We may assume that V has highest weight
µ = ω1 + ω8 . Then µ1 = ω9 ∈ X++(V ). By Lemma 4.1.6, for p = 2 ,
mµ1 = 8 . Thus, r2(V ) ≥
360 · 21
90
+ 8 ·
10 · 9
90
= 92 > 90 .
P.12) Let ℓ = 8 and p ≥ 3 . We may assume that V has highest weight
µ = ω1 + ω7 . Then µ1 = ω8 ∈ X++(V ). By Lemma 4.1.6, for p ≥ 3 ,
mµ1 = 7 . Thus, rp(V ) ≥
252 · 20
72
+ 7 ·
9 · 8
72
= 77 > 72 .
P.13) Let ℓ = 7 . We may assume that V has highest weight µ = ω1 + ω6 .
Then µ1 = ω7 ∈ X++(V ). By Lemma 4.1.6, for p 6= 7 , mµ1 = 6 . Thus, for
p 6= 2, 7 , rp(V ) ≥
168 · 17
56
+ 6 ·
8 · 7
56
= 57 > 56 .
In all these cases, by (20), V is not exceptional.
U.4) For ( 4 ≤ ℓ ≤ 8 and p = 2 ) or ( ℓ = 7 and p = 7 ) or ( 4 ≤ ℓ ≤ 6
and p ≥ 3 ), the Aℓ(K)-modules of highest weight ω1 + ωℓ−1 (or graph-dually
ω2 + ωℓ ) are unclassified (N. 6 in Table 10).
Claim 12: Let ℓ ≥ 3 and p = 3 . Let V be an Aℓ(K)-module of highest
weight µ = ω1 + ω2 . Then V is not an exceptional g-module.
Indeed, as V has highest weight µ = (3−1−1)ω1 + ω2 , V is isomorphic to
the truncated symmetric power T3 (the 3
rd-graded component of the truncated
symmetric algebra). See Appendix C. Consider the action of gl(ℓ+ 1) on T3 .
Let v = x21 x2 + x
2
2 x3 + · · ·+ x
2
ℓ xℓ+1 + x
2
ℓ+1 x1 ∈ T3 and X =
∑
1≤i, j≤ℓ+1
λij xi∂j
with
∑
i
λii = 0 be such that X ·v = 0 . By direct calculations, one shows that
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X = 0 . Hence, gv ⊆ z(g) and this module is not exceptional. This proves the
claim. ✷
U.5) For p 6= 3 and ℓ ≥ 4 , the Aℓ(K)-module of highest weight µ = ω1 + ω2
is unclassified (N. 5 in Table 10).
P.14) Let V be an Aℓ(K)-module of highest weight µ = ω1 + ωℓ . Then,
for ℓ ≥ 1 , V is the adjoint module, which is exceptional by Example 3.2.1
(N. 2 in Table 3).
Therefore, for ℓ ≥ 4, if V is an Aℓ(K)-module such that X++(V )
contains a weight with 2 nonzero coefficients, then V is not an ex-
ceptional module, unless V has highest weight ω1 + ωℓ (the adjoint
module which is exceptional) or the highest weight of V is one of
N. 3, 4, 5 or 6 in Table 10.
From now on we may assume that V is an Aℓ(K)-module such that
X++(V ) contains only weights with at most one nonzero coefficient.
P.15) Let µ = 2ω1 (or graph-dually µ = 2ωℓ ).
For p = 2, µ ∈ X++(V ) only if V has highest weight λ = ω1 + ω2+j + ωℓ−j
(for some j ≥ 0 and ℓ ≥ 3 ) or λ = ω2 + ω2+j + ωℓ−j + ωℓ (for some j ≥ 1
and ℓ ≥ 5 ), for instance. In these cases, Lemma 4.3.3 or Lemma 4.3.1 applies.
For p ≥ 3 , we may assume that V is an Aℓ(K)-module of highest weight
µ = 2ω1 . By [AVE, Table 1], for ℓ ≥ 2 , dim V =
(ℓ+ 1)(ℓ+ 2)
2
< ℓ2+2ℓ − ε .
Hence, by Proposition 4.2.2, V is an exceptional module (N. 3 in Table 3).
Hence if X++(V ) contains a weight µ = aωi (with a ≥ 1 and
1 ≤ i ≤ ℓ ), then we can assume a = 1 .
Claim 13: Let V be an Aℓ(K)-module. If X++(V ) contains
(a) µ = ωi , with 5 ≤ i ≤ ℓ− 4 for ℓ ≥ 10 or
(b) µ = ω4 (or graph-dually µ = ωℓ−3 ), for ℓ ≥ 12,
then V is not an exceptional g-module. Indeed:
(a) let 5 ≤ i ≤ ℓ − 4 (hence ℓ ≥ 9 ) and µ = ωi ∈ X++(V ). Then, for
ℓ ≥ 11 ,
rp(V ) =
i (ℓ− i+ 1)
ℓ(ℓ+ 1)
(
ℓ+ 1
i
)
≥ 5 · 5 ·
(ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)(ℓ− 3)
5! · (ℓ+ 1)ℓ
≥ ℓ(ℓ+ 1) .
For ℓ = 10 and µ = ω5 (or graph-dually µ = ω6 ), |R
+
long −R
+
µ,p| = 5(ℓ− 4) .
Thus rp(V ) ≥
9 · 8 · 7 · 30
5!
= 126 > 110 . Hence for ℓ ≥ 10, by (20), V is not
exceptional.
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(b) Let µ = ω4 (or graph-dually µ = ωℓ−3 ) ∈ X++(V ). |R
+
long − R
+
µ,p| =
4(ℓ− 3) . Thus for ℓ ≥ 12 ,
rp(V ) =
(ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)
(ℓ+ 1)ℓ 4!
4(ℓ− 3) =
(ℓ− 1) (ℓ− 2) (ℓ− 3)
6
> ℓ (ℓ+ 1) .
Hence, by (20), V is not exceptional, proving the claim. ✷
U.6) For ℓ = 9 , the A9(K)-module of highest weight ω5 is unclassified
(N. 8 in Table 10).
P.16) Let µ = ω4 (or graph-dually µ = ωℓ−3 ) ∈ X++(V ). |R
+
long −R
+
µ,p| =
4(ℓ− 3) Thus for ℓ ≥ 12 , by (20), V is not exceptional since
rp(V ) =
(ℓ+ 1)ℓ(ℓ− 1)(ℓ− 2)
(ℓ+ 1)ℓ 4!
4(ℓ− 3) =
(ℓ− 1) (ℓ− 2) (ℓ− 3)
6
> ℓ (ℓ+ 1) .
For 4 ≤ ℓ ≤ 6 , we may assume that V is an Aℓ(K)-module of highest weight µ =
ω4 . Then dim V =
(
ℓ+ 1
4
)
< ℓ (ℓ+ 1) + ℓ − ε . Hence, by Proposition 4.2.2,
V is exceptional (N. 4, 5 and 6 in Table 3).
U.7) For 7 ≤ ℓ ≤ 11 the Aℓ(K)-modules of highest weight µ = ω4 are
unclassified (N. 9 in Table 10).
P.17) Let V be an Aℓ(K)-module of highest weight µ = ω3 (or graph-dually
µ = ωℓ−2 ). Then, for 3 ≤ ℓ ≤ 7, dim V =
(
ℓ+ 1
3
)
< ℓ (ℓ+1) + ℓ − ε . Hence,
by Proposition 4.2.2, V is an exceptional module (N. 4 and 6 in Table 3).
U.8) For ℓ ≥ 8 the Aℓ(K)-modules of highest weight µ = ω3 are unclassified
(N. 10 in Table 10).
P.18) If V is an Aℓ(K)-module of highest weight µ = ω2 then, for ℓ ≥ 2 ,
dim V =
(
ℓ+ 1
2
)
< ℓ (ℓ + 1) + ℓ − ε . Hence, by Proposition 4.2.2, V is an
exceptional module (N. 5 in Table 3).
P.19) Let V be an Aℓ(K)-module of highest weight µ = ω1 . Then, for ℓ ≥ 2
or ( ℓ = 1 and p 6= 2 ), dim V = ℓ+1 < ℓ2+2ℓ − ε . Thus, by Proposition 4.2.2,
V is exceptional module.
For ℓ = 1 and p = 2, the Lie algebra of type A1 is Heisenberg (that is,
its derived subalgebra is the centre, which coincides with the scalar matrices).
We claim that the standard module V for sl(2) is exceptional. (Indeed, for any
v ∈ V , it is possible to construct a nonzero nilpotent matrix which annihilates v .
Hence, gv 6⊂ z(g), as no nonzero nilpotent matrix is in the centre. This proves
the claim.)
Therefore, for ℓ ≥ 1, if V is an Aℓ(K)-module of highest weight µ = ω1 ,
then V is exceptional (N. 4 and 1 in Table 3).
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Therefore, for ℓ ≥ 4, if the highest weight of V is listed in Table 3,
then V is an exceptional Aℓ(K)-module. If V has highest weight listed
in Table 10, then V is unclassified. If the highest weight of V is not
in Table 3 or Table 10, then V is not an exceptional g-module.
This proves Theorem 4.3.2 for ℓ ≥ 4. ✷
A.1.2 Type Aℓ - Small Rank Cases
This is the Second Part of the Proof of Theorem 4.3.2: for groups of small rank.
A.1.2.1. Type A1
For groups of type A1 , |W | = 2. The limit for the inequality (19) is 1(1+1)2 = 4.
The dominant weights are of the form µ = aω1 with a ∈ Z+ . Hence, |Wµ| = 2
for all nonzero weights.
Proof of Theorem 4.3.2 for ℓ = 1.
Let V be an A1(K)-module and suppose µ = aω1 ∈ X++(V ).
For a prime p, if a ≥ p, then µ = aω1 does not occur in X++(V ), other-
wise the highest weight of V would have coefficient ≥ p, contradicting Theo-
rem 2.4.4(1).
If p > 5 and 5 ≤ a < p then, for a odd (resp. a even), aω1, 3ω1, ω1
(resp. aω1, 4ω1, 2ω1 ) ∈ X++(V ). Hence, s(V ) > 4 and, by (19), V is not an
exceptional module. For p ≥ 5 and 3 ≤ a < p, the modules with highest weight
aω1 are not exceptional, by Lemma A.1.1 (p. 92).
For p ≥ 3, if V has highest weight µ = 2ω1 , then V is the adjoint module,
which is exceptional by Example 3.2.1. For any p, if V has highest weight
µ = ω1, then V is exceptional, by case P.19 (p. 99) of First Part of Proof of
Theorem 4.3.2.
This proves Theorem 4.3.2 for groups of type A1 . ✷
A.1.2.2. Type A2
For groups of type A2, |W | = 6. The limit for (19) is 18 and for (20) is 6. The
dominant weights are of the form µ = aω1 + b ω2, with a, b ∈ Z+. If a and b
are both nonzero, then |Wµ| = 6. If either a or b (but not both) is nonzero,
then |Wµ| = 3.
Proof of Theorem 4.3.2 for ℓ = 2. Let V be an A2(K)-module.
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Let µ = aω1 + bω2 (with a ≥ 1, b ≥ 1 ) be a weight in X++(V ).
Claim 1: Bad weights with 2 nonzero coefficients do not occur in X++(V ).
Indeed, if µ = aω1 + bω2 is a bad weight in X++(V ), then the highest weight
of V must have at least one coefficient ≥ p, contradicting Theorem 2.4.4(i). ✷
From now on we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
Claim 2: Let p ≥ 5 and ( a ≥ 1, b ≥ 3 ) or ( a ≥ 3, b ≥ 1 ) or ( a =
b = 2 ). If V is an A2(K)-module such that X++(V ) contains a good weight
µ = aω1 + bω2 , then V is not an exceptional g-module.
Indeed, let µ = aω1 + bω2 be a good weight in X++(V ) .
(a) Let a ≥ 4, b ≥ 2 (or graph-dually a ≥ 2, b ≥ 4 ). For p = 2 or 3 such µ
does not occur in X++(V ). For p ≥ 5, µ1 = µ−(α1+α2) = (a−1)ω1+ (b−1)ω2,
µ2 = µ− α1 = (a− 2)ω1 + (b+ 1)ω2 and µ3 = µ1 − α1 = (a− 3)ω1 + bω2 ∈
X++(V ). By Claim 1, these are all good weights. Thus, s(V ) ≥ 24 > 18 .
Hence, by (19), V is not an exceptional module.
(b) Let a = 3, b ≥ 2 (or graph-dually a ≥ 2, b = 3 ) and µ = 3ω1 + bω2 .
For p = 2 or 3 such µ does not occur in X++(V ). For p ≥ 5, consider
µ1 = µ − (α1 + α2) = 2ω1 + (b − 1)ω2, µ2 = µ − α1 = ω1 + (b + 1)ω2,
µ3 = µ1− (α1+α2) = ω1 + (b− 2)ω2 ∈ X++(V ). For p ≥ 5, µ, µ1, µ2, µ3 are
all good weights. Thus s(V ) ≥ 21 > 18. Hence, by (19), V is not exceptional.
(c) Let a = b = 2 and µ = 2ω1 + 2ω2 . Then X++(V ) also contains
µ1 = µ− (α1+α2) = ω1 + ω2, µ2 = µ−α1 = 3ω2 and µ3 = µ−α2 = 3ω1.
For p ≥ 3, |R+long−R
+
µ,p| = |R
+
long−R
+
µ1,p
| = 3 and, for p ≥ 5, |R+long−R
+
µ2,p
| =
|R+long − R
+
µ3,p
| = 2 . Thus, for p ≥ 5, rp(V ) ≥ 8 > 6. Hence, by 20, V is not
exceptional.
Therefore if X++(V ) contains a good weight of the form µ = aω1 +
bω2 , with a ≥ 1, b ≥ 1 , then we can assume a ≤ 1 or b ≤ 1.
(d) Let a = 1, b ≥ 5 (or graph-dually a ≥ 5, b = 1 ) and µ = ω1 + bω2 .
For p = 2 or 3, such µ does not occur in X++(V ). For p ≥ 5, X++(V ) also
contains µ1 = µ − α2 = 2ω1 + (b − 2)ω2 . As b ≥ 5, case (b) above applies to
µ1 . Hence V is not exceptional.
(e) For a = 1, b = 4 (or graph-dually a = 4, b = 1 ), µ = ω1 + 4ω2 .
For p = 2 or 3, such µ does not occur in X++(V ). For p ≥ 5, X++(V ) also
contains µ1 = µ − α2 = 2ω1 + 2ω2 which satisfies case (c). Hence, V is not
an exceptional module.
(f) For a = 3, b = 1 (or graph-dually a = 1, b = 3 ), µ = 3ω1 + ω2 . For
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p = 2, 3 such µ does not occur in X++(V ). For p ≥ 5, X++(V ) also contains
the good weights µ1 = µ − (α1 + α2) = 2ω1, µ2 = µ − α1 = ω1 + 2ω2
and µ3 = µ1 − α1 = ω2 . For p ≥ 5, |R
+
long − R
+
µ,p| = |R
+
long − R
+
µ2,p| = 3 ,
|R+long−R
+
µ1,p
| = |R+long−R
+
µ3,p
| = 2. Thus rp(V ) ≥
6 · 3
6
+
3 · 2
6
+
6 · 3
6
+
3 · 2
6
=
8 > 6. Hence, by (20), V is not an exceptional module.
This proves Claim 2. ✷
Claim 3: Let p ≥ 5 and a ≥ 5 . If V is an A2(K)-module such that
X++(V ) contains a weight µ = aω1 (or graph-dually µ = aω2 ), then V is not
an exceptional g-module.
Indeed, let a ≥ 5 and µ = aω1 . For p ≤ 3, µ does not occur in X++(V ).
For p ≥ 5, µ1 = µ− α1 = (a− 2)ω1 + ω2 ∈ X++(V ) satisfies Claim 2. Hence,
V is not exceptional, proving the claim. ✷
Now we deal with some particular cases.
P.1) Let p = 3 . We may assume that V has highest weight µ = 2ω1 + 2ω2 .
Then V is the Steinberg module and dim V = 33 (see Theorem 2.4.3). One
can show that mµ1 = 2, where µ1 = µ− (α1+α2) = ω1 + ω2 ∈ X++(V ). Thus
rp(V ) = 9 > 6 . Hence, by (20), V is not exceptional.
U.1) Let a = 2, b = 1 (or graph-dually a = 1, b = 2 ) and µ = 2ω1 + ω2 .
For p = 2, µ does not occur in X++(V ). For p ≥ 3, the A2(K)-modules of
highest weight 2ω1 + ω2 (or graph-dually ω1 + 2ω2 ) are unclassified (N. 1 in
Table 10).
P.2) Let V be an A2(K)-module such that µ = 4ω1 (or graph-dually µ =
4ω2 ) ∈ X++(V ) . Then V is not exceptional. (Indeed, for p ≤ 3 µ does
not occur in X++(V ). For p ≥ 5, we can assume that V has highest weight
µ = 4ω1 . Hence, by Lemma A.1.1, V is not exceptional.)
Therefore if X++(V ) contains a good weight µ = aω1 + bω2 , with 2
nonzero coefficients, then we can assume a = b = 1 .
P.3) Let V be an A2(K)-module such that µ = 3ω1 (or graph-dually µ =
3ω2 ) ∈ X++(V ) . Then V is not exceptional. (Indeed, for p = 2 µ does
not occur in X++(V ). For p = 3, µ ∈ X++(V ) only if V has highest weight
λ = 2ω1 + 2ω2 . Then V is the Steinberg module, which is not exceptional by
case P.1) above. For p ≥ 5, we can assume that V has highest weight µ = 3ω1 .
Hence, by Lemma A.1.1, V is not exceptional.)
P.4) If V is an A2(K)-module of highest weight µ = ω1 + ω2 then V is
the adjoint module, which is exceptional by Example 3.2.1 (N. 2 in Table 3).
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From now on we can assume that X++(V ) contains only weights of
the form µ = aωi (with a ≤ 2 ). Observe that for p = 2, 2ωi does not occur
in X++(V ) .
P.5) For p ≥ 3, if V is an A2(K)-module of highest weight µ = 2ω1 (or
graph-dually µ = 2ω2 ), then V is an exceptional module by case P.15 (p. 98)
of First Part of Proof of Theorem 4.3.2 (N. 3 in Table 3).
P.6) If V is an A2(K)-module of highest weight µ = ω1 (or graph-dually
µ = ω2 ), then V is an exceptional module by case P.19 (p. 99) of First Part of
Proof of Theorem 4.3.2 (N. 4 in Table 3).
Therefore, if V is an A2(K)-module such that X++(V ) contains a
weight µ = aω1 (or graph-dually µ = aω2 ) with a ≥ 3, then V is not
exceptional. If V has highest weight λ ∈ {2ω1, 2ω2, ω1, ω2} then V is
an exceptional module (N. 3, 4 in Table 3).
This proves Theorem 4.3.2 for groups of type A2. ✷
A.1.2.3. Type A3
For groups of type A3 , |W | = 24. The limit for (19) is 48 and for (20) is 12.
The orbit sizes are |Wµ| = 24 for µ having 3 nonzero coefficients, |Wµ| = 12
for µ having 2 nonzero coefficients, and |Wµ| = 6 or 4 for µ having 1 nonzero
coefficient. First we prove a reduction lemma.
Lemma A.1.2. Let V be an A3(K)-module. If X++(V ) contains 2 good
weights with 3 nonzero coefficients and any other nonzero good weight, then V
is not an exceptional g-module.
Proof: If µ ∈ X++(V ) has 3 nonzero coefficients, then |Wµ| = 24. Hence, by
assumption, s(V ) ≥ 48+k, where k > 1. Thus, by (19), V is not an exceptional
module and the lemma is proved.
Proof of Theorem 4.3.2 for ℓ = 3. Let V be an A3(K)-module.
Claim 1: Bad weights with 3 nonzero coefficients do not occur in X++(V ).
Indeed, otherwise the highest weight of V would have at least one coefficient
≥ p, contradicting Theorem 2.4.4(i). ✷
Therefore we can assume that weights with 3 nonzero coefficients
occurring in X++(V ) are good weights.
Claim 2: Let V be an A3(K)-module. If X++(V ) contains a bad weight
with 2 nonzero coefficients, then V is not an exceptional g-module.
We prove this claim in two steps.
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(a) Let µ = aω1 + bω2 (or graph-dually µ = bω2 + aω3 ) be a bad weight
in X++(V ). For p = 2 such µ does not occur in X++(V ). For p ≥ 3, X++(V )
contains the good weights µ1 = µ − (α1 + α2) = (a − 1)ω1 + (b − 1)ω2 + ω3,
µ2 = µ1− (α1+α2) = (a−2)ω1 + (b−2)ω2 + 2ω3, µ3 = µ−α2 = (a+1)ω1 +
(b− 2)ω2 + ω3. Thus, as a ≥ 3, b ≥ 3 , X++(V ) satisfies Lemma A.1.2.
(b) Let µ = aω1 + cω3 be a bad weight in X++(V ). For p = 2 such µ
does not occur in X++(V ). For p ≥ 3, X++(V ) contains the good weights µ1 =
µ−(α1+α2+α3) = (a−1)ω1 + (c−1)ω3 , µ2 = µ−α1 = (a−2)ω1 + ω2 + cω3,
µ3 = µ−α3 = aω1 + ω2 + (c− 2)ω3, µ4 = µ2− (α1+α2+α3) = (a− 3)ω1 +
ω2 + (c− 1)ω3. Hence, Lemma A.1.2 applies.
In both cases, V is not exceptional, proving the claim. ✷
From now on, by Claims 1 and 2, we can assume that weights with
2 or more nonzero coefficients occurring in X++(V ) are good weights.
Claim 3: Let V be an A3(K)-module. If X++(V ) contains a good weight
µ = aω1 + bω2 + cω3 such that ( a ≥ 2, b ≥ 1, c ≥ 1 ) or ( a ≥ 1, b ≥ 2, c ≥ 1 )
or ( a ≥ 1, b ≥ 1, c ≥ 2 ), then V is not an exceptional g-module.
Indeed, let µ = aω1 + bω2 + cω3 be a good weight in X++(V ), with 3
nonzero coefficients.
(a) Let a ≥ 3, b ≥ 1, c ≥ 1 (or graph-dually a ≥ 1, b ≥ 1, c ≥ 3 ) and
µ = aω1 + bω2 + cω3 . For p = 2, µ does not occur in X++(V ). For p ≥ 3,
X++(V ) also contains µ1 = µ − α1 = (a − 2)ω1 + (b + 1)ω2 + cω3, and
µ2 = µ − (α1 + α2) = (a − 1)ω1 + (b − 1)ω2 + (c + 1)ω3. By Claims 1 and 2,
µ1 and µ2 are good weights. Hence, by Lemma A.1.2, V is not exceptional.
(b) Let a = 2, b ≥ 1, c ≥ 1 (or graph-dually a ≥ 1, b ≥ 1, c = 2 ) and
µ = 2ω1 + bω2 + cω3 . For p = 2 such µ does not occur in X++(V ). For p ≥ 3,
X++(V ) also contains µ1 = µ − α1 = (b + 1)ω2 + cω3 , µ2 = µ − (α1 + α2) =
ω1 + (b−1)ω2 + (c+1)ω3 , µ3 = µ− (α1+α2+α3) = ω1 + bω2 + (c−1)ω3. By
Claims 1 and 2, these are all good weights. Thus s(V ) > 48 (since |Wµ| = 24
and |Wµi| ≥ 12 for all i). Hence, by (19), V is not an exceptional module.
(c) Let a = 1, b ≥ 1, c ≥ 2 (or graph-dually a ≥ 2, b ≥ 1, c = 1 ) and
µ = ω1 + bω2 + cω3 . For p = 2 µ does not occur in X++(V ). For p ≥ 3,
X++(V ) also contains µ1 = µ− (α1+α2+α3) = bω2 + (c−1)ω3, µ2 = µ− (α1+
α2) = (b−1)ω2 + (c+1)ω3, µ3 = µ− (α2+α3) = 2ω1 + (b−1)ω2 + (c−1)ω3,
µ4 = µ1 − (α2 + α3) = ω1 + (b − 1)ω2 + (c − 2)ω3. By Claims 1 and 2, these
are all good weights, hence Lemma A.1.2 applies.
Hence, if X++(V ) contains a good weight of the form µ = aω1 + bω2 + cω3
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(with 3 nonzero coefficients), then we can assume a = c = 1 .
(d) Let a = 1, b ≥ 2, c = 1 and µ = ω1 + bω2 + ω3 . For p = 2 such µ
does not occur in X++(V ). For p ≥ 3, X++(V ) also contains the good weights
µ1 = µ− (α1+α2) = (b− 1)ω2 + 2ω3, µ2 = µ− (α2+α3) = 2ω1 + (b− 1)ω2,
µ3 = µ1 − (α2 + α3) = ω1 + (b− 2)ω2 + ω3. For b ≥ 3, Lemma A.1.2 applies.
For b = 2, s(V ) ≥ 60 > 48 and, by (19), V is not exceptional. This proves
the claim. ✷
Claim 4: Let ( a ≥ 2, b ≥ 2 ) or ( a ≥ 1, b ≥ 3 ) or ( a ≥ 3, b ≥ 1 ). If V
is an A3(K)-module such that X++(V ) contains a good weight µ = aω1 + bω2
(or graph-dually µ = bω2 + aω3 ), then V is not an exceptional g-module.
Indeed, let µ = aω1 + bω2 (with a ≥ 1, b ≥ 1 ) (or graph-dually µ =
bω2 + aω3 ) be a good weight in X++(V ). Then µ1 = µ−(α1+α2) = (a− 1)ω1 +
(b− 1)ω2 + ω3 ∈ X++(V ).
i) For a ≥ 3, b ≥ 2 or a ≥ 2, b ≥ 3 , µ1 satisfies Claim 3 (p. 104).
ii) For a = b = 2 (hence p ≥ 3 ) µ = 2ω1 + 2ω2 , µ1 = ω1 + ω2 + ω3 ,
µ2 = µ − α2 = 3ω1 + ω3 , µ3 = µ1 − (α1 + α2 + α3) = ω2 ∈ X++(V ). Thus,
s(V ) ≥ 12 + 24 + 12 + 6 = 54 > 48 . Hence, by (19), V is not exceptional.
iii) Let a ≥ 3, b = 1 and µ = aω1 + ω2 . For p = 2, such µ does not occur
in X++(V ). For p ≥ 3, µ1 = µ− (α1 + α2) = (a− 1)ω1 + ω3, µ2 = µ− α1 =
(a− 2)ω1 + 2ω2, µ3 = µ2 − (α1 + α2) = (a− 3)ω1 + ω2 + ω3 ∈ X++(V ). By
Claims 1 and 2, these are all good weights. Thus, for a ≥ 4, s(V ) ≥ 60 > 48 .
For a = 3 , also µ4 = µ3 − (α2 + α3) = ω1 ∈ X++(V ). Thus, s(V ) ≥ 52 > 48 .
Hence, by (19), V is not exceptional.
iv) Let a = 1, b ≥ 3 and µ = ω1 + bω2 . For p = 2, such µ does not occur
in X++(V ). For p ≥ 3, µ1 = µ−α2 = 2ω1 + (b−2)ω2 + ω3 ∈ X++(V ) satisfies
Claim 3 (p. 104). Hence, V is not exceptional. This proves Claim 4. ✷
Claim 5: Let ( a ≥ 2, b ≥ 3 ) or ( a ≥ 3, b ≥ 2 ) or ( a ≥ 4, b ≥ 1 ) or
( a ≥ 1, b ≥ 4 ). If V is an A3(K)-module such that X++(V ) contains a good
weight µ = aω1 + bω3 (or graph-dually µ = bω1 + aω3 ), then V is not an
exceptional g-module. Indeed:
i) let a ≥ 3, c ≥ 2 (or graph-dually a ≥ 2, c ≥ 3 ) and µ = aω1 + cω3 . For
p = 2, µ does not occur in X++(V ). For p ≥ 3, µ1 = µ − α1 = (a − 2)ω1 +
ω2 + cω3 ∈ X++(V ) satisfies Claim 4. Hence V is not exceptional.
ii) Let a ≥ 4, c = 1 (or graph-dually a = 1, c ≥ 4 ) and µ = aω1 + ω3 . For
p = 2, µ does not occur in X++(V ). For p ≥ 3, µ1 = µ − α1 = (a − 2)ω1 +
ω2 + ω3 ∈ X++(V ) satisfies Claim 3. Hence V is not exceptional. This proves
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the claim. ✷
Claim 7: Let V be an A3(K)-module. If X++(V ) contains
(a) µ = aω1 (or graph-dually µ = aω3 ) with a ≥ 4 or
(b) µ = aω2 with a ≥ 4 ,
then V is not an exceptional g-module.
Indeed, let a ≥ 5 and µ = aω1 ∈ X++(V ). Then µ1 = µ − α1 = (a −
2)ω1 + ω2 ∈ X++(V ) satisfies Claim 4 (p. 105).
Now let µ = 4ω1 . For p = 2, µ does not occur in X++(V ). For p = 3,
µ ∈ X++(V ) only if V has highest weight λ = 2ω1 + 2ω2 + 2ω3 . In this case,
V is not exceptional, by Claim 3 (p. 104). For p ≥ 5, µ1 = µ−α1 = 2ω1 + ω2 ,
µ2 = µ1 − (α1 + α2) = ω1 + ω3 , µ3 = µ1 − α1 = 2ω2 ∈ X++(V ). Also
for p ≥ 5, |R+long − R
+
µ,p| = 3, |R
+
long − R
+
µ1,p| = |R
+
long − R
+
µ2,p| = 5, and
|R+long −R
+
µ3,p
| = 4. Thus rp(V ) ≥ 1 + 5 + 5 + 2 = 13 > 12 . Hence, by (20),
V is not an exceptional module. This proves (a).
For (b), if a ≥ 4 and µ = aω2 ∈ X++(V ), then µ1 = µ− α2 = ω1 + (a−
2)ω2 + ω3 ∈ X++(V ). In this case, µ1 satisfies Claim 3 (p. 104). Hence V is
not exceptional, proving this claim. ✷
Now we deal with some particular cases.
P.1) Let V be an A3(K)-module such that X++(V ) contains µ = 3ω1 + ω3
(or graph-dually µ = ω1 + 3ω3 ). For p = 2, µ does not occur in X++(V ).
For p = 3, µ ∈ X++(V ) only if V has highest weight λ = 2ω1 + 2ω2 or
λ = 2ω1 + ω2 + 2ω3. In these cases V is not exceptional, by Claims 4 or 3,
respectively. For p ≥ 5, we can assume that V has highest weight µ = 3ω1 + ω3.
Then µ1 = µ − α1 = ω1 + ω2 + ω3, µ2 = µ − (α1 + α2 + α3) = 2ω1,
µ3 = µ1 − (α1 + α2 + α3) = ω2, and µ4 = µ1 − (α1 + α2) = 2ω3 ∈ X++(V ).
For p ≥ 5, by [BW, p. 167], mµ1 = mµ4 = 1, mµ2 = mµ3 = 3. Thus, s(V ) =
12 + 24 + 3 · 4 + 3 · 4 + 4 = 52 > 48 . Hence, by (19), V is not exceptional.
P.2) Let V be an A3(K)-module of highest weight µ = 2ω1 + 2ω3 (hence,
p ≥ 3 ). Then µ1 = µ−(α1+α2+α3) = ω1 + ω3, µ2 = µ−α1 = ω2 + 2ω3, and
µ3 = µ−α3 = 2ω1 + ω2 ∈ X++(V ). By [BW, p. 166], for p ≥ 3, mµ1 = 2, thus
s(V ) = 12 + 2 · 12 + 12 + 12 = 60 > 48 . Hence, by (19), V is not exceptional.
P.3) Let V be an A3(K)-module such that X++(V ) contains µ = 3ω2 .
For p = 2, µ does not occur in X++(V ). For p = 3, µ ∈ X++(V ) only if V
has highest weight λ = 2ω1 + ω2 + 2ω3 or λ = 2ω1 + 2ω2 (or graph-dually
λ = 2ω2 + 2ω3 ). In these cases, V is not exceptional, by Claim 3 or Claim 4,
respectively. For p ≥ 5, we can assume that V has highest weight µ = 3ω2.
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Then the good weights µ1 = µ−α2 = ω1 + ω2 + ω3 , µ2 = µ1−(α1+α2) = 2ω3 ,
µ3 = µ1 − (α2 + α3) = 2ω1 , µ4 = µ3 − α1 = ω2 ∈ X++(V ). By [BW, p. 166],
mµ4 = 2. Thus, s(V ) = 6 + 24 + 4 + 4 + 2 · 6 = 50 > 48 . Hence, by (19), V
is not exceptional.
P.4) Now we can assume that V is an A3(K)-module of highest weight µ =
ω1 + ω2 + ω3 . Then X++(V ) also contains µ1 = µ−(α1+α2+α3) = ω2 , µ2 =
µ−(α1+α2) = 2ω3 and µ3 = µ−(α2+α3) = 2ω1 . By [BW, p. 166], for p ≥ 5,
mµ2 = mµ3 = 2 and mµ1 ≥ 3. Thus, s(V ) ≥ 24+3 · 6+2 · 4+2 · 4 = 58 > 48 .
Hence, by (19), V is not exceptional. For p = 3, mµ2 = mµ3 = 1 and mµ1 = 2.
Also |R+long−R
+
µ,3| = 5, |R
+
long−R
+
µ1,3| = 4, |R
+
long−R
+
µ2,3| = |R
+
long−R
+
µ3 ,3| = 3.
Hence, r3(V ) ≥ 2 · 5 + 4 + 1 + 1 > 12 and, by (20), V is not an exceptional
module. For p = 2, if V has highest weight µ = ω1 + ω2 + ω3 , then V is the
Steinberg module (see Theorem 2.4.3). One can prove, using Lemma 2.4.1, that
mµ1 = 4 . Thus, r2(V ) ≥ 16 > 12 and, by (20), V is not exceptional.
P.5) Let V be an A3(K)-module such that X++(V ) contains µ = 3ω1 . For
p = 2, µ does not occur in X++(V ). For p = 3, µ ∈ X++(V ) only if V has
highest weight λ = 2ω1 + ω2 + ω3 or λ = ω1 + 2ω2 + 2ω3 . In these cases V
is not exceptional, by Claim 3 (p. 104). For p ≥ 5, we can assume that V has
highest weight µ = 3ω1 . Hence, by Lemma A.1.1 (p. 92) V is not exceptional.
Hence, if X++(V ) contains a weight of the form µ = aωi + bωj , then
we can assume ( a ≤ 1, b ≤ 2 ) or ( a ≤ 2, b ≤ 1 ). These cases are treated in
the sequel.
P.6) Let V be an A3(K)-module of highest weight µ = 2ω1 + ω2 (or graph-
dually µ = ω2 + 2ω3 ) (hence p ≥ 3 ). Then µ1 = µ − (α1 + α2) = ω1 + ω3
and µ2 = µ − α1 = 2ω2 ∈ X++(V ). By [BW, p. 166], mµ1 = 2, mµ2 = 1.
We have |R+long − R
+
µ,p| = 5 (for p 6= 3) and 4 (for p = 3), |R
+
long − R
+
µ1,p| = 5,
|R+long−R
+
µ2,p
| = 4. Thus, for p ≥ 3, rp(V ) ≥ 4 + 2 ·5 + 2 = 16 > 12 . Hence,
by (20), V is not exceptional.
P.7) Let V be an A3(K)-module of highest weight µ = ω1 + 2ω2 (or graph-
dually µ = 2ω2 + ω3 ) (hence p ≥ 3 ). Then µ1 = µ − (α1 + α2) = ω2 + ω3 ,
µ2 = µ−α2 = 2ω1 + ω3 and µ3 = µ2−(α1+α2+α3) = ω1 ∈ X++(V ). By [BW,
p. 166], mµ1 = 2, mµ2 = 1, mµ3 = 3 . Thus, s(V ) = 12 + 2 · 12 + 12 + 3 · 4 =
60 > 48 . Hence, by (19), V is not an exceptional module.
P.8) Let V be an A3(K)-module such that X++(V ) contains µ = 2ω1 + ω3
(or graph-dually µ = ω1 + 2ω3 ). For p = 2, µ does not occur in X++(V ). For
p ≥ 3, we can assume that V has highest weight µ. Thus µ1 = µ−α1 = ω2 +ω3
and µ2 = µ−(α1+α2+α3) = ω1 ∈ X++(V ). By [BW, p. 166], for p 6= 5, p ≥ 3,
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mµ2 = 3, and for p = 5, mµ2 = 2. Also, |R
+
long−R
+
µ,p| = 5 |R
+
long−R
+
µ1,p| = 5,
and |R+long − R
+
µ2,p
| = 3. Thus, for p 6= 5, rp(V ) ≥ 5 + 5 + 3 > 12 . Hence,
by (20), V is not an exceptional module.
U.1) For p = 5, the A3(K)-modules of highest weight 2ω1 + ω3 (or graph-
dually ω1 + 2ω3 ) are unclassified (N. 2 in Table 10).
Hence, if X++(V ) contains a weight of the form µ = aωi + bωj (with
a ≥ 1, b ≥ 1 ) then we can assume a = b = 1 . These cases are treated in the
sequel.
P.9) Let V be an A3(K)-module of highest weight µ = ω1 + ω3 . Then V
is the adjoint module, which is exceptional by Example 3.2.1 (N. 2 in Table 3).
P.10) Let V be an A3(K)-module of highest weight µ = ω1 + ω2 (or graph-
dually µ = ω2 + ω3 ). For p = 3, by Claim 12 (p. 97), V is not exceptional.
U.2) For p 6= 3, the A3(K)-modules of highest weight µ = ω1 + ω2 are
unclassified (N. 5 in Table 10).
Therefore, if X++(V ) contains a weight with 2 nonzero coefficients,
then V is not an exceptional module, unless V has highest weight
ω1 + ω3 (the adjoint module, which is exceptional) or the highest weight
of V is ( 2ω1 + ω3 (or graph-dually ω1 + 2ω3 ) for p = 5 ) or (ω1 + ω2
(or graph-dually ω2 + ω3 ) for p 6= 3 ) in which cases V is unclassified.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
P.11) Let V be an A3(K)-module such that µ = 2ω1 (or graph-dually
µ = 2ω3 ) ∈ X++(V ). For p = 2 , µ ∈ X++(V ) only if V has highest weight
λ = ω1 + ω2 + ω3 . By case P.4) this module is not exceptional. For p ≥ 3,
we can assume that V has highest weight µ = 2ω1 (or graph-dually µ = 2ω3).
Then V is an exceptional module by case P.15 (p. 98) of First Part of Proof of
Theorem 4.3.2 (N. 3 in Table 3).
P.12) If V is an A3(K)-module of highest weight µ = ω1 (or graph-dually
µ = ω3), then V is an exceptional module by case P.19 (p. 99) of First Part of
Proof Theorem 4.3.2 (N. 4 and 1 in Table 3) .
U.3) Let V be an A3(K)-module such that µ = 2ω2 ∈ X++(V ). For p = 2,
µ does not occur in X++(V ). For p ≥ 3, we can assume that V has highest
weight 2ω2 . These modules are unclassified (N. 7 in Table 10).
P.13) If V is an A3(K)-module of highest weight µ = ω2, then dim V =
6 < 15 − ε . Thus, by Proposition 4.2.2, V is an exceptional module (N. 5 in
Table 3).
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Hence if V is an A3(K)-module such that X++(V ) has weights of the
form µ = aωi (with 1 ≤ i ≤ 3 and a ≥ 3), then V is not an exceptional
g-module. If V has highest weight λ ∈ {ω1, ω2, ω3, 2ω1, 2ω3}, then V is
an exceptional module. If V has highest weight 2ω2 (for p ≥ 3 ), then
V is unclassified.
This finishes the proof of Theorem 4.3.2 for groups of type A3. ✷
A.2 Groups or Lie Algebras of Type Bℓ
In this section we prove Theorem 4.3.3. Recall that for groups of type Bℓ , p ≥ 3 ,
|W | = 2ℓ ℓ! , |R| = 2ℓ2 , |Rlong| = 2ℓ(ℓ− 1) .
A.2.1 Type Bℓ , ℓ ≥ 5
Proof of Theorem 4.3.3 - First Part
Let ℓ ≥ 5. By Lemma 4.3.4, it suffices to consider Bℓ(K)-modules such
that X++(V ) contains only weights with 2 or less nonzero coefficients.
First suppose that X++(V ) contains weights of the form µ = aωi + b ωj
with 1 ≤ i < j ≤ ℓ and a, b ≥ 1.
I) Claim 1: If X++(V ) contains a bad weight with 2 nonzero coefficients,
then V is not an exceptional module.
Indeed, let µ = aωi + b ωj (with 1 ≤ i < j ≤ ℓ and a, b ≥ 1 ) be a bad
weight in X++(V ). Then a, b ≥ 3.
(a) For 1 ≤ i < j < ℓ− 1 , µ1 = µ − (αi + · · ·+ αj) = ωi−1 + (a− 1)ωi +
(b− 1)ωj + ωj+1 ∈ X++(V ).
(b) For 1 ≤ i < j = ℓ−1 , µ = aωi + b ωℓ−1 and µ1 = µ−(αi+· · ·+αℓ−1) =
ωi−1 + (a− 1)ωi + (b− 1)ωℓ−1 + 2ωℓ ∈ X++(V ).
(c) For 1 < i < j = ℓ , µ = aωi + b ωℓ and µ1 = µ − (αi + · · ·+ αℓ) =
ωi−1 + (a− 1)ωi + b ωℓ ∈ X++(V ) .
(d) For 1 = i, j = ℓ , µ = aω1 + b ωℓ and µ1 = µ − α1 = (a − 2)ω1 +
ω2 + b ωℓ ∈ X++(V ) .
In all these cases, µ1 is a good weight with 3 or more nonzero coefficients. Thus,
Lemma 4.3.4 applies and V is not exceptional. This proves the claim. (Note
that this claim is true for ℓ ≥ 4.) ✷
Therefore if X++(V ) contains weights with 2 nonzero coefficients,
then we can assume that these are good weights.
II) Let µ = aωi + b ωj (with a, b ≥ 1 ) be a good weight in X++(V ).
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Claim 2: Let ℓ ≥ 5. If V is a Bℓ(K)-module such that X++(V ) contains a
good weight µ = aωi + b ωℓ−2 (with a ≥ 1, b ≥ 1 and 1 ≤ i ≤ ℓ− 3 ), then V
is not an exceptional g-module.
Indeed, let µ = aωi + b ωℓ−2 . Then for 1 ≤ i ≤ ℓ− 3 ,
|Wµ| = 2ℓ−3 ℓ (ℓ− 1)
(
ℓ− 2
i
)
≥ 2ℓ−3 ℓ (ℓ− 1) (ℓ− 2) .
Thus, for ℓ ≥ 6, s(V ) ≥ 2ℓ−3 ℓ (ℓ−1) (ℓ−2) > 2ℓ3. For ℓ = 5, if µ = aω2 + bω3 ,
then µ1 = µ− (α2 + · · ·+ α3) = ω1 + (a− 1)ω2 + (b− 1)ω3 + ω4 ∈ X++(V ).
Thus s(V ) ≥ 24 · 5 · 3 + 26 · 5 > 2 · 53 . If µ = aω1 + bω3 , then µ1 =
(a−1)ω1 + (b−1)ω3 + ω4 ∈ X++(V ). In this case s(V ) ≥ 24 ·5·3 + 24·5 > 2·53 .
In any of these cases, by (24), V is not exceptional, proving the claim. ✷
Claim 3: Let ℓ ≥ 6. If V is a Bℓ(K)-module such that X++(V ) contains a
good weight µ = aωi + b ωj (with a ≥ 1, b ≥ 1 and 1 ≤ i < j, 3 ≤ j ≤ ℓ− 3 ),
then V is not an exceptional g-module.
Indeed, for 1 ≤ i < j, 3 ≤ j ≤ ℓ − 3 (hence ℓ ≥ 6 ) we have
(
j
i
)
≥ 3 and(
ℓ
i
)
≥
(
ℓ
3
)
. Hence |Wµ| = 2j
(
j
i
)(
ℓ
j
)
≥ 23 · 3
(
ℓ
3
)
= 22 ℓ (ℓ − 1) (ℓ − 2).
Thus, for ℓ ≥ 6, s(V ) − 2ℓ3 ≥ 22 ℓ (ℓ−1) (ℓ−2) − 2ℓ3 = 2ℓ2 (ℓ−6) + 8ℓ > 0 .
Hence, by (24), V is not exceptional. This proves the claim. ✷
Therefore if X++(V ) contains a good weight µ = aωi + b ωj (with
a ≥ 1, b ≥ 1 ), then we can assume that ( i = 1, j = 2 ) or ( 1 ≤ i < j and
j ∈ {ℓ− 1, ℓ} ). These cases are treated in the sequel.
Claim 4: Let ℓ ≥ 5. If V is a Bℓ(K)-module such that X++(V ) contains a
good weight µ = aωi + b ωℓ−1 (with a ≥ 1, b ≥ 1 and 1 ≤ i ≤ ℓ− 2 ), then V
is not an exceptional g-module.
Indeed, for 1 ≤ i ≤ ℓ − 2 and ℓ ≥ 5, s(V ) ≥ |Wµ| = 2ℓ−1 ℓ
(
ℓ− 1
i
)
≥
2ℓ−1 ℓ (ℓ− 1) > 2ℓ3 . Hence, by (24), V is not exceptional, proving the claim.✷
Claim 5: Let ℓ ≥ 5. If V is a Bℓ(K)-module such that X++(V ) contains a
good weight µ = aωi + b ωℓ (with a ≥ 1, b ≥ 1 and 1 ≤ i ≤ ℓ− 1 ), then V is
not an exceptional g-module. Indeed:
(a) let 2 ≤ i ≤ ℓ − 2 and µ = aωi + b ωℓ (with a ≥ 1, b ≥ 1 ). Then for
ℓ ≥ 5, |Wµ| = 2ℓ
(
ℓ
i
)
≥ 2ℓ
(
ℓ
2
)
. Thus, for ℓ ≥ 5, s(V ) ≥ 2ℓ−1 ℓ (ℓ−1) > 2ℓ3 .
Hence, by (24), V is not exceptional.
(b) Let i = ℓ− 1, j = ℓ and µ = aωℓ−1 + b ωℓ (with a ≥ 1, b ≥ 1 ). Then
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µ1 = µ − (αℓ−1 + αℓ) = ωℓ−2 + (a − 1)ωℓ−1 + bωℓ ∈ X++(V ). For ℓ ≥ 5, µ1
satisfies (a) of this proof. Hence V is not exceptional.
(c) Let i = 1, j = ℓ and µ = aω1 + b ωℓ (with a ≥ 1, b ≥ 1 ). Then
s(V ) ≥ |Wµ| =
2ℓ ℓ!
(ℓ− 1)!
= 2ℓ ℓ > 2 ℓ3, for all ℓ ≥ 7.
Let ℓ = 5, 6 and µ = aω1 + b ωℓ . For a ≥ 1, b ≥ 2, µ1 = µ − αℓ =
aω1 + ωℓ−1 + (b− 2)ωℓ ∈ X++(V ). Hence, for b ≥ 3, Lemma 4.3.4 applies and,
for b = 2, µ1 satisfies Claim 4 (p. 110).
For a ≥ 2, b = 1, µ1 = µ − (α1 + · · ·+ αℓ) = (a − 1)ω1 + ωℓ ∈ X++(V ).
Thus, for ℓ = 5, 6, s(V ) ≥ |Wµ|+ |Wµ1| ≥ 2 · 2ℓ ℓ > 2 · ℓ3.
Hence we may assume a = b = 1 and µ = ω1 + ωℓ . Then µ1 = ωℓ ∈
X++(V ). For ℓ = 6, s(V ) ≥ |Wµ|+ |Wµ1| ≥ 2
6 · 6 + 26 = 26 · 7 > 2 · 63 .
For ℓ = 5, we can assume that V has highest weight µ = ω1 + ω5 . Then
µ1 = ω5 ∈ X++(V ). Let v0 be a highest weight vector of V . Consider v1 =
f5 f1 v0. Note that v1 6= 0 and ei v1 = 0 for i ∈ {2, 3, 4}. Thus, v1 is a highest
weight vector for the action of A = 〈e±αi / 2 ≤ i ≤ 4〉
∼= A3 on V. The weight of
v1 with respect to the toral subalgebra 〈hαi / 2 ≤ i ≤ 4〉 is ω2 + ω4 = ω1 + ω3.
Thus, the A-module generated by v1 is a homomorphic image of sl(4) . Its
zero weight is µ1 = ω5 = 0¯. As p > 2, sl(4) is a simple Lie algebra, hence
irreducible. It follows that mµ1 = dim Vµ1 ≥ 3, and s(V ) ≥ 2
5 · 5 + 3 · 25 =
28 > 2 · 53.
Hence in any of these cases, by (24), V is not an exceptional module. This
proves Claim 5. ✷
Therefore if X++(V ) contains a good weight µ = aωi + b ωj (with
a ≥ 1, b ≥ 1 ), then we can assume that i = 1, j = 2 .
(d) Let µ = aω1 + b ω2 (with a, b ≥ 1 ) be a good weight in X++(V ). Then
µ1 = µ− (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 + ω3 ∈ X++(V ).
i) For a ≥ 2, b ≥ 2, µ1 is a good weight with 3 nonzero coefficients. Hence
Lemma 4.3.4 applies.
ii) For a = 1, b ≥ 2, µ1 = (b − 1)ω2 + ω3 ∈ X++(V ). For a ≥ 2, b = 1,
µ1 = (a− 1)ω1 + ω3 ∈ X++(V ). In both cases, for ℓ ≥ 6, µ1 satisfies Claim 3
(p. 110). For ℓ = 5 , µ1 satisfies Claim 2 (p. 110). In these cases, V is not
exceptional.
iii) For a = b = 1, we may assume that V has highest weight µ = ω1 + ω2 .
Then µ1 = µ − (α1 + α2) = ω3, µ2 = µ1 − (α3 + · · · + αℓ) = ω2, µ3 =
µ2 − (α2 + · · ·+ αℓ) = ω1, µ4 = µ− (α2 + · · ·+ αℓ) = 2ω1 ∈ X++(V ).
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Let v0 be a highest weight vector of V . Apply e2 e1 and e1 e2 to the nonzero
vectors v1 = f1 f2 v0, v2 = f2 f1 v0 (of weight µ1 ) to prove that v1, v2 are
linearly independent for p 6= 3. This implies mµ1 ≥ 2 . Thus, for p 6= 3 and
ℓ ≥ 6, s(V ) ≥ 4 ℓ (ℓ−1) + 2
4ℓ (ℓ− 1) (ℓ− 2)
3
+ 2 ℓ (ℓ−1) =
ℓ (ℓ− 1) (8ℓ− 2)
3
>
2 ℓ3 . For ℓ = 5, s(V ) ≥ 24 · 5 + 2 · 24 · 5 + 23 · 5 + 2 · 2 · 5 > 2 · 53. Hence,
by (24), V is not exceptional.
For p = 3, |R+long − R
+
µ,3| = |R
+
long − R
+
µ2,3
| = 4ℓ − 7, |R+long − R
+
µ1,3
| =
3(2ℓ − 5), and |R+long − R
+
µ3,3| = |R
+
long − R
+
µ4,3| = 2(ℓ − 1). Thus, for ℓ ≥ 4,
r3(V ) ≥ 2(4ℓ− 7) + 2(ℓ− 2)(2ℓ− 5) + 4ℓ− 7 + 2 + 2 = 4ℓ2 − 6ℓ + 3 > 2ℓ2 .
In this case, by (25), V is not an exceptional module.
Hence, for ℓ ≥ 5, if X++(V ) contains weights with 2 nonzero coeffi-
cients, then V is not an exceptional module.
From now on we only need to consider Bℓ(K)-modules such that
X++(V ) contains only weights with at most one nonzero coefficient.
III) Let µ = aωi (with 1 ≤ i ≤ ℓ and a ≥ 1 ) be a weight in X++(V ).
(a)i) Let a ≥ 3, 2 ≤ i ≤ ℓ − 2 and µ = aωi . Then µ1 = µ − αi =
ωi−1 + (a−2)ωi + ωi+1 ∈ X++(V ). As µ1 has 3 nonzero coefficients, Lemma 4.3.4
applies (for µ bad or good).
ii) Let a ≥ 3 and µ = aωℓ−1 . Then the good weight µ1 = µ − αℓ−1 =
ωℓ−2 + (a− 2)ωℓ−1 + 2ωℓ ∈ X++(V ). Hence Lemma 4.3.4 applies.
iii) Let a ≥ 3 and µ = aωℓ . Then µ1 = µ − αℓ = ωℓ−1 + (a− 2)ωℓ ∈
X++(V ) satisfies Claim 5 (p. 110).
iv) Let a ≥ 3 and µ = aω1 ∈ X++(V ).
iv.1) For a ≥ 4, µ1 = µ−α1 = (a− 2)ω1 + ω2, and µ2 = µ− (α1+α2) =
(a− 3)ω1 + ω3 ∈ X++(V ). For ℓ ≥ 6, µ2 satisfies Claim 3 (p. 110). For ℓ = 5,
µ2 satisfies Claim 2 (p. 110). Hence V is not exceptional.
iv.2) For a = 3, µ = 3ω1 . If p = 3, then µ ∈ X++(V ) only if V has
highest weight λ = 2ω1 + ωi (for some 2 ≤ i ≤ ℓ− 1 ) or λ = ω1 + ωi + ωj
(for some 2 ≤ i ≤ j ≤ ℓ − 1 ) or λ = 2ωi + ωj (for some 2 ≤ i < j ≤ ℓ − 1 ),
for instance. In any of these cases, by Part II of this proof or by Lemma 4.3.4,
V is not an exceptional module.
For p ≥ 5, µ = 3ω1, µ1 = ω1+ω2, µ2 = ω3, µ3 = µ2−(α3+· · ·+αℓ) = ω2,
µ4 = µ3−(α2+ · · ·+αℓ) = ω1, µ5 = µ1−(α2+ · · ·+αℓ) = 2ω1 ∈ X++(V ). Also,
|R+long − R
+
µ,p| = |R
+
long − R
+
µ4,p
| = |R+long − R
+
µ5,p
| = 2(ℓ− 1), |R+long − R
+
µ1,p
| =
2(2ℓ−3), |R+long−R
+
µ2,p
| = 3(2ℓ−5), and |R+long−R
+
µ3,p
| = 4ℓ−7. Thus, for ℓ ≥ 5
(and for ℓ = 4 ), rp(V ) ≥ 2 + 2 ·2(2ℓ−3) + 2(ℓ−2)(2ℓ−5) + 4ℓ−7 + 2 + 2 =
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4ℓ2 − 6ℓ + 13 > 2ℓ2 . Hence, by(25), V is not exceptional.
Hence, for ℓ ≥ 5 if V is a Bℓ(K)-module such that X++(V ) contains
weights µ = aωi, with 1 ≤ i ≤ ℓ and a ≥ 3, then V is not an exceptional
g-module. Therefore we may assume a ≤ 2 . These cases are treated in the
sequel.
Claim 6: Let ℓ ≥ 6 and 4 ≤ i ≤ ℓ− 1 . If V is a Bℓ(K)-module such that
ωi ∈ X++(V ) , then V is not an exceptional g-module.
Indeed, if ωi ∈ X++(V ) , then also ωi−1, · · · , ω4, ω3, ω2, ω1 ∈ X++(V ).
Now
4∑
j=1
|Wωj| = 2ℓ+ 2ℓ(ℓ−1) +
22ℓ(ℓ− 1)(ℓ− 2)
3
+
2ℓ(ℓ− 1)(ℓ− 2)(ℓ− 3)
3
=
2ℓ4 − 8ℓ3 + 16ℓ2 − 4ℓ
3
. Thus for ℓ ≥ 6,
s(V ) − 2ℓ3 ≥
2ℓ3(ℓ− 7) + 4ℓ(4ℓ− 1)
3
> 0 .
Hence for ℓ ≥ 6, by (24), V is not exceptional, proving the claim. ✷
(b) Let a = 2 and µ = 2ωi (with 1 ≤ i ≤ ℓ ) be a weight in X++(V ).
i) For 3 ≤ i ≤ ℓ− 3, µ1 = µ−αi = ωi−1 + ωi+1 ∈ X++(V ) satisfies Claim
2 or Claim 3. For i = 2, µ1 = ω1 + ω3 satisfies Claim 3 (for ℓ ≥ 6 ) or Claim
2 (for ℓ = 5 ). For i = ℓ− 2, µ1 = ωℓ−3 + ωℓ−1 satisfies Claim 4 (p. 110). In
any of these cases, V is not an exceptional module.
ii) For i = ℓ− 1 , µ1 = µ− αℓ−1 = ωℓ−2 + 2ωℓ ∈ X++(V ) satisfies Claim 5
(p. 110), for ℓ ≥ 5.
iii) Let i = ℓ and µ = 2ωℓ . Then µ1 = ωℓ−1 ∈ X++(V ). Hence, for ℓ ≥ 6,
Claim 6 (p. 113) applies and V is not exceptional.
For ℓ = 5, we can assume that V has highest weight µ = 2ω5 . Then
µ1 = µ−α5 = ω4, µ2 = µ−(α4+2α5) = ω3, µ3 = µ−(α3+2α4+3α5) = ω2,
µ4 = µ3− (α2+α3+α4+α5) = ω1 are good weights in X++(V ). Consider the
Lie algebra A = 〈e±αi / 3 ≤ i ≤ 5〉
∼= B3. The module V |A has highest weight
µ = 2ω5 = 2ω3 with respect to the toral subalgebra 〈hαi / 3 ≤ i ≤ 5〉. Then, by
Smith’s Theorem [Sm], the zero weight µ3 = ω2 = 0¯ of V |A has multiplicity
mµ3 ≥ 2 for p ≥ 3 [BW, p. 167]. Thus s(V ) ≥ 2
5 +24·5+ 24·5+ 2·23·5 + 2·5 =
2 · 141 > 2 · 53 . Hence, by (24), V is not an exceptional module.
iv) Let i = 1 and µ = 2ω1 .
By Section 4.1.1, E(2ω1) ∼=
Symmn ∩ sl(n)
scalars
, where n = 2ℓ+ 1. Consider a
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generic enough diagonal matrix
D =


t1 0 · · · 0
0 t2 · · · 0
...
. . .
...
0 0 · · · tn


with n distinct eigenvalues. Look at D inside E(2ω1) ∼=
Symmn ∩ sl(n)
scalars
.
gD denotes the stabilizer of D in g . We have M ∈ gD ⇐⇒ (adD)(M) =
MD − DM = b Id , where b ∈ K. Hence, (adD)2(M) = [D, [D, M ]] = 0 .
As D is semisimple, so is adD whence [D, [D, M ]] = 0 implies [D, M ] = 0 .
It follows that M is a diagonal matrix. As M is also skew-symmetric, we have
M = 0 . Therefore, E(2ω1) is not an exceptional module, for ℓ ≥ 2.
Hence if X++(V ) contains weights µ = aωi, with 1 ≤ i ≤ ℓ and
a ≥ 2, then V is not exceptional. Therefore we may assume a = 1 .
This case is treated in the sequel.
(c) Let V be a Bℓ(K)-module such that µ = ωi ∈ X++(V ).
i) For 4 ≤ i ≤ ℓ− 1 and ℓ ≥ 6, see Claim 6 (p. 113).
For ℓ = 5, we can assume that V has highest weight µ = ω4 . Then
µ1 = ω3, µ2 = ω2, µ3 = ω1 ∈ X++(V ). Consider the Lie algebra A =
〈e±αi / 3 ≤ i ≤ 5〉
∼= B3. A acts on V and with respect to the toral subalgebra
〈hαi / 3 ≤ i ≤ 5〉 of A, V |A has highest weight µ = ω4 = ω2 . Then V |A
corresponds to the adjoint B3(K)-representation. Its zero weight µ2 = ω2 = 0¯
has multiplicity mµ2 = 3 for p ≥ 3 [BW, p. 167]. Thus s(V ) ≥ 2
4 · 5 + 24 ·
5 + 3 · 23 · 5 + 2 · 5 = 2 · 5 · 29 > 2 · 53 . Hence, by (24), V is not an exceptional
module.
ii) If V has highest weight µ = ω3, then V is unclassified (N. 2 in Table 6).
iii) If V has highest weight µ = ω2 , then V is the adjoint module, which is
exceptional by Example 3.2.1 (N. 2 in Table 4).
iv) If V has highest weight µ = ω1 then, by [OV, p. 300], dim V =
2ℓ + 1 < 2ℓ2 − ℓ − ε, for any ℓ ≥ 2. Thus, by Proposition 4.2.2, V is an
exceptional module (N. 1 in Table 4).
v) Let µ = ωℓ . Then, for ℓ ≥ 12, s(V ) ≥ |Wµ| = 2ℓ > 2 · ℓ3 . Hence,
by (24), V is not an exceptional module.
For ℓ = 5, we can assume that V has highest weight µ = ω5 . Then, by [OV,
p.301], dim V = 25 = 32 < 55 − ε . For ℓ = 6, let V have highest weight
µ = ω6 . Then, by [OV, p.301], dim V = 2
6 = 64 < 78 − ε . Thus, by
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Proposition 4.2.2, for ℓ = 5, 6 V is an exceptional module (N. 3 in Table 4).
For 7 ≤ ℓ ≤ 11 these modules are unclassified (N. 3 in Table 6).
This finishes the First Part of the Proof of Theorem 4.3.3. ✷
A.2.2 Type Bℓ - Small Rank Cases
In this section, we prove Theorem 4.3.3 for groups of small rank.
A.2.2.1. Type B2 or C2
For groups of type B2 or C2 , |W | = 22 2! = 8, |R| = 8, |Rlong| = 4. The limit
for (24) is 8 · 22 = 32. The dominant weights are of the form µ = aω1 + b ω2,
with a, b ∈ Z+. If a and b are both nonzero, then |Wµ| = 8 . If only one
coefficient is nonzero, then |Wµ| = 4. For type B2 , R
+
long = {α1, α1 + 2α2 }
and for type C2 , R
+
long = { 2α1 + α2, α2 } .
Proof of Theorem 4.3.3, for ℓ = 2. Let V be a B2(K)-module.
Claim 1: Bad weights of the form µ = aω1 + bω2 , with a and b both
nonzero, do not occur in X++(V ). Indeed, otherwise V would have highest
weight with at least one coefficient ≥ p , contradicting Theorem 2.4.4(i). ✷
Therefore, we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
Claim 2: Let ( a ≥ 3, b ≥ 1 ) or ( a ≥ 1, b ≥ 3 ) or ( a = b = 2 ) or
( a = 1, b = 2 for p 6= 5 ) or ( a = 2, b = 1 for p ≥ 5 ). If V is a B2(K)-
module such that µ = aω1 + b ω2 is a good weight in X++(V ), then V is not
an exceptional g-module. Indeed:
(a) let ( a ≥ 3, b ≥ 2 ) or ( a ≥ 2, b ≥ 3 ) and µ = aω1 + b ω2 . For p = 3 such
µ does not occur in X++(V ). For p ≥ 5, µ1 = µ− α1 = (a− 2)ω1 + (b+ 2)ω2,
µ2 = µ− (α1+α2) = (a− 1)ω1 + bω2, µ3 = µ−α2 = (a+1)ω1 + (b− 2)ω2,
µ4 = µ2−α2 = aω1 + (b−2)ω2, µ5 = µ4−(α1+α2) = (a−1)ω1 + (b−2)ω2,
µ6 = µ5 − (α1 + α2) = (a − 2)ω1 + (b − 2)ω2 ∈ X++(V ). By Claim 1, the
weights with 2 nonzero coefficients are all good. Thus, s(V ) > 32 and, by (24),
V is not an exceptional module.
Hence, if X++(V ) contains weights with 2 nonzero coefficients, then we can
assume a ≤ 2 or b ≤ 2 . We deal with these cases in the sequel.
(b) Let a = b = 2 and µ = 2ω1 + 2ω2 . Then µ1 = 4ω2, µ2 = ω1 + 2ω2,
µ3 = 3ω1, µ4 = 2ω1, µ5 = ω1, µ6 = µ2 − (α1 + α2) = 2ω2 ∈ X++(V ).
For p ≥ 5, s(V ) ≥ 36 > 32 . Hence, by (24), V is not exceptional. For p = 3,
115
|R+long − R
+
µ,3| = |R
+
long − R
+
µ1,3| = |R
+
long − R
+
µ6,3| = 1 and |R
+
long − R
+
µ2,3| =
|R+long − R
+
µ4,3
| = |R+long − R
+
µ5,3
| = 2. Thus, r3(V ) ≥ 12 > 8 . Hence, by (25),
V is not exceptional.
(c) Let a = 1, b ≥ 5 and µ = ω1 + b ω2 . For p = 3 such µ does not occur
in X++(V ). For p ≥ 5, µ1 = µ − α2 = 2ω1 + (b − 2)ω2 ∈ X++(V ) satisfies
case (a) of this proof. Hence V is not exceptional.
(d) Let a = 1, b = 4 and µ = ω1 + 4ω2 . For p = 3 such µ does not occur
in X++(V ). For p ≥ 5, µ1 = µ− α2 = 2ω1 + 2ω2 ∈ X++(V ) satisfies case (b)
of this proof. Hence V is not exceptional.
(e) Let a ≥ 4, b = 1 and µ = aω1 + ω2 . For p = 3 such µ does not occur
in X++(V ). For p ≥ 5, µ1 = µ − α1 = (a − 2)ω1 + 3ω2 ∈ X++(V ) satisfies
II(a). Hence V is not exceptional.
Hence, if X++(V ) contains weights of the form µ = aω1 + bω2 (with 2
nonzero coefficients), then we can assume a = 1, b ≤ 3 or a ≤ 3, b = 1 . These
cases are treated as follows.
(f) Let a = 1, b = 3 and µ = ω1 + 3ω2 . For p = 3 such µ does not occur in
X++(V ). For p ≥ 5, µ1 = µ−α2 = 2ω1 + ω2 , µ2 = µ1−(α1+α2) = ω1 + ω2 ,
µ3 = µ− (α1 + α2) = 3ω2 , µ4 = µ2 − (α1 + α2) = ω2 ∈ X++(V ). For p ≥ 5,
|R+long − R
+
µ,p| ≥ 1, |R
+
long − R
+
µ1,p
| = |R+long − R
+
µ2,p
| = 2 and |R+long − R
+
µ3,p
| =
|R+long − R
+
µ4,p
| = |R+long − R
+
µ4,p
| = 1. Thus, rp(V ) ≥ 12 > 8 and, by (25),
V is not exceptional.
(g) Let a = 3, b = 1 and µ = 3ω1 + ω2 . For p = 3 such µ does not occur
in X++(V ). For p ≥ 5, µ1 = µ − α1 = ω1 + 3ω2 ∈ X++(V ) satisfies case (f)
of this proof. Hence V is not exceptional.
(h) Let a = 1, b = 2 and µ = ω1 + 2ω2 . Then µ1 = µ − (α1 + α2) =
2ω2 , µ2 = µ − α2 = 2ω1 , µ3 = µ1 − α2 = ω1 ∈ X++(V ). For p 6= 5,
|R+long − R
+
µ,p| = |R
+
long − R
+
µ2,p| = |R
+
long − R
+
µ3,p| = 2 and |R
+
long − R
+
µ1,p| = 1.
Thus, rp(V ) ≥ 9 > 8 . Hence, by (25), V is not exceptional.
(i) Let a = 2, b = 1 and µ = 2ω1 + ω2 . Then µ1 = µ − α1 = 3ω2 ,
µ2 = µ−(α1+α2) = ω1 + ω2 , µ3 = µ2−(α1+α2) = ω2 ∈ X++(V ). For p ≥ 5,
|R+long − R
+
µ,p| = |R
+
long − R
+
µ2,p| = 2 and |R
+
long − R
+
µ1,p| = |R
+
long − R
+
µ3,p| = 1.
Thus rp(V ) ≥ 10 > 8 and, by (25), V is not exceptional.
This proves Claim 2. ✷
Claim 3: Let V be a B2(K)-module such that X++(V ) contains
(a) µ = aω1 with a ≥ 3 or
(b) µ = aω2 with a ≥ 5 or ( a = 4 for p 6= 5 ).
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Then V is not an exceptional g-module.
Indeed, let a ≥ 4 and µ = aω1 ∈ X++(V ). For p = 3 such µ does not
occur in X++(V ). For p ≥ 5, µ1 = µ − α1 = (a − 2)ω1 + 2ω2 ∈ X++(V )
satisfies Claim 2 (p. 101). Hence V is not exceptional.
Let µ = 3ω1 ∈ X++(V ). (Hence p ≥ 3 .) Then µ1 = µ−α1 = ω1 + 2ω2 ∈
X++(V ) satisfies Claim 2 for p 6= 5 . In this case V is not exceptional. For p = 5,
consider also µ2 = 2ω2 , µ3 = 2ω1 , µ4 = ω1 ∈ X++(V ). As |R
+
long − R
+
µ,5| =
|R+long −R
+
µ3,5| = |R
+
long − R
+
µ4,5| = 2 and |R
+
long − R
+
µ1,5| = |R
+
long −R
+
µ2,5| = 1,
rp(V ) ≥ 9 > 8 . Hence, by (25), V is not exceptional. This proves (a).
For (b), let a ≥ 4 and µ = aω2 . For a ≥ 5 and p = 3 , µ does not occur in
X++(V ). Let a ≥ 5 and p ≥ 5. Then µ1 = µ−α2 = ω1 + (a−2)ω2 ∈ X++(V )
satisfies Claim 2 (p. 101). Hence V is not exceptional.
Let µ = 4ω2 ∈ X++(V ). Then µ1 = µ−α2 = ω1+2ω2 ∈ X++(V ) satisfies
Claim 2 for p 6= 5. Hence V is not exceptional. This proves Claim 3. ✷
Now we deall with some particular cases.
P.1) For p = 5 , let V be a B2(K)-module of highest weight µ = 4ω2 .
Then µ1 = ω1 + 2ω2 , µ2 = µ1 − α2 = 2ω1 , µ3 = µ1 − (α1 + α2) = 2ω2 and
µ4 = µ3 − α2 = ω1 ∈ X++(V ). Let v0 be a highest weight vector of V . To
prove that mµ3 = 2, consider the nonzero weight vectors v1 = f2 f1 f2 v0 and
v2 = f1 f
2
2 v0 of weight µ3 . One can show that eα˜ v1 6= 0 and eα˜ v2 = 0 , by
using relations 3. This implies that v1 and v2 are linearly independent. Hence
mµ3 = 2. As |R
+
long − R
+
µ,5| = |R
+
long − R
+
µ1,5| = |R
+
long − R
+
µ3,5| = 1 and
|R+long − R
+
µ2,5
| = 2, one has r5(V ) ≥ 9 > 8 . Hence, by (25), V is not
exceptional.
P.2) For p = 3 , let V be a B2(K)-module of highest weight µ = 2ω1 + ω2 .
Then µ1 = 3ω2 , µ2 = ω1 + ω2 , µ3 = ω2 ∈ X++(V ). Let v0 be a highest
weight vector of V . To prove that mµ2 = 2, consider the nonzero weight vectors
v1 = f1 f2 v0 and v2 = f2 f1 v0 of weight µ2 . One can show that e1 v1 = 0
and e1 v2 6= 0 , by using relations 3. This implies that v1 and v2 are linearly
independent. Hence mµ2 = 2. As |R
+
long − R
+
µ,3| = 2 and |R
+
long − R
+
µ2,3| =
|R+long −R
+
µ1,3| = |R
+
long − R
+
µ3,3| = 1, one has r3(V ) ≥
8·2
4
+ 28
4
+ 1 = 9 > 8 .
Hence, by (25), V is not exceptional.
P.3) Let V be a B2(K)-module of highest weight µ = 3ω2 . Then V is
isomorphic to the C2(K)-module V˜ with highest weight µ = 3ω1 . Recall that
spn is a Lie subalgebra of sl2n , hence a sl4-module can be considered as a sp2-
module. By Lemma A.1.1 (p. 92), the sl4-module with highest weight 3ω1 is
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not exceptional. Hence neither is V˜ ∼= V .
P.4) For p = 5, let V be a B2(K)-module of highest weight µ = ω1 + 2ω2 .
Then µ1 = 2ω2 , µ2 = 2ω1 , µ3 = ω1 ∈ X++(V ). Let v0 be a highest weight
vector of V . To prove that mµ3 = 2, consider the nonzero weight vectors
v1 = f2 f1 f2 v0 and v2 = f1 f
2
2 v0 of weight µ3 . One can show that eα˜ v1 6= 0
and eα˜ v2 = 0 , by using relations 3. This implies that v1 and v2 are linearly
independent. Hence mµ3 = 2. As |R
+
long−R
+
µ,5| = 1 , |R
+
long−R
+
µ2,5
| = |R+long−
R+µ3,5| = 2 and |R
+
long − R
+
µ1,5| = 1, one has r5(V ) ≥
8
4
+
4 · 2
4
+ 1 + 2
4 · 2
4
=
9 > 8 . Hence, by (25), V is not exceptional.
P.5) Let V be a B2(K)-module of highest weight µ = ω1 +ω2 . For p = 3, by
Claim 12 (p. 97) of First Part of Proof of Theorem 4.3.2, V is not an exceptional
sl4-module. Hence V is not an exceptional sp2-module. For p 6= 3, if V has
highest weight µ , then V is unclassified ( N. 1 in Table 6).
Therefore, if V is a B2(K)-module such that X++(V ) contains a
weight with 2 nonzero coefficients, then V is not an exceptional mod-
ule, unless V has highest weight µ = ω1 + ω2 for p 6= 3 ) in which case
V is unclassified.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
P.6) If V is a B2(K)-module of highest weight µ = 2ω1 then, by case
III(b)iv) (p. 113) of First Part of Proof of Theorem 4.3.3, V is not exceptional.
P.7) If V is a B2(K)-module of highest weight µ = 2ω2 , then V is the
adjoint module. Hence, by Example 3.2.1, V is an exceptional module (N. 2 in
Table 4).
P.8) If V has highest weight µ = ω1 then, by case III(c)iv) (p. 114) of First
Part of Proof of Theorem 4.3.3, V is an exceptional module (N. 1 in Table 4).
P.9) If V has highest weight µ = ω2 then, by [OV, p. 301], dim V = 2
2 <
10 − ε . Hence, by Proposition 4.2.2, V is exceptional (N. 3 in Table 4).
Hence if V is a B2(K)-module such that X++(V ) contains µ = aω1
(for a ≥ 2 ) or µ = aω2 (for a ≥ 3 ), then V is not exceptional. If V
has highest weight λ ∈ {2ω2, ω2, ω1} , then V is an exceptional module.
This finishes the proof of Theorem 4.3.3 for ℓ = 2. ✷
A.2.2.2. Type B3
For groups of type B3 , |W | = 23 3! = 48, |R| = 2 · 32, |Rlong| = 12 . The
limit for (24) is 8 · 32 = 72. If µ ∈ X++(V ) has 3 nonzero coefficients, then
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|Wµ| = 48. If µ ∈ X++(V ) has 2 nonzero coefficients, then |Wµ| = 24. Recall
that p ≥ 3. R+long = {α1, α2, α1+α2, α2+2α3, α1+α2+2α3, α1+2α2+2α3 }.
The following are reduction lemmas.
Lemma A.2.1. Let V be a B3(K)-module. If X++(V ) contains
(a) 2 good weights with 3 nonzero coefficients or
(b) 1 good weight with 3 nonzero coefficients and 2 good weights with 2
nonzero coefficients, then V is not an exceptional g-module.
Proof: If (a) or (b) holds, then s(V ) > 72. Thus, by (24), V is not an
exceptional module, proving the lemma.
Corollary A.2.1. If V is a B3(K)-module such that X++(V ) contains a weight
with 3 nonzero coefficients, then V is not an exceptional g-module.
Proof: First we observe that bad weights with 3 nonzero coefficients do
not occur in X++(V ) (otherwise V would have highest weight with at least one
coefficient ≥ p , contradicting Theorem 2.4.4(i)). Therefore, we may assume
that weights with 3 nonzero coefficients occurring in X++(V ) are good
weights.
Let µ = aω1 + b ω2 + c ω3 be a good weight in X++(V ) with a, b, c ≥ 1 .
(a) For a ≥ 1, b ≥ 2, c ≥ 1, µ = aω1 + b ω2 + c ω3 and µ1 = µ−(α2+α3) =
(a+1)ω1 + (b− 1)ω2 + cω3 are both good weights in X++(V ) (with 3 nonzero
coefficients). Hence, by Lemma A.2.1(a), V is not exceptional.
(b) Let a ≥ 2, b = 1, c ≥ 1 . Then µ = aω1 + ω2 + c ω3 and µ1 =
µ − (α1 + α2 + α3) = (a− 1)ω1 + ω2 + c ω3 ∈ X++(V ) are good weights. As
µ1 has 3 nonzero coefficients, Lemma A.2.1(a) applies.
(c) Let a = b = 1, c ≥ 1 . Then µ = ω1 + ω2 + c ω3, µ1 = µ− (α1 + α2 +
α3) = ω2 + c ω3 and µ2 = µ1 − (α2 + α3) = ω1 + c ω3 ∈ X++(V ). Hence, by
Lemma A.2.1(b), V is not exceptional. This proves the corollary.
Proof of Theorem 4.3.3, for ℓ = 3.
Let V be a B3(K)-module. By Corollary A.2.1, it suffices to consider B3(K)-
modules V such that X++(V ) contains only weights with at most 2
nonzero coefficients.
I) Claim 1: If X++(V ) contains a bad weight with 2 nonzero coefficients,
then V is not an exceptional module.
Indeed, let µ = aωi + bωj (with a, b ≥ 1 ) be a bad weight in X++(V ) .
Hence a ≥ 3, b ≥ 3 .
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(a) Let µ = aω1+ bω2 . Then µ1 = µ−(α1+α2) = (a−1)ω1+(b−1)ω2+2ω3
is a good weight in X++(V ) with 3 nonzero coefficients.
(b) Let µ = aω1 + bω3 . Then µ1 = µ − α3 = aω1 + ω2 + (b − 2)ω3 is a
good weight in X++(V ) with 3 nonzero coefficients.
(c) Let µ = aω2 + bω3 . Then the good weight µ1 = µ − (α2 + α3) =
ω1 + (a− 1)ω2 + b ω3 ∈ X++(V ) has 3 nonzero coefficients.
In all these cases Corollary A.2.1 applies. Hence V is not exceptional, proving
the claim. ✷
Therefore, we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
Claim 2: Let ( a ≥ 2, b ≥ 1 ) or a ≥ 1, b ≥ 2 . If V is a B3(K)-module
such that µ = aωi + bωj ∈ X++(V ), then V is not an exceptional g-module.
(a) Let µ = aω2 + bω3 . Then:
i) for a ≥ 2, b ≥ 1 , µ1 = µ− (α2+α3) = ω1 + (a− 1)ω2 + b ω3 ∈ X++(V ).
As µ1 has 3 nonzero coefficients, Corollary A.2.1 applies.
ii) For a = 1, b ≥ 2, µ = ω2 + b ω3, µ1 = µ − (α2 + α3) = ω1 + b ω3,
µ2 = µ1 − α3 = ω1 + ω2 + (b − 2)ω3 and µ3 = µ2 − (α1 + α2 + α3) =
ω2 + (b − 2)ω3 ∈ X++(V ). Thus s(V ) ≥ 84 > 72 . Hence, by (24), V is not
exceptional.
(b) Let µ = aω1 + bω2 . Then
i) for a ≥ 1, b ≥ 2, the good weight µ1 = µ − (α1 + α2) = (a − 1)ω1 +
(b − 1)ω2 + 2ω3 ∈ X++(V ). For a ≥ 2, µ1 has 3 nonzero coefficients and
Corollary A.2.1 applies. For a = 1, µ1 satisfies case (a)ii) of this proof. Hence
V is not exceptional.
ii) For a ≥ 3, b = 1, µ = aω1 + ω2, µ1 = µ−(α1+α2) = (a−1)ω1 + 2ω3,
and µ2 = µ1 − α1 = (a − 3)ω1 + ω2 + 2ω3 ∈ X++(V ). For a ≥ 4, µ2 has
3 nonzero coefficients and Corollary A.2.1 applies. For a = 3, µ1 satisfies case
(a)ii) of this proof. Hence V is not exceptional.
iii) For a = 2, b = 1, µ = 2ω1 + ω2, µ1 = µ − (α1 + α2) = ω1 + 2ω3,
µ2 = µ1−α3 = ω1 + ω2, µ3 = µ2− (α1 + α2) = 2ω3, µ4 = µ3−α3 = ω2 ∈
X++(V ). Thus s(V ) ≥ 84 > 72 . Hence, by (24), V is not exceptional.
(c) Let µ = aω1 + bω3 . Then
i) for a ≥ 1, b ≥ 3, µ1 = µ − α3 = aω1 + ω2 + (b − 2)ω3 ∈ X++(V ). For
a ≥ 3, b ≥ 1, µ2 = µ − α1 = (a − 2)ω1 + ω2 + bω3 ∈ X++(V ). As µ1 and
µ2 are good weights with 3 nonzero coefficients, Corollary A.2.1 applies in both
cases. For a = b = 2, note that µ2 satisfies case (a)ii) of this proof. Hence V is
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not exceptional.
ii) For a = 2, b = 1, µ = 2ω1 + ω3, µ1 = µ − α1 = ω2 + ω3, µ2 =
µ− (α1+α2+α3) = ω1 + ω3, and µ3 = µ2− (α1+α2+α3) = ω3 ∈ X++(V ).
Thus s(V ) ≥ 24 + 24 + 24 + 8 = 80 > 72 and, by (24), V is not exceptional.
iii) Let µ = ω1 + 2ω3 ∈ X++(V ). (Hence p ≥ 3 .) Then µ1 = ω1 + ω2,
µ2 = µ − (α1 + α2 + α3) = 2ω3, µ3 = µ1 − (α2 + α3) = 2ω1, µ4 =
µ1 − (α1 + α2 + α3) = ω2, and µ5 = µ4 − (α2 + α3) = ω1 ∈ X++(V ). Thus,
s(V ) = 24 + 24 + 8 + 6 + 12 + 6 = 80 > 72 . Hence, by (24), V is not an
exceptional module.
This proves Claim 2. ✷
Claim 3: Let V be a B3(K)-module. If X++(V ) contains ω1 + ω2 (for
p ≥ 3 ) or ω2 + ω3 (for p ≥ 5 ), then V is not an exceptional g-module.
Indeed, assume that ω1 + ω2 ∈ X++(V ). Then µ1 = 2ω3, µ2 = 2ω1,
µ3 = ω2, µ4 = µ3− (α2+α3) = ω1 ∈ X++(V ). For p ≥ 3, |R
+
long−R
+
µ,p| ≥ 5 ,
|R+long − R
+
µ3,p
| = 5, |R+long − R
+
µ1,p
| = 3, |R+long − R
+
µ2,p
| = |R+long − R
+
µ4,p
| = 4.
Thus rp(V ) ≥
24·5
12
+ 8·3
12
+ 6·4
12
+ 12·5
12
+ 6·4
12
= 21 > 18 . Hence, by (25), V is not
exceptional.
Now suppose ω2 + ω3 ∈ X++(V ). Then µ1 = ω1 + ω3 and µ3 = µ1 −
(α1+α2+α3) = ω3 ∈ X++(V ). For p ≥ 5, |R
+
long − R
+
µ,5| = |R
+
long − R
+
µ1,5| =
5, |R+long − R
+
µ2,5
| = 3. Thus rp(V ) =
24 · 5
12
+
25 · 5
12
+
8 · 3
12
= 22 > 18.
Hence, by (25), V is not an exceptional module. This proves Claim 3. ✷
Claim 4: Let V be a B3(K)-module such that X++(V ) contains
(a) µ = aω1 with a ≥ 3 or
(b) µ = aω2 with a ≥ 2 or
(c) µ = aω3 with a ≥ 3 .
Then V is not an exceptional g-module. Indeed:
(a) Let a ≥ 3 and µ = aω1 ∈ X++(V ). Then µ1 = µ−α1 = (a−2)ω1+ω2 ∈
X++(V ). For a ≥ 4, µ1 satisfies Claim 2 (p. 120); for a = 3, µ1 satisfies Claim 3
(p. 121). Hence V is not exceptional.
(b) Let a ≥ 2 and µ = aω2 ∈ X++(V ). Then µ1 = µ − α2 = ω1 +
(a − 2)ω2 + 2ω3 ∈ X++(V ). For a ≥ 3 , µ1 has 3 nonzero coefficients and
Corollary A.2.1 applies. For a = 2 , µ1 satisfies Claim 2 (p. 120). Hence V is
not exceptional.
(c) Let a ≥ 3 and µ = aω3 ∈ X++(V ). Then µ1 = µ − α3 = ω2 + (a −
2)ω3 ∈ X++(V ). For a ≥ 4, µ1 satisfies Claim 2 (p. 120). Hence V is not
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exceptional.
For a = 3 and p = 3, µ ∈ X++(V ) only if V has highest weight λ =
ω1 + ω2 + ω3, for instance. In this case V is not exceptional, by Corollary A.2.1.
Let a = 3 and p ≥ 5 . Then µ1 = ω2 + ω3 ∈ X++(V ) satisfies Claim 3(b).
Hence V is not exceptional. This proves the claim. ✷
Therefore, if V is a B3(K)-module such that X++(V ) contains a
weight of the form µ = aωi + bωj with a ≥ 1, b ≥ 1 , then we can
assume µ = ω1 + ω3 or (µ = ω2 + ω3 for p = 3 ). These cases are treated
in the sequel.
P.1) For p = 3, let V be a B3(K)-module of highest weight µ = ω2 + ω3 .
Then µ1 = ω1 + ω3 and µ3 = µ1−(α1+α2+α3) = ω3 ∈ X++(V ). By [BW, p.
167], for p = 3, mµ1 = 2, mµ3 = 4. Thus s(V ) ≥ 24 + 2·24 + 4·8 = 104 > 72.
Hence, by (24), V is not exceptional.
U.1) If V is a B3(K)-module of highest weight µ = ω1 + ω3 , then V
is unclassified (N. 5 in Table 6).
Therefore, if X++(V ) contains a weight of the form µ = aωi + bωj
with a, b ≥ 1 , then V is not an exceptional module, unless V has
highest weight ω1 + ω3 in which case V is unclassified.
From now on, we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
P.2) If V is a B3(K)-module of highest weight µ = 2ω1 then, by case
III(b)iv) (p. 113) of the First Part of Proof of Theorem 4.3.3, V is not an
exceptional module.
U.2) If V is a B3(K)-module of highest weight µ = 2ω3 , then V is
unclassified (N. 4 in Table 6).
P.3) If V is a B3(K)-module of highest weight µ = ω2 , then V is the
adjoint module, which is exceptional by Example 3.2.1 (N. 2 in Table 4).
P.4) If V is a B3(K)-module of highest weight µ = ω1 then, by case III(c)iv)
(p. 114) of First Part of Proof of Theorem 4.3.3, V is an exceptional module
(N. 1 in Table 4).
P.5) If V is a B3(K)-module of highest weight µ = ω3 , then dim V = 2
3 =
8 < 21− ε . Hence, by Proposition 4.2.2, V is an exceptional module (N. 3 in
Table 4).
Therefore, if X++(V ) contains µ = aωi (for a ≥ 2 and i = 1, 2 )
or µ = aω3 (for a ≥ 3 ), then V is not exceptional. If V has highest
weight λ ∈ {ω1, ω2, ω3} , then V is exceptional. If V has highest weight
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2ω3 , then V is unclassified.
This finishes the proof of Theorem 4.3.3 for ℓ = 3. ✷
A.2.2.3. Type B4
For groups of type B4 , |W | = 2
4 4! = 384, |R| = 2 · 42, |Rlong| = 24 . The limit
for (24) is 8 ·42 = 27. R+long = {α1, α2, α3, α1+α2, α2+α3, α1+α2+α3, α3+
2α4, α2+α3+2α4, α1+α2+α3+2α4, α2+2α3+2α4, α1+α2+2α3+2α4, α1+
2α2 + 2α3 + 2α4 }.
Proof of Theorem 4.3.3 for ℓ = 4. Let V be a B4(K)-module.
By Lemma 4.3.4, it suffices to consider modules V such that X++(V )
contains only weights with 2 or less nonzero coefficients. Moreover, by
Claim 1 (p. 109) of First Part of Proof of Theorem 4.3.3, we can assume that
weights with 2 nonzero coefficients occurring in X++(V ) are good weights.
Claim 1: Let V be a B4(K)-module. For ( 1 ≤ i < j ≤ 3 ) or ( 2 ≤ i < j ≤
4 ), let a ≥ 1, b ≥ 1 . For i = 1, j = 4 , let a ≥ 2, b ≥ 1 or a ≥ 1, b ≥ 2 . If
X++(V ) contains a good weight µ = aωi + b ωj , then V is not an exceptional
g-module. Indeed:
(a) let µ = aω2 + bω3 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
Then µ1 = µ− (α2+α3) = ω1 + (a− 1)ω2 + (b− 1)ω3 + 2ω4 ∈ X++(V ). Thus
s(V ) ≥ |Wµ| + |Wµ2| ≥
24 4!
2!2!
+
24 4!
2! 2!
= 26 · 3 > 27 . Hence, by (24), V is
not exceptional.
(b) Let µ = aω2 + bω4 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
Then µ1 = µ − (α2 + α3 + α4) = ω1 + (a − 1)ω2 + bω4 ∈ X++(V ). Thus
s(V ) ≥ |Wµ| + |Wµ1| ≥
24 4!
2!2!
+
24 4!
3!
= 25 · 5 > 27. Hence, by (24), V is not
exceptional.
(c) Let µ = aω3 + bω4 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
Then µ1 = µ− (α3+α4) = ω2 + (a− 1)ω3 + bω4 ∈ X++(V ). For a ≥ 2, µ1 has
3 nonzero coefficients, hence Lemma 4.3.4 applies. For a = 1 , µ1 satisfies case
(b) of this proof. Hence V is not exceptional.
(d) Let µ = aω1 + bω3 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
Then µ1 = µ − (α3 + α4) = aω1 + ω2 + (b − 1)ω3 ∈ X++(V ). For b ≥ 2,
µ1 has 3 nonzero coefficients and Lemma 4.3.4 applies. For b = 1, s(V ) ≥
|Wµ| + |Wµ1| ≥
24 4!
2! 2!
+
24 4!
22 2!
= 24 · 32 > 27 . Hence, by (24), V is not an
exceptional module.
(e) Let µ = aω1 + b ω2 (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
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Then µ1 = µ− (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 + ω3 ∈ X++(V ).
For a ≥ 2, b ≥ 2, µ1 is a good weight with 3 nonzero coefficients and
Lemma 4.3.4 applies. For a = 1, b ≥ 2, , µ1 satisfies case (a). For a ≥ 2, b = 1,
µ1 satisfies case (d) of this proof.
For a = b = 1, µ = ω1 + ω2 . Then µ1 = ω3, µ2 = µ1 − (α3 + α4) = ω2,
µ3 = µ− (α2+α3+α4) = 2ω1, and µ4 = µ3− (α1+ · · ·+α4) = ω1 ∈ X++(V ).
For p ≥ 3, |R+long − R
+
µ,p| = 10, |R
+
long − R
+
µ1,p
| = 4, |R+long − R
+
µ2,p
| = 9, |R+long −
R+µ3,p| = 5, |R
+
long − R
+
µ4,p| = 6. Thus rp(V ) =
24·3·10
23·3 +
25·9
23·3 +
23·3·9
23·3 +
23·3·6
23·3 =
47 > 32 = 2 · 42 . Hence, by (25), V is not an exceptional module.
(f) Let µ = aω1 + bω4 ∈ X++(V ). Then
i) for a ≥ 2, b ≥ 1, µ1 = µ − α1 = (a − 2)ω1 + ω2 + bω4 ∈ X++(V ). For
a ≥ 3, µ1 has 3 nonzero coefficients and Lemma 4.3.4 applies. For a = 2, µ1
satisfies case (b) of this proof. Hence V is not exceptional.
ii) For a ≥ 1, b ≥ 2, µ1 = µ− α4 = aω1 + ω3 + (b− 2)ω4 ∈ X++(V ). For
b ≥ 3, µ1 has 3 nonzero coefficients and Lemma 4.3.4 applies. For b = 2, µ1
satisfies case (d) of this proof. Hence V is not exceptional. This proves Claim 1.
✷
Claim 2: Let V be a B4(K)-module such that X++(V ) contains
(a) µ = aω1 or µ = aω4 with a ≥ 3 or
(b) µ = aω2 or µ = aω3 with a ≥ 2 .
Then V is not an exceptional g-module.
Indeed:
(a) Let a ≥ 3. If µ = aω4 ∈ X++(V ), then µ1 = µ−α4 = ω3 + (a−2)ω4 ∈
X++(V ). If µ = aω1 , then µ1 = µ−α1 = (a− 2)ω1 + ω2 ∈ X++(V ). In both
cases, µ1 satisfies Claim 1 (p. 123). Hence V is not exceptional.
(b) Let a ≥ 2. If µ = aω3 ∈ X++(V ), then µ1 = µ − (α3 + α4) =
ω2 + (a − 1)ω3 ∈ X++(V ) satisfies Claim 1. If µ = aω2 ∈ X++(V ), then
µ1 = µ−α2 = ω1 + (a−2)ω2 + ω3 ∈ X++(V ). In this case, for a ≥ 3, µ1 has
3 nonzero coefficients and Lemma 4.3.4 applies. For a = 2, µ1 satisfies Claim 1.
Hence V is not exceptional. This proves Claim 2.
Now we deal with a particular case.
P.1) Let V be a B4(K)-module of highest weight µ = ω1 + ω4 . Then
µ1 = µ−(α1+· · ·+α4) = ω4 ∈ X++(V ). By [BW, p. 168], mµ1 = 3 for p = 3,
and mµ1 = 4 for p 6= 3. For p ≥ 3, |R
+
long − R
+
µ,p| = 9, |R
+
long − R
+
µ1,p| = 6.
Thus rp(V ) ≥
26 · 9
23 · 3
+ 3 ·
24 · 6
23 · 3
= 36 > 32 = 2 · 42 . Hence, by (25), V is not
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exceptional.
Hence, if V is a B4(K)-module such that X++(V ) contains a weight
with 2 nonzero coefficients, then V is not exceptional.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
P.2) If V is a B4(K)-module of highest weight µ = 2ω1 then, by case
III(b)iv) (p. 113) of First Part of Proof of Theorem 4.3.3, V is not exceptional.
U.1) If V is a B4(K)-module of highest weight µ = 2ω4 , then V is
unclassified (N. 4 in Table 6).
P.3) If V is a B4(K)-module of highest weight µ = ω4 , then dim V =
24 < 36− ε . Hence, by Proposition 4.2.2, V is exceptional (N. 3 in Table 4).
P.4) If V is a B4(K)-module of highest weight µ = ω2 , then V is the
adjoint module, which is exceptional by Example 3.2.1 (N. 2 in Table 4).
P.5) If V is a B4(K)-module of highest weight µ = ω1 then, by case III(c)iv)
(p. 114) of First Part of the Proof of Theorem 4.3.3, V is an exceptional module
(N. 1 in Table 4).
U.2) If V is a B4(K)-module of highest weight µ = ω3, then V is
unclassified (N. 2 in Table 6).
Hence if X++(V ) contains µ = aωi (for a ≥ 2 and i = 1, 2, 3 )
or µ = aω4 (for a ≥ 3 ), then V is not exceptional. If V has highest
weight λ ∈ {ω1, ω2, ω4} , then V is exceptional. If V has highest weight
2ω4 or ω3 , then V is unclassified.
This finishes the proof of Theorem 4.3.3 for ℓ = 4. ✷
A.3 Groups or Lie Algebras of type Cℓ
In this section we prove Theorem 4.3.4. Recall that for groups of type Cℓ , p ≥ 3,
|W | = 2ℓ ℓ! , |R| = 2ℓ2 , |Rlong| = 2ℓ , Rlong = {2εi / 1 ≤ i ≤ ℓ}.
A.3.1 Type Cℓ , ℓ ≥ 6
Proof of Theorem 4.3.4 - First Part
Let ℓ ≥ 6. By Lemma 4.3.5, it suffices to consider Cℓ(K)-modules V such
that X++(V ) contains only weights with 2 or less nonzero coefficients.
First suppose that X++(V ) contains weights with 2 nonzero coefficients.
I) Claim 1: For ℓ ≥ 6, if X++(V ) contains a bad weight with 2 nonzero
coefficients, then V is not an exceptional module.
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Indeed, let µ = aωi + b ωj with 1 ≤ i < j ≤ ℓ and a, b ≥ 1 be a bad
weight in X++(V ). Hence a ≥ 3, b ≥ 3.
(a) For 1 ≤ i < j ≤ ℓ − 1, µ = aωi + bωj, µ1 = µ − (αi + · · · + αj) =
ωi−1 + (a− 1)ωi + (b− 1)ωj + ωj+1 ∈ X++(V ).
(b) For 1 < i < j = ℓ, µ = aωi + b ωℓ and µ1 = µ − (αi + · · ·+ αℓ) =
ωi−1 + (a− 1)ωi + ωℓ−1 + (b− 1)ωℓ ∈ X++(V ) .
(c) For 1 = i, j = ℓ, µ = aω1 + b ωℓ and µ1 = µ − α1 = (a − 2)ω1 +
ω2 + b ωℓ ∈ X++(V ) .
In all these cases µ1 is a good weight with 3 or more nonzero coefficients. Hence,
by Lemma 4.3.5, V is not an exceptional module. This proves the claim. ✷
Therefore, for ℓ ≥ 6, if X++(V ) contains weights with 2 nonzero
coefficients, then we can assume that these are good weights. We deal
with these cases in the sequel. First we prove two claims.
Claim 2: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that ωℓ−1 ∈ X++(V ),
then V is not an exceptional g-module.
Indeed, |Wωℓ−1| = 2ℓ−1 ℓ and, for p ≥ 3, |R
+
long − R
+
ωℓ−1,p
| = (ℓ− 1). Thus,
for ℓ ≥ 6, rp(V ) ≥
2ℓ−1 ℓ · (ℓ− 1)
2ℓ
= 2ℓ−2(ℓ− 1) > 2ℓ2 . Hence, by (27), V is
not an exceptional module, proving the claim. ✷
Claim 3: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that ωℓ ∈ X++(V ), then
V is not an exceptional g-module.
Indeed, if ωℓ ∈ X++(V ), then µ1 = µ − (αℓ−1 + αℓ) = ωℓ−2 ∈ X++(V ). For
p ≥ 3, |R+long − R
+
ωℓ,p
| = ℓ and |R+long − R
+
ωℓ−2,p
| = (ℓ − 2). Thus for ℓ ≥ 6,
rp(V ) ≥
2ℓ · ℓ
2ℓ
+
2ℓ−3ℓ(ℓ− 1) · (ℓ− 2)
2ℓ
= 2ℓ−4[8 + (ℓ− 1)(ℓ− 2)] > 2ℓ2 . Hence,
by (27), V is not exceptional, proving the claim. ✷
II) Now let µ = aωi + b ωj (with 1 ≤ i < j ≤ ℓ and a, b ≥ 1 ) be a good
weight in X++(V ). First we deal with some particular cases.
Claim 4: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that X++(V ) contains
a weight µ = aω1 + bωℓ (with a ≥ 1, b ≥ 1 ), then V is not an exceptional
g-module.
Indeed, for a ≥ 2, b ≥ 2, µ1 = µ − (α1 + · · · + αℓ) = (a − 1)ω1 + ωℓ−1 +
(b−1)ωℓ ∈ X++(V ) has 3 nonzero coefficients. For a = 1, b ≥ 3, µ = ω1 + bωℓ .
Then µ2 = µ−αℓ = ω1 + ωℓ−1 + (b−2)ωℓ ∈ X++(V ) has 3 nonzero coefficients.
In both cases Lemma 4.3.5 applies.
For a ≥ 2, b = 1 , µ = aω1 + ωℓ and µ1 = (a− 1)ω1 + ωℓ−1 ∈ X++(V ). For
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a = 1, b = 2 , µ = ω1 + 2ωℓ and µ2 = ω1 + ωℓ−1 ∈ X++(V ). In both cases,
for ℓ ≥ 6, s(V ) ≥ 2ℓℓ + 2ℓ−1ℓ(ℓ − 1) = 2ℓ−1ℓ(ℓ + 1) > 4ℓ3 . Hence, by (24),
V is not exceptional. For a = b = 1, µ = ω1 + ωℓ and µ1 = ωℓ−1 ∈ X++(V ).
Hence, by Claim 2, V is not exceptional. This proves Claim 4. ✷
Claim 5: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that X++(V ) contains
a weight µ = aω1 + bωℓ−1 (with a ≥ 1, b ≥ 1 ), then V is not an exceptional
g-module.
Indeed, for a ≥ 1, b ≥ 2, µ1 = µ− αℓ−1 = aω1 + ωℓ−2 + (b− 2)ωℓ−1 + ωℓ ∈
X++(V ) . Hence Lemma 4.3.5 applies.
For a ≥ 1, b = 1 , µ2 = µ − (α1 + · · ·+ αℓ−1) = (a − 1)ω1 + ωℓ ∈ X++(V ).
For a ≥ 2, µ2 satisfies Claim 4. For a = 1, µ2 satisfies Claim 3. In any case V
is not exceptional, proving Claim 5. ✷
Claim 6: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that X++(V ) contains a
weight µ = aωi + bωℓ−1 (with 2 ≤ i ≤ ℓ− 2 and a ≥ 1, b ≥ 1 ), then V is not
an exceptional g-module.
Indeed, µ1 = µ− (αi+ · · ·+αℓ−1) = ωi−1 + (a− 1)ωi + (b− 1)ωℓ−1 + ωℓ ∈
X++(V ). For 2 ≤ i ≤ ℓ − 2 ( a ≥ 2, b ≥ 1 ) or ( a ≥ 1, b ≥ 2 ), µ1 has 3
nonzero coefficients. Hence Lemma 4.3.5 applies. For a = b = 1 and ℓ ≥ 6,
s(V ) ≥ 2ℓ−1ℓ
(
ℓ− 1
i
)
+ 2ℓ
(
ℓ
i− 1
)
≥ 2ℓ−1ℓ(ℓ− 1) + 2ℓℓ = 2ℓ−1ℓ(ℓ+ 1) > 4ℓ3 .
Hence, by (24), V is not exceptional. This proves Claim 6. ✷
Claim 7: Let ℓ ≥ 6. If V is a Cℓ(K)-module such that X++(V ) contains a
weight µ = aωi + bωℓ (with 2 ≤ i ≤ ℓ − 1 and a ≥ 1, b ≥ 1 ), then V is not
an exceptional g-module.
Indeed, µ1 = µ− (αi + · · ·+ αℓ) = ωi−1 + (a− 1)ωi + ωℓ−1 + (b− 1)ωℓ ∈
X++(V ). For ( a ≥ 2, b ≥ 1 ) or ( a ≥ 1, b ≥ 2 ), µ1 has 3 or more nonzero
coefficients, hence Lemma 4.3.5 applies. For a = b = 1 and 3 ≤ i ≤ ℓ − 1 ,
µ1 satisfies Claim 6. For i = 2 , µ1 satisfies Claim 5. In any case V is not an
exceptional module, proving Claim 7. ✷
Therefore, if X++(V ) contains a good weight µ = aωi + b ωj (with
1 ≤ i < j ≤ ℓ and a, b ≥ 1 ), then we can assume that 1 ≤ i < j ≤ ℓ− 2 .
These cases are treated as follows.
(a) Let 1 ≤ i < j = ℓ − 2 and µ = aωi + bωℓ−2 with a, b ≥ 1 . Then for
ℓ ≥ 6, s(V ) ≥ |Wµ| = 2ℓ−3ℓ(ℓ− 1)
(
ℓ−2
i
)
≥ 2ℓ−3ℓ(ℓ− 1)(ℓ− 2) > 4ℓ3 .
(b) Let 1 ≤ i < j = ℓ − 3 and µ = aωi + bωℓ−3 with a, b ≥ 1 . Then for
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ℓ ≥ 6, s(V ) ≥ |Wµ| = 2ℓ−3ℓ(ℓ− 1)(ℓ− 2)
(
ℓ−3
i
)
≥ 2ℓ−3ℓ(ℓ− 1)(ℓ− 2) > 4ℓ3 .
(c) Let 1 ≤ i < j, 4 ≤ j ≤ ℓ − 4 (hence ℓ ≥ 8 ) and µ = aωi + bωj
with a, b ≥ 1 . Then for ℓ ≥ 8, s(V ) ≥ |Wµ| = 2j
(
j
i
)(
ℓ
j
)
≥ 24 · 4
(
ℓ
4
)
≥
23 ℓ(ℓ− 1)(ℓ− 2)(ℓ− 3)
3
> 4ℓ3 .
Hence in all these cases, by (24), V is not an exceptional module.
Hence if X++(V ) contains a weight µ = aωi + b ωj (with 1 ≤ i < j,
4 ≤ j ≤ ℓ and a, b ≥ 1 ), then V is not an exceptional module. There-
fore we can assume that 1 ≤ i < j ≤ 3 . These cases are treated in the
sequel.
(d) Let i = 1, j = 3 and µ = aω1 + bω3 with a, b ≥ 1 . Then µ1 =
µ− (α1 + · · ·+ α3) = (a− 1)ω1 + (b− 1)ω3 + ω4 ∈ X++(V ). For a ≥ 2, b ≥ 2 ,
µ1 has 3 nonzero coefficients. Hence Lemma 4.3.5 applies. For a ≥ 2, b = 1
or a = 1, b ≥ 2 , µ1 satisfies case II(c). For a = b = 1, µ = ω1 + ω3 and
|R+long −R
+
µ,p| = 3 . Thus for ℓ ≥ 4 , rp(V ) ≥
22 ℓ(ℓ−1)(ℓ−2)·3
2ℓ
= 6(ℓ− 1)(ℓ− 2) >
2ℓ2 . Hence, by (27), V is not exceptional.
(e) Let i = 2, j = 3 and µ = aω2 + bω3 with a, b ≥ 1 . Then µ1 =
µ− (α2+α3) = ω1 + (a− 1)ω2 + (b− 1)ω3 + ω4 ∈ X++(V ). For ( a ≥ 2, b ≥ 1 )
or ( a ≥ 1, b ≥ 2 ), µ1 has 3 or more nonzero coefficients. Hence Lemma 4.3.5
applies. For a = b = 1 , µ1 satisfies case II(c). Hence V is not exceptional.
(f) Let i = 1, j = 2 and µ = aω1 + bω2 with a, b ≥ 1 . Then µ1 =
µ− (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 + ω3 ∈ X++(V ).
i) For a ≥ 2, b ≥ 2 , µ1 has 3 nonzero coefficients, hence Lemma 4.3.5 applies.
For a = 1, b ≥ 2 , µ1 satisfies case II(e). For a ≥ 2, b = 1 , µ1 satisfies case
II(d). In all these cases V is not an exceptional module.
ii) For a = b = 1 , we may assume that V has highest weight µ = ω1 + ω2 .
Then µ1 = ω3, µ2 = µ1 − (α3 + 2α4 + · · · + 2αℓ−1 + αℓ) = ω1 ∈ X++(V ).
Now |R+long − R
+
µ,p| = 2, |R
+
long − R
+
µ1,p| = 3, |R
+
long − R
+
µ2,p| = 1 . By Smith’s
Theorem [Sm], mµ1 = 2 for p 6= 3. Thus for p 6= 3 and ℓ ≥ 4,
rp(V ) ≥
22 ℓ (ℓ− 1) · 2
2 ℓ
+ 2
22 ℓ (ℓ− 1) (ℓ− 2)
3 · 2 ℓ
3 +
2 ℓ
2 ℓ
=
4ℓ2 − 8ℓ + 5
3
> 2 ℓ2 .
Hence, by (27), V is not an exceptional module. For p = 3, as spn is a Lie
subalgebra of sl2n , the sl2n-module of highest weight ω1 + ω2 can be considered
as a spn-module (also of highest weight ω1 + ω2 ). Hence, by Claim 12 (p. 97)
of First Part of Proof of Theorem 4.3.2, V is not exceptional.
Hence, for ℓ ≥ 6, if X++(V ) contains a weight µ = aωi + bωj (with
a ≥ 1, b ≥ 1 ), then V is not an exceptional module.
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From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
III) Let µ = aωi (with a ≥ 1 ) be a weight in X++(V ).
(a)i) Let 2 ≤ i ≤ ℓ − 1 , a ≥ 2 and µ = aωi . Then µ1 = µ − αi =
ωi−1 + (a− 2)ωi + ωi+1 ∈ X++(V ).
For a ≥ 3 , µ1 is a good weight with 3 nonzero coefficients, hence Lemma 4.3.5
applies (for µ bad or good). For a = 2, µ = 2ωi and µ1 = µ − αi =
ωi−1 + ωi+1 ∈ X++(V ). Hence, by Part II of this proof, V is not exceptional.
ii) Let i = ℓ , a ≥ 2 and µ = aωℓ . Then µ1 = µ−αℓ = 2ωℓ−1 + (a−2)ωℓ
and µ2 = µ1 − αℓ−1 = ωℓ−2 + (a − 1)ωℓ ∈ X++(V ). As µ2 satisfies Claim 7
(p. 127), V is not exceptional.
iii) Let i = 1 , a ≥ 2 and µ = aω1 . Then µ1 = µ−α1 = (a−2)ω1 + ω2 ∈
X++(V ). For a ≥ 4, µ1 satisfies case II(f)i) (p. 128) of this proof.
For a = 3 and p ≥ 5, we may assume that V has highest weight µ = 3ω1 .
By Lemma A.1.1 (p. 92), V is not exceptional as an sl2n-module. Hence V is not
exceptional as an spn-module, since spn is a Lie subalgebra of sl2n . For p = 3,
µ ∈ X++(V ) only if V has highest weight λ = 2ω1 + ω3 or λ = ω1 + 2ω2
(for instance). In these cases V is not exceptional by part II of this proof.
Let a = 2. We may assume that V has highest weight µ = 2ω1 = α˜.
Then V is the adjoint module, which is exceptional by Example 3.2.1 (N. 1 in
Table 5).
Therefore, if X++(V ) contains a weight µ = aωi (with a ≥ 1 ), then
we can assume a = 1 .
(b) Let µ = ωi be a weight in X++(V ) .
i) For i = ℓ − 1 , see Claim 2 (p. 126). For i = ℓ, see Claim 3 (p. 126).
Therefore we can assume that 1 ≤ i ≤ ℓ− 2 .
ii) For i = ℓ − 2 , µ = ωℓ−2 and µ1 = µ − (αℓ−3 + 2αℓ−2 + 2αℓ−1 + αℓ) =
ωℓ−4 ∈ X++(V ). As |R
+
long − R
+
µ,p| = ℓ − 2, |R
+
long − R
+
µ1,p| = ℓ− 4 one has, for
ℓ ≥ 6,
rp(V ) ≥
2ℓ−3ℓ(ℓ− 1) · (ℓ− 2)
2ℓ
+
2ℓ−7ℓ(ℓ− 1)(ℓ− 2)(ℓ− 3) · (ℓ− 4)
3 · 2ℓ
=
2ℓ−8 (ℓ− 1)(ℓ− 2)(ℓ2 − 7ℓ+ 60)
3
> 2 ℓ2 .
Hence, by (27), V is not an exceptional module.
iii) Let i = ℓ − 3 and µ = ωℓ−3 . Then |R
+
long − R
+
µ,p| = ℓ− 3 and |Wµ| =
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2ℓ−4 ℓ (ℓ− 1) (ℓ− 2)
3
. Thus for ℓ ≥ 7,
rp(V ) ≥
2ℓ−4 ℓ(ℓ− 1)(ℓ− 2) · (ℓ− 3)
3 · 2ℓ
=
2ℓ−5 (ℓ− 1)(ℓ− 2)(ℓ− 3)
3
> 2ℓ2 .
Hence, by (27), V is not exceptional. For ℓ = 6 if V has highest weight
ω3 , then V is unclassified (N. 2 in Table 7).
iv) Let 4 ≤ i ≤ ℓ − 4 (hence ℓ ≥ 8 ) and µ = ωi . Then |Wµ| = 2
i
(
ℓ
i
)
and |R+long − R
+
µ,p| = ℓ − i . Thus for ℓ ≥ 8, rp(V ) ≥ 2
i
(
ℓ
i
)
(ℓ− i)
2ℓ
≥
24 ℓ(ℓ− 1)(ℓ− 2) (ℓ− 3)
4!
4
2ℓ
=
22 (ℓ− 1)(ℓ− 2)(ℓ− 3)
3
> 2ℓ2 . Hence, by (27),
V is not an exceptional module.
v) Let i = 3. If V has highest weight µ = ω3 , then V is unclassified
(N. 2 in Table 7).
vi) Let i = 2 . We may assume that V has highest weight µ = ω2 . By [PS,
Theorem 2], dim V = (2ℓ + 1) (ℓ − 1) − ν < 2ℓ2 + ℓ − ε , for any ℓ ≥ 2.
(Here ν = 1 (if p ∤ ℓ ) and ν = 2 (if p|ℓ ).) Thus, by Proposition 4.2.2, V is an
exceptional module (N. 3 in Table 5).
vii) Finally, we may assume that V has highest weight ω1 . Then by [PS, The-
orem 2], dim V = 2ℓ < 2ℓ2+ ℓ − ε , for any ℓ ≥ 2. Thus, by Proposition 4.2.2,
V is an exceptional module (N. 2 in Table 5).
Hence, for ℓ ≥ 6 , if X++(V ) contains a weight µ = aωi with ( a ≥ 3
and 1 ≤ i ≤ ℓ ) or ( a = 2 and 2 ≤ i ≤ ℓ ) or ( a = 1 and 4 ≤ i ≤ ℓ ), then V
is not an exceptional module. If V has highest weight λ ∈ {2ω1, ω1, ω2} ,
then V is an exceptional module. If V has highest weight ω3 , then V
is unclassified.
This ends the First Part of Proof of Theorem 4.3.4. ✷
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A.3.2 Type Cℓ - Small Rank Cases
In this section, we prove Theorem 4.3.4 for groups of small rank.
A.3.2.1. Type C2
As groups of type C2 and B2 are isomorphic, the proof for this type was done
in Subsection A.2.2.1 (p. 115).
A.3.2.2. Type C3
For groups of type C3 , |W | = 23 3! = 24 · 3, |R| = 2 · 32 and |Rlong| = 2 · 3.
The limits for (26) and (27), in this case, are 22 · 33 and 2 · 32, respectively.
R+long = { 2ε1, 2ε2, 2ε3 }.
Lemma A.3.1. Let V be a C3(K)-module. If X++(V ) contains
(a) 1 good weight with 3 coefficients 6≡ 0 (mod p) or
(b) 2 good weights with 3 nonzero coefficients (one of them with at least 2
coefficients 6≡ 0 (mod p) and the other with at least 1 coefficient 6≡ 0 (mod p) ),
then V is not an exceptional module.
Proof: If µ is a weight with 3 nonzero coefficients, then |Wµ| = 24 · 3. Let
µ ∈ X++(V ) satisfy (a). Then rp(V ) ≥
24 · 3 · 3
2 · 3
= 23 · 3 > 2 · 32 . Hence,
by (27), V is not an exceptional module.
If the condition (b) holds, then rp(V ) ≥
24 · 3 · 2
2 · 3
+
24 · 3
2 · 3
= 23 · 3 > 2 · 32 .
Hence, by (27), V is not an exceptional module.
Corollary A.3.1. If X++(V ) contains a weight with 3 nonzero coefficients, then
V is not an exceptional module.
Proof: First note that bad weights with 3 nonzero coefficients do not occur in
X++(V ), otherwise V would have highest weight with at least 1 coefficient ≥ p
contradicting Theorem 2.4.4(i).
Therefore, we can assume that weights with 3 nonzero coefficients
occurring in X++(V ) are good weights.
Let µ = aω1 + b ω2 + c ω3 (with a ≥ 1, b ≥ 1, c ≥ 1 ) be a good weight in
X++(V ). If a, b, c are all 6≡ 0 (mod p), then Lemma A.3.1(a) applies. Hence,
we can assume that at least one of a, b, c is ≡ 0 (mod p) . Recall that p ≥ 3 .
i) Let a ≡ b ≡ 0, c 6≡ 0 (mod p). Then µ1 = µ − α1 = (a − 2)ω1 + (b +
1)ω2 + cω3 ∈ X++(V ) is a good weight with 3 coefficients 6≡ 0 (mod p). Hence
Lemma A.3.1(a) applies.
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ii) Let a ≡ c ≡ 0, b 6≡ 0 (mod p). Then µ1 = µ − α3 = aω1 + (b+ 2)ω2 +
(c− 2)ω3, µ2 = µ1−α2 = (a+1)ω1 + bω2 + (c− 1)ω3 ∈ X++(V ). As µ2 has
3 coefficients 6≡ 0 (mod p), Lemma A.3.1(a) applies.
iii) Let b ≡ c ≡ 0, a 6≡ 0 (mod p). Then µ1 = µ− α3 = aω1 + (b+ 2)ω2 +
(c− 2)ω3 ∈ X++(V ) and it satisfies Lemma A.3.1(a).
iv) Let a ≡ 0, b 6≡ 0, c 6≡ 0 (mod p). Then µ1 = µ − α1 = (a − 2)ω1 +
(b+ 1)ω2 + cω3 ∈ X++(V ) and Lemma A.3.1(b) applies.
v) Let b ≡ 0, a 6≡ 0, c 6≡ 0 (mod p). Then µ1 = µ − α2 = (a + 1)ω1 +
(b− 2)ω2 + (c + 1)ω3 ∈ X++(V ). Hence Lemma A.3.1(b) applies, provided
(a + 1) 6≡ 0 (mod p) or (c+ 1) 6≡ 0 (mod p). If (a+ 1) ≡ (c+ 1) ≡ 0 (mod p),
then µ1 satisfies case ii) above.
vi) Let c ≡ 0, a 6≡ 0, b 6≡ 0 (mod p). Then µ1 = µ − α3 = aω1 + (b +
2)ω2 + (c− 2)ω3 ∈ X++(V ), hence Lemma A.3.1(b) applies.
In any of these cases V is not exceptional. This proves the corollary.
Proof of Theorem 4.3.4 for ℓ = 3. Let V be a C3(K)-module.
By Corollary A.3.1, it suffices to consider modules V such that X++(V )
contains only weights with 2 or less nonzero coefficients.
I) Claim: If X++(V ) contains bad weights with 2 nonzero coefficients, then
V is not an exceptional g-module.
Indeed, let µ = aωi + bωj (with a ≥ 1, b ≥ 1 ) be a bad weight in X++(V )
(hence a ≥ 3, b ≥ 3 ). If µ = aω1 + bω2 , then µ1 = µ − (α1 + α2) =
(a − 1)ω1 + (b − 1)ω2 + ω3 ∈ X++(V ). If µ = aω1 + bω3 , then µ1 =
µ− (α1+α2+α3) = (a−1)ω1 + ω2 + (b−1)ω3 ∈ X++(V ). If µ = aω2 + bω3 .
Then µ1 = µ− (α2+α3) = ω1 + aω2 + (b−1)ω3 ∈ X++(V ). In all these cases,
µ1 is a good weight with 3 nonzero coefficients. Hence, by Corollary A.3.1, V is
not an exceptional module, proving the claim.
Therefore, if X++(V ) contains weights with 2 nonzero coefficients,
then we can assume that these are good weights.
II) Let µ = aωi + bωj (with a ≥ 1, b ≥ 1 ) be a good weight in X++(V ).
(a) Let a ≥ 2 or b ≥ 2 and µ = aω1 + bω3 .
i) For a ≥ 2 and b ≥ 2 , µ1 = µ−(α1+α2+α3) = (a−1)ω1 +ω2+ (b−1)ω3 ∈
X++(V ) .
ii) For a = 1, b ≥ 3 , µ = ω1+ bω3 and µ1 = µ−α3 = ω1+2ω2+ (b−2)ω3 ∈
X++(V ) .
iii) For a ≥ 3, b = 1 , µ = aω1 + ω3 and µ1 = µ− α1 = (a− 2)ω1 + ω2 +
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bω3 ∈ X++(V ) .
In all these cases µ1 has 3 nonzero coefficients. Hence, by Corollary A.3.1, V is
not exceptional.
iv) For a = 2, b = 1, µ = µ0 = 2ω1 + ω3, µ1 = µ − α1 = ω2 + ω3,
µ2 = µ− (α1+α2+α3) = ω1 + ω2 ∈ X++(V ). For each µi , |R
+
long−R
+
µi,p
| ≥ 2
and |Wµi| = 23 · 3 . Thus rp(V ) ≥ 3 ·
23 · 3 · 2
2 · 3
= 24 > 2 · 32 . Hence, by (27),
V is not an exceptional module.
v) Let a = 1, b = 2 and µ = ω1 + 2ω3 . Then µ1 = µ − (α2 + α3) =
2ω1 + ω3 ∈ X++(V ) satisfies case II(a)iv). Hence V is not exceptional.
Hence, if X++(V ) contains a weight µ = aω1 + bω3 with a ≥ 2 or
b ≥ 2 , then V is not exceptional. Therefore, we can assume a = b = 1 .
This case is treated in (d).
(b) Let a ≥ 2 or b ≥ 2 and µ = aω2 + bω3 .
i) For a ≥ 1, b ≥ 2 , µ1 = µ− (α2+α3) = ω1 + aω2 + (b−1)ω3 ∈ X++(V )
has 3 nonzero coefficients. Hence, by Corollary A.3.1, V is not exceptional.
ii) Let a ≥ 2, b = 1 and µ = aω2 + ω3 . Then µ1 = µ − α2 = ω1 +
(a− 2)ω2 + 2ω3 ∈ X++(V ). For a ≥ 3, Corollary A.3.1 applies. For a = 2, µ1
satisfies case II(a)v) (p. 133) of this proof.
Hence, if X++(V ) contains a weight µ = aω2 + bω3 with a ≥ 2 or
b ≥ 2 , then V is not exceptional. Therefore, we can assume a = b = 1 .
This case is treated in (d).
(c) Let a ≥ 2 or b ≥ 2 and µ = aω1 + bω2 .
i) For a ≥ 2, b ≥ 2, µ1 = µ − (α1 + α2) = (a − 1)ω1 + (b − 1)ω2 + ω3 ∈
X++(V ) has 3 nonzero coefficients. Hence Corollary A.3.1 applies.
ii) For a = 1, b ≥ 2, µ = ω1 + bω2, µ1 = µ−α2 = 2ω1 + (b−2)ω2 + ω3 ∈
X++(V ). For b ≥ 3 , Corollary A.3.1 applies. For b = 2 , µ1 satisfies case II(a)iv)
(p. 133).
iii) Let a ≥ 3, b = 1 and µ = aω1 + ω2 . Then µ1 = µ − (α1 + α2) =
(a− 1)ω1 + ω3 ∈ X++(V ). For a ≥ 4, µ1 satisfies case II(a)iii). For a = 3, µ1
satisfies case II(a)iv) of this proof (p. 133).
iv) For a = 2, b = 1, µ = 2ω1 + ω2, µ1 = µ − (α1 + α2) = ω1 + ω3 ,
µ2 = µ1 − (α1 + α2 + α3) = ω2, µ3 = µ − α1 = 2ω2 ∈ X++(V ). Thus
rp(V ) ≥ 2 ·
23 · 3 · 2
2 · 3
+ 2 ·
22 · 3
2 · 3
= 20 > 2 · 32 . Hence, by (27), V is not an
exceptional module.
Hence, if X++(V ) contains a weight µ = aω1 + bω2 with a ≥ 2 or
b ≥ 2 , then V is not exceptional. Therefore, we can assume a = b = 1 .
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This case is treated in the sequel.
(d) Let a = 1, b = 1 and µ = ωi + ωj (with 1 ≤ i < j ≤ 3 ).
i) If V has highest weight µ = ω2 + ω3 , then µ1 = µ−(α2+α3) = ω1 + ω2,
µ2 = µ1 − (α1 + α2) = ω3, µ3 = µ2 − (α2 + α3) = ω1 ∈ X++(V ). For p ≥ 3,
rp(V ) ≥
23 · 3 · 3
2 · 3
+
23 · 3 · 2
2 · 3
+
23 · 3
2 · 3
+
2 · 3
2 · 3
= 25 > 2 · 32 . Hence, by (27),
V is not an exceptional module.
ii) If V has highest weight µ = ω1 + ω2 , then µ1 = ω3 , µ2 = ω1 ∈ X++(V ).
By [BW, p. 167], for p 6= 3 , mµ1 = 2, mµ2 ≥ 3. Thus rp(V ) ≥
23 · 3 · 2
2 · 3
+
2
23 · 3
2 · 3
+ 3
2 · 3
2 · 3
= 19 > 2 · 32 . Hence, by (27), V is not an exceptional module.
For p = 3 , recall that sp3 is a Lie subalgebra of sl6 . Hence, by Claim 12 (p.
97) of First Part of Proof of Theorem 4.3.2, V is not exceptional.
iii) If V has highest weight µ = ω1 + ω3 , then µ1 = µ− (α2 + α3) = 2ω1
and µ2 = µ1−α1 = ω2 ∈ X++(V ). By [BW, p. 167] for p ≥ 3, mµ2 ≥ 2. Thus
rp(V ) ≥
23 · 3 · 3
2 · 3
+
2 · 3
2 · 3
+ 2
22 · 3 · 2
2 · 3
= 21 > 2 · 32 . Hence, by (27), V is not
an exceptional module.
Hence, if V is a C3(K)-module such that X++(V ) contains weights
with 2 nonzero coefficients, then V is not an exceptional module.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
III) Let µ = aωi with a ≥ 1 be a weight in X++(V ).
(a)i) Let a ≥ 3 and µ = aω2 . Then µ1 = µ−α2 = ω1 + (a− 2)ω2 + ω3 ∈
X++(V ) has 3 nonzero coefficients. Hence Corollary A.3.1 applies.
ii) Let a ≥ 3 and µ = aω3 . Then µ1 = µ−α3 = 2ω2+(a−2)ω3 ∈ X++(V ).
For a ≥ 4 , µ1 satisfies case II(b)i). For a = 3 , µ1 satisfies case II(b)ii).
iii) Let a ≥ 3 and µ = aω1 . Then µ1 = µ−α1 = (a−2)ω1 + ω2 ∈ X++(V ).
For a ≥ 5, µ1 satisfies case II(c)iii). For a = 4, µ1 satisfies case II(c)iv). For
a = 3 and p ≥ 5 , by Lemma A.1.1 (p. 92), V is not exceptional. For p = 3,
µ = 3ω1 ∈ X++(V ) only if λ = 2ω1 + ω3 or λ = ω1 + 2ω2 (for instance). In
these cases V is not exceptional, by part II of this proof.
Hence, if X++(V ) contains weights µ = aωi with a ≥ 3 , then V is
not exceptional. Therefore, we can assume a ≤ 2 . We deal with these
cases in the sequel.
(b)i) Let a = 2 and µ = 2ω2 . Then µ1 = ω1 + ω3, µ2 = 2ω1, µ3 = ω2 ∈
X++(V ). Thus, for p ≥ 3, rp(V ) ≥
22·3·2
2·3
+ 2
3·3·3
2·3
+ 2·3
2·3
+ 2
2·3·2
2·3
= 21 > 2 · 32 .
Hence, by (27), V is not an exceptional module.
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ii) Let a = 2 and µ = 2ω3 . Then µ1 = µ − α3 = 2ω2 ∈ X++(V ) satisfies
case III(b)i).
iii) Let a = 2 . We may assume that V has highest weight µ = 2ω1 .
Then V is the adjoint module, which is exceptional by Example 3.2.1 (N. 1 in
Table 5).
From now on we may assume that a = 1 and that V has highest weight ωi .
iv) If V has highest weight ω3 then, by [PS, Theorem 2], dim V = 14 <
21 − ε . Thus, by Proposition 4.2.2, V is an exceptional module (N. 4 in
Table 5).
v) If V has highest weight µ = ω2 , then by case III(b)vi) (p. 130) of First
Part of Proof of Theorem 4.3.4, V is an exceptional module (N. 3 in Table 5).
vi) Finally, if V has highest weight ω1 , then by case III(b)vii) (p. 130) of
First Part of Proof of Theorem 4.3.4, V is an exceptional module (N. 2 in
Table 5).
Hence, if V is a C3(K)-module such that X++(V ) contains weights
µ = aωi with a ≥ 3 or ( a = 2 and i = 2, 3 ), then V is not exceptional.
If V has highest weight λ ∈ {2ω1, ω1, ω2, ω3} , then V is an exceptional
module.
This finishes the Proof of Theorem 4.3.4 for ℓ = 3. ✷
A.3.2.3. Type C4
For groups of type C4 , |W | = 2
4 4! = 384, |R| = 2 · 42 and |Rlong| = 2 · 4. The
limit for (26) is 4 · 43 = 28 and for (27) is 2 · 42. R+long = { 2εi / 1 ≤ i ≤ 4 }.
The following are reduction lemmas.
Lemma A.3.2. Let V be a C4(K)-module. If X++(V ) contains
(a) 1 good weight with 4 nonzero coefficients or
(b) 2 good weights with 3 nonzero coefficients or
(c) 1 good weight with 3 nonzero coefficients and 2 good weights with 2
nonzero coefficients, then V is not an exceptional g-module.
Proof: For (a), let µ ∈ X++(V ) be a good weight with 4 nonzero coefficients.
Then s(V ) ≥ |Wµ| = 27 · 3 > 28 . Hence, by (26), V is not exceptional.
If a weight µ has 3 nonzero coefficients, then |Wµ| = 26 · 3. Thus if (b)
holds, then s(V ) ≥ 2 · 26 · 3 > 28 . Hence, by (26), V is not exceptional.
If a weight µ has 2 nonzero coefficients, then |Wµ| ≥ 24 · 3. Thus if (c)
holds, then s(V ) ≥ 26 · 3 + 2 · 24 · 3 = 25 · 32 > 28 . Hence, by (26), V is not
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an exceptional module. This proves the lemma.
Note: Bad weights with 4 nonzero coefficients do not occur in X++(V ),
otherwise V would have highest weight with at least one coefficient ≥ p, contra-
dicting Theorem 2.4.4(i).
Lemma A.3.3. Let V be a C4(K)-module. If X++(V ) contains a weight with
3 nonzero coefficients, then V is not an exceptional g-module.
Proof: First note that if µ is a bad weight with 3 nonzero coefficients in
X++(V ), then it is easy to produce (from µ ) a good weight in X++(V ) satisfying
Lemma A.3.2. Therefore, if X++(V ) contains weights with 3 nonzero
coefficients, then we can assume that these are good weights.
Let µ = aωi + b ωj + c ωk (with 1 ≤ i < j < k ≤ 4 and a ≥ 1, b ≥ 1, c ≥ 1 )
be a good weight in X++(V ).
(a) Let µ = aω1 + bω2 + cω3 . Then µ1 = µ− (α1+α2+α3) = (a−1)ω1 +
bω2 + (c− 1)ω3 + ω4 ∈ X++(V ).
(b) Let µ = aω1 + bω2 + cω4 . Then µ1 = µ − (α1 + α2 + α3 + α4) =
(a− 1)ω1 + bω2 + ω3 + (c− 1)ω4 ∈ X++(V ).
For a ≥ 2, b ≥ 1, c ≥ 2 , in both cases, µ1 satisfies Lemma A.3.2(a). For
( a = 1, b ≥ 1, c ≥ 2 ) or ( a ≥ 2, b ≥ 1, c ≥ 2 ), in both cases, Lemma A.3.2(b)
applies.
Let a = b = c = 1 . Then in case (a) µ = ω1 + ω2 + ω3, µ1 = ω2 + ω4,
and µ2 = µ−(α2+α3) = 2ω1 + ω4 ∈ X++(V ). In case (b) µ = ω1 + ω2 + ω4,
µ1 = ω2 + ω3, and µ2 = µ − (α2 + α3 + α4) = 2ω1 + ω3 ∈ X++(V ). Thus
Lemma A.3.2(c) applies in both cases.
(c) Let µ = aω1 + bω3 + cω4 . Then µ1 = µ−(α3+α4) = aω1 + ω2 + bω3 +
(c− 1)ω4 ∈ X++(V ). For a ≥ 1, b ≥ 1, c ≥ 2 , µ1 satisfies Lemma A.3.2(a). For
a ≥ 1, b ≥ 1, c = 1, Lemma A.3.2(b) applies.
(d) Let µ = aω2 + bω3 + cω4 . Then µ1 = µ − (α2 + α3 + α4) = ω1 +
(a− 1)ω2 + (b+1)ω3 + (c−1)ω4 and µ2 = µ1−α3 = ω1 + aω2 + (b−1)ω3 +
cω4 ∈ X++(V ). For a ≥ 1, b ≥ 1, c ≥ 1 , Lemma A.3.2(a) or (b) applies. This
proves the lemma.
Proof of Theorem 4.3.4 for ℓ = 4. Let V be a C4(K)-module.
By Lemma A.3.3, it suffices to consider modules V such that X++(V )
contains only weights with at most 2 nonzero coefficients.
I) Claim 1: Let V be a C4(K)-module. If X++(V ) contains a bad weight
with 2 nonzero coefficients, then V is not an exceptional g-module.
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Indeed, let µ = aωi + b ωj be a bad weight with 2 nonzero coefficients in
X++(V ). Hence a ≥ 3, b ≥ 3 .
If µ = aω1 + bωj (with j = 2, 3 ), then µ1 = µ − (α1 + · · · + αj) =
(a − 1)ω1 + (b − 1)ωj + ωj+1 ∈ X++(V ). If µ = aω1 + bω4 , then µ1 =
µ− (α1+ · · ·+α4) = (a−1)ω1 + ω3 + (b−1)ω4 ∈ X++(V ). If µ = aω3 + bω4 ,
then µ1 = µ− (α3+α4) = ω2 + aω3 + (b− 1)ω4 ∈ X++(V ). In all these cases
µ1 is a good weight with 3 nonzero coefficients, hence Lemma A.3.3 applies.
If µ = aω2 + bω3 , then µ1 = µ− (α2+α3) = ω1 + (a−1)ω2 + (b− 1)ω3 +
ω4 ∈ X++(V ). If µ = aω2 + bω4 , then µ1 = µ− (α2 + · · ·+ α4) = ω1 + (a−
1)ω2 + ω3 + (b − 1)ω4 ∈ X++(V ). In these cases µ1 is a good weight with 4
nonzero coefficients, hence Lemma A.3.2(a) applies.
In all these cases V is not an exceptional module, proving the Claim 1. ✷
Therefore, if X++(V ) contains weights with 2 nonzero coefficients,
then we can assume that these are good weights.
II) Let µ = aωi + b ωj , (with 1 ≤ i < j ≤ 4 and a ≥ 1, b ≥ 1 ) be a good
weight in X++(V ).
Claim 2: Let V be a C4(K)-module. If X++(V ) contains a good weight
µ = aω2 + b ω3 (with a ≥ 1, b ≥ 1 ), then V is not an exceptional g-module.
Indeed, for ( a ≥ 1, b ≥ 2 ) or ( a ≥ 2, b ≥ 1 ), µ1 = µ − (α2 + α3) =
ω1 + (a − 1)ω2 + (b− 1)ω3 + ω4 ∈ X++(V ) has 3 nonzero coefficients. Hence
Lemma A.3.3 applies. For a = b = 1 , µ = ω2 + ω3 , |Wµ| = 2
5 · 3 and
|R+long − R
+
µ,p| = 3 . Thus rp(V ) ≥
25 · 3 · 3
2 · 4
= 36 > 2 · 42 . Hence, by (27), V
is not exceptional. This proves Claim 2. ✷
Claim 3: Let V be a C4(K)-module. If X++(V ) contains a good weight
µ = aωi + b ω4 (with 1 ≤ i ≤ 3 and a ≥ 1, b ≥ 1 ), then V is not an
exceptional g-module.
(a) Let µ = aω2 + b ω4 ∈ X++(V ). Then
i) for ( a ≥ 1, b ≥ 2 ) or ( a ≥ 2, b ≥ 1 ), µ1 = µ − (α2 + α3 + α4) =
ω1 + (a − 1)ω2 + ω3 + (b − 1)ω4 ∈ X++(V ). As µ1 has 3 or more nonzero
coefficients, Lemma A.3.3 or Lemma A.3.2(a) applies.
ii) Let a = b = 1 and µ = ω2 + ω4 . Then |Wµ| = 25 ·3 and |R
+
long−R
+
µ,p| =
4 . Thus rp(V ) ≥
25 · 3 · 4
2 · 4
= 48 > 2 ·42 . Hence, by (27), V is not exceptional.
(b) Let µ = aω1 + b ω4 ∈ X++(V ). Then:
i) for a ≥ 1, b ≥ 2, µ1 = µ − α4 = aω1 + 2ω3 + (b − 2)ω4 and µ2 =
µ1 − α3 = aω1 + ω2 + (b − 1)ω4 ∈ X++(V ). As µ2 has 3 nonzero coefficients,
137
Lemma A.3.3 applies.
ii) For a ≥ 2, b = 1, µ = aω1 + ω4 and µ1 = µ−α1 = (a− 2)ω1 + ω2 +
ω4 ∈ X++(V ). For a ≥ 3, µ1 has 3 nonzero coefficients, hence Lemma A.3.3
applies. For a = 2, µ1 satisfies case (a)ii) of this claim.
iii) Let a = b = 1 and µ = ω1 + ω4 . Then µ1 = µ − (α3 + α4) =
ω1 + ω2 ∈ X++(V ). As |R
+
long − R
+
µ,p| = 4 and |R
+
long − R
+
µ1,p
| = 2 , rp(V ) ≥
26 · 4
2 · 4
+
24 · 3 · 2
2 · 4
= 38 > 2 · 42 . Hence, by (27), V is not exceptional.
(c) Let µ = aω3 + b ω4 ∈ X++(V ). Then:
i) for a ≥ 1, b ≥ 2, µ1 = µ− (α3+α4) = ω2 + aω3 + (b− 1)ω4 ∈ X++(V )
is a good weight with 3 nonzero coefficients. Hence Lemma A.3.3 applies.
ii) Let a ≥ 1, b = 1 and µ = aω3 + ω4 . Then µ1 = µ − (α3 + α4) =
ω2 + aω3 ∈ X++(V ) satisfies Claim 2. Hence V is not an exceptional module.
This proves Claim 3. ✷
Therefore, if X++(V ) contains a good weight µ = aωi + b ωj (with
a ≥ 1, b ≥ 1 ), then we can assume that i = 1 and j = 2 or 3 . These
cases are treated as follows.
(d) Let µ = aω1 + b ω3 ∈ X++(V ). Then
i) for a ≥ 1, b ≥ 2, µ1 = µ−α3 = aω1 + ω2 + (b− 2)ω3 + ω4 ∈ X++(V ).
As µ1 is a good weight with 3 nonzero coefficients, Lemma A.3.3 applies.
ii) Let a ≥ 2, b = 1 and µ = aω1 + ω3 . Then µ1 = µ−α1 = (a− 2)ω1 +
ω2 + ω3 ∈ X++(V ). For a ≥ 3, Lemma A.3.3 applies. For a = 2, µ1 satisfies
Claim 2 (p. 137). Hence V is not an exceptional module.
iii) Let a = b = 1 and µ = ω1 + ω3 . Then |Wµ| = 25·3, |R
+
long−R
+
µ,p| = 3 .
Thus rp(V ) ≥
25 · 3 · 3
2 · 4
= 36 > 2 · 42 . Hence, by (27), V is not exceptional.
(e) Let µ = aω1 + b ω2 ∈ X++(V ). Then:
i) for a ≥ 2, b ≥ 2, µ1 = µ − (α1 + α2) = (a − 1)ω1 + (b − 1)ω2 + ω3 ∈
X++(V ) has 3 nonzero coefficients. Hence Lemma A.3.3 applies.
ii) For a = 1, b ≥ 2, µ = ω1 + b ω2 and µ1 = µ−α2 = 2ω1 + (b−2)ω2 +
ω3 ∈ X++(V ). For b ≥ 3, Lemma A.3.3 applies. For b = 2, µ1 satisfies case
(d)ii). Hence V is not exceptional.
iii) Let a ≥ 2, b = 1 and µ = aω1 + ω2 . Then µ1 = µ − (α1 + α2) =
(a− 1)ω1 + ω3 ∈ X++(V ) satisfies case (d). Hence V is not exceptional.
iv) Let a = b = 1 . We may assume that V has highest weight µ = ω1 + ω2 .
Then µ1 = ω3 , µ2 = µ1−(α2+2α3+α4) = ω1 ∈ X++(V ). By [BW, p. 168], for
p 6= 3, mµ1 = 2 and mµ2 ≥ 4 . Thus, as |R
+
long−R
+
µ,p| = 2, |R
+
long−R
+
µ1,p| = 3
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and |R+long−R
+
µ2,p| = 1 , rp(V ) ≥
24 · 3 · 2
2 · 4
+ 2 ·
25 · 3
2 · 4
+ 4 ·
2 · 4
2 · 4
= 40 > 2 · 42 .
Hence, by (27), V is not exceptional. For p = 3, by Claim 12 (p. 97) of First
Part of Proof of Theorem 4.3.2, V is not exceptional.
Hence if V is an C4(K)-module such that X++(V ) contains weights
with 2 nonzero coefficients, then V is not an exceptional module.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
III) Let µ = aωi (with a ≥ 1 ) be a weight in X++(V ).
(a)i) Let a ≥ 2 and µ = aω4 . Then µ1 = µ− α4 = 2ω3 + (a− 2)ω4 and
µ2 = µ1 − α3 = ω2 + (a − 1)ω4 ∈ X++(V ). For a ≥ 2, µ2 satisfies Claim 3
(p. 137).
ii) Let a ≥ 2 and µ = aω3 . Then µ1 = µ− α3 = ω2 + (a− 2)ω3 + ω4 ∈
X++(V ). For a ≥ 3, Lemma A.3.3 applies. For a = 2 , µ1 satisfies Claim 3.
iii) Let a ≥ 2 and µ = aω2 . Then µ1 = µ−α2 = ω1 + (a− 2)ω2 + ω3 ∈
X++(V ). For a ≥ 3, Lemma A.3.3 applies. For a = 2, µ1 satisfies case II(d)iii).
iv) Let a ≥ 2 and µ = aω1 . Then µ1 = µ−α1 = (a−2)ω1+ω2 ∈ X++(V ).
For a ≥ 4, µ1 satisfies case II(e)iii.
For a = 3 and p ≥ 5 we can assume that V has highest weight 3ω1 . By
Lemma A.1.1 (p. 92), V is not exceptional. For p = 3 , µ ∈ X++(V ) only
if V has highest weight λ = ω1 + 2ω2 or λ = (3 − k)ω1 + kω3 (for some
1 ≤ k ≤ 2 ). In these cases, by Part II(e) or II(d) of this proof, V is not an
exceptional module.
Let a = 2 . If V has highest weight 2ω1 , then V is the adjoint module,
which is exceptional by Example 3.2.1 (N. 1 in Table 5).
Hence if X++(V ) contains a weight µ = aωi (with a ≥ 1 and 1 ≤
i ≤ 4 ), then we can assume a = 1 and that V has highest weight ωi .
These cases are treated in the sequel.
(b)i) If V has highest weight ω3 (resp., ω4 ). Then V is unclassified
(N. 2 (resp., 4) in Table 7).
ii) If V has highest weight ω2 then, by case III(b)vi) (p. 130) of First Part
of Proof of Theorem 4.3.4, V is an exceptional module (N. 3 in Table 5).
iii) If V has highest weight ω1 then, by case III(b)vii) (p. 130) of First Part
of Proof of Theorem 4.3.4, V is an exceptional module (N. 2 in Table 5).
Hence if V is an C4(K)-module such that X++(V ) contains µ = aωi
with ( a ≥ 3 and 1 ≤ i ≤ 4 ) or ( a ≥ 2 and 2 ≤ i ≤ 4 ), then V is not
exceptional. If V has highest weight λ ∈ {2ω1, ω1, ω2} , then V is an
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exceptional module. If V has highest weight λ ∈ {ω3, ω4} , then V is
unclassified.
This finishes the proof of Theorem 4.3.4 for ℓ = 4. ✷
A.3.2.4. Type C5
For groups of type C5 , |W | = 25 5! = 28 · 3 · 5, |R| = 2 · 52 , |Rlong| = 2 · 5. The
limit for (26) is 22 · 53 and for (27) is 2 · 52. R+long = { 2εi / 1 ≤ i ≤ 5 }. The
following are reduction lemmas.
Lemma A.3.4. Let V be a C5(K)-module. If X++(V ) contains 1 good weight
with 3 (or more) nonzero coefficients, then V is not an exceptional g-module.
Proof: If a weight µ has 4 (or more) nonzero coefficients, then |Wµ| ≥ 27 ·3 ·5 .
Thus if X++(V ) contains 1 good weight with 4 (or more) nonzero coefficients,
then s(V ) ≥ 27 · 3 · 5 > 4 · 53. Hence, by (26), V is not an exceptional module.
If µ has 3 nonzero coefficients, then either (i) |Wµ| = 26 · 3 · 5 or (ii)
|Wµ| = 27 · 5 or (iii) |Wµ| = 25 · 3 · 5. If µ ∈ X++(V ) is a good weight with 3
nonzero coefficients satisfying case (i) or (ii), then s(V ) ≥ |Wµ| > 22 ·53 . Hence,
by (26), V is not exceptional. If µ satisfies (iii), then µ = aω1 + b ω2 + c ω3 .
For a ≥ 1, b ≥ 1, c ≥ 1 , µ1 = µ − (α1 + α2 + α3) = (a − 1)ω1 + bω2 +
(c− 1)ω3 + ω4 ∈ X++(V ) is a good weight such that |Wµ1| ≥ 25 · 3 · 5 . Thus
s(V ) ≥ 25 · 3 · 5 + 25 · 3 · 5 = 26 · 3 · 5 > 22 · 53 . Hence, by (26), V is not an
exceptional module. This proves the lemma.
Note: Bad weights with 5 nonzero coefficients do not occur in X++(V ),
otherwise V would have highest weight with at least one coefficient ≥ p, contra-
dicting Theorem 2.4.4(i).
Corollary A.3.2. Let V be a C5(K)-module. If X++(V ) contains a bad weight
with 3 or 4 nonzero coefficients, then V is not an exceptional g-module.
Proof: Just note that if µ is a bad weight with 3 or 4 nonzero coefficients in
X++(V ), then it is easy to produce (from µ ) a good weight in X++(V ) satisfying
Lemma A.3.4. This proves the corollary.
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Proof of Theorem 4.3.4 for ℓ = 5. Let V be a C5(K)-module.
By Lemma A.3.4 and Corollary A.3.2, it suffices to consider modules V
such that X++(V ) contains only weights with 2 or less nonzero coeffi-
cients.
I) Claim 1: Let V be a C5(K)-module. If X++(V ) contains bad weights
with 2 nonzero coefficients, then V is not an exceptional g-module.
Indeed, let µ ∈ X++(V ) be a bad weight with 2 nonzero coefficients. Then, by
Claim 1 (p. 125) of First Part of Proof of Theorem 4.3.4, one can produce (from
µ ) good weights in X++(V ) satisfying Lemma A.3.4. This proves the claim.
Therefore, we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights. First we deal with some particular
cases. ✷
Claim 2: Let V be a C5(K)-module. If either ω1 + ω4 or ω1 + ω5 or
ω1 + ω3 is a weight in X++(V ), then V is not an exceptional g-module.
Indeed, if µ = ω1 + ω4 ∈ X++(V ), then rp(V ) ≥
|Wµ| · |R+long −R
+
µ,p|
2 · 5
=
26 · 5 · 4
2 · 5
= 27 > 2 · 52 . If µ = ω1 + ω5 ∈ X++(V ), then rp(V ) ≥
25·5·5
2·5
=
24 ·5 > 2·52 . If µ = ω1 + ω3 ∈ X++(V ), then rp(V ) ≥
24·3·5·3
2·5 = 2
3 ·32 > 2·52 .
Hence in all these cases, by (27), V is not exceptional, proving the claim. ✷
II) Let µ = aωi + b ωj (with a ≥ 1, b ≥ 1 and 1 ≤ i < j ≤ 5 ) be a good
weight in X++(V ).
Claim 3: Let V be a C5(K)-module. If X++(V ) contains a good weight
µ = aωi + bωj (with 2 ≤ i < j ≤ 4 and a ≥ 1, b ≥ 1), then V is not an
exceptional g-module. Indeed:
i) for ( a ≥ 2, b ≥ 1 ) or ( a ≥ 1, b ≥ 2 ), µ1 = µ − (αi + · · · + αj) =
ωi−1 + (a−1)ωi + (b−1)ωj + ωj+1 ∈ X++(V ) is a good weight with 3 or more
nonzero coefficients. Hence, Lemma A.3.4 applies.
ii) Let a = b = 1. If µ = ω2 + ω3 , then µ1 = ω1 + ω4 ∈ X++(V ).
If µ = ω2 + ω4 , then µ1 = ω1 + ω5 ∈ X++(V ). In both cases µ1 satisfies
Claim 2. If µ = ω3 + ω4 , then µ1 = ω2 + ω5 and µ2 = µ1− (α2+ · · ·+α5) =
ω1 + ω4 ∈ X++(V ). Hence Claim 2 applies. This proves Claim 3. ✷
Claim 4: Let V be a C5(K)-module. If X++(V ) contains a good weight
µ = aωi + bω5 (with 1 ≤ i ≤ 4 and a ≥ 1, b ≥ 1), then V is not an exceptional
g-module. Indeed,
i) let µ = aω4 + bω5 . Then µ1 = µ− (α4+α5) = ω3 + aω4 + (b− 1)ω5 ∈
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X++(V ). For a ≥ 1, b ≥ 2, µ1 satisfies Lemma A.3.4. For a ≥ 1, b = 1, µ1
satisfies Claim 3. Hence V is not exceptional.
ii) Let µ = aωi + bω5 (with 2 ≤ i ≤ 3 and a ≥ 1, b ≥ 1). Then µ1 =
µ− (αi + · · ·+ α5) = ωi−1 + (a− 1)ωi + ω4 + (b− 1)ω5 ∈ X++(V ).
ii.1) For ( a ≥ 1, b ≥ 2 ) or ( a ≥ 2, b ≥ 1 ), µ1 satisfies Lemma A.3.4.
ii.2) Let a = b = 1 . If µ = ω2 + ω5 , then µ1 = ω1 + ω4 ∈ X++(V ) satisfies
Claim 2. If µ = ω3 + ω5 , then µ1 = ω2 + ω4 ∈ X++(V ) satisfies Claim 3.
iii) Let µ = aω1 + bω5 with a ≥ 1, b ≥ 1. Then:
iii.1) for a ≥ 1, b ≥ 2 , µ1 = µ−(α1+· · ·+α5) = (a−1)ω1 + ω4 + (b−1)ω5 ∈
X++(V ). For a ≥ 2, b ≥ 2 , Lemma A.3.4 applies. For a = 1, b ≥ 2 , µ1 satisfies
case i) of this proof.
iii.2) For a ≥ 2, b = 1 , µ = aω1 + ω5 and µ1 = µ − α1 = (a − 2)ω1 +
ω2 + ω5 ∈ X++(V ). For a ≥ 3 Lemma A.3.4 applies. For a = 2 , µ1 satisfies
case ii) of this proof.
iii.3) For a = b = 1 , µ = ω1 + ω5 satisfies Claim 2 (p. 141). This proves
Claim 4. ✷
Therefore, if X++(V ) contains a good weight µ = aωi + bωj (with
a ≥ 1, b ≥ 1), then we can assume i = 1 and 2 ≤ j ≤ 4 . These cases are
treated as follows.
(a) Let µ = aω1 + bωj (with j = 3, 4 ) be a good weight in X++(V ) . Then:
i) for a ≥ 1, b ≥ 2, µ1 = µ−αj = aω1 + ωj−1 + (b−2)ωj + ωj+1 ∈ X++(V )
satisfies Lemma A.3.4.
ii) For a ≥ 2, b = 1, µ = aω1 + ωj and µ1 = µ−α1 = (a−2)ω1 + ω2 + ωj ∈
X++(V ). For a ≥ 3, µ1 satisfies Lemma A.3.4. For a = 2, µ1 satisfies Claim 3
(p. 141).
iii) For a = b = 1, µ = ω1 + ωj (with j = 3, 4 ) satisfies Claim 2(p. 141).
(b) Let µ = aω1 + bω2 with a ≥ 1, b ≥ 1 . Then µ1 = µ − (α1 + α2) =
(a− 1)ω1 + (b− 1)ω2 + ω3 ∈ X++(V ).
i) For a ≥ 2, b ≥ 2, µ1 satisfies Lemma A.3.4. For a = 1, b ≥ 2, µ1 satisfies
Claim 3 (p. 141). For a ≥ 2, b = 1, µ1 satisfies case (a) above.
ii) Let a = b = 1 . We may assume that V has highest weight µ = ω1 + ω2 .
Then µ1 = ω3 ∈ X++(V ). By Smith’s Theorem [Sm], for p 6= 3, mµ1 = 2 .
Thus, for p ≥ 5, rp(V ) ≥
24 · 5 · 2
2 · 5
+ 2 ·
24 · 5 · 3
2 · 5
= 26 > 2 ·52 . Hence, by (27),
V is not exceptional. For p = 3 , by Claim 12 (p. 97) of First Part of Proof of
Theorem 4.3.2, V is not exceptional.
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Hence if V is an C5(K)-module such that X++(V ) contains weights
with 2 nonzero coefficients, then V is not an exceptional module.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
III) Let µ = aωi (with a ≥ 1 ) be a weight in X++(V ).
(a)i) Let a ≥ 2 and 2 ≤ i ≤ 4. Then µ1 = µ−αi = ωi−1+ (a−2)ωi +ωi+1 ∈
X++(V ). For a ≥ 3 , µ1 satisfies Lemma A.3.4 (for µ good or bad). For a = 2 ,
by Claims 2, 3 or 4 of this proof, V is not exceptional.
ii) Let a ≥ 2 and µ = aω5 . Then µ1 = µ − α5 = 2ω4 + (a − 2)ω5 and
µ2 = µ1−α4 = ω3 + (a− 1)ω5 ∈ X++(V ). As µ2 satisfies Claim 2 (p. 141) or
Claim 4 (p. 141), V is not an exceptional module.
iii) Let a ≥ 2 and µ = aω1 . Then µ1 = µ−α1 = (a−2)ω1+ω2 ∈ X++(V ).
For a ≥ 4, µ1 satisfies case II(b)i) (p. 142) of this proof.
For a = 3 and p ≥ 5 we may assume that V has highest weight 3ω1 . By
Lemma A.1.1 (p. 92), V is not exceptional. For p = 3 , µ ∈ X++(V ) only if V
has highest weight λ = ω1 + 2ω2 or λ = (3−k)ω1 + kω3 (for some 1 ≤ k ≤ 2 ).
In these cases, by II(b) or II(a) of this proof, V is not an exceptional module.
Let a = 2 . We may assume that V has highest weight 2ω1 . Then V is the
adjoint module, which is exceptional by Example 3.2.1 (N. 1 in Table 5).
Hence if X++(V ) contains µ = aωi (with a ≥ 1 and 1 ≤ i ≤ 5 ), then
we can assume a = 1 and that V has highest weight ωi . These cases are
treated in the sequel.
(b)i) Suppose that V has highest weight ω3 (resp., ω4 , ω5 ), then V is
unclassified (N. 2 (resp., 3, 4) in Table 7).
ii) If V has highest weight ω2 then, by case III(b)vi) (p. 130) of First Part
of Proof of Theorem 4.3.4, V is an exceptional module (N. 3 in Table 5).
iii) If V has highest weight ω1 then, by case III(b)vii) (p. 130) of First Part
of Proof of Theorem 4.3.4, V is an exceptional module (N. 2 in Table 5).
Hence if V is an C5(K)-module such that X++(V ) contains µ = aωi
with ( a ≥ 3 and 1 ≤ i ≤ 5 ) or ( a ≥ 2 and 2 ≤ i ≤ 5 ), then V is not
exceptional. If V has highest weight λ ∈ {2ω1, ω1, ω2} , then V is an
exceptional module. If V has highest weight λ ∈ {ω3, ω4, ω5} , then V
is unclassified.
This finishes the proof of Theorem 4.3.4 for ℓ = 5. ✷
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A.4 Groups or Lie Algebras of type Dℓ
In this section we prove Theorem 4.3.5. For groups of type Dℓ , |W | = 2
ℓ−1ℓ!,
|R| = |Rlong| = 2ℓ(ℓ− 1) .
A.4.1 Type Dℓ , ℓ ≥ 5
Proof of Theorem 4.3.5 - First Part
Let ℓ ≥ 5. By Lemma 4.3.6, it suffices to consider Dℓ(K)-modules V such
that X++(V ) contains only weights with at most 2 nonzero coefficients.
I) Claim 1: Let V be a Dℓ(K)-module. If X++(V ) contains a bad weight
with 2 nonzero coefficients, then V is not an exceptional g-module.
Indeed, let µ = aωi + b ωj (with 1 ≤ i < j ≤ ℓ and a, b ≥ 1 ) be a bad
weight in X++(V ) (hence a ≥ 2, b ≥ 2).
(a) For 1 ≤ i < j < ℓ− 2, µ1 = µ − (αi + · · ·+ αj) = ωi−1 + (a− 1)ωi +
(b− 1)ωj + ωj+1 ∈ X++(V ).
(b) For 1 ≤ i < j = ℓ−2, µ = aωi + b ωℓ−2 and µ1 = µ−(αi+· · ·+αℓ−2) =
ωi−1 + (a− 1)ωi + (b− 1)ωℓ−2 + ωℓ−1 + ωℓ ∈ X++(V ).
(c) For 1 ≤ i ≤ ℓ−2, j = ℓ−1 (or by a graph-twist 1 ≤ i ≤ ℓ−2, j = ℓ ),
µ = aωi + bωℓ−1 (or µ = aωi + bωℓ ) and µ1 = µ − (αi + · · · + αℓ−1) =
ωi−1 + (a − 1)ωi + (b − 1)ωℓ−1 + ωℓ (or µ1 = µ − (αi + · · · + αℓ−2 + αℓ) =
ωi−1 + (a− 1)ωi + ωℓ−1 + (b− 1)ωℓ ) ∈ X++(V ).
(d) For i = ℓ − 1, j = ℓ, µ = aωℓ−1 + b ωℓ , µ1 = µ − αℓ−1 = ωℓ−2 +
(a− 2)ωℓ−1 + bωℓ and µ2 = µ1−(αℓ−2+αℓ) = ωℓ−3 + (a−1)ωℓ−1 + (b− 1)ωℓ ∈
X++(V ).
In all these cases, µ1 or µ2 is a good weight in X++(V ), with 3 or more
nonzero coefficients. Hence Lemma 4.3.6 applies. This proves the Claim. ✷
Therefore, we can assume that weights with 2 nonzero coefficients
occurring in X++(V ) are good weights.
II) Let µ = aωi + b ωj with 1 ≤ i < j ≤ ℓ and a, b ≥ 1 be a good weight
in X++(V ).
Claim 2: Let ℓ ≥ 5. If V is a Dℓ(K)-module such that X++(V ) contains a
weight µ = aωi + b ωℓ−2 (with 1 < i ≤ ℓ− 3 and a, b ≥ 1 ), then V is not an
exceptional g-module.
Indeed, for 1 < i < j = ℓ−2 and a ≥ 1, b ≥ 1, µ1 = µ−(αi+· · ·+αℓ−2) =
ωi−1 + (a− 1)ωi + (b− 1)ωℓ−2 + ωℓ−1 + ωℓ ∈ X++(V ). As µ1 is a good weight
with 3 or more nonzero coefficients, Lemma 4.3.6 applies.
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Let i = 1, j = ℓ−2 and µ = aω1 + b ωℓ−2 . Then µ1 = µ−(α1+· · ·+αℓ−2) =
(a − 1)ω1 + (b − 1)ωℓ−2 + ωℓ−1 + ωℓ ∈ X++(V ). For ( a ≥ 2, b ≥ 1 ) or
( a ≥ 1, b ≥ 2 ), µ1 is a good weight with 3 or more nonzero coefficients, hence
Lemma 4.3.6 applies. For a = b = 1, µ and µ1 are good weights in X++(V ).
Thus for ℓ ≥ 5, s(V ) ≥ |Wµ| + |Wµ1| = 2ℓ−3 ℓ(ℓ − 1)(ℓ − 2) + 2ℓ−1 ℓ =
2ℓ−3 ℓ[(ℓ− 1)(ℓ− 2) + 4] > 2 ℓ2 (ℓ− 1) . Hence, by (28), V is not an exceptional
module. This proves the claim. ✷
Claim 3: Let 1 ≤ i ≤ j, 3 ≤ j ≤ ℓ − 3 (hence ℓ ≥ 6 ). If V is a
Dℓ(K)-module such that X++(V ) contains a good weight µ = aωi + b ωj (with
a ≥ 1, b ≥ 1 ), then V is not an exceptional g-module.
Indeed, for 3 ≤ j ≤ ℓ − 3,
(
j
i
)
≥ 3 and
(
ℓ
j
)
≥
(
ℓ
3
)
. Thus for ℓ ≥ 6,
s(V ) ≥ |Wµ| = 2j
(
j
i
)(
ℓ
j
)
≥ 23 · 3
(
ℓ
3
)
≥ 22 ℓ (ℓ− 1) (ℓ− 2) > 2 ℓ2 (ℓ − 1) .
Hence, by (28), V is not an exceptional module. This proves the claim. ✷
Therefore, for ℓ ≥ 5, if X++(V ) contains a good weight µ = aωi+ b ωj
(with a, b ≥ 1 ), then we can assume that ( i = 1, j = 2 ) or ( 1 ≤ i < j,
ℓ− 1 ≤ j ≤ ℓ ). These cases are treated in the sequel.
(a) Let µ = aω1 + b ω2 (with a ≥ 1, b ≥ 1 ). Then µ1 = µ− (α1 + α2) =
(a− 1)ω1 + (b− 1)ω2 + ω3 ∈ X++(V ).
i) For a ≥ 2, b ≥ 2, µ1 has 3 nonzero coefficients, hence Lemma 4.3.6 applies.
For ( a ≥ 2, b = 1 ) or ( a = 1, b ≥ 2 ), µ1 satisfies Claim 3 (for ℓ ≥ 6 ) or Claim
2 (for ℓ = 5 ).
ii) Let a = b = 1 and µ = ω1 + ω2 . Then µ1 = ω3 and µ2 = µ1 −
(α2 + 2α3 + 2α4 + · · · + 2αℓ−2 + αℓ−1 + αℓ) = ω1 ∈ X++(V ). For p ≥ 3,
|R+long − R
+
µ,p| ≥ 4ℓ − 7, |R
+
long − R
+
µ1,p| = 3(2ℓ − 5), |R
+
long − R
+
µ2,p| = 2(ℓ − 1).
Thus, for ℓ ≥ 5,
rp(V ) ≥
22ℓ(ℓ− 1) · (4ℓ− 7)
2ℓ(ℓ− 1)
+
23 ℓ(ℓ− 1)(ℓ− 2) · 3(2ℓ− 5)
3! · 2ℓ(ℓ− 1)
+
2 ℓ · 2(ℓ− 1)
2ℓ(ℓ− 1)
= 2(4ℓ− 7) + 2(ℓ− 2)(2ℓ− 5) + 2 = 4ℓ2 − 10ℓ + 8 > 2ℓ (ℓ− 1) .
Hence for p ≥ 3 , by (29), V is not exceptional. For p = 2 , we may assume that
V has highest weight ω1 + ω2 . By Smith’s Theorem [Sm], mµ1 = 2 . Thus for
ℓ ≥ 5,
s(V ) ≥ 22ℓ(ℓ− 1) + 2 ·
23ℓ(ℓ− 1) (ℓ− 2)
3!
=
4ℓ(ℓ− 1) (2ℓ− 1)
3
> 2ℓ2(ℓ− 1) .
Hence, by (28), V is not an exceptional module.
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(b) Let 1 ≤ i ≤ ℓ− 2, j = ℓ− 1 (or by a graph-twist 1 < i ≤ ℓ− 2, j = ℓ )
and µ = aωi + b ωℓ−1 (resp., µ = aωi + b ωℓ ). For a ≥ 1, b ≥ 1, µ1 =
µ − (αi + · · · + αℓ−1) = ωi−1 + (a − 1)ωi + (b − 1)ωℓ−1 + ωℓ (resp., µ1 =
µ− (αi + · · ·+ αℓ−2 + αℓ) = ωi−1 + (a− 1)ωi + ωℓ−1 + (b− 1)ωℓ ).
i) For 2 ≤ i ≤ ℓ−2 , |Wµ|+ |Wµ1| ≥ 2
ℓ−1
[(
ℓ
i
)
+
(
ℓ
i− 1
)]
= 2ℓ−1
(
ℓ + 1
i
)
(by Theorem B.1.1(b)). Thus for ℓ ≥ 5,
s(V ) ≥ 2ℓ−1
(
ℓ+ 1
i
)
≥ 2ℓ−2 (ℓ+ 1)ℓ > 2 ℓ2 (ℓ− 1) .
Hence, by (28), V is not an exceptional module.
ii) Let i = 1, j = ℓ − 1 (or by a graph-twist i = 1, j = ℓ ) and µ =
aω1 + b ωℓ−1 (resp., µ = aω1 + b ωℓ ).
ii.1) For a ≥ 2, b ≥ 1, µ1 = µ − α1 = (a − 2)ω1 + ω2 + bωℓ−1 (resp.,
µ1 = µ − α1 = (a − 2)ω1 + ω2 + bωℓ ) ∈ X++(V ). For a ≥ 3, Lemma 4.3.6
applies. For a = 2, µ1 satisfies case (b)i) above.
ii.2) For a ≥ 1, b ≥ 2, µ1 = µ − αℓ−1 = aω1 + ωℓ−2 + (b − 2)ωℓ−1 (or
µ1 = µ− αℓ = aω1 + ωℓ−2 + (b − 2)ωℓ ) ∈ X++(V ). For a ≥ 3, Lemma 4.3.6
applies. For a = 2, µ1 satisfies Claim 2 (p. 144).
ii.3) Let a = b = 1 and µ = ω1 + ωℓ−1 (or by a graph-twist µ = ω1 + ωℓ ).
ii.3.a)For ℓ ≥ 8, s(V ) ≥ |Wµ| = 2ℓ−1 ℓ > 2 ℓ2 (ℓ − 1) . Hence, by (24),
V is not an exceptional module.
ii.3.b) For ℓ = 7, µ = ω1 + ω6 and µ1 = ω7 ∈ X++(V ). As |R
+
long−R
+
µ,p| ≥
21 and |R+long−R
+
µ1,p| = 21, one has rp(V ) ≥
26 · 7 · 21
2 · 7 · 6
+
26 · 21
2 · 7 · 6
= 27 > 2·7·6 .
Hence, by (29), V is not an exceptional module.
ii.3.c) For ℓ = 6, µ = ω1 + ω5 and µ1 = ω6 ∈ X++(V ). For p ≥ 3,
|R+long−R
+
µ,p| = 20 and |R
+
long−R
+
µ1,p
| = 15. Thus rp(V ) ≥
25 · 6 · 20
2 · 6 · 5
+
25 · 15
2 · 6 · 5
=
23 · 32 > 2 · 6 · 5 . Hence, by (29), V is not exceptional.
For p = 2 , we may assume that V has highest weight µ = ω1 + ω5 . By
Smith’s Theorem [Sm], µ1 = ω6 has multiplicity mµ1 ≥ 2. Now as |R
+
long −
R+µ,2| = |R
+
long − R
+
µ1,2| = 15, one has r2(V ) ≥
25 · 6 · 15
2 · 6 · 5
+ 2
25 · 15
2 · 6 · 5
= 26 >
2 · 6 · 5 . Hence, by (29), V is not an exceptional module.
ii.3.d) For ℓ = 5, we may assume that V has highest weight µ = ω1 + ω4
Then µ1 = ω5 ∈ X++(V ). By Smith’s Theorem [Sm], for p 6= 5, mµ1 = 4.
For p 6= 2, |R+long − R
+
µ,p| = 14, |R
+
long − R
+
µ1,p
| = 10. Thus, for p 6= 2, 5 ,
rp(V ) ≥
24·5·14
2·5·4 + 4
24·10
2·5·4 = 2
2 · 11 > 2 · 5 · 4 . Hence, by (29), V is not
exceptional. For p = 2 or p = 5, these modules are unclassified (N. 1 in
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Table 9).
(c) Let i = ℓ − 1, j = ℓ and µ = aωℓ−1 + b ωℓ . Then µ1 = µ − (αℓ−2 +
αℓ−1 + αℓ) = ωℓ−3 + (a− 1)ωℓ−1 + (b− 1)ωℓ ∈ X++(V ).
i) For a ≥ 2, b ≥ 2 , µ1 has 3 nonzero coefficients, hence Lemma 4.3.6 applies.
For ( a ≥ 2, b = 1 ) or ( a = 1, b ≥ 2 ), µ1 satisfies case (b)i).
ii) For a = b = 1 , µ = ωℓ−1 + ωℓ and µ1 = ωℓ−3 ∈ X++(V ).
ii.1) For ℓ ≥ 7, by (28), V is not an exceptional module, since
s(V ) ≥ 2ℓ−1 ℓ+
2ℓ−4 ℓ(ℓ− 1)(ℓ− 2)
3
=
2ℓ−4 ℓ [(ℓ− 1)(ℓ− 2) + 24]
3
> 2 ℓ2 (ℓ−1) .
ii.2) For ℓ = 6 , we may assume that V has highest weight µ = ω5 + ω6 .
Then µ1 = ω3 and µ2 = µ1− (α2+2α3+2α4+α5+α6) = ω1 ∈ X++(V ). By
Proposition 4.2.3, some mµi ≥ 2. Thus s(V ) ≥ 2
5 · 6 + mµ1 2
5 · 5 + mµ2 2 · 6 >
2 · 62 · 5 . Hence, by (28), V is not exceptional.
ii.3) For ℓ = 5, µ = ω4 + ω5 and µ1 = ω2 ∈ X++(V ). For p 6= 2,
|R+long−R
+
µ,p| = 14, |R
+
long−R
+
µ1 ,p| = 13. Thus rp(V ) ≥
24 · 5 · 14
2 · 5 · 4
+
23 · 5 · 13
2 · 5 · 4
=
41 > 2 · 5 · 4 . Hence, by (29), V is not an exceptional module. For p = 2,
the Dℓ(K)-module V of highest weight ω4 + ω5 is unclassified (N. 2 in
Table 9).
Hence, for ℓ ≥ 5 , if X++(V ) contains a weight with 2 nonzero coef-
ficients, then V is not an exceptional module, unless ℓ = 5 and V has
highest weight (ω4 + ω5 for p = 2 ) or (ω1 + ω4 or ω1 + ω5 for p = 2, 5 ),
in which cases V is unclassified.
From now on we can assume that X++(V ) contains only weights
with at most one nonzero coefficient.
Claim 4: Let ℓ ≥ 6 . If V is a Dℓ(K)-module such that ωℓ−2 ∈ X++(V ),
then V is not an exceptional g-module.
Indeed, |Wωℓ−2| = 2ℓ−3 ℓ (ℓ − 1). Thus for ℓ ≥ 7, s(V ) ≥ 2ℓ−3 ℓ (ℓ− 1) >
2 ℓ2 (ℓ − 1) . Hence, by (28), V is not exceptional. For ℓ = 6, µ = ω4, µ1 =
ω2 ∈ X++(V ). As |R
+
long − R
+
µ,p| ≥ 16, |R
+
long − R
+
µ1,p| ≥ 15, one has rp(V ) ≥
24 · 3 · 5 · 16
2 · 6 · 5
+
22 · 3 · 5 · 15
2 · 6 · 5
= 79 > 2 · 6 · 5 . Hence, by (29), V is not an
exceptional module, proving the claim. ✷
III) Let µ = aωi (with a ≥ 1 ) be a weight in X++(V ).
(a)i) Let a ≥ 2 and 2 ≤ i ≤ ℓ−3. Then µ1 = µ−αi = ωi−1 + (a−2)ωi +
ωi+1 ∈ X++(V ). For a ≥ 3 (and µ good or bad), µ1 satisfies Lemma 4.3.6.
For a = 2 and 2 ≤ i ≤ ℓ − 4 , µ1 satisfies Claim 3 (p. 145). For a = 2 and
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i = ℓ− 3 , µ1 satisfies Claim 2 (p. 144).
ii) Let a ≥ 2 and µ = aωℓ−2 . Then µ1 = µ−αℓ−2 = ωℓ−3 + (a−2)ωℓ−2 +
ωℓ−1 + ωℓ ∈ X++(V ) has 3 nonzero coefficients. Hence Lemma 4.3.6 applies.
iii) Let a ≥ 2 and µ = aωℓ−1 (or by a graph-twist µ = aωℓ ). Then
µ1 = µ−αℓ−1 = ωℓ−2 + (a− 2)ωℓ−1 (resp., µ1 = µ−αℓ = ωℓ−2 + (a− 2)ωℓ )
∈ X++(V ). For a ≥ 3 , µ1 satisfies case II(b)i) (p. 146). For a = 2 and ℓ ≥ 6,
µ1 satisfies Claim 4 (p. 147). For ℓ = 5, if V has highest weight 2ω4 (or
2ω5 ), then V is unclassified (N. 4 in Table 9).
iv) Let a ≥ 2 and µ = aω1 ∈ X++(V ). Then:
iv.1) For a ≥ 4, µ1 = µ − α1 = (a − 2)ω1 + ω2 , µ2 = µ1 − (α1 + α2) =
(a − 3)ω1 + ω3 ∈ X++(V ). As a ≥ 4, for ℓ ≥ 6, µ2 satisfies Claim 3 (p. 145).
For ℓ = 5, µ2 satisfies Claim 2 (p. 144).
iv.2) For a = 3, µ = 3ω1, µ1 = ω1 + ω2, µ2 = ω3 and µ3 = ω1 ∈
X++(V ). For p = 3, µ ∈ X++(V ) only if V has highest weight λ = ω1 + 2ω2
or λ = (3 − k)ω1 + kω3 (for some 1 ≤ k ≤ 2). In these cases, by Claims 2 or
3, V is not exceptional. For p ≥ 5, |R+long −R
+
µ,p| = |R
+
long −R
+
µ3,p
| = 2(ℓ− 1),
|R+long − R
+
µ1,p| = 2(2ℓ − 3), and |R
+
long − R
+
µ2,p| = 3(2ℓ − 5). Thus, for ℓ ≥ 5 ,
rp(V ) ≥ 2 + 4(2ℓ− 3) + 2(ℓ− 2)(2ℓ− 5) + 2 = 4ℓ2 − 10ℓ + 12 > 2ℓ (ℓ− 1) .
Hence, by (29), V is not an exceptional module.
iv.3) Let a = 2 . We may assume that V has highest weight µ = 2ω1 .
By the same argument used in case III(b)iv) (p. 113) of First Part of Proof of
Theorem 4.3.3, one proves that V is not exceptional.
Therefore, for ℓ ≥ 5 , if V is a Dℓ(K)-module such that X++(V )
contains a weight µ = aωi (with a ≥ 1 ), then we can assume a = 1 .
(b) Let µ = ωi be a weight in X++(V ) .
i) For i = ℓ− 2 , see Claim 4 (p. 147) .
ii) Let 4 ≤ i ≤ ℓ− 4 (hence ℓ ≥ 8 ) and µ = ωi . Then |Wµ| = 2
i
(
ℓ
i
)
≥
24 ℓ(ℓ− 1)(ℓ− 2)(ℓ− 3)
4!
. Thus for ℓ ≥ 8, by (28), V is not an exceptional
module, since s(V ) ≥
2 ℓ (ℓ− 1) (ℓ− 2)(ℓ− 3)
3
> 2 ℓ2 (ℓ − 1) . Hence, by (28),
V is not exceptional.
iii) Let i = ℓ − 3 and µ = ωℓ−3 . Thus for ℓ ≥ 8, s(V ) ≥ |Wµ| =
2ℓ−4 ℓ(ℓ− 1)(ℓ− 2)
3
> 2 ℓ2 (ℓ− 1) . Hence, by (28), V is not exceptional.
For ℓ = 7, µ = ω4 and µ1 = µ−(α3+2α4+2α5+α6+α7) = ω2 ∈ X++(V ).
As |R+long−R
+
µ,p| ≥ 24 and |R
+
long−R
+
µ1,p
| ≥ 20, one has rp(V ) ≥
24 · 5 · 7 · 24
2 · 7 · 6
+
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22 · 3 · 7 · 20
2 · 7 · 6
= 22 · 32 · 5 > 2 · 7 · 6 . Hence, by (29), V is not exceptional.
iv) Let i = 3 . We may assume that V has highest weight µ = ω3 . Then
for ℓ ≥ 5, V is unclassified (N. 5 in Table 9).
v) Let i = 2 . We can assume that V has highest weight µ = ω2 . Then V
is the adjoint module, which is exceptional by Example 3.2.1 (N. 2 in Table 8).
vi) Let i = 1 . We may assume that V has highest weight µ = ω1 . Then
for ℓ ≥ 4, dim V = 2ℓ < 2ℓ(ℓ− 1) + ℓ − ε . Hence, by Proposition 4.2.2, V is
an exceptional module (N. 1 in Table 8).
vii) Let i = ℓ and µ = ωℓ (or by a graph-twist µ = ωℓ−1 ). For p ≥ 2,
|R+long − R
+
µ,p| =
(ℓ− 1)ℓ
2
. Thus, for ℓ ≥ 11 , rp(V ) ≥
2ℓ−1 (ℓ− 1)ℓ
2 · 2ℓ(ℓ− 1)
= 2ℓ−3 >
2ℓ(ℓ− 1) . Hence, by (25), V is not an exceptional module.
For 5 ≤ ℓ ≤ 7, if V has highest weight µ = ωℓ (or µ = ωℓ−1 ), then
dim V = 2ℓ−1 < 2ℓ2 − ℓ − ε. Hence, by Proposition 4.2.2, V is an exceptional
module (N. 4 in Table 8). For 8 ≤ ℓ ≤ 10, these modules are unclassified
(N. 6 in Table 9).
Hence, for ℓ ≥ 5 , if a Dℓ(K)-module V has highest weight listed in
Table 8 (p. 17), then V an exceptional module. If the highest weight
of V is different from the ones listed in Tables 8 or 9 (p. 18), then V
is not an exceptional module.
This finishes the proof of Theorem 4.3.5 for ℓ ≥ 5. ✷
A.4.2 Type D4
For groups of type D4 , |W | = 26 · 3, |R| = |Rlong| = 23 · 4. The limit for (28)
is 26 · 3 and for (29) is 23 · 4. First we prove a reduction lemma.
Lemma A.4.1. Let V be a D4(K)-module. If X++(V ) contains
(a) a (good) weight with 4 nonzero coefficients and any other good weight or
(b) 2 good weights with 3 nonzero coefficients and any other good weight,
then V is not an exceptional module.
Proof: First note that weights with 4 nonzero coefficients occurring in X++(V )
must be good weights. So let µ = aω1 + b ω2 + c ω3 + d ω4 (with a, b, c, d ≥ 1 )
be a (good) weight in X++(V ). Then |Wµ| = 26 · 3 . Thus, if (a) holds, then
s(V ) ≥ 26 ·3 + k > 26 ·3 , for some k > 0. Hence, by (28), V is not exceptional.
For (b), let µ be a weight with 3 nonzero coefficients. Then |Wµ| = 25 · 3 .
Thus, if X++(V ) contains 2 good weights with 3 nonzero coefficients and any
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other good weight, then s(V ) ≥ 2 · 25 · 3 + k > 26 · 3, where k > 0. Hence,
by (28), V is not an exceptional module. This proves the lemma.
Corollary A.4.1. Let V be a D4(K)-module. If X++(V ) contains
(a) a (good) weight with 4 nonzero coefficients or
(b) a weight with 3 nonzero coefficients,
then V is not an exceptional module.
Proof: For (a), it is easy to show that one can always produce another good
weight in X++(V ) from a good weight µ ∈ X++(V ) with 4 nonzero coefficients.
Hence, by Lemma A.4.1(a), V is not exceptional. For (b) we prove some claims.
Claim 1: Let V be a D4(K)-module. If X++(V ) contains a bad weight with
3 nonzero coefficients, then V is not an exceptional module.
Indeed, let µ = aωi + bωj + cωk (with a, b, c ≥ 1 and 1 ≤ i < j < k ≤ 4 )
be a bad weight in X++(V ). Hence a ≥ 2, b ≥ 2, c ≥ 2 .
i) Let µ = aω1 + bω2 + cω3 (or by graph-twists µ = aω1 + bω2 + cω4 ,
µ = bω2 + cω3 + aω4 ). Then µ1 = µ− (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 +
(c + 1)ω3 + ω4 ∈ X++(V ) has 4 nonzero coefficients. Hence, by part (a), V is
not an exceptional module.
ii) Let µ = aω1 + bω3 + cω4 . Then µ1 = µ− (α1+α2+α3) = (a−1)ω1 +
(b−1)ω3 + (c+1)ω4 and µ2 = µ1−α4 = (a−1)ω1 + ω2 + (b−1)ω3 + (c−1)ω4 ∈
X++(V ). As µ2 has 4 nonzero coefficients, part (a) applies.
Therefore we can assume that weights with 3 nonzero coefficients
occurring in X++(V ) are good weights.
1) Let µ = aω1 + bω2 + cω3 (or by graph-twists µ = aω1 + bω2 + cω4 ,
µ = bω2 + cω3 + aω4 ). Then µ1 = µ− (α1 + α2) = (a− 1)ω1 + (b− 1)ω2 +
(c+1)ω3 + ω4 , µ2 = µ1−α3 = (a− 1)ω1 + bω2 + (c− 1)ω3 + ω4 ∈ X++(V ).
For a ≥ 2, b ≥ 2, c ≥ 1 , µ1 has 4 nonzero coefficients, hence by (a) V
is not exceptional. For ( a = 1, b ≥ 2, c ≥ 1 ) or ( a ≥ 2, b = 1, c ≥ 1 ) or
( a = 1, b = 1, c ≥ 2 ), µ, µ1, µ2 satisfy Lemma A.4.1(b).
For a = b = c = 1, µ = ω1 + ω2 + ω3 (or µ = ω1 + ω2 + ω4 ). Then
µ1 = 2ω3 + ω4, µ2 = ω2 + ω4, µ3 = µ2 − (α2 + α4) = ω1 + ω3, and
µ4 = µ3− (α1+α2+α3) = ω4 ∈ X++(V ). Thus s(V ) ≥ 25 · 3 + 25 + 24 · 3 +
25 + 23 = 23 · 33 > 26 · 3 . Hence, by (28), V is not an exceptional module.
2) Let µ = aω1 + bω3 + cω4 (with a, b, c ) be a good weight in X++(V ).
2.i) For a ≥ 2, b ≥ 1, c ≥ 1 , µ1 = µ− α1 = (a− 2)ω1 + ω2 + b ω3 + c ω4 ,
µ2 = µ1− (α2 +α3 +α4) = (a− 1)ω1 + ω2 + (b− 1)ω3 + (c− 1)ω4 ∈ X++(V ).
For a ≥ 3, µ1 has 4 nonzero coefficients. Hence part (a) of this corollary applies.
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For a = 2, b ≥ 1, c ≥ 1 , µ, µ1, µ2 satisfy Lemma A.4.1(b). Hence V is not
exceptional.
2.ii) Let a = 1, b ≥ 1, c ≥ 2 and µ = ω1 + bω3 + cω4 . Then µ1 = µ−α4 =
ω1 + ω2 + bω3 + (c−2)ω4 , µ2 = µ1−(α1+α2+α3) = ω2 + (b−1)ω3 + (c−1)ω4 ∈
X++(V ). For c ≥ 3, µ1 has 4 nonzero coefficients. Hence part (a) of this corollary
applies. For a = 1, b ≥ 1, c = 2 , µ, µ1, µ2 satisfy Lemma A.4.1(b). Hence V
is not exceptional.
2.iii) Let a = b = c = 1 and µ = ω1 + ω3 + ω4 . Then, for p ≥ 2,
|R+long −R
+
µ,p| ≥ 8 . Thus rp(V ) ≥
25 · 3 · 8
2 · 4 · 3
= 32 > 2 · 4 · 3 . Hence, by (29), V
is not exceptional. This proves the corollary.
Proof of Theorem 4.3.5 for ℓ = 4. Let V be a D4(K)-module.
By Corollary A.4.1, it suffices to consider modules V such that X++(V )
contains only weights with at most 2 nonzero coefficients.
I) Let µ = aωi + b ωj (with 1 ≤ i < j ≤ 4 and a ≥ 1, b ≥ 1 ) be a weight
in X++(V ).
(a) Let µ = aω1 + b ω2 (or by graph-twists µ = b ω2 + aω3 , µ = b ω2 +
aω4 ). Then µ1 = µ− (α1+α2) = (a−1)ω1 + (b−1)ω2 + ω3 + ω4 ∈ X++(V ).
i) If µ is a bad weight (hence a ≥ 2, b ≥ 2 ), then µ1 has 4 nonzero coeffi-
cients. Hence, by Corollary A.4.1(a), V is not exceptional.
ii) Let µ be a good weight. Then for ( a ≥ 1, b ≥ 2 ) or ( a ≥ 2, b ≥ 1 ), µ1
has 3 nonzero coefficients. Hence, by Corollary A.4.1(b), V is not exceptional.
Therefore, if X++(V ) contains weights µ = aω1 + b ω2 (or µ =
b ω2 + aω3 , µ = b ω2 + aω4 ), then we can assume that a = b = 1 . These
cases are treated in (c) below.
(b) Let µ = aω1 + b ω3, (or by graph-twists µ = aω1 + b ω4 , µ = aω3 +
b ω4 ). Then µ1 = µ− (α1 +α2 +α3) = (a− 1)ω1 + (b− 1)ω3 + ω4 ∈ X++(V ).
i) If µ is a bad weight (hence a ≥ 2, b ≥ 2 ), then µ1 satisfies Corol-
lary A.4.1(b). Hence V is not exceptional.
ii) Let µ be a good weight. Then, for a ≥ 2, b ≥ 2 , µ1 satisfies Corol-
lary A.4.1(b). Hence V is not exceptional.
Let a ≥ 2, b = 1 and µ = aω1 + ω3 (or by a graph-twist µ = ω1 + aω3 ).
Then µ1 = µ − α1 = (a − 2)ω1 + ω2 + ω3 ∈ X++(V ). For a ≥ 3, µ1
satisfies Corollary A.4.1(b). For a = 2, µ = µ0 = 2ω1 + ω3 µ1 = ω2 + ω3 ,
µ2 = µ1 − (α2 + α3) = ω1 + ω4 ∈ X++(V ). For p ≥ 2, |R
+
long − R
+
µi,p
| ≥ 6 .
Thus rp(V ) ≥
25 · 6
2 · 4 · 3
+
24 · 3 · 6
2 · 4 · 3
+
25 · 6
2 · 4 · 3
= 28 > 2 · 4 · 3 . Hence, by (29),
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Therefore if X++(V ) contains weights µ = aωi + b ωj with 1 ≤ i <
j ≤ 4 and a ≥ 1, b ≥ 1 , then we can assume that a = b = 1 . These cases
are treated in the sequel.
(c)i) Let a = b = 1 and µ = ω1 + ω2 (or by graph-twists µ = ω2 + ω3 ,
µ = ω2 + ω4 ). Then µ1 = ω3 + ω4, µ2 = µ1−(α2+α3+α4) = ω1 ∈ X++(V ).
For p ≥ 3, |R+long − R
+
µ,p| ≥ 9, |R
+
long − R
+
µ1,p
| = 9, |R+long − R
+
µ2,p
| = 6. Thus
rp(V ) ≥
24 · 3 · 9
2 · 4 · 3
+
25 · 9
2 · 4 · 3
+
23 · 6
2 · 4 · 3
= 32 > 2 · 4 · 3 . Hence, by (29), V is
not an exceptional module.
For p = 2, we may assume that V has highest weight µ = ω1 + ω2 . Then,
by [BW, p. 169], mµ1 = 2, mµ2 = 6. As |R
+
long − R
+
µ,2| = |R
+
long − R
+
µi,2
| = 6,
one has r2(V ) ≥
24 · 3 · 6
2 · 4 · 3
+ 2
25 · 6
2 · 4 · 3
+ 6
23 · 6
2 · 4 · 3
= 23 · 5 > 2 · 4 · 3 . Hence,
by (29), V is not an exceptional module.
ii) Let a = b = 1 . We may assume that V has highest weight µ = ω1 + ω3
(or by graph-twists µ = ω1 + ω4 , µ = ω3 + ω4 ). Then V is unclassified (N.
3 in Table 9).
Hence if V is a D4(K)-module such that X++(V ) contains µ = aωi +
bωj (with 1 ≤ i < j ≤ 4 and a ≥ 1, b ≥ 1 , then V is not an exceptional
module, unless V has highest weight λ ∈ {ω1 + ω3, ω1 + ω4, ω3 + ω4}
in which cases V is unclassified.
Therefore we can assume that X++(V ) contains only weights with
at most one nonzero coefficient.
II) Let µ = aωi (with a ≥ 1 ) be a weight in X++(V ).
(a) Let a ≥ 2 and µ = aω1 (or by graph-twists µ = aω3 , µ = aω4 ).
Then µ1 = µ− α1 = (a− 2)ω1 + ω2 ∈ X++(V ).
i) For a ≥ 4, µ1 satisfies case I(a)ii) (p. 151) of this proof.
ii) For a = 3, µ = 3ω1 , µ1 = ω1 + ω2 , µ2 = µ1 − (α1 + α2) = ω3 + ω4
and µ3 = µ2 − (α2 + α3 + α4) = ω1 ∈ X++(V ). As |R
+
long − R
+
µi,p
| ≥ 6,
rp(V ) ≥
24 · 3 · 6
2 · 4 · 3
+
24 · 3 · 6
2 · 4 · 3
+
23 · 6
2 · 4 · 3
= 26 > 2 · 4 · 3 . Hence, by (29), V is
not an exceptional module.
iii) Let a = 2 and µ = 2ω1 . For p = 2 , 2ω1 ∈ X++(V ) only if V has highest
weight λ = ω1+ω3+ω4 . In this case V is not exceptional, by Corollary A.4.1(b).
For p ≥ 3, we may assume that V has highest weight µ = 2ω1 (or by graph-
twists µ = 2ω3 , µ = 2ω4 ). Then, by the same argument used in case III(b)iv)
(p. 113) of First Part of Proof of Theorem 4.3.3, V is not an exceptional module.
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(b) Let a ≥ 2 and µ = aω2 . Then µ1 = µ−α2 = ω1 + (a− 2)ω2 + ω3 +
ω4 ∈ X++(V ). Hence, by Corollary A.4.1 (a) or (b), V is not exceptional.
Therefore, if X++(V ) contains a weight µ = aωi with a ≥ 1, then
we can assume a = 1 and that V has highest weight ωi . These cases are
treated in the sequel.
(c) If V has highest weight ω1 (or by graph-twists ω3 , ω4 ), then dim V =
23 < 20 − ε . Hence, by Proposition 4.2.2, V is an exceptional module (N. 1
(resp., 3) in Table 8).
(d) If V has highest weight ω2 , then V is the adjoint module, which is
exceptional by Example 3.2.1 (N. 2 in Table 8).
Hence if V is a D4(K)-module such that X++(V ) contains a weight
µ = aωi with a ≥ 2, then V is not exceptional. If V has highest
weight ωi (for any 1 ≤ i ≤ 4 ), then V is an exceptional module.
This finishes the proof of Theorem 4.3.5 for ℓ = 4. ✷
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B Equalities and Inequalities
B.1 Basic Combinatorics
Here we recall a couple of equalities and inequalities often used when dealing
with binomials. They all can be found in any elementary book on Combinatorial
Mathematics, as for instance [An].
The number of ways of choosing r objects from n given objects, without
taking order into account, is given and denoted by(
n
r
)
=
n!
(n− r)! r!
.
Important properties of the numbers
(
n
r
)
are given in the following theorem.
The convention that
(
n
0
)
= 1 is followed.
Theorem B.1.1. (a)
(
n
r
)
=
(
n
n− r
)
, for 0 ≤ r ≤ n .
(b)
(
n
r
)
=
(
n− 1
r − 1
)
+
(
n− 1
r
)
.
(c) i(ℓ+ 1− i) < (i+ 1)(ℓ− i) .
(d)
(
ℓ+ 1
i
)
<
(
ℓ+ 1
i+ 1
)
, if 2 ≤ i+ 1 ≤
1
2
(ℓ+ 1) .
B.2 The inequality (21)
Let n ∈ N be such that a1 + a2 + · · · + ak = n and consider the binomial
expression (
n
a1, a2, · · · , ak
)
=
n!
a1! a2! · · · ak!
i.e., the number of ways of dividing a set S with n elements into an ordered
k-tuple of subsets with a1, a2, · · · , ak elements.
Now assume that each subset is non-empty, that is, ai ≥ 1 for 1 ≤ i ≤ k. In
this case we have(
n
a1, a2, · · · , ak
)
≥ n (n− 1) · · · (n− k + 2). (40)
The right hand side of this inequality is the number of ordered (k − 1)-tuples
of elements of the set S. Let X = ( x1, . . . , xk−1 ) be a typical (k − 1)-tuple.
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We can associate to X a decomposition of S into k subsets S1, . . . , Sk, with
a1, . . . , ak elements respectively, as follows.
First assign xi to Si for 1 ≤ i ≤ k − 1. Now complete S1 by using ele-
ments of S in cyclic order starting with x1. Then complete S2 in the same way
starting with x2 , etc. At each stage omit previously numbered elements of S.
Finally, assign remaining elements of S to Sk. This constructs distinct k-tuples
S1, . . . , Sk, from distinct (k − 1)-tuples X, proving (40).
As corollary of (40) we have(
ℓ+ 1
i1, (i2 − i1), (i3 − i2), (i4 − i3), (ℓ− i4 + 1)
)
≥ (ℓ+ 1) ℓ (ℓ− 1) (ℓ− 2) .
Hence the inequality (21) holds, that is:
(ℓ− 3)!
i1! (i2 − i1)! (i3 − i2)! (i4 − i3)! (ℓ− i4 + 1)!
≥ 1.
B.3 The inequality (22)
For 3 ≤ i3 ≤ ℓ − 2 , by Theorem B.1.1(d),
(
ℓ+ 1
i3
)
≥
(
ℓ+ 1
3
)
. Thus for
3 ≤ i3 ≤ ℓ− 2 ,
(ℓ+ 1)!
i1! (i2 − i1)! (i3 − i2)! (ℓ− i3 + 1)!
=
(
i2
i1
)(
i3
i2
)(
ℓ+ 1
i3
)
≥ 2 · 3 ·
(
ℓ+ 1
3
)
= (ℓ+ 1) ℓ (ℓ− 1) .
For i3 = ℓ and 2 ≤ i2 ≤ ℓ− 2 , we have
(ℓ+ 1)!
i1! (i2 − i1)! (ℓ− i2)! 1!
=
(
i2
i1
)
(ℓ+ 1)
(
ℓ
i2
)
≥ 2 (ℓ+ 1)
(
ℓ
i2
)
≥ 2 (ℓ+ 1)
(
ℓ
2
)
= (ℓ+ 1) ℓ (ℓ− 1) .
For i2 = ℓ− 1 , i3 = ℓ and 1 ≤ i1 ≤ ℓ− 2 ,
(ℓ+ 1)!
i1! (ℓ− 1− i1)! 1!
≥ (ℓ+ 1) ℓ (ℓ− 1) .
For i3 = ℓ− 1 and 2 ≤ i2 ≤ ℓ− 2 , we have
(ℓ+ 1)!
i1! (i2 − i1)! (ℓ− 1− i2)! 2!
=
(
i2
i1
)
(ℓ+ 1) ℓ
2
(
ℓ− 1
i2
)
≥ 2
(ℓ+ 1) ℓ
2
(
ℓ− 1
2
)
≥ (ℓ+ 1) ℓ (ℓ− 1).
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B.4 The inequality (23)
For 2 ≤ i2 ≤ ℓ − 1 , by Theorem B.1.1(d),
(
ℓ+ 1
i2
)
≥
(
ℓ+ 1
2
)
. Thus for
2 ≤ i2 ≤ ℓ− 1 ,
(ℓ+ 1)!
i1! (i2 − i1)! (ℓ− i2 + 1)!
=
(
i2
i1
)(
ℓ+ 1
i2
)
≥ 2
(ℓ+ 1) ℓ
2
≥ (ℓ+ 1) ℓ.
For i2 = ℓ and 1 ≤ i1 ≤ ℓ− 1 ,
(ℓ+ 1)!
i1! (ℓ− i1)!
= (ℓ+ 1)
(
ℓ
i1
)
≥ (ℓ+ 1) ℓ .
C The Truncated Polynomial Modules
Let n ≥ 2 be an integer. Let p be a prime and fix an algebraically closed field
of characteristic p.
Let S = K[ x1, . . . , xn ] be the ring of polynomials in n commuting indeter-
minates x1, . . . , xn . Write x = ( x1, . . . , xn ) for the “row vector” of indetermi-
nates. The general linear group G = GL(n,K) acts naturally on S by linear
substitutions on the left by
(g · f)(x) = f(xg), g ∈ GL(n,K), f ∈ S ,
where the product xg denotes the matrix multiplication as usual. The K-algebra
S has a natural grading by homogeneous degree:
S =
⊕
d≥0
Sd ,
where Sd is the span of the monomials in S of total degree d in x1, . . . , xn .
For each d ≥ 0, Sd is a G-submodule of S, isomorphic to the dth symmetric
power of the natural module for G. Its dimension is
(
n+ d− 1
d
)
, the number
of unordered partitions of d into not more than n parts, that is, the number of
nonnegative integral solutions to the equation a1 + · · · + an = d .
Let I = 〈xp1, . . . , x
p
n〉, the ideal of S generated by the pth powers. I is a
G-submodule of S. The algebra
S
I
is called the truncated symmetric algebra
in n indeterminates. For each nonnegative integer d, let Td denote the image
of Sd in
S
I
. Td is the so called truncated symmetric power (or the d
th-
graded component of the truncated symmetric algebra). Clearly, Td = 0 for
d > n(p− 1) . Thus:
S
I
=
n(p−1)⊕
d=0
Td .
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It turns out that Td is simple as a G-module for each d . (This follows from the
main result of [Do]). All weight spaces of Td have multiplicity one (as they are
monomials).
For each d ∈ N, we have d = (p−1) s + k, where 0 ≤ s, 0 ≤ k < p−1 . Let
v = xp−11 x
p−1
2 · · ·x
p−1
s x
k
s+1 ∈ Td . Then v is a maximal vector of Td of weight
λ = k (ε1 + · · · + εs+1) + (p−1−k) (ε1 + · · · + εs) = (p−1−k)ωs + k ωs+1 .
v is unique up to a scalar multiple.
The other weights of Td are smaller than λ with respect to our partial or-
dering. All dominant weights of Td belong to (λ − Q+) ∩ P++ .
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