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Recent years have witnessed the emergence of a new class of social networks, that require us to
move beyond previously employed representations of complex graph structures. A notable example
is that of the folksonomy, an online process where users collaboratively employ tags to resources
to impart structure to an otherwise undifferentiated database. In a recent paper [1] we proposed
a mathematical model that represents these structures as tripartite hypergraphs and defined basic
topological quantities of interest. In this paper we extend our model by defining additional quan-
tities such as edge distributions, vertex similarity and correlations as well as clustering. We then
empirically measure these quantities on two real life folksonomies, the popular online photo sharing
site Flickr and the bookmarking site CiteULike. We find that these systems share similar qualitative
features with the majority of complex networks that have been previously studied. We prop! ose
that the quantities and methodology described here can be used as a standard tool in measuring
the structure of tagged networks.
I. INTRODUCTION
Over the past decade, the recognition of complex net-
works as a useful and versatile mathematical represen-
tation of various real world systems, has led to a huge
volume of work, studying its topological and dynamical
properties [2, 3, 4, 5, 6, 7]. A variety of models have been
proposed, ranging from those describing simple undi-
rected graphs, a basic representation of a communication
network for example, to more complicated bipartite net-
works representing collaboration networks such as board
of directors in a company, or movie actors—see [8, 9, 10].
However, the advent of Web 2.0 and its associated new
forms of user-driven content have led to new social sys-
tems that cannot be adequately described by existing
models. One such example is related to a phenomenon
known as folksonomy [11, 12]. In this process, users col-
laboratively create and manage tags to categorize and
annotate data. Unlike traditional forms of data indexing,
where administrators of a particular web-page maintain
and categorize the content, in a folksonomy, both creators
and consumers are free to participate in the process. In-
stead of a controlled set of keywords, tagging networks
consist of a user generated taxonomy.
Consider the example of the popular file-sharing
database known as Flickr. In this website, users can cre-
ate an account and upload their personal photos. In ad-
dition to uploading photos, they are free to give them a
short text description using tags. These photos (in most
cases) can then be viewed by other users, who in turn can
assign additional tags to the photo depending on their
preferences, and so the process continues. There are also
a number of other websites of a similar nature, but deal-
ing with different resources. In the website CiteUlike,
for example, users upload and assign tags to academic
papers as opposed to photographs.
Roughly speaking, tagged networks can be divided into
two categories. In the first case, users are presented with
a variety of available key words, which they can then
freely employ to resources of their choice. Although this
represents a degree of control in the set of tags that are
available to users, the mechanism by which this control
arises is still decentralized. In Flickr for example, when
a user uploads a photograph and gives it a short text de-
scription, that description or tag is always public, which
is to say that anyone visiting the site can see the full set
of tags describing the photograph. This serves a number
of functions. On the one hand it prevents the practice of
redundant tagging, since once a particular tag has been
applied to a resource, one is not allowed to retag the
item with the same description; on the other hand it
also provides new users with a previously employed set
of popular tags which they can then use on their own
photographs. Finally, if none of the previously employed
tags are appropriate to newly uploaded resources, then
users are forced to supply sufficiently different descrip-
tions. In this way the set of keywords present in the net-
work represent a reasonably well organized and diverse
set. In other websites such as Citeulike, tags are not al-
ways public, and this process of decentralized control is
not present. Consequently, this may give rise to vastly
different statistical properties.
Some attempts have been made recently, to try and
describe these tagging systems. Among them, people
have tried to model them as simple unipartite and bi-
partite graphs, as well as simplified forms of tripartite
graphs [13, 14, 15]. In addition there have been a number
of studies focussing particularly on the tags such as the
definition of communities [16], clustering [17] and global
measures such as PageRank [18].
The key thing to note however, is that unlike in a sim-
ple network merely consisting of vertices, and edges de-
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FIG. 1: A hyperedge representing the fundamental building
block in our network. Each hyperedge consists of three types
of vertices, red (circles), green (squares) and blue(triangles).
In addition the regular edges are also colored according to the
types of vertices they connect. In relation to folksonomies, the
circles represent the users, the squares the resources and the
triangles the tags.
scribing the association between them, in a tagging net-
work the fundamental building block is a triple consisting
of a user, a resource that the user uploads and finally a
tag that the user employs to describe the resource. A
complete representation of such folksonomy data must
capture this three-way relationship, and this leads us to
consider hypergraphs.
A hypergraph is a generalization of a regular graph in
the sense that an edge can connect multiple vertices. So
unlike in a regular graph, where an edge connects two
vertices, in a hypergraph a hyperedge is a collection of
arbitrary number of vertices. These vertices can be of
the same or different types, and hyperedges can vary in
the number of vertices they connect. This fits in quite
nicely with how tagging networks are organized. By rep-
resenting a triple, as a hyperedge, one can conveniently
preserve the structure of the network and examine its
properties in its entirety.
In a previous paper [1] we defined a mathematical null
model that represents these folksonomies as random tri-
partite hypergraphs and defined some basic topological
quantities of interest such as the degree distribution, and
component structure. In addition we calculated a num-
ber of properties of the model in the limit of large system
size. In this paper, based on the hypergraph representa-
tion, we define a number of other useful topological fea-
tures, such as the edge distribution, hyperedge distribu-
tion, vertex similarity, distance measures and the cluster-
ing coefficient as well as a simple definition of community
structure based on the similarity between vertices. We
then measure these quantities on datasets gathered from
two real folksonomies, Flickr [23] and CiteULike [24]. We
find that these networks share a number of qualitative
features with previously studied social networks.
II. TRIPARTITE HYPERGRAPHS
We begin our analysis of the folksonomies, by first
defining the representation that we will be using. We rep-
resent the network as tripartite graphs consisting of three
different types of vertices, which we will refer to as red,
green and blue. For the purposes of our study, red will
represent resources, blue tags and green users, however
the colors themselves are secular as to what they rep-
resent. The edges represent three-way hyperedges that
each connect exactly one red, one green and one blue
vertex. In addition we can also color the regular edges,
depending on the types of vertices they connect. For ex-
ample the edge connecting a blue and green vertex is cyan
(since blue and green combine to form cyan in the visual
spectrum). Similarly the other edges are colored yellow
(red-green) and magenta (red-blue). This classification
of different regular edges allows us to measure quantities
such as, the number of hyperedges a given regular edge
participates in and so on. A visual illustration of this is
shown in Fig. 1.
To couch this in the language of graph theory, our
representation corresponds to the case of a tripartite
hypergraph G = (V ,H) which can be defined as a
pair of sets V and H, that satisfy the following con-
ditions:(i) the set V = {V r,V g,V b|V i ∩ V j = ⊘} is
formed by the union of three disjoint sets, and(ii) the set
H ⊂ {(vr ∈ V r, vg ∈ V g, vb ∈ V b)} of hyperedges is a
triangle connecting elements of these three sets.
In [1] we investigated number of basic properties of
such hypergraphs, such as the tripartite analog of the
vertex degree, component structures and projections of
the network into the space of bipartite and unipartite
graphs. In addition we defined a random graph model,
related to a version of the configuration model for reg-
ular graphs [20, 21] and calculated these properties ex-
actly in the limit of large graph size. One of the as-
sumptions made in the model was that the hypergraphs
were locally treelike, in the sense that there were a triv-
ial number of short-range loops connecting vertices. In
real folksonomies however, this assumption is not strictly
true, and to reflect this we extend our model by defining
a number of other properties of interest to examine the
loop structure as well as correlations in the network.
In particular we measure the following quantities:
• edge degrees: defined as the number of hyperedges
that a regular edge participates in. For example,
a magenta edge connecting red and blue vertices
might participate in a triple with a number of other
green vertices. In the language of folksonomies, this
represents the number of resources that a user has
described with the same tag.
• clustering: defined as the degree of overlap between
the different hyperedges that a vertex participates
in.
• vertex-vertex distance: defined as the shortest
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FIG. 2: (color online) The two types of hyperdegree distri-
butions found in a subset of the website CiteULike. Left
panel: The vertex degree distributions for users, tags and re-
sources. Right panel: The degree distribution for the various
edge types.
paths between two nodes that are reachable along
hyperedges, as well as via colored regular edges.
• community structure: defined on the basis of vertex
similarity between nodes of the same type.
A. Degrees
There are a number of options available to us when
defining the degree of a vertex or edge in a tripartite
graph. The simplest and most reasonable choice for a
vertex is to count its degree as the number of hyperedges
it participates in. Thus a red vertex that connects to four
hyperedges has degree four. The same applies to vertices
of different colors. If there are H hyperedges in the net-
work, and Nr red, Nb blue and Ng green vertices, then
the mean degree of each vertex is fixed by the condition,
Nrcr = Nbcb = Ngcg, (1)
where cr represents the mean degree of red vertices, with
cb and cg the corresponding quantities for blue and green.
(This follows from the fact that each hyperedge consists
of a single red, green and blue vertex.)
Just as in the case of regular graphs, we can define
a degree distribution for each of the colors. We define
P (kr) to be the fraction of red nodes in the network with
hyperdegree kr, as well as P (kb) and P (kg) corresponding
to blue and green respectively. These probability distri-
butions satisfy the usual sum rules,
∞∑
kr=0
P (kr) =
∞∑
kg=0
P (kg) =
∞∑
kb=0
P (kb) = 1, (2)
with cr =
∑
kr
krP (kr) and similarly for the other two
colors.
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FIG. 3: (color online) The two types of hyperdegree distri-
butions found in a subset of the website Flickr. Left panel:
The vertex degree distributions for users, tags and resources.
Right panel: The degree distribution for the various edge
types. The near absence of data points for the cyan edge
(resource-tag) is related to the fact that tags in Flickr are
public and this prevents redundant tagging—that is the ap-
plication of the same tag to the same resource by multiple
users.
In addition to the degrees of vertices, we can also define
corresponding quantities for regular edges. Say there are
Hy number of yellow edges, then we define the degree of
one of these edges as ky—the number of different hyper-
edges it contributes to. We can think of these edges as
representing pairs of vertices, such that in the context of
folksonomies, the degree ky corresponds to the number of
different tags that a given user applies to a particular re-
source. The quantities km and kc represent the same for
the other two types of edges. In exactly the same way as
for the vertices, we can define edge degree distributions
thus,
∞∑
kc=0
P (kc) =
∞∑
ky=0
P (ky),=
∞∑
k=0
P (km) = 1. (3)
with the mean degree c of each edge fixed by the condi-
tion,
Hccc = Hycy = Hmcm, (4)
where H = Hc +Hy +Hm.
We measure these two different quantities on datasets
on our two example folksnomies, CiteUlike and Flickr.
On the left side of Figs. 2 and 3 we show the vertex degree
distribution for both websites. As is fairly common for
most social networks both of these show a fat-tailed dis-
tribution. On the right hand side of each figure we show
the edge degree distribution. Once again these distribu-
tions are typically right skewed. A notable difference is
the distribution of common users for a given resource-tag
pair in Flickr (the cyan edge). As discussed in the intro-
duction, this is related to the different tagging schemes
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FIG. 4: The distribution of hyperedge neighbors P (hh) as
measured from the dataset in CiteULike (the spikes in the
data are related to spamming), as well as the theoretical val-
ues computed from equation (6).
in the two networks. Note that the phenomena of mul-
tiple users applying the same tag to the same resource
is representative of redundant tagging or some sort of
spam. Since in CiteUlike, the tags applied by a user to a
resource is not always visible to other users of the web-
site, the incidence of users applying the same description
to a paper is much higher. In Flickr, however the tags
are public, and once a tag is applied to a photograph
no one else is allowed to employ the same tag to that
photo—t! hus the near absence of any data points in the
distribution of cyan edges.
Apart from the individual vertices and edges, we can
also consider a hyperedge or triple as a basic unit and
measure the number of other hyperedges, say hh, that
are connected to it via any of its individual constituents.
In the spirit of regular unipartite graphs, one can loosely
think of this as a measure of degree-degree correlations.
For a given hyperedge this quantity can be easily com-
puted from the individual degree of each of its constituent
vertices and edges in the following manner,
hh = kr + kg + kb − kc − km − ky, (5)
where the indices represent the color of the different ver-
tices and edges. So say for example, our network just
consists of two hyperedges that share a common red ver-
tex and we look at one of the triangles and examine the
number of other hyperedges it connects to. Each of the
blue and green vertices have degree one, all the edges
have degree one, whereas the red vertex has degree two
(since it is part of two hyperedges), then Eqn. (5), cor-
rectly tells us that our hyperedge has degree one.
In the same way as the vertex and edge degrees we can
also define and calculate the distribution for the number
of hyperedge neighbors of a given hyperedge. Let P (hh)
represent the fraction of hyperedges in the network that
are connected to exactly hh other hyperedges in the sense
described above. Assuming that there are no correlations
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FIG. 5: The distribution of hyperedge neighbors P (hh) as
measured from the dataset in Flickr as well as the theoretical
values computed from equation (6). It is evident that the
assumption of statistical independence between vertex and
edge degrees is not appropriate in this case.
between the degrees of the vertices and the edges,
P (hh) =
∑
kr,kg ,kb,
kc,km,ky
P (kr)P (kg)P (kb)P (kc)P (km)P (ky)
·Θ(kr − km − ky)Θ(kg − kc − ky)
·Θ(kb − km − kc)δhh,kr+kg+kb−kc−km−ky , (6)
where Θ(x) represents the Heaviside step function and
δx,y is the Kronecker delta. In Figures 4 and 5 we show
the distribution of measured hyperedge degrees from the
data sets (blue circles) as well as the values predicted by
Eq. (6) (red circles). As is clearly visible the agreement
between the two curves for both Flickr and CiteUlike is
at great variance, thus suggesting that the degree of the
vertices as well as the edges are correlated in some fashion
and cannot be treated independently.
B. Clustering
As is well known, many networks show a high degree of
clustering or transitivity—the tendency of two neighbors
of a given vertex to also be neighbors of each other—
thus forming triangles of connections. The average of
the probability of such types of connections is called the
clustering coefficient. It is instructive to determine if this
effect is predominant in folksonomies.
Once again there are a number of ways to define clus-
tering in tripartite graphs. For example, one can project
the graph onto the space of a vertex of a particular color
(say that of users [1]), and use the standard measure of
clustering. However, as discussed before, our aim is to
keep the tripartite structure of our network intact, and
therefore we will define an analog of clustering that takes
into account the full three-way relationship between the
vertices.
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FIG. 6: In a) the central red node has Dh = 0.5 as per
Eq. (7), because zmax = 6 and zmin = 4. In b) a path of
distance 3 (marked by arrows) between two tags via a tag-
user, user-resource and resource-tag path.
As motivation for our definition of clustering, consider
a red vertex (a user), that is connected to three hyper-
edges. If the graph was locally treelike, then this would
imply that the red vertex connects to three blue and three
green neighbors. However it is possible that some of its
neighbors might be common to more than one hyper-
edge, thus the the number of blue and green neighbors
could be less than three. One example is if a user assigns
three tags to the same resource, then it has three tags
as neighbors and only one resource. Thus one can think
of this measure of overlap between different hyperedges
as a close analog to clustering for regular graphs, in the
sense that it is a metric for the deviation of the network
from being treelike.
In order to quantify this measure, we first define the
coordination number z for a given vertex, as the number
of immediate neighbors of any color that are connected
to it via regular edges (this is just the standard defini-
tion of degree for regular graphs). For a vertex with k
hyperedges one can define upper and lower bounds for
the coordination number. If there were no overlap, that
is to to say, the vertex shares no common neighbors be-
tween its k hyperedges, then the maximal coordination
number zmax is equal to 2k, since it is connected to two
other vertices via each hyperedge. One can show that in
the case of maximum overlap, the corresponding expres-
sion for zmin is zmin(k) = 2n for n(n− 1) < k ≤ n
2 and
zmin = 2n+1 for n
2 < k ≤ n(n+1), with n some integer.
Based on the coordination number defined above for a
vertex of degree k, we define a local measure of overlap
or clustering, the hyperedge density Dh(k) thus:
Dh(k) =
zmax − z
zmax − zmin
. (7)
It can be immediately seen that if a vertex does not
share any common neighbors between its hyperedges,
then z = zmax, and the hyperedge density vanishes,
which the means the neighborhood of the vertex is locally
treelike. In the case of maximum overlap, z = zmin, and
the ratio is then Dh = 1. In Fig. 6a. we show an example
analysis of the hyperedge density.
In Fig. 7 we show the measurement of the average hy-
peredge density as a function of a nodes degree for both
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FIG. 7: The average hyperedge density Dh(k) as a function
of the degree k of a vertex. On the left panel, the hyper-
edge density for different vertex categories in the CiteULike
dataset. On the right panel, the same quantities for Flickr.
For both datasets the users tend to form increasingly dense
connections with increasing k. The density for resources seem
to fall off with increasing k, except in CiteULike, where there
is an interesting turning point around k = 100.
our example websites. The plot shows that both CiteU-
Like and Flickr share a high incidence of overlap between
its hyperedges. In fact the value of Dh is generally al-
ways larger than 0.5, which is to suggest connections of
the type shown in Fig. 6a. are fairly common. For both
types of networks, the hyperedge density of users is sig-
nificantly larger than that of resources or tags. There is
possibly a fairly simple explanation for this. In Flickr for
example, users typically upload photographs in sets and
then apply descriptive tags to the same set. Thus many
different resources share similar tags associated with the
same user. Therefore although a user might participate
in a number of hyperedges a majority of them are as-
sociated with either a common resource that has been
assigned multiple tags, or a common tag that h! as been
used to describe a number of resources by the same user.
The lower hyperedge density values for individual tags
imply that they are employed by a large variety of differ-
ent user-resource pairs. In the case of Flickr, this might
be reflective of the more diverse and ordered set of tags
that arise due to the decentralized control described in
the introduction.
C. Vertex-Vertex Distance
Another important quantity of interest is the average
distance between a pair of vertices in a graph. This is
important for a number of reasons. One application is
related to searching for resources in a network. In Ci-
teUlike for example, a user might be interested in look-
ing for a particular paper. In order to do so one would
have to surf the hypergraph, through the various hyper-
6edges. In some sense the efficacy of the search is related
to how far apart vertices of different types are in the net-
work. For example, one might find that surfing on the
network of tags would lead one to a resource in much
faster time, than if one were to look through the list of
users. The same considerations apply to automated web
crawlers that crawl through websites to perform directed
searches, or to create indexes for later search. The knowl-
edge of the distance between various types of vertices in
the network can lead to more efficient paths being chosen
and thus more effective! search schemes.
In the case of tripartite-hypergraphs the shortest paths
between different vertices can be defined as the minimal
number of hyperedges which connect those vertices. This
definition follows from the definition of shortest paths in
ordinary graphs. The flow of information through the
hyperedges can be simply described as a hopping process
along vertices sharing a common hyperedge. In addi-
tion to this it is also interesting to measure the paths
through the differently colored regular edges. As men-
tioned before this might help in defining an efficient hop-
ping scheme for an automated crawler which could try
differently colored paths depending on which one is clos-
est to a desired target at each step of the crawl. An ex-
ample of the distance between two vertices (tags in this
case) based on the hyperedges and the regular colored
edges is shown in Fig. 6b.
We took a subset of the data from the website CiteU-
like (denoted CiteManageable), and measured the aver-
age distance between vertices of the same type as well
those of different types. The results are presented in
Fig. 8. In all cases, it seems that the average distance
peaks around paths of length four, which suggests that
the network as a whole exhibits the small-world effect [22]
also present in a variety of other networks.
D. Community Structure
A question of particular importance, is to examine
whether our example folksonomies exhibit community
structure—the tendency of the network to divide natu-
rally into groups of nodes with dense connections within
groups and sparser connections between groups. For ex-
ample there might be different groups of users in the
network that share commonality with themselves owing
to similar tastes in content—in Flickr for example users
who share an interest in pictures of art. Or one might
find groups of tags that occur together many number of
times—say differential, equation, series expansion, when
describing physics papers in the website CiteULike.
Since most of the datasets (of significance) available
from both Flickr and CiteUlike are fairly large (on the or-
der of a million hyperedges at the very least), we employ
an approach based on a local quantity—vertex similarity.
The vertex similarity is a measure of vertex “distance”
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FIG. 8: The distribution of paths between different types of
vertices, implying that the network as a whole exhibits the
so called small-world effect. The black arrow shows that the
number of user-tag paths of distance 2 are comparatively few.
This means that there are very few resources that function as
direct bridges between a user and a tag. The red arrow shows
that are fewer paths between tags of length 3, as compared
to those of length 2 and 4. This implies that the number of
bridging hyperedges where two tags are connected via a user
and then a resource (as shown in Fig. 6b.) are rare in this
network.
defined as
ρ(v1, v2) =
(N1 ∪N2)− (N1 ∩N2)
(N1 ∪N2) + (N1 ∩N2)
, (8)
where N1 and N2 are neighbors of the vertices v1 and v2
respectively. The numerator is the standard Euclidean—
or Hamming distance in information theory—and the de-
nominator is the just the sum of the degrees. Note that
the measure can meaningfully be employed only to ver-
tices of the same type (similar tags for example), and
not necessarily to those of unlike types. In addition, for
tripartite graphs, one has to chose the type of neigh-
bor. So, if we were to look at the similarity between two
tags, we can either consider its set of neighboring users or
neighboring resources. This approach is particularly use-
ful for social networks like folksonomies, since it leads to
self-categorizaton of content, via a bottom-up procedure
(which seems natural for such decentralized systems).
In Fig. 9 we show the result of the application of this
to a subset of the data taken from CiteUlike. The figure
shows groups of similar tags, where we used the papers
as the neighbor set—in other words two tags are similar
if they have employed many times together to different
papers. In this particular example tags are connected if
their distance ρ(v1, v2) is lower than a given threshold,
in this case ≤ 0.9. In principle one can tune these con-
nected structures by modifying the value of this threshold
parameter. As the figure shows tags such as differential
7FIG. 9: The network of tags in CiteUlike, constructed via the application of the similarity measure shown in Eqn. 8—in this
case considering the set of papers as neighbors. Vertices with distance larger than 0.9 have been discarded. The connection
between tags “differential” and “equation” indirectly implies the clustering of the corresponding papers into the same group.
in the same “category”
and equation indeed are similar to each other in the sense
considered here.
III. CONCLUSIONS
In this paper we have examined the structural proper-
ties of two new types of social networks, so called folk-
sonomies, consisting of users applying descriptive tags to
resources. In order to preserve this three-way relation-
ship, we have represented this structure as a tripartite
hypergraph, with a user-resource-tag triple representing
a hyperedge.
We have define a number of topological quantities of
interests, such as a variety of degree distributions, cor-
relations, clustering, distance distributions as well as a
simple metric for discerning community structure. We
then empirically measured these quantities on data taken
from subsets of our example networks, Flickr and CiteU-
like. We find that these networks share a number of
qualitative features with previously studied social net-
works such as the presence of fat tails in the statistical
distributions of links, the small world property in terms
of the distance between vertices, as well as a high degree
of clustering.
We propose that the topological measures as well as
the methodology proposed here can be used as a standard
tool for measuring the properties of networks of a similar
nature.
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