We show that the asymptotic hazard rate of the sum of discrete random variables is dominated by the smallest asymptotic failure rate of the summands.
Introduction and main result
The purpose of this note is to determine the asymptotic hazard rate of the sum of independent non-negative discrete random variables. More precisely, we prove the following. Proposition 1. Let X , Y be independent non-negative integer-valued random variables such that P(X = n)/P(X ≥ n) → r and P(Y = n)/P(Y ≥ n) → s as n → ∞, r, s ∈ [0, 1]. As n → ∞,
Proposition 1 is related to a classical convolution property of subexponential and related distributions; in particular Theorem 3 of Embrechts and Goldie (1980) ; more recent formulations can be found in Block et al. (2014 Block et al. ( , 2015 . In this article, we focus on integer-valued distributions. Our motivation comes from an inventory model with lost sales in which ordered inventory arrives after a large lead time n (Arts et al., in preparation) . In that problem an approximation is developed that becomes accurate when n is large, and the quality of the approximation turns out to depend on the result of the proposition presented here.
Proof
Without loss of generality, r ≤ s. The proof will distinguish three cases: r = 1, r < s ≤ 1 and r = s < 1.
The case r < s ≤ 1: observe that the assumptions on X and Y are equivalent to
as n → ∞ along the integers, for every integer m. This should be compared with the class of distributions called
as x → ∞ for all real y. Theorem 3 of Embrechts and Goldie (1980) 
Since our setting is restricted to integer-valued r.v.'s X is not member of the class L(− ln(1−r)) a formal proof is needed.
In addition, the inequality on the last line of page 253 of Embrechts and Goldie (1980) is not correct. In what follows we correct (and even simplify) that proof and have it apply to our discrete setting. 
The above implies that
so that also (replacing m by m − l and n by n − l)
−l , we obtain from (3),
The last equivalence follows from (2).
The case r = s < 1: define L Y and U Y similarly as L X and U X . As (2.12) of Embrechts and Goldie (1980) is also valid for integer-valued r.v. we simply state its conclusion. For any m > 0:
Thus, we see that
The proof of the lower bound is similar.
The case r = 1: let ϵ ∈ (0, 1) and K be such that P(X = i) ≥ (1 − ϵ)P(X ≥ i) for i ≥ K . Write for n > 2K :
Thus,
given the assumption on Y , we conclude that lim inf
The proof is now complete by letting ϵ ↓ 0.
