A procedure is described for randomly generating positive definite quadratic programming test problems. The test problems are constructed in the form of linear least-squares problems subject to hnear constraints. The probability measure for the problems so generated is mvanant under orthogonal transformations. The procedure allows the user to specify the size of the least-squares problem (number of unknown parameters, number of observations, and number of constraints), the relative magnitude of the residuals, the condition number of the Hessian matrix of the objective function, and the structure of the feasible region (the number of equality constraints and of inequalities which will be active at the feasible starting point and at the optimal solution). An example is given dlustrating how these problems can be used to evaluate the performance of a software package.
INTRODUCTION
The process of evaluating optimization software has been the subject of considerable study in the past several years. Interest in this subject has increased as a consequence of the development of a wide range of algorithms and related software packages and the proliferation of often conflicting claims of relative superiority for various algorithms and software packages. The subject has gained relevance as sophisticated optimization techniques have come to be employed in production environments, leading to a growing need for assistance in software package selection. Furthermore, evaluating mathematical software is an inherently complex process, involving such factors as user-friendliness, robustness, reliability, accuracy, and speed [5] .
Approaches to testing optimization software have generally fallen into three categories [14] :
(1) battery testing--the testing of software on a set of specific problems; (2) random problem testing--the testing of software on a set of problems which are randomly generated; and (3) performance profile testing--the testing of software for a single specific capability {e.g., descending through a curved valley).
In each of these categories of testing, the objective is to represent the spectrum of problems that one is likely to encounter in actual use of the optimization software. Studies in these areas include, but are not limited to, the work in [3, 6, 7, 8, 9, 11, 12, 13, 15, 16] .
In this paper we develop quadratic programming problems which combine aspects of the random and profile approaches. We impose specific structure on the problem by specifying, for example, the condition number or size of the active constraint set before allowing the remaining data to be randomly generated. We deal with quadratic programming (QP) problems since they provide a minimal extension of linear programming problems yet involve some of the difficulties of generating nonlinear programming problems. These QP problems have the advantage of requiring only a limited number of parameters to specify a problem, that is, the constraint normals and the coefficients for the linear and quadratic terms in the objective function. Thus the issue of representing general nonlinear functions is avoided. Further, since only linear constraints occur in these problems, they provide a convenient basis for testing active set strategies (e.g., [11] ), without requiring treatment of the more complex issue of active set strategies for nonlinear constraints.
We further restrict the class of test problems to those which have a strictly convex objective function, that is, where the constant Hessian matrix is positive definite. Thus each problem has a unique optimum point. Moreover, these positive definite QP problems are equivalent to linearly constrained linear leastsquares problems [10] . From this alternative viewpoint, which we will use below in problem generation, the problem is one of data fitting, where the objective is finding the best solution in the least-squares sense of p ~ n linear equations in n variables subject to m linear constraints.
In generating random problems, care must be taken to avoid imposing structure on the problem unintentionally. For example, as is observed in [20] , if we generate coefficients for the linear constraints using a uniform distribution, some angles occur more frequently than they should. This structure can be removed by generating the coefficients from any spherically symmetric distribution (such as the normal distribution). Also, if we generate a Hessian matrix using normally distributed variates, it is very likely that we will obtain a well-conditioned problem [1] . This difficulty can be overcome by generating the matrix in terms of its singular value decomposition. In Section 2 we describe the class of test problems to be constructed. Section 3 gives further details concerning the objective function while Section 4 deals with the constraints. In Section 5 we illustrate the use of this problem generator in evaluating a software package. Finally, Section 6 provides concluding remarks about this approach to testing optimization software.
GENERAL DESCRIPTION OF TEST PROBLEMS
The positive definite quadratic programming test problems are generated in the form of linearly constrained linear least-squares problems; that is, minll 
, and a prime (') denotes transpose. The problems are generated to have a known optimal solution. In particular, letting x* denote the n-vector of optimal values for x and letting X* denote the kl-vector of optimal values for the Lagrange multipliers corresponding to the kl constraints (1 _< kl _ n) which are active (binding) at the optimal solution, we arbitrarily choose x* = 1, i = 1 .... , n; and I X* [ = 1, j = 1, ..., kl. This choice of x* and X* is special in that it represents a very well-scaled (in fact, perfectly scaled) solution. Other choices are of course possible, and we will show how they could be incorporated when we examine the details of test problem generation in Sections 3 and 4.
The generated problems also have one known feasible point, x °, which can be used as a starting point. We arbitrarily choose the origin, that is, x ° = 0,
The user is expected to specify:
(1) the number of unknown parameters (n); (2) the number of observations (p); (3) the condition number of C (denoted by t); (Note: the condition number of the Hessian of the equivalent QP problem is &;) (4) the ratio of the final objective function value to the initial objective function value (denoted by -r 2, 0 < 3, 2 < 1); (5) the number of constraints of various kinds, namely, (a) the number of equality constraints/~o, (b) the number of inequality constraints which are
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• 89 (i) active at the starting point x ° (t*l) (ii) active at the solution point x* (it2) (iii) active at both x ° and x* (g3) {note: #3 -< rain(it,, #2)) (iv) not active at x ° or x* (#4).
In addition to the constraints specified by the user, one more constraint is generated. This last constraint is chosen to insure that x* is indeed the optimal solution, that is, so that x* and ~* satisfy the Kuhn-Tucker necessary and sufficient conditions for optimality. Thus, the total number of constraints is
Further, so that the number of active constraints at x ° (denote d by ko) or at x* (denoted by kl) will not exceed n, the values specified for ~o, #1, and tt2 must satisfy
In summary then, the problems are generated to allow the user to control the size of the problem, the condition number of C, and details of the constraint structure. As a consequence, these test problems are particularly well-suited to evaluating an algorithm in terms of its numerical stability and its ability to handle constraint structures of various kinds.
THE OBJECTIVE FUNCTION
The objective function for the linear least-squares problem is determined by the matrix C and the vector d in (2.1). Following Birkhoff and Gulati [1] , we generate C as follows: C = P D Q , where P and Q are randomly generated (p x p and n × n, respectively) orthogonal matrices and D is an p × n diagonal matrix (D,j = 0, if i ~ j).
Birkhoff and Gulati show that the probability measure for the matrix so generated is invariant under orthogonal transformations. This can be interpreted to mean, for example, that the ellipsoids which represent the level surfaces of the objective function in the QP are randomly oriented.
To generate the requisite orthogonal matrices, we follow the procedure given by Stewart [18] in which, conceptually, we find the orthogonal matrix in the QR decomposition of some square matrix N, each of whose elements is chosen from the standard normal distribution. ComputationaUy, however, the matrix N is not actually formed; as a consequence, only (1/2)n 2 standard normal variates are needed.
The condition number of C is determined by the diagonal elements of D, which are chosen as follows. where t' is the square root of the desired condition number t and each u, is a uniform variate on the interval (-1, +1). As a consequence, the singular values of C are distributed on (1/t', t') according to a log uniform distribution. The Hessian matrix of the corresponding quadratic programming problem has a condition number of t 2 and eigenvalues ranging from 2It to 2t. To,generate a positive semidefinite quadratic programming problem one or more of the diagonal elements of D should be set to zero. This option has not been implemented because it represents the highly unlikely data-fitting situation in which some variables in the model are perfectly correlated.
Next, we must choose the n-vector d. This is equivalent to choosing the vector of residual errors in the least-squares problem at the optimal solution x*. Denoting the residuals by r*, we set d = Cx* + r*, where r* = Bz, z is an n-vector whose components are standard normal variates, and B is a scalar. (Thus, each component of the residual error vector is normally distributed with mean zero and variance /~2.) The magnitude of/~ is chosen so that the sum of squared residuals at the optimal solution will be equal to the user-specified fraction of the original objective function value; that is, so that The sign of the square root in (3.3) will be determined in conjunction with the construction of the constraints active at x* (see Section 4 for details). Also, in constructing those constraints, it will be necessary to apply a scale factor to the objective function, as described in Section 4. The link between the objective function and the constraints is necessitated by the Kuhn-Tucker optimality conditions.
We note in passing that the unconstrained least squares solution will be
Further, at ~, the vector of residual errors will be zero.
THE CONSTRAINTS
The specified m constraints are generated, one at a time, in the form
where aj is an n-vector, p~ a relational operator from the set {_, =, _>}, and b~ a scalar. Each vector aj represents a constraint normal and is chosen from the uniform distribution over the unit sphere by setting aj = z/U z I[, where z is an n-vector whose elements are standard normal variates.
There are five different kinds of constraints specified by the user and these will be discussed in turn. Although our current implementation is for a specific x ° (starting point) and x* (solution), constraint generation will be described for a general x ° and x*. For convenience in what follows, we let v = x* -x °.
Test Problems
In this case, % must be transformed to a vector orthogonal to the vector v. First we let
= (I -vv'/ll v 1Z2)%, (4.2)
where I is an n × n identity matrix. Then, normalizing, we have a~ = ~i/[I h II. We set bj = %' x °, and of course pj is =.
(2) Inequality constraints active at x ° (not at x*): Set bj = aj x °, and then choose pj so that x* is feasible: if a~x* >_ bj, pj = ~; otherwise, pj = _<.
(3) Inequality constraints active at x* (not at x°): Set bj = a j x * , and then choose pj so that x ° is feasible: if a~x ° ~ bj, pj = >_; otherwise, p~ = <.
(4) Inequality constraints active at both x ° and x*: This is similar to the case of equality constraints, except that p~ ~ --. So, we choose, arbitrarily, pj = <_.
Inequality constraints inactive at x ° and x*:
We define these constraints in terms of their distance from either x ° or x*, selected randomly. The constraint is then defined to have a slack variable at the chosen point whose value is the absolute value of a standard normal variate. Choose u, a uniform variate on the interval (0, 1), and y, a standard normal variate. Then, if u _< 0.5, set bj = aj' x ° + I Y I, and choose pj so that x* is feasible (see (2) above); otherwise, set bj = aS x* + lY I, and choose pj so that x ° is feasible (see (3) above).
Finally we come to the construction of the last of the m constraints in the problem, which we will denote by a~x Pm bm. The vector a~ must be chosen to satisfy the Kuhn-Tucker optimality conditions. Introducing a scale factor a2, so that the objective function is now where J is the index set of all constraints satisfied as equalities at x* (those in categories (1), (3), and (4), above) not including this last one, and h~ is the optimal value of the corresponding Lagrange multiplier. In particular, we adopt the convention h* = -1, if p~ = >_; and ~,* = 1, otherwise. In order that x ° be feasible with respect to this last constraint, we require that am be oriented so that h*V'am >-O. We know that v ' g >_ 0 (because x ° is feasible for all the previously defined constraints). To make v ' h > 0, we choose the sign of the square root in (3.3) to be sign(v'Cz). • M.L. Lenard and M. Minkoff R e m a r k . First, however, we must be sure that v ' h ¢~ O. We check this when generating the objective function. If the randomly generated residual error vector z yields v ' h --0 (an event with probability zero), a new z is generated.
It remains to choose an appropriate value of a s. In the case v 'g > 0 and kl > 1,
Thus the amount of slack in the mth constraint at x ° is the average of the amount of slack at x ° for the other (kl -1) constraints active at x*. (Alternatively, the choice of ~2 may be used to make [I am J[ = 1 (or nearly so) or to achieve some particular value of cos (v, am) .)
The formula for ~e must be modified if kl = 1 or v ' g = 0, the latter being an event which occurs with certainty when ~2 -u~ for example, or which can occur by chance (again an event with probability zero). In this situation, we use the formula ~2 = 0. .1)) is likely to be wellconditioned [1] and, because of the normalization procedure, is also well-scaled. Thus we have simply generated a set of randomly oriented hyperplanes and expressed them in normal form. q As an alternative, if one wished to control the condition number of matrix A, it could be generated in a manner similar to that used to generate C (Section 3). The rows of A could then be taken one at a time and used to generate constraints of various kinds as described above. A further refinement would be to generate matrices Ak, k = 1 . . . . . 5, corresponding to each of the five kinds of constraints, appropriately controlling the condition number of each. The only difficulty arises in categories (1) and (4) where the constraint normal must be orthogonal to v, since the projection (4.2) and subsequent normalization might change the condition number. This can be avoided by choosing, say,
where P~ is a ~o × ~0 randomly generated orthogonal matrix, DI a ~0 x (n -1) diagonal matrix ithe condition number of D~ is the condition number of A), and Q1 is generated as follows.
Let Q1 be an in -1) x n matrix comprised of an in -1) x in -1) randomly generated orthogonal matrix plus a column of (n -1) zeroes. Let H be the Householder transformation It should be noted that applying a normalization procedure to the constraints could change the condition number.
SAMPLE USE OF TEST PROBLEMS
To demonstrate the utility of the test problem generator, we used these problems to evaluate a software package which implements an algorithm for the linearly constrained linear least-squares problem. The algorithm is that proposed by Stoer and Schittkowski [17] and implemented by Crane, et al. [4] . The algorithm is characterized by the use of matrix decomposition and updating procedures which are designed to maintain a high degree of numerical stability.
Experiments were performed on an IBM 3033 under CMS. All programming was done in FORTRAN and compiled by the FORTRAN-H compiler. The data for the test problems were generated and all calculations were performed in double-precision arithmetic.
Uniformly distributed random numbers were generated by the multiplicative congruential method as implemented in the routine "RANF" from the Argonne AMD library [2] . Normally distributed random numbers were generated using the routine "GGNQF" from the International Mathematical and Statistical Library (IMSL). The seeds for both random number generators were initialized only once before generating all the results given in Table I . All "zero" tolerances in the test problem generator were set to 10 -~4.
The test problems were specified to have (1) varying condition numbers for the matrix of observations (ranging from 102 to 106), (2) varying numbers of inequality constraints active at the solution (ranging from 1 to n), and (3) varying numbers of inactive constraints (ranging from none to 4n). In all cases, the starting point (the origin) was unconstrained and there were no equality constraints. The number of variables (n) was 10, the number of observations (p) was 20, and 3, 2 was 0.1.
Variations in the first parameter (condition number) are intended to test numerical stability, variations in the second parameter (active constraints at the solution) to test the degree to which constraints improve or degrade performance, and variations in the last parameter (inactive constraints) to test the algorithm's ability to find the correct active set.
The measures of performance recorded were:
(1) number of iterations (that is, number of changes in the active set}; and (2) accuracy of the solution. Table I. The results show the loss of accuracy as the condition number increases. Although 15 digits of accuracy are possible, only 6 digits of accuracy are obtained when the condition number is 10 ~. However, as predicted by Stewart, the presence of active constraints clearly improves accuracy because of the high probability that the problem will be well-conditioned when projected into the subspace defined by the active constraints. In the presence of relatively larger numbers of inactive constraints, the number of iterations increases. We also observe an increase in the number of iterations as the condition number increases from 10 2 to 10 4 , although no such increase is apparent as the condition number increases from 104 to l0 s .
CONCLUSIONS
We have described a procedure for generating positive definite quadratic programming test problems which allows the user to control the condition number of the Hessian matrix and to specify the constraint structure. A distinctive feature of the procedure is that the constraint normals and the principal axes of the ellipsoids representing the level surfaces of the objective function are randomly oriented.
By using the test problems so generated to evaluate several aspects of the performance of a particular software package, we have shown how this type of testing can be a valuable approach to obtaining information about the strengths and weaknesses of such a package. A number of extensions of this work can be suggested immediately: generating one or more infeasible starting points, scaling the solution vector, introducing sparsity, generating constraints in conjunction with the Hessian, and generating indefinite QP problems.
More generally, of course, there should be some attempt to identify the significant aspects of "real-world" QP problems so they can represented fairly in the generation of random test problems. Further, the generation of QP problems may be helpful for understanding how to generate more general nonlinear optimization problems. Finally, attention needs to be given to the design of experiments in software evaluation so that the magnitude of testing effort can be controlled.
