Rate-induced Tipping in Applied Dynamical Systems: Multi-dimensional Flows and Maps by Kiers, Claire Elizabeth
RATE-INDUCED TIPPING IN APPLIED DYNAMICAL SYSTEMS: MULTI-DIMENSIONAL
FLOWS AND MAPS
Claire Kiers
A dissertation submitted to the faculty at the University of North Carolina at Chapel Hill in partial fulfillment
of the requirements for the degree of Doctor of Philosophy in the Department of Mathematics in the College














Claire Kiers: RATE-INDUCED TIPPING IN APPLIED DYNAMICAL
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(Under the direction of Christopher K.R.T. Jones)
We derive conditions under which we expect to see or not to see rate-induced tipping (R-tipping) in
dynamical systems, both continuous-time (flows) and discrete-time (maps). This has already been studied in
1-dimensional flows, and we extend the results from this setting to flows and maps of arbitrary dimension. In
particular, we show that when a path is not forward basin stable in a certain way, we can expect R-tipping in
flows of any dimension. However, forward basin stability does not prevent R-tipping in flows of dimension
greater than 1. Instead, we introduce a new condition, forward inflowing stability, which does prevent
R-tipping in flows of any dimension. Although forward inflowing stability is a natural condition, it is difficult
to verify in many concrete examples, so we focus on a particular class of flows called monotone systems, for
which forward inflowing stability is implied by an easily verifiable condition. Predicting R-tipping in such
a system is similar to predicting R-tipping in 1-dimensional flows. We then investigate two earth-climate
models: the layer greenhouse model and the FAST tropical cyclone model, which are both monotone systems.
For each, we give extensive explanation of its phase space and autonomous dynamics and then give some
results about when to expect R-tipping. Finally, we define R-tipping in maps. We show that forward basin
stability does not prevent R-tipping in maps of any dimension but that forward inflowing stability does. Also,
if a path is not forward basin stable in a certain way, we can expect R-tipping, much like in flows. We also
highlight some of the differences between R-tipping in flows and maps. Specifically, we show that what
happens to a pullback attractor as the parameter rate of change approaches infinity is different in flows and
maps. Also, we demonstrate that there can be different tipping behavior even when a map is obtained from a
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Rate-induced tipping is a drastic change in the behavior of a system due to quickly-changing parameters.
Imagine trying to pull a tablecloth out from under a set of dishes on a table. If the tablecloth is pulled slowly,
it will carry all the dishes with it, but if the tablecloth is pulled quickly enough, the dishes will be left behind
on the table. Here we get two distinct outcomes: the dishes come with the tablecloth or they get left behind.
The deciding factor between these outcomes is not how far the tablecloth moves, but how fast. Likewise, with
rate-induced tipping (R-tipping), the behavior of solutions is determined not by how much the parameters
change, but how quickly. This kind of tipping has been observed in a variety of physical applications, such as
the rise of temperatures in peatlands [32].
There are different reasons that tipping can happen in a system. In particular [7] describes three types of
tipping: bifurcation-, noise-, and rate-induced. Bifurcation-induced tipping happens due to a bifurcation in
the system (say, the annihilation of a stable fixed point) and is the result of parameters changing too much.
With rate-induced tipping, there is no such bifurcation in the system to explain the sudden change in behavior.
Noise-induced tipping happens as a result of noise in the system, which rate-induced tipping does not require,
although there can be interplay between the two phenomena, as studied in [26]. We will focus solely on
rate-induced tipping and ensure that other types of tipping are not at play by avoiding stochastic systems and
parameter changes that lead to bifurcations.
Most of the literature on rate-induced tipping is in the context of continuous-time dynamical systems
(flows), but we will study R-tipping in discrete-time dynamical systems (maps) as well. Drawing from [6],
we will give a precise definition of rate-induced tipping in flows in this chapter and then make appropriate
adaptations for the context of maps in Chapter 5.
Suppose we have an autonomous dynamical system
ẋ = f (x, λ) (1.1)
1
where x ∈ U for U ⊂ R` open, λ ∈ Rm, f ∈ C2(U × Rm,R`), and ẋ means derivative with respect to time, dxdt .
We want to allow the parameter λ to vary from one value to another over time, so we replace it with a C2








for some λ± ∈ Rm. In [6], such a function is called a parameter shift. The set of all parameter shifts satisfying
(1.2) for a given λ± is denoted by P(λ−, λ+). To allow the parameter to shift at different rates, we introduce
r > 0 and obtain a nonautonomous system
ẋ = f (x,Λ(rt)). (1.3)
The value r can be thought of as the rate at which Λ changes. When r is small, the parameter shift is
gradual, and in fact if r = 0, then (1.3) reduces to (1.1) where λ = Λ(0). When r is large, the parameter
shift approximates the step function which steps from λ− to λ+ at t = 0. We are interested in comparing the
behavior of solutions to (1.3) for different values of r.
We can also view (1.3) as an autonomous system of one higher dimension by introducing the variable
s = rt and rewriting (1.3) as
ṡ = r
ẋ = f (x,Λ(s)).
(1.4)
In what follows, it will be helpful to have different notation for the flow of (1.1) and the flow of (1.3). So, we
will use the dot notation
x ·λ′ t
to denote a trajectory of (1.1) with λ = λ′, while x(t) will denote a trajectory in (1.3).
For a square matrix M, let σ(M) denote the spectrum of M. Then we define a path as follows:
Definition 1.0.1. Let Λ ∈ P(λ−, λ+). Suppose that for all s ∈ R, X(s) is a fixed point of (1.1) with λ = Λ(s)
such that (s, X(s)) is a connected curve. Suppose also that this extends to the limits as s → ±∞, so
X± = lims→±∞ X(s) are equilibria of (1.1) with λ = λ±, respectively. Then (s, X(s)) is
2
1. a stable path if max{Re σ(Dx f (X(s),Λ(s)))} < 0 (that is, X(s) is an attracting fixed point of (1.1) with
λ = Λ(s)) for all s ∈ R ∪ {±∞};
2. an unstable path if max{Re σ(Dx f (X(s),Λ(s)))} > 0 (that is, X(s) is an unstable fixed point of (1.1)
with λ = Λ(s)) for all s ∈ R ∪ {±∞}.
Paths act as a guideline against which we can compare solutions of (1.3).
Definition 1.0.2. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X± = lims→±∞ X(s).
As shown in Theorem 2.2 of [6], there is a unique trajectory xr(t) of (1.3) such that limt→−∞ xr(t) = X−,
which is the local pullback attractor to X−. If limt→∞ xr(t) = X+, then we say that xr(t) endpoint tracks
or tracks the path (s, X(s)). By Lemma 2.3 of [6], xr(t) endpoint tracks (s, X(s)) for all sufficiently small
r > 0, but if limt→∞ xr(t) , X+ for some r > 0, then there has been rate-induced tipping away from X−. If
limt→∞ xr(t) = Y+ for some Y+ , X+, then we say there has been rate-induced tipping from X− to Y+.
Our focus is on giving conditions for systems and parameter shifts in which rate-induced tipping will
happen for some value of r > 0. Some others who study rate-induced tipping are interested in finding the
critical rate r0 > 0, which is the smallest value of r for which xr(t) does not endpoint track a path. Although
this is interesting and worthwhile, this will not be our focus here.
The authors of [6] explore conditions under which rate-induced tipping can be expected to happen (or
not happen) in systems of the form (1.3) where ` = 1. We will use their work as a springboard to study both
rate-induced tipping in flows when ` > 1 in Chapter 2 and rate-induced tipping in maps in Chapter 5. It will
be helpful to restate the following definition and result from [6] that we will reference throughout.
Definition 1.0.3. Let x ∈ R` be an attracting fixed point of (1.1) for a given value of λ. Then B(x, λ) is the
basin of attraction for x in (1.1). That is,
B(x, λ) =
{
y ∈ R` : lim
t→∞
y ·λ t = x
}
.
A stable path (s, X(s)) is forward basin stable if
{X(u) : u < s} ⊂ B(X(s),Λ(s))
for all s ∈ R.
3
The following theorem follows from the proof of Theorem 3.2 of [6] and establishes conditions under
which we can expect rate-induced tipping to occur (or not occur) in a system of the form (1.3) when ` = 1:
Theorem 1.0.4. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with ` = 1 and
X± = lims→±∞ X(s).
1. If (s, X(s)) is forward basin stable, there can be no R-tipping away from X− for this Λ.
2. If there is another stable path (s,Y(s)) with Y± = lims→±∞ Y(s) such that Y+ , X+ and there are u < v
such that X(u) ∈ B(Y(v),Λ(v)), then (s, X(s)) is not forward basin stable. Furthermore, there is a













such that there is R-tipping away from X− to Y+ for this Λ̃ and some r > 0.
3. If there is a Y+ , X+ such that Y+ is an attracting equilibrium of (1.1) for λ = λ+ and X− ∈ B(Y+, λ+),
then (s, X(s)) is not forward basin stable and there is R-tipping away from X− to Y+ for this Λ for all
sufficiently large r > 0.
In Chapter 2 we will show which parts of Theorem 1.0.4 hold true if ` > 1 and establish some more
general statements about rate-induced tipping in flows for any value of `. Then in Chapters 3 and 4 we will
study a layer model of the greenhouse effect and a 2-dimensional model of a tropical cyclone, respectively,
both of which have the form (1.1). We will give examples of rate-induced tipping in both of these systems.
Finally, in Chapter 5 we will define what it means for there to be rate-induced tipping in discrete-time
dynamical systems (maps) and explain how R-tipping for maps is related to but different from R-tipping for
flows. We apply the theory for R-tipping in maps to Ikeda map, which models light in a ring cavity containing
a dispersive nonlinear medium.
4
CHAPTER 2
Rate-induced Tipping in Multi-dimensional Flows1
In this chapter we will study rate-induced tipping in systems of the form (1.3) when ` > 1. In particular,
we want to know the relationship between forward basin stability and R-tipping. We know from Theorem
1.0.4 that forward basin stability prevents R-tipping and also that certain kinds of forward basin instability
lead to R-tipping when ` = 1. As we will see in Section 2.1, the same kinds of forward basin instability
guarantee R-tipping for ` > 1 as well. However, as we will show in Section 2.2, forward basin stability is
not a strong enough condition to prevent R-tipping when ` > 1. Instead, we propose a different condition,
forward inflowing stability, which is enough to prevent R-tipping in systems of any dimension. Although this
condition is natural, forward inflowing stability can be difficult to verify in general concrete examples, so in
Section 2.3 we will narrow our focus to monotone systems. Monotone systems are a class for which forward
inflowing stability is implied by an easily verifiable condition, and we will see how the additional structure of
these systems makes predicting the possibility of R-tipping straightforward as in 1-dimensional systems.
2.1 Conditions to Guarantee R-Tipping
In this section we will prove that statements 2 and 3 of Theorem 1.0.4 generalize to multi-dimensional
systems. First, we must establish some lemmas that will be used in the proof of these results.
This first lemma deals with the initial behavior of the pullback attractor to X−.
Lemma 2.1.1. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X− = lims→−∞ X(s).
Let xr(t) be the pullback attractor to X−, and let ‖ · ‖ be any vector norm on R`. Given ε > 0, there exists an
S > 0 such that ‖xr(t) − X−‖ ≤ ε when rt < −S .
The proof closely follows the proof of Theorem 2.2 in [6]:
1This chapter is adapted from an article in the Journal of Dynamics and Differential Equations. The original citation is as follows: C.
Kiers and C. K. R. T. Jones. On conditions for rate-induced tipping in multi-dimensional dynamical systems. J. Dynam. Differential
Equations, 32:483–503, 2020.
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Proof. Let us assume for the sake of simplicity that X− = 0. Define
ω(ε) := sup{‖Dx f (x,Λ(s)) − Dx f (0,Λ(s))‖ : s ∈ R, ‖x‖ ≤ ε}




‖ f (0,Λ(s))‖, sup
s<−S
‖Dx f (0,Λ(s)) − Dx f (0, λ−)‖
}
,
where ‖ · ‖ also denotes the induced matrix norm. Note that ω(ε)→ 0 as ε→ 0 and δ(S )→ 0 as S → ∞.
By the linear stability of X−, the eigenvalues of A := Dx f (0, λ−) have negative real parts, so there are K > 0
and α > 0 such that
∥∥∥etA∥∥∥ ≤ Ke−αt for t ≥ 0 (see Lemma 3.3.19 of [15]). Now set h(x, s) = f (x,Λ(s)) − Ax
so that
ẋ = Ax + h(x, s) (2.1)
Then
Dxh(x, s) = Dx f (x,Λ(s)) − A
=
[




Dx f (0,Λ(s)) − Dx f (0, λ−)
]
Therefore, if s < −S , we have
‖h(0, s)‖ ≤ δ(S ), ‖Dxh(x, s)‖ ≤ ω(‖x‖) + δ(S ).
Consider the inequalities
4Kα−1ω(ε) ≤ 1
2Kα−1δ(S ) ≤ ε
4Kα−1δ(S ) ≤ 1,
(2.2)
for ε, S > 0. If we choose ε sufficiently small, we can find some S 0 > 0 to satisfy (2.2). Now, we know that
δ(S )→ 0 as S → ∞, so there is an S 1 > 0 such that S ≥ S 1 implies that δ(S ) ≤ δ(S 0). Then if S ≥ S 1, (2.2)
is satisfied.
Now, fix any r > 0. We will show that the pullback attractor xr(t) to X− = 0 satisfies ‖xr(t)‖ ≤ ε as long
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as rt < −S 1.
Let P be space of continuous functions x(t) defined for t < − S 1r such that ‖x(t)‖ ≤ ε. We define x̂ for





Then if x ∈ P, x̂ = x if and only if x(t) is a solution of (2.1). Also,
‖x̂(t)‖ ≤ ε,
so x 7→ x̂ is a map from P to itself. Furthermore, if x1, x2 ∈ P, then
sup
t<−S 1/r






Thus, x 7→ x̂ is a contraction mapping on P, so there is a unique x(t) ∈ P such that x(t) = x̂(t). This x(t) is a
solution to (2.1) and satisfies ‖x(t)‖ ≤ ε for all t < −S 1/r. This x(t) must be the pullback attractor to X− = 0,
since the pullback attractor is the only trajectory of (1.3) that stays within a small neighborhood of X− for all
backward time. (See Theorem 2.2 of [6].) 
Next, we discuss the end behavior of trajectories of (1.3). The purpose of Lemmas 2.1.2 - 2.1.5 is to show
that if X+ is an attracting fixed point of (1.1) with λ = λ+, then any trajectory of (1.3) that is in a compact
subset of B(X+, λ+) for large enough t will converge to X+.
In autonomous systems, the omega limit set of a point x is defined to be ω(x) = {y : x · tn →
y for some tn → ∞}. Omega limit sets have the property that if z ∈ ω(y) and y ∈ ω(x), then z ∈ ω(x)
(see Section 4.1 of [28]). This next lemma states that, in a certain sense, this property holds in nonautonomous
systems like (1.3).
Lemma 2.1.2. Let Λ ∈ P(λ−, λ+). Suppose y ·λ+ sn → z for some {sn} → ∞. If x(t) is a trajectory of (1.3)
such that x(tn)→ y for some {tn} → ∞, then there exist {un} → ∞ for which x(un)→ z.
Proof. Fix r > 0. Let ‖ · ‖ denote any norm on R`. For each n ∈ N, there exists some Nn ∈ N such that
m ≥ Nn implies ‖y ·λ+ sm − z‖ <
1
n . (If n ≥ 2, choose Nn > Nn−1.) Since Λ(rt) → λ+ as t → ∞, there exists
some Tn > 0 and δn > 0 such that if ‖x(t) − y‖ < δn and t > Tn, then ‖x(t + sNn) − y ·λ+ sNn‖ <
1
n . There exists
some Mn ∈ N such that tMn > Tn and if m ≥ Mn, then ‖x(tm)− y‖ < δn. (Again, if n ≥ 2, choose Mn > Mn−1.)
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Now, set un = sNn + tMn . Then,
‖x(un) − z‖ = ‖x(sNn + tMn) − z‖










Therefore, x(un)→ z as n→ ∞. 
If p is an attracting fixed point of an autonomous system, there are arbitrarily small forward invariant
neighborhoods of p. (This is follows from the Stable Manifold Theorem; see Theorem 2.1 in Chapter 10 of
[27].) This next lemma states that a similar statement is true for the limit of a stable path in (1.3).
Lemma 2.1.3. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X+ = lims→∞ X(s).
Then there exists a norm ‖ · ‖x on R` such that for all sufficiently small ε > 0, there exists an S > 0 such that
if ‖x(T ) − X+‖x ≤ ε for rT > S , then ‖x(t) − X+‖x ≤ ε for all t ≥ T.
Proof. Let us assume for the sake of simplicity that X+ = 0 and λ+ = 0. Since (X+, λ+) = (0, 0) is attracting,
all eigenvalues of A := Dx f (0, 0) have negative real part, so there is some k > 0 such that Re(µ) < −k for
every eigenvalue µ of A. We can choose an inner product 〈, 〉 on U such that 〈Ax, x〉 ≤ −k〈x, x〉 for all x ∈ U
(see the lemma in Chapter 7, Section 1 of [16]). This defines a norm ‖x0‖x = 〈x0, x0〉1/2. Let ‖ · ‖λ be any
vector norm on Rm. By Taylor’s formula in several variables we can write
f (x0, λ0) = Ax0 + α(x0, λ0) + β(x0),
where ‖α(x0, λ0)‖x ≤ γ(x0, λ0)‖λ0‖λ for a positive continuous γ, and ‖β(x0)‖x ≤ δ(x0)‖x0‖x, where δ is
positive, continuous and δ(x0)→ 0 as x0 → 0. Then we can write (1.3) as
dx
dt














= 2〈Ax0, x0〉 + 2〈α(x0,Λ(rt)), x0〉 + 2〈β(x0), x0〉
≤ −2k〈x0, x0〉 + 2‖α(x0,Λ(rt))‖x‖x0‖x + 2‖β(x0)‖x‖x0‖x










Choose ε > 0 such that if ‖x0‖x ≤ ε, δ(x0) < k2 . Then choose S > 0 such that if rt > S , ‖Λ(rt)‖λ <
kε
4M where
























Therefore, the vector field of (1.3) points into {y ∈ R` : ‖y‖x ≤ ε} on its boundary when rt > S , so for a
given r > 0 if x(t) is a solution of (1.3) and ‖x(T ) − X+‖x ≤ ε for some T > S/r, then ‖x(t) − X+‖x ≤ ε for all
t ≥ T . 
If p is an attracting fixed point of an autonomous system, then by the Stable Manifold Theorem there is a
neighborhood V of p such that all trajectories with initial conditions in V converge to p. This next lemma
shows that a similar thing is true for the limit of a stable path in (1.3).
Lemma 2.1.4. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X+ = lims→∞ X(s),
and let ‖ · ‖x be the norm on R` from Lemma 2.1.3. There exists an ε > 0 and an S > 0 such that if
‖x(t) − X+‖x < ε for rt > S , then x(t)→ X+ as t → ∞.
Proof. Pick an ε > 0 sufficiently small for Lemma 2.1.3. Make ε smaller if necessary so that Bε(X+) ⊂
B(X+, λ+). Then by Lemma 2.1.3, there exists an S > 0 such that if x(T ) ∈ Bε(X+) for rT > S , then
x(t) ∈ Bε(X+) for all t ≥ T . Now fix r > 0. Since Bε(X+) is compact, there is some y ∈ Bε(X+) and a sequence
{tn} → ∞ such that x(tn)→ y. But y ∈ B(X+, λ+) by assumption, so y ·λ+ t → X+. Therefore, by Lemma 2.1.2,
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there exists a sequence {un} → ∞ such that x(un)→ X+.
Now pick any δ ∈ (0, ε). Then by Lemma 2.1.3, there exists some S δ > 0 such that if x(T ) ∈ Bδ(X+)
for rT > S δ, then x(t) ∈ Bδ(X+) for all t ≥ T . By the previous paragraph, there is a unδ > S δ/r such that
x(unδ) ∈ Bδ(X+). Therefore, x(t) ∈ Bδ(X+) for all t ≥ unδ . Hence x(t)→ X+ as t → ∞. 
Using the preceding lemmas we can conclude the following:
Lemma 2.1.5. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X+ = lims→∞ X(s).
Let K ⊂ B(X+, λ+) be compact. Then there exists an S > 0 such that if x(T ) ∈ K for rT > S , then x(t)→ X+
as t → ∞.
Proof. Let ‖ · ‖x be the norm on R` from Lemma 2.1.4. By Lemma 2.1.4, there is an ε > 0 and an S 1 > 0
such that if ‖x(t) − X+‖x ≤ ε for rt > S 1, then x(t)→ X+ as t → ∞. Since K ⊂ B(X+, λ+) is compact, there is
some T0 > 0 such that y ·λ+ t ∈ Bε/2(X+) for any y ∈ K and t ≥ T0. Also, there is some S 2 > 0 such that if
x(T ) = y0 ∈ K for rT > S 2, then ‖x(T + T0) − y0 ·λ+ T0‖x < ε/2 for any y0 ∈ K.
Take S = max{S 1, S 2}. Then, suppose x(T ) ∈ K for rT > S . If x(T ) = y0, then
‖x(T + T0) − X+‖x ≤ ‖x(T + T0) − y0 ·λ+ T0‖x + ‖y0 ·λ+ T0 − X+‖x
< ε/2 + ε/2
= ε
Therefore, x(t)→ X+ as t → ∞. 
Now we are ready to prove the generalization of statements 2 and 3 of Theorem 1.0.4:
Theorem 2.1.6. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with ` ∈ N and
X± = lims→±∞ X(s).
1. If there is another stable path (s,Y(s)) with Y± = lims→±∞ Y(s) such that Y+ , X+ and there are u < v
such that X(u) ∈ B(Y(v),Λ(v)), then (s, X(s)) is not forward basin stable. Furthermore, there is a














such that there is R-tipping away from X− to Y+ for this Λ̃ and some r > 0.
2. If there is a Y+ , X+ such that Y+ is an attracting equilibrium of (1.1) for λ = λ+ and X− ∈ B(Y+, λ+),
then (s, X(s)) is not forward basin stable and there is R-tipping away from X− to Y+ for this Λ for all
sufficiently large r > 0.
Proof. We will prove statement 1 first. Based on the assumptions, it is clear that (s, X(s)) is not forward basin
stable. We will construct a parameter shift Λ̃ that gives R-tipping away from X−. Let ‖ · ‖ be any norm on R`.
Pick ε > 0 such that K = Bε(X(u)) ⊂ B(Y(v),Λ(v)). By Lemma 2.3 of [6], there is an r0 > 0 such that for all
r ∈ (0, r0), ‖xr(s/r) − X(s)‖ < ε/2 for all s ∈ R. Likewise, there exists an r1 > 0 such that for all r ∈ (0, r1), if
xr(v/r) ∈ K, then xr(t)→ Y+ as t → ∞. Now fix r ∈ (0,min{r0, r1}).
We will construct a reparametrization
Λ̃(s) := Λ(σ(s))
using a monotonic increasing σ ∈ C2(R,R) that increases rapidly from σ(s) = u to σ(s) = v but increases
slowly otherwise. In particular, for any M > 1 and η > 0 we choose a smooth monotonic function σ(s) such
that
σ(s) = s for s < u
1 ≤ ddsσ(s) ≤ M for u ≤ σ(s) ≤ u + η
d
dsσ(s) = M for u + η < σ(s) < v − η
1 ≤ ddsσ(s) ≤ M for v − η ≤ σ(s) ≤ v, and
d
dsσ(s) = 1 for σ(s) > v
(2.4)
Let x̃r(t) denote the pullback attractor to X− with parameter shift Λ̃. By construction, we know that
x̃r(u/r) ∈ Bε/2(X(u)). By choosing M > 1 sufficiently large and η > 0 sufficiently small, we can guarantee
that x̃r(v/r) ∈ Bε(X(u)) ⊂ K. This guarantees that x̃r(t)→ Y+ as t → ∞.
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Now we will prove statement 2. Pick ε > 0 such that B3ε(X−) ⊂ B(Y+, λ+). By Lemma 2.1.1, there is an
S 1 > 0 such that the pullback attractor xr(t) to X− satisfies xr(t) ∈ Bε(X−) if rt < −S 1. By Lemma 2.1.5, there
is some S 2 > 0 such that if xr(t) ∈ B2ε(X−) for rt > S 2 then xr(t)→ Y+ as t → ∞. Take S = max{S 1, S 2}.






Suppose for the sake of contradiction that xr(S/r) < B2ε(X−). We know xr(−S/r) ∈ Bε(X−), so let s′ =
inf{s ∈ (−S , S ] : xr(s/r) < B2ε(X−)}. Then in fact s′ is a minimum and s′ > −S . By Theorem 9.19 of [29],
‖xr(−S/r) − xr(s′/r)‖ ≤ M
∥∥∥∥∥−Sr − s′r
∥∥∥∥∥ < M 2Sr < ε.
Because xr(−S/r) ∈ Bε(X−), this implies that xr(s′/r) ∈ B2ε(X−), which is a contradiction. Therefore,
xr(S/r) ∈ B2ε(X−). As shown above, this implies that xr(t)→ Y+ as t → ∞. Hence, there is R-tipping away
from X− to Y+ for all sufficiently large r > 0. 
Example 2.1.7. We can apply Theorem 2.1.6 to the Lorenz equations:
ẋ = σ(y − x)
ẏ = x(ρ − z) − y
ż = xy − βz
(2.5)
The traditional parameter choices for demonstrating chaos in (2.5) are σ = 10, β = 8/3, and ρ = 28. However,
we are not interested in demonstrating chaos but in showing R-tipping in a system with attracting fixed points.
So, as in [30], we will fix σ = 10 and β = 8/3, but we will allow ρ to vary with time. The corresponding
augmented system for (2.5) is
ṡ = r
ẋ = 10(y − x)
ẏ = x(P(s) − z) − y






for r > 0 and P a parameter shift. We will allow ρ to monotonically increase from 15 to 23, so ρ− = 15 and
ρ+ = 23. As explained in [9] and [30], in this parameter regime there are three equilibria, one at the origin













8/3(ρ − 1), ρ − 1
)
.
Both C1,2 are attracting, and the origin is a saddle point. There are heteroclinic connections from the origin to
C1,2, and there are periodic orbits around C1,2. There is no chaotic attractor for these values of ρ.













8/3(P(s) − 1), P(s) − 1
)
and C1,2± = lims→±∞C1,2(s). We will consider the possibility of R-tipping away from C1−. From Figure
2.1, we see that (s,C1(s)) is not forward basin stable because C1(u) ∈ B(C2(v), P(v)) where P(u) = 15.1 and
P(v) = 22.9. Therefore, according to Theorem 2.1.6, we can expect R-tipping for some choices of P and
r > 0. Indeed if we choose
P(s) = 4 tanh(s) + 19
then for some values of r > 0 the pullback attractor to C1− tracks (s,C1(s)) and for some values of r > 0 it
tips to C2+ (see Figure 2.2).
2.2 Forward Basin Stability and Forward Inflowing Stability
Now that we have successfully generalized statements 2 and 3 of Theorem 1.0.4, we will turn our attention
to statement 1, which says that if a path is forward basin stable in a 1-dimensional system, then there will be
no R-tipping away from that path. However, as the next example shows, forward basin stability is not enough
to prevent R-tipping in systems where ` > 1.
Example 2.2.1. Consider the following 2-dimensional system (which we have adapted from Example 5.11
13
































Figure 2.2: The blue/green curves mark the positions of C1,2(s), with the blue corresponding to smaller values
of s. The red curve is the pullback attractor to C1−. When r = 13 the trajectory endpoint tracks (s,C1(s)), but
when r = 15 it does not.
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Figure 2.3: Phase portrait for system (2.7). The homoclinic orbits at (λ, 0) are shown in black.
of [28]):
ẋ = −y
ẏ = −(x − λ) + 2(x − λ)3 − y((x − λ)2 − (x − λ)4 − y2).
(2.7)






. There are two homoclinic orbits at (λ, 0) defined by
the curves y = ±
√






are attracting, and their basins of attraction are the
regions inside the corresponding homoclinic orbits. See Figure 2.3.
Then we will let λ change with time at a rate r > 0 by setting λ = Λ(s) and s = rt:
ṡ = r
ẋ = −y
ẏ = −(x − Λ(s)) + 2(x − Λ(s))3 − y((x − Λ(s))2 − (x − Λ(s))4 − y2).
(2.8)
For Λ we will take Λ(s) = 1340 (1 + tanh(s)) so that λ− = 0 and λ+ = 0.65 <
1√
2

















+ 1320 , 0
)
. Because 0 < Λ(s) < 1√
2
for all s, the stable path (s, X(s)) is
forward basin stable. Nevertheless, R-tipping can occur away from X−. See Figure 2.4.
Example 2.2.1 shows that forward basin stability is not enough to guarantee against R-tipping in 2-


































Figure 2.4: Phase portraits for (2.8) for two different values of r. Stable paths are shown green, and the
unstable path in red. The black loops show the positions of the homoclinic orbits in (2.7) when s = −10 and
50. The blue curve is the pullback attractor to X−. When r = 1 the pullback attractor endpoint tracks (s, X(s)),
but when r = 5 it diverges to infinity.
system is that a point x might be in the basin of attraction of a fixed point p, but the velocity vector at x may
not point toward p. The more dimensions there are in a system, the more directions there are to move, so in a
sense this makes R-tipping more likely to happen. Although Example 2.2.1 is an example of a 2-dimensional
system, it would not be difficult to construct a system of higher dimension in which there can be R-tipping
away from a path that is forward basin stable.
Therefore, since forward basin stability is not enough to prevent R-tipping in systems of dimension
greater than 1, we want to find a different condition that is sufficient to prevent R-tipping. We propose a
condition called forward inflowing stability which guarantees that R-tipping cannot happen away from a
stable path.
Definition 2.2.2. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) with X± = lims→±∞ X(s).
Then (s, X(s)) is forward inflowing stable if for each s ∈ R there exist compact sets K(s) ⊂ U with nonempty
interior satisfying
(P1) if s1 < s2, then K(s1) ⊂ K(s2);
(P2) if x ∈ ∂K(s), then ∃t0 > 0 such that x ·Λ(s) t ∈ Int K(s) for all t ∈ (0, t0);
(P3) X± ∈ Int K± where K− =
⋂
s∈R K(s) and K+ =
⋃
s∈R K(s); and
(P4) K+ ⊂ B(X+, λ+) is compact.
Notice that these properties imply that X(s) ∈ Int K(s) for all s ∈ R.
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Just as the notion of forward basin stability compares the positions of equilibria along a path to basins of
attraction later on in the path, forward inflowing stability compares the positions of equilibria along the path
to forward invariant sets (sets for which solutions “flow in”) later on down the path.
Theorem 2.2.3. Suppose Λ ∈ P(λ−, λ+) gives rise to a forward inflowing stable path (s, X(s)) in (1.3) with
X± = lims→±∞ X(s). Then there will not be R-tipping away from X−.
Proof. Fix r > 0. By forward inflowing stability, there exist sets K(s) satisfying the requirements of Definition
2.2.2. Set K = ∪s∈R(s,K(s)). By (P2) if we pick a point x on the boundary of K when s = s0, then there
exists a t0 > 0 such that x ·Λ(s0) t ∈ Int K(s0) for all t ∈ (0, t0). Since K(s0) ⊂ K(s) if s0 < s by (P1) and
ds
dt = r > 0, there is some t1 > 0 such that x(t) ∈ Int K for all t ∈ (0, t1), where x(t) is the solution with initial
condition x(0) = x in (1.4). Therefore, K is forward invariant under the flow of (1.4).
Let xr(t) be the pullback attractor to X−. Because X− ∈ Int K− and K− =
⋂
s∈R K(s) by (P3), there is a
T ∈ R such that xr(t) ∈ K(rt) for all t < T . Since K is forward invariant, this implies that xr(t) ∈ K(rt) for all
t ∈ R. In particular, xr(t) ∈ K+ for all t ∈ R.
We know K+ ⊂ B(X+, λ+) is compact by (P4). By Lemma 2.1.5 this implies xr(t) → X+ as t → ∞.
Therefore, xr(t) endpoint tracks the stable path (s, X(s)) regardless of r > 0, so there is no R-tipping. 
Example 2.2.4. Suppose Λ ∈ P(λ−, λ+) gives rise to the paths in Figure 2.5. Let (s, X(s)) be the stable path
that is defined for all s-values. For each value of s, let K(s) be the closed interval between the two red curves.
Based on what is shown in the figure, {K(s)} satisfies the requirements in Definition 2.2.2, which shows
that (s, X(s)) is forward inflowing stable. The set K = ∪s∈R(s,K(s)) forms a “tube” around the stable path
(s, X(s)) that is forward invariant under (1.4). As shown in Theorem 2.2.3, the pullback attractor to X− is
always contained in K. There can be no R-tipping away from X− for this reason.
In general, forward basin stability and forward inflowing stability are conditions that are independent of
each other. The path in Example 2.2.4 is not forward basin stable but is forward inflowing stable. Hence,
forward inflowing stability does not imply forward basin stability. Likewise, forward basin stability does
not necessarily imply forward inflowing stability. To see why not, observe Figure 2.6. There is a stable path
(s, X(s)) and an unstable path (s,Y(s)) satisfying X− = Y+. Although (s, X(s)) is forward basin stable, it is not
forward inflowing stable, since X− is on the boundary of B(X+, λ+). Any possible choice of K− must contain
a neighborhood of X−. Since K− ⊂ K+, K+ cannot be fully contained in B(X+, λ+).
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Figure 2.5: (s, X(s)) is forward inflowing stable but not forward basin stable.
Figure 2.6: (s, X(s)) is forward basin stable but not forward inflowing stable.
Note that in multi-dimensional systems forward basin stability cannot imply forward inflowing stability,
as forward inflowing stability prevents R-tipping, but forward basin stability does not.
2.3 Monotone Systems
We will now focus our attention on rate-induced tipping in a special class of systems called monotone
systems. The benefit of monotone systems is that their extra structure enables us in Proposition 2.3.2 to prove
when rate-induced tipping can happen without having to calculate the basins of attraction of the equilibria
(which can be chaotic in systems of dimension 3 or more, such as in Lorenz ‘63–see [9]). Likewise, in
Proposition 2.3.3 we will be able to prove when rate-induced tipping cannot happen, since inflowing stability
is easier to determine in these systems.
In the context of functions from R to R, monotonicity refers to the preserving (or the reversing) of the
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ordering on the real numbers. To extend this notion to systems of dimension higher than 1, we need to define
an ordering on multi-dimensional spaces. We will use the following partial ordering on R`:
Suppose x = (x1, . . . , x`), y = (y1, . . . , y`) ∈ R`. Then
x ≤ y ⇐⇒ xi ≤ yi for all i
x < y ⇐⇒ x ≤ y and x , y
x  y ⇐⇒ xi < yi for all i.
If K, L ⊂ R` are sets, we will write K  L to mean x  y for all x ∈ K and y ∈ L. Furthermore, a set K is
p-convex if for every x, y ∈ K satisfying x ≤ y, the line segment joining them also belongs to K.
Intuitively, a monotone system is a dynamical system that preserves this partial ordering. More specifically,
a system of the form (1.1) is monotone if x ·λ t ≤ y ·λ t whenever x ≤ y ∈ R` and t ≥ 0. Section 3 of [17]







f1(x1, . . . , x`)
· · ·
f`(x1, . . . , x`)

is monotone if and only if
∂ fi
∂x j
≥ 0 ∀i , j. (2.9)
We begin by proving a lemma about forward invariant sets in monotone systems which we will use later
to prove a result about R-tipping in monotone systems:
Lemma 2.3.1. Suppose (1.1) is a monotone system and U is p-convex. For any p ∈ U, define K1(p) = {x ∈
U : x ≤ p} and K2(p) = {x ∈ U : x ≥ p}. If fi(p, λ) < 0 ( fi(p, λ) > 0) for all i, then the vector field f points
into K1 (K2) on the boundary of K1 (K2), so K1 (K2) is forward invariant.
Proof. Since (1.1) is monotone and U is p-convex, we know that ∂ fi∂x j ≥ 0 for all i , j.
The result is trivial if ` = 1, so we will assume ` ≥ 2. We will prove the statement for K2; the proof for
K1 is similar.




Figure 2.7: If Z(s) is chosen as in Proposition 2.3.2, then the box K2(Z(s)) (shown in gray) has the flow of
(1.1) with λ = Λ(s) pointing in on all sides along its boundary.
of K2. The line l through y and p can be parametrized by τ as
l(τ) = ((y1 − p1)τ + p1, (y2 − p2)τ + p2, . . . , (y` − p`)τ + p`),
so l(0) = p and l(1) = y. We need to show that ẋi > 0 at y, or fi(l(1), λ) > 0, for all i such that yi = pi. We
know that fi(l(0), λ) > 0, so it will suffice if ∂∂τ fi(l(τ), λ) ≥ 0. This is indeed the case because
∂
∂τ












(l(τ), λ) · (y1 − p1, y2 − p2, . . . , y` − p`)
≥ 0
because each ∂ fi∂x j (l(τ), λ)(y j − p j) ≥ 0. 
Using Lemma 2.3.1 we can establish the following result about when there will be R-tipping in monotone
systems:
Proposition 2.3.2. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) and an unstable path (s,Y(s))
in (1.3), and suppose (1.1) is a monotone system on U (U is p-convex) for each λ. Suppose for all s
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(including in the limits) Dx f (Y(s),Λ(s)) has a positive eigenvalue whose associated eigenvector has all
positive components.
1. If X(s)  Y(s) (resp. Y(s)  X(s)) for all s ∈ R, including in the limits as s → ±∞, and there
are u < v such that Y(v)  X(u) (resp. X(u)  Y(v)), then there is a parameter shift Λ̃ (a time-
reparameterization of Λ) such that there is R-tipping away from X− for this Λ̃ for some r > 0.
2. If X(s)  Y(s) (resp. Y(s)  X(s)) for all s ∈ R, including in the limits as s → ±∞, and Y+  X−
(resp. X−  Y+), then there will be R-tipping away from X− for this Λ for all sufficiently large r > 0.
Proof. We will prove statement 1. The proof of statement 2 is similar but does not require any time-
reparameterization of Λ. Suppose X(s)  Y(s) for all s ∈ R including in the limits and that Y(v)  X(u). Let
xr(t) denote the pullback attractor to X−.
Let ‖ · ‖ be any vector norm on R`, and pick ε > 0 such that {Y(v)}  Bε(X(u)). By Lemma 2.3 of [6],
there is an r0 > 0 such that for all 0 < r < r0, ‖xr(s/r) − X(s)‖ < ε/2 for all s ∈ R.
For any s ∈ R, since Dx f (Y(s),Λ(s)) has a positive real eigenvalue with an eigenvector that has all positive
components, by the Stable Manifold Theorem (see [24]) there is a point Z(s) such that {Y(s)}  {Z(s)·Λ(s) t}t≤0
and fi(Z(s),Λ(s)) > 0 for all i. Then define K2(Z(s)) = {x ∈ U : x ≥ Z(s)}. By Lemma 2.3.1, the vector field
f (x,Λ(s)) is pointing in on all sides along the boundary of K2(Z(s)). See Figure 2.7 for an illustration.
Because Z(s) can be chosen to be arbitrarily close to Y(s), we may also assume that that Z(v) satisfies
{Z(v)}  Bε(X(u)) and that Z(s) varies continuously in s.
Because the system converges as s→ ∞, there is an S 0 > v such that the flow of the autonomous system
(1.1) with λ = Λ(s) points in along the boundary of K2(Z(S 0)) for every s ≥ S 0 and X+ < K2(Z(S 0)). Then
K2(Z(S 0)) × [S 0,∞) is forward invariant under the flow of (1.4) for any r > 0. Additionally, we can choose
r1 > 0 sufficiently small so that ⋃
s∈[v,S 0]
(s,K2(Z(s)))
is forward invariant under the flow of (1.4). Now fix r ∈ (0,min{r0, r1}).
As in the proof of Theorem 2.1.6, we can construct a reparametrization
Λ̃(s) := Λ(σ(s))
using a smooth monotonic increasing σ ∈ C2(R,R) that increases rapidly from σ(s) = u to σ(s) = v but
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increases slowly otherwise. In particular, for any M > 1 and η > 0 we choose a smooth monotonic function
σ(s) that satisfies (2.4).
Let x̃r(t) denote the pullback attractor to X− with parameter shift Λ̃. By construction, we know that
x̃r(u/r) ∈ Bε/2(X(u)). By choosing M > 1 sufficiently large and η > 0 sufficiently small, we can guarantee
that x̃r(v/r) ∈ Bε(X(u)) ⊂ K2(Z(v)). This implies that x̃r(t) ∈ K2(Z(S 0)) for all sufficiently large t and
therefore x̃r(t) 6→ X+ as t → ∞. 
The power of Proposition 2.3.2 is in being able to determine when R-tipping will happen without having
to know exactly where the basins of attraction are. Since the systems in question are monotone, it suffices to
check the relative positions of different equilibria. In this sense, checking for the possibility of R-tipping in
monotone systems is much like looking for R-tipping in 1-dimensional systems because in 1 dimension, the
basins of attraction are completely determined by the positions of the equilibria. (And in fact all 1-dimensional
systems are monotone.)
This next proposition can be used to show when there will not be R-tipping in a monotone system by
comparing positions of equilibria:
Proposition 2.3.3. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) and an unstable path (s,Y(s))
in (1.3), and suppose (1.1) is a monotone system on U (U is p-convex) for each λ. Suppose for all s
(including in the limits) Dx f (Y(s),Λ(s)) has a positive eigenvalue whose associated eigenvector has all
positive components. Let xr(t) be the pullback attractor to X−. If
X(s1)  Y(s2) (resp. Y(s2)  X(s1))
for all s1 ≤ s2 (including in the limits as s1 → −∞ and s2 → ∞) then there exists a Z+ ∈ U such that
xr(t) ≤ Z+  Y+ (Y+  Z+ ≤ xr(t)) for all t ∈ R.
Proof. We will assume that X(s1)  Y(s2) for all s1 ≤ s2 and prove the corresponding result. The proof of
the other result is similar.
Because each Dx f (Y(s),Λ(s)) has a positive real eigenvalue whose associated eigenvector has all positive
components, by the Stable Manifold Theorem there is a Z(s)  Y(s) such that Z(s) ·Λ(s) t → Y(s) as t → −∞
and fi(Z(s),Λ(s)) < 0 for all i. By changing Z(s) if necessary, we also can guarantee that X(s)  Z(s)  Y(s)
for all s ∈ R, including in the limits, and that Z(s1) ≤ Z(s2) for all s1 ≤ s2.
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Now define K(s) = {x ∈ U : x ≤ Z(s)} for all s, including in the limits. Then the {K(s)} satisfy all
the conditions in Definition 2.2.2 except they are not compact, and we do not know that K+ ⊂ B(X+, λ+).
Nevertheless, arguments like those in Theorem 2.2.3 show that the pullback attractor xr(t) to X− must satisfy
xr(t) ∈ K+ and hence xr(t) ≤ Z+  Y+ for all t ∈ R. 
Notice that in Proposition 2.3.3 we cannot conclude that rate-induced tipping does not happen at all; it
is possible that the parameter change in system (1.4) may cause rate-induced tipping to happen away from
X− in another direction. But given a particular monotone system, one could perhaps apply Proposition 2.3.3
multiple times to conclude that no rate-induced tipping is possible for a given parameter change.
Proposition 2.3.3 significantly simplifies the conditions for showing that a system will not have R-tipping.
In general, our strategy is to establish that a path is forward inflowing stable, which can be quite difficult,
but when the system in question is monotone, it suffices to check the relative positions of the equilibria.
Once again, this makes checking for R-tipping in monotone systems similar to checking for R-tipping in
1-dimensional systems because it reduces to comparing the positions of equilibria.
The earth-climate models studied in Chapters 3 and 4 are both monotone systems. See Section 3.4 in
particular for an example of tipping in a monotone system that applies our results from this section.
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CHAPTER 3
Application: A Layer Model of the Greenhouse Effect1
The Earth and the Moon are about the same distance from the Sun, but the temperatures on their surfaces
are wildly different. The temperature on the surface of the Moon can be as hot as 127◦C on the sunlit side
and as cold as −173◦C in the shade (see [33]), for an average of about −46◦C. Although the temperatures on
Earth also vary with day and night, they do not swing to these extremes and average about 15◦C (see [23]),
significantly warmer than the Moon. What accounts for this great difference? The Earth has an atmosphere
and the Moon does not.
Earth’s atmosphere acts as a blanket, absorbing and emitting radiation in a process known as the
greenhouse effect. It blocks some of the Sun’s rays to moderate temperatures during the day and traps heat
radiating from the ground to keep the Earth warm at night. Overall, the Earth’s average temperature is higher
than it would be without an atmosphere. The greenhouse effect tends to be seen as bad for the part it plays in
global warming, but fundamentally it is a good thing, since it regulates temperatures on the Earth to make it
inhabitable.
Our layer model of the greenhouse effect is adapted from the model given in Chapter 2 of [25] and has n
layers: one for the ground and n − 1 for the atmosphere. We let x1 represent the temperature of the ground
and xi represent the temperature of the (i − 1)-st layer of atmosphere in ◦K, so each xi > 0.
For simplicity we do not consider the effect of convection on the temperature distribution of the atmosphere
but restrict our attention to radiation transfer. The transfer of radiation starts when shortwave radiation from
the Sun reaches the Earth. (Shortwave radiation does not interact much with greenhouse gases, so for our
purposes, we will assume that the atmosphere does not absorb the shortwave radiation.) However, not all of
this radiation is absorbed by the Earth; some of it is reflected back into space. The fraction that is reflected
back is called the albedo. Generally, parts of the Earth’s surface that are colder, like snow and ice, have higher
1This chapter is an extension of an article in The College Mathematics Journal. The original citation is as follows: C. Kiers. The


















Figure 3.1: The transfer of radiation in the nonleaky greenhouse model
albedo (≈ 0.8) than warmer surfaces, like land and ocean (≈ 0.06). The remaining fraction of radiation is
absorbed by the Earth. We will let g(x1) represent this amount of shortwave radiation absorbed by the ground
as a function of temperature, where g is continuous, positive, and nondecreasing.
The ground then emits longwave radiation upward. Since it acts like a blackbody (a perfect absorber
and emitter of radiation), the amount it emits is σx41 W m
−2, where σ ≈ 5.67 × 10−8 W m−2 K−4 is the
Stefan-Boltzmann constant (see Chapter 2 of [25]). The atmospheric layers absorb the longwave radiation
coming from above and below and emit longwave radiation both upward and downward as well (the i-th layer
emits σx4i W m
−2). For now we assume that all layers are nonleaky in the sense that radiation emitted by one
layer is fully absorbed by the adjacent layers. (In Section 3.3 we will look at a more generalized version of
the model in which atmospheric layers do not fully absorb longwave radiation.) Figure 3.1 shows the transfer
of radiation between the ground and layers of atmosphere as described above.
Putting this all together, we get a system of ODEs that describes how the temperatures of the layers
change over time:
ẋ1 = g(x1) − σx41 + σx
4
2















where (ẋ) = ddt . Here the phase space is R
n
+ = {x = (x1, . . . , xn) : xi > 0 ∀i}. Setting x = (x1, . . . , xn), we may
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write (3.1) as
ẋ = f (x)
where
f (x1, . . . , xn) =




















Note that (3.1) is a monotone system.
Define h : R+ → R by




and let h+, h0, and h− denote the subsets of the positive real line where h is positive, zero, and negative,
respectively. Any equilibrium of this system corresponds to a state in which the temperatures of the layers do
not change over time. Setting the right sides of (3.1) equal to 0 and solving, we get that any equilibrium of
(3.1) must be of the form











where c ∈ h0. In particular, the number fixed points of (3.1) are in one-to-one correspondence with the zeros
of h.
The number and stability of equilibria in (3.1) will be determined by the exact nature of the function
g, which we will explore in further detail. In Section 3.1, we will show that when g is constant there is a
globally attracting equilibrium. Then in Section 3.2, we will allow g to vary with x1. Depending on g, there
may still be a unique globally attracting equilibrium, or there may be two attractors, a “warm” and a “cold”
equilibrium with a saddle equilibrium in between. In Section 3.3, we will analyze the leaky greenhouse
model and show that it has similar dynamics to the nonleaky model. Lastly, we will look at the possibility of
rate-induced tipping in the greenhouse system in Section 3.4. As we will show, if there are three equilibrium
values and the Earth starts near one stable equilibrium, it is possible to change albedo at a quick enough rate
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that the Earth “tips” to the other stable equilibrium. Whether or not tipping can happen depends on how
albedo changes and where the resulting equilibria live in space.
3.1 Constant Albedo
We begin by assuming that g(x1) ≡ k is a positive constant (that is, that albedo is the same, regardless of




σ . Therefore, there is a unique equilibrium
p =















of (3.1). To determine the stability of p, we look at the derivative matrix









−n3/4 (n − 1)3/4 0 · · · 0 0
n3/4 −2(n − 1)3/4 (n − 2)3/4 · · · 0 0
0 (n − 1)3/4 −2(n − 2)3/4 · · · 0 0







0 0 0 · · · −2(2)3/4 1
0 0 0 · · · 23/4 −2

P is a real tridiagonal matrix with positive entries on the sub- and super-diagonals. By [18], this implies
that P (and hence D f (p)) is similar to a Hermitian matrix. Therefore, D f (p) is diagonalizable and has all
real eigenvalues.
To analyze the stability of p, we need to know the signs of the eigenvalues of D f (p). This turns out to be
a difficult question since we are interested in doing this for all n ∈ N. However, we can rule out the possibility
of a zero eigenvalue by showing that P is invertible.
To this end, write P = [v1 v2 · · · vn], so vi is the i-th column vector of P. Choose d1, . . . , dn ∈ R such that
d1v1 + · · · + dnvn = 0.
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By looking at the last entry of each vector, we get
23/4dn−1 − 2dn = 0
dn−1 = 21/4dn.
From looking at the second-to-last entry in each vector, we have
33/4dn−2 − 2(2)3/4dn−1 + dn = 0
33/4dn−2 − 4dn + dn = 0
dn−2 = 31/4dn.
It follows by induction that di = (n − i + 1)1/4dn for all i ∈ {1, . . . , n}. In particular, d1 = n1/4dn and
d2 = (n − 1)1/4dn. So, from the first entry in each column, we get the relation
−n3/4d1 + (n − 1)3/4d2 = 0
−ndn + (n − 1)dn = 0
−dn = 0.
Thus, d1 = · · · = dn = 0, proving that P (and hence D f (p)) is invertible. Therefore p is a hyperbolic fixed
point.
In calculating the eigenvalues of P for small values of n, we find that they are all negative, indicating
that p is an attracting fixed point. We would like to establish that this is true regardless of the number of
atmospheric layers and find the basin of attraction of p. In order to do this, we will build a continuum of
n-dimensional boxes around p such that the flow of (3.1) moves in along the boundary of every box. We will
use this to show that p is in fact a globally attracting equilibrium.
The following result helps us define these n-dimensional boxes containing p:
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i−1, for all i ∈ {3, . . . , n}
(3.4)

























i−2, for all i ∈ {3, . . . , n}
(3.5)
Then ai < bi for each i, and we can define the closed box
Ka,b = ⊕ni=1[ai, bi].
It follows that p ∈ Ka,b and for any x ∈ ∂Ka,b, f (x) points into Int Ka,b.




σ , we can find a2, . . . , an > 0 to satisfy (3.4). Pick












so a2 may be chosen. Assuming we have picked a1, . . . , ai for some i ≥ 2 according to (3.4),
a4i <
n − i + 1







n − i + 1
a4i ,
so ai+1 may be chosen. Therefore, a1, . . . , an can be found to satisfy (3.4).
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σ , we can find b2, . . . , bn > 0 to satisfy (3.5). If a = (a1, . . . , an) and
b = (b1, . . . , bn) satisfy (3.4) and (3.5), respectively, it is easy to check that p ∈ Ka,b.
Next we show for each i ∈ {1, . . . , n} that if x ∈ Ka,b and xi = ai, then ẋi > 0.





ẋ1 = k − σa41 + σx
4
2

























ẋn = σx4n−1 − 2σa
4
n




In a similar way, if x ∈ Ka,b and xi = bi, then ẋi < 0. Therefore, if x ∈ ∂Ka,b, f (x) points into Int Ka,b. 
See Figure 3.2 for an illustration of one such Ka,b when n = 2.
Notice that if a = (a1, . . . , an) satisfies (3.4), then a/s = (a1/s, . . . , an/s) also satisfies (3.4) for any s ≥ 1.
Likewise, if b = (b1, . . . , bn) satisfies (3.5), then sb = (sb1, . . . , sbn) also satisfies (3.5) if s ≥ 1. Therefore,
every x ∈ Rn+ is contained in the interior of some forward invariant Ka,b, and hence every trajectory is bounded
in forward time.
Note also that the upper bounds on a = (a1, . . . , an) in (3.4) and the lower bounds on b = (b1, . . . , bn) in









Figure 3.2: A box Ka,b, as defined in Proposition 3.1.1.
close to p so that Ka,b ⊂ Bε(p).
Putting these ideas together we have:
Proposition 3.1.2. If g(x1) ≡ k is constant, then
p =















is a globally attracting equilibrium.
Proof. We will show that ω(x) = {p} for all x ∈ Rn+. Fix x ∈ R
n
+. Assume for the sake of contradiction that
p < ω(x). Then given a norm ‖ · ‖ on Rn+ there is some ε > 0 such that ‖x · t − p‖ ≥ ε for all t ≥ 0. Pick a
and b satisfying (3.4) and (3.5), respectively, such that Ka,b ⊂ Bε(p). The forward trajectory of x is bounded,
so ω(x) is nonempty and compact, and ‖ω(x) − p‖ ≥ ε. Also, for some s > 1, ω(x) ∩ Ka/s,sb , ∅. Let
s0 = inf{s > 1 : ω(x) ∩ Ka/s,sb , ∅}. Since ω(x) and Ka/s,sb are both compact, s0 is actually a minimum, and
s0 > 1 because ω(x) ∩ Ka,b = ∅. Let y ∈ ω(x) ∩ Ka/s0,s0b. Since s0 is the smallest s-value to give a nonempty
intersection, y ∈ ∂Ka/s0,s0b. Therefore, f (y) points into Int Ka/s0,s0b. This means that there is a T > 0 such
that y ·T ∈ Int Ka/s0,s0b, so there is some s < s0 such that y ·T ∈ Ka/s,sb. However, y ·T ∈ ω(x) since y ∈ ω(x).
This implies that ω(x) ∩ Ka/s,sb , ∅ for some s < s0, which contradicts the definition of s0. Therefore, we
must have that p ∈ ω(x).






Figure 3.3: If n = 2, any point x , p in R2+ is on the boundary of some box Ka,b, and the trajectory through x
moves through smaller and smaller nested boxes toward p.
(3.4) and (3.5) such that Ka,b ⊂ Bδ/2(p). Since p ∈ ω(x), there is some t0 > 0 such that x · t0 ∈ Ka,b, since
Ka,b contains a neighborhood of p. But Ka,b is forward invariant, so this means that x · t ∈ Ka,b ⊂ Bδ/2(p) for
all t ≥ t0. Hence, {x · t}t≥t0 stays bounded away from q, which means that q < ω(x). This is a contradiction.
Thus, we conclude that ω(x) = {p} for every x ∈ Rn+. 
See Figure 3.3 for an illustration of how a trajectory starting at some x moves into smaller and smaller
nested boxes toward p when n = 2.
3.2 Nonconstant Albedo
In the last section, we showed that there is one globally attracting equilibrium if albedo is constant.
However, it is more realistic to think of albedo as a function of temperature, so here we will look at what
happens to solutions of (3.1) when we allow albedo to depend on the temperature of the ground. For g(x1),
we follow the example of [31] and use










where 0 ≤ ã < b̃, x∗ ∈ R, and x0 > 0. As we will see, different choices of these parameter values will lead to
different dynamics in the system.
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Figure 3.4: The graphs of y = g(x1) (yellow) and y = σn x
4
1 (blue) may intersect at one, two, or three positive
x1-values.
As stated in the introduction of this chapter, the equilibria of (3.1) are points of the form
p =











where c ∈ h0. Depending on the number of layers n and the parameter values for g, we can get one, two, or
three equilibria, as shown in Figure 3.4.
The case of two equilibria can be viewed as a bifurcation as the system passes from having one equilibrium
to three, or vice versa. For our analysis, we will focus on the behavior of the system when there is one
equilibrium or when there are three. Specifically, when there is one equilibrium, we would like to know if it
is globally attracting, as in the case with constant albedo. And when there are three equilibria, what is the
stability of each fixed point? We get an idea of what the behavior of the system might be when n = 1 (this is
known as the bare rock model, where there is no atmosphere):
ẋ1 = g(x1) − σx41.
If there are three equilibria here, it is clear from looking at the sign of g′(x1) − 4σx31 that the two outer fixed
points are attracting, while the fixed point between them is not. Does this still hold when there are an arbitrary
number of layers of atmosphere?
To answer these questions, we try to obtain similar results to those in Section 3.1. To start, we look at the















, which has the form












3/4 (n − 1)3/4 0 · · · 0 0
n3/4 −2(n − 1)3/4 (n − 2)3/4 · · · 0 0
0 (n − 1)3/4 −2(n − 2)3/4 · · · 0 0







0 0 0 · · · −2(2)3/4 1
0 0 0 · · · 23/4 −2

(3.8)
Similar arguments to those in Section 3.1 show that D f (p) is diagonalizable and has all real eigenvalues.
Furthermore, D f (p) is invertible, provided we make the following assumption:
(A1) If c ∈ h0 and h changes signs at c, then h′(c) , 0.
This is a reasonable assumption if there are one or three fixed points; see Figure 3.4.
We can also find forward invariant boxes around some of the fixed points, similar to those in Section 2.




















i−1, for all i ∈ {3, . . . , n}
(3.9)






















i−2, for all i ∈ {3, . . . , n}
(3.10)
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If a1 < b1, then ai < bi for each i, and we can define the closed box
Ka,b = ⊕ni=1[ai, bi],
and for any x ∈ ∂Ka,b, f (x) points into Int Ka,b.
The proof of Proposition 3.2.1 is similar to the proof of Proposition 3.1.1.















. Then h+ = (0, c),
h0 = {c}, and h− = (c,∞), and any Ka,b described above will contain p in its interior. Unfortunately, it is not
necessarily true that if a and b ∈ Rn+ satisfy (3.9) and (3.10) then a/s and sb satisfy (3.9) and (3.10) for all
s ≥ 1. However, given some box Ka,b, we can still find a way to continuously grow all sides of the box so
that the resulting continuum of boxes satisfy (3.9) and (3.10).
Suppose we start with a = (a1, . . . , an) ∈ Rn+ which satisfies (3.9). Choose any continuous decreasing
function ã1 : [1,∞)→ h+ such that ã1(1) = a1 and lims→∞ ã1(s) = 0. Then choose any continuous decreasing
function ã2 : [1,∞) → R with ã2(1) = a2 so that ã1(s), ã2(s) satisfy (3.9) for all s ∈ [1,∞). It follows that
lims→∞ ã2(s) = 0 by the Squeeze Theorem. Continuing this process, we can find continuous decreasing
functions ãi : [1,∞) → R such that ã(s) = (ã1(s), . . . , ãn(s)) satisfies (3.9) for all s ≥ 1, ãi(1) = ai, and
lims→∞ ãi(s) = 0 for all i.
Likewise, given b = (b1, . . . , bn) ∈ Rn+, we can find continuous increasing functions b̃i : [1,∞)→ R such
that b̃(s) = (b̃1(s), . . . , b̃n(s)) satisfies (3.10) for all s ≥ 1, b̃i(1) = bi, and lims→∞ b̃i(s) = ∞ for all i. This
gives us a continuum of boxes Kã(s),b̃(s) whose union is all of R
n
+. Therefore, once again, we can conclude
that every forward trajectory is bounded.
Moreover, the upper bounds on a = (a1, . . . , an) in (3.9) and the lower bounds on b = (b1, . . . , bn) in
(3.10) are exactly the coordinates of the equilibrium p. So for any ε > 0, we can pick some a and b sufficiently
close to p so that Ka,b ⊂ Bε(p).
Similar arguments to those used in Proposition 3.1.2 show that when p is a unique equilibrium, it is a
global attractor, even when g is not constant.
Now let us consider the case when (3.1) has three fixed points:
pi =












for i = 1, 2, 3 and c1 < c2 < c3. Then h+ = (0, c1) ∪ (c2, c3), h0 = {c1, c2, c3}, and h− = (c1, c2) ∪ (c3,∞).
There exists a continuum of forward invariant boxes Ka,b around p1 whose union is the open n-dimensional
box with 0 and p2 in opposite corners:
M1 = ⊕ni=1
0, 4√n − i + 1n c2
 .
Arguments similar to those used above and in Section 3.1 show that p1 is attracting and contains M1 in its
basin of attraction.
Likewise, p3 is attracting and contains
M3 = ⊕ni=1
 4√n − i + 1n c2,∞

in its basin of attraction.
The middle fixed point p2 cannot be attracting, as there are points arbitrarily close to p2 that converge to
p1 or p3. We claim that p2 has exactly one repelling direction and n − 1 attracting directions. We need to
make the following reasonable assumption:
(A2) If c1 < c2 < c3 ∈ h0, then either there is a unique ξ ∈ (c1, c2) for which h′(ξ) = 0 or there is a unique
η ∈ (c2, c3) for which h′(η) = 0.
It follows that ξ (resp. η) is the only value in (c1, c2) (resp. (c2, c3)) at which Pn(·) (from (3.8)) has a zero
eigenvalue. Moreover, it can be checked that whenever 0 is an eigenvalue of Pn(·), it is a simple eigenvalue.
Therefore, as eigenvalues change continuously with the entries of the matrix, Pn(c2) can have at most one
positive eigenvalue. Therefore, D f (p2) has one positive eigenvalue since p2 is not attracting. All other
eigenvalues are negative. Hence, p2 has a one-dimensional unstable manifold which points into the basins of
attraction for p1 and p3. This is composed of two heteroclinic orbits, from p2 to p1 and p3. See Figure 3.5
for an example of the phase space when there are 3 equilibria and n = 2.
Since p1 and p3 are both attracting, these equilibrium states are realistically attainable. Allowing for the
fact that any physical process is a little bit noisy, p2 is not an attainable equilibrium state because any point
that’s not exactly at the equilibrium will move away from it. For obvious reasons, we will refer to p1 as the
“cold” Earth and p3 as the “warm” Earth when we discuss possibilities of rate-induced tipping in Section 3.4.
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Figure 3.5: When n = 2, ã = 34, b̃ = 307, x∗ = 270, and x0 = 30, there are three equilibria. The stable



















Figure 3.6: The transfer of radiation between the Earth and atmosphere in the leaky greenhouse model when
n = 3 and ε ∈ (0, 1].
3.3 Leaky Atmosphere
Now that we have analyzed (3.1), we generalize the system to allow the layer of the atmosphere to be
“leaky,” so only a fraction ε ∈ (0, 1] of longwave radiation is absorbed by the atmospheric layers. In (3.1) (the
special case of the leaky model when ε = 1), the temperature of a particular layer was only affected by its
current temperature and temperatures of the layers adjacent to it. In this more general version of the model,
the temperature of every layer affects the temperature of every other layer. For the case n = 3, Chapter 2 of
[25] gives an explanation of how radiation is exchanged between the layers; see Figure 3.6 for an illustration.
We will consider an n-dimensional layer model with “leaky” atmospheric layers, where n ≥ 2 (if n = 1,
there is no atmosphere):
ẋ = σAnx4 (3.11)
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where x4 = (x41, . . . , x
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− 1 if i = j = 1
−2ε if i = j , 1
ε(1 − ε)|i− j|−1 if 1 = i < j or 1 = j < i
ε2(1 − ε)|i− j|−1 otherwise.





− 1 ε ε(1 − ε) ε(1 − ε)2 · · · ε(1 − ε)n−2
ε −2ε ε2 ε2(1 − ε) · · · ε2(1 − ε)n−3
ε(1 − ε) ε2 −2ε ε2 · · · ε2(1 − ε)n−4







ε(1 − ε)n−2 ε2(1 − ε)n−3 ε2(1 − ε)n−4 ε2(1 − ε)n−5 · · · −2ε

.
Here xi, σ, and g are defined the same as before. For ease of notation, we will write
f̃ (x) =

g(x1) − σx41 + εσx
4
2 + ε(1 − ε)σx
4





2σx43 + · · · + ε
2(1 − ε)n−3σx4n
ε(1 − ε)σx41 + ε
2σx42 − 2εσx
4
3 + · · · + ε
2(1 − ε)n−4σx4n
...
ε(1 − ε)n−2σx41 + ε
2(1 − ε)n−3σx42 + ε
2(1 − ε)n−4σx43 + · · · − 2εσx
4
n
so (3.11) is equivalent to
ẋ = f̃ (x).
Note that (3.11) is a monotone system.
As we will demonstrate, many all of the results given in Sections 3.1 and 3.2 generalize nicely for system
(3.11). In particular, generically there will be one or three equilibria; when there is one, it is a global attractor,
and when there are three, we have bistability.
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Define h̃ : R+ → R by
h̃(x1) = g(x1) −
σ(2 − ε)
2 + (n − 2)ε
x41
as the generalization of h defined in (3.2), and let h̃+, h̃0, and h̃− be the subsets of the positive real line where
h̃ is positive, zero, and negative, respectively. Then the equilibria of (3.11) correspond to the zeros of h̃:




1 + (n − 2)ε
2 + (n − 2)ε
c, 4
√
1 + (n − 3)ε
2 + (n − 2)ε
c, · · · , 4
√
1
2 + (n − 2)ε
c

where c ∈ h̃0.
Because of the complicated nature of (3.11), it is not at all obvious that the equilibria have the form
described in Proposition 3.3.1. We will give a rigorous proof, but it requires careful use of some combinatorial
facts, given below and in Lemmas 3.3.2, 3.3.3, and 3.3.4. The proof of Proposition 3.3.1 will be given
afterwards.




























and for any n ≥ 0,
n∑
j=0
(1 − ε) j(1 + (n − j)ε) = n + 1. (3.14)
Putting these together, we have the following identity:




(1 − ε)i−3− j(1 + (n − 2 − j)ε) = 2 + (n − i)ε − (1 − ε)i−2(2 + (n − 2)ε) (3.15)
Proof. To show that (3.15) holds, we will show that the coefficients on each power of ε are equal.
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By checking we see that the constant term on both sides of (3.15) is 0, and the coefficient on ε on both




























(n − i + j + 1).












, by (3.12) .




















































































Therefore, (3.15) holds. 
We use the identity from Lemma 3.3.2 to show how to write the following function two different ways:
Lemma 3.3.3. Define F̃(x) = (2 + (n − 2)ε, 1 + (n − 2)ε, 1 + (n − 3)ε, . . . , 1 + ε, 1) · f̃ (x). Then F̃(x) =
(2 + (n − 2)ε)g(x1) − σ(2 − ε)x41.
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Proof. First, the coefficient on g(x1) in F̃(x) is 2 + (n − 2)ε. The coefficient on x41 is
− σ(2 + (n − 2)ε) + εσ
n−2∑
i=0
(1 − ε)i(1 + (n − 2 − i)ε)
= − σ(2 + (n − 2)ε) + εσ(n − 1), by (3.14)
= − σ(2 − ε).
The coefficient on x4i for i ≥ 2 is
εσ(1 − ε)i−2(2 + (n − 2)ε) + ε2σ
i−3∑
j=0
(1 − ε)i−3− j(1 + (n − 2 − j)ε)
− 2εσ(1 + (n − i)ε) + ε2σ
n−(i+1)∑
j=0
(1 − ε) j(1 + (n − (i + 1) − j)ε)
= εσ(1 − ε)i−2(2 + (n − 2)ε) + ε2σ
i−3∑
j=0
(1 − ε)i−3− j(1 + (n − 2 − j)ε)
− 2εσ(1 + (n − i)ε) + ε2σ(n − i), by (3.14)
= εσ
[
(1 − ε)i−2(2 + (n − 2)ε) + 2 + (n − i)ε − (1 − ε)i−2(2 + (n − 2)ε)
−2(1 + (n − i)ε) + ε(n − i)] , by Lemma 3.3.2
= 0.
Therefore, F̃(x) = (2 + (n − 2)ε)g(x1) − σ(2 − ε)x41. 
Any fixed point of (3.11) corresponds to an element in the kernel of An. Determining the kernel of An is
difficult, so as a first step we find the kernel of Bn, which is the matrix consisting of the last n − 1 rows of An.
Lemma 3.3.4. ker Bn = Span{y}, where y = (2 + (n − 2)ε, 1 + (n − 2)ε, 1 + (n − 3)ε, . . . , 1 + ε, 1).
Proof. To see why y ∈ ker Bn, write
Bny = z,
where z = (z2, . . . , zn). Each zi is 1σ times the coefficient on x
4
i in the function F̃(x), as defined in Lemma
3.3.3. Therefore, z2 = · · · = zn = 0. Hence y ∈ ker Bn.
To show dim ker Bn = 1, we will induct on n. When n = 2, B2 = (ε − 2ε). Its rank is 1, so by the
rank-nullity theorem, dim ker B2 = 1.
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Now, suppose dim ker Bk = 1 for some k ≥ 2, and let v = (v1, . . . , vk+1) ∈ ker Bk+1. Then ṽ =
((1 − ε)v1 + εv2, v3, . . . , vk+1) ∈ ker Bk. Since dim ker Bk = 1, there is some u = (u1, . . . , uk) for which
ker Bk = Span{u}, so ṽ = cu for some c ∈ R. This implies that v =
(
v1, 1ε (cu1 − (1 − ε)v1), cu2, . . . , cuk
)
.






(du1 − (1 − ε)w1), du2, . . . , duk
)
for some d ∈ R. If c = d = 0, then v = w. Otherwise, suppose without loss of generality that d , 0. Then
v − cd w =
(
v1 − cd w1,
1
ε (1 − ε)(
c
d w1 − v1), 0, . . . , 0
)
∈ ker Bk+1 as well. By taking the inner product of v − cd w
with the first row of Bk+1 and setting it equal to zero, we get








which implies that v1 = cd w1 since 2 , ε. Therefore, v =
c
d w. So, if two vectors are in the kernel of Bk+1,
then one is a multiple of the other. Since the kernel of Bk+1 is nontrivial, this implies dim ker Bk+1 = 1. 
At last we are ready to prove Proposition 3.3.1:
Proof of Proposition 3.3.1. A point p is a fixed point of (3.11) if and only if ẋi = 0 at p for all i. By Lemma




1 + (n − 2)ε
2 + (n − 2)ε
c, 4
√
1 + (n − 3)ε
2 + (n − 2)ε
c, . . . , 4
√
1
2 + (n − 2)ε
c
 .
Plugging this in to the equation for ẋ1 and setting it equal to 0, we get
0 = ẋ1 = g(c) − σc4 +
εσ
2 + (n − 2)ε
n−2∑
i=0
(1 − ε)i(1 + (n − i − 2)ε)
 c4
= g(c) − σc4 +
εσ(n − 1)
2 + (n − 2)ε
c4, by (3.14)
= h̃(c),
which is what we wanted to show. 




1 have similar shapes to those graphs in Figure 3.4, so there may be one,
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two, or three equilibria of (3.11). We generalize assumptions (A1) and (A2):
(A3) If c ∈ h̃0 and h̃ changes signs at c, then h̃′(c) , 0.
(A4) If c1 < c2 < c3 ∈ h̃0, then either there is a unique ξ ∈ (c1, c2) for which h̃′(ξ) = 0 or there is a unique
η ∈ (c2, c3) for which h̃′(η) = 0.
As with (3.1), the derivative matrices for equilibria of (3.11) have some desirable properties:















is an equilibrium of (3.11), then
D f̃ (p) is similar to a real symmetric matrix and therefore is diagonalizable and has all real eigenvalues.
Furthermore, zero is an eigenvalues of D f̃ (p) if and only if h̃′(c) = 0.
Proof. If p is an equilibrium of (3.11), then
D f̃ (p) =
4σc3






4σc3 − (2 + (n − 2)ε)
3/4 ε(1 + (n − 2)ε)3/4 · · · ε(1 − ε)n−2
ε(2 + (n − 2)ε)3/4 −2ε(1 + (n − 2)ε)3/4 · · · ε2(1 − ε)n−3





ε(1 − ε)n−2(2 + (n − 2)ε)3/4 ε2(1 − ε)n−3(1 + (n − 2)ε)3/4 · · · −2ε

So, it suffices to show that Pn(c) is similar to a symmetric matrix. Define Q = diag(q1, q2, . . . , qn), where





long as i and j are not both equal to 1,





. Since An is symmetric, so is Pn(c).
Furthermore,
Pn(c) = ÃnQ2,
where Ãn differs from An only in the upper-left entry. Now, 0 is an eigenvalue of D f̃ (p) if and only if 0 is an
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eigenvalue of Pn(c). Since Q does not have 0 as an eigenvalue, this is true if and only if 0 is an eigenvalue of
Ãn.
Let v = (v1, . . . , vn) be a nonzero vector satisfying Ãnv = 0. Since the last n − 1 rows of Ãn form Bn, by
Lemma 3.3.4, v is a multiple of y = (2 + (n − 2)ε, 1 + (n − 2)ε, 1 + (n − 3)ε, . . . , 1 + ε, 1). By dotting the first







(2 + (n − 2)ε) + ε
n−2∑
j=0
(1 − ε) j(1 + (n − 2 − j)ε)
=
g′(c)(2 + (n − 2)ε)
4σc3
− 2 − (n − 2)ε + ε(n − 1), by (3.14)
=
g′(c)(2 + (n − 2)ε)
4σc3
− (2 − ε)
=
h̃′(c)(2 + (n − 2)ε)
4σc3
This holds if and only if h̃′(c) = 0. Therefore, 0 is an eigenvalue of Ãn if and only if h̃′(c) = 0. 
We have forward invariant boxes analogous to the Ka,bs from Section 3.2, but in this general case, their
bounds are much more complicated. We use the following functions si, ti to help define them:
For i ∈ {2, . . . , n}, define functions si, ti : Ri−1+ → R by




σ(2−ε) if i = 2
−ε(1 − ε)i−3a41 − ε
2(1 − ε)i−4a42 − · · · − ε
2a4i−2 + (1 + ε)a
4




−(1 − ε)n−3a41 − ε(1 − ε)






if i = n
ti(a1, . . . , ai−1) =
1 + (n − i)ε
2 + (n − i)ε
(
(1 − ε)i−2a41 + ε(1 − ε)




































For n ≥ 3, suppose a = (a1, . . . , an) ∈ Rn+ satisfies

a1 ∈ h̃+
si(a1, . . . , ai−1) < a4i < ti(a1, . . . , ai−1), for each i ∈ {2, . . . , n}
(3.16)
and b = (b1, . . . , bn) ∈ Rn+ satisfies

b1 ∈ h̃−
ti(b1, . . . , bi−1) < b4i < si(b1, . . . , bi−1), for each i ∈ {2, . . . , n}
(3.17)
If a1 < b1, then ai < bi for each i, and we can define the closed box
K̃a,b = ⊕ni=1[ai, bi],
and for any point x ∈ ∂K̃a,b, f̃ (x) points into Int K̃a,b.
The case when n = 2 is straightforward to check. The proof for n ≥ 3 requires some detailed bookkeeping,
so we establish Lemmas 3.3.7 and 3.3.8 first and present the proof afterward.
Lemma 3.3.7. Define γn,1 : Rn−1 → R by
γn,1(x1, . . . , xn−1) = g(x1) −
[









(1 − ε) − (1 − ε)2n−7
]
σx43 + · · · + ε
[





ε(1 − ε)n−3 + 2(1 − ε)n−2
]
σx4n−1.
Suppose a = (a1, . . . , an) ∈ Rn+ satisfies (3.16). Then γn,1(a1, . . . , an−1) > 0 for all n ≥ 3. Suppose
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b = (b1, . . . , bn) ∈ Rn+ satisfies (3.17). Then γn,1(b1, . . . , bn−1) < 0 for all n ≥ 3.
Proof. To prove the first statement, show γ3,1(a1, a2) > 0 and γn+1,1(a1, . . . , an) > γn,1(a1, . . . , an−1) for all
n ≥ 3. The proof of the second statement is similar. 
Lemma 3.3.8. For i ∈ {2, . . . , n − 1}, define γn,i : Rn−1 → R by
γn,i(x1, . . . , xn−1) = ε(1 − ε)i−2
[





1 − (1 − ε)2n−2i−2
]
σx42
+ · · · + ε2
[









1 − (1 − ε)2n−2i−4
]
σx4i+1 + · · · + ε
2(1 − ε)n−i−3
[
1 − (1 − ε)2
]
σxn−2
+ ε(1 − ε)n−i−2 [2 − ε]σx4n−1.
If a = (a1, . . . , an) ∈ Rn+ satisfies (3.16), then γn,i(a1, . . . , an−1) ≥ 0. If b = (b1, . . . , bn) ∈ R
n
+ satisfies (3.17),
then γn,i(b1, . . . , bn−1) ≤ 0.
Proof. To prove the first statement, fix i and that show γi+1,i(a1, . . . , ai) ≥ 0 and γn+1,i(a1, . . . , an) >
γn,i(a1, . . . , an−1) for all n ≥ i + 1. The proof of the second statement is similar. 
Now we are ready to prove Proposition 3.3.6:
Proof of Proposition 3.3.6. Notice that the numbers a1, . . . , an can always be chosen to satisfy (3.16) by first





1 + (n − 2)ε
2 + (n − 2)ε
a41,
which follows from the fact that a1 ∈ h̃+. Then, assuming we have picked a1, . . . , ai−1 for i ∈ {2, . . . , n}, we
can pick ai if
si(a1, . . . , ai−1) < ti(a1, . . . , ai−1),
which follows from the fact that
a4i−1 < ti−1(a1, . . . , ai−2).
Therefore, the numbers a1, . . . , an can be found to satisfy (3.16).
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Likewise, numbers b1, . . . , bn can be chosen to satisfy (3.17) by choosing b1, then choosing b2, etc, and
one can check that the upper bounds on the bis are positive. Therefore, the numbers b1, . . . , bn can be found
to satisfy (3.17).
We want to show for each i ∈ {1, . . . , n} that if x ∈ Ka,b and xi = ai, then ẋi > 0. In what follows we
assume that x ∈ Ka,b.
If x1 = a1, then
ẋ1 = g(a1) − σa41 + εσx
4
2 + · · · + ε(1 − ε)
n−2σx4n
> g(a1) − σa41 + εσa
4
2 + · · · + ε(1 − ε)
n−2σa4n
Using the fact that εa4n > −(1 − ε)
n−3a41 − ε(1 − ε)




n−1, we conclude that ẋ1 >
γn,1(a1, . . . , an−1) > 0, by Lemma 3.3.7.
If xi = ai for i ∈ {2, . . . , n − 1}, then
ẋi = ε(1 − ε)i−2σx41 + ε




+ ε2σx4i+1 + · · · + ε
2(1 − ε)n−(i+1)σx4n
> ε(1 − ε)i−2σa41 + ε




+ ε2σa4i+1 + · · · + ε
2(1 − ε)n−(i+1)σa4n
Using the fact that εa4n > −(1 − ε)
n−3a41 − ε(1 − ε)




n−1, we conclude that ẋi >
γn,i(a1, . . . , an−1) ≥ 0, by Lemma 3.3.8.
If xn = an, then
ẋn = ε(1 − ε)n−2σx41 + ε




> ε(1 − ε)n−2σa41 + ε




> ε(1 − ε)n−2σa41 + ε




(1 − ε)n−2a41 + ε(1 − ε)





In a similar way, it can be shown that when xi = bi, ẋi < 0. 
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Because the forward invariant boxes K̃a,b for (3.11) are so similar to the forward invariant boxes Ka,b for
(3.1), many of the same conclusions about the system apply. In particular, when (3.11) has one equilibrium,
this equilibrium is a global attractor. When (3.11) has three equilibria, two are attracting, and the third is
a saddle point with an (n − 1)-dimensional stable manifold and a 1-dimensional unstable manifold. The
unstable manifold for the saddle point consists of two heteroclinic orbits, each one converging to an attracting
equilibrium.
3.4 Rate-induced Tipping in the Greenhouse Model
In this section we explore the possibility of rate-induced tipping from a warm Earth to a cold Earth or
vice versa in the bistable greenhouse model by varying the albedo. Such a tipping event corresponds to the
Earth moving in and out of a “Snowball Earth” state, where the Earth is completely covered in ice. For the
sake of simplicity, we will focus on the nonleaky model (3.1), although similar results can be obtained using
the leaky model (3.11) as well. To begin our analysis we must rewrite (3.1) in a form such that the parameters
can vary with time. For this, we redefine g : R2 → R so that it depends on some parameter λ ∈ R:










where ã, b̃, x∗, and x0 are functions of λ satisfying 0 ≤ ã(λ) < b̃(λ), x∗(λ) ∈ R, and x0(λ) > 0. We also
redefine f : Rn+1 → Rn as
f (x1, . . . , xn, λ) =



















Note that the system
ẋ = f (x, λ) (3.18)
is equivalent to (3.1). We want to allow λ = Λ(rt) to vary in time at rate r > 0, giving us the nonautonomous
system
ẋ = f (x,Λ(rt)).
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We can rewrite this as an autonomous system by introducing the variable s = rt:
ṡ = r
ẋ = f (x,Λ(s)).
(3.19)
Since we are interested in causing tipping between warm and cold equilibria, we will consider examples
where (3.18) has three equilibria for all values of λ = Λ(rt). If (3.18) has three equilibria, they have the form
pi =











where i ∈ {1, 2, 3} and c1 < c2 < c3. As shown in Section 3.2, p1,3 are attractors, and p2 is a saddle point.
By replacing the constant λ with the parameter shift Λ, we get paths (s, p1(s)), (s, p2(s)), and (s, p3(s)). Let
pi± = lims→±∞ pi(s). Let ci(s), ci± denote the first coordinates of pi(s), pi±, respectively.
Since (3.18) is monotone, we can apply Propositions 2.3.2 and 2.3.3 to this system. The only thing that
needs to be checked is that the eigenvector associated with the positive eigenvalue of D f (p2) has all positive
components. But indeed that is the case because the heteroclinic orbits from p2 to p1 and p3 are tangent
to this eigenvector at p2 and are contained in M1 and M3 as defined in Section 3.1. Therefore, we have the
following result about the possibility of R-tipping in system (3.19):
Proposition 3.4.1. Suppose Λ ∈ P(λ−, λ+) gives rise to paths (s, pi(s)), i ∈ {1, 2, 3}, in (3.19). Let pi± =
lims→±∞ pi(s), and let ci(s) denote the first coordinate of pi(s).
1. If there exist s1 < s2 such that
c1(s1) > c2(s2) (resp. c3(s1) < c2(s2))
then there is a parameter shift Λ̃ (a time-reparameterization of Λ) such that there is R-tipping from
p1− to p3+ (resp. from p3− to p1+) for this Λ̃ for some r > 0.
2. If, for all s1 < s2 (including in the limit as s1 → −∞ or s2 → ∞),
c1(s1) < c2(s2) (resp. c3(s1) > c2(s2))
then (s, p1(s)) (resp. (s, p3(s))) is forward inflowing stable and there cannot be R-tipping away from
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p1− (resp. p3−) for this Λ.
Notice that Proposition 3.4.1 gives a nearly exhaustive description of whether a given parameter change
will lead to R-tipping or not for (3.19). The only cases left out are boundary cases when, for instance, c3(s1)
is equal to, but never greater than, c2(s2) for some s1 < s2.
Proof. Statement 1 is a consequence of Proposition 2.3.2. The proof of statement 2 requires more work. We
will show that there can be no R-tipping away from p1− if
c1(s1) < c2(s2)
for all s1 < s2. The proof of the corresponding statement is similar.
Let r > 0 and let xr(t) be the pullback attractor to p1−. Choose some positive a1 < inf s∈R {c1(s)}. Then




for all values of s (including in the limits as s → ±∞), and therefore we can find a = (a1, . . . , an) ∈ Rn+ to
satisfy (3.9).
Since c1(s1) < c2(s2) for all s1 < s2, we can define some increasing function b1 : R → R satisfying





for all values of s (including in the limits as s → ±∞), and therefore we can find b(s) = (b1(s), . . . , bn(s))
composed of increasing functions bi : R→ R which satisfy (3.10) for all values of s.
If we set K(s) = ⊕ni=1[ai, bi(s)], then {K(s)} satisfies the conditions of Definition 2.2.2 to show that
(s, p1(s)) is forward inflowing stable. Therefore there cannot be R-tipping away from p1− by Proposition
2.2.3. 
Let us look at a couple of specific examples to illustrate Proposition 3.4.1.
Example 3.4.2. First we give an example of rate-induced tipping in (3.19) away from p1− when n = 2. We
choose Λ(s) = 12 (1 + tanh
111(s)), so again λ− = 0 and λ+ = 1. The reason we choose this equation for Λ is
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because Λ increases sharply, then flattens out, then increases sharply again. This corresponds to a fast, then
slow, then fast change in albedo.
This time we let the parameters of g depend quadratically on λ (see Figure 3.7 for the dependence of
these parameters on s):
ã(λ) = 4(200 − 90)(λ − 0.5)2 + 90
b̃(λ) = 4(422 − 322)(λ − 0.5)2 + 322
x∗(λ) = 4(330 − 280)(λ − 0.5)2 + 280
x0(λ) = 10
so that g is the same function for λ = 0 = 1 but is different for middle values of λ:



















These two curves, along with the graph of y = σ2 x
4
1 are shown in Figure 3.8. Notice that the cold
equilibrium when λ = 0 is larger than the saddle equilibrium when λ = 0.5. For intermediate values of
r > 0, the pullback attractor to p1− does not move much in the x-directions at first because the velocity in the
s-direction dominates the flow. So, although the pullback attractor starts near the cold equilibrium, it shoots
nearly straight up, and around s = 0 it finds itself on the other side of the saddle equilibrium. Since Λ flattens
out near s = 0, the change in albedo slows down, and the pullback attractor feels the pull of (s, p3(s)) and
moves in this direction for a while. Then Λ increases rapidly again, but by this time the pullback attractor is
tracking the warm equilibrium, and it converges to p3+.
Figure 3.9 shows the pullback attractor xr(t) to p1− in system (3.19) when r = 1 and r = 3. When r = 1,
the pullback attractor tracks the stable path, and when r = 3, the pullback attractor tips to the other stable
path.
Example 3.4.3. Next we give an example when n = 2 of a parameter change that does not admit any
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Figure 3.7: The parameters of g as functions of s in Example 3.4.2.










Figure 3.8: In Example 3.4.2, c1− ≈ 289 (the smallest intersection point of the blue and red curves) is greater
than c2(0) ≈ 276 (the middle intersection point of the blue and yellow curves), so we can expect R-tipping






























Figure 3.9: The black, red, and green curves represent p1(s), p2(s), and p3(s), respectively. The pullback
attractor to p1− is shown in blue, according to Example 3.4.2. When r = 1, the pullback attractor endpoint
tracks the cold path, but when r = 3, it tips to the warm path.





so λ− = 0 and λ+ = 1.
We will let the parameters in g depend on λ linearly in the following way:
ã(λ) = 100(1 − λ) + 150λ
b̃(λ) = 322(1 − λ) + 372λ
x∗(λ) = 290(1 − λ) + 300λ
x0(λ) = 20(1 − λ) + 10λ
so that g changes from




















These two curves, along with the graph of y = σ2 x
4
1 are shown in Figure 3.11. For all values of
λ ∈ [0, 1] there are three fixed points in (3.18). Because of how we have chosen the parameter change,
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Figure 3.10: The parameters of g as functions of s in Example 3.4.3.
c1(s1) < c2(s2) < c3(s1) for all s1 < s2 including in the infinite limits, so by part 2 of Proposition 3.4.1 there
cannot be R-tipping away from either p1− or p3−.
Figure 3.12 shows the pullback attractors to p3− and p3− in system (3.19) when r = 10. As expected,
both solutions endpoint tracks their respective paths.
Therefore, we conclude that rate-induced tipping is possible in the greenhouse system. A quick change in
albedo could, in theory, cause the Earth to move from being near a warm equilibrium to a cold equilibrium,
or vice-versa. As the albedo changes, the possible equilibrium states of the Earth change as well, and the
relative positions of these equilibrium states determines whether or not tipping is possible.
It is also worth keeping in mind that it is possible for the Earth to “tip” from a warm Earth to a cold Earth
without the temperatures of the Earth and atmosphere changing much at all. It could be that, once the albedo
changes, the resulting cold Earth is approximately the same temperature as the original warm Earth. What
tipping indicates here is not necessarily a large change in temperature (although it could mean that), but rather
a change in whether the Earth is at the warmest possible equilibrium or the coldest for the given albedo.
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Figure 3.12: The black, red, and green curves represent p1(s), p2(s), and p3(s), respectively. The pullback
attractor to p1− is shown in cyan and the pullback attractor to p3− is shown in blue, according to Example
3.4.3 when r = 10. As expected, both pullback attractors endpoint tracks their paths because by part 2 of
Proposition 3.4.1 there can be no R-tipping.
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CHAPTER 4
Application: The FAST Tropical Cyclone Model
In this chapter, we will analyze a 2-dimensional dynamical systems model of a tropical cyclone, as
presented in [11]. This model was created for the purpose of assessing long-term tropical cyclone risk, not
for making predictions about specific storms next year. As such, it is extremely simple, with its only variables
being surface circular wind speed (in m/s) and a nondimensional inner core moisture variable ranging from
0 to 1. Since it is only 2-dimensional, some basic analysis will suffice to describe its global structure. As
we will see, for some parameter values there will be only one fixed point at the origin, corresponding to
a stable “no storm” state. For other parameter values there are two additional fixed points, one of which
represents a stable “storm” state. We will use the phrase tropical cyclone or storm rather than hurricane
because wind speeds must be above a certain threshold for a tropical cyclone to be a hurricane (see Table
4.1), and sometimes the model will produce storms that are only tropical depressions or tropical storms, and
we do not care to differentiate between these for our purposes. At the end of this chapter, we will explore
possibilities of rate-induced tipping in the tropical cyclone model. As we will see, a storm cannot be created
through rate-induced tipping alone (without any noise in the system), but theoretically a storm could die.
Category Wind Speed (in m/s)
Tropical Depression ≤ 17
Tropical Storm 18 − 32
Hurricane One 33 − 42
Hurricane Two 43 − 49
Hurricane Three 50 − 57
Hurricane Four 58 − 69
Hurricane Five ≥ 70
Table 4.1: Categories of tropical cyclones based on their windspeeds, according to [2] and [3].
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Variable/Parameter Meaning Value Units
V surface circular wind speed 0 − V∗p m/s
m inner core moisture 0 − 1∗ none∗
CD surface drag coefficient 1.2 × 10−3∗ none∗
h boundary layer depth 1400∗ m∗
α ocean interaction; 1 − 0.87e−z 0 − 1∗ none∗
β 1 − ε − κ 0.57∗ none∗
Vp full potential intensity m/s
γ ε + ακ 0.33 + 0.1α∗ none∗
S 850 − 250 hPa environmental wind shear m/s
z 0.01Γ−0.4hmuT Vp/V
Γ sub-mixed layer thermal stratification 2.5 ◦K/(100 m)∗
hm ocean mixed layer depth 50 m∗
uT storm translation speed 5 m/s∗




To tropical cyclone outflow temperature
Ck surface enthalpy exchange coefficient
Lv latent heat of vaporization
q∗0 surface saturation specific humidity
Rd gas constant for dry air
Table 4.2: Definitions of variables and parameters in (4.1). Values and units with an asterisk ∗ are given in
[11]; those without an asterisk are our choice for analysis.
4.1 Analysis of the FAST Model with Fixed Parameters



















[(1 − m)V − 2.2S m]
(4.1)
where the variables and parameters are given in Table 4.2.
Some parameter values are fixed in [11] for analysis, and we are using these same values here (see Table
4.2 to see which these are). Of the remaining parameter values, some we have chosen to fix throughout this
chapter, and others we are leaving unspecified for now. Here is some justification for why we fixed the first of
these parameter values as we did:
The sub-mixed layer thermal stratification, Γ: The graph in [4] indicates that some typical temperatures at
333 m and 500 m are 20◦C and 13◦C, respectively. By linearly interpolating, this is a change of about 4.2◦C
(or ◦K) over 100 m. So, a reasonable value for Γ could be somewhere near 4.2. The exact value depends on
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the time of year, latitude, etc., so we choose a nearby value of Γ = 2.5.
The ocean mixed layer depth, hm: In Figure 5 of [8], the mixed layer depth in the northeast Atlantic is
anywhere between 10 m and 80 m in the months of August - November. As an intermediate value, we choose
hm = 50 m.
The storm translation speed uT : According to [1], the average speed of Atlantic hurricanes between
15◦ − 25◦N is 4.8 m/s (9.4 knots) and the average speed between 25◦ − 30◦N is 5.6 m/s (10.8 knots). For the
sake of picking a nice value in between, we choose uT = 5 m/s.
Plugging in these parameter values to (4.1), we get
dV
dt











= 4.3 × 10−7 [(1 − m)V − 2.2S m]
(4.2)
where
α = 1 − 0.87e−1.73Vp/V . (4.3)
As shorthand, we will write (4.2) as ddt (V,m) = f (V,m). Parameters Vp, S > 0 will be specified later. In
fact, we will eventually make these time-varying parameters that we use for exploring rate-induced tipping in
this system.
Officially, our phase space will be (0,Vp) × (0, 1) because usually ODEs are defined on an open region
and negative values for V and m do not make sense here. Notice also that we cannot simply “plug in” V = 0
to these equations because V is in the denominator of the exponent for α. However, it will be helpful to
include the boundaries where V = 0,Vp and m = 0, 1 by taking limits. Note that the limit as V → 0+ is
well-defined because limV→0+ α = 1.
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Figure 4.1: Fixed points of (4.2) must lie on the curve m = VV+2.2S .





















= −9.46 × 10−7S < 0
(4.4)
The first two inequalities are strict unless V,m = 0. If V = m = 0, both limits equal 0, and so we can treat
(V,m) = (0, 0) as a fixed point. Furthermore, the inequalities in (4.4) show that the flow is pointing in on all
sides of the closed box [0,Vp] × [0, 1] (except at the origin), and thus this box is forward invariant under the
flow.





Figure 4.1 shows the shape of this curve for different values of S . Since V cannot be negative (and hence
V , −2.2S ), there is no concern about having a 0 in the denominator. Then, setting dVdt = 0 and plugging in
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Figure 4.2: The positive zeros of (4.5) when Vp = 70 for different values of S
this expression for m in terms of V gives
0 = V2(.57αV2pV − (V + 2.2S )
3 + (.33 + .1α)V3).
If V = 0, this corresponds to the fixed point (0, 0). Otherwise, if (V,m) is a fixed point of (4.2), V must be a
zero of
p(V,Vp, S ) = .57αV2pV − (V + 2.2S )
3 + (.33 + .1α)V3. (4.5)
Figure 4.2 shows a plot of the positive zeros of (4.5) when Vp = 70 and S is allowed to vary. This bifurcation
diagram looks the same for other values of Vp. In particular, for each value of Vp, there is a unique value
of shear, S ∗(Vp) > 0, such that for all S ∈ (0, S ∗(Vp)) there are two positive zeros of (4.5), and for all
S > S ∗(Vp) there are no positive zeros of (4.5).
Similarly, Figure 4.3 shows a plot of the positive zeros of (4.5) when S = 5 and Vp is allowed to vary.
This bifurcation diagram looks the same for other values of S . In particular, for each value of S , there is a
unique value of potential intensity, V∗p(S ) > 0, such that for all Vp ∈ (0,V
∗
p(S )) there are no positive zeros of
(4.5), and for all Vp > V∗p(S ) there are two positive zeros of (4.5). Note that p(V,Vp, S ) = 0 if and only if
p(εV, εVp, εS ) = 0 for every ε > 0.
Therefore, for some values of Vp, S there is a unique fixed point at the origin, while for other values of
the parameters there are two additional fixed points, which we will refer to as (V1,m1) and (V2,m2) with
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Figure 4.3: The positive zeros of (4.5) when S = 5 for different values of Vp
V1 < V2. To determine the stability of these equilibria, we calculate the derivative matrix, D f (V,m), ignoring
a factor of 4.3 × 10−7 in every entry:





2(.57αV2p + (.33 + .1α)V
2)
1 − m −V − 2.2S
 (4.6)
(While we’re here, we note that (4.2) is a monotone system because the off-diagonal entries of (4.6) are
nonnegative.) Because of the complicated nature of the depency of the fixed point coordinates on the
parameters Vp and S , it will be difficult to analyze the stability of the non-origin fixed points using (4.6).
We will employ a different method below using forward invariant boxes. However, we can use this (4.6) to
analyze the stability of (0, 0). To determine the stability of (0, 0), we cannot simply “plug in” 0 for V and m
because V is in the denominator of the exponent on α. Instead, we need to take the limit V,m→ 0+. One can
verify using L’hopital’s Rule twice that limV→0+ α−1V2 = 0. Therefore,
lim
V,m→0+
D f (V,m) = 4.3 × 10−7
0 01 −2.2S
 . (4.7)
The matrix in (4.7) has eigenvalues −9.46 × 10−7S and 0 corresponding with eigenvectors (0, 1) and
(2.2S , 1), respectively. Therefore, (0, 0) is not a hyperbolic fixed point. It has at least one attracting direction,
but we need to do further analysis to get a more complete picture of the behavior of (4.2) near (0, 0). To that
end, we prove the following proposition, which guarantees the existence of a continuum of forward invariant
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boxes around (0, 0).
Proposition 4.1.1. Fix Vp, S > 0. If p(V,Vp, S ) has positive zeros, let V1 denote the smallest and choose







.57αV2p + (.33 + .1α)b21
(4.8)
then the box K0,b = [0, b1] × [0, b2] is forward invariant with respect to (4.2). In fact, for any x ∈ ∂K0,b, f (x)
points into Int K0,b (except at (0, 0)).








.57αV2p + (.33 + .1α)b21
,
and therefore we may choose b2 to satisfy (4.8).
As shown in (4.4), limV→0+ dVdt > 0 when m > 0 and limm→0+
dm
dt > 0 when V > 0.





























Lastly, when V ∈ [0, b1] and m = b2,
dm
dτ
= (1 − m)V − 2.2S m
= (1 − b2)V − 2.2S b2
≤ (1 − b2)b1 − 2.2S b2, where 1 − b2 > 0 because b1 < 1
< 0
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because b1b1+2.2S < b2. 
Notice that for any ε > 0, we can find a box K0,b that is contained within an ε-neighborhood of (0, 0) by
choosing b1 sufficiently small. As in Chapter 3, the existence of this continuum of forward invariant boxes
around (0, 0) guarantees that (0, 0) is attracting, in the sense that nearby solutions converge to it.
Proposition 4.1.2. Fix Vp, S > 0. If p(V,Vp, S ) has positive zeros, let V1 denote the smallest and choose




. Otherwise, choose any x ∈ [0,Vp] × [0, 1]. Then x · t → (0, 0) as t → ∞.
The proof of Proposition 4.1.2 is identical to the proof of Proposition 3.1.2. Since (0, 0) is an attracting
fixed point, we will refer to it as the “non-storm” state.
It follows that if (0, 0) is the only equilibrium of (4.2), it is globally attracting. On the other hand, if there






is the one with the smallest positive zero of (4.5) as its V-value,
then there is a heteroclinic orbit from p1 to (0, 0). In particular, this means that p1 is not attracting. We can
show that p1 is not repelling, either. Observe that (ignoring a factor of 4.3 × 10−7)
Tr D f (V,m) = −2V + 2V(.33 + .1α)m3 +
1.73Vp(α − 1)m3(.57V2p + .1V)
V2
− V − 2.2S < 0
since each term is negative, so D f (V,m) always has at least one eigenvalue with negative real part. This
means any hyperbolic fixed point is a saddle node or is attracting. Since p1 is not attracting, it must be a
saddle if it is hyperbolic. As with the fixed point at the origin, we can show that p2 is attracting by finding a
continuum of forward invariant boxes around it.
Proposition 4.1.3. Suppose Vp, S > 0 are such that p(V,Vp, S ) has two positive zeros, 0 < V1 < V2. If
a = (a1, a2) and b = (b1, b2) satisfy






























Figure 4.4: The phase space for (4.2) when Vp = 70 and S = 9. There are three fixed points: the origin, p1,
and p2. The origin and p2 are attracting, and the 1-dimensional stable manifold for p1 (in red) separates their
basins of attraction. There are heteroclinic orbits from p1 to the origin and p2, respectively (in blue). Some
other trajectories are plotted in black.
then the box Ka,b = [a1, b1] × [a2, b2] is forward invariant with respect to the flow. In fact, for any x ∈ ∂Ka,b,
f (x) points into Int Ka,b
The proof of Proposition 4.1.3 is similar to the proof of Proposition 4.1.1.
Finally, using Proposition 4.1.3 we can determine a set that is always in the basin of attraction of p2:
Proposition 4.1.4. Suppose Vp, S > 0 are such that p(V,Vp, S ) has two positive zeros, 0 < V1 < V2. If














as t → ∞.
The proof of Proposition 4.1.4 is identical to the proof of Proposition 3.1.2. Since p2 is the only attracting
fixed point not at the origin, we will refer to it as the “storm state.”
In summary, (4.2) may have one, two, or three fixed points (with two fixed points being a bifurcation
from one to three). The origin is always a nonhyperbolic fixed point that acts as an attractor. If it is the only
fixed point, it is globally attracting. If there are three fixed points, let p1 = (V1,m1) and p2 = (V2,m2) denote
the non-origin equilibria with V1 < V2. Then p1 is a saddle point, p2 is attracting, and there are heteroclinic
orbits from p1 to each of (0, 0) and p2. The stable manifold for p1 cuts the phase space into two pieces: the
basins of attraction for (0, 0) and p2, respectively. See Figure 4.4.
4.2 Rate-induced Tipping in the FAST Model
Now we consider the possibility of rate-induced tipping from the storm state to the non-storm state or
vice versa in (4.2) by allowing S and Vp to vary with time. To do this, we redefine S and Vp as functions of
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= (1 − m)V − 2.2S (Λ(s))m
(4.11)
We will generally assume the values of Vp and S are such that there are three paths: (s, (0, 0)) (stable),
(s, p1(s)) (unstable), and (s, p2(s)) (stable). Let pi± = lims→±∞ pi(s) for i = 1, 2.
Proposition 4.2.1. There can be no R-tipping away from the non-storm state (0, 0), regardless of Λ.
Proof. For all values of S and Vp, (0, 0) is a fixed point. Therefore, the pullback attractor xr(t) to (0, 0) is
xr(t) = (0, 0) for all time values. Hence, the pullback attractor always tracks this stable path, and there will
never be R-tipping away from (0, 0). 
Proposition 4.2.2. Assume that Vp ◦ Λ and S ◦ Λ are such that paths (s, p1(s)) and (s, p2(s)) exist and are
distinct for all values of s. If either Vp ◦ Λ or S ◦ Λ is nonincreasing as a function of s, there can be no
R-tipping away from the storm state, p2−.
Proof. We will prove that if either Vp ◦ Λ or S ◦ Λ is nonincreasing as a function of s, then (s, p2(s)) is
forward inflowing stable and hence there can be no R-tipping away from p2−.
First, suppose Vp ◦ Λ is nonincreasing. Write p2(s) = (V2(s),m2(s)). As demonstrated by Figure 4.2,
for each value of Vp, there is a unique value of S , call it S ∗(Vp) for which there is exactly one positive
zero of (4.5). Since p(V,Vp, S ∗(Vp)) = 0 if and only if p(εV, εVp, εS ∗(Vp)) = 0 for any ε > 0, it follows
that S ∗(εVp) = εS ∗(Vp). If we let V∗(Vp) denote the unique zero of p(V,Vp, S ∗(Vp)), then also V∗(εVp) =




m∗(εVp) = m∗(Vp) for all ε > 0, and we can call this common value m∗.
Now, we would like to find functions a1, a2 : R→ R that satisfy

V∗(Vp(Λ(s))) < a1(s) < V2(s)




for all s ∈ R. First, we need some explanation on why this is possible. To begin with, for any value of s, we
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may assume that S (Λ(s)) ∈ (0, S ∗(Vp(Λ(s)))) because we are assuming that (s, p1(s)) and (s, p2(s)) exist and
are distinct. This means that V∗(Vp(Λ(s))) < V2(s) (because the V-coordinates of the upper blue branch in
Figure 4.2 are larger than the V-coordinate where the upper blue and lower yellow branches meet). Hence,
we can pick an a1 to satisfy the first inequality. Given this,
m∗ =
V∗(Vp(Λ(s)))
V∗(Vp(Λ(s))) + 2.2S ∗(Vp(Λ(s)))
<
V∗(Vp(Λ(s)))
V∗(Vp(Λ(s))) + 2.2S (Λ(s))
<
a1(s)
a1(s) + 2.2S (Λ(s))
so we can pick a2 to satisfy the second inequality. Furthermore, we would like to enforce that a1,2 be
continuous and nonincreasing. This is possible because V∗(Vp(Λ(s))) and m∗ are both nonincreasing.











for all s. Then for each s, define K(s) = [a1(s), b1] × [a2(s), b2]. By Proposition 4.1.3, each K(s) is forward
invariant with respect to the flow (4.2) when Vp = Vp(Λ(s)) and S = S (Λ(s)). Because of the way we
have defined {K(s)}, they satisfy Definition 2.2.2 to show that (s, p2(s)) is a forward inflowing stable path.
Therefore, there can be no R-tipping away from p2−.
Next, suppose S ◦ Λ is nonincreasing. As demonstrated by Figure 4.3, for each value of S , there is a
unique value of Vp, call it V∗p(S ) for which there is exactly one positive zero of (4.5). Since p(V,V
∗
p(S ), S ) = 0
if and only if p(εV, εV∗p(S ), εS ) = 0 for any ε > 0, it follows that V
∗
p(εS ) = εV
∗
p(S ). If we let V
∗(S ) denote
the unique zero of p(V,V∗p(S ), S ), then also V
∗(εS ) = εV∗(S ). In particular, V∗ is strictly increasing as a
function of S . If we let m∗(S ) = V
∗(S )
V∗(S )+2.2S , then m
∗(εS ) = m∗(S ) for all ε > 0, and we can call this common
value m∗.
Now, we would like to find continuous nonincreasing functions a1, a2 : R→ R that satisfy

V∗(S (Λ(s))) < a1(s) < V2(s)




for all s ∈ R. The reasons for why this is possible are the same as above. Also, pick constants b1,2 to satisfy
(4.13) for all s. Then define K(s) = [a1(s), b1] × [a2(s), b2]. Once again, these sets can be used to show that
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Figure 4.5: The blue and red curves show the stable manifolds of p1− and p1+, respectively, in (4.2) when
λ = λ− (Vp = 10 and S = 1.3) and λ = λ+ (Vp = 100 and S = 13) in Example 4.2.3. Notice that p2− is below
the stable manifold of p1+ and hence in B((0, 0), λ+).
(s, p2(s)) is a forward inflowing stable path. Therefore, there can be no R-tipping away from p2−. 
However, it is possible to get R-tipping from p2− to (0, 0) if Vp and S are both allowed to increase, as this
next example demonstrates.
Example 4.2.3. To get an example of rate-induced tipping, we will employ part 2 of Theorem 2.1.6. In
particular, we want to choose Λ (and the dependence of Vp and S on Λ) in such a way that p2− ∈ B((0, 0), λ+).





Vp(λ) = 90λ + 10
S (λ) = 0.13Vp(λ)
so Vp(Λ(s)) and S (Λ(s)) are both increasing with s. The ratio between Vp(λ) and S (λ) is fixed at 0.13 to
guarantee that there are always three equilibria. (When Vp = 70 and S = 0.13 × 70 = 9.1, Figure 4.2 shows
that there are two non-origin equilibria; scaling Vp and S by the same factor does not change this.) Then
indeed p2− ∈ B((0, 0), λ+) (see Figure 4.5). This indicates by part 2 of Theorem 2.1.6 that there will R-tipping
away from p2− for sufficiently large r > 0.
Figure 4.6 shows the behavior of the pullback attractor to p2− for two different values of r. When r = 10−7,
































Figure 4.6: The black, red, and green curves correspond to the paths (s, (0, 0)), (s, p1(s)), and (s, p2(s)),
respectively, and the blue curve is the pullback attractor to p2− in Example 4.2.3. For sufficiently large values
of r, the pullback attractor tips from the storm state to the non-storm state.
In this example R-tipping happens away from the storm state to the non-storm state by increasing full
potential intensity (Vp) at a fast enough rate. When Vp is large, initial conditions on V and m must also be
sufficiently large for a solution to converge to the storm state. In the same way, when Vp increases, V and m
must also increase in order for the pullback attractor to track the storm state. If the change in Vp is sudden
enough, V and m aren’t able to keep up with the change, and the storm dies.
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CHAPTER 5
Rate-induced Tipping in Maps1
Now we will consider what it means for there to be rate-induced tipping in a discrete-time dynamical
system (map) with time-varying parameters. As we will show, one cannot simply deduce results about
R-tipping for maps from flows. To begin with, not all maps come from flows; flows are invertible while many
maps are noninvertible. Furthermore, even if a map is obtained from a flow (say, by a taking a Poincaré
section or by evaluating the flow at evenly-spaced discrete time steps), the parameter change affects the flow
and the map differently. In the flow the parameter changes constantly, while in the map the parameter is fixed
for each evaluation of the map. As a result, trajectories under the corresponding map and flow can look very
different. Since some physical processes are better modelled with maps than with flows (such as the Ikeda
map of Section 5.5), we establish the basic theory of R-tipping in maps and propose conditions for tipping in
this kind of system as an analog to Chapter 2. Some initial work was done on this in Chapter 5 of [13]; we
expand on their results.
Suppose we have a map of the form
xn+1 = f (xn, λ) (5.1)
for n ∈ Z, where xi ∈ U for U ⊂ R` open, λ ∈ Rm, and f ∈ C2(U × Rm,R`). Note that f (·, λ) need not be
invertible. We want to allow the parameter λ to vary in a continuous way from one value to another over time,







for some λ± ∈ Rm (see (1.2)). To allow the parameter to shift at different rates, we introduce the rate r > 0
1This chapter is adapted from an article in the SIAM Journal on Applied Dynamical Systems. The original citation is as follows: C.
Kiers. Rate-induced tipping in discrete-time dynamical systems. SIAM J. Appl. Dyn. Syst., 2020.
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and obtain the map
xn+1 = f (xn,Λ(rn)). (5.2)
If sn = rn, then (5.2) can be rewritten as
sn+1 = sn + r
xn+1 = f (xn,Λ(sn)).
(5.3)
We will refer to (5.1) as the autonomous map and (5.2) as the nonautonomous map. Notice that if r = 0, then
the nonautonomous map reduces to the autonomous map where λ = Λ(0).
For a square matrix M, let ρ(M) = max{|λ| : λ is an eigenvalue of M} denote the spectral radius. Then
we define a path as follows:
Definition 5.0.1. Let Λ ∈ P(λ−, λ+). Suppose that for all s ∈ R, X(s) is a fixed point of (5.1) with λ = Λ(s)
such that (s, X(s)) is a connected curve. Suppose also that this extends to the limits as s → ±∞, so
X± = lims→±∞ X(s) are equilibria of (5.1) with λ = λ±, respectively. Then (s, X(s)) is
1. a stable path if ρ(Dx f (X(s),Λ(s))) < 1 (that is, X(s) is an attracting fixed point of (5.1) with λ = Λ(s))
for all s ∈ R ∪ {±∞};
2. an unstable path if ρ(Dx f (X(s),Λ(s))) > 1 (that is, X(s) is an unstable fixed point of (5.1) with
λ = Λ(s)) for all s ∈ R ∪ {±∞}.
Paths are not trajectories of the nonautonomous map (5.2), but they are a guideline against which we can
compare trajectoies of the map. Note that paths are continuous curves, while trajectories {xn}n∈Z of (5.2) are
sequences of discrete points. In this chapter, it will be helpful to plot paths {(s, X(s))}s∈R and trajectories
{(rn, xn)}n∈Z together on the same axes. See Figure 5.1 as an illustration of the paths and a trajectory for a
certain map and parameter shift.
In Section 5.1, we prove that for every stable path (s, X(s)) there is a unique trajectory {xrn} of (5.2) that
approaches X− = lims→−∞ X(s) as n→ −∞ (Theorem 5.1.2) and that this unique trajectory is a local pullback
attractor (Proposition 5.1.4). In Section 5.2, we use geometric singular perturbation theory to show that if
r > 0 is sufficiently small, the pullback attractor to X− will approach X+ = lims→∞ X(s) as n→ ∞ (Corollary
5.2.10), which we call endpoint tracking.
70










Figure 5.1: Paths and a trajectory of (5.2), where f (x, λ) = 2(x−λ)(1+(x−λ)2)2 + λ and Λ(s) = tanh(s), as in Example
5.3.2. Both (s, X(s)) and (s,Z(s)) are stable paths (which throughout will be plotted with solid curves), while
(s,Y(s)) is an unstable path (plotted with a dashed curve). The trajectory {xn} of (5.2) with r = 0.5 and initial
condition x−10 = 1 is plotted with blue circles where s = 0.5n.
In Section 5.3, we define rate-induced tipping for maps and give some conditions under which one
can expect R-tipping to happen or not. In particular, we show that forward basin stability is an insufficient
condition to prevent R-tipping in maps of any dimension (Example 5.3.4) but that forward inflowing stability
does prevent R-tipping in maps of any dimension (Theorem 5.3.6). In Theorem 5.3.8, we show that when a
path is not forward basin stable we can expect rate-induced tipping for certain parameter shifts and values
of r, and in Theorem 5.3.9, we describe the expected tipping behavior in a map when r is sufficiently large,
which is different from the corresponding result for a flow.
Some of the conditions for R-tipping in maps are different from the conditions for R-tipping in flows, and
we highlight these differences in Section 5.4. In particular, we discuss how a map can be obtained from a flow
by evaluating at evenly-spaced time intervals, and we show in Example 5.4.1 that when a nonautonomous
flow and map are related in this way the continuous and discrete pullback attractors to a stable path need
not have the same behavior. Finally, in Section 5.5, we look at an example of rate-induced tipping in the
2-dimensional Ikeda map to highlight the fact that the results given in this chapter can be applied to significant
physical problems.
5.1 Trajectories Near the Beginning and End of a Stable Path
The goal of this section is to establish some results about the behavior of trajectories of (5.2) near the
beginning and end of a stable path (s, X(s)). We begin by showing that there is a unique trajectory {xrn} of
(5.2) that limits to X− = lims→−∞ X(s) as n→ −∞ (Theorem 5.1.2) and that this trajectory is a local pullback
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attractor (Proposition 5.1.4). The proof of Theorem 5.1.2 relies on an important lemma, which we state and
prove here first; it is the analog of Lemma 2.1.1 for maps.
Lemma 5.1.1. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X− = lims→−∞ X(s).
There is a norm ‖ · ‖x on R` where for every sufficiently small ε > 0 there exists an S > 0 such that if rN > S ,
then there is a unique trajectory {xrn} of (5.2) such that ‖x
r
n − X−‖x ≤ ε for all n ≤ −N.
Proof. Let ε > 0. For the sake of simplicity, suppose X− = 0 and λ− = 0. Since (s, X(s)) is a stable path,
ρ(A) < 1 where A := Dx f (0, 0). If we pick c ∈ (ρ(A), 1), then by Lemma 5.6.10 of [18], there is a matrix
norm ‖ · ‖ on ` × ` matrices such that ‖A‖ < c. Moreover, this is a matrix norm induced by a vector norm ‖ · ‖x
on R` (see Example 5.6.4 of [18]). Therefore,
‖Ax0‖x ≤ ‖A‖‖x0‖x < c‖x0‖x (5.4)
for all x0 ∈ R`. Since f is C2, for any x0, y0 ∈ R` we can write
f (x0, λ) − f (y0, λ) =
[∫ 1
0
Dx f (tx0 + (1 − t)y0, λ)dt
]
(x0 − y0) =: g(x0, y0, λ)(x0 − y0) (5.5)
where g is continuous and g(0, 0, 0) = A. Let ‖ · ‖λ be any norm on Rm. Then by (5.4) and (5.5) we can make
ε smaller if necessary such that ‖x0‖x, ‖y0‖x, ‖λ0‖λ ≤ ε implies
‖ f (x0, λ0) − f (y0, λ0)‖x = ‖g(x0, y0, λ0)(x0 − y0)‖x < c‖x0 − y0‖x. (5.6)
Now, let S > 0 be sufficiently large so that ‖Λ(rn)‖λ ≤ ε and ‖ f (0,Λ(rn))‖x ≤ ε(1 − c) for all rn < −S .
Fix r,N > 0 such that rN > S . Let P denote the set of sequences {xn}−Nn=−∞ such that ‖xn‖x ≤ ε for all n ≤ −N.




and define the distance between two sequences in P to be d({xn}, {yn}) := ‖{xn − yn}‖. Then P is a complete
metric space under this distance function. Define φ : P → P by
φ(. . . , x−N−2, x−N−1, x−N)
=
(




To verify that the image of P under φ is a subset of P, pick {xn} ∈ P. For any fixed n, ‖xn‖x ≤ ε. Then
‖ f (xn,Λ(rn))‖x ≤ ‖ f (xn,Λ(rn)) − f (0,Λ(rn))‖x + ‖ f (0,Λ(rn))‖x
< c‖xn‖x + ε(1 − c), by (5.6)
≤ εc + ε(1 − c)
= ε.
Thus, φ({xn}) ∈ P. A sequence in P is a fixed point under φ if and only if it is the beginning of a trajectory of
(5.2). Furthermore, φ is a contraction mapping because if {xn}, {yn} ∈ P,
d(φ({xn}), φ({yn})) = sup
n≤−N
‖ f (xn−1,Λ(r(n − 1))) − f (yn−1,Λ(r(n − 1)))‖x
< c sup
n≤−N




= c d({xn}, {yn}).
The unique fixed point of this mapping gives the only trajectory {xrn} of (5.2) that stays within an ε-
neighborhood of 0 for all n ≤ −N. 
Therefore, we can conclude
Theorem 5.1.2. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X− = lims→−∞ X(s).
For each r > 0, there is a unique trajectory {xrn} of (5.2) satisfying limn→−∞ x
r
n = X−.
Proof. Fix r > 0. Let ‖ · ‖x be the same norm on R` as used in Lemma 5.1.1, and pick ε > 0 sufficiently small
for Lemma 5.1.1. Then there is an N ∈ N and a unique trajectory {xrn} of (5.2) such that ‖x
r
n − X−‖x ≤ ε for all
n ≤ −N. Let δ ∈ (0, ε). Then there is an N1 ≥ N and a unique trajectory {yrn} of (5.2) such that ‖y
r
n − X−‖x ≤ δ
for all n ≤ −N1. Since ‖xrn − X−‖x, ‖y
r




n for all n ∈ Z.
In particular, ‖xrn − X−‖x ≤ δ for all n ≤ −N1. Since our choice of δ ∈ (0, ε) was arbitrary, limn→−∞ x
r
n = X−.
Furthermore, there cannot be another trajectory {zrn} to (5.2) satisfying limn→−∞ z
r
n = X− because that
would violate uniqueness in Lemma 5.1.1. 
Following the example of [6], we would like to use the term local pullback attractor to describe this
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unique trajectory {xrn} from Theorem 5.1.2. To justify doing this, we will show that {x
r
n} is related to the
pullback attractors defined in [21], although it is not compact and it may not be a global attractor. We
introduce the following notation to help state precisely what we mean by local pullback attractor:
Definition 5.1.3. For n1 ∈ N, let Φλ(n1, x) denote xn1 where {xn} is a trajectory to (5.1) with initial condition
x0 = x. Given a parameter shift Λ and n0 ≤ n1 ∈ Z, let Φ(n1, n0, y) denote yn1 where {yn} is a trajectory under
(5.2) with initial condition yn0 = y.
Then we have
Proposition 5.1.4. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X− = lims→−∞ X(s).
For each r > 0, the trajectory {xrn} guaranteed by Theorem 5.1.2 is a local pullback attractor, in the sense that
there exists a compact neighborhood V ⊂ R` of X− such that for all y ∈ V and n1 ∈ Z,
lim
n0→−∞
Φ(n1, n0, y) = xrn1 .
Proof. Let r > 0, and let ‖ · ‖x be the same norm on R` as used in Lemma 5.1.1. Choose ε > 0 small enough
for Lemma 5.1.1 and set V = {y : ‖y − X−‖x ≤ ε}. Then pick N ∈ N so that rN > S according to the S > 0 in
Lemma 5.1.1. Let P denote the set of sequences {xn}−Nn=−∞ such that ‖xn‖x ∈ V for all n ≤ −N, as in Lemma
5.1.1.
Pick any y ∈ V and n1 ∈ Z. Consider the element {yn} ∈ P where yn = y for all n ≤ −N. Because
φ : P → P (as defined in Lemma 5.1.1) was shown to be a contraction mapping with fixed point {xrn},
lim
k→∞
‖φk({yn}) − {xrn}‖ = 0,
where ‖ · ‖ is the same norm on sequences as in Lemma 5.1.1 and φk denotes the application of φ k times. This
is a uniform limit on the distance between two sequences, so this limit also must hold at any index n ≤ −N.
We can express this using the notation of Definition 5.1.3 as
lim
k→∞




‖Φ(n, n0, y) − xrn‖x = 0 (5.7)
74
for any n ≤ −N. If n1 ≤ −N, then this is exactly the result we want to show because we can substitute n1
for n in (5.7). Otherwise, n1 > −N. Since limn0→−∞ ‖Φ(−N, n0, y) − x
r
−N‖x = 0 by (5.7) and Φ(n1, n0, y) =
Φ(n1,−N,Φ(−N, n0, y)) for any integer n0 ≤ −N,
lim
n0→−∞
‖Φ(n1, n0, y) − xrn1‖x = limn0→−∞
‖Φ(n1,−N,Φ(−N, n0, y)) − Φ(n1,−N, xr−N)‖x = 0
by the continuity of Φ(n1,−N, ·). This is what we wanted to show. 
Based on Proposition 5.1.4, it is appropriate to refer to {xrn} as the local pullback attractor to X− or simply
the pullback attractor to X−. If it is clear which backward limit point is being referred to from context, we
may not mention X−.
Next, we state and prove an important result (Lemma 5.1.9) regarding the behavior of trajectories of (5.2)
near the end of a stable path (s, X(s)), which says roughly that trajectories {xn} close to X+ = lims→∞ X(s)
for large enough n will converge to X+. It is similar to the idea that in an autonomous map trajectories with
initial conditions close enough to an attracting fixed point will converge to the fixed point. This lemma will
be used to prove a variety of results in the remainder of the chapter, including Theorems 5.2.12, 5.3.6, and
5.3.9. The proof of Lemma 5.1.9 itself involves several steps, which we take care of in Lemmas 5.1.5, 5.1.6,
and 5.1.7 first.
In an autonomous map (5.1), the omega limit set of a point x is defined to be ω(x) = {y : Φλ(nk, x) →
y for some integers nk → ∞}. Omega limit sets have the property that if z ∈ ω(y) and y ∈ ω(x), then z ∈ ω(x)
(see Sections 4.1 and 11.1 of [28]). This first lemma states that, in a certain sense, this property holds in
nonautonomous maps like (5.2); it is the analog of Lemma 2.1.2 for maps.
Lemma 5.1.5. Let Λ ∈ P(λ−, λ+), and let r > 0 be fixed. Suppose Φλ+( jk, y)→ z for some positive integers
jk → ∞. If Φ(`k,N, x)→ y for some integers `k → ∞ and N ∈ Z, then there exist integers mk → ∞ for which
Φ(mk,N, x)→ z.
Proof. Let ‖ · ‖ denote any norm on R`. Because Φλ+( jk, y) → z, for each i ∈ N there exists some Ji ∈ N
such that ‖Φλ+( jJi , y) − z‖ <
1
i . (If i ≥ 2, choose Ji > Ji−1.) Since limn→∞Λ(rn) = λ+, for each i ∈ N there
exists some Ni > 0 and εi > 0 such that if ‖ỹ− y‖ < εi, then ‖Φ( jJi + n, n, ỹ) −Φλ+( jJi , y)‖ <
1
i for any integer
n ≥ Ni. Finally, because Φ(`k,N, x) → y, for each i ∈ N there exists some Li ∈ N such that `Li ≥ Ni and
‖Φ(`Li ,N, x) − y‖ < εi. (Again, if i ≥ 2, choose Li > Li−1.)
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Now, set mi = jJi + `Li . Then,
‖Φ(mi,N, x) − z‖ = ‖Φ( jJi + `Li ,N, x) − z‖
= ‖Φ( jJi + `Li , `Li ,Φ(`Li ,N, x)) − z‖
≤ ‖Φ( jJi + `Li , `Li ,Φ(`Li ,N, x)) − Φλ+( jJi , y)‖










Therefore, Φ(mk,N, x)→ z as k → ∞. 
Next we show that if (s, X(s)) is a stable path, then there are arbitrarily small neighborhoods around
X+ = lims→∞ X(s) that are forward invariant under (5.2) for sufficiently large n ∈ N. This is the analog of
Lemma 2.1.3 for maps.
Lemma 5.1.6. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X+ = lims→∞ X(s).
Then there is a norm ‖ · ‖x on R` such that for all sufficiently small ε > 0, there exists an S > 0 such that if
‖xN − X+‖x < ε for rN > S , then ‖Φ(n,N, xN) − X+‖x < ε for all integers n ≥ N.
Proof. Let us assume for the sake of simplicity that X+ = 0 and λ+ = 0. Since (s, X(s)) is a stable path, all
eigenvalues of A := Dx f (0, 0) have norm less than 1. If we pick c ∈ (ρ(A), 1), then, as in the proof of Lemma
5.1.1, there is a vector norm ‖ · ‖x on R` satisfying
‖Ax0‖x < c‖x0‖x
for all x0 ∈ R`. Let ‖ · ‖λ be any vector norm on Rm. Since f is C2, we can write
f (x0, λ0) = Ax0 + α(x0, λ0) + β(x0),
where ‖α(x0, λ0)‖x ≤ γ(x0, λ0)‖λ0‖λ for a positive continuous γ, and ‖β(x0)‖x ≤ δ(x0)‖x0‖x, where δ is
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positive, continuous and δ(x0)→ 0 as x0 → 0. Then we can write (5.2) as
xn+1 = Axn + α(xn,Λ(rn)) + β(xn).
Choose ε > 0 such that if ‖xn‖x < ε, then δ(xn) < 1−c2 . Then choose S > 0 such that if rN > S ,
‖Λ(rN)‖λ <
ε(1−c)
2M where M > sup‖xn‖x≤ε,λ∈[λ−,λ+] γ(xn, λ). Now, fix any r > 0 and N ∈ N such that rN > S .
If ‖xN‖x < ε,
‖xN+1‖x = ‖AxN + α(xN ,Λ(rN)) + β(xN)‖x
≤ c‖xN‖x + γ(xN ,Λ(rN))‖Λ(rN)‖λ + δ(xN)‖xN‖x













It follows by induction that ‖Φ(n,N, xN)‖x < ε for all integers n ≥ N. 
Now we prove that if (s, X(s)) is a stable path, then there is a neighborhood of X+ = lims→∞ X(s) such
that all trajectories of (5.2) with initial conditions xn in the neighborhood for large enough n converge to X+.
This is the analog of Lemma 2.1.4 for maps.
Lemma 5.1.7. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X+ = lims→∞ X(s),
and let ‖ · ‖x be the norm on R` from Lemma 5.1.6. Then for all sufficiently small ε > 0 there exists an S > 0
such that if ‖xN − X+‖x < ε for rN > S , then limn→∞Φ(n,N, xN) = X+.
The proof of Lemma 5.1.7 uses the following notation:
Definition 5.1.8. Let x ∈ R` be an attracting fixed point of (5.1) for a given value of λ. Then B(x, λ) is the
basin of attraction for x in map (5.1). That is,
B(x, λ) =
{
y ∈ R` : lim
n→∞
Φλ(n, y) = x
}
.
Proof of Lemma 5.1.7. Pick an ε > 0 sufficiently small for Lemma 5.1.6. Make ε smaller if necessary so that
Bε(X+) := {y ∈ R` : ‖y − X+‖x < ε} ⊂ B(X+, λ+). Then by Lemma 5.1.6, there exists an S > 0 such that if
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xN ∈ Bε(X+) for rN > S , then Φ(n,N, xN) ∈ Bε(X+) for all integers n ≥ N.
Now fix r > 0 and choose an xN ∈ Bε(X+). Since Bε(X+) is compact, there is some sequence of
integers nk → ∞ and y ∈ Bε(X+) such that limnk→∞Φ(nk,N, xN) → y. Also y ∈ B(X+, λ+) by assump-
tion, so limn→∞Φλ+(n, y) = X+. Therefore, by Lemma 5.1.5, there exist integers mk → ∞ such that
limmk→∞Φ(mk,N, xN) = X+.
Now pick any δ ∈ (0, ε). Then by Lemma 5.1.6, there exists some S δ > 0 such that if xM ∈ Bδ(X+) for
rM > S δ, then Φ(n,M, xM) ∈ Bδ(X+) for all integers n ≥ M. By the previous paragraph, there is an mk >
S δ
r
such that Φ(mk,N, xN) ∈ Bδ(X+). Therefore, Φ(n,N, xN) ∈ Bδ(X+) for all integers n ≥ mk.
Since δ can be chosen arbitrarily small, limn→∞Φ(n,N, xN) = X+. 
Finally, we are ready to prove Lemma 5.1.9, which is the analog of Lemma 2.1.5 for maps:
Lemma 5.1.9. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X+ = lims→∞ X(s),
and let K ⊂ B(X+, λ+) be compact. Then there exists an S > 0 such that if xN ∈ K for rN > S , then
limn→∞Φ(n,N, xN) = X+.
Proof. Let ‖ · ‖x be the norm on R` from Lemma 5.1.7. By Lemma 5.1.7, for all sufficiently small ε > 0 there
exists an S 1 > 0 such that if ‖xN−X+‖x < ε for rN > S 1, then limn→∞Φ(n,N, xN) = X+. Since K ⊂ B(X+, λ+)
is compact, there is some N0 > 0 such that ‖Φλ+(n, y) − X+‖x < ε/2 for any y ∈ K and integer n ≥ N0. Also,
there is some S 2 > 0 such that if xN ∈ K for rN > S 2, then ‖Φ(N + N0,N, xN) − Φλ+(N0, xN)‖x < ε/2.
Take S = max{S 1, S 2}. Fix r > 0 and pick xN ∈ K for N > S/r. Then
‖Φ(N + N0,N, xN) − X+‖x ≤ ‖Φ(N + N0,N, xN) − Φλ+(N0, xN)‖x
+ ‖Φλ+(N0, xN) − X+‖x
< ε/2 + ε/2
= ε
Therefore, limn→∞Φ(n,N, xN) = X+ by Lemma 5.1.7. 
5.2 Endpoint Tracking for Small Rates
As shown in Section 5.1, if (5.2) has a stable path (s, X(s)) with X± = lims→±∞ X(s), the pullback attractor
{xrn} to X− is the unique trajectory of (5.2) that approaches X− as n → −∞. When we eventually define
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rate-induced tipping (Definition 5.3.1), we will be looking at the behavior of {xrn} as n→ ∞. In particular, we
want to know whether limn→∞ xrn = X+ or not:
Definition 5.2.1. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X± = lims→±∞ X(s).
Let {xrn} be the pullback attractor to X−. If limn→∞ x
r
n = X+, then the pullback attractor endpoint tracks the
path (s, X(s)).
Our goal in this section is to establish that the pullback attractor will endpoint track the path as long as
r > 0 is sufficiently small; in particular, we can force the pullback attractor to stay as close to the path as
desired by choosing r small. This result is similar to Fenichel’s Theorem for the perturbation of invariant
manifolds (see Theorem 1 of [12]). Unfortunately, we cannot rely on the classic result for what we want to
show here for two reasons: we are working with a map (which is not necessarily a diffeomorphism) and the
stable path is not compact. This second issue is not terribly important, since others [10] have proven a version
of Fenichel’s Theorem for certain noncompact manifolds, but the fact that our map could be noninvertible
remains the main obstacle. Nevertheless, we can prove our result using similar methods to the proof of
Fenichel’s Theorem (for example, see Chapter 2 of [22]) using the fact that we have extra information about
the shape of our manifold and the type of perturbation being applied to our map.
To be precise, we want to prove
Theorem 5.2.2. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2). Let ‖ · ‖ denote the
standard Euclidean norm on R` and let ε > 0. When r > 0 is small enough, there is a trajectory {yn} of (5.2)
such that ‖yn − X(rn)‖ ≤ ε for all n ∈ Z.
As long as ε is chosen small enough, this trajectory {yn} must be the pullback attractor to X− =
lims→−∞ X(s) since it is the only trajectory that stays within an ε-neighborhood of X− as n → −∞. To
prove Theorem 5.2.2, it will be easier to work with (5.3) than (5.2). We will find a trajectory of (5.3)
satisfying the conditions of Theorem 5.2.2 and show that it corresponds to a trajectory of (5.2).
Our plan for the proof of Theorem 5.2.2 is as follows: In Lemmas 5.2.3 to 5.2.8 and Corollary 5.2.4 we
prove some necessary bounds on the functions of interest. (Standard proofs of Fenichel’s Theorem [12, 22]
establish analogs to these results for one value of n ∈ N, but we will need to establish these bounds for
all n ∈ {N,N + 1, . . . ,N(N + 1)} for some N ∈ N. Standard proofs also usually introduce concepts like
generalized Lyapunov-type numbers and coordinate charts for the invariant manifold, but we can bypass these
altogether because of the specific form of our map and manifold (stable path).)
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M
Figure 5.2: Every point of M is an attracting fixed point under F0. Sets of the form {s = s0} are invariant
under F0 since the s-coordinate does not change.
Then we introduce the graph transform map, which acts on curves close to the stable path (s, X(s)). The
graph transform would not necessarily be well-defined for any perturbation of a noninvertible map, but
the specific kind of perturbation we consider here will guarantee that the graph transform is well-defined.
We prove that the graph transform is a contraction mapping and hence that there is a unique curve close
to (s, X(s)) which is invariant under (5.3). From this curve we will be able to construct the trajectory {yn}
mentioned in Theorem 5.2.2.
We begin with some setup and notation. Let M = {(s, X(s)) : s ∈ R} denote the stable path. Define
Fr : R`+1 → R`+1 by
Fr(s, x) = (s + r, f (x,Λ(s)))
so that (5.3) can be written as (sn+1, xn+1) = Fr(sn, xn). Notice that M is invariant under the map F0 (when
r = 0); see Figure 5.2. We will think of Fr (for r > 0) as a perturbation of F0 and look for an invariant
manifold under Fr that is close to M. This manifold will give us a trajectory of (5.3) close to the stable path.
For notational convenience, define
Bn(s) = [Dx f (X(s),Λ(s))]n.
We can write this alternatively as Bn(s) = Dx f n(X(s),Λ(s)) by the Chain Rule (where f n(x, λ) denotes the
application of f (·, λ) to x n times), since X(s) is a fixed point of f (·,Λ(s)).
For the remainder of this section, let ‖ · ‖ denote the standard Euclidean norm for vectors as well as the
induced norm for matrices; dimensions should be made clear from context. Then we have the following
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lemma, similar to the Uniformity Lemma of [22]:
Lemma 5.2.3. There are constants κ > 0 and c ∈ (0, 1) such that
‖Bn(s)‖ < κcn
for every s ∈ R and n ∈ N.
Proof. Since (s, X(s)) is a stable path, there is some c ∈ (0, 1) satisfying
ρ(Dx f (X(s),Λ(s))) < c
for all s ∈ R ∪ {±∞} (where ρ denotes the spectral radius). By Gelfand’s formula (Corollary 5.6.14 of [18]),
lim
n→∞
‖Bn(s)‖1/n = ρ(Dx f (X(s),Λ(s)) < c.
We do not know a priori that this limit is uniform in s; this is what we want to show.
For each s, there exists an N(s) ∈ N such that ‖BN(s)(s)‖ < cN(s). By the continuity of BN(s), there is a
neighborhood U(s) of s such that for all s′ ∈ U(s),
‖BN(s)(s′)‖ < cN(s).






Note that the supremum must be finite because Bb(s) approaches constant matrices as s→ ±∞.
Pick s ∈ R and find si such that s ∈ U(si). Then pick any n ∈ N and write n = aN(si) + b, where a, b ∈ Z
and 0 ≤ b < N(si). Then
Bn(s) = BaN(si)+b(s) = [BN(si)(s)]
aBb(s).














which is what we wanted to show. 
We can immediately conclude
Corollary 5.2.4. There exists an N ∈ N such that ‖Bn(s)‖ < 14 for all s ∈ R and n ≥ N.
Define a small closed neighborhood around M by
Nε = {(s, x) : s ∈ R, ‖x − X(s)‖ ≤ ε}.
See Figure 5.3 for an illustration.




Lemma 5.2.5. For the N in Corollary 5.2.4 and for ε > 0 small enough, Fn0 : Nε → Nε/3 for all n ∈
{N,N + 1, . . . ,N(N + 1)}.
Proof. Note that Fn0(s, x) = (s, f
n(x,Λ(s))), so we just need to ensure that if ‖x−X(s)‖ ≤ ε, then ‖ f n(x,Λ(s))−
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X(s)‖ ≤ ε/3 for the desired values of n. If ε > 0 is sufficiently small,











for all (s, x) ∈ Nε and n ∈ {N,N + 1, . . . ,N(N + 1)}. So,








for all (s, x) ∈ Nε and n ∈ {N,N + 1, . . . ,N(N + 1)}, which is what we wanted to prove. 
Define π : R`+1 → R` to be the projection onto the last ` coordinates, so π(s, x) = x. Then π ◦ Fnr :
R`+1 → R`, and if Dx denotes the derivative with respect to the last ` coordinates, then Dx[π ◦ Fnr ] is an ` × `
matrix.
The next lemma guarantees that Fn0 and F
n
r (as well as their derivatives) must be close near M as long as
r > 0 is small.
Lemma 5.2.6. Let K be a neighborhood of M that is uniformly bounded in the x-directions. Then
sup
(s,x)∈K
‖Fn0(s, x) − F
n
r (s, x)‖, sup
(s,x)∈K
‖Dx[π ◦ Fn0](s, x) − Dx[π ◦ F
n
r ](s, x)‖ = o(r),
as long as Fi0(s, x) and F
i
r(s, x) remain in K for all i ≤ n − 1.
Proof. Let η be a Lipschitz constant for F0 and Dx[π ◦ F0] on K (which exists because F0 is C2, K is
uniformly bounded in the x-directions, and F0 approaches (s, x) 7→ (s, f (x, λ±)) as s→ ±∞).
Let n ∈ N and (s, x) ∈ K . We will use induction to show that ‖Fn0(s, x) − F
n
r (s, x)‖ ≤ r
∑n−1
i=0 η
i as long as
Fi0(s, x) and F
i
r(s, x) remain in K for all i ≤ n − 1. The base case when n = 1 is true because
‖F0(s, x) − Fr(s, x)‖ = ‖(s, f (x,Λ(s))) − (s + r, f (x,Λ(s)))‖ = ‖(−r, 0)‖ = r.
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Then, if we assume ‖Fn0(s, x) − F
n
r (s, x)‖ ≤ r
∑n−1
i=0 η
i for a given n ≥ 1,
‖Fn+10 (s, x) − F
n+1
r (s, x)‖ ≤ ‖F
n+1
0 (s, x) − F0(F
n
r (s, x))‖ + ‖F0(F
n
r (s, x)) − F
n+1
r (s, x)‖
≤ η‖Fn0(s, x) − F
n










Thus by induction ‖Fn0(s, x) − F
n
r (s, x)‖ ≤ r
∑n−1
i=0 η
i for n ∈ N.
Next we consider the derivative matrices. Let S = sup(s,x)∈K ‖Dx[π ◦ F0](s, x)‖. Notice that π ◦ F0(s, x) =
π ◦ Fr(s, x) = f (x,Λ(s)), so ‖Dx[π ◦ F0](s, x) − Dx[π ◦ Fr](s, x)‖ = 0 = o(r). Suppose that we know
sup(s,x)∈K ‖Dx[π ◦ F
n
0](s, x) − Dx[π ◦ F
n
r ](s, x)‖ ≤ κn for some n ∈ N. Then
‖Dx[π ◦ Fn+10 ](s, x) − Dx[π ◦ F
n+1
r ](s, x)‖
= ‖Dx[π ◦ F0](Fn0(s, x)) · Dx[π ◦ F
n
0](s, x) − Dx[π ◦ Fr](F
n
r (s, x)) · Dx[π ◦ F
n
r ](s, x)‖
≤ ‖Dx[π ◦ F0](Fn0(s, x)) · Dx[π ◦ F
n
0](s, x) − Dx[π ◦ F0](F
n
0(s, x)) · Dx[π ◦ F
n
r ](s, x)‖
+ ‖Dx[π ◦ F0](Fn0(s, x)) · Dx[π ◦ F
n
r ](s, x) − Dx[π ◦ F0](F
n
r (s, x)) · Dx[π ◦ F
n
r ](s, x)‖
+ ‖Dx[π ◦ F0](Fnr (s, x)) · Dx[π ◦ F
n
r ](s, x) − Dx[π ◦ Fr](F
n
r (s, x)) · Dx[π ◦ F
n
r ](s, x)‖
≤ ‖Dx[π ◦ F0](Fn0(s, x))‖ · ‖Dx[π ◦ F
n
0](s, x) − Dx[π ◦ F
n
r ](s, x)‖
+ ‖Dx[π ◦ F0](Fn0(s, x)) − Dx[π ◦ F0](F
n
r (s, x))‖ · ‖Dx[π ◦ F
n
r ](s, x)‖
+ ‖Dx[π ◦ F0](Fnr (s, x)) − Dx[π ◦ Fr](F
n




+ η‖Fn0(s, x) − F
n
r (s, x)‖ · (‖Dx[π ◦ F
n
0](s, x)‖ + ‖Dx[π ◦ F
n





≤ S κn + ηr
n−1∑
i=0
ηi(S n + κn)
= κn
S + r n∑
i=1
ηi




Therefore, by induction, we can conclude that sup(s,x)∈K ‖Dx[π ◦ F
n
0](s, x) − Dx[π ◦ F
n
r ](s, x)‖ = o(r) for all
n ∈ N. 
Now we can apply Lemmas 5.2.5 and 5.2.6 to show that Fnr maps Nε into itself for certain n.
Lemma 5.2.7. For ε > 0 sufficiently small, r > 0 can be made small enough so that
Fnr (Nε) ⊂ Nε
for any n ∈ {N,N + 1, . . . ,N(N + 1)}.
Proof. By Lemma 5.2.5, Fn0 : Nε → Nε/3 for all n ∈ {N,N + 1, . . . ,N(N + 1)} if ε > 0 is small enough.
Pick some set K that is uniformly bounded in the x-directions such that K contains an open neighborhood
of Fn0(Nε) for all n ∈ {0, 1, . . . ,N(N + 1)}. Let η be a Lipschitz constant for F0 on K . Pick δ > 0 so that




i < δ and Fnr (Nε) ⊂ K for all n ∈ {0, 1, . . . ,N(N + 1)}.
Pick some (s, x) ∈ Nε and n ∈ {0, 1, . . . ,N(N + 1)}. Then Fn0(s, x) ∈ Nε/3. By the proof of Lemma 5.2.6,
‖Fn0(s, x) − F
n




This implies that Fnr (s, x) ∈ Nε. Hence, F
n
r (Nε) ⊂ Nε. 
Finally, we combine previous results to put a bound on the derivative of π ◦ Fnr .
Lemma 5.2.8. For ε > 0 sufficiently small, r > 0 can be made small enough so that for all n ∈ {N,N +
1, . . . ,N(N + 1)} and (s, x) ∈ Nε,








Figure 5.4: The graph transform Gn maps one function u ∈ S ε to another. As is shown in Lemma 5.2.9, Gn is
a contraction mapping, so repeated application of Gn will transform any such function toward a function that
is fixed under Gn.
Proof. By the triangle inequality, we have
‖Dx[π ◦ Fnr ](s, x)‖ ≤ ‖Dx[π ◦ F
n
r ](s, x) − Dx[π ◦ F
n
0](s, x)‖ + ‖Dx[π ◦ F
n
0](s, x) − Bn(s)‖ + ‖Bn(s)‖.
Choose ε > 0 small enough so that ‖Dx[π ◦ Fn0](s, x) − Bn(s)‖ <
1
8 for all n ∈ {N,N + 1, . . . ,N(N + 1)} and
(s, x) ∈ Nε. Then by Lemma 5.2.6, we can make ‖Dx[π ◦ Fn0](s, x) − Dx[π ◦ F
n
r ](s, x)‖ <
1
8 on Nε for all
n ≤ N(N + 1) if r > 0 is sufficiently small. Finally, we know from Corollary 5.2.4 that ‖Bn(s)‖ < 14 for all
s ∈ R and n ≥ N. Therefore, we get the desired inequality. 
Let S ε denote the space of functions u : R → R` where graph(u) := {(s, u(s)) : s ∈ R} ⊂ Nε. It is a
complete metric space under the sup-norm: ‖u‖∞ = sups∈R ‖u(s)‖. Fix ε > 0 and then r > 0 small enough
for Lemmas 5.2.7 and 5.2.8. Then for n ∈ {N,N + 1, . . . ,N(N + 1)}, the map Fnr defines a map on S ε in the
following way:
(s, u(s)) 7→ (s + nr, π ◦ Fnr (s, u(s))) =: (ξ, (Gnu)(ξ)),
where Gn : S ε → S ε is called the graph transform (see Figure 5.4). The graph transform is well-defined
because s 7→ s + nr = ξ is a bijection on R, and Lemma 5.2.7 implies that the image of S ε under Gn truly is a
subset of S ε. Then
Gnu = u if and only if Fnr (graph(u)) = graph(u). (5.8)
We will use the contraction mapping theorem to show that there is a unique fixed point of Gn in S ε for
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each n ∈ {N,N + 1, . . . ,N(N + 1)}.





for all n ∈ {N,N + 1, . . . ,N(N + 1)}.
Proof. Fix ε > 0 and then r > 0 small enough for Lemmas 5.2.7 and 5.2.8. Choose s ∈ R. Then
‖(Gnu)(s) − (Gnu′)(s)‖ = ‖π ◦ Fnr (s − nr, u(s − nr)) − π ◦ F
n
r (s − nr, u
′(s − nr))‖.
By Lemma 5.2.8 and a multi-dimensional version of the Mean Value Theorem (Theorem 9.19 of [29]),
‖π ◦ Fnr (s − nr, u(s − nr)) − π ◦ F
n
r (s − nr, u
′(s − nr))‖ ≤
1
2
‖u(s − nr) − u′(s − nr)‖.
Therefore,
‖(Gnu)(s) − (Gnu′)(s)‖ ≤
1
2










which is what we wanted to show. 
Now we are ready to prove Theorem 5.2.2:
Proof of Theorem 5.2.2. Make ε > 0 smaller if necessary and then choose r > 0 small enough for Lemma
5.2.9. Then for each n ∈ {N,N + 1, . . . ,N(N + 1)}, Gn is a contraction mapping of the complete metric space
S ε. Therefore, by the contraction mapping theorem, there is a unique fixed point un ∈ S ε of Gn for each n.
This implies
Fnr (graph(un)) = graph(un).
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In particular,
FNr (graph(uN)) = graph(uN)
FN+1r (graph(uN+1)) = graph(uN+1)
so
FN(N+1)r (graph(uN)) = graph(uN)
FN(N+1)r (graph(uN+1)) = graph(uN+1)
By the uniqueness of the fixed point under FN(N+1)r , graph(uN) = graph(uN+1), so uN = uN+1. Let this
common function be called u. Then
graph(u) = FN+1r (graph(u)) = Fr(F
N
r (graph(u))) = Fr(graph(u)).
This means that
Fr(s, u(s)) = (s + r, u(s + r))
for all s ∈ R. For k ∈ Z, set yk = u(rk). Then,
Fr(rk, yk) = Fr(rk, u(rk)) = (r(k + 1), u(r(k + 1))) = (r(k + 1), yk+1).
This implies that {(rk, yk)}k∈Z is a trajectory of (5.3) and hence that {yk}k∈Z is a trajectory of (5.2). Finally, we
know
‖yk − X(rk)‖ = ‖u(rk) − X(rk)‖ ≤ ε
since u ∈ Nε. This completes the proof. 
Based on the discussion immediately following the statement of Theorem 5.2.2, we can phrase this result
in terms of the pullback attractor to X−.
Corollary 5.2.10. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2). For any ε > 0, there
exists an r0 > 0 such that if r ∈ (0, r0), then the pullback attractor {xrn} to X− = lims→−∞ X(s) satisfies
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Figure 5.5: An illustration of a stable path and trajectories for Example 5.2.11. Three different pullback
attractors to X− = 0.90 are plotted, with differing values of r. When r is smaller, the pullback attractor stays
closer to the path.
‖xrn − X(rn)‖ ≤ ε for all n ∈ Z.
(Note that if the ε in the statement of Corollary 5.2.10 is not small enough for Lemma 5.1.1, one can
make ε smaller to guarantee that the trajectory within an ε-neighborhood of the stable path is the pullback
attractor.)
Example 5.2.11. As an example of Corollary 5.2.10, consider a nonautonomous map of the form (5.2)
arising from the 1-dimensional logistic map, where
f (x, λ) = λx(1 − x)
Λ(s) = 2 + 0.9 tanh(s).
For all s ∈ R, 1.1 < Λ(s) < 2.9, so there is a unique stable path (s, X(s)) at X(s) = 1 − 1
Λ(s) . Figure 5.5
demonstrates that the smaller r > 0 is, the closer the pullback attractor {xrn} must be to the path.
We still have yet to show that for small r > 0 the pullback attractor will endpoint track the path (s, X(s)).
Intuitively, we might expect that choosing ε > 0 small enough and forcing the pullback attractor to stay
within ε of the path would force endpoint tracking. That is indeed the case:
Theorem 5.2.12. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2). There exists an r0 > 0
such that if r ∈ (0, r0), then the pullback attractor {xrn} to X− = lims→−∞ X(s) will endpoint track the path.
Proof. Let ‖ · ‖ denote the Euclidean norm on R`. There is some ε > 0 such that Bε(X+) = {x ∈ R` :
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‖x − X+‖ ≤ ε} ⊂ B(X+, λ+). By Corollary 5.2.10, there is an r0 > 0 such that for all r ∈ (0, r0), xrn ∈ Bε(X+)
for sufficiently large n. By Lemma 5.1.9, if xrn ∈ Bε(X+) for large n, then limn→∞ x
r
n = X+. Therefore, if
r ∈ (0, r0), limn→∞ xrn = X+. 
5.3 Definition and Conditions for Rate-induced Tipping in Maps
Now that we have proven some preliminary results in Sections 5.1 and 5.2, we are ready to define
rate-induced tipping in maps.
Definition 5.3.1. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2). If there is some r0 > 0
for which the pullback attractor to X− = lims→−∞ X(s) does not endpoint track the path, then rate-induced
tipping (or R-tipping) has occurred.
Example 5.3.2. To demonstrate that rate-induced tipping can happen in maps, consider the nonautonomous
map of the form (5.2) where
f (x, λ) =
2(x − λ)
(1 + (x − λ)2)2
+ λ
Λ(s) = tanh(s).




2 and Z(s) = tanh(s) −√
−1 +
√









2, corresponding to λ± = ±1. In Figure 5.6 we plot
these paths along with the pullback attractor {xrn} to X− for two different values of r > 0. When r = 0.2, the
pullback attractor tracks (s, X(s)), but when r = 0.5, it does not, and there is rate-induced tipping.
The rest of this section is devoted to exploring which kinds of parameter shifts lead to rate-induced
tipping and which do not. We will compare and contrast these results with R-tipping results for flows. As
we will see, some of the R-tipping results are the same between continuous- and discrete-time dynamical
systems, but some are quite different.
We begin with the notion of forward basin stability, introduced in [6].
Definition 5.3.3. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2). Then (s, X(s)) is
forward basin stable if
{X(s1) : s1 < s2} ⊂ B(X(s2),Λ(s2))
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Figure 5.6: An illustration of paths and trajectories for Example 5.3.2. When r = 0.2, the pullback attractor
to X− endpoint tracks the path (s, X(s)), but when r = 0.5, the pullback attractor does not endpoint track,
showing that there is rate-induced tipping.
for all s2 ∈ R.
It is shown in [6] that forward basin stability prevents R-tipping in 1-dimensional flows, but from Example
2.2.1 we know it does not necessarily prevent R-tipping in flows of higher dimensions. As the following
example shows, forward basin stability does not prevent R-tipping even in maps of one dimension.
Example 5.3.4. Consider the nonautonomous map of the form (5.2), where
f (x, λ) = −
1
6
(x − λ)3 +
2
3
(x − λ)2 +
1
2





and sech denotes the hyperbolic secant function: sech(z) = 2ez+e−z . There are two stable paths (s, X(s)) and
(s,Z(s)) with X(s) = 3 + Λ(s) and Z(s) = Λ(s) and a unique unstable path (s,Y(s)) with Y(s) = 1 + Λ(s).
For any s ∈ R,
(




is a connected component of B(X(s),Λ(s)). As can be seen from
Figure 5.7, (s, X(s)) is forward basin stable because for any s2 ∈ R, {X(s1) : s1 < s2} is contained between
the two dashed red curves at s2 (representing the boundary of a connected component of B(X(s2),Λ(s2))).
However, the pullback attractor {xrn} to X− = 3 does not endpoint track the path for r = 2 (see Figure 5.7).
If forward basin stability does not prevent R-tipping in maps, we would like to know a condition that does.
The idea of forward inflowing stability was introduced in Definition 2.2.2, and it was proven in Proposition
2.2.3 that forward inflowing stability prevents R-tipping in flows of any dimension. Likewise, here we will
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Figure 5.7: An illustration of paths and a trajectory for Example 5.3.4. The two red dashed curves together
form the boundary of a connected component of the basin of attraction for the stable path (s, X(s)). Even
though (s, X(s)) is forward basin stable, the pullback attractor to X− does not endpoint track the path when
r = 2.
show that there can be no R-tipping away from a forward inflowing stable path in a map.
Definition 5.3.5. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X± = lims→±∞ X(s).
Then (s, X(s)) is forward inflowing stable if for each s ∈ R there exist compact sets K(s) ⊂ U with nonempty
interior satisfying
(P1) if s1 < s2, then K(s1) ⊂ K(s2);
(P2) f (K(s),Λ(s)) ⊂ K(s) for all s ∈ R;
(P3) X± ∈ Int K± where K− =
⋂
s∈R K(s) and K+ =
⋃
s∈R K(s); and
(P4) K+ ⊂ B(X+, λ+) is compact.
Theorem 5.3.6. Suppose Λ ∈ P(λ−, λ+) gives rise to a forward inflowing stable path (s, X(s)) in (5.2) with
X± = lims→±∞ X(s). Then there will not be R-tipping away from X−.
Proof. Fix r > 0 and let {xrn} denote the pullback attractor to X−. Let K(s) be the sets guaranteed by forward
inflowing stability. Since X− ∈ Int K− by (P3), there exists an ε > 0 such that Bε(X−) ⊂ K−. By Lemma 5.1.1
there is some N > 0 such that xrn ∈ Bε(X−) for all n ≤ −N. Therefore, x
r
n ∈ K− ⊂ K(rn) for all n ≤ −N by
(P3). Once we know xrn ∈ K(rn) for some n ∈ Z, then
xrn+1 = f (x
r
n,Λ(rn)) ∈ K(rn) ⊂ K(r(n + 1)),
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where the inclusions follow by (P2) and (P1), respectively. It follows by induction that xrn ∈ K(rn) for all
n ∈ Z. In particular, for all n ∈ Z, xrn ∈ K+ by (P3). Because K+ is a compact subset of B(X+, λ+) by (P4), we
can conclude from Lemma 5.1.9 that xrn → X+ as n→ ∞. 
It is perhaps more interesting to know when rate-induced tipping will happen than when it will not, so
in the next theorem we show that a certain kind of forward basin instability leads to R-tipping in maps. A
corresponding result was proven for flows in Theorem 2.1.6.
First we mention the following lemma, which will be used in the proof of Theorem 5.3.8:
Lemma 5.3.7. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X+ = lims→∞ X(s).
If xn0 ∈ B(X(rn0),Λ(rn0)), then as long as r > 0 is sufficiently small, limn→∞Φ(n, n0, xn0) = X+.
We omit the details of the proof of Lemma 5.3.7, but intuitively the idea is as follows: When r > 0 is
small, the dynamics of the autonomous map (5.1) with λ = Λ(rn0) dominate the behavior of Φ(n, n0, xn0)
for small n. In particular, Φ(n, n0, xn0) moves toward X(rn0) since xn0 ∈ B(X(rn0),Λ(rn0)). Then as n→ ∞,
Φ(n, n0, xn0) stays close to the stable path (s, X(s)) and eventually converges to X+.
Theorem 5.3.8. Suppose Λ ∈ P(λ−, λ+) gives rise to two distinct stable paths (s, X(s)) and (s,Y(s)) in (5.2).
Suppose X(u) ∈ B(Y(v),Λ(v)) for some u < v. Then (s, X(s)) is not forward basin stable. Furthermore, there













such that there is R-tipping away from X− to Y+ for this Λ̃ and some r > 0.
Proof. We will construct a parameter shift Λ̃ that gives R-tipping away from X−. Since trajectories of maps
are only evaluated at integer multiples of r and since r is not yet determined, we use the functions
σ(s) = s + u
τ(s) = s + v
which will enable us to make sure the pullback attractor we introduce will be evaluated at both u and v.
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Let ‖ · ‖ be any norm on R`, and let xr,σn denote the pullback attractor to X− under the parameter shift
Λ ◦ σ. Then
xr,σn+1 = f (x
r,σ
n ,Λ(σ(rn))).
Since f (X(u),Λ(u)) = X(u) ∈ B(Y(v),Λ(v)), by the continuity of f we can pick ε > 0 such that K = Bε(X(u))
satisfies K1 := f (K,Λ(u)) ⊂ B(Y(v),Λ(v)). Then by Corollary 5.2.10 there is an r0 > 0 such that for all
r ∈ (0, r0), ‖x
r,σ
n − X(σ(rn))‖ < ε/2 for all n ∈ Z. Then, since K1 ⊂ B(Y(v),Λ(v)), by Lemma 5.3.7 we can
find an r1 > 0 such that for all r ∈ (0, r1), if {yn} is a trajectory under the map yn+1 = f (yn,Λ(τ(rn) − r)) with
y1 ∈ K1, then yn → Y+ as n→ ∞. Now fix r ∈ (0,min{r0, r1, v − u}).
We will construct a reparametrization
Λ̃(s) := Λ(ρ(s))
using a monotonic increasing function ρ ∈ C2(R,R) that increases rapidly from ρ(s) = u to ρ(s) = v but
increases slowly otherwise. Define
ρ(s) =

σ(s) for s ≤ 0
τ(s) − r for s ≥ r
and continue ρ on (0, r) in a C2 way. Let X̃(s) = X(ρ(s)) and Ỹ(s) = Y(ρ(s)). Then (s, X̃(s)) and (s, Ỹ(s)) are
stable paths for (5.2) under the parameter shift Λ̃, and (5.9) holds.





‖x̃r0 − X(u)‖ < ε/2. Hence, x̃
r
0 ∈ K. By our choice of K, we know
x̃r1 = f (x̃
r
0, Λ̃(0)) = f (x̃
r
0,Λ(u)) ∈ K1.






n+1 = f (x̃
r
n,Λ(τ(rn) − r)), we can conclude that
x̃rn → Y+ as n→ ∞. 
The Ikeda map example in Section 5.5 demonstrates an application of Theorem 5.3.8.
In flows, if X− ∈ B(Y+, λ+) for an attracting equilibrium Y+, then the pullback attractor to X− will converge
to Y+ for all sufficiently large r > 0 (see Theorem 2.1.6). However, this is not the case in maps. The next
94
theorem gives a general result about what happens to the pullback attractor for large r in maps.
Theorem 5.3.9. Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (5.2) with X± = lims→±∞ X(s).
Define Z1 = f (X−,Λ(0)) and Z2 = f (Z1, λ+), and let {xrn} be the pullback attractor to X−. If Z2 ∈ B(Y+, λ+)
for some attracting fixed point Y+ in (5.1) with λ = λ+, then xrn → Y+ as n → ∞ for all sufficiently large
r > 0.
Proof. Let ‖ · ‖ be the norm on R` used in the proof of Lemma 5.1.1; then given ε1 > 0 there exists an r1 > 0
such that ‖xr
−1 − X−‖ < ε1 for all r ≥ r1. If ε1 is small enough and r is made larger, if necessary, then
‖xr0 − X−‖ ≤ ‖ f (x
r
−1,Λ(−r)) − f (X−,Λ(−r))‖ + ‖ f (X−,Λ(−r)) − f (X−, λ−)‖ < ε2
can be made as small as desired. By making ε2 small and r larger if necessary,
‖xr1 − Z1‖ = ‖ f (x
r
0,Λ(0)) − f (X−,Λ(0))‖ < ε3
can be made as small as desired. By making ε3 small and r larger if necessary, we can ensure that
‖xr2 − Z2‖ ≤ ‖ f (x
r
1,Λ(r)) − f (x
r
1, λ+)‖ + ‖ f (x
r
1, λ+) − f (Z1, λ+)‖ < ε4
can be made small. For small ε4 and large r, Lemma 5.1.9 implies that xrn → Y+ as n→ ∞. 










, which is a connected component of B(Z+, λ+), Theorem 5.3.9 tells us that limn→∞ xrn = Z+
for all large r > 0.
5.4 Flows and Maps
In Section 5.3 we gave some conditions for R-tipping in maps, some of which agree with related conditions
for R-tipping in flows and some of which do not. In this section we will highlight the differences by exploring
what happens when a map is obtained from a flow and there are two pullback attractors (one for the map and
one for the flow).
There are several natural ways to obtain a map from a flow of the form (1.1), such as with a Poincaré map
or by evaluating the flow at discrete times; we will do the latter. As in Chapters 1 and 2, let ·λ denote the flow
under (1.1) for a given value of λ, so x0 ·λ t = x(t) is the trajectory of (1.1) with initial condition x(0) = x0.
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Then we can define a nonautonomous stroboscopic map by evaluating the flow of (1.1) at evenly-spaced time
values (at integer multiples of some h > 0) but allowing the parameter value to change with each time step:
xn+1 = xn ·Λ(rnh) h, (5.10)
where Λ ∈ P(λ−, λ+). Then (5.10) is of the same form as (5.2).
Suppose Λ ∈ P(λ−, λ+) gives rise to a stable path (s, X(s)) in (1.3) (see Definition 1.0.1) with X± =
lims→±∞. Then (s, X(s)) is also a stable path for (5.10). For any r > 0, there is a unique pullback attractor
xr(t) to X− under (1.3) (Theorem 2.2 of [6]), and there is a unique pullback attractor {xrn} to X− under (5.10)
(Theorem 5.1.2).
In general it is not the case that xrn = x
r(nh) for all n ∈ Z. To go from xrn to x
r
n+1 in the stroboscopic map,
we fix λ = Λ(rnh) and apply (1.1) to xrn for time h; over that whole time interval, λ is fixed. On the other
hand, to go from xr(nh) to xr((n + 1)h) in the flow, we apply (1.3) for time h, where Λ(rt) can change over
time. Since the parameter change affects the flow and the map differently, the pullback attractors can have
different behavior. The following example illustrates this.
Example 5.4.1. Consider the nonautonomous flow of the form (1.3), where
f (x, λ) = −(x − λ)(x − λ − 1)(x − λ − 2)
Λ(s) = sech(s) + 0.4 tanh(s)
and define the map
xn+1 = xn ·Λ(rn) 1.
Then there are stable paths at (s, X(s)) = (s,Λ(s) + 2) and (s,Z(s)) = (s,Λ(s)) and an unstable path at
(s,Y(s)) = (s,Λ(s) + 1). Figure 5.8 shows a plot of the two pullback attractors xr(t) and {xrn} to X− = 1.6
when r = 3. They have different behavior as time goes to infinity; xr(t) endpoint tracks the path (s, X(s))
while {xrn} does not.
In fact, this difference in behavior will hold for all sufficiently large r. In the notation of Theorem 5.3.9,
Z1 = X− ·Λ(0) 1 = 1.6 ·1 1 ≈ 1.2354
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Figure 5.8: An illustration of paths and trajectories for Example 5.4.1. The pullback attractor xr(t) to X− in
the flow endpoint tracks (s, X(s)), while the pullback attractor {xrn} in the map tips to Z+.
and
Z2 = Z1 ·λ+ 1 ≈ 1.2354 ·0.4 1 ≈ 0.9869
(determined using MATLAB’s ode45). For any s ∈ R, B(Z(s),Λ(s)) = (−∞,Y(s)), including in the limits
as s → ±∞, so B(Z+, λ+) = (−∞,Y+) = (−∞, 1.4). Therefore, Z2 ∈ B(Z+, λ+), so for all sufficiently large
r, limn→∞ xrn = Z+ by Theorem 5.3.9. However, by part 2 of Theorem 2.1.6, since X− = 1.6 ∈ (1.4,∞) =
B(X+, λ+), we know that limt→∞ xr(t) = X+ for all large r > 0.
5.5 A 2-Dimensional Example: The Ikeda Map
Up until now, all of our examples of rate-induced tipping in maps have involved 1-dimensional maps,
even though our results have not specified anything about dimension. This is partly because it is easier to
understand the complete dynamics in a 1-dimensional map and partly because 1-dimensional maps are more
suitable for illustration. In this section we will explore possibilities for rate-induced tipping in the Ikeda map,
which is a 2-dimensional map that is used to model light in a ring cavity containing a dispersive nonlinear
medium. The version of the map we will use here is the same as that in [14]:









where z j ∈ C and a, φ, p,R ∈ R are parameters. Here zn represents the electric field amplitude at the nth pass
through the cavity, a is the amplitude of inputted light, R relates to mirror intensity, φ is the laser empty-cavity
detuning, and p relates to the linear absorption per pass. If we let x j = Re(z j) and y j = Im(z j), then we can
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Figure 5.9: Here R = 0.9, φ = 1, p = 6, and a = 0.5. These parameter values lead to three fixed points:
X+, Y+, and Z+ (listed in order from largest to smallest norm). Y+ is a saddle node, whose 1-dimensional
stable manifold (plotted in blue) forms the boundary of the basins of attraction of the stable fixed points X+
(white) and Z+ (gray). The point X− ≈ (2.9698, 5.0274) is the largest-norm fixed point when a = 4.5 and the
other parameter values remain the same; notice it is in the basin of attraction of Z+, which is relevant for the
example of R-tipping in Section 5.5.
rewrite (5.11) as
xn+1 = a + Rxn cos θ − Ryn sin θ
yn+1 = Rxn sin θ + Ryn cos θ.
(5.12)
where θ = φ − p
1+x2n+y2n
. As shown in [14], there is generically an odd number of fixed points of (5.12). When
there are three, let X, Y , and Z denote the fixed points with the largest, middle, and smallest norm, respectively.
Then X is always stable, Y is always a saddle point, and Z is sometimes stable, sometimes a saddle. When Z
is stable, the 1-dimensional stable manifold for Y splits the plane into basins of attraction for X and Z. See
Figure 5.9 for an illustration.
Of the four parameters in the map, a is the one that is the most realistic to change, since to change a
over time, one just needs to vary the intensity of the inputted light. The other three parameters (R, φ, p) give
information about the ring cavity itself and make sense to leave fixed. So, to get an example of R-tipping, we
will fix R = 0.9, φ = 1, and p = 6, letting a = A(s) be the time-varying parameter. Set a± = lims→±∞ A(s).
If the parameter shift A(s) is chosen in such a way that there are two distinct stable paths (s, X(s)) and
(s,Z(s)) (with X± = lims→±∞ X(s) and Z± = lims→±∞ Z(s)), then from Theorem 5.3.8 we know we can
get R-tipping away from X− if X(u) ∈ B(Z(v), A(v)) for some u < v. In particular, this will be the case if
X− ∈ B(Z+, a+). If a+ = 0.5 and Z+ corresponds to the stable fixed point of (5.12) with smallest norm, then
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Figure 5.10: According to the example in Section 5.5, when r = 2, the pullback attractor to X− tips to Z+.
we already know what B(Z+, a+) looks like from Figure 5.9. So, we just need to find a value for a− such that
the fixed point with largest norm, X−, is in B(Z+, a+). One such value is a− = 4.5 (X− ≈ (2.9698, 5.0274); see
Figure 5.9). Thus, we will decrease A(s) from a− = 4.5 to a+ = 0.5 according to the function
A(s) = 2.5 − 2 tanh(s).
The bifurcation diagram for this parameter change is shown in Figure 5.10. There is one stable path of fixed
points for all time, (s, X(s)), which corresponds to the fixed point with largest norm. When a < 1.6, there are
two other paths, (s,Y(s)) and (s,Z(s)), which are the unstable middle-norm and stable smallest-norm fixed
points, respectively. Since we have carefully set up our parameter shift in a way that satisfies the conditions
of Theorem 5.3.8, we hope to see R-tipping away from X− to Z+ for some rate r > 0, which indeed we do




There is much more that could be studied about rate-induced tipping in both flows and maps. We only
looked at paths of fixed points, but it would be natural to generalize the notion of a path for other kinds
of compact invariant sets, such as a periodic orbits. This was done for flows in [5], and something similar
could be done for maps. One could investigate conditions like forward basin stability and forward inflowing
stability which either lead to rate-induced tipping or prevent it away from paths of periodic orbits in both
flows and maps.
There are other definitions of rate-induced tipping in flows offered in the literature, and similarly there
could be alternate definitions for rate-induced tipping in maps. For example, rather than looking at the end
behavior of a pullback attractor to a stable fixed point X−, one could study transient tipping, in which a
solution moves away from an ε-neighborhood of a stable path (s, X(s)) and then returns to it at a later time
(like in [19]). One could also consider other ways of incorporating the rate r > 0 into the parameter change
Λ. In Chapter 5 we used Λ(rn) where n ∈ Z since this is a natural discrete version of Λ(rt) for t ∈ R used
in continuous-time systems. However, this has the effect of making the map when λ = Λ(0) artificially
important (see Theorem 5.3.9), so instead one could look at Λ(r(n + µ)) for some µ ∈ [0, 1), perhaps using
the idea of a “tipping probability,” as in [20].
Finally, more work could be done on the models presented in Chapters 3 and 4. We gave examples of
rate-induced tipping in both of these systems with the goal of showing R-tipping was theoretically possible,
but it could be interesting to know to what extent those scenarios are realistic or likely. Furthermore, noise
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