On a disconjugacy criterion for second order dynamic equations on time scales  by Guseinov, G.Sh. & Kaymakçalan, B.
Journal of Computational and Applied Mathematics 141 (2002) 187–196
www.elsevier.com/locate/cam
On a disconjugacy criterion for second order
dynamic equations on time scales
G.Sh. Guseinova ; ∗, B. Kaymak/calanb; 1
aDepartment of Mathematics, Ege University, 35100 Bornova-I˙zmir, Turkey
bDepartment of Mathematics and Computer Science, Georgia Southern University, Statesboro, GA 30460, USA
Received 27 June 2000; received in revised form 8 March 2001
Abstract
In this paper a su4cient condition for disconjugacy of second order 5-di7erential equations on time scales is given.
For this purpose a mean value result on time scales is employed. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For the notions used below we refer to the next section about calculus on time scales and references
given therein. Let T be a time scale (or measure chain) and a6 b be Axed points in T such that
b∈ (Tk)k . For points 6  in T we deAne the closed interval [; ] in T by
[; ] = {t ∈T: 6 t6 }:
Other types of intervals are deAned similarly. Let 	 :T→ T and 
 :T→ T denote the forward and
the backward jump operators, respectively.
Suppose p : [a; 	(b)]→ R and q : [a; b]→ R are rd-continuous functions such that p5(t)∈Crd[a; b]
and
p(t)¿ 0 for t ∈ [a; 	(b)]:
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Consider the second order 5-di7erential equation on [a; b] given by
[p(t)y5(t)]5 + q(t)y(	(t))= 0; t ∈ [a; b]: (1.1)
Notice that each solution y(t) of Eq. (1.1) must be a function deAned on [a; 	2(b)], where
	2(b)= 	(	(b)).
Following [16,21] we now deAne the concept of a generalized zero of a nontrivial real solution
y(t) of Eq. (1.1) and the concept of disconjugacy of Eq. (1.1). The deAnition of generalized zero
is relative to the interval [a; 	2(b)] and the left endpoint a is treated separately. We say y(t) has a
generalized zero at a if and only if y(a)= 0, while we say y(t) has a generalized zero at t0¿a
provided either y(t0)= 0 or y(
(t0))y(t0)¡ 0. Finally, we say that Eq. (1.1) is disconjugate on
[a; 	2(b)] provided there is no nontrivial real solution of this equation with two (or more) generalized
zeros in [a; 	2(b)].
Let us set
q+(t)=max{q(t); 0}
that is the nonnegative part of q(t). The main result of this paper is the following theorem.
Theorem 1.1. Suppose either[∫ 	2(b)
a
5t
p(t)
]∫ 	(b)
a
q+(t)5t ¡ 4 (1.2)
or [∫ 	2(b)
a
5t
p(t)
]∫ 	(b)
a
q+(t)5t=4 (1.3)
holds and in the latter case suppose also that there is an interval [; ] ⊂ [a; b] containing at least
three points such that q+(t)¿ 0 for all t ∈ [; ]. Then Eq. (1:1) is disconjugate on [a; 	2(b)].
A primary tool in our proof of Theorem 1.1 is a Cauchy-like mean value theorem for the time
scales calculus. This mean value theorem is proven in Section 2 below (see Theorem 2.10). Earlier
such a tool was employed by the authors in [4,5] as well.
If T=R, then (1.1) is the second order di7erential equation
[p(x)y′(x)]′ + q(x)y(x)= 0; x∈ [a; b]: (1.4)
If (1.3) holds, then q+(t) cannot be identically zero. Hence, from the continuity of q+(t) it follows
in the case T=R that there exists an interval [; ] ⊂ [a; b] such that q+(t)¿ 0 for all t ∈ [; ]:
Therefore, Theorem 1.1 gives for Eq. (1.4) the following disconjugacy condition:[∫ b
a
dx
p(x)
] ∫ b
a
q+(x) dx6 4: (1.5)
The proof of Theorem 1.1 described above and given in Section 3 is a development, to the time
scales case, of Borg’s [10] proof that∫ b
a
|q(x)|dx6 4
b− a
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implies disconjugacy of (1.4) on [a; b] when p(x) ≡ 1: This result of Borg was an extension to the
sign variable functions q(x) of the classical inequality of Lyapunov [20].
Next, Krein [18] and Wintner [25] showed that∫ b
a
q+(x) dx6
4
b− a
implies disconjugacy of (1.4) on [a; b] when p(x) ≡ 1: A simple change of variables for (1.4) yields
su4ciency of (1.5) for proving disconjugacy of (1.4) on [a; b] when p(x)¿ 0:
If T=Z, then (1.1) is the second order di7erence equation
5[p(n)5y(n)] + q(n)y(n+ 1)=0; n∈ [a; b]; (1.6)
where 5 denotes the forward di7erence operator deAned by 5y(n)=y(n+1)−y(n): The condition
(1.2) for disconjugacy on [a; b+ 2] of Eq. (1:6) then becomes[
b+1∑
n=a
1
p(n)
]
b∑
n=a
q+(n)¡ 4:
This result (and the more general result for vector di7erence equations) has been established by
Peterson and Ridenhour [21] (see also [3]). Notice that, as it is shown in [21], in the case T=Z
the condition (1.3) solely is not su4cient, in general, for disconjugacy of (1:6).
For other disconjugacy results concerning di7erential and di7erence equations see [7,11–16,22,23].
Finally, we note that the generalization to the time scales case of the above mentioned result for
the scalar and matrix equations was studied earlier by Bohner et al. in [8]. However, in [8] the case
when q(t) is not necessarily positive-valued and when the end-points are not necessarily zeros but
generalized zeros were not investigated.
2. Some mean value results on time scales
For an introduction to the theory of calculus on time scales, we refer to the original work by
Hilger [17], to the paper by Aulbach and Hilger [6], and to the recently appeared works [19,2]. In
this section, our intention is to present a mean value result well suited for time scales that will be
employed for the proof of Theorem 1.1.
A time scale (or measure chain) T is an arbitrary nonempty closed subset of the real numbers
R. The time scale T is a complete metric space with the metric d(t1; t2)= |t1 − t2|: The (forward
and backward) jump operators 	 :T→ T and 
 :T→ T are well-deAned by
	(t)= inf{s∈T: s¿ t} and 
(t)= sup{s∈T: s¡ t}
for t ∈T: In this deAnition, we put 	(supT)= supT and 
(inf T)= inf T:
The point t ∈T is called right-dense, right-scattered, left-dense, and left-scattered if 	(t)= t;
	(t)¿t; 
(t)= t, and 
(t)¡t, respectively. The set Tk is derived from the time scale T as follows:
If T has a left-scattered maximum t∗, then Tk =T−{t∗}: Otherwise, Tk =T: For a; b∈T with a6 b
we deAne the interval [a; b] in T by
[a; b] = {t ∈T: a6 t6 b}:
Open intervals and half-open intervals, etc. are deAned accordingly.
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If f :T→ R is a function and t ∈Tk ; then the delta derivative of f at the point t is deAned to be
the number f5(t) (provided it exists) with the property that for each ¿ 0 there is a neighborhood
U of t such that
|f(	(t))− f(s)− f5(t)(	(t)− s)|6 |	(t)− s|
holds for all s∈U:
Let f be a real-valued function deAned on an interval I . We say that f is increasing, decreasing,
nondecreasing, and nonincreasing on I if t1; t2 ∈ I and t1¡t2 implies f(t1)¡f(t2); f(t1)¿f(t2);
f(t1)6f(t2), and f(t1)¿f(t2), respectively.
Denition 2.1. We say a function f : T → R is right-increasing (right-decreasing) at t0 ∈Tk
provided that:
(i) if 	(t0)¿t0, then f(	(t0))¿f(t0); (f(	(t0))¡f(t0)),
(ii) if 	(t0)= t0, then there is a neighborhood U of t0 such that f(t)¿f(t0); (f(t)¡f(t0)), for
all t ∈U; t ¿ t0:
Denition 2.2. We say a function f :T→ R assumes its local right-maximum (local right-minimum)
at t0 ∈Tk provided that:
(i) if 	(t0)¿t0, then f(	(t0))6f(t0); (f(	(t0))¿f(t0)),
(ii) if 	(t0)= t0, then there is a neighborhood U of t0 such that f(t)6f(t0); (f(t)¿f(t0)), for
all t ∈U; t ¿ t0:
Theorem 2.3. If f :T → R is 5-di<erentiable at t0 ∈Tk and f5(t0)¿ 0; (f5(t0)¡ 0); then f is
right-increasing; (right-decreasing); at t0:
Proof. We prove the case when f5(t0)¿ 0 (with the proof for the case f5(t0)¡ 0 being similar).
If 	(t0)¿t0; then,
f5(t0)=
f(	(t0))− f(t0)
	(t0)− t0
and hence f(	(t0))¿f(t0): Let now 	(t0)= t0 hold. Then,
f5(t0)= lim
t→t0
f(t0)− f(t)
t0 − t
and therefore, for =f5(t0) there is a neighborhood U of t0 such that∣∣∣∣f(t0)− f(t)t0 − t − f5(t0)
∣∣∣∣¡f5(t0)
for all t ∈U; t 	= t0: Hence
0¡
f(t0)− f(t)
t0 − t ¡ 2f
5(t0)
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for all t ∈U; t 	= t0: Therefore, f(t)¿f(t0) for all t ∈U; t ¿ t0; and the theorem is thereby
proven.
Theorem 2.4. Let f :T → R be 5-di<erentiable at t0 ∈Tk : If f5(t0)¿ 0 (f5(t0)¡ 0); then f
assumes its local right-minimum (local right-maximum); at t0:
Proof. Let f5(t0)¿ 0: Then by Theorem 2.3, f will be right-increasing at t0 and therefore f will
assume its local right-minimum at t0:
Theorem 2.5. If f :T → R is 5-di<erentiable at t0 ∈Tk and assumes its local right-minimum
(local right-maximum), at t0; then f5(t0)¿ 0 (f5(t0)6 0).
Proof. Let f assume its local right-minimum at t0: To show f5(t0)¿ 0 we assume the contrary,
namely, that f5(t0)¡ 0: Then f will, by Theorem 2.3 be right-decreasing, contrary to the assumption
that f assumes its local right-minimum at t0: Thus we must have f5(t0)¿ 0:
Theorem 2.6. Let f be a continuous function on [a; b] that is 5-di<erentiable on [a; b) (the di<er-
entiability at a is understood as right-sided), and satis>es f(a)=f(b): Then there exist ; ∈ [a; b)
such that
f5()6 06f5():
Proof. Since the function f is continuous on the compact set [a; b], f assumes its minimum m
and its maximum M: Therefore, there exist ; ∈ [a; b] such that m=f() and M =f(): Since
f(a)=f(b); we may assume that ; ∈ [a; b): Clearly, f assumes its local right-minimum at  and
its local right-maximum at : Then by Theorem 2.5 we have f5()6 0 and f5()¿ 0; hence
proving the theorem.
Theorem 2.7. Let f be a continuous function on [a; b] which is 5-di<erentiable on [a; b): Then
there exist ; ∈ [a; b) such that
f5()(b− a)6f(b)− f(a)6f5()(b− a):
Proof. Consider the function F(t) deAned on [a; b] by
F(t)=f(t)− f(a)− f(b)− f(a)
b− a (t − a):
Clearly, F is continuous on [a; b] and 5-di7erentiable on [a; b): Also F(a)= 0=F(b); and so
F5()6 06F5()
for some ; ∈ [a; b) by Theorem 2.6. Hence, taking into account that
F5(t)=f5(t)− f(b)− f(a)
b− a ;
we arrive at the statement of the theorem.
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Corollary 2.8. Let f be a continuous function on [a; b] that is 5-di<erentiable on [a; b): If f5(t)= 0
for all t ∈ [a; b); then f is a constant function on [a; b]:
Corollary 2.9. Let f be a continuous function on [a; b] that is 5-di<erentiable on [a; b): Then
f is increasing, decreasing, nondecreasing, and nonincreasing on [a; b] if f5(t)¿ 0; f5(t)¡ 0;
f5(t)¿ 0; and f5(t)6 0 for all t ∈ [a; b); respectively.
The following theorem generalizes Theorem 2.7.
Theorem 2.10. Let f and g be continuous functions on [a; b] that are 5-di<erentiable on [a; b):
Suppose g5(t)¿ 0 for all t ∈ [a; b): Then there exist ; ∈ [a; b) such that
f5()
g5()
6
f(b)− f(a)
g(b)− g(a) 6
f5()
g5()
:
Proof. By Theorem 2.7, it follows from g5(t)¿ 0 holding for all t ∈ [a; b) that, g(a) 	= g(b): So we
may consider the following auxiliary function:
F(t)=f(t)− f(a)− f(b)− f(a)
g(b)− g(a) [g(t)− g(a)]:
Clearly, F is continuous on [a; b] and 5-di7erentiable on [a; b): Also F(a)= 0=F(b): Therefore,
applying Theorem 2.6 to the function F and taking into account that
F5(t)=f5(t)− f(b)− f(a)
g(b)− g(a) g
5(t)
we complete the proof of the theorem.
For similar mean value results in the discrete case we refer to [1, p. 24]; [4]. For other versions
of the Mean Value Theorem and Rolle’s Theorem on Time Scales see [9,17,24].
3. Proof of Theorem 1.1
To prove Theorem 1.1 we suppose, on the contrary, that Eq. (1.1) is not disconjugate on [a; 	2(b)].
We now derive a contradiction from this assumption.
So, let there exist a nontrivial real solution y(t) of Eq. (1.1) that has two (or more) generalized
zeros in [a; 	2(b)].
Lemma 3.1. The solution y(t) may have only >nitely many generalized zeros in the segment
[a; 	2(b)].
Proof. Assume on the contrary that y(t) has inAnitely many generalized zeros. Since [a; b] is com-
pact, the set of generalized zeros will have a limit point t0 in [a; b]: Further, we can choose the
generalized zeros tn (n=1; 2; : : :) so that tn → t0 as n→∞ strictly monotonically. By the deAnition
of a generalized zero, for each n we have,
y(tn)= 0 or y(
(tn))y(tn)¡ 0: (3.1)
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Obviously, together with tn → t0 we have also 
(tn) → t0 as n → ∞: Since y(t) is twice
5-di7erentiable on [a; b] by being a solution of Eq. (1.1), y(t) and y5(t) will be continuous on
[a; b]: Therefore, passing to the limit in (3.1) as n→∞; we get y(t0)= 0:
Next, by Theorem 2.7,
y5(n)6
y(tn)− y(t0)
tn − t0 6y
5(n) (3.2)
and
y5(′n)6
y(
(tn))− y(t0)

(tn)− t0 6y
5(′n) (3.3)
hold, where n; n are between tn and t0, and ′n, ′n are between 
(tn) and t0: Since the sequence
tn is strictly monotonic, the di7erences tn − t0 and 
(tn)− t0 will have the same sign. At the same
time, y(t0)= 0 and either y(tn)= 0 or y(tn) and y(
(tn)) have opposite signs. Therefore, from (3.2)
and (3.3) as n→∞ we get y5(t0)= 0: Now, by the theorem on uniqueness of solution (see [17]),
it follows from y(t0)= 0; y5(t0)= 0 that y(t) ≡ 0, thereby arriving at a contradiction and hence
proving the lemma.
Thus we have shown that the solution y(t) of Eq. (1.1) may have only Anitely many generalized
zeros in [a; 	2(b)]. Let t1 and t2 with t1¡t2 be the Arst two generalized zeros of y(t) in [a; 	2(b)]. Let
d= t2; c= t1 if y(t1)= 0, and c= 
(t1) if y(t1) 	=0. Then a6 c¡d6 	2(b) and we can assume that
y(t)¿ 0 for all t ∈ [	(c); 
(d)]: (3.4)
Choose  ∈ [	(c); 
(d)] such that
y( )= max
	(c)6t6
(d)
y(t): (3.5)
Then y( )¿ 0 and
y( )− y(c)¿y( ); y( )− y(d)¿y( ): (3.6)
Let us set
g(t)=
∫ t
a
5s
p(s)
; q+(t)=max{q(t); 0}; q−(t)=−min{q(t); 0}:
Evidently q+(t)¿ 0; q−(t)¿ 0; and
q+(t) + q−(t)= |q(t)|; q+(t)− q−(t)= q(t):
Taking (3.6) into account, we have
1
g( )− g(c) +
1
g(d)− g( )6
1
g( )− g(c)
y( )− y(c)
y( )
+
1
g(d)− g( )
y( )− y(d)
y( )
=
[
y( )− y(c)
g( )− g(c) −
y(d)− y( )
g(d)− g( )
]
1
y( )
:
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Furthermore, by Theorem 2.10 there exist ∈ [c;  ) and ∈ [ ; d) such that
y( )− y(c)
g( )− g(c) 6
y5()
g5()
;
y(d)− y( )
g(d)− g( ) ¿
y5()
g5()
:
Therefore,
1
g( )− g(c) +
1
g(d)− g( )
6
[
y5()
g5()
− y
5()
g5()
]
1
y( )
=− 1
y( )
∫ 

[
y5(t)
g5(t)
]5
5t=− 1
y( )
∫ 

[p(t)y5(t)]5 5t
=
1
y( )
∫ 

q(t)y(	(t))5t=
1
y( )
∫ 

q+(t)y(	(t))5t − 1y( )
∫ 

q−(t)y(	(t))5t: (3.7)
Since
c6 6 t ¡ ¡d⇒ 	(c)6 	(t)6 
(d); (3.8)
in view of (3.4), (3:7) implies that
1
g( )− g(c) +
1
g(d)− g( )6
1
y( )
∫ 

q+(t)y(	(t))5t: (3.9)
On the other hand, for arbitrary real numbers x1, x2, x3 satisfying x1¡x2¡x3 the inequality
1
x2 − x1 +
1
x3 − x2 ¿
4
x3 − x1 (3.10)
holds. (Note that an equivalent of inequality (3.10) involving Positive DeAnite Matrices can be found
in [21].) Therefore, taking into account the estimate
g(d)− g(c)=
∫ d
c
5t
p(t)
6
∫ 	2(b)
a
5t
p(t)
and in view of (3.9), we obtain the inequality,[∫ 	2(b)
a
5t
p(t)
]
1
y( )
∫ 

q+(t)y(	(t))5t¿ 4: (3.11)
Further by (3.5) and (3.8)
1
y( )
∫ 

q+(t)y(	(t))5t6
∫ 

q+(t)5t6
∫ 
(d)
a
q+(t)5t6
∫ 	(b)
a
q+(t)5t (3.12)
follows, since ¡d ⇒ 6 
(d); and d6 	2(b) ⇒ 
(d)6 
(	2(b))6 	(b). Consequently, from
(3.11) it follows that[∫ 	2(b)
a
5t
p(t)
]∫ 	(b)
a
q+(t)5t¿ 4:
This contradicts condition (1.2) of the theorem.
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Suppose now that condition (1.3) holds and that there is an interval [; ] ⊂ [a; b] containing at
least three points such that
q+(t)¿ 0 for all t ∈ [; ]: (3.13)
From (3.11), employing (3.12) and (1.3), we get,
1
y( )
∫ 

q+(t)y(	(t))5t=
∫ 	(b)
a
q+(t)5t:
Therefore,∫ 
a
q+(t)5t +
∫ 

[
1− y(	(t))
y( )
]
q+(t)5t +
∫ 	(b)

q+(t)5(t)= 0:
Hence, taking (3.5) and (3.8) into account yields,
q+(t)= 0 for t ∈ [a; 
()] ∪ [; b]; (3.14)[
1− y(	(t))
y( )
]
q+(t)= 0 for t ∈ [; 
()]: (3.15)
From (3.13) and (3.14) it follows that [; ] ⊂ [; 
()]: Then from (3.13) and (3.15) we obtain,
y(	(t))=y( ) for all t ∈ [; ]:
Consequently, from Eq. (1.1) we obtain,
q(t)y( )= 0 for t ∈ (; 
()]: (3.16)
Since [; ] contains at least three points, (; 
()] will contain at least one point. Therefore, it
follows from (3.16) that there exists a point t0 ∈ (; 
()] such that q(t0)= 0: But this contradicts
(3.13), and therefore Theorem 1.1 is proved.
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