Symmetric binary matrices representing relations among entities are commonly collected 1 in many areas. Our focus is on dynamically evolving binary relational matrices, with 2 interest being in inference on the relationship structure and prediction. We propose a 
1, . . . , V and j = 1, . . . , V . Letting y ij,t |π ij (t) ∼ Bern(π ij (t)),
independently for each i = 2, . . . , V and j = 1, . . . , i − 1, our aim is to define a prior Π π
101
for the collection of time-varying probability matrices π T = {π(t), t ∈ T } with the goals 102 being to (i) obtain a provably flexible specification, (ii) maintain simple computations, (iii) perform dimensionality reduction in order to scale to moderately large V settings,
104
(iv) allow unequal spacing and missing observations and (v) allow predictions including a 105 measure of predictive uncertainty. Since the matrices are symmetric and the similarities 106 or dissimilarities of a unit with itself are meaningless, we will focus on modeling the lower 107 triangular part without taking into account the diagonal elements. 
Latent space dynamic model formulation

109
We construct π ij (t) via a monotonic increasing link function g(·) : → [0, 1] mapping a 110 latent similarity measure among units i and j at time t, s ij (t) ∈ , into the probability 111 space. Specifically, we choose g(·) to be the distribution function of the logistic random 112 variable, obtaining 113 E[y ij,t |π ij (t)] = π ij (t) = 1 1 + e −s ij (t) ,
for i = 2, . . . , V , j = 1, . . . , i − 1, and t ∈ T . Without further assumptions on s ij (t), process inducing similarities among the units. In order to reduce the dimensionality of the 118 problem and to learn also the network structure among the units for every t, we express 119 the similarity measures s ij (t) as a quadratic combination of a set of latent coordinates for 120 unit i and unit j. Specifically 121 s ij (t) = µ(t) + x i (t) x j (t),
where x i (t) = [x i1 (t), . . . , x iH (t)] for i = 2, . . . , V and x j (t) = [x j1 (t), . . . , x jH (t)] for 122 j = 1, . . . , i − 1, are the vectors of latent coordinates of unit i and j respectively, giving 123 rise, together with the baseline µ(t), to the similarity measure between the two units via a 124 projection approach. According to this specification, units with latent coordinates in the 125 same directions will have a higher probability of being similar (i.e. y ij,t = 1), while units 126 with opposite coordinates are more likely to be dissimilar (i.e. y ij,t = 0).
127
This formulation is also intuitive in practical applications. Recall our motivating ex-128 ample of finance, and assume for simplicity µ(t) = 0 and only two latent coordinates rep-where S(t) is a V × V real symmetric matrix with latent similarity entries s ij (t) and X(t) =
135
[x 1 (t), x 2 (t), . . . , x V (t)] . Note that, assuming without loss of generality µ(t) = 0, the above 136 decomposition is not unique. For example if we define X(t) * = X(t)Q with Q a H × H 137 orthogonal matrix, then X(t) * X(t) * = X(t)QQ X(t) = X(t)X(t identifiability of the induced similarity matrix S(t).
144
It is important to characterize the class of π(t) matrices whose lower triangular elements 145 can be represented as in (2) with latent similarities decomposed as in (4). Theorem 1 and the corresponding Corollary 2 state that for H sufficiently large, the lower triangular matrix 147 elements of any symmetric probability matrix have such a representation. For H ≥ V ,
148
X X denotes the space of all V × H dimensional matrices of arbitrary coordinate functions 149 mapping from X → and X µ the space of all baseline mean functions.
150
Theorem 1 Given a symmetric real matrix S(t), ∀ t ∈ T , there exist {X(t), µ(t)} ∈ X X ⊗ X µ such that
Proof. Assume without loss of generality that µ(t) = 0 and take H ≥ V . Consider
where P (t) is the matrix of the eigenvectors of S(t) and Λ(t) the diagonal matrix with the 152 corresponding eigenvalues. Then S(t) = P (t)Λ(t)P (t) = X(t)X(t) , for every t ∈ T .
153
Corollary 2 Given a symmetric probability matrix π(t), ∀ t ∈ T , there exist {X(t), µ(t)} ∈ X X ⊗ X µ such that
Proof. The proof follows immediately from Theorem 1 and from the fact that the mapping 155 from s ij (t) to π ij (t) is a one-to-one continuous increasing function.
156
This ensures that our specification is sufficiently flexible to characterize any true gen- we extend their approach from independent Gaussian latent factors to Gaussian process 167 latent factors. In particular, we let
independently for all i = 1, ..., V and h = 1, . . . , H, with c X a squared exponential correla-169 tion function c X (t, t ) = exp(−κ X ||t − t || 2 2 ), which allows for continuous time analysis and 170 unequal spacing, and τ −1 h a shrinkage parameter defined as
Note that if a 2 > 1 the expected value for ϑ k is greater than 1. 
with c µ (t, t ) = exp(−κ µ ||t − t || 2 2 ).
177
Before proceeding with posterior computation, we focus on the support of the induced 178 prior Π π based on priors Π X and Π µ . Specifically we are interested in proving whether the 179 prior can generate a time-varying symmetric probability matrix that is arbitrarily close to any function {π(t), t ∈ T }. Intuitively, large support on continuous symmetric similarity 181 matrix functions {S(t), t ∈ T } relies on the continuity of the Gaussian process coordinate 182 functions. Since for each fixed t = t 0 , x ih (t 0 ) are independently Gaussian distributed, 183 X(t 0 )X(t 0 ) is distributed according to a sum of independent Wishart random variables.
184
Combining the large support of the Wishart distribution with the one of the Gaussian for 185 the baseline µ(t 0 ), provides large support for the induced prior Π S . Since π(t) is obtained 186 via a one to one continuous increasing function of S(t), we will map non-null probability 187 subsets of the space of S(t) into non-null probability subsets of the space of π(t), providing 
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Theorem 3 Let Π S denote the induced prior on {S(t), t ∈ T } based on the specified prior Π X ⊗ Π µ on X X ⊗ X µ . Assuming T compact, for all continuous S * (t) and for all > 0
Corollary 4 Let Π π denote the induced prior on {π(t), t ∈ T } based on the specified prior Π X ⊗ Π µ on X X ⊗ X µ . Assuming T compact, for all continuous π * (t) and for all δ > 0
Proof. Since the elements of π(t) are defined as a one to one continuous mapping of the elements of S(t) through the function g(·), by definition of continuity we have that for every δ > 0 there exists an > 0 such that
for all S(t) such that sup t∈T ||S(t) − S * (t)|| 2 < , where g (S(t)) means that the func-
is applied to every element of S(t). Finally, since by Theorem 3 the event sup t∈T ||S(t) − S * (t)|| 2 < has non-null probability, it follows that the same holds for 197 the event sup t∈T ||π(t) − π * (t)|| 2 < δ, completing the proof. 
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The main result is that binomial likelihoods parameterized by log-odds can be repre- setting where
the Gibbs alternates between
where
and Ω is the diagonal matrix with ω i 's entries.
217
Recalling model (1), with probabilities defined as in (2) and latent similarities from (3),
218
for i = 2, ..., V , j = 1, ..., i − 1 and t ∈ T 0 = {t 1 , ..., t T }, and taking a fixed truncation level
219
H * for the number of latent coordinates, the Gibbs sampler for our model, is: 220 1. Update each augmented data ω ij,t from the full conditional Pólya-Gamma posterior:
for every i = 2, ..., V , j = 1, ..., i − 1 and t ∈ T 0 = {t 1 , ..., t T }.
222
2. Given {y ij,t }, X(t) and {ω ij,t }, the Pólya-Gamma data augmentation scheme ensures 223 full conditional Gaussian posterior for µ(t) with t ∈ T 0 = {t 1 , ..., t T }, of the form (t2)) . . .
, and K µ the
225
Gaussian process covariance matrix with [ 
for every unit v = 1, ..., V from its conditional posterior. Specifically, conditionally on
{τ h } and defining
vector obtained by stacking sub-vectors y ij for all the couples (i, j) such that i = v or 231 j = v, with i > j; and π (v) the corresponding vector of probabilities, then
H * ] ⊗ K x and X xv (t) a matrix of regressors with entries suitably chosen from the elements of X (−v) in order to reproduce the equality:
for all the probabilities π ij (t) such that i = v or j = v, with i > j and t ∈ T 0 = 233 {t 1 , ..., t T }. Model (5) is a proper logistic regression with linear predictor, therefore, 234 according to our Pólya-Gamma sampling scheme, we update the vector of time-varying
, represented by β xv(t) by sampling from:
and Ω xv(t) is the diagonal matrix with the corresponding Pólya-Gamma augmented 238 data.
We can easily handle missing values by adding a further step imputing the unobserved 242 binary similarities from their conditional distribution given the current state of the chain.
243
Specifically:
244 5. Given X(t) and µ(t) sample each missing value from its conditional distribution
, i > j.
Step 5 provides also a strategy for predicting new outcomes. Specifically, if we are interested 246 in making inference on future π(t T +1 ) with t T +1 > t T given the observed similarity matrices 
Simulation Study
252
We provide a simulation study with the aim to evaluate the performance of the proposed 253 model in analyzing a dataset constructed to mimic also a possible generating process in the 254 finance application. The focus is on the ability to correctly reconstruct the true underlying 255 processes, and also on the performance with respect to out of sample predictions. We 256 also provide a comparison between our proposed approach and the estimated probability Figure 2: For some selected times t, plot of the true probability matrix π(t) (top), posterior meanπ(t) from our model (middle) and absolute value of the difference among the two |π(t) −π(t)| (bottom).
H * = 10, length scales κ µ = κ x = 0.05 and set a 1 = a 2 = 2 for the shrinkage parameters.
270
We ran 5,000 Gibbs iterations which proved to be enough for reaching convergence and 271 discarded the first 1,000. Mixing was assessed by analyzing the effective sample sizes of the 272 MCMC chains for the quantities of interest (i.e. π ij (t), for i = 2, ..., V , j = 1, ..., i − 1 and 273 t ∈ T 0 ) after burn-in. We found most of these values concentrating around ≈ 1,700 effective 274 samples on a total of 4,000, providing a good mixing result.
275
The comparison in Figure 2 between true probability matrices and their corresponding 276 posterior mean for some selected time t, highlights the good performance of our approach 277 in correctly estimating the true latent process and making predictions. The latter can be 278 noticed by comparing true and estimated probability matrices at t = 40, recalling that in respect to µ(t) and some selected probability trajectories π ij (t) (top), and the inferential 285 results when the mean process and probability process π ij (t) are estimated with the same 286 setting of our model but using only the time series of the corresponding y ij,t without bor-287 rowing information across the network (bottom). The sub-optimality of the independent 288 approach is apparent in terms of both bias (over-smoothed trajectories) and variance (larger 
Application to co-movements among National Stock Market Indices
316
We constructed Y t using the quarterly log-returns of the 23 main National Stock Market 1,600 on a total of 4,000 after burn-in, showing good mixing. We find that the first two as Germany and France, which instead evolve on similar patterns. We found this result 
||S(t0) − S(t)||2 < 3
Where the first inequality comes from repeated uses of triangle inequality, and the second 492 follows from the fact that each of these terms is an independent event. We evaluate each of 493 these terms in turn.
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Based on the continuity of S * (·), for all /3 > 0, there exists an 0,1 > 0 such that:
Therefore, Π S sup t∈B 0,1 (t 0 ) ||S * (t 0 ) − S * (t)|| 2 < 3 = 1.
495
Given the GP prior on the elements of X(·) and letting x ih (t) = [X(t)] ih , the equation
x ih (t)x jh (t), ∀t ∈ T represents a finite sum over pairwise products of almost surely continuous functions (recalling GP assumption on the elements x ih ) and thus result in a matrix X(t)X(t) with elements almost surely continuous on T . Therefore S(t) = µ(t) × 1 V 1 V + X(t)X(t) is almost surely continuous on T since the baseline µ(·) is itself almost surely continuous given the GP prior assumption. Therefore, similarly as before, for all /3 > 0, there exists and 0,2 > 0 such that:
Π S sup t∈B 0,2 (t 0 ) ||S(t 0 ) − S(t)|| 2 < 3 = 1
To examine last term, first note that:
ΠS ||S(t0) − S * (t0)||2 < 3 = ΠS ||µ(t0) × 1V 1 V + X(t0)X(t0) − µ * (t0) × 1V 1 V − X(t0) * X(t0) * ||2 < 3
Where {X(t 0 ) * , µ * (t 0 )} is any element of X X ⊗ X µ such that S * (t 0 ) = µ * (t 0 ) × 1 V 1 V + 496 X(t 0 ) * X(t 0 ) * . Such a factorization exists by Corollary 2. Thus, using triangle inequality,
497
we can bound this probability by:
498
Π S ||S(t 0 ) − S * (t 0 )|| 2 < 3 ≥ Π S ||X(t 0 )X(t 0 ) − X(t 0 ) * X(t 0 ) * || 2 < 6 Π µ ||1 V 1 V (µ(t 0 ) − µ * (t 0 )|| 2 < 6 Based on the support of the Gaussian prior,
