Abstract-We consider learning problems over training sets in which both, the number of training examples and the dimension of the feature vectors, are large. To solve these problems we propose the random parallel stochastic algorithm (RAPSA). We call the algorithm random parallel because it utilizes multiple processors to operate in a randomly chosen subset of blocks of the feature vector. We call the algorithm parallel stochastic because processors choose elements of the training set randomly and independently. Algorithms that are parallel in either of these dimensions exist, but RAPSA is the first attempt at a methodology that is parallel in both, the selection of blocks and the selection of elements of the training set. In RAPSA, processors utilize the randomly chosen functions to compute the stochastic gradient component associated with a randomly chosen block. The technical contribution of this paper is to show that this minimally coordinated algorithm converges to the optimal classifier when the training objective is convex. In particular, we show that: (i) When using decreasing stepsizes, RAPSA converges almost surely over the random choice of blocks and functions. (ii) When using constant stepsizes, convergence is to a neighborhood of optimality with a rate that is linear in expectation. RAPSA is numerically evaluated on the MNIST digit recognition problem.
I. INTRODUCTION
Learning is often formulated as an optimization problem that finds a classifier x * ∈ R p that minimizes the average of a loss function across the elements of a training set. For a precise definition consider a training set with N elements and let f n : R p → R be a convex loss function associated with the nth element of the training set. The optimal classifier x * ∈ R p is defined as the minimizer of the average cost 
Problems such as support vector machines, logistic regression, and matrix completion can be put in the form of problem (1) . In this paper we are interested in large scale problems where both, the number of features p and the number of elements N in the training set are very largewhich arise, e.g., in text [1] , image [2] , and genomic [3] processing. When N and p are large, the parallel processing architecture in Figure 1 becomes of interest. In this architecture, features are divided in B blocks each of which contains p b p features and a set of I B processors work Work in this paper is supported by ARO W911NF-10-1-0388, NSF CAREER CCF-0952867, and ONR N00014-12-1-0997. The authors are with the Department of Electrical and Systems Engineering, University of Pennsylvania, Philadelphia, PA 19143, USA {aryanm, akoppel, aribeiro}@seas.upenn.edu in paralell on randomly chosen feature blocks while using a stocahstic subset of elements of the training set. In the schematic shown, Processor 1 fetches functions f 1 and f n to operate on block x b and Processor i fetches functions f n and f n to operate on block x b . Other processors select other elements of the training set and other blocks with the majority of blocks remaining unchanged and the majority of functions remaining unused. The blocks chosen for update and the functions fetched for determination of block updates are selected independently at random in subsequent slots.
Problems that operate on blocks of the feature vectors or subsets of the training set, but not on both, blocks and subsets, exist. Block coordinate descent (BCD) is the generic name for methods in which the variable space is divided in blocks that are processed separately. Early versions operate by cyclically updating all coordinates at each step [4] , [5] , while more recent parallelized versions of coordinate descent have been developed to accelerate convergence of BCD [6] - [10] . Closer to the architecture in Figure 1 , methods in which subsets of blocks are selected at random have also been proposed [11] . BCD, serial, parallel, or random, can handle cases where the parameter dimension p is large but requires access to all training samples at each iteration.
Methods that utilize a subset of functions are known by the generic name of stochastic approximation and rely on the use of stochastic gradients. In plain stochastic gradient descent (SGD), the gradient of the aggregate function is estimated by the gradient of a randomly chosen function f n [12] . Since convergence of SGD is slow more often that not, various recent developments have been aimed at accelerating convergence. These attempts include methodologies to reduce the variance of stochastic gradients [13] - [15] and the use of ideas from quasi-Newton optimization to handle difficult curvature profiles [16] - [19] . More pertinent to the work considered here are the use of cyclic block SGD updates [20] and the exploitation of sparsity properties of feature vectors to allow for parallel updates [21] . These methods are suitable when the number of elements in the training set N is large but don't allow for parallel feature processing unless parallelism is inherent to the problem's structure. Moreover, parallel implementation of the SGD method can be considered when the dimension of the feature vectors is not massive and processors can update all the coordinates in a parallel manner [22] - [24] .
The random parallel stochastic algorithm (RAPSA) proposed in this paper represents the first effort at implementing the architecture in Fig. 1 that randomizes over both, features and sample functions. In RAPSA, the functions fetched by a processor are used to compute the stochastic gradient Fig. 1 : Random parallel stochastic algorithm (RAPSA). At each iteration, processor Pi picks a random block from the set {x1, . . . , xB} and a random set of functions from the training set {f1, . . . , fN }. The functions drawn are used to evaluate a stochastic gradient component associated with the chosen block. RAPSA is shown here to converge to the optimal argument x * of (1).
component associated with a randomly chosen block (Section II). The processors do not coordinate in either choice except to avoid selection of the same block. Our main technical contribution is to show that RAPSA iterates converge to the optimal classifier x * when using a sequence of decreasing stepsizes and to a neighborhood of the optimal classifier when using constant stepsizes (Section III). In the latter case, we further show that the rate of convergence to this optimality neighborhood is linear in expectation. These results are interesting because only a subset of features are updated per iteration and the functions used to update different blocks are, in general, different. RAPSA is numerically evaluated on the MNIST digit recognition problem (Section IV).
II. RANDOM PARALLEL STOCHASTIC ALGORITHM (RAPSA)
We consider a more general formulation of (1) in which the number N of functions f n is not necessarily finite. Introduce then a random variable θ ∈ Θ ⊂ R q that determine the choice of the random smooth convex function f (·, θ) : R p → R. We consider the problem of minimizing the expectation of the random functions
Problem (1) is a particular case of (2) in which each of the functions f n is drawn with probability 1/N . We refer to f (·, θ) as instantaneous functions and to F (x) as the average function. RAPSA utilizes I processors to update a random subset of blocks of the variable x, with each of the blocks relying on a subset of randomly and independently chosen elements of the training set; see 
The stochastic gradient block in (3) is then modulated by a possibly time varying stepsize γ t and used by processor i to update the block
RAPSA is defined by the joint implementation of (3) and (4) across all I processors. The selection of blocks is coordinated so that no processors operate in the same block. The selection of elements of the training set is uncoordinated across processors. The fact that at any point in time a random subset of blocks is being updated utilizing a random subset of elements of the training set means that RAPSA requires almost no coordination between processors. The contribution of this paper is to show that this very lean algorithm converges to the optimal argument x * as we show in the following section.
III. CONVERGENCE ANALYSIS
We show in this section that the sequence of objective function values F (x t ) generated by RAPSA approaches the optimal objective function value F (x * ). In establishing this result we define the set S t containing the blocks that are updated at step t with associated indices I t ⊂ {1, . . . , B}. Note that components of the set S t are chosen uniformly at random from the set of blocks {x 1 , . . . , x B }. The definition of S t is such that the time evolution of RAPSA iterates can be written as, [cf. (4)],
while the rest of the blocks remain unchanged, i.e.,
Since the number of updated blocks is equal to the number of processors, the ratio of updated blocks is r := |I t |/B = I/B. To prove convergence of RAPSA, we require the following assumptions.
Assumption 1: The instantaneous objective functions f (x, θ) are differentiable and the average function F (x) is strongly convex with parameter m > 0.
Assumption 2:
The average objective function gradients ∇F (x) are Lipschitz continuous with respect to the Euclidian norm with parameter M . I.e., for all x,x ∈ R p , it holds
Assumption 3: The second moment of the norm of the stochastic gradient is bounded for all x, i.e., there exists a constant K such that for all variables x, it holds
Notice that Assumption 1 only enforces strong convexity of the average function F , while the instantaneous functions f i may not be even convex. Further, notice that since the instantaneous functions f i are differentiable the average function F is also differentiable. The Lipschitz continuity of the average function gradients ∇F is customary in proving objective function convergence for descent algorithms. The restriction imposed by Assumption 3 is a standard condition in stochastic approximation literature [12] , its intent being to limit the variance of the stochastic gradients [25] .
Our first result comes in the form of a expected descent lemma that relates the expected difference of subsequent iterates to the gradient of the average function.
Lemma 1: Consider the random parallel stochastic algorithm defined in (3)-(5). Recall the definitions of the set of updated blocks I t which are randomly chosen from the total B blocks. Define F t as a sigma algebra that measures the history of the system up until time t. Then, the expected value of the difference x t+1 − x t with respect to the random set I t given F t is
Moreover, the expected value of the squared norm x t+1 − x t 2 with respect to the random set S t given F t can be simplified as
Proof: See [26] .
Notice that in the regular stochastic gradient descent method the difference of two consecutive iterates x t+1 − x t is equal to the stochastic gradient ∇f (x t , Θ t ) times the stepsize γ t . Based on the first result in Lemma 1, the expected value of stochastic gradients with respect to the random set of blocks I t is the same as the one for SGD except that it is multiplied by the fraction of updated blocks r. Expression in (9) shows the same relation for the expected value of the squared difference x t+1 −x t 2 . These relationships confirm that in expectation RAPSA behaves as SGD which allows us to establish the global convergence of RAPSA. 
Proposition 1 leads to a supermartingale relationship for the sequence of objective function errors F (x t ) − F (x * ). In the following theorem we show that if the sequence of stepsize satisfies standard stochastic approximation diminishing step-size rules (non-summable and squared summable), the sequence of objective function errors F (x t ) − F (x * ) converges to null almost surely. Considering the strong convexity assumption this result implies almost sure convergence of the sequence x t − x * 2 to null.
Theorem 1: Consider the random parallel stochastic algorithm defined in (3)
t generated by RAPSA converges almost surely to the optimal argument x * ,
Moreover, if stepsize is defined as γ t := γ 0 T 0 /(t + T 0 ) and the stepsize parameters are chosen such that 2mrγ 0 T 0 > 1, then the expected average function error E [F (x t ) − F (x * )] converges to null at least with a sublinear convergence rate of order O(1/t),
where the constant C is defined as
The result in Theorem 1 shows that when the sequence of stepsize is diminishing as γ t = γ 0 T 0 /(t + T 0 ), the average objective function value F (x t ) sequence converges to the optimal objective value F (x * ) with probability 1. 1 Further, the rate of convergence in expectation is at least in the order of O(1/t). Diminishing stepsizes are useful when exact convergence is required, however, for the case that we are interested in a specific accuracy the more efficient choice is using a constant stepsize. In the following theorem we study the convergence properties of RAPSA for a constant stepsize γ t = γ.
Theorem 2: Consider the random parallel stochastic algorithm defined in (3) and (5) . If Assumptions 1-3 hold true and the stepsize is constant γ t = γ, then a subsequence of the variables x t generated by RAPSA converges almost surely to a neighborhood of the optimal argument x * as lim inf
Moreover, if the constant stepsize γ is chosen such that 2mrγ < 1 then the expected average function value error E [F (x t ) − F (x * )] converges linearly to an error bound as
Notice that according to the result in (15) there exits a trade-off between accuracy and speed of convergence. Decreasing the constant stepsize γ leads to a smaller error bound γM K/4m and a more accurate convergence, while the linear convergence constant (1 − 2mγr) increases and the convergence rate becomes slower. Further, note that the error of convergence γM K/4m is independent of the ratio of updated blocks r, while the constant of linear convergence 1−2mγr depends on r. Therefore, updating a fraction of the blocks at each iteration decreases the speed of convergence for RAPSA relative to SGD that updates all of the blocks, however, both of the algorithms reach the same accuracy.
To achieve accuracy the sum of two terms in the right hand side of (15) should be smaller than . Let's consider φ as a positive constant that is strictly smaller than 1, i.e., 0 < φ < 1. Then, we want to have
(16) Therefore, to satisfy the first condition in (16) we set the stepsize as γ = 4mφ /M K. Apply this substitution into the second inequality in (16) and consider the inequality a + ln(1 − a) < 0 for 0 < a < 1, to obtain that
The lower bound in (17) shows the minimum number of required iterations for RAPSA to achieve accuracy .
IV. NUMERICAL ANALYSIS
In this section we study the numerical performance of the doubly stochastic approximation algorithm developed in Section II by first considering a linear regression problem. We then use RAPSA to develop an automated decision system to distinguish between distinct hand-written digits.
A. Linear Regression
We consider a setting in which observations z n ∈ R q are collected which are assumed to be noisy linear transformations z n = H n x + w n of a signal x ∈ R p which we would like to estimate, and w ∼ N (0, σ 2 I q ) is a Gaussian random variable. For a finite set of samples N , the optimal x * is computed as the least squares estimate
We run RAPSA on LMMSE estimation problem instances where q = 1, p = 1024, and N = 10 4 samples are given. The observation matrices H n ∈ R q×p are chosen as pdimensional Gaussian vectors, the true signal x = (1/4)1, and the noise variance σ 2 = 10 −1.5 . We assume that the number of processors I = 16 is fixed and each processor is in charge of 1 block. We consider different number of blocks B = {16, 32, 64, 128}. Note that when the number of blocks is B, there are p/B = 1024/B coordinates in each block.
We use of a hybrid algorithm step-size γ t = min( , T 0 /t) which is a constant = 10 −3 for the firstT 0 = 500 iterations, after which it diminishes as O(1/t). The size of mini-batch is set as L = 1 in the subsequent experiment. To determine the advantages of incomplete randomized parallel processing, we vary the number of coordinates updated at each iteration. In the case that B = 16, B = 32, B = 64, and B = 128 the number of updated features per iterations are 1024, 512, 256, and 128, respectively. Notice that the case that B = 16 can be interpreted as parallel SGD since all the coordinates are updated per iteration, while in other cases B > 16 only a subset of 1024 coordinates are updated. Fig. 2a illustrates the convergence path of RAPSA's objective value F (
H n x t − z n 2 versus the number of iterations t. We observe that the algorithm performance is comparable across different number of updating coordinates per iteration. However, comparing algorithm performance over iteration t across varying numbers of blocks updates is unfair. If RAPSA is run on a problem for which B = 32, then at iteration t it has only processed half the data that parallel SGD, i.e., B = 16, has processed by the same iteration. Thus for completeness we also consider the algorithm performance in terms of number of features processedp t which is given byp t = ptI/B.
In Fig. 2b , we display the convergence of the mean square error F (x t ) in terms of number of features processedp t . In doing so, we may clearly observe the advantages of updating fewer features/coordinates per iteration. That is, to achieve the benchmark F (x t ) ≤ 10 −2 , we requirep t = 8.98 × 10 5 , p t = 4.33 × 10 5 ,p t = 1.99 × 10 5 , andp t = 1.15 × 10 5 processed features, respectively, for the cases that the number of blocks are B = 16, B = 32, B = 64, and B = 128. This result shows that updating fewer coordinates per iteration yields substantial convergence gains in terms of number of features processed. This advantage comes from the advantage of Gauss-Seidel method with respect to Jacobi algorithm. Consider one path over the dataset for the cases that B = 16 and B = 32. In B = 16, given x t , we update all the 1024 coordinates/features to update x t and compute x t+1 . On the other hand, for the case that B = 32, we update 512 features of x t and get x t+1 . Then we use the updated variable x t+1 to update the rest of coordinates and compute x t+2 . This observation shows that B = 16 acts as a Jacobi method, updating all coordinates of x in parallel, while B > 16 has the structure of Gauss-Seidel method makes use of the updated information as it proceeds to update different coordinates. The superior behavior of Gauss-Seidel techniques as compared to Jacobi methods is well known, 
(a) Objective F (x t ) vs. iteration t. (c) Test set accuracy vs. featurept. Fig. 3 : RAPSA on MNIST data. Algorithm performance is comparable across different numbers of decision variable coordinates updated per iteration t, but in terms of number of features processed, RAPSA performance best when using the least features per update.
and underlies the performance gains in Fig. 2b .
B. Hand-Written Digit Recognition
We now make use of RAPSA for digit classification. To do so, let z ∈ R p be a feature vector encoding pixel intensities of an image, and let y ∈ {−1, 1} be an indicator variable of whether the image contains the digit 0 or 8, in which case the binary indicator is respectively y = −1 or y = 1. We model the task of learning a hand-written digit detector as a logistic regression problem, where one aims to train a classifier x ∈ R p to determine the relationship between feature vectors z n ∈ R p and their associated labels y n ∈ {−1, 1} for n = 1, . . . , N . The empirical risk minimization associated with training set T = {(z n , y n )} N n=1 is to find x * as the maximum likelihood estimate
where the regularization term (λ/2) x 2 is added to avoid overfitting. We use the MNIST dataset [27] , in which feature vectors z n ∈ R p are p = 28 2 = 784 pixel images whose values are recorded as intensities, or elements of the unit interval [0, 1]. Considered here is the subset associated with digits 0 and 8, a training set T = {z n , y n } N n=1 with N = 1.76 × 10 4 sample points. We run RAPSA on this training subset for the cases that B = 16, B = 32, B = 64, and B = 128, which are associated with updating p, p/2, p/4, and p/8 features per iteration. In Fig. 3 we show the result of running RAPSA for this logistic regression problem with hybrid step-size γ t = min(10 −2.5 , 10 −2.5T 0 /t), withT 0 = 525 and no minibatching L = 1. We observe in Fig. 3a that using full stochastic gradients is better than only updating some of the coordinates in terms of the number of iterations t. In particular, to reach the objective benchmark F (x t ) ≤ 10 −1 , we have to run RAPSA t = 335, t = 354, and t = 741 iterations, for the cases that B = 16, B = 32, and B = 64, respectively. For B = 128 the objective function F (x t ) ≤ 10 −1 is not reached after 1000 iterations. However, as previously noted, iteration index t is an unfair comparator for objective convergence since the four different setting process different number of features per iteration. Hence, we illustrate the objective F (x t ) vs. featurep t in Fig. 3b . Here we recover the advantages of randomized incomplete parallel processing: updating fewer blocks per iteration yields improved algorithm performance. We observe using the least amount of information per iteration yields the fastest convergence in terms of number of features processed.
We also consider the algorithm's classification accuracy on a test subset of sizeÑ = 5.88×10 3 , the results of which are shown in Fig. 3c . In terms of number of features processed p t , we see that the result for classification accuracy on a test set is consistent with the results for the convergence of the objective function value.
V. CONCLUSIONS
The random parallel stochastic algorithm (RAPSA) proposed in this paper as a doubly stochastic algorithm. RAPSA is doubly stochastic since each processors utilizes a random set of functions to compute the stochastic gradient associated with a randomly chosen sets of variable coordinates. We showed the proposed algorithm converges to the optimal solution sublinearly when the stepsize is diminishing. Moreover, linear convergence to a neighborhood of the optimal solution can be achieved using a constant stepsize. A detailed comparison between RAPSA and parallel SGD for training a quadratic program and a logistic regressor is provided. The numerical results showcase the advantage of RAPSA with respect to parallel SGD.
