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Due to the increased prevalence of ubiquitous communication technologies and the re-
duced cost of electronic components, there is an increasing interest in developing net-
worked radar systems. Such networked radar systems offer potential benefits in robust-
ness as well as improvements in performance for detection, tracking and classification.
As a branch of applied computer sciences sensor data fusion addresses the ability to
process this vast quantity of information, generated by multiple sources, in an effective
way.
The purpose of this thesis is to validate the tracking algorithms implemented, to deter-
mine whether they are capable of identifying and tracking two closely spaced targets, to
determine the capability of the system to track a target that moves with fast maneuvers
as well as the ability to handle a potential simultaneous attack from both the air and
the sea. We present a method for multiple target tracking using multiple sensors both
for passive and active sensors.
Firstly, regarding active radar, we describe an algorithm for combining range-Doppler
data from multiple sensors to perform multi-target tracking. In particular we considered
the problem of very poor azimuth resolution. In this case more than two sensors are
needed to triangulate target tracks and techniques like multilateration are needed to
overcome the problem.
Then two tracking algorithms for bistatic DVB-T passive radar based on the Extended
Kalman Filter (for single target tracking) and on the Kalman filter (for multiple target
tracking), exploiting measurement of bistatic range and bistatic velocity of a target are
described. Also the direction of arrival of the target is estimated through beamforming
and then used in the tracking model. The algorithms have been tested and validated by
using real data.
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Chapter 1
Introduction
1.1 Overview and motivations
Modern tracking and surveillance system development is increasingly looking towards
networks of radar systems. Such a radar network can exploit spatial radar diversity to
compensate for the weak attributes of a single radar, such as poor cross-range accuracy.
Object/target tracking refers to the problem of using sensor measurements to determine
the location, path and characteristics of objects of interest [1], [2], [3]. A sensor can
be any measuring device, such as radar, sonar, camera, infrared sensor, microphone,
ultrasound or any other sensor that can be used to collect information about objects
in the environment. The typical objectives of target tracking are the determination of
the number of objects, their identities and their states, such as positions, velocities and
in some cases their features. A typical example of object/target tracking is the radar
tracking of aircrafts or boats. The object tracking problem in this context attempts to
determine the number of aircraft in a region under surveillance and their speeds and
positions, all based on measurements obtained from a radar.
There are a number of sources of uncertainty in the object tracking problem that render
it a highly non-trivial task. For example, object motion is often subject to random
disturbances, objects can go undetected by sensors and the number of objects in the
field of view of a sensor can change randomly. The sensor measurements are subject to
random noises and the number of measurements received by a sensor from one look to
the next can vary and be unpredictable. Objects may be close to each other and the
measurements received might not distinguish between these objects.
One of the main applications for surveillance systems is in military. The design and
development of surveillance systems for military purposes is experiencing an increased
1
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growth. Such systems are intended to detect, locate and track moving targets, which
include humans, trucks, tanks etc. The accuracy of these systems depends on a number
of factors. Some of theses are 1) the integration of information from several sensors,
2) the optimization of the location of sensors in order to achieve complete coverage
of the desired area, 3) the efficient use of the system’s resources (e.g. maintenance of
sensor’s battery life for a longer life-span), and 4) reliable real-time communication in
the midst of harsh environmental conditions and/or changes in the system. As a result
of such a dynamic environment a lot of research has been done into the development
of autonomous systems, capable of achieving the goals of surveillance (target detection,
location, tracking etc) in the midst of constantly changing conditions.
In recent years, multisensor data fusion has received significant attention for both mili-
tary and non military applications. Data fusion techniques combine data from multiple
sensors, and related information from associated databases, to achieve improved accu-
racies and more specific inferences than could be achieved by the use of a single sensor
alone [4], [5], [6], [7].
Sensor Data Fusion is the process of combining incomplete and imperfect pieces of mu-
tually complementary sensor information in such a way that a better understanding of
an underlying real-world phenomenon is achieved [8]. Typically, this insight is either
unobtainable otherwise or a fusion result exceeds what can be produced from a single
sensor output in accuracy, reliability, or cost. Appropriate collection, registration and
alignment, stochastic filtering, logical analysis, space-time integration, exploitation of
redundancies, quantitative evaluation, and appropriate display are part of sensor data
fusion as well as the integration of related context information.
1.2 Aim
The main objective of this thesis is to develop multi sensors algorithms, both for active
and passive radar scenarios, able to track multiple targets. These algorithms should
be able to handle, in presence of noise and clutter, scenarios where a great number of
targets are present and scenarios where targets can be very close to each other. The
performance and efficiency of the algorithms are presented as a function of parameters,
such as the number of scatterers that form a target, the position of the sensors and the
distance between the targets.
1.3 Thesis layout
The thesis consists of 6 chapters:
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• Chapter 2 contains a brief overview of the background theory.
• Chapter 3 contains an introduction about tracking and a general description of
the algorithms used.
• Chapter 4 presents a description of an active radar system. In the second part are
presented the result of a two stage multi-target multi-sensor tracker on a simulated
scenario. In the last part a preliminary evaluation of the implemented Multi
hypothesis Tracking algorithm has been performed.
• Chapter 5 presents a description of the passive radar system and the result. First
the result obtained with a single target and then an application of the algorithm
on multi-target range-Doppler data. For both cases, real data has been used.
• Chapter 6 contains the conclusion and suggestion for future work.
Chapter 2
Overview
2.1 k-means algorithm
The k-means algorithm is the simplest and most commonly used method for clustering.
The user must specify the number of classes (k). The k-means algorithm then attempts
to locate the mean vector (mi) for each of the k classes. Next, k initial estimates
of the location of the mean vectors in the l-dimensional space are obtained. These
initial estimates of the mean can be made in a variety of ways, including randomly
assigning locations in the l-dimensional space. As long as the initial estimates are unique,
the method should converge; however, the better the initial estimates, the quicker the
convergence. If we designate these initial estimates as mi, then we can tentatively assign
each pixel to a class based on how close (minimum distance to the mean) it is to the
mean vectors. The mean of all the pixels tentatively assigned to the ith class becomes
our new estimate of the class mean (mi). The sample pixels are tentatively reassigned
using the new class means, and the procedure repeats in this fashion until the class
means no longer change (i.e., the change is less than some threshold). At this point, the
tentative means are assumed to be good estimates of the class mean vectors (mi). The
resultant classes will be indicative of the clusters in the data but they may or may not
correspond to the real classes. To avoid clusters too close together in space, a merging
option can be employed that will combine two clusters if their final means are too close
together. It is also possible to split clusters that have too much variance by defining two
means within the cluster and re-clustering.
In order to evaluate which is the best clustering possibility and the right number of
clusters, the Xie-Beni index [9] is used:
• Index of compactness of the ith cluster: ∑
xl∈Ci
||xl−mi||2
Ni
4
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Figure 2.1: k-means classifier illustrating a case with three classes
• Index of the mean compactness of the ith cluster: 1K
K∑
i=1
∑
xl∈Ci
||xl−mi||2
Ni
• Index of separation of the partition: mini,j ||mi −mj ||2
• Index of validity of the partition:
1
K
K∑
i=1
∑
xl∈Ci
||xl−mi||2
Ni
mini,j ||mi−mj ||2
2.2 Frequency Modulated Continuous Wave
Frequency Modulated Continuous Wave (FMCW) radar systems are generally compact
and relatively cheap to purchase and to exploit. FMCW radars consume little power and,
due to the fact that they are continuously operating, they can transmit a modest power,
which makes them very interesting for military applications. Consequently, FMCW
radar technology is of interest for both civil and military airborne earth observation
applications.
FMCW is a continuous wave (CW) radar which transmits a frequency modulated (FM)
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signal [10]. In linear FMCW radars, the used modulation is usually a sawtooth. The
ramp is also known as a chirp. Objects illuminated by the antenna beam scatter part of
the transmitted signal back to the radar, where a receiving antenna collects this energy.
The time the signal travels to an object, or target, at a distance r and comes back to
the radar is given by:
τ =
2r
c
(2.1)
where c is the speed of light. In a homodyne FMCW receiver, the received signal is
mixed with a replica of the transmitted waveform and low pass filtered. This process
is usually called deramping. The resulting output is called the beat (or intermediate
frequency) signal. From Figure. 2.2, it can be seen that the frequency of the beat signal
is directly proportional to the target time delay, and hence to the distance. The beat
frequency is expressed as:
fb =
B
PRI
τ (2.2)
where B is the transmitted bandwidth given by the frequency sweep and PRI is the
pulse repetition interval (TR in fig. 2.2). In order to compress the range response, a
Fourier transform is performed on the beat signal, making the signal content available
in the frequency domain. A practical resulting signal from an FMCW sensor is the
superposition of different sinusoidal signals, corresponding to the environment being
illuminated by the radar waves. In this case, the side-lobes of a strong target response
could cover the signal of a weaker scatterer. Windowing the signal before applying
the Fourier transform can reduce the side-lobe level at the expense of a broadening of
the main lobe. If a target is moving while being illuminated by the radar, its radial
velocity component causes an additional Doppler frequency shift superimposed on the
beat frequency due to the actual distance, leading to an invalid range measurement. The
Doppler shift is given by:
fD = −2vr
λ
(2.3)
where vr is the velocity in the radial direction and λ is the wavelength of the transmitted
signal.
2.3 Bayes’ theorem
In probability theory and statistics, Bayes’ theorem (alternatively Bayes’ law or Bayes’
rule) relates current to prior belief. It also relates current to prior evidence. It is
important in the mathematical manipulation of conditional probabilities. Bayes’s rule
can be derived from more basic axioms of probability, specifically conditional probability.
Bayes’ theorem is a direct application of conditional probabilities. The probability
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Figure 2.2: Frequency plot of the chirp signal. The received signal (red) is a delay
version of the transmitted (black).
P (A|B) of ”A assuming B” is given by the formula
P (A|B) = P (B|A)P (A)
P (B)
, (2.4)
where
• P (A), the prior probability, is the initial degree of belief in A.
• P (A|B), the conditional probability, is the degree of belief in A having accounted
for B.
• the quotient P (B|A)/P (B) represents the support B provides for A.
2.4 Detection
The task of primary radars used in air or vessel traffic control is to detect all objects
within the area of observation and to estimate their positional coordinates. Generally
speaking, target detection would be an easy task if the echoing objects were located
in front of an otherwise clear or empty background. In such a case the echo signal can
simply be compared with a fixed threshold, and targets are detected whenever the signal
exceeds this threshold. In real radar application, however, the target practically always
appears before a background filled with point, area, or extended clutter. Frequently
the location of this background clutter is additionally subject to variations in time
and position. This fact calls for adaptive signal processing techniques operating with a
variable detection threshold to be determined in accordance to the local clutter situation.
In order to obtain the needed local clutter information, a certain environment defined
by a window around the radar test cell must be analyzed.
Here the detection step is implemented by using a constant false alarm rate (CFAR)
circuitry with the aim of determining the power threshold above which any return can
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be considered as generated by a target. CFAR processing schemes are an attractive
class of schemes that can be used to overcome the problem of non-homogeneous clutter.
The choice of detection threshold can have a significant effect on tracking performance,
in particular on data association as measured by track confirmation, maintenance and
prediction error statistics. This is intuitively comprehensible because if the threshold
is too high, insufficient true target data will be received and if the threshold is too
low, false alarms will corrupt the tracking process. In particular, the proper choice of
threshold may be equivalent to an effective increase of several decibels of the signal to
noise ratio (SNR) in target signal power. The threshold in a CFAR detector is set on a
cell by cell basis using the estimated noise power by processing a group of reference cells
surrounding the cell under investigation. In detail a cell-averaging CFAR (CA-CFAR)
Guard Area
Cell Under Test
Ngc
Ngc
Nref
Nref
N
gc
N
gc
N
re
f
N
re
f
Reference Area
Figure 2.3: CFAR geometry
has been used [11].
2.5 Hungarian algorithm
The assignment problem, also known as the maximum weighted bipartite matching
problem, is a widely-studied problem applicable to many domains. Generally speaking,
it can be stated as follows: given a set of workers, a set of jobs, and a set of ratings
indicating how well each worker can perform each job, determine the best possible
assignment of workers to jobs, such that the total rating is maximized. The Hungarian
method [12], originally proposed by H. W. Kuhn in 1955, is a combinatorial optimization
algorithm that solves the assignment problem in polynomial time. Given n workers and
tasks, and an [n × n] matrix containing the cost of assigning each worker to a task, it
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finds the cost minimizing assignment (it allows a ”minimum matching” to be found).
An example of the algorithm and its steps is given below:
1. Arrange your information in a matrix with the ”measurements” on the left and
the ”tracks” along the top, with the ”cost” for each pair in the middle.
W X Y Z
A 10 19 8 15
B 10 18 7 17
C 13 16 9 14
D 12 19 8 18
E 14 17 10 19
2. Ensure that the matrix is square by the addition of dummy rows/columns if nec-
essary. Conventionally, each element in the dummy row/column is the same as the
largest number in the matrix.
10 19 8 15 19
10 18 7 17 19
13 16 9 14 19
12 19 8 18 19
14 17 10 19 19
3. Reduce the rows by subtracting the minimum value of each row from that row.
2 11 0 7 11
3 11 0 10 12
4 7 0 5 10
4 11 0 08 11
4 7 0 9 9
4. If there are columns without a zero, reduce the columns by subtracting the mini-
mum value of each column from that column.
0 4 0 2 2
1 4 0 5 3
2 0 0 0 1
2 4 0 5 2
2 0 0 4 0
5. Cover the zero elements with the minimum number of lines it is possible to cover
them with. (If the number of lines is equal to the number of rows then go to step
9).
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0 4 0 2 2
1 4 0 5 3
2 0 0 0 1
2 4 0 5 2
2 0 0 4 0
6. Add the minimum uncovered element to every covered element. If an element is
covered twice, add the minimum element to it twice.
1 5 2 3 3
1 4 1 5 3
3 1 2 1 2
2 4 1 5 2
3 1 2 5 1
7. Subtract the minimum element from every element in the matrix.
0 4 1 2 2
0 3 0 4 2
2 0 1 0 1
1 3 0 4 1
2 0 1 4 0
8. Cover the zero elements again. If the number of lines covering the zero elements
is not equal to the number of rows, return to step 6.
0 4 1 2 2
0 3 0 4 2
2 0 1 0 1
2 4 0 5 2
2 0 1 4 0
This example has to be reduced once more:
0 3 1 1 1
0 2 0 3 1
3 0 1 0 1
1 2 0 3 0
3 0 1 4 0
9. Select a matching by choosing a set of zeros so that each row or column has only
one selected.
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0 3 1 1 1
0 2 0 3 1
3 0 1 0 1
1 2 0 3 0
3 0 1 4 0
10. Apply the matching to the original matrix, disregarding dummy rows. This shows
who should do which activity, and adding the costs will give the total minimum
cost.
W X Y Z
A 10 19 8 15
B 10 18 7 17
C 13 16 9 14
D 12 19 8 18
E 14 17 10 19
Notice that D has not been used.
2.6 Bucci Algorithm
Suppose there are N antennas in a uniform linear array with inter-element spacing equal
to d. With the assumption of far field, the array response vector for a narrow band source
for the linear array can be written as:
a(φ) =

1
e−j
2pid
λ
sin(φ)
...
e−j
2pid
λ
sin(φ)(N−1)
 (2.5)
where λ is the wavelength of the impinging signal. The array pattern F (φ) = wHa(φ)
is a function of the array’s response to a plane wave signal arriving at an azimuth angle
φ ∈ [−pi/2, pi/2], where w = [w1, w2, . . . wN ]T is the complex vector of beamformer
weights and (.)H stands for the Hermitian transpose. The aim of the array synthesis
problem is to design an appropriate vector w of complex valued weights for the antenna
outputs and sum up the weighted signals to form a desired beampattern F (φ). The
Bucci algorithm [13] is a method used to solve the array synthesis problem. In the Bucci
method we wish the desired beampattern to lie between two non-negative bounds ML
and MU . The set of all functions that fulfills the constraints can be defined as:
M≡ {F : ML(φ) ≤ |F (φ)| ≤MU (φ)} (2.6)
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The array pattern equation defines the set B of all array patterns that can be obtained
by the considered array
B ≡ {F : F (φ) = wHa(φ)} (2.7)
The solution to the synthesis problem is an array response vector that belongs to the
intersection of the setsM, B. The intersection between these two sets can be found using
the method of alternating projection [13]. For the mask defined in (2.6) the projection
operator PM is defined as :
F (φ) =

MU (φ)
F (φ)
|F (φ)| |F (φ)| > MU (φ)
F (φ) ML(φ) ≤ |F (φ)| ≤MU (φ)
ML(φ)
F (φ)
|F (φ)| |F (φ)| < ML(φ)

The projection onto the set B produces the beamforming vector w, which is the best
solution in the least squares sense of the following overdetermined linear system:
Aw = F (2.8)
where A = [a(φ0)
T ,a(φ1)
T , · · · ,a(φk)T ] represents the array response vectors in all
possible azimuth angles φ ∈ {φ1, φ2, . . . , φk} ∈ [−pi/2, pi/2] and F = [F (φ0), . . . , F (φk)]T
is the vector that contains the desirable beampattern in all azimuth angles φ. The
alternating projection will be iterated a number of times until the difference in the least
square errors between subsequent iterations becomes smaller than a threshold .
2.7 Music Algorithm
MUSIC [14] produces direction estimates by searching the array response manifold for
direction vectors that are orthogonal to a noise subspace. Let m(t, r, fd) be the complex
vector matched to a particular range r and Doppler fd used for target detection by
comparing the energy to the CFAR threshold and also to estimate the angle of arrival
of the target return signal. For convenience, we ignore the index (t, r, fd) and we define
it as m = [m1,m2, . . . ,mN ]. Let N be the number of antennas at the radar receiver.
We formulate a matrix X using the range-Doppler output m as:
X =

m1 . . . ml
m2 . . . ml+1
...
...
...
mk . . . mN
 (2.9)
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where k is the number of rows
⌈
N
2
⌉ ≤ k ≤ N and l = N−K+1 is the number of columns.
Depending on the number of columns or rows that the covariance matrix consists of, one
can achieve either better estimation of the direction of arrival or better resolution. The
noise subspace used in MUSIC can be obtained from the singular value decomposition
(SVD) of the matrix X
X =
[
U1 . . . Uk
]
Sq . . . 0
...
...
...
0 . . . Sq


V1
...
Vl

If EN is defined to be the matrix whose columns are the noise eigenvectors, then the
distance from a vector Y to the signal subspace is d = YHENE
H
NY. Then the plot of
the spatial spectrum as a function of φ is given by:
P(φ) =
1
aH(φ)ENEHNa(φ)
(2.10)
The MUSIC algorithm requires singular value decomposition, which is computationally
very expensive, in particular considering the need to apply them on hundreds of range
Doppler bins. An alternative approach is to design a set of beamformers for a number
of azimuth angles and generate spatial spectrum by computing the beamformer output
power for the range of azimuth angles of interest.
Chapter 3
Tracking Overview
3.1 Introduction
Target tracking is an important element of surveillance, guidance, or obstacle avoidance
systems, whose role is to determine the target’s number, relative position in range,
azimuth angle, elevation angle, Cartesian coordinates and velocity. Then, by using
and keeping track of these measured parameters a radar system can predict their future
values. Target tracking is important to military radars as well as to most civilian radars.
Commercial radar systems, such as civilian airport traffic control radars, may utilize
tracking as a means of controlling incoming and departing airplanes.
It is also customary to distinguish between continuous single-target tracking radars and
multi-target track-while-scan (TWS) radars. Tracking radars utilize pencil beam (very
narrow) antenna patterns. It is for this reason that a separate search radar is needed
to facilitate target acquisition by the tracker. Still, the tracking radar has to search the
volume where the target’s presence is suspected.
Target tracking can be complex due to: partial or full occlusions, scene illumination
changes, and changes to the appearance of the target characterized by its area, shape,
and orientation. In many cases the problem is simplified by making certain assumptions.
One such assumption is that the movement of the target from one scene to the next is
modeled as constant velocity. The constant velocity model is applied when it is assumed
that the time lapse from one frame to the next frame is short enough to assume that
the target will not change its state drastically.
A target dynamic model describes the progression of a target motion state over time.
The target in most instances is treated as a point target in target dynamic models.
Target motion can be divided into two classes, maneuver and non-maneuvering. A non-
maneuvering motion is the straight line motion at a constant velocity, at times referred
14
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to as uniform motion [15]. One can approximate the target motion and the observations
using mathematical models.
The problem of target tracking is to estimate sequentially the state of a dynamic system
using a sequence of noisy measurements made on the system. In the follow a state-space
approach (the most common target motion representation model) that focuses attention
on the state vector of a system, has been used. The state vector contains all relevant
information required to describe the system under investigation (speaking about tracking
this information could be related to the kinematic characteristics of the target). The
measurement vector represents observations that are related to the state vector.
We can distinguish two different kind of tracking, single target tracking (STT) with the
aim of keeping the tracking sensor line of sight (LOS) pointed at the single target of
interest and multiple target tracking (MTT) . MTT problem extends the single target
tracking to a situation where the number of targets may not be known and can also
be variable with time. Moreover, the measurements obtained are also not known, since
they can be originated from any of the targets. False alarms or measurements originated
from clutter are an extra source of complexity in realistic applications. Thus, tracking
multiple maneuvering targets is much more difficult than tracking a single maneuvering
target since there is a challenge in correctly associating the measurements with the
targets. The MTT problem is composed of the following subproblems:
• Single Target Tracking: addresses the problem of tracking a single target. It
estimates the positions of a target based on noisy observations of the target and
with some prior information regarding the target and sensor characteristics;
• Data association: usually consists in ensuring that the correct measurement is
given to each STT tracker so that the trajectories of each target can be accurately
estimated. MTT requires a complex data association logic in order to sort out
backscattered signal into real targets, clutter and false alarms.
3.2 Target Tracking Algorithm
First of all, detections in the Range-Doppler (RD) domain for each sensor are considered
as input to the tracking system. In all the following case of study, as the information
related to a detection only contains range and Doppler information (and no azimuth),
the target can not be localized in a 2D spatial domain (geographical coordinates) with
a single sensor information only. Also the multilateration becomes difficult as the data
association is not trivial. Moreover, for the same reason, at least three sensors are needed
to localize the target without any ambiguities.
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Figure 3.1: Basic elements of a tracking system.
Then, a clustering algorithm described in section 2.1 is applied in order to discard some
false alarms and put together the detected points that belong to the same target.
3.2.1 Target motion model
Regarding the target motion model, in this thesis the nearly constant velocity (nCV)
and the Wiener-process acceleration model has been used. The Wiener process is a
continuous-time random process with random increments. The model is also referred
to as the nearly constant acceleration model (nCA) or the constant-acceleration (CA)
model. The two common versions of this model are: the white-noise jerk model and
the Wiener-sequence acceleration model [16]. The white-noise jerk model assumes that
the derivative of acceleration, jerk, is an independent process. The second version of
the model assumes that the acceleration increment is an independent process. The
acceleration increment is the integral of the jerk over a time period. The jerk models
are more appropriate for agile targets (e.g. fighter jets).
The uncertainty in the state estimation of target dynamics is represented by the process
noise matrix Q. Considering the nCV model, the target acceleration is modeled as white
noise ax(t) = w(t) where the white noise process w(t) is defined by
E[w(t)] = 0, E[w(t)w(τ)] = q(t)δ(t− τ).
From [17] we know that
Q = q
[
T 3
3
T 2
2
T 2
2 T
]
where T is the sampling interval.
The white noise dynamic model can be extend to the nCA model a˙x(t) = w(t). In this
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case
Q = q

T 5
20
T 4
8
T 3
6
T 4
8
T 3
3
T 2
2
T 3
6
T 2
2 T
 .
Both for the nCV and the nCA model, when T is much larger than the maneuver
correlation time (τm), the following relation is true:
q = 2σ2mτm.
3.2.2 Tracking filter
The fundamental building block of a tracking system is a filter for recursive target state
estimation. A recursive filtering approach means that received data can be processed
sequentially rather than as a batch, so that is not necessary to store the complete data
set nor to reprocess exiting data if a new measurement becomes available. Such a filter
consist of essentially two stages: prediction and update. The prediction stage uses the
system model to predict the state target vector forward from one measurement time
to the next. Since the state is usually subject to unknown disturbances, prediction
generally change the state. From this follows that the goal of the update operation
is to use the latest measurements to modify the prediction. This is achieved by using
the Bayes’ theorem (sec. 2.3), which is a mechanism for updating knowledge about the
target state by having of extra information from new data.
To define the tracking filtering, we should introduce the target state vector xk ∈ Rnx ,
where nx is the dimension of the state vector, R is the set of real numbers, k ∈ N is the
time index and N is the set of natural numbers. Given the time index k, the sampling
interval is Tk−1 = tk− tk−1. The target state evolves according to the following discrete-
time stochastic model:
xk = fk−1(xk−1, vk−1), (3.1)
where fk−1 is a known function of the state xk−1 and vk−1 is referred to as a process
noise sequence. As we said before, the objective of the tracking filter is to recursively
estimate xk from measurements zk ∈ Rnz . The relation between the measurements and
the target state is:
zk = hk(xk, wk), (3.2)
where hk is a known function and wk is the measurements noise sequence. Both vk
and wk are suppose to be white, with known probability density functions and mutually
independent.
The initial target state is assumed to be independent of noise sequences and to have
a known probability density function (pdf) p(x0) ≡ p(x0|z0), where z0 is the set of no
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measurements. Then, the pdf p(xk|Zk) can be obtained recursively with the prediction
and update steps.
By applying the Chapman-Kolmogorov equation [18] and assuming that at time k − 1
the pdf p(xk−1|Zk−1) is available, the predicted pdf at time k is:
p(xk|Zk−1) =
∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1 (3.3)
At time step k the update stage is carried out by using zk in order to update the
prediction via the Bayes’ rule (sec: 2.3):
p(xk|Zk) = p(zk|xk)p(xk|Zk−1)
p(zk|Zk−1) . (3.4)
The choice of the tracking filter often depends on the choice of the coordinate system. It
is well known that the Kalman filter is optimal when the system is linear and Gaussian.
When the linear assumption is violated, there are several nonlinear algorithms that may
be applied to a target tracking problem. Perhaps the simplest of these nonlinear filters
is the Extended kalman filter (EKF) [19]. The EKF, a version of the Kalman Filter
that linearizes the nonlinear state to measurement transformation and state transition
matrices, is being used in thousands of systems in the field today for tracking when
nonlinearities in the system are present. The Unscended Kalman filter (UKF) [20] is a
more recent development that uses a parameterized set of sample points, called ”sigma
points” to model the nonlinearity, and has been shown to achieve superior performance
to that of the EKF. In the UKF sample points are not drawn at random, but according
to a specific deterministic algorithm. Another approach that is not a derivative of the
KF and is based on a slightly different approach is the Particle Filter (PF) [19]. The
PF is an approach that uses Monte Carlo integration to handle nonlinearities by sam-
pling from the posterior distribution. In the case of a PF, the initial sample points are
drawn at random, from a so-called proposal distribution. In order to update the state,
a set of importance weights are calculated and assigned to the samples. These weights
are normalized and updated according to a re-sampling process. There are a number
of different variations of particle filters, depending on the re-sampling technique used,
as well as other factors. The drawback of the PF is that it requires a great deal of
computational power, due to the Monte Carlo nature of the solution. Yet, this must be
weighed against the degree of accuracy, as in highly nonlinear scenarios the PF has been
shown to out-perform both the EKF and UKF.
Kalman Filter In this Thesis the Kalman filter has been implemented and used both
for the case of active radar and passive radar.
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Problem formulation:
• State equation:
xk+1 = Fkxk + wk κ = 0, 1, 2, . . . (3.5)
• Measurement equation:
zk = Hkxk + vk κ = 0, 1, 2, . . . (3.6)
• wk and vk are zero-mean, white Gaussian, and mutually independent:
wk ∼ N(0,Qk), vk ∼ N(0,Rk)
• Initial state PDF: x0 ∼ N(xˆ0|0,P0|0)
• Goal recursive computation of posterior density: p(xk|Zk)
Equation:
• The posterior PDF is Gaussian: p(xk|Zk) = N(xˆk|k,Pk|k)
• The mean and covariance are computed recursively:
xˆk+1|k = Fkxˆk|k
Pk+1|k = Qk + FkPk|kFTk
xˆk+1|k+1 = xˆk+1|k + Kk+1(zk+1 −Hk+1xˆk+1|k)
Pk+1|k+1 = Pk+1|k −Kk+1Sk+1KTk+1
• Where:
Sk+1 = Hk+1Pk+1|kHTk + Rk
is the covariance of innovation
vk+1 = zk+1 −Hk+1xˆk+1|k
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and
Kk+1 = Pk+1|kHTk+1S
−1
k+1
the Kalman gain
Initialization:
• Initial distribution given by: p(x0) = N(xˆ0|0,P0|0)
• Typically we use the first one or two measurements to initialize the KF
• Important that the initial covariance is correct
• Two-point differencing:
xk = [χk χ˙k]
T xˆ0|0 =
[
z0
z0−z−1
T
]
zk = χk + vk k = −1, 0 =⇒
vk ∼ N(0, σ2) P0|0 = Exˆ0|0[xˆ0|0]T =
[
σ2 σ2/T
σ2/T 2σ2/T 2
]
• One point initialization (assuming maximum target speed is known):
only z0 is known
xˆ0|0 =
[
z0
0
]
P0|0 =
[
σ2 0
0 (0.5vmax)
2
]
Innovation:
• Predicted measurement: zˆk+1|k = Hk+1xˆk+1|k
• Innovation: vk+1 = zk+1 − zˆk+1|k
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• Property 1: Innovation sequence of the KF is a zero-mean white (independent):
Evkv
T
j = Sk − δkj
Remark: Estimation errors x˜k = xˆk|k − xk are correlated in time.
• Property 2: Innovations and measurements are equivalent in terms of the infor-
mation content
p(z1, z2, . . . , zk) = p(v1,v2, . . . ,vk)
Figure 3.2: Kalman filter block diagram
3.2.3 Gating and Data association
While tracking objects, usually multiple measurements appear both due to targets and
measurement noise. The incorrect measurements are referred to as false measurements
or clutter. Data association deals with the problem of selecting the measurement that
most probable is originated from the object to be tracked. A common first step in
solving the data association problem is the selection of a validation region, called gate.
Gating is a way of simplifying data association by eliminating unlikely observation-to-
track pairings. Recall that one of the filtering equation, the measurement prediction
is zk|k−1 = hk(xk|k−1), a gate is formed around zk|k−1. All observations at k that fall
outside the gate are not considered in data associations. Gating is performed for each
target currently being tracked. All other observations which have not been gated are
used to initiate potentially new tracks. These two components of a tracking system
perform an association of a discrete set of collected measurements at time k to a set of
existing tracks. The algorithms for data association are divided in two groups:
• Single scan methods where the radar measurements coming from the latest data
set are considered and assigned to tracks:
– Global nearest neighbor (GNN) [1].
– Joint probability data association (JPDA) [1].
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– . . .
• Multi scan methods where a series of data sets collected at different sampling times
are maintained and used to make the plot track assignment:
– Multi-hypothesis tracker (MHT) [21].
– Viterbi data association [1].
– . . .
3.2.4 Track life management
Track status is typically defined in terms of three life stages: tentative, confirmed, and
deleted track. A tentative track is typically initiated on a measurement that has not been
associated to any of the existing tracks. Tracks confirmation is based on the number
of updates performed on a tentative track over a period of time or number of scans.
Track deletion is based on the length of time or on the number of scans without a track
update. An example of track initiation, confirmation and cancellation is given by the
algorithm ”m out of n” logic. In Fig. 3.3 is represented a simple example af logic based
track formation with m = 2 and n = 2.
Figure 3.3: ”m out of n” logic based track formation
Chapter 4
Active Radar Tracking
Active radar is the type of radar most of us are familiar with. Its principle of operation
is simple: a radio wave is emitted from an antenna and reflects off objects the wave en-
counters. The signal is reflected back to the emitter location, where a receiving antenna
picks up the echoed signal. When the transmitter and the receiver of a radar system are
collocated, the radar is said to be monostatic.
Once the echo is received, the distance between the radar system and the object can be
determined with a simple time-of-flight calculation. Since the speed of an RF wave in
the air is the speed of light, and since the time between the emission of the wave and
its reception takes into account a round trip to the target and back, the distance to the
object can be calculated by the simple formula
d =
tc
2
,
where d is the distance in meter, t is the time delay between the emission of the signal
and its reception and c is the speed of light (3x108m/s).
All the simulations presented in this chapter have been carried out according to the real
system present in the Radar laboratory of the University of Pisa. The system is made
up of four high resolution X-band compact multi-channel coherent frequency modulated
continuous wave radars which transmit a vertically polarized waveform. The system
consists of a cabinet containing the radar transceiver hardware and four antennas that
can be moved along a rectangular frame of size 120 (H) and 60 (W) cm. This frame
is composed of three receiving flat panels (TX). The receivers lie on a horizontal and a
vertical baseline of size dH and dV respectively. The receivers are synchronous in phase
and time. Some specification of the radar are listed in Tab. 4.1.
In the standard target tracking problem, it is assumed that the target echo corresponds
only to one resolution cell. In this case, by using a high resolution radar we are able
23
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Table 4.1: Radar’s technical specifications
Waveform Linear FMCW Central freq. 9.6GHz
Bandwidth up to 300 MHz Range resol. up to 0.5m
PRF up to 10 KHz Antenna type Microstrip
Azimuth aperture 60◦ Elevation aperture 20◦
Antenna gain 13 dB Side Lobe Level −13 dB
Polarization V-Linear Transmitted Power max 5 W
to resolve individual features or measurements sources on an extended object so as to
increase the target location and detection and improve the tracking performance.
Since at the time of the simulations the full system was still not available, only simulated
result has been analyzed in this chapter.
4.1 Simulated back scattered signal
4.1.1 Simulated signal
In order to perform the multi-sensor/multi-target tracking algorithm, a simulation of
the backscattered signal from multiple targets has been developed. We simulated the
base band (BB) signal (Eq.(4.1)) after the matched filter, from which the Range-Doppler
maps for every sensor has been evaluated. After that, we applied the detection algorithm
on the maps, in order to estimate the range-Doppler coordinates of each centroid for
each acquisition in time. The model of the transmit signal is a sawtooth frequency-
modulated continuous wave (FMCW) [10]. The frequency at time t within each sweep is
given by f = f0 + tα where α =
B
TR
is the slop of the ramp, B the signal bandwidth, TR
the duration time of a sweep and f0 the carrier frequency. In particular f0 = 9.6GHz,
B = 300MHz, TR = 750µs and the observation time is set to 0.2s
sbb[m,n] = cos(φbb[m,n]) n = 1, . . . , N − 1
m = 1, . . . ,M − 1
(4.1)
In Eq.(4.1) N is the total number of Sweeps, M = TRTS where TS is the sample period
(TS =
1
fS
= 10µs) and
φbb[m,n] = 2pi[f0 + α(mTS − nTR)− α
2
τ(mTS)]τ(mTS), (4.2)
τ(mTS) =
2R0
c
+
2vr
c
mTS , (4.3)
Chapter 4. Active Radar Tracking 25
Figure 4.1: Matrix of the BB signal (on the left) and relative RD map (on the right).
where R0 is the distance of the target from the sensor at the instant t0, vr is the radial
velocity of the target and c the speed of the light. The signal sbb[m,n] and the relative
RD maps are represented in Figure 4.1. The RD maps are obtained from the BB signal
by applying a two dimensional Fast Fourier transform (2D-FFT). A first Fast Fourier
transform is taken along the columns of the matrix. Then a second set of FFTs is then
taken along the slow time, that is the total number N of sweeps. Note that N is dictated
by the more stringent parameter between the desired velocity resolution and the desire
coherent integration gain.
4.1.2 Simulated sea-clutter
In this thesis, a simulation of a correlated K-distributed model for sea clutter is added
to the receive signal [22]. It combines a fast Gamma distributed random variable gen-
eration method to make the procedure much simpler. The statistics of a compound K-
distributed random variable X are described by the probability density function (PDF):
fx(x) =
2c
Γ(ν)
(
cx
2
)ν
Kν−1(cx) (4.4)
Where x > 0 , Γ(·) is the standard Gamma function, and Kν−1(·) is the modified second-
kind Bessel function of order ν − 1. The K distribution is completely specified by the
shape parameter ν which defines the spikiness of sea clutter and by the scale parameter c
which is a positive constant related to the power characteristic of returned echo signals:
the less is value of the scale parameter, the more powerful are reflected signals from the
sea surface. The shape and the scale parameters are chosen accordingly with [23].
The compound K distribution can be regarded as a complex Gaussian process modulated
by a process whose PDF is a generalized Chi-distribution. Let X be the K-distributed
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clutter, it can be expressed as the multiplication of two components as:
X(k) = Xχ(k)XN (k) (4.5)
Where Xχ is a Chi-distributed random sequence, and XN is a complex Gaussian process.
Since the Chi-distribution can be regarded as the square root of the Gamma distribution,
the final model can be expressed as:
X =
√
XGXN .
Regarding sea clutter reflectivity, a parametrized expression [24] which could be used as
a basis for such a new empirical sea clutter model using the Nathanson tables [25] as the
point of reference has been used. These tables give the value of sea clutter reflectivity
as a function of frequency, grazing angle, sea state, and polarization. The proposed
expression has the form:
σH,V = c1 + c2 log(sin(α)) +
(c3 + c4α) log10(f)
(1 + c5α+ c6SS)
c7(1 + SS)
1
2+c8α+c9SS
where α is the grazing angle (degrees), SS is the sea state, and f is the radar frequency
(GHz). Using the nine parameters, c1, c2, . . . , c9, the functional form of the equation,
from which the sea clutter reflectivity can be calculated, is defined. Different sets of
these nine parameters are needed for horizontal and vertical polarization respectively
[24].
In order to produce a mathematical model with which the clutter signal can be generated
and processed to test the detection algorithm and in order to obtain the correlated
complex Gaussian process, an autoregressive (AR) model of the first order has been
used [22]. A more accurate model of radar sea clutter will be developed by considering
an higher AR model order, since the higher the order of the AR process, the more
accurate the approximation will be.
4.2 Algorithm description
By considering only two sensors and by using the range measurements, we can geomet-
rically find the two intersections of two circles, the first centered at the first radar and
the second at the second radar (Figure 4.2).
Both possibilities are initially preserved unless one of them falls outside the antenna
beams of at least one of the considered sensors. In order to eliminate the ghost target,
the idea is to check which one of the two points is in such a position as to fit with a
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Figure 4.2: Triangulation.
measurement obtained from one or more of the other sensors. Of course, the presence
of noise in the measurements can affect the accuracy with which this process is carried
out.
In addition, due to the fact that for each point on the RD map, we know the radial ve-
locity with which the point observed is moving, we can use this information to improve
the association between targets and measurements. For each point of the intersection
between the two circles of Figure 4.2, we obtain two radial velocity vectors Vr1 and Vr2.
The real velocity V is represented by the vector that connects the point of intersection
between the two circles and the one between the two perpendicular lines (dotted lines
in Figure 4.2) to the two radial velocity vectors. By taking this vector and comparing
it with the one obtained between one of the two sensors used before and a third sensor
(estimated by using the range information as has been described above), we can use the
Doppler information to strengthen the association. In fact, the two resulting vectors, if
they belong to the same target, must be the same unless there is a measurement error.
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4.2.1 Sensors positioning
In order to succeed with the deghosting problem, an appropriate way on how to place
the sensors could be a good point of start. As it has been said before, in order to cancel
a ghost target, a real target should be seen at least from three sensors. Since for a great
number of surveillance radar applications, the scenario is fixed (for example an harbor
or an airport) the idea is to find, accordingly with the surrounding environment, the
best location for the radars in such a way that the area of interest will be mostly covered
from at least three of the sensors. This is what we tried to do with the harbor of Salerno
(Figure 4.4).
4.2.2 Detection
Detections in the Range-Doppler (RD) domain for each sensor are considered as input to
the tracking system. As the information related to a detection only contains range and
Doppler information (and no azimuth), the target cannot be localized in a 2D spatial
domain (geographical coordinates) with single-sensor information only. For the same
reason, at least three sensors are needed to localize the target without any ambiguities.
4.2.2.1 Range Doppler Maps
The RD maps are obtained from the BB signal by applying a two dimensional Fast
Fourier transform (2D-FFT) [26]. A first Fast Fourier transform is taken along the
columns of the matrix. Then a second set of FFTs is then taken along the slow time,
that is the total number N of sweeps. Note that N is dictated by the more stringent
parameter between the desired velocity resolution and the desired coherent integration
gain.
4.2.2.2 CFAR detector
In detail a cell-averaging CFAR (CA-CFAR) is used [11]. It calculates the threshold
level by estimating the level of the noise floor around the cell under test (CUT). This
can be found by taking a block of cells around the cell under test and calculating the
average power level. To avoid corrupting this estimate with power from the CUT itself,
cells immediately adjacent to the CUT are normally ignored (and referred to as ”guard
cells”). A target is declared present in the CUT if it is both greater than all its adjacent
cells and greater than the local average power level. The estimate of the local power
level may sometimes be increased slightly to allow for the limited sample size.
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4.2.2.3 Clustering
A clustering step is then applied in order to remove the false alarms present in the
black and white (BW) map obtained after the CFAR detector as well as overcoming the
missed detections. In particular, a closing operation following Matlab functions has been
developed which consists of a dilation followed by an erosion (using the same structuring
element for both operations). This calculates the number of connected components found
and, if that number exceeds a certain threshold value, the smaller ones are removed.
4.2.3 Tracking algorithm
4.2.3.1 Range-Doppler Tracker
A first tracking stage in the range-Doppler domain, has been developed in order to elim-
inate a first part of false alarms. We use a primary tracking stage, which can handle
clutter and missed detections, by forming tracks directly in the range/range-rate do-
main. The tracker used in this section is the same describe in the next section, where we
assume a third-order motion model. The state vector is given by zˆ = (r, r˙, r¨)T , where
r and r˙ are measured and r¨ is initialized with zero mean. With this assumption, we
restrict the movements of potential tracks to reasonable behavior of range and corre-
sponding range-rate.
4.2.3.2 Cartesian Tracker
First of all an algorithm for converting range-Doppler coordinates into Cartesian coor-
dinates has been performed. It consists of a series of operations which are described in
detail in Section 4.2.
Then a Multi-Target Tracking (MTT) algorithm based on a Linear Kalman Filter [1] [2]
that exploits the measurements in the zero-elevation plane returned by the Clustering
algorithm, has been applied. Data Association is then performed and the track initia-
tion, confirmation and cancellation are obtained by using a ”m out of n” logic.
The main problem of the data association is how to find out which measurements cor-
respond to which target (track). It follows that the aim of this step is to determine the
origin of each measurement by associating them with the existing tracks, new tracks or
declaring them to be false detections. Between all techniques, in this thesis the Global
Nearest Neighbor approach is used to perform the data association. It attempts to find
and to propagate the single most likely data association hypothesis at each scan.
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In order to simplify the data association, a gating technique performed for each target
currently being tracked for elimination and unlikely observation-to-track pairings is im-
plemented. A gate is formed around the predicted measurement and all observations
that satisfy the gating relationship (fall within the gate) are considered for track update.
The remaining observations which have not been gated are used to initiate potentially
new tracks. In detail, an ellipsoidal gate is used [1], since it should be adequate for the
global nearest neighbor approach. Every un-associated detection (measurement) initi-
ates a tentative track. If in the subsequent scans, a tentative track is associated with
some measurements (that fall into its gate), then a tentative track is promoted to a
confirmed track. Otherwise, a tentative track is deleted. A confirmed track is deleted
if it is not updated by measurements over several scans or a certain period of time. A
flowchart that resumes all the MTT algorithm is represented in Figure 4.3)
Figure 4.3: Tracking algorithm block diagram
4.3 Set up
The simulated maritime scenario considered in this paper is a schematic representation
of the harbor of Salerno. It is made up of four active radars whose parameters of interest
are summed up in Table 4.2.
Table 4.2: Parameters of interest of each sensor.
Radar Frequency 9.6 GHz
Bandwidth of Tx Signal 300 MHz
Waveform FMCW
Azimuth Aperture 60◦
Elevation Aperture 20◦
Range resolution 0.5 m
Number of Rx Channels 3
Antenna Type Fixed
The target used in the simulations, a Swerling I target model, is a ship made of about
2000 scatterers (Figure 4.5). The target models for the evolution in time of the state
vector have been considered to be nCV and nCA. The target velocity has been initialized
randomly according to the typical velocities of targets in the considered scenario while
the target acceleration is initially set equal to zero. All targets are assumed to be lying
on the zero-elevation plane while the radars are placed at a height of 20 meters. The
origin of the common Cartesian reference system is chosen to coincide with one of the
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Figure 4.4: The harbor of Salerno.
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Figure 4.5: Simulated target.
four radars (in this case it was chosen to correspond with the sensor represented in
cyan in Figure 4.14). Then, for each sensor, we stack the target’s detections in the RD
domain. False alarms thermal noise and simulated sea clutter are also added to the stack
of detections. It is worth mentioning that not all the targets are necessarily visible from
every sensor, because of the azimuth aperture limitation. Moreover, some trajectories
may be partially formed at the output of one sensor while being complete or partially
formed at the output of another sensor.
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Figure 4.6: Output from the CFAR
detector with estimated centroids and
bounding box.
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Figure 4.7: Estimated centroids and
bounding box put on top of the RD-
maps of each sensor.
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Figure 4.8: Zoom of the output from
the CFAR detector applied to the RD
map of the first sensor.
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Figure 4.9: Zoom of the estimated
centroids and bounding box put on
top of the RD-map of the first sensor.
4.4 Results
First of all, in Figure 4.6 and in Figure 4.7 we can see the results after the detection step
that are the target estimated centroids and bounding box (in red in Fig. 4.6). A zoom
of the previous images in given in Figure 4.8 and Figure 4.9 Then, the first tracking
stage represented by the range-Doppler tracker, has been used to reduce the amount of
false alarms randomly added before the detection step and with the same power of the
received target signal. In Figure 4.10 and Figure 4.11 two examples of the RD-tracker
performance applied, respectively, to the first and third sensor are shown. We can clearly
notice that the number of false alarms after this stage is much lower compared to the
case where the RD tracking is not applied.
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sor 1 from the RD tracker. In blue are
represented the real measurements, in
red the estimated tracks.
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Figure 4.11: Output relative to sen-
sor 3 from the RD tracker. In blue are
represented the real measurements, in
red the estimated tracks.
The range-Doppler tracker has been tested and proven to be affective also on real passive
data of the Fraunhofer Institute1.
The successive part is relative to the result of the Cartesian tracking. As explained
before, at least 3 sensors are needed in order to distinguish between a target and its
ghost or a false alarm. Figure 4.12 shows all the pointed estimated by using only two of
the sensors available. From the figure it is clear that a lot of false alarms (blue points)
persist if only two sensors are used.
A more luckily case is shown in Figure 4.13. Here one of the targets is seen only by
two sensors (Tx1 and Tx2). In this particular case the target has been detected and the
ghost does not appear thanks to the antenna’s beam rejection. The ghost does not fall
inside the beam of, at least, one of the sensors and has been, consequently, discarded.
The results shown are obtained in two different cases: the first one when all the 2000
scatterers that form the target are considered, the second one when only half of the total
number of scatterers are taken into account. The considered scatterers are selected by
taking only those scatterers that lie in the space closer to the transmitter with respect
to the plane passing for the target’s centroid and perpendicular to the one given by the
intersection between the z-axis and the line of sight (LOS) that connects the transmitter
and the target’s centroid (Fig. 4.15 and Fig. 4.16 show the scatterers of the same target
seen respectively from the first and the second transmitter).
With respect to the first case, Fig. 4.14 shows the estimated trajectories (red lines) and
the actual ones (in blue). It is possible to observe the capability of the algorithm to
correctly estimate the position of the target with a mean square error value of about
4.5%. As explained accurately in [27], during the pre-tracking stage we have to tolerate
1Fraunhofer-Institut fu¨r Hochfrequenzphysik und Radartechnik (FHR), Fraunhoferstr. 20 — 53343
Wachtberg, Germany.
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Figure 4.12: Results obtained by considering all the scatterers that form the target.
In blue are represented all the points estimated by using only two sensors while in cyan
the estimated points obtained with three sensors.
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Figure 4.13: Results obtained by considering all the scatterers that form the target.
In blue the real trajectories are shown while the estimated tracks are represented in
red.
an error in terms of distance and speed due to the centroids estimation. In this case,
the errors are approximately 1−2 m and 0.2 m/s. The described algorithm also handles
the complicated task of ghost targets. In fact, it is possible to see that no ghost targets
appear. That proves that the algorithm is able to discriminate a real target from a ghost
one.
Fig. 4.19 shows the case where only half of the 2000 scatterers are considered. Here,
the same distance and speed errors as in the previous case have been accepted. In Fig.
4.20, the errors are higher (respectively 5 m and 1.5 m/s). In this case the algorithm
performance falls down from 4.5% to 20% (Fig. 4.19) to 11% (Fig. 4.20). This is an
obvious consequence of the fact that the centroid of a target seen, for example, from
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Tx1 differs from the same centroid seen by another of the remaining transmitters. This
error in the centroid position estimation also affects the capability of the algorithm to
detect the ghost targets. The algorithm is still capable of reducing the number of ghosts
but some ghosts could still persist.
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Figure 4.14: Results obtained by considering all the scatterers that form the target.
In blue the real trajectories are shown while the estimated tracks are represented in
red.
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Figure 4.18: Masked target seen by
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Figure 4.19: Results obtained by
considering only the visible scatterers
that form the target. In blue the real
trajectories are shown while the esti-
mated tracks are represented in red.
Distance and speed errors respectively
equal to 1− 2m and 0.2m/s.
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Figure 4.20: Results obtained by
considering only the visible scatterers
that form the target. In blue the real
trajectories are shown while the esti-
mated tracks are represented in red.
Distance and speed errors respectively
equal to 5m and 1.5m/s.
Chapter 4. Active Radar Tracking 37
4.6 Multi Hypothesis Tracker
In order to improve the Cartesian tracking for the active radar scenario and to perform,
as well, the passive tracking, a Multi Hypothesis Tracker (MHT) algorithm has been
implemented.
MHT presents an exhaustive method of enumerating all possible assignment track to
measurement combinations. When a new measurement set is received, observations
that fall within a track’s validation region set a possible measurement to track assign-
ment. The Multi Hypothesis Tracking algorithm was originally developed by Reid [28].
Generally speaking, an iteration k begins with the set of current hypothesis from itera-
tion k−1. Each hypothesis represents a different set of assignments of measurements to
features. A track is defined to be a sequence of measurements that are assumed to orig-
inate from the same geometric feature. When a new set of measurements is received,
an existing hypothesis is expanded to a set of new hypotheses by considering all the
possible assignments of the tracks contained in the original hypothesis. Each hypothesis
contains a set of compatible observation to track assignments, leading to an exhaustive
approach of enumerating all the possible assignment combinations. Regarding the origin
of each measurement three hypotheses can be made: i) false alarm, ii) new track and iii)
assignment to existing tracks. After matching, each global hypothesis (from iteration
k − 1, has an association ambiguity matrix from which it is necessary to generate a set
of legal assignments. Each subsequent child hypothesis represents one possible interpre-
tation of the set of measurements and, together with its parents hypothesis, represents
one possible interpretation of all past measurements. In order to contain the growth of
the number of hypothesis, it is necessary to prune unlikely brunches [29]. The MHT
consists of several tasks: track prediction, hypothesis generation, track update and track
pruning.
• Target prediction: The prediction stage is performed with a Kalman filter 3.2
• Hypothesis generation: the idea is to generate a set of data-association hy-
pothesis to account for all possible origins of all possible measurements. Let
Z(k) = {Zm(k), m = 1, 2, . . . ,Mk} denote the set of measurements in data
set k; Zk = {Z(1), Z(2), . . . , Z(k)} denote the cumulative set of measurements up
through data set k; Ωk = {Ωki , i = 1, . . . , Ik} denote the set of all hypothesis at
time of data set k which associate the cumulative set of measurements Zk with
targets or clutter; and Ω¯m denote the set of hypothesis after mth measurements of
a data set has been processed. As a new set of measurements Z(k+ 1) is received,
a new set of hypothesis Ω(k + 1) is formed as follow: Ω¯0 is initialized by setting
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Ω¯0 = Ωk. A new set of hypothesis Ω¯m is repetitively formed for each prior hypoth-
esis Ω¯m−1 and each measurement Zm(k+ 1). Each hypothesis in this new data set
in the joint hypothesis that Ω¯m−1 is true and that measurement Zm(k + 1) come
from target j. The value which j may assume are 0 (false alarm), the value of any
prior target, or a value one greater than the current number of tentative track (new
target). By defining PD as the probability of detection, βFT the density of false
targets, βNT the density of previously unknown targets that have been detected,
NDT the number of measurements associated with prior targets, NFT the number
of measurements associated with false targets, NNT the number of measurements
associated with new targets and NTGT the number of previously known targets,
and by following the procedure described in [28], the probability of hypothesis Ωki
given measurements up through time k is given by:
P ki =
1
c
PNDTD (1− PD)(NTGT−NDT )βNFTFT βNNTNT
[
NDT∏
m=1
N (Zm −Hx¯, S)
]
P k−1g (4.6)
• Find the best assignments: This step is performed through the Murty’s al-
gorithm [30] which generates the K-best solution in assignments problems. The
algorithm consists of simple steps:
1. Hungarian algorithm to find the best assignments [sec. 2.5];
2. Cost evaluation for each assignment [31].
• Hypothesis pruning: In order to limit the number of Hypotheses that are cre-
ated at each recursion of the algorithm. The simplest technique is to prune all the
unlikely hypotheses but keep all the hypotheses with probability above a specified
threshold. An alternative criterion for binding branches together is to combine
those hypotheses which have similar effects. For two hypotheses to be similar,
they must have the same number of tentative targets and the estimates for all
targets in each hypothesis must be similar, i.e.,both the means and the variance
of each estimate must be sufficiently close.
4.6.1 Interacting Multiple Model
Since, a first analysis of the performance of the MHT algorithm, showed that the algo-
rithm was not to so robust in tracking targets with different models for the evolution
in time, the Interacting Multiple Model (IMM) algorithm has been implemented and
incorporated in the algorithm. In the multiple model approach it is assumed that the
system obeys to more than one model for the evolution in time of a target. The IMM is a
soft-switching model which obtains the state estimates from a number of filters that are
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matched to the different models of the system. The weights, depending on the measure-
ments data and the model, change with time as the mode of the target changes, keeping
the one that corresponds to the true mode dominant and the rest negligible. In the IMM
estimator at time k the state estimate is computed under each possible current model
using r filters, with each filter using a different combination of the model-conditioned
estimates [2]. One cycle of the algorithm consists of:
• Calculation of the mixing probabilities: the probability that mode Mi was
in effect at k − 1 given that Mj is in effect at k conditioned on Zk−1 is
µi|j(k − 1|k − 1) =
1
c¯j
pijµi(k − 1) i, j = 1, . . . , r (4.7)
where
c¯j =
r∑
i=1
pijµi(k − 1) j = 1, . . . , r (4.8)
• Mixing: starting with xˆi(k − 1|k − 1), one computes the mixed initial condition
for the filter matched to Mj(k) as
xˆ0j(k − 1|k − 1) =
r∑
i=1
xˆi(k − 1|k − 1)µi|j(k − 1|k − 1) j = 1, . . . , r. (4.9)
The covariance corresponding to xˆ0j(k − 1|k − 1) is
P 0j(k − 1|k − 1) =
r∑
i=1
µi|j(k − 1|k − 1){P i(k − 1|k − 1)+
+ [xˆi(k − 1|k − 1)− xˆ0j(k − 1|k − 1)]
[xˆi(k − 1|k − 1)− xˆ0j(k − 1|k − 1)]′}
j = 1, . . . , r.
(4.10)
• Mode matched filtering: the estimate 4.9 and covariance 4.10 are used as input
to the filter matched to Mj(k), which uses z(k) to yield x
j(k|k) and P j(k < k).
the likelihood functions corresponding to the r filters is:
Λj(k) =N [z(k); zˆj [k|k − 1; xˆ0j(k − 1|k − 1)], Sj [k;P 0j(k − 1|k − 1)]]
j = 1, . . . , r.
(4.11)
• Mode probability update:
µj(k) =
1
c
Λj(k)c¯j j = 1, . . . , r (4.12)
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where
c =
r∑
i=1
Λj(k)c¯j j = 1, . . . , r. (4.13)
The models used are the nearly constant velocity model, that is, the uniform motion
(constant velocity model) plus a zero-mean noise with an appropriate covariance repre-
senting the small acceleration, and the nearly coordinated turn model (nCT), that is a
turn with constant turn rate (rate of angle change) and a constant speed. In discreet-
time, the first model is given by
x(k) =

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
x(k − 1) +

1
2T
2 0
T 0
0 12T
2
0 T
 v(k − 1), (4.14)
and the second by
x(k) =

1 sin(ωT )ω 0 −1−cos(ωT )ω
0 cos(ωT ) 0 − sin(ωT )
0 1−cos(ωT )ω 1
sin(ωT )
ω
0 sin(ωT ) 0 cos(ωT )
x(k − 1) +

1
2T
2 0
T 0
0 12T
2
0 T
 v(k − 1), (4.15)
where T is the sampling interval, x the state vector and v is a zero mean Gaussian white
noise used to model acceleration with an appropriate covariance Q.
4.7 Results
Some simulated results are shown in figures 4.21, 4.22, 4.23 and 4.24. The target model
for the evolution in time is the nCV and the nCT. In Figure 4.21 a general and simple
scenario has been considered, where only the targets are presents. In this case the algo-
rithm is able to track the targets without any problems. In the other figures the results
are obtained by varying some parameters. First of all, Figure 4.22, the number of false
points detected by the CFAR detector. Also in this case the algorithm performs well.
There can be errors but, in the 90% of the simulations, those errors corresponded only
to one or, at least, two acquisitions where the tracker tended to initialize another track.
In Figure 4.23, target missed detections have been considered. In this case the perfor-
mance depends on the number of missed detection in consecutive acquisitions. For this
particular simulation, the maximum number of miss detections in a row is two. If, for
three consecutive acquisition, the target is not detected, the track is deleted and the
target missed. A new track will be initialized when the target will be detected again.
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Figure 4.21: MHT performance in an ideal scenario.
At the end, in Figure 4.24 an error in the position of the detected target centroids, has
been added. If the detections are close enough to the predicted points, the algorithm is
able to track the target by correcting the position of the centroid. A threshold has to
be fixed depending on the scenario of interest and on the parameters of the target to be
tracked.
In order to test the algorithm with more accurate simulated data, the same targets
centroids obtained as has been describe in sec. 4.1, have been used. Figure 4.25 shows
the same results shown in Figure 4.14 where all the scatterers of the target have been
considered. In this case the mean square error value is around the 3 %. As for the
previous results in red is drawn the estimated trajectory and in blue the real one.
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Figure 4.22: MHT performance when, after the CFAR algorithm, a big number of
false targets are present.
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Figure 4.23: MHT performance when some of the targets detections are missing.
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Figure 4.24: MHT performance when there is an error in the detected target centroids
position.
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Figure 4.25: MHT performance.
Chapter 5
Passive Radar Tracking
5.1 Introduction
Passive radar techniques have been demonstrated on analogue FM-radio broadcast sig-
nals, as well, as on analogue TV-signals with different advantages and short falls. The
advent of digital broadcast services and the announcement of plans for deactivation of
analogue broadcast services in the not too far future has placed a focus of passive radar
applications on digital broadcast illuminators.
Passive Radar systems, also referred to as Passive Bistatic Radar systems (PBR), ex-
ploit reflections from illuminators of opportunity in order to detect and track objects.
They are characterized by a significant separation between the transmitter (illumina-
tor) and the receiver [32]. Interest on passive radar has recently grown because of the
increasing availability of electromagnetic emitters, the limited costs and the wide range
of concerned applications.
The PBR measures the time difference between the signal received from the target and
the one received directly from the illuminator of opportunity, and the bistatic Doppler
shift, proportional to the bistatic velocity [33].
Optionally, we can consider an additional measurement of the azimuth angle, which
is (when using passive radar) often of poor quality due to the low RF frequencies of
the illuminating signal. Advantages of passive radar systems are (i) the possibility to
hide the receiver location (covert surveillance).The transmitter can be several tens or
even hundred of kilometers away from the forward line of troops. The receiver, being
silent, is virtually undetectable by ordinary electromagnetic means, (ii) no permission
for frequency allocations, and (iii) a potential saving of cost, since no transmitting power
generation is needed.
The target localization in passive radar is performed by estimating the time delay of
46
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arrival between the direct path from the transmitter to the radar receiver and the reflec-
tion path from the transmitter to the receiver through the target. This is estimated by
correlating the direct reference signal with the received signal modulated by the hypo-
thetical Doppler shifts [2]. However, estimation of the time delay of arrival will determine
the target position only on an ellipse. In order to localise the target, many spatially
separated transmitters and/or receivers are required, which is sometime infeasible or
expensive and will require coordination among various receivers. Other possibility is to
employ an array of antennas at the receiver, hence the estimation can be used to localise
target as intersection of the ellipse with a linear line. The later approach has the ability
to enhance signal to noise ratio by combining energy from various antennas as well.
In this thesis the use of the illumination of television or radio stations broadcasting dig-
ital signals (DAB/DVB-T) from a target tracking point of view has been analyzed. An
important characteristic of this type of illuminators is the joint operation of several illu-
minators in a single frequency network (SFN). As a consequence it is a priori unknown
which measurement belongs to which illuminator. This property expands the typical
association task of associating measurements with targets by the task of associating
measurements with illuminators.
5.2 Passive radar geometry
Figure 5.1 shows the coordinate system and parameters of a standard bistatic radar
scenario. The distance L between the transmitter (green point) and the receiver (red
point) is called baseline. The angles θT and θR are, respectively, the transmitter and the
receiver look angles, which are taken as positive when measured clockwise from North.
The bistatic angle β is the angle between the transmitter and the receiver with the
target. A bistatic radar usually measures target range as the range sum, RR +RT . An
isorange contour is described by an ellipse with foci at the location of the transmitter
and the receiver. The equation of the isorange contour is given by: RR + RT = 2a,
where a is the semimajor axis of the ellipse.
The equation of the ellipse in a Cartesian plane with origin located at the middle point
of the baseline is:
x2
a2
+
y2
b2
= 1 (5.1)
where b =
√
(a2 − L2/4) is the semiminor axis of the ellipse. Other important relations
between the parameters of the bistatic passive radar scenario are:
RR = L cos(θR)/ sin(β) (5.2)
RT = L cos(θT )/ sin(β) (5.3)
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L =
√
R2T +R
2
R − 2RTRR cos(β) (5.4)
Figure 5.1: Bistatic passive radar geometry.
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5.3 Single Target Tracking
In this section, we present an Extended Kalman Filter (EKF) that uses the raw mea-
surements of bistatic range and bistatic velocity obtained with a DVB-T passive radar
jointly with an angle estimation achieved with adaptive beamforming. In general, other
algorithms for bistatic target tracking has been proposed in literature, see for instance
[33], [34], [35]. However, exploiting a well-known algorithm and an accurate direction of
arrival (DOA) estimation, it is possible to obtain good results and also in a computa-
tionally efficient way.
5.3.1 System and Processing Architectures
The block scheme of the acquisition system is presented in Fig. 5.2:
• The Antenna System is composed by a linear array of 9 elements
• The RF/SDR receiver consists of 9 channels. Each channel is a SDR (Software
Defined Radio) board. The main component of these boards are: the RF front-
end that is able to perform a proper signal conditioning; the I/Q down-converter
module and the ADC that converts the analog signal in samples of 14 bits.
• The signal processing unit that implements the processing architecture is described
in the following section
• The DATA processing unit that performs the proposed tracking algorithm (section
3)
Figure 5.2: System Architecture.
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5.3.1.1 Processing Architecture
The signal processing architecture, shown in Fig. 5.3, has the following main blocks:
• Reference Channel Beamforming: this block is used to extract the reference signal
from the illuminator of opportunity. The goal of this block is to form a beam
in the angular direction of the exploited transmitter. Ideally, the reference beam
attempts to minimize the corruption in the transmitted waveform caused by the
superposition of unwanted signal multipath components.
• Reference signal preprocessing: the reference signal preprocessing block is used
to decode the DVB-T signal in order to remove multipath components on the
reference channel and attenuate the spurious peaks caused by guard intervals,
deterministic and pseudo-random pilot tones of the waveform.
• Zero Doppler Interference Suppression: The Zero Doppler Interference (ZDI) sup-
pression is used to filter out the direct path interference, its multipath and the
ground clutter, which are all characterized by a zero Doppler spectrum in the
Range-Doppler domain.
• Cross Correlation Processing: the cross-correlator generates the range- Doppler
maps for each receiving channel.
• Spatial Adaptive Processing: this block performs one or more beams in the surveil-
lance area. Ideally the surveillance channel provides the maximum gain for target
echoes while canceling all interference components. Beamforming algorithms can
be classified as either data independent or data dependent (adaptive), depending
on the method that is used to select the weights of the steering vector [36]. Both
data dependent and data independent beamforming techniques can be used in the
reference channel beamforming and in the surveillance channel beamforming.
• Detector provides as output the target position in the Range-Doppler-Azimuth
domain.
• High Resolution DOA Estimation: the main issue of this block is the estimation
of the target’s DOA. A common approach is based on the spectral-based methods
and a complete and detailed survey of these techniques can be found in [37]. In
this work, the well-known MUSIC algorithm has been applied (sec. 2.7). The
bistatic range, the bistatic velocity and the raw DOA estimate θˆR, obtained at the
output of the Detector block, are used as input for the DOA estimation algorithm.
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Figure 5.3: Processing chain.
5.3.2 Tracking algorithm
As shown in Fig. 5.4, we assume the receiver located in the origin of the reference
system, whereas the transmitter is at coordinate [xTx, yTx, zTx]. We consider a single
Figure 5.4: Bistatic reference system.
target situated in [x, y, z] moving with a velocity vector V. The distance between the
transmitter and the receiver, i.e. the baseline length, is named d. The measurement
vector zk = [Rb, Vb, θR] comprises the bistatic range, the bistatic velocity and the azimuth
angle w.r.t the receiver. The subscript k = 1, . . . , N is the index of the discrete time.
Concerning the bistatic range, it would depend on the time of arrival of the transmitted
signal backscattered from the target, however, what can be measured in practice, is the
time difference between this signal and the one arriving directly from the transmitter
source. The measurement vector can be expressed in function of the target parameters
χk = [xk, vxk , yk, vyk ], i.e. position and velocity in the Cartesian domain as shown in
(5.5):
zk = h(χk) + wk (5.5)
Chapter 5. Passive Radar Tracking 52
where
h(χk) =

√
(xk − xTx)2 + (yk − yTx)2 + z2Tx +
√
x2k + y
2
k − d
− 1λ
[
(xk−xTx)vxk+(yk−yTx)vyk√
(xk−xTx)2+(yk−yTx)2+z2Tx
+
xkvxk+ykvyk√
x2k+y
2
k
]
arctan ykxk

. (5.6)
In (5.5), w represent the additive white Gaussian noise, defined by zero mean value and
covariance matrix R. Obviously the cross-components of R are uncorrelated. Notice
that z coordinate will not be estimated because we are considering a radar system with
a linear array on the horizontal plane hence there is no resolution capability in the
elevation direction.
The target model for the evolution in time of the state vector has been considered as
nearly constant velocity. The implemented algorithm exploits the EKF to deal with the
non-linearity of the measurement model. In fact the EKF uses a linear approximation
of the non linear equation [38]. Both the prediction and the update step of the filter use
a matrix of partial derivatives (Jacobian) evaluated around current estimates. Target
position estimate is initialized following a deterministic rule [34]. Concerning target
velocity, it has been initialized randomly according to the typical velocities of targets
in the considered scenario (e.g. maritime or airport scenario). An alternative to the
Kalman filter would be the simple geometric conversion from bistatic range and azimuth
angle to the Cartesian plane, however this would results in a poor accuracy estimation.
Finally, an extended Kalman smoother [2] has been applied.
5.3.3 Results
5.3.3.1 Simulated Results
First of all, the tracking algorithm was tested on a simulated scenario. The transmitter
and the receiver were located at a baseline distance d = 31.7 km and the target was
represented by a ship at a roughly distance of 3.5 km from the receiver. In order to
simulate a case of study, the trajectory was extrapolated from the data collected by the
Automatic Identification System (AIS) of a ship. Measurements errors were assumed
equal to the range and velocity resolution cell, i.e. respectively 12 m and 1.5 m/s. The
azimuth error was set to 1 degree. In Fig. 5.5 are shown the true trajectory (blue line)
and the estimated one (red line with markers). It is possible to observe the capability of
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the algorithm to estimate correctly the position of the target with a mean square error
value of about 4.5.
Figure 5.5: Results with simulated trajectory.
5.3.3.2 Real Data Results
Fig. 5.6 presents the experiment scenario and the surveillance area. In particular, the
acquisition system (RX) was located in Paracuellos near the Madrid Barajas airport
(highlighted in green in the figure) and the Torrespana DVB-T transmitter (TX), was
considered as the illuminator of opportunity. We considered 3 DVB-T adjacent channels
centered at the frequency of 850 MHz with a total bandwidth of about 25 MHz. The
integration time was 0.25s. The bistatic baseline was about 15 km and the target was
a landing plane. The trajectory of the plane was acquired with a ADS-B (Automatic
Dependant Surveillance Broadcast) receiver (blue line). The red line represents the
EKF estimated trajectory. As it is possible to note in the zoomed yellow box (upper
left corner), the estimated trajectory matches with the real one.
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Figure 5.6: Results with real trajectory
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5.4 Multi Target Tracking
5.4.1 Processing scheme proposed and realized
The use of Digital Video Broadcast signals (DVB-T) for passive radar target detection
purposes is investigated and a processing scheme is proposed and realized in the passive
experimental radars LORA11 of FHR1. The processing comprises the reconstruction
of the transmitted signal by exact time synchronization, the compensation of the im-
pulse response of the transfer channel and bit error correction procedures. Correlation
processing and Fourier integration for time-difference of arrival measurements between
the direct signals and the echo signals, as well as beam forming for direction measure-
ments are applied. Detection range and target resolution considerations are based on
experiences with the LORA11 system.
5.4.1.1 DVB-T signal
One of the most widely spread services is the terrestrial digital video broadcast (DVB-
T). Unlike analogue broadcast services, DVB-T in Germany is transmitted in a so called
single frequency network, where each transmitter in the net transmits coherently the
same signal at the same time. This, and the specific structure of the DVB-signal, de-
signed for information distribution, requires adequate signal processing schemes, when
DVB-signals are to be used for radar target detection purposes.
Since the directly received signals s(t) are generally much more powerful than the target
echoes e(t), the receiver of a passive radar is required to provide a high dynamic range
in the order of up to 100 dB. Thus, the exploitation of the DVB signal for radar pur-
poses requires several stages of processing, where the measurement of a time difference
of arrival between the signal directly received from a transmitter and a delayed target
echo is the final objective. Here, the correlations of single symbols with their replicated
originals provide a time-difference-of-arrival profile.
If the receiver system allows angular measurements, beam forming can provide direction
information for the measured echoes described by their delay times. The measurement
of the delay time and the corresponding direction of a target echo allow the estimation
of the target location in range and azimuth, provided the position of the transmitter and
the receiver are known. Even though, the receiver location and all transmitter locations
of a DVB-net are known, the assignment of a target echo to a transmitter is ambiguous,
since all transmitters emit exactly the same signal at the same time.
Multiple hypotheses need to be examined in order to separate true target positions from
1Fraunhofer Institut fu¨r Hochfrequenzphysik und radartechnik, Neuenahrer Str. 20, 53343 Wacht-
berg, Germany
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false ones. For each delayed echo k ∈ [1,K] a target position is calculated under the
hypothesis that it had been the result of illumination by transmitter n ∈ [1, N ] with the
position x(n), y(n). Repetition of this calculation for all available transmitters N yields
KxN hypothetical target positions.
The DVB-T standard utilizes the coded orthogonal frequency division multiplex modu-
lation scheme, where a number of N closely-spaced orthogonal carriers frequencies are
used to carry the MPEG-2 coded video signal. All carriers in one OFDM symbol are
transmitted simultaneously. An OFDM frame is constituted by a set of 68 OFDM sym-
bols. All data carriers in one symbol are modulated using QPSK, 16QAM or 64-QAM
modulations. In addition to payload carriers, used for the actual video data transmis-
sion, an OFDM symbol contains reference information, in the form of a number of Np
pilot carriers whose modulations are known to the receiver. Pilots are subdivided into
two groups: scattered and continual pilots carriers. While payload carriers are trans-
mitted at normalized power levels, pilot carriers are ”boosted“ by 3dB compared with
the average power level. The modulation of a Pilot carrier is given by:
<(ck) = 4
3
[1
2
− wk
]
=(ck) = 0.
The phase state wk of a pilot carrier is modulated according to a Pseudorandom binary
sequence (PRBS) sequence corresponding to the frequency index of the carrier k (rang-
ing from 0 to 6816). While continual pilots have fixed carrier indexes, the location of
scattered pilots change from one symbol to another but repeat themselves every four
OFDM symbols. For the symbol of index l (ranging from 0 to 67), carriers for which
index k belongs to the subset
kp = 3(l mod 4) + 12j j = 1, 2, . . .
are scattered pilots.
Assuming k transmitters (i.e. k direct signal paths) in the network: k = (1, . . . , NE)
ssurv(t) =
NE∑
k=1
Asurvd(t) +
NE∑
k=1
NP∑
mp=1
ampd(t− τmp) +
NE∑
k=1
NT∑
m=1
amd(t− τm)ej2pifdmt+
+
NE∑
k=1
NC∑
i=1
cid(t− τi) + nsurv(t) 0 ≤ t ≤ T.
(5.7)
where:
• T : global observation time;
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• Asurv: complex amplitude of the direct signal (from the illuminating transmitter)
received via the side- or backlobe of the surveillance antenna. As there are k direct
signals, that yields
∑NE
k=1Asurv;
• d(t): complex envelope of the direct signal (a delayed replica of the transmitted
signal). As there are k direct signals, that yields
∑NE
k=1 d(t);
• amp: complex amplitude of the mpth multipath 2 replica of the transmitted sig-
nal (mp = 1, . . . , NP ). As there are k transmitters there is the possibility of a
multipath return resulting from each transmitter. Therefore,
∑NE
k=1
∑NP
mp=1 amp;
• τmp: delay (with respect to the direct signal) of the mpth multipath replica of the
transmitted signal (mp = 1, . . . , NP ). As there are k transmitters each multipath
return can have a delay proportional to the distance between the receiver and the
individual transmitter. Therefore,
∑NE
k=1
∑NP
mp=1 τmp;
• am: complex amplitude of the mth target (m = 1, . . . , NT ). As there are k trans-
mitters, that yields,
∑NE
k=1
∑NT
m=1 am;
• τm: delay (with respect to the direct signal) of the mth target (m = 1, . . . , NT ).
As there are k direct signals, that yields
∑NE
k=1
∑NT
m=1 τm;
• fdm: Doppler frequency of the mth target (m = 1, . . . , NT ). As there are k
transmitters in the network, k different Doppler returns can occur, that yields∑NE
k=1
∑NT
m=1 fdm
• ci: complex amplitude of the ith stationary ground scatterer (i = 1, . . . , NC). As
there will be ground-scatter contributions as a result of k transmitters, that yields∑NE
k=1
∑NC
i=1 ci;
• τi: delay (with respect to the direct signal) of the ith stationary ground scat-
terer (i = 1, . . . , NC). As there will be different delays from each ground-scatter
contribution as a result of k transmitters, that yields
∑NE
k=1
∑NC
i=1 τi;
• nsurv(t): thermal noise contribution at the surveillance antenna.
With the Tx and Rx stationary and a target of velocity V 6= 0 (Figure 5.1), the target
bistatic Doppler at the receiver site is developed as follows: the term dRT /dt is the
2Multipath is the phenomenon that results in radio signals reaching the receiver by two or more
paths. In this context, multipath refers to the reflection of the transmitted wave from objects such as
mountains and buildings etc. However, in DAB, it can also be said that the direct signal (from different
transmitters, thereby resulting in different delays) arriving at the receiver can also be called multipath
signals. In this case multipath refers to the former explanation, that is, the reflection of radio waves
from terrestrial objects.
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projection of the target velocity vector onto the transmitter-to-target line-of-sight:
dRT
dt
= V cos(δ − β
2
) (5.8)
Similarly, the term dRT /dt is the projection of the target velocity vector onto the
receiver-to-target line-of-sight:
dRR
dt
= V cos(δ +
β
2
) (5.9)
Combining the two projections yields:
fB = fTgt = 2
V
λ
cos(δ) cos(
β
2
), (5.10)
where fTgt is the bistatic Doppler shift caused only by the target motion.
In an SFN, angles δ and β will be different for each Tx-Rx pair and therefore the bistatic
Doppler values will be different. So different Doppler frequencies will result for the dif-
ferent Tx-Rx pairs in the SFN.
In a SFN, an identical signal is broadcast on the same carrier frequency at the same time
(i.e. the transmitters in the network are synchronized). Of course, as the distance from
the receiver to each transmitter in the network is different, so too will be the reception
times of the signal reaching the receiver – signals from more distant transmitters take
longer to reach the receiver. As a result, signals from adjacent transmitters look to a
DAB receiver as if they were echoes. In a SFN there is the potential for multiple multi-
path components to enter the receiver. This happens because each of the k transmitters
in the network can cause a multipath bounce off a particular object in the propagation
environment. Therefore the contributions that constitute the reference signal in a SFN
are outlined as follows: The complex envelope of the total signal at the reference channel
in a SFN with k transmitters is given by:
sref (t) =
NE∑
k=1
Arefd(t) +
NE∑
k=1
NP∑
mp=1
ampd(t− τmp) + nref (t). (5.11)
Correlation and Fourier processing: In radar terms, the reconstructed DVB-
RF-signals representing single symbols can be considered as radar pulses with an intra-
pulse modulation, thus resembling a pulse compression radar signal with pulse-to-pulse
modulation agility. The modulation bandwidth is 7.61 MHz and the pulse repetition
interval is 896 µs within one frame. This would yield a range resolution of 38 m and an
unambiguous range of about 130 km. The correlation processing of the received DVB
signal applied to each RF-replica of a DVB-symbol corresponds to a matched filtering
or pulse compression under radar aspects. In a real environment the received signal is a
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time delayed superposition of multiple transmitter and multipath signals. Let
r(t) = s(t)
I∑
i=1
aiδ(t− ti) +
K∑
k=1
L∑
l=1
bk,ls(t− tk,l), (5.12)
be the received complex signal with s(t) the DVB-signal during one symbol and I being
the number of transmitters, K the number of targets and L the number of transmitters
contributing to a target echo. The complex factors ai and bk,l represent the propagation
channel influences and are thus depend on the location of the transmitters and targets
with respect to the receiver. The time stamps ti and tk,l denote the time delay of the
transmitter signals and the target echo signals, which are composed of a superposition of
contributions from transmitters at different locations. The complex factor bk,l contains
in addition the Doppler shift of the target ej2pifDt.
The RF-replica of a DVB symbol can be written as
srep(t) = s(t) + nrep(t), (5.13)
where s(t) is the ideally reconstructed symbol and nrep a noise term representing the
bit-error-rate (BER) due to misinterpreting the received phase states. The BER is
minimized by application of error correction procedures like the Viterbi algorithm. With
q(t) =
I∑
i=1
aiδ(t− ti) +
K∑
k=1
L∑
l=1
bk,lδ(t− tk,l), (5.14)
and
r(t) = s(t) ∗ q(t), (5.15)
the correlation product,
φsreps(τ) =
∫ ∞
−∞
srep(t)r(t+ τ)dt, (5.16)
can be written as
φsreps = srep(−◦) ∗ r. (5.17)
It becomes
φsreps = srep(−◦) ∗ (s ∗ q). (5.18)
for the DVB correlation receiver. Applying the associative law
φsreps = (srep(−◦) ∗ s) ∗ q, (5.19)
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and inserting eq.5.12 in eq.5.19
φsreps = (srep(−◦) ∗ s) ∗ q + (nrep(−◦) ∗ s) ∗ q (5.20)
φsreps = (φss + φnreps) ∗ q. (5.21)
Thus, the signal at the output of the correlation receiver consists of the autocorrelation
function of the symbol signal superimposed by the cross correlation function of the signal
and the replication noise, delayed by the transmitter and target delay times. With
ideal signal reconstruction nrep becomes 0 and the cross correlation function in eq 5.20
disappears. This first processing step is repeated for each symbol. After the correlation
an integration of pulses is necessary in order to collect echo signal energy and improve
the signal-to-noise ratio. For further considerations let us assume that nrep = 0 after
applying error correction methods. Since the integration of signal energy is conducted
at discrete range cells (time delays) the i− th symbol autocorrelation function
φsreps(τ, i) = gi(t), (5.22)
can be written in a sampled form:
gsi(t) =
∞∑
n=−∞
gi(nT )δ(t− nT ), (5.23)
with the sample rate 1/T . Each DVB frame consists of 68 symbols.
Signal reconstruction: In order to exploit the DVB-T signal for radar purposes,
the decoding of the received signal is required. This ensures that an ideal replica can be
synthesized, which resembles the original coded signal as purely as possible. This signal
is then continuously updated and used in a correlation processing with the measured
signal. In a first encoding step the received signal is synchronized using a reference
sequence. This sequence is a synthesized segment of four DVB-T OFDM symbols con-
taining only the known modulation of the scattered and continual pilots. Correlating
both signals results in a detection statistic that has a dominant peak at the synchroniza-
tion position. The correct location k of each carrier within the received OFDM symbol
can be determined. The received signal in the frequency domain can be represented as
Y (k) =
N−1∑
n=0
y(n)e−
j2pikn
N , n = 0, 1, . . . , N − 1
= X(k) ∗H(k) +W (k),
(5.24)
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where H(k) denotes the channel response function of the channel and W (k) is the
additive white Gaussian noise contribution. Extracting the pilot carrier contribution
Y (k) from the signal, the transfer function of the pilots is determined by
Hˆ(l, kp) =
Y (l, kp)
X(l, kp)
, kp = 1, 2, . . . , Np, (5.25)
where X(l, kp) denotes the well known pilot carrier modulation in symbol l. The channel
characteristics for the remaining carriers can now be obtained with linear extrapolation.
This algorithm uses the transfer functions from two successive pilot carriers kp and kp+1
to determine the channel response for the data carriers kd in between. Let Ld be the
number of carriers between two pilots, then the transfer function is given by
H(k) = H(kp) +
d
Ld
[H(kp + 1)−H(kp)], (5.26)
where 0 ≤ d ≤ Ld.
After applying the transfer function to each carrier the resulting reconstructed signal is
de-mapped into the digital data stream. Figure 5.7 shows an example, relative to the
signal used in Section 5.4, of the phase states of a reconstructed OFDM-symbol in a so
called constellation diagram.
5.4.1.2 DVB-T antenna elevation characteristics
Among the primary objectives in broadcast engineering is achieving wide-area coverage
with adequate field intensity so that users can receive the transmissions of interest. The
“users” in terms of broadcast engineering, usually refer to ground-based receivers for
such services as FM radio, TV, DAB, DVB-T, GSM, etc.
Determining elevation coverage: In the case of commonly used illuminators of
opportunity for passive radar purposes, namely FM, DAB and DVB-T, the field strength
produced by a station depends, inter alia, on ERP3, antenna heights, local terrain and
tropospheric scattering conditions. The antenna systems usually consist of several indi-
vidual radiating bays fed as a phased array. Their radiation characteristics concentrate
the energy in the horizontal plane towards the population to be served, minimizing the
radiation out into space. Minimizing the radiation out into space (i.e., beyond the hori-
zon) requires the vertical plane radiation pattern to be tilted slightly below the horizon-
tal. This is a common procedure in broadcast engineering and is referred to as beam-tilt.
3The Effective Radiated Power (ERP) refers to the effective power output from the antenna in
a specified direction and includes the transmitter power output, transmission-line losses and antenna
power gain.
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Figure 5.7: Constellation diagram of a 16 QAM symbol after channel estimation.
The beam-tilt principle is illustrated in Figure 5.8. Figure 5.9 is a representation of an
antenna elevation pattern in polar coordinates. Point 1 in Figure 5.9 indicates the peak
of the beam at the horizon (the illustration does not depict beam-tilt). The maximum
ERP occurs at the peak of the beam where the beamwidth is narrowest. Point 2 refers to
0.707 of the maximum field pattern (equivalent to the -3 dB beamwidth). The strength
of the mainlobe falls off increasingly as the angle from the center of the beam increases.
It is convention to consider the -3 dB beamwidth to determine the size of the antenna’s
frontal area (aperture). Figure 5.10 depicts the antenna mainlobe illuminating a number
of possible target altitude levels. The levels chosen are 1 km, 2 km, 5 km, 10 km and 15
km as targets of interest could potentially occupy some or all of this altitude range. The
corresponding distances from the transmitter, i.e. a km, b km, c km, d km and e km
can be approximated using the identities: a = 1km/ tan(Θ3dB); b = 2km/ tan(Θ3dB);
c = 5 km/ tan(Θ3dB); d = 10km/ tan(Θ3dB); and e = 15km/ tan(Θ3dB). Note that the
identities assume that the transmitter height is negligible in comparison to the target
altitudes, and so is not considered.
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Figure 5.8: Illustration of the elevation beam pattern tilted below the horizontal.
Figure 5.9: Representation of antenna elevation pattern in polar coordinates.
Figure 5.10: Depiction of antenna illuminating a number of possible target altitude
levels.
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Typical DVB-T antennas and antenna patterns: DVB-T antennas vary in
configuration and most manufacturers have multiple options to offer so it is difficult
to provide a standardized estimate of elevation coverage. Most DVB-T transmitters
use vertically stacked arrays of vertically or horizontally polarized dipole. Some ar-
rays are mounted on the side of TV-towers, others are placed on top of a transmitter
tower. Since the broadcast business is one where tailoring of the azimuth and elevation
patterns of transmission sites is common, the elevation radiation patterns that follow
represent a small sample of what may potentially be installed around the world. The
patterns do, nonetheless, provide a useful metric for approximating the elevation cov-
erage of DVB-T broadcasters. DVB-T antennas have a significantly narrower elevation
mainlobe beamwidths than their DAB and FM counterparts. As a result, targets at
medium-to-high altitudes will reside outside of the mainlobe and be illuminated by a
significantly lower ERP. This effect is partly compensated by the reduced range depen-
dent attenuation due to shorter distances.
5.4.1.3 DVB-T error protection
In a real environment the channel estimation method does not provide a sufficient signal
quality for broadcasting applications. Phase and amplitude errors, caused predomi-
nantly in the transmission path, lead to misinterpretation and wrong de-mapping of a
carrier to its digital value and therefore to bit-errors in the data stream. To enable the
receiver to correct the transmission on the digital level, redundant information has been
added to the transmitted data stream. The DVB-T standard uses two error protection
mechanisms, namely a convolutional (trellis) coding coupled with Reed Solomon block
code. In the inner modulation stage, an overhead of information of up to 100Using
the Viterbi-algorithm on reception, the data stream can be recovered without errors as
long as the bit-error rate (BER) does not exceed 10In case that the resulting code still
contains bit-errors, a second mechanism of error protection is applied. A de-interleaving
stage sorts the data stream into transport packets of 203 bytes length. On the receiver
site Reed-Solomon code is added to each packet to hold 16 bytes of error protection.
Applying the Reed-Solomon encoding algorithm enables the receiver to correct up to
eight erroneous bytes in each of these packets.
Estimation of bit-error impact: To estimate the impact of bit-errors on the per-
formance of a DVB-T based passive radar system, a simulation was carried out basing
on the following assumptions. The RF-replica of a DVB-T symbol can be written as
srep(t) = s(t) + nrep(t), (5.27)
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where s(t) is an ideally reconstructed symbol and nrep(t) a noise term, representing the
contribution of bit errors to the signal. The measured signal is then given by
r(t) = s(t) ∗ q(t), (5.28)
where q(t) is the impulse response. In a real environment this signal is a time delayed
superposition of multiple transmitter signals, the environment like ground reflections
and the target. Assuming that a number of K targets are illuminated by L out of I
transmitters, this transfer function can be written as
q(t) =
I∑
i=1
aiδ(t− ti) +
K∑
k=1
L∑
l=1
bk,lδ(t− tk,l). (5.29)
The complex factors ai and timestamps ti represent the propagation channel influence
and time delay of the direct signal. In the same way bk,l and tk,l represent the contribu-
tion from target echoes with exception that in addition bk,l contains the Doppler shift of
the targets ej2pift. The correlation of both signals is performed by calculating the cross
ambiguity function given by
|χ(τ, f)| =
∣∣∣∣∫ ∞−∞ srep(t)r(t+ τ)ej2piftdt
∣∣∣∣ . (5.30)
5.4.1.4 Detection
Also for the passive radar experiments a CA-CFAR [11] and a clustering algorithm
represent an essential part of the processing. Nevertheless in this case a 1-D CA-CFAR
only along the range direction has been used. This choice has been made taking into
consideration the fact that no improvement has been noticed through the comparison of
the results obtained by applying a 2-D CFAR to the same data. Moreover, a 1-D CFAR
requires a lower computational overhead.
Clustering The clustering has been implemented by following the Hoshen-Kopelman
(H-K) algorithm [39]. The general idea of the H-K algorithm is to scan the range-Doppler
map given by the detection step looking for occupied cells (cells labeled with ”1” or, to
be more precise, those cells which exceed the CFAR threshold). To each occupied cell
we wish to assign a label corresponding to the cluster to which the cell belongs. If the
cell has zero occupied neighbors, then we assign to it a cluster label we have not yet
used (new cluster). If the cell has one occupied neighbor, then we assign to the current
cell the same label as the occupied neighbor (part of the same cluster). If the cell has
more than one occupied neighboring cell, then we choose the lowest-numbered cluster
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label of the occupied neighbors to use as the label for the current cell. Furthermore, if
these neighboring cells have differing labels, we must make a note that these different
labels correspond to the same cluster.
5.4.2 Experiment description
FHR in cooperation with WTD71 (Wehrtechnische Dienststelle fu¨r Schiffe und Marinewaf-
fen) has conducted a joint measurement campaign on 23rd and 24th of September 2014,
in order to address the performance of a systems using DVB-T signals in a single fre-
quency environment. For this study we only consider the 16 QAM (Quadrature Ampli-
tude Modulation) scheme with 8k transmission mode, where 6817 carriers are used.
Specifically, the purpose of the measurement campaign was to determine whether the
passive radar system is capable of identifying and tracking two closely spaced targets.
Secondly the capability of the system to track a target that moves with fast maneuvers
as well as the ability to handle a potential simultaneous attack from both the air and
the sea was to be evaluated.
Two DVB-T transmitters have been used that are located in Kiel and Schleswig. The
main characteristics are resumed in Table 5.1. In Figure 5.11 is represented the scenario
where the trials took place.
Table 5.1: DVB-T Transmitters.
Site Description Location TVDR Kiel Operator: TVDR Schleswig Operator:
Broadcast Germany Broadcast Germany
Site Location (WGS84) Google Google
10◦07′06′′ E, 54◦18′02′′N 9◦31′45′′E, 54◦31′37′′N
Modulation QAM 16 QAM 16
Site Elevation 38m 54m
Antenna Height 219m 134m
Frequency(MHz) 586 618
666 682
ERP (kW) 47 37.000158
43 37.000161
Polarization H V
H V
5.4.3 Sensor System
The synoptic of the first four channels of Atlas is given in Figure 5.12 and the main
characteristics are summarized in the Table 5.2.
Chapter 5. Passive Radar Tracking 67
Figure 5.11: Trials location
Figure 5.12: ATLAS synoptic
The LORA11 system consists of 11 vertically polarized antennas, the receiver front-end
and the signal- and data processing unit, Figure 5.13 shows the antenna array and the
Figure 5.14 shows the atlas-de LORA 11 processing unit. The antenna is a linear array
of 11 discone elements (covering the 450− 900 MHz band) with inter-element spacing of
0.36m. An 8 m elevation platform truck carries the antenna. The calibration antenna
was positioned 290 meters away with an angle of 30 degrees with respect to the bore-
sight of the array as shown in the image below. The array of antennas was positioned
in 9◦31′45′′E, 54◦31′37′′N and the calibration antenna at 9◦51′16.46′′E, 54◦27′20.22′′N.
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Table 5.2: ATLAS features
Band 450− 900MHz
Numbers of antennas 11
Array of antennas linear
Polarization vertical
Numbers of channels 11
Bandwidth by channels 7.16MHz
Azimuth coverage 40◦
Real time processing yes
Computational load 88 Gflops
Consumed power 2 kVA
Figure 5.13: ATLAS van and LORA11 antenna
The synoptic of the signal processing is given in Figure 5.16.
5.4.4 Target
• Aircraft: the aircraft was flying between the points A, B, C, D (represented in the
picture 5.18) at a minimum altitude of 600m.
The aircraft that has been used for the measurements (Figure 5.17) is ultra light
and has been produced for the Fraunhofer Institute (FHR). In Table 5.3 are shown
the characteristic of Delphin aircraft.
• Speed boats: two speedboats 7m long. They are represented in Figure 5.19. We
had four different scenarios. All of them repeated twice in different frequencies
586, 666 MHz.
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Figure 5.14: LORA11 data & signal processing unit
Figure 5.15: LORA11 and calibration antenna
– First scenario: The two boats are moving on a round trajectory of 500m
diameter each. The first one was on a distance of 1.5Km from land where the
LORA11 system was placed, while the second one was moving in a distance
of 2.5Km. The boat with the system was moving according to the blue
trajectory.
– Second scenario: The three different trajectories of the two boats are shown
in the following diagram. Both of them are moving towards LORA11 with
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Figure 5.16: Flow-chart
Figure 5.17: Delphin aircraft
the closest distance being at 500m. The distance between the boat was 100m.
– Third scenario: The boats were simulating an attack scenario to the boat
were the system was placed. Minimum distance between the boats and the
system was 100m. The boat with the system was moving along the black
Chapter 5. Passive Radar Tracking 71
Figure 5.18: Flight route
Table 5.3: Delphin features
Motor Rotax 912 ULS
Art 4-Zylinder Boxer
RPM 5800 U/Min
Tank capacity 100 liters
VMAX (peak speed) 260 km/h
VMAX 180 km/h
Vmin 65 km/h
Basic weight 320 Kg
trajectories while the other two boats were following the blue one and trying
to hide themselves behind the buoys (x).
– Fourth scenario: The boats were moving with fast maneuvers, while the boat
with the system was moving according to scenario one and two.
In the first day of the measurement the sequence of the experiments was: First
scenario to Fourth with frequency of 586MHz and then first to second at 666MHz.
In the second day we started with the third and fourth scenario with frequency
586MHz and then first, second and fourth at 666MHz.
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Figure 5.19: Speed boat
Figure 5.20: Scenario 2: description of speed boats routes
5.4.5 Results
Some results are shown in the range Doppler images below. The data were acquired
from ATLAS-DE at a frequency of 666 MHz (Figure 5.22). Figure 5.23 and Figure 5.24
show the result of the aircraft tracking. By looking at the two figures it can be noticed
that the tracker, when the target is well detected, tracks it continuously even through
the zero Doppler. Often, when there are too many detections close to the zero-Doppler
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Figure 5.21: Scenario 3: description of speed boats routes
frequency, is better to set a control that splits a track, crossing the clutter notch, into
two different tracks. In fact, the key point of RD tracking is to keep the track identity;
in the case of increased uncertainty, it is better to fragment the track instead of con-
catenating different R/D trajectories.
Figure 5.23 and the first two pictures of Figure 5.24 show six different step of the
aircraft tracking. The track is always labeled with the number 7. As we can see, other
non-cooperative targets are present. For example, number 1089 and 1705 clearly vis-
ible in the last two images. The last picture of Figure 5.24 shows, instead, the total
trajectory before the aircraft is not detected anymore. In this figure also the GPS4 coor-
dinates collected from the pilot are shown (in violet in the 3th image of Figure 5.24). The
maximum error, estimated by comparing the GPS coordinates and the closest detection
(closest in terms of time), was circa equal to 12 m.
The algorithm seems to be able, as well, to track small targets like the two speed
boats. In Figure 5.25 we can clearly see the boat’s trajectory and compare it with the
real position given by the GPS (brown points) collected during the experiment. Despite
the boat was moving by performing sudden maneuvers, the tracker was able to follow
4Global Position System
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Figure 5.22: Frequency.
it. The maximum error estimated as before by comparing the GPS coordinates and the
closest detection was circa equal to 3 m.
In Figure 5.26 and Figure 5.27 we can see, instead, the results of the boats moving
close to each other. For most of the time the tracker is able to distinguish two tracks.
Sometimes more than two tracks are presents and sometimes, when the two trajectories
are intersecting each other, are merged and only one target appears. The performance
are not so high due to the small size of the boats and due to the small distance between
them.
An improvement both in the detection algorithm and in the tracker are needed in order
to be able to better distinguish and track small targets.
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Figure 5.23: Tracking of the aircraft.
Chapter 5. Passive Radar Tracking 76
Figure 5.24: Tracking of the aircraft
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Figure 5.25: Tracking of one of the speed boat
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Figure 5.26: Tracking of two boats that are going close together.
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Figure 5.27: Tracking of two boats that are going close together.
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5.4.6 Towards the Cartesian tracking stage
In order to get better results for the range-Doppler tracker and perform, as well, the
Cartesian tracking stage, a DOA estimation has been carried out through a Bucci (sec.
2.6) based beamforming and MUSIC (sec. 2.7) based angle of arrival estimation algo-
rithms for passive radars. The performance has been analyzed using the real data gen-
erated by the same measurement campaign described before with an array of linearly
spaced eleven antennas. As the SNR was very low, in order to enhance the performance
a spatial smoothing approach to Bucci algorithm has been used.
5.4.6.1 Modified Bucci Algorithm
Instead of designing Bucci beamformers for N antenna directly, we have designed a set
of k˜ beamformers considering a subset of the antenna of the linear array of antennas.
Lets assume that we have k˜ of those subsets. The first subset consists of the first
N − k˜ + 1 antenna, the second consists of the N − k˜ + 1 antennas starting from the
second antenna and the last subset contains the last N − k˜ + 1 antennas. Let us define
the k˜ beamformers designed for each azimuth angle φ as w = [w1, w2, . . . , wN−k˜+1].
In our case, all beamformers have been designed using identical criterion, hence, they
produce the same set of coefficients. Hence the beamformer output power is evaluated
for each azimuth angle φ as
P (φ) = |[m1, . . . ,mN−k˜+1]w1|2 + |[m2, . . . ,mN−k˜+1]w2|2
+ . . .+ |[m
k˜
, . . . ,mN ]wk˜|2 (5.31)
A further variation of the above technique is discussed below. In this case the beam-
former output power is estimated as :
P (φ) = |[m1, . . . ,mN−k˜+1]w1 + ejθ[m2, . . . ,mN−1]w2
+ . . .+ ej(k˜−1)θ[m
k˜
, . . . ,mN ]wk˜|2 = |[m1, . . . ,mN ]w|2
where θ = 2piλ d sin(φ) and
w =

w1
0
0
+ ejθ

0
w2
0
+ . . .+ ej(k˜−1)θ

0
0
w
k˜
 (5.32)
This last approach has the advantage of writing k˜ set of beamformers as an equaivalent
one beamformer.
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5.4.6.2 Simulation Results
The Bucci, MUSIC and spatial smoothing based Bucci beamformer algorithms are tested
on the data generated by our field measurements and their performance is evaluated.
For this setup, the broadside of the antennas was placed at 55◦ clockwise from north.
The distance between the antenna elements is d=0.36m. The centre frequency is at 666
MHz and the corresponding wavelength is λ = 0.4505m. A beacon transmitting antenna
was placed due to geographical constraints at an angle of -30 degrees with respect to
the broadside of the antennas. With the help of a sinusoid signal transmitted by this
antenna, calibration of the linear array has been performed. In addition, due to the
geographical position of the port and the DVB-T transmitters, the look direction of the
linear array was opposite to the position of the DVB-T transmitters, hence preventing
a saturation of the RF front-end from the high amplitude of the reference signal.
Initially a set of Bucci based beamformers was designed to steer beams along azimuth
directions −pi/2 to pi/2 using the 11 antenna array elements. The beam direction was
changed at an angle of 1◦, hence there are 90 beamformer weight vectors, each steering
beams from −45◦ to 45◦ at 1◦ intervals. Each Bucci beamformer maintained a minimum
and maximum beamwidth of 4◦ and 10◦ respectively. For the specific range-Doppler
matched filter output that we used to test the algorithms the real target location ob-
tained from GPS is at an azimuth angle of 56◦. In the Bucci algorithm, 0◦ is considered
as broadside, hence taking into account that the broadside of the linear array of antennas
is at 55◦, we should be expecting the peak beamformer output power at approximately
1◦. Moreover, instead of designing Bucci beamformers for 11 antennas directly, we have
designed three beam patterns as explained for the case of spatial smoothing in the pre-
vious section. The first beamformer uses the range-Doppler matched filter output of the
first 9 antenna elements, the second beamformer uses from the 2 to 10th element and the
third beamformer is operated on the last 9 antenna outputs. The beam pattern for the
above approach is plotted in Figure 5.29. We compared the spatial spectrum obtained
by ordinary Bucci algorithm and the modified spatial smoothing based Bucci algorithms
in Figure 5.28 and Figure 5.29. As seen in the figures, the ordinary Bucci based spatial
spectrum has many significant sidelobes that are randomly distributed over the wide
range of the spectrum. However, the spatial smoothing based Bucci has the ability to
suppress the sidelobes considerably and the peak occurs clearly at 1◦ . This is equivalent
to have the target at 56◦.
The beam pattern is compared to the spatial spectrum obtained by MUSIC algorithm
in Fig. 5.30. As seen MUSIC also estimates the target at approximately 1◦, reinforc-
ing the validity of the proposed spatial smoothing Bucci algorithm. It should be noted
that thought our aim is not to obtain the same performance as MUSIC, because MU-
SIC is known to produce higher resolution spatial spectrum, however at the expense
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Figure 5.28: The array pattern of
the matched filter output after per-
forming beamforming with Bucci al-
gorithm.
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Figure 5.29: The array pattern of
the matched filter output after per-
forming beamforming with Bucci al-
gorithm and spatial smoothing.
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Figure 5.30: Spatial Spectrum from MUSIC algorithm
of higher computational complexity due to singular value decomposition. However, in
the proposed Bucci algorithm, the beamformer coefficients are calculated oﬄine and
the computational processing is confined to the multiplication of them with the range
Doppler matched filter output.
The advantage of the spatial smoothing based Bucci is pronounced more strongly when
there are calibration errors. For instance, we applied both the ordinary and the spatial
smoothing based Bucci algorithms to uncalibrated data (matched filter output without
calibration) and produced the spatial spectrum. As seen from the Figure 5.31 and Figure
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Figure 5.31: The array pattern of
the matched filter output after per-
forming beamforming with Bucci al-
gorithm and uncalibrated data.
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Figure 5.32: The array pattern
of the matched filter output after
performing beamforming with spatial
smoothing Bucci algorithm and uncal-
ibrated data.
5.32, the spatial smoothing Bucci beamfoming proves to be robust against calibration
errors as the spatial spectrum is still able to locate the direction of the target while
maintaining sidelobes at low values.
5.4.7 Cartesian Tracking
In order to localize the target in Cartesian coordinates and enhance the signal to noise
ratio, a uniformly spaced linearly array of 11 discone antennas has been used and a spatial
smoothing Bucci beamforming has been applied [40]. Once the DoA has been estimated,
it has been used as input of the tracking algorithm described before.By using the range
measurements and the estimated DoA is possible to localize a target as intersection of an
isorange contour (ellipsoid with foci at the location of the transmitter and the receiver)
and the DoA cone. In the particular case where the altitude of a target is not known and
consequently assumed equal to zero, the DoA degenerates into a line and the ellipsoid
into an ellipsis. Figure 5.1 shows the isorange contour and the DoA that is ΘR.
If a DoA estimation is not possible and there are more than 2 sensors available, a
method to localize a target in Cartesian coordinates using bistatic measurements is to
calculate the points of intersection of the ellipsoids using multiple transmitter-receiver
pairs. Two are the possible scenarios: using one transmitter and multiple receivers or
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multiple transmitters and one receiver. One of the major problems in target localization
in PCL is that the source of the measurements corresponding to different transmitters
is unknown. Therefore, all combinations of the measurements should be checked for
ellipsoid intersection. When multiple measurements are present, this can lead to so-called
ghost targets phenomenon – the ellipsoids corresponding to different targets randomly
intersect giving birth to spurious targets. An additional difficulty is that the number
of possible measurements combinations grows exponentially with the number of the
targets and transmitters. For this reason, it is desirable to use a very fast algorithm for
calculating the ellipsoids intersections, so that hundreds or thousands of combinations
can be checked in a reasonable time.
Rx
Tx
Figure 5.33: 2D ellipsis intersection.
5.4.7.1 Results
In this section the results in the range-Doppler domain, Figure 5.34, and in the Cartesian
domain, Figure 5.35, for the same time stamp are shown. As we can see, thanks to the
DoA estimation, we are able to track a target, an airplane in this case, also in the
Cartesian domain. In both the pictures the estimated tracks are represented in yellow
and the GPS collected during the trial in fuchsia. Figure 5.36 and Figure 5.37 show,
respectively, the range and the Doppler comparison between the estimated track (in blue)
and the GPS coordinates (in red). An interpolation of the GPS has been performed in
order to match the number of the GPS points with the one of the track.
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Figure 5.34: Tracking of the airplane in the range-Doppler domain.
Figure 5.35: Tracking of the airplane in the Cartesian domain.
Figure 5.36: Range comparison be-
tween estimated track and GPS coor-
dinates.
Figure 5.37: Doppler comparison
between estimated track and GPS co-
ordinates.
Chapter 6
Conclusion and future work
With this thesis we wanted to implement and validate tracking algorithms able to succeed
in scenarios where a high number of targets are present and close to each other and to
carry out an analysis of tracking performance as a function of parameters, such as the
number of scatterers that form a target and the distance between the targets.
All the algorithms presented, further to suitable algorithms, are based on a simple
Kalman filter or, at most, on an Extended Kalman filter.
Firstly, regarding the active sensors case (Chapter 4), a multi-target tracking algorithm
in a multi-sensor maritime scenario when only range and Doppler information of the
target are used has been investigated. Since at the time of the simulations the full real
physical system was not available, only simulated result has been analyzed. All the
simulations, by the way, have been carried out according to the real system present
now in the Radar laboratory of the University of Pisa. The algorithm has proven to be
effective in simulated scenarios and performs well even with regard to the ”deghosting”
problem and in the presence of sea clutter. The algorithm seems to be robust both for
the nearly constant velocity and the nearly constant acceleration target models for the
evolution in time.
The idea for future work is to repeat this analysis by applying other tracking algorithms,
like the MHT. A first evaluation of the MHT algorithm has been already carried out and,
from preliminary results, it seems that the algorithm can improve the data association
task. Further investigation will be considered by considering a higher AR model order
for the sea clutter, since the higher the order of the AR process, the more accurate the
approximation will be. Validation of the algorithm in presence of real data will also be
considered.
Secondly, in Chapter 5, the classification performance of two tracking algorithms for
bistatic DVB-T passive radar based on the Extended Kalman Filter (for single target
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tracking) and on the Kalman filter (for multiple target tracking), exploiting measure-
ment of bistatic range and bistatic velocity of a target have been investigated. The
algorithms have been tested and validated by using both simulated and real data.
Regarding the single target case, the effectiveness of the Extended Kalman filter at
tracking targets in a passive radar scenario when jointly using the information of the
bistatic range, the bistatic velocity and the azimuth position of the target, has been
proved. It should be noted that the angle measurement has been obtained by applying
a refinement of the raw angle estimation by using the MUSIC algorithm. As the com-
parison with automatic dependent surveillance system data shows, this approach leads
to reliable results. Further investigation will be considered by extending the algorithms
to handle a Multi Target Tracking scenarios.
For the multi target case, the purposes were to determine whether the passive radar sys-
tem is capable of identifying and tracking two closely spaced targets and the capability
of the system to track a target that moves with fast maneuvers as well as the ability to
handle a potential simultaneous attack from both the air and the sea was to be evalu-
ated. The ability of the DVB-T based passive radar for the localization and tracking of
small fast moving targets has been demonstrated through real data collected by FHR
Institute in Germany. Since the passive radar system consists of multiple antennas, an-
gle of arrival estimation based of root music and time delay of arrival estimation using
range-Doppler processing have been used to located the targets. Both bistatic range
and bistatic Doppler estimations have been used in Kalman filter to track the targets.
The detection and tracking performance of the passive radar has been demonstrated and
the results have been validated by the comparison with GPS data collected during the
experiment.
Further investigation will be considered by implementing the second tracking stage in
Cartesian coordinates.
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