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Abstract. For any positive integer k and nonnegative integer m, we
consider the symmetric function G (k,m) defined as the sum of all mono-
mials of degree m that involve only exponents smaller than k. We call
G (k,m) a Petrie symmetric function in honor of Flinders Petrie, as the co-
efficients in its expansion in the Schur basis are determinants of Petrie
matrices (and thus belong to {0, 1,−1} by a classical result of Gordon
and Wilkinson). More generally, we prove a Pieri-like rule for expand-
ing a product of the form G (k,m) · sµ in the Schur basis whenever µ is a
partition; all coefficients in this expansion belong to {0, 1,−1}. We also
show that G (k, 1) ,G (k, 2) ,G (k, 3) , . . . form an algebraically indepen-
dent generating set for the symmetric functions when 1− k is invertible
in the base ring, and we prove a conjecture of Liu and Polo about the
expansion of G (k, 2k− 1) in the Schur basis.
Keywords: symmetric functions, Schur functions, Schur polynomials,
combinatorial Hopf algebras, Petrie matrices, Pieri rules, Murnaghan–
Nakayama rule.
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Considered as a ring, the symmetric functions (which is short for “formal power
series in countably many indeterminates x1, x2, x3, . . . that are of bounded degree
and fixed under permutations of the indeterminates”) are hardly a remarkable
object: By a classical result essentially known to Gauss, they form a polynomial
ring in countably many indeterminates. The true theory of symmetric functions
is rather the study of specific families of symmetric functions, often defined by
combinatorial formulas (e.g., as multivariate generating functions) but interacting
deeply with many other fields of mathematics. Classical families are, for example,
the monomial symmetric functions mλ, the complete homogeneous symmetric functions
hn, the power-sum symmetric functions pn, and the Schur functions sλ. Some of these
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families – such as the monomial symmetric functions mλ and the Schur functions
sλ – form bases of the ring of symmetric functions (as a module over the base ring).
In this paper, we introduce a new family (G (k,m))k≥1; m≥0 of symmetric func-
tions, which we call the Petrie symmetric functions in honor of Flinders Petrie. For
any integers k ≥ 1 and m ≥ 0, we define G (k,m) as the sum of all monomials of de-
gree m (in x1, x2, x3, . . .) that involve only exponents smaller than k. When G (k,m)
is expanded in the Schur basis (i.e., as a linear combination of Schur functions sλ),
all coefficients belong to {0, 1,−1} by a classical result of Gordon and Wilkinson,
as they are determinants of so-called Petrie matrices (whence our name for G (k,m)).
We give an explicit combinatorial description for the coefficients as well. More gen-
erally, we prove a Pieri-like rule for expanding a product of the form G (k,m) · sµ
in the Schur basis whenever µ is a partition; all coefficients in this expansion again
belong to {0, 1,−1} (although we have no explicit combinatorial rule for them). We
show some further properties of G (k,m) and prove that if k is a fixed positive inte-
ger such that 1− k is invertible in the base ring, then G (k, 1) ,G (k, 2) ,G (k, 3) , . . .
form an algebraically independent generating set for the symmetric functions. We
prove a conjecture of Liu and Polo in [LiuPol19, Remark 1.4.5] about the expansion
of G (k, 2k− 1) in the Schur basis.
This paper begins with Section 1, in which we introduce the notions and nota-
tions that the paper will rely on. (Further notations will occasionally be introduced
as the need arises.) The rest of the paper consists of two essentially independent
parts. The first part comprises Section 2, in which we define the Petrie symmetric
functions G (k,m) (and the related power series G (k)) and state several of their
properties, and Section 3, in which we prove said properties. The second part is
Section 4, which is devoted to proving the conjecture of Liu and Polo.1 A final
Section 5 adds a few comments and formulates a conjecture.
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Remarks
1. A short exposition of the main results of this paper (without proofs), along with
an additional question motivated by it, can be found in [Grinbe20a].
2. While finishing this work, I have become aware of the preprint [FuMei20]
by Houshan Fu and Zhousheng Mei, which also introduces the Petrie symmetric
functions G (k,m) and refers to them as truncated homogeneous symmetric functions
h
[k−1]
m . Some results below are also independently obtained in [FuMei20]. In par-
ticular, Theorem 2.9 is a formula in [FuMei20, §2], and Theorem 2.15 is equivalent
to [FuMei20, Proposition 2.9]. The particular case of Theorem 2.22 when k = Q is
part of [FuMei20, Theorem 2.7].
The paper [BaAhBe18] by Bazeniar, Ahmia and Belbachir introduces the symmet-
ric functions G (k,m) as well, or rather their evaluations (G (k,m)) (x1, x2, . . . , xn) at
finitely many variables; it denotes them by E
(k−1)
m (n) = E
(k−1)
m (x1, x2, . . . , xn). Ah-
mia and Merca continue the study of these E
(k−1)
m (x1, x2, . . . , xn) in [AhmMer20].
Our Theorem 2.21 is equivalent to the second formula in [AhmMer20, Theorem
3.3] (although we are using infinitely many variables).
3. The Petrie symmetric functions have been added to Per Alexandersson’s col-
lection of symmetric functions at https://www.math.upenn.edu/~peal/polynomials/petrie.htm
.
Remark on alternative versions
This paper also has a detailed version [Grinbe20b], which includes some proofs that
have been omitted from the present version (mostly basic properties of symmetric
functions).
1. Notations
We will use the following notations (most of which are also used in [GriRei20,
§2.1]):
• We let N = {0, 1, 2, . . .}.
• We fix a commutative ring k; we will use this k as the base ring in what
follows.
• A weak composition means an infinite sequence of nonnegative integers that
contains only finitely many nonzero entries (i.e., a sequence (α1, α2, α3, . . .) ∈
N∞ such that all but finitely many i ∈ {1, 2, 3, . . .} satisfy αi = 0).
• We let WC denote the set of all weak compositions.
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• For any weak composition α and any positive integer i, we let αi denote the i-
th entry of α (so that α = (α1, α2, α3, . . .)). More generally, we use this notation
whenever α is an infinite sequence of any kind of objects.
• The size |α| of a weak composition α is defined to be α1 + α2 + α3 + · · · ∈ N.
• A partition means a weak composition whose entries weakly decrease (i.e., a
weak composition α satisfying α1 ≥ α2 ≥ α3 ≥ · · · ).
• If n ∈ Z, then a partition of n means a partition α having size n (that is,
satisfying |α| = n).
• We let Par denote the set of all partitions. For each n ∈ Z, we let Parn denote
the set of all partitions of n.
• We will sometimes omit trailing zeroes from partitions: i.e., a partition λ =
(λ1, λ2, λ3, . . .)will be identified with the k-tuple (λ1, λ2, . . . , λk)whenever k ∈
N satisfies λk+1 = λk+2 = λk+3 = · · · = 0. For example, (3, 2, 1, 0, 0, 0, . . .) =
(3, 2, 1) = (3, 2, 1, 0).
• The partition (0, 0, 0, . . .) = () is called the empty partition and denoted by ∅.
• A part of a partition λ means a nonzero entry of λ. For example, the parts of
the partition (3, 1, 1) = (3, 1, 1, 0, 0, 0, . . .) are 3, 1, 1.
• We will use the notation 1k for “1, 1, . . . , 1︸ ︷︷ ︸
k times
” in partitions. (For example,(
2, 14
)
= (2, 1, 1, 1, 1). This notation is a particular case of the more general
notation mk for “m,m, . . . ,m︸ ︷︷ ︸
k times
” in partitions, used, e.g., in [GriRei20, Definition
2.2.1].)
• We let Λ denote the ring of symmetric functions in infinitely many vari-
ables x1, x2, x3, . . . over k. This is a subring of the ring k [[x1, x2, x3, . . .]] of
formal power series. To be more specific, Λ consists of all power series in
k [[x1, x2, x3, . . .]] that are symmetric (i.e., invariant under permutations of the
variables) and of bounded degree (see [GriRei20, §2.1] for the precise meaning
of this).
• A monomial shall mean a formal expression of the form xα11 x
α2
2 x
α3
3 · · · with
α ∈ WC. Formal power series are formal infinite k-linear combinations of
such monomials.
• For any weak composition α, we let xα denote the monomial xα11 x
α2
2 x
α3
3 · · · .
• The degree of a monomial xα is defined to be |α|.
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• A formal power series is said to be homogeneous of degree n (for some n ∈ N)
if all monomials appearing in it (with nonzero coefficient) have degree n. In
particular, the power series 0 is homogeneous of any degree.
• If f ∈ k [[x1, x2, x3, . . .]] is a power series, then there is a unique family
( fi)i∈N = ( f0, f1, f2, . . .) of formal power series fi ∈ k [[x1, x2, x3, . . .]] such
that each fi is homogeneous of degree i and such that f = ∑
i∈N
fi. This family
( fi)i∈N is called the homogeneous decomposition of f , and its entry fi (for any
given i ∈ N) is called the i-th degree homogeneous component of f .
• The k-algebra Λ is graded: i.e., any symmetric function f can be uniquely
written as a sum ∑
i∈N
fi, where each fi is a homogeneous symmetric function
of degree i, and where all but finitely many i ∈ N satisfy fi = 0.
We shall use the symmetric functions mλ, hn, en, pn, sλ in Λ as defined in [GriRei20,
Sections 2.1 and 2.2]. Let us briefly recall how they are defined:
• For any partition λ, we define the monomial symmetric function mλ ∈ Λ by
2
mλ = ∑ xα,
where the sum ranges over all weak compositions α ∈ WC that can be ob-
tained from λ by permuting entries3. For example,
m(2,2,1) = ∑
i<j<k
x2i x
2
j xk + ∑
i<j<k
x2i xjx
2
k + ∑
i<j<k
xix
2
j x
2
k .
The family (mλ)λ∈Par (that is, the family of the symmetric functions mλ as λ
ranges over all partitions) is a basis of the k-module Λ.
• For each n ∈ Z, we define the complete homogeneous symmetric function hn ∈ Λ
by
hn = ∑
i1≤i2≤···≤in
xi1xi2 · · · xin = ∑
α∈WC;
|α|=n
xα = ∑
λ∈Parn
mλ.
Thus, h0 = 1 and hn = 0 for all n < 0.
We know (e.g., from [GriRei20, Proposition 2.4.1]) that the family (hn)n≥1 =
(h1, h2, h3, . . .) is algebraically independent and generates Λ as a k-algebra. In
other words, Λ is freely generated by h1, h2, h3, . . . as a commutative k-algebra.
2This definition of mλ is not the same as the one given in [GriRei20, Definition 2.1.3]; but it is easily
seen to be equivalent to the latter (i.e., it defines the same mλ). See [Grinbe20b] for the details of
the proof.
3Here, we understand λ to be an infinite sequence, not a finite tuple, so the entries being permuted
include infinitely many 0’s.
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• For each n ∈ Z, we define the elementary symmetric function en ∈ Λ by
en = ∑
i1<i2<···<in
xi1xi2 · · · xin = ∑
α∈WC∩{0,1}∞;
|α|=n
xα.
Thus, e0 = 1 and en = 0 for all n < 0. If n ≥ 0, then en = m(1n), where, as we
have agreed above, the notation (1n) stands for the n-tuple (1, 1, . . . , 1).
• For each positive integer n, we define the power-sum symmetric function pn ∈ Λ
by
pn = x
n
1 + x
n
2 + x
n
3 + · · · = m(n).
• For each partition λ, we define the Schur function sλ ∈ Λ by
sλ = ∑ xT,
where the sum ranges over all semistandard tableaux T of shape λ, and where
xT denotes the monomial obtained by multiplying the xi for all entries i of T.
We refer the reader to [GriRei20, Definition 2.2.1] or to [Stanle01, §7.10] for
the details of this definition and further descriptions of the Schur functions.
One of the most important properties of Schur functions (see, e.g., [GriRei20,
(2.4.12) for µ = ∅] or [MenRem15, Theorem 2.32] or [Stanle01, Theorem 7.16.1
for µ = ∅] or [Sagan20, Theorem 7.2.3 (a)]) is the fact that
sλ = det
((
hλi−i+j
)
1≤i≤ℓ, 1≤j≤ℓ
)
(1)
for any partition λ = (λ1, λ2, . . . , λℓ). This is known as the (first, straight-shape)
Jacobi–Trudi formula.
The family (sλ)λ∈Par is a basis of the k-module Λ, and is known as the Schur
basis. It is easy to see that each n ∈ N satisfies s(n) = hn and s(1n) = en.
Moreover, for each partition λ, the Schur function sλ ∈ Λ is homogeneous of
degree |λ|.
Among the many relations between these symmetric functions is an expression
for the power-sum symmetric function pn in terms of the Schur basis:
Proposition 1.1. Let n be a positive integer. Then,
pn =
n−1
∑
i=0
(−1)i s(n−i,1i).
Proof. This is a classical formula, and appears (e.g.) in [Egge19, Problem 4.21],
[GriRei20, Exercise 5.4.12(g)] and [MenRem15, Exercise 2.2]. Alternatively, this is
an easy consequence of the Murnaghan–Nakayama rule (see [MenRem15, Theorem
6.3] or [Sam17, Theorem 4.4.2] or [Stanle01, Theorem 7.17.3] or [Wildon15, (1)]),
applied to the product pns∅ (since s∅ = 1).
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Finally, we will sometimes use the Hall inner product (·, ·) : Λ×Λ → k as defined
in [GriRei20, Definition 2.5.12].4 This is the k-bilinear form on Λ that is defined by
the requirement that (
sλ, sµ
)
= δλ,µ for any λ, µ ∈ Par
(where δλ,µ denotes the Kronecker delta). Thus, the Schur basis (sλ)λ∈Par of Λ is
an orthonormal basis with respect to the Hall inner product. It is easy to see5 that
the Hall inner product (·, ·) is graded: i.e., we have
( f , g) = 0 (2)
if f and g are two homogeneous symmetric functions of different degrees. We shall
also use the following two known evaluations of the Hall inner product:
Proposition 1.2. Let n be a positive integer. Then, (hn, pn) = 1.
Proposition 1.3. Let n be a positive integer. Then, (en, pn) = (−1)
n−1.
See Subsection 3.2 for the proofs of these two propositions.
2. Theorems
2.1. Definitions
The main role in this paper is played by two power series that we will now define:
Definition 2.1. (a) For any positive integer k, we let6
G (k) = ∑
α∈WC;
αi<k for all i
xα. (3)
This is a symmetric formal power series in k [[x1, x2, x3, . . .]] (but does not belong
to Λ in general).
(b) For any positive integer k and any m ∈ N, we let
G (k,m) = ∑
α∈WC;
|α|=m;
αi<k for all i
xα ∈ Λ. (4)
4The Hall inner product also appears (for k = Z and k = Q) in [Egge19, Definition 7.5], in
[Stanle01, §7.9] and in [Macdon95, Section I.4]. Note that it is denoted by 〈·, ·〉 in all these
sources. Note also that the definitions of the Hall inner product in [Stanle01, §7.9] and in
[Macdon95, Section I.4] are different from ours, but they are equivalent to ours (because of
[Stanle01, Corollary 7.12.2] and [Macdon95, Chapter I, (4.8)]).
5See, e.g., [GriRei20, Exercise 2.5.13(a)] for a proof.
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Example 2.2. (a) We have
G (2) = ∑
α∈WC;
αi<2 for all i
xα
= 1+ x1 + x2 + x3 + · · ·+ x1x2 + x1x3 + x2x3 + · · ·
+ x1x2x3 + x1x2x4 + x2x3x4 + · · ·
+ · · ·
= ∑
m∈N
∑
1≤i1<i2<···<im
xi1xi2 · · · xim︸ ︷︷ ︸
=em
= ∑
m∈N
em.
(b) For each m ∈ N, we have
G (2,m) = ∑
α∈WC;
|α|=m;
αi<2 for all i
xα = ∑
1≤i1<i2<···<im
xi1xi2 · · · xim = em.
We suggest the name k-Petrie symmetric series for G (k) and the name (k,m)-Petrie
symmetric function for G (k,m). The reason for this naming is that the coefficients of
these functions in the Schur basis of Λ are determinants of Petrie matrices, as we
will see in Subsection 3.7.
2.2. Basic identities
We begin our study of the G (k) and G (k,m) with some simple properties:
Proposition 2.3. Let k be a positive integer.
(a) The symmetric function G (k,m) is the m-th degree homogeneous compo-
nent of G (k) for each m ∈ N.
(b) We have
G (k) = ∑
α∈WC;
αi<k for all i
xα = ∑
λ∈Par;
λi<k for all i
mλ =
∞
∏
i=1
(
x0i + x
1
i + · · ·+ x
k−1
i
)
.
(c) We have
G (k,m) = ∑
α∈WC;
|α|=m;
αi<k for all i
xα = ∑
λ∈Par;
|λ|=m;
λi<k for all i
mλ
for each m ∈ N.
(d) If m ∈ N satisfies k > m, then G (k,m) = hm.
6Here and in all similar situations, “for all i” means “for all positive integers i”.
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(e) If m ∈ N and k = 2, then G (k,m) = em.
(f) If m = k, then G (k,m) = hm − pm.
Proving Proposition 2.3 makes good practice in understanding the definitions of
mλ, hn, en, pn, G (k) and G (k, n). We omit the proof here; it can be found in full
(hardly necessary) detail in [Grinbe20b].
Parts (d) and (e) of Proposition 2.3 show that the Petrie symmetric functions
G (k,m) can be seen as interpolating between the hm and the em.
2.3. The Schur expansion
The solution to [Stanle01, Exercise 7.3] gives an expansion of G (3) in terms of
the elementary symmetric functions (due to I. M. Gessel); this expansion can be
rewritten as
G (3) = ∑
n∈N
e2n + ∑
m<n
cm,nemen, where cm,n = (−1)
m−n
{
2, if 3 | m− n;
−1, if 3 ∤ m− n
.
We shall instead expand G (k) in terms of Schur functions. For this, we need to
define some notations.
Convention 2.4. We shall use the Iverson bracket notation: i.e., if A is a logi-
cal statement, then [A] shall denote the truth value of A (that is, the integer{
1, if A is true;
0, if A is false
).
We shall furthermore use the notation
(
ai,j
)
1≤i≤ℓ, 1≤j≤ℓ
for the ℓ× ℓ-matrix whose
(i, j)-th entry is ai,j for each i, j ∈ {1, 2, . . . , ℓ}.
Definition 2.5. Let λ = (λ1, λ2, . . . , λℓ) ∈ Par and µ = (µ1, µ2, . . . , µℓ) ∈ Par, and
let k be a positive integer. Then, the k-Petrie number petk (λ, µ) of λ and µ is the
integer defined by
petk (λ, µ) = det
(([
0 ≤ λi − µj − i+ j < k
])
1≤i≤ℓ, 1≤j≤ℓ
)
.
Note that this integer does not depend on the choice of ℓ (in the sense that it
does not change if we enlarge ℓ by adding trailing zeroes to the representations
of λ and µ); this follows from Lemma 2.7 below.
Example 2.6. Let λ be the partition (3, 2, 1) ∈ Par, let µ be the partition (1, 1) ∈
Par, let ℓ = 3, and let k be a positive integer. Then, the definition of petk (λ, µ)
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yields
petk (λ, µ)
= det
(([
0 ≤ λi − µj − i+ j < k
])
1≤i≤ℓ, 1≤j≤ℓ
)
= det
 [0 ≤ λ1 − µ1 < k] [0 ≤ λ1 − µ2 + 1 < k] [0 ≤ λ1 − µ3 + 2 < k][0 ≤ λ2 − µ1 − 1 < k] [0 ≤ λ2 − µ2 < k] [0 ≤ λ2 − µ3 + 1 < k]
[0 ≤ λ3 − µ1 − 2 < k] [0 ≤ λ3 − µ2 − 1 < k] [0 ≤ λ3 − µ3 < k]

= det
 [0 ≤ 3− 1 < k] [0 ≤ 3− 1+ 1 < k] [0 ≤ 3− 0+ 2 < k][0 ≤ 2− 1− 1 < k] [0 ≤ 2− 1 < k] [0 ≤ 2− 0+ 1 < k]
[0 ≤ 1− 1− 2 < k] [0 ≤ 1− 1− 1 < k] [0 ≤ 1− 0 < k]

(
since λ1 = 3 and λ2 = 2 and λ3 = 1
and µ1 = 1 and µ2 = 1 and µ3 = 0
)
= det
 [0 ≤ 2 < k] [0 ≤ 3 < k] [0 ≤ 5 < k][0 ≤ 0 < k] [0 ≤ 1 < k] [0 ≤ 3 < k]
[0 ≤ −2 < k] [0 ≤ −1 < k] [0 ≤ 1 < k]
 .
Thus, taking k = 4, we obtain
pet4 (λ, µ) = det
 [0 ≤ 2 < 4] [0 ≤ 3 < 4] [0 ≤ 5 < 4][0 ≤ 0 < 4] [0 ≤ 1 < 4] [0 ≤ 3 < 4]
[0 ≤ −2 < 4] [0 ≤ −1 < 4] [0 ≤ 1 < 4]

= det
 1 1 01 1 1
0 0 1
 = 0.
On the other hand, taking k = 3, we obtain
pet3 (λ, µ) = det
 [0 ≤ 2 < 3] [0 ≤ 3 < 3] [0 ≤ 5 < 3][0 ≤ 0 < 3] [0 ≤ 1 < 3] [0 ≤ 3 < 3]
[0 ≤ −2 < 3] [0 ≤ −1 < 3] [0 ≤ 1 < 3]

= det
 1 0 01 1 0
0 0 1
 = 1.
Lemma 2.7. Let λ ∈ Par and µ ∈ Par, and let k be a positive integer. Let ℓ ∈ N
be such that λ = (λ1, λ2, . . . , λℓ) and µ = (µ1, µ2, . . . , µℓ). Then, the determinant
det
(([
0 ≤ λi − µj − i+ j < k
])
1≤i≤ℓ, 1≤j≤ℓ
)
does not depend on the choice of ℓ.
See Subsection 3.6 for the simple proof of Lemma 2.7.
Surprisingly, the k-Petrie numbers petk (λ, µ) can take only three possible values:
