Introduction
Model Predictive Control (MPC) is an efficient methodology to solve complex constrained multivariable control problems in the absence, as well as in the presence of uncertainties [1] [2] [3] [4] . MPC involves the solution at each sampling instant of a finite horizon optimal control problem subject to the system dynamics, and state and input constraints. The conceptual structure of MPC is given in figure 1 [1] . The MPC denomination stems from the idea of employing an explicit model of the plant to be controlled which is used to predict the future output behaviour. This prediction capability allows solving optimal control problems on line, where tracking error, namely the difference between the predicted output and the desired reference, is minimized over a future horizon [1] .
The result of the optimization is applied according to a receding or moving horizon philosophy [1] : At time t only the first input of the optimal command sequence is actually applied to the plant. The remaining optimal inputs are discarded, and a new optimal control problem is solved at time t + 1.
The model-based philosophy is the major advantage of the MPC philosophy but brings also the most important difficulties. Since the model is only an approximation of the real plant, it is important for the MPC to be robust with respect to model uncertainties and plant disturbances [1] . One possible strategy to obtain this is the design of minmax MPC, as was first proposed in [5] . There are two formulations of min-max MPC: the open-loop formulation (the optimization is performed over a sequence of control actions) and the closed-loop formulation (the optimization is performed over a sequence of feedback control laws) (see [6] for a review of the min-max MPC approaches). The open-loop min-max MPC [6] [6] . However, solving in a centralized way MPC problems for medium-and large-scale systems may be impractical due to the large number of decision variables and the topology of the plant and data communication. Therefore, there is a strong motivation for development of methods for distributed solution of MPC problems. The distributed MPC has the advantage to reduce the original, large size, optimization problem into a number of smaller and more tractable ones. Recently, several approaches for distributed /decentralized MPC have been proposed [7, 8, 9] .
There are only a few papers considering the problem of robust distributed MPC of interconnected polytopic systems. Thus, in [10] a distributed MPC algorithm for polytopic systems subject to actuator saturation is proposed. In [11] , an online distributed MPC algorithm that deals explicitly with model errors is proposed. It is supposed that the subsystems are coupled through their inputs and only constraints on the inputs are considered. In [12, 13] , an approach to distributed open-loop min-max MPC for interconnected polytopic systems is developed, which is based on the dual decomposition method [14, 15] .
In this paper, an approach to distributed closed-loop min-max MPC for uncertain linear systems consisting of polytopic subsystems with coupled dynamics subject to both state and input constraints is proposed. The approach applies the dynamic dual decomposition method [14, 15] and reformulates the centralized closed-loop min-max MPC problem into a distributed closed-loop min-max MPC problem. It is based on distributed on-line optimization and can be applied to large-scale polytopic systems. In comparison with [12, 13] , here the optimization of the feedback policies is described as an alternative to the optimization of the control actions.
Formulation of the Closed-Loop Min-Max MPC Problem
Consider a system composed by the interconnection of M linear uncertain subsystems (figure 2), described by the polytopic discrete-time models: 
where Co{⋅} denotes convex hull and are its vertices. The following constraints are imposed on the subsystems:
The following assumption is made:
Let x(t) and u(t) denote the overall state and the overall control input, i.e.:
Another assumption will be made with respect to the rate of variation of parameters, mainly with respect to the 
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A2. The uncertain pairs [
.. , M for periods of time, which are not less than N ( is supposed to be sufficiently large).
Before formulating the robust MPC problem, a set is introduced, which is a finite subset of Ω i . The set is defined by:
is the set of vertices
is a finite set which includes interior points of the set Ω i .
It is supposed that a full measurement x = [x 1 , x 2 ,..., x M ] of the overall state is available at the current time t. The robust regulation problem is considered where the goal is to steer the overall state of the system (1) to the origin. Let N be a finite horizon such that N N < . The Assumption A2 characterizes a framework under which the model has a slow variation with respect to the time constants and prediction horizons. Thus, it can be accepted that
] be a sequence of feedback laws for the i-th subsystem, where
Nm contains the feedback laws for the whole system. Then, for the current x, the robust regulation MPC solves the optimization problem:
Problem P1 (centralized min-max MPC)
where 
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Let denote the optimal solution of problem P1. According to the receding horizon strategy, the control action applied to the plant at time t is
The following assumption is also made:
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Distributed Closed-Loop Min-Max MPC of Linear Systems with Uncertainty
Problem P1 can be decomposed by using the dynamic dual decomposition approach [4, 5] . The following decoupled state equations can be formulated: (21) with the additional constraints that [5] p ∈ ℜ (also referred to as prices) in the cost function (14) . Further, define the following sequences: 
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where (35) It can be easily shown that under Assumption A3, the optimization problem P1 (where the equation (7) is represented equivalently as equation (20) , with p t+N = 0
It means that the solution of the centralized min-max MPC problem P1 is equivalent to the solution if the distributed dual min-max MPC problem P2. The proof of (36) follows similar arguments as in [12] .
From (36) it follows that the computation of G i * , g i * , V i * for given prices P can be done in a decentralized way, but finding the optimal prices requires coordination. The prices are found by applying the accelerated proximal gradient method to solve the dual problem to a convex primal optimization problem (see [16] . In [12] , an off-line algorithm to obtain an estimate of L is provided.
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The following suboptimal algorithm to distributed closed-loop min-max MPC of uncertain polytopic systems is proposed. 10. Apply to the overall system the control inputs , 1, 2, ... , i M = .
11. Let t = t + 1 and go to step 2. It is clear that the computational load required by the centralized solution of the robust MPC problem will increase rapidly both with the increase of the number of the subsystems constituting the overall system and with their dimensions. In contrast, with the distributed robust MPC approach the original, large size, optimization problem is decomposed into a number of smaller and more tractable ones, which can be solved in parallel. Therefore, the computational complexity depends only on the number of the variables and the number of the constraints associated to each subsystem. Another advantage of the distributed approach is that it allows the performance optimization of the subsystems to be done autonomously and it is not required to have a central optimization unit. In addition, the distributed MPC is characterized with reduced communicational requirements, because only the interconnected subsystems need to communicate in order to optimize the global performance.
With the proposed robust MPC approach the purpose is to achieve robust feasibility (satisfaction of the constraints for all possible uncertainties within the uncertainty set) and robust performance (optimizing the worstcase value of the performance index). It is known that the robust control system may have optimal performance only for some values of the uncertain parameters, i.e. the optimality is "sacrificed" in some extent in order to achieve robustness. It has to be kept in mind that if a nominal MPC controller is designed by ignoring the presence of uncertainty, this will lead to violation of constraints and possible poor performance for values of the uncertain parameters, which differ from the nominal ones. Therefore, it is necessary to guarantee robustness of the control system when there is uncertainty about plant dynamics. By using the closed-loop min-max MPC approach to obtain robustness, a less conservative solution is obtained in comparison to the open-loop min-max approach. The price to be paid for this less conservative solution is an increased computational complexity for the closed-loop predictions.
Simulation Example
Consider the following system composed of two interconnected polytopic subsystems S 1 and S 2 : Consider the following system composed of two interconnected polytopic subsystems and 2 S :
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are depicted in figure 4 to figure 6 . The results show that the suboptimal trajectories obtained with the distributed min-max MPC keep both the state and input constraints. 
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Conclusions
In this paper, a suboptimal approach to distributed closed-loop min-max MPC for uncertain systems consisting of polytopic constrained subsystems is proposed and its performance is illustrated with a numerical example. The results show that the suboptimal trajectories obtained with the proposed approach keep both the state and input constraints.
