An explicit expansion for the Macdonald polynomials of the form H (32 a 1 b ) [X; q, t] and H (41 k ) [X; q, t] in terms of Hall-Littlewood symmetric functions is presented. The expansion gives a proof of a symmetric function operator that adds a row of size 3 to Macdonald polynomials of the form H (2 a 1 b ) [X; q, t] and another operator that adds a row of size 4 to Macdonald polynomials of only one column. In addition, an expression for an operator that removes a row of size k from a Macdonald polynomial is presented.
Introduction and Notation
A partition λ is a weakly decreasing sequence of non-negative integers with λ 1 ≥ λ 2 ≥ . . . ≥ λ k ≥ 0. The length l(λ) of the partition is the largest i such that λ i > 0. The partition λ is a partition of n if λ 1 + λ 2 + · · · + λ l(λ) = n. Young diagrams will be drawn using the French notation with the longest row on the bottom and will be indentified with the partition itself by referring to a partition as a collection of cells.
For every partition λ there is a corresponding conjugate partition denoted by λ ′ where λ ′ i = the number of cells in the i th column of λ. The arm of a cell s in µ will be denoted by a µ (s) and is the number of cells that lie to the east of s in µ. The leg, l µ (s), is the number of cells in µ that are strictly north.
A skew partition is denoted by λ/µ, where it is assumed that µ ⊆ λ, and represents the cells that are in λ but are not in µ. A skew partition λ/µ is said to be a horizontal strip if there is at most one cell in each column. Denote the class of horizontal strips of size k by H k so that the notation λ/µ ∈ H k means that λ/µ is a horizontal strip with k cells. Similarly, the class of vertical strips (skew partitions with only one cell in each row) will be denoted by V k .
We will consider the ring of symmetric functions in an infinite number of variables as a subring of Q[x 1 , x 2 , . . . ]. A more precise construction of this ring can be found in [6] section I.2 (and roughly, the notation of this reference will be followed).
We make use of plethystic notation for symmetric functions here. This is a notational device for expressing the substitution of the monomials of one expression, E = E(t 1 , t 2 , t 3 , . . . ) for the variables of a symmetric function, P . The result will be denoted by P [E] and represents the expression found by expanding P in terms of the power symmetric functions and then substituting for p k the expression E(t 
To express a symmetric function in a single set of variables x 1 , x 2 , . . . , x n , let X n = x 1 + x 2 + · · · + x n . The expression P [X n ] represents the symmetric function P evaluated at the variables x 1 , x 2 , . . . , x n since
The Macdonald basis [6] for the symmetric functions are defined by the following two conditions
where , qt denotes the scalar product of symmetric functions defined on the power symmetric functions by p λ , p µ qt = δ λµ z λ k
(z λ is the size of the stablizer of the permuations of cycle structure λ and δ xy = 1 if x = y and 0 otherwise).
(s ∈ µ means run over all cells s in µ). The (q, t)-Kostka coefficients are then given by the expression K λµ (q, t) =
We will also refer to the basis
that is of interest in this paper as Macdonald symmetric functions. H µ [X; q, t] and J µ [X; q, t] are related by a plethystic transformation H µ [X(1 − t); q, t] = J µ [X; q, t]. Let V be a symmetric function operator given by the formula V P [X] = P
The Hall-Littlewood symmetric functions H µ [X; t] can be defined by the following formula.
where µ is a partition with k parts and
represents taking the coefficient of the monomial
These symmetric functions are not the same, but are related to the symmetric functions referred to as Hall-Littlewood polynomials (P µ [X; t] = P µ [X; 0, t]) in [6] p. 208. They are related to the Macdonald polynomials just defined by H µ [X; 0, t] = H µ [X; t]. These Hall-Littlewood functions specialize to the Schur symmetric functions by letting t → 0 and to the homogeneous symmetric functions by letting t → 1.
We will use the notation of f ⊥ to denote the adjoint to multiplication for a symmetric function f with respect to the standard inner product so that f ⊥ g, h = g, f h . Note that h 
These operators can be expressed in plethystic notation as
There is a Hall-Littlewood symmetric function vertex operator
with the property that for m ≥ µ 1 that H We introduce the notation that
In [7] we gave an expression for a vertex operator that adds a row of size two to a Macdonald polynomial of the form H (2 a 1 b ) [X; q, t] which is given by the following expression. 
has the property that
Theorem 1.3
The operator
. These formulas do provide relatively fast methods for computing Macdonald polynomials when they are indexed by partitions that are covered by these theorems. H suggest standard tableaux statistics related to the charge of the tableau (see [8] ) as they did in the case of H qt 2 in [7] such that 
where (a;
. Using a translation of the Pieri formula for Macdonald polynomials (6.24,iv,p.340 of [6] ) onto the H µ [X; q, t] basis and that µ is two columns wide, we can say that
where
Rearranging this formula to solve for
The last two terms on the right hand side of equation (2.3) can be expanded in terms of Hall-Littlewood symmetric functions using (2.1). The first term on the right hand side of the equation can be expanded in terms of Hall-Littlewood symmetric functions by using (2.1) followed by formula (2.2) with q = 0 we have that
Therefore, arriving at a formula for H (32 a 1 b ) [X; q, t] is a simple matter of applying formulas (2.1) and (2.4) to (2.3). Unfortunately, the result is not nearly as nice as it was in the case of (2.1).
A slightly simplier expression for this result can be given after the vertex operator is introduced, but it is not obvious when the coefficients of Proposition 2.1 are in a reduced form.
The proof of Proposition 2.1 uses the following lemmas that each follows from a simple calculation from the definition of c
There are no tricks involved in the reduction of (2.3) to Proposition 2.1, just algebraic manipulation. Hence we leave the details of the proof to the reader who may be able to discover a better expression. This proposition is necessary only for comparison to a similar expression for H 
Proof:
We will use the Pieri formula for the Macdonald polynomial (6.24,i,p.340, [6] ) a couple times here. The first case is when we add a row to the symmetric function
The right hand side can be entirely expanded in terms of Hall-Littlewood symmetric functions (although the last term the method is not entirely straightforward). Using the previous proposition we have that
Once again we can use the Pieri formula for the Macdonald polynomials to say that
where d λµ (t) = s (1 − t lµ(s)+1 ) where the product is over all cells s that are in the same row as λ/µ, but not in the same column and also lie in the cells with a µ (s) = 0.
Using this equation we find that
We also can calculate that
Now to show that this is equivalent to the expression stated in the proposition we take the coefficient of H µ [X; t] in equation (2.6) for all µ that appear in this expression. Each of the coefficients require a little reduction, but the method is straightforward.
2 Although using this technique for computing expansions of Macdonald polynomials might be used with other bases, here it seems that a general formula for the expansion of H µ [X; q, t] in terms of H µ [X; t] will not be useful since patterns in the coefficients do not seem to exist as they did in the case when µ = (2 a 1 b ). We will show that these two particular expansions do have a use to make the computation of Macdonald polynomials much easier. 
Vertex operators
We note the following three commutation relations:
H A proof of (3.2) exists in [6] p.238 and (3.3) is just a specialization of that. The proof for equation (3.1) is the same as Lemma 2.4 in [7] .
For (3.2), in particular we have that
AndH 3 H (2 x 1 y ) [X; t] can be computed by calculating commutation relations.
We now give an out line of the proof of the following theorem
Theorem 3.2 The operator
has the property that H
Proof:
We use equation (2.1) and lemma 3.1 and show that the expression is equivalent to Proposition 2.1.
From here it is only algebraic manipulation to reduce the expression to one like
by converting all coefficients in terms of c (a,b) i using Lemmas 2.2, 2.3, 2.4 and 2.5 we derive the following expression
which can be shown to be equivalent to Proposition 2.1 by more algebraic manipulation or by appealing to a computer algebra package such as Maple.
2 As a corollary, (3.4) is an expression for the expansion of H (32 a 1 b ) [X; q, t] in terms of the basis H µ [X; t] since it seems to be a slightly nicer expression for the Macdonald polynomials than either (2.5) or (3.5).
In order to prove the theorem 1.3 we will require the following formulas.
Using equation (2) on Lemma 3.3 we derive that
Now it is just a matter of taking the coefficient and reducing the expression to the same expression given in Proposition 2.6.
Killing Operators
The operation of removing a row from a Macdonald polynomial can easily be expressed in terms of known symmetric function operators. We state and prove the following theorem.
Note that the basis that is dual to P ν [X; q, t] under the standard symmetric function inner product is ωP ν ′ [X; t, q] by equation (5.1',p.327, [6] ). Therefore the coefficient of
where the coefficients Ψ(t, q) is given in equation (6.24,iv,p.340-1, [6] ) as
where the product is over all cells of ν ′ that are in the same columns of λ/ν ′ but not in the same row and b µ (s; t, q) is a rational function that depends on the arm and the leg of the cell s in µ.
Now the inner product is 0 unless there is a λ such that λ/ν ′ ∈ H m and λ ′ = (m, µ), therefore is zero unless (m, µ)/ν is a horizontal m-strip. The only way this could happen is if ν = µ and Ψ λ/ν ′ (t, q) is an empty product and hence 1. 2 This result when translated to the other bases gives the following corollaries:
(1 − q a (m,µ) ((i,1)) t l (m,µ) ((i,1))+1 )J µ [X; q, t] 3, 3, 1, 1), (4, 2, 1, 1) , and (3, 3, 2) , that are not covered by these formulas and at n = 9, there are 10.
The operators H The formulas seem to take on an interesting form when expressed in this way, but it does not seem as though it can be generalized.
The methods presented here might be used to handle a few additional cases of deriving formulas for vertex operators for Macdonald polynomials, but experimental computations indicate that using the Hall-Littlewood vertex operators will not give nice expressions in general. It is still hopeful that another basis or another family of vertex operators might be used to show that the (q, t)-Kostka coefficients are polynomials with non-negative integer coefficients.
