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Le catene di Markov 
Processi stocastici. 
Si chiama processo stocastico una famiglia Xt ; t !T{ }  di variabili aleatorie Xt , dipendenti da un parametro t, 
il quale può assumere valori in un sottoinsieme T di  !+ . 
Le variabili Xt  possono essere continue o discrete; altrettanto, e indipendentemente dalla natura delle Xt , 
l’insieme T in cui varia t può essere un intervallo di  !  oppure un suo sottoinsieme numerabile, normalmente 
l’insieme  !  dei numeri naturali. 
Un processo stocastico può servire per descrivere fenomeni aleatori concreti di varia natura; ecco alcuni 
esempi. 
1) La temperatura misurata da un termometro installato in una determinata postazione: Xt  rappresenta la 
temperatura che si leggerà al tempo t.  La legge di Xt  dipende da t perché, per esempio, nelle ore notturne 
ci si aspettano temperature mediamente inferiori a quelle misurate nelle ore diurne. 
 In questo esempio le Xt  si presentano come variabili continue; il parametro t si può pensare anch’esso 
continuo (le letture possono potenzialmente avere luogo in qualunque istante) o discreto (le letture della 
temperature vengono effettuate, per esempio, allo scadere di ogni ora). 
2) Una telecamera di sorveglianza inquadra la facciata di un palazzo con N finestre; Xt  rappresenta il numero 
di finestre illuminate al tempo t.  Anche in questo caso un modello ragionevole deve prevedere una diversa 
legge di Xt  per valori diversi di t: è probabile che ci siano poche finestre illuminate alle 2 p.m., perché è 
giorno, e anche alle 2 a.m., perché gli abitanti staranno probabilmente dormendo, mentre ci aspettiamo un 
maggiore numero di finestre illuminate alle 9 p.m. 
 Le Xt  sono questa volta variabili discrete, i cui valori possibili sono (per ogni t) i numeri interi tra 0 e N.  Il 
parametro t si può invece pensare continuo oppure discreto, similmente all’esempio precedente: continuo, 
se l’osservazione ha luogo teoricamente in ogni istante; discreto, se le osservazioni avvengono a intervalli 
stabiliti, per esempio ogni minuto. 
3) Un tizio gioca ripetutamente a testa o croce; guadagna 1€ se esce testa, perde 1€ se esce croce.  Sia t il 
numero di giocate effettuate, Xt  il saldo monetario del giocatore dopo la t-esima partita (positivo o 
negativo, secondo che si tratti di credito o debito).  Questa volta sono discreti sia il parametro t (contatore 
delle partite giocate), sia le variabili Xt , le quali possono assumere qualunque valore intero. 
4) (variante di (3)).  La scena è la stessa di (3), si aggiunge soltanto una limitazione per i valori di Xt : il 
giocatore stabilisce che abbandonerà il gioco se raggiungerà una vincita uguale a b oppure se scenderà a un 
determinato saldo negativo a.  Questa clausola limita l’insieme dei valori che ciascuna Xt  può assumere 
all’insieme (finito) dei numeri interi compresi tra a e b. 
Generalmente in un processo stocastico, due variabili Xt1 , Xt2  con t1 ! t2  non sono indipendenti; se fosse 
così, sarebbe poco interessante.  Anche gli esempi precedenti manifestano la dipendenza tra le Xt  con valori 
diversi di t: nell’esempio 1, l’osservazione delle temperature e della loro variazione in tempi precedenti un 
determinato t condiziona la previsione della temperatura che leggeremo al tempo t; lo stesso vale per la finestre 
illuminate dell’esempio 2. 
Negli esempi 3 e 4 è ancora più evidente il condizionamento di Xt  dal valore assunto da Xt!1  (ricordiamo che 
qui t indica un numero intero positivo).  La conoscenza del valore di Xt!1  determina qui completamente la 
legge di Xt , perché se Xt!1 = k , allora Xt  potrà assumere soltanto uno dei valori k !1  oppure k +1 , a meno 
che (nelle condizioni dell’esempio 4) Xt!1  valga a oppure b; in tali casi Xt  manterrà lo stesso valore. 
Un fatto importante che vogliamo mettere in evidenza, negli esempi 3 e 4, è che soltanto il valore 
immediatamente precedente, cioè Xt!1 , condiziona la legge di Xt : il capitale del giocatore dopo la t-esima 
partita dipende soltanto dall’esito di quest’ultima e dal valore del capitale disponibile sùbito prima di giocarla, 
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mentre non ha alcuna importanza la “storia” più antica, cioè in quale modo il giocatore abbia accumulato il 
capitale che possiede quando si appresta alla t-esima partita. 
Questo tipo di proprietà, insieme con la “finitezza” dell’insieme dei valori che le Xt  possono assumere, 
caratterizza le catene di Markov. 
Definizione (Catena di Markov finita) 
Si chiama Catena di Markov finita un processo stocastico tale che 
a)  T = !  oppure T è un sottointervallo di  ! . 
b) Tutte le variabili aleatorie Xn  assumono i loro valori in un insieme finito E = x1,… , xN{ } , che si chiama 
spazio degli stati. 
c) Per ogni  n!!  e i, j ! 1,… , N{ }  esiste pi, j n( )! 0,1[ ]  tale che 
  pi, j n( ) = P Xn+1 = x j Xn = xi( )  
 e questa probabilità è uguale a pi, j n( ) = P Xn+1 = x j Xn = xi ! Xn"1 = xin"1 !…! X1 = xi1( ) , qualsiasi 
siano xin!1 ,… , xi1 "E . 
La (c) è chiamata proprietà di Markov.  Il significato è quello descritto a proposito degli esempi (3) e (4): lo 
stato al tempo n +1  dipende (può dipendere) dallo stato al tempo n, ma non dipende dagli stati assunti in tempi 
più antichi. 
Osservazione importante.  Per ogni fissato i ! 1,… , N{ } , la lista ordinata pi,1 n( ), pi,2 n( ),… , pi,N n( )( )  è la 
densità condizionale discreta di probabilità di Xn+1 , dato Xn = xi .  Essendo una densità di probabilità, 
pi,1 n( ), pi,2 n( ),… , pi,N n( )( )  deve soddisfare la condizione pi, j n( ) = 1j=1
N! . 
Definizione (Catena di Markov omogenea) 
Una catena di Markov 
 
Xn( )n!!  si dice omogenea se per ogni i ! 1,… , N{ } , la densità condizionale pi,• n( )  è 
indipendente da n, cioè se la probabilità P Xn+1 = x j Xn = xi( )  non dipende dal valore di n, ma soltanto da i e j; 
in altre parole, lo stato della catena a un tempo stabilito dipende unicamente dallo stato al tempo 
immediatamente precedente, e non da quale sia l’istante della osservazione. 
Per le catene di Markov omogenee dunque non serve l’argomento n in pi, j n( ) ; si scriverà semplicemente pi, j , 
che si chiamerà probabilità di transizione dallo stato xi  allo stato x j . 
Nel seguito ci occuperemo soltanto di catene di Markov finite e omogenee. 
La matrice  
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si chiama matrice di transizione della catena di Markov.  Condizione necessaria e sufficiente affinché una 
matrice quadrata P sia la matrice di transizione per una catena di Markov è che i suoi termini siano non negativi 
e che pi, j = 1j=1
N!  per 1! i ! N , ossia valga 1 la somma dei termini di ciascuna riga di P.  Una matrice 
quadrata che gode di questa proprietà si chiama matrice stocastica. 
A ogni matrice stocastica si può associare un grafo orientato.  I vertici del grafo rappresentano gli stati possibili; 
se c’è probabilità pi, j > 0  che la catena vada (in un passo) da uno stato xi  a uno stato x j , il grafo mostrerà una 
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freccia dal punto che rappresenta xi  a quello che rappresenta x j .  L’esempio seguente aiuta a chiarire il 
concetto. 
Esempio (da Baldi, Es.5.1).  Due giocatori A, B disputano varie “mani” di un gioco; in ciascuna giocata la 
probabilità che vinca A è p, che vinca B è q = 1! p .  A inizia a giocare con la disponibilità di 1€ (oppure, in 
generale di a Euro, B di 3€ (oppure b Euro).  Dopo ogni giocata, chi vince riceve 1€ dall’avversario.  Il gioco 
termina se uno dei due contendenti rimane senza denaro.  Scriviamo la matrice di transizione che descrive 
questo processo. 
Gli stati si possono descrivere, per esempio, dal punto di vista di A: E = 0,1,2,3,4{ }  ha come elementi i valori 
possibili del patrimonio di A durante il gioco.  Costruiamo la matrice P per righe; sarà naturale numerare gli 
indici i, j da 0 a 4, anziché da 1 a 5 (da 0 a a + b , nel caso generale). 
La prima riga ( i = 0 ) corrisponde a una situazione in cui il gioco è terminato: A è rovinato, lo stato non cambia 
più.  Quindi p0,0 = 1 , p0, j = 0  per 1! j ! 4 .  Per la stessa ragione non ci sono cambiamenti di stato se i = 4 ; 
in tal caso è rovinato B; p4,4 = 1 , p4, j = 0  per 0 ! j ! 3 . 
Invece, se 1! i ! 3  avviene la giocata, in seguito alla quale il patrimonio di A, che parte dal valore i, passa a 
i +1  con probabilità p, passa a i !1  con probabilità q; nessun altro stato può essere raggiunto partendo dallo 
stato i.  Allora: pi,1+1 = p , pi,i!1 = q ; gli altri pi, j  sono uguali a zero.  La matrice P è pertanto 
 P =
1 0 0 0 0
q 0 p 0 0
0 q 0 p 0
0 0 q 0 p
0 0 0 0 1
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La catena di Markov che descrive questo gioco si rappresenta anche con il seguente grafo orientato: 
 
Problemi riguardanti questa catena di Markov sono, fra gli altri: 
1) Qual è la legge di Xn ? 
2) Qual è la probabilità che A si aggiudichi l’intera posta (vale a dire, che una delle Xn  assuma il valore 
a + b) ?  (oppure che B si aggiudichi l’intera posta, cioè si realizzi Xn = 0 ). 
3) La probabilità della rovina di un giocatore: indichiamo  ! = inf n"! ; Xn = 0# Xn = a + b{ } , convenendo 
! = +"  se l’insieme in oggetto è vuoto.  !  è a sua volta una variabile aleatoria; parametri interessanti 
relativi a !  sono in particolare: P ! < +"( ) , cioè la probabilità che il gioco si concluda, e E !( ) , «durata 
media dell’incontro», intendendo che questo si concluda alla rovina di uno dei due contendenti. 
La distribuzione iniziale e la transizione in uno o più passi 
La matrice di transizione contiene gli elementi per determinare la distribuzione di probabilità di ciascuna Xn  in 
funzione della distribuzione di Xn!1 .  In modo ricorsivo si può ottenere la distribuzione di Xn  conoscendo la 
distribuzione di una qualunque Xm  con m < n .  Bisogna però che sia assegnata la distribuzione iniziale X0 , 
che assegna le probabilità dei diversi stati, quando il processo ha inizio.  Nell’esempio precedente la 
distribuzione iniziale è assegnata come valore certo: X0 = a  con probabilità 1, tutti gli altri valori hanno 
probabilità 0; ma questo non è necessario: in generale supporremo nota la legge di X0 , mediante un vettore 
v 0( ) = v10
( ),… , vN0
( )( ) , con 0 ! vk0( ) !1  per 1! k ! N  e vk0( )k=1N! = 1 ; il significato di vk0( )  è 
vk0
( ) = P X0 = xk( ) .  Il caso particolare segnalato sopra, in cui la distribuzione iniziale assegna con certezza 
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(cioè con probabilità 1, trattandosi di spazi finiti) un preciso valore X0 = xi0  è piuttosto frequente nelle 
applicazioni. 
Assegnata la distribuzione iniziale, occupiamoci di calcolare qual è la distribuzione di X1 , che possiamo 
indicare con v 1( ) = v11
( ),… , vN1
( )( ) , essendo vk1( ) = P X1 = xk( ) .  Ebbene, per il “teorema della probabilità 
composta” è 
 vk1
( ) = P X1 = xk( ) = P X1 = xk ! X0 = xi( )
i=1
N
" = P X0 = xi( )
i=1
N
" #P X1 = Xk X0 = xi( ) = vi 0( )
i=1
N
" # pi,k . 
Si osserva che l’espressione ottenuta rappresenta il k-esimo elemento della matrice-riga v 0( ) !P .  Dunque, la 
legge di X1  si ottiene da quella iniziale di X0  mediante 
 v 1( ) = v 0( )P . 
È utile controllare direttamente che v 1( )  così ottenuta è una distribuzione di probabilità, cioè le sue componenti 
sono non negative, e la loro somma è uguale a 1.  La prima proprietà è ovvia; vediamo la seconda. 
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Ora è facile trovare la legge v 2( )  di X2  in funzione di X1 , e poi di quella di X0 : calcoli del tutto analoghi a 
quelli svolti sopra mostrano che 
 v 2( ) = v 1( )P      e quindi     v 2( ) = v 0( )P !P = v 0( )P2  
e così via: indicato con v n( )  il vettore-riga che esprime la legge di Xn  (sempre in funzione della distribuzione 
iniziale v 0( ) ), si ha 
(1) v n( ) = v 0( )Pn . 
Da questa formula possiamo dedurre anche la regola per la transizione in m passi.  Se n, m sono numeri interi 
positivi abbiamo infatti, con analogo ragionamento, 
 v n+m( ) = v 0( )Pn+m = v 0( )Pn !Pm = v n( )Pm . 
La regola 
(2) v n+m( ) = v n( )Pm  
illustra l’uso della matrice di transizione P e delle sue potenze: se v n( )  è la distribuzione di probabilità di Xn , 
allora v n+1( ) = v n( ) !P  è la distribuzione di probabilità di Xn+1 ; ciascun termine della matrice P è (per 
definizione) 
(3) pi, j = P Xn+1 = x j Xn = xi( )  
cioè la probabilità di transizione in un passo del sistema dallo stato xi  allo stato x j .  Allo stesso modo, Pm  è 
la matrice di transizione in m passi.  Ciascun termine di Pm  è 
(4) pi, jm
( ) = P Xn+m = x j Xn = xi( )  
cioè la probabilità di transizione in m passi del sistema dallo stato xi  allo stato x j . 
Leggi congiunte. 
Siano 1! n1 < n2 <…< nk  numeri interi e xi1 , xi2 ,… , xik !E ; ci interessa calcolare, attraverso le probabilità di 
transizione in uno o più passi e la distribuzione iniziale v 0( ) , le probabilità  
 P Xn1 = xi1( )! Xn2 = xi2( )!…! Xnk = xik( )( ) . 
Se k = 1  abbiamo 
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 P Xn1 = xi1( ) = P X0 = x j( )P Xn1 = xi1 X0 = x j( )
j=1
N
! = v j0( )p j,i1
n1( )
j=1
N
! . 
Se k = 2  abbiamo 
 P Xn1 = xi1( )! Xn2 = xi2( )( ) = P Xn1 = xi1( ) "P Xn2 = xi2 Xn1 = xi1( ) = v j0( )p j,i1n1( )j=1
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eccetera; scriviamo esplicitamente anche il calcolo relativo a k = 3 : 
 
 
P Xn1 = xi1( )! Xn2 = xi2( )! Xn3 = xi3( )( ) =
= P Xn1 = xi1( ) "P Xn2 = xi2 Xn1 = xi1( ) "P Xn3 = xi3 Xn1 = xi1( )! Xn2 = xi2( )( )( )
=P Xn3=xi3 Xn2 =xi2( )
! "####### $#######
=
= v j0
( )p j,i1
n1( )
j=1
N
#
$
%
&
'
(
) " pi1,i2
n2*n1( ) " pi2,i3
n3*n2( ) "
 
tenendo presente che per la proprietà di Markov, la probabilità che sia Xn3 = xi3  dipende soltanto dallo stato 
del sistema al tempo n3 !1 oppure, grazie alla matrice di transizione, al tempo più recente nel quale si conosce 
lo stato del sistema, e quindi P Xn3 = xi3 Xn1 = xi1( )! Xn2 = xi2( )( )( ) = P Xn3 = xi3 Xn2 = xi2( ) . 
In generale abbiamo il risultato 
(5)  P Xn1 = xi1( )! Xn2 = xi2( )!…! Xnk = xik( )( ) = v j0( )p j,i1n1( )j=1
N
"
#
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( ) pi1,i2
n2*n1( ) ) pi2,i3
n3*n2( ) )…) pik*1,ik
nk*nk*1( ) )  
Classificazione degli stati; tempo di prima visita a uno stato 
Se xi , x j !E , si dice che xi  comunica con x j  se esiste n > 0  tale che pi, jn
( ) > 0 . 
Ciò significa che c’è una probabilità positiva di vedere il sistema transitare, in uno o più passi, dallo stato xi  
allo stato x j .  Si noti che la relazione è “orientata”: non bisogna dire « xi , x j !E  comunicano», perché se xi  
comunica con x j  non è detto che x j  comunichi con xi , cioè la relazione non è simmetrica (e nemmeno 
antisimmetrica).  Non è nemmeno riflessiva, in generale; è invece transitiva, perché se sono non nulle le 
probabilità che il sistema passi dallo stato xi  allo stato x j , e da questo allo stato xk , è non nulla (maggiore o 
uguale del prodotto delle due precedenti) la probabilità della transizione da xi  a xk . 
Un sottoinsieme non vuoto C ! E  dell’insieme degli stati si dice che è una classe chiusa se gli stati di C non 
comunicano con gli stati che non appartengono a C.  Se C è una classe chiusa, e inoltre tutti gli stati di C 
comunicano tra loro (in entrambi i versi), si dice che C è irriducibile. 
Se un singolo elemento di E costituisce una classe irriducibile, si dice che tale elemento è assorbente. 
 
Una catena di Markov si dice irriducibile se tutti gli stati comunicano tra loro. 
In altre parole, Xn( )  è irriducibile se l’insieme E degli stati è una classe irriducibile, e in tal caso è è l’unica. 
Se P è la matrice di transizione di una siffatta catena di Markov si dirà anche che P è irriducibile. 
Esempio.  Riprendiamo l’esempio fatto all’inizio (A e B giocano tante partite…).  Ci sono due elementi 
assorbenti: 0 e a + b .  Non ci sono altre classi chiuse tranne quella ovvia, cioè  E. 
Il tempo di prima visita. 
Per 1! j ! N  sia 
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! j "( ) = min n#! ; Xn "( ) = x j{ } ; 
conveniamo di porre ! j "( ) = +#  se l’insieme al secondo membro è vuoto. 
!  indica un generico elemento di ! , spazio campionario sul quale sono definite le variabili aleatorie Xn ; 
quasi sempre tale spazio viene taciuto, essendo sufficiente conoscere la distribuzione di probabilità dei valori 
delle Xn . 
La funzione 
 
! j :"# !$ +%{ }  è una variabile aleatoria, perché per ogni n il sottoinsieme di !  per cui 
! j > n  è un evento (cioè un insieme appartenente alla !-algebra  sulla quale è definita P).  Infatti è 
 ! "# ; $ j !( ) > n{ } = ! "# ; X1 !( ) % x j ,… , Xn !( ) % x j{ }  
e siccome ciascun insieme ! "# ; Xk !( ) $ x j{ } , k = 1, 2,… , n  è un evento, è tale anche la loro intersezione. 
Poniamo !i, j = P " j < +# X0 = xi( ) . 
In sostanza, ciò equivale a definire definire: 
 !i, j = P " n #1, Xn = x j X0 = xi( ) ; 
quest’ultima scrittura è formalmente meno rigorosa, perché più difficilmente si individua l’“evento” di cui !i, j  
è la probabilità come sottoinsieme di un opportuno spazio campionario; ma il concetto è ugualmente chiarito, 
A parole: !i, j  è la probabilità che la catena “visiti” prima o poi lo stato x j , partendo dallo stato xi . 
In particolare !i,i  è la probabilità di “ritorno allo stato xi ”. 
Uno stato xi  si dice transitorio se !i,i <1, ricorrente se !i,i = 1 . 
A parole, uno stato è transitorio se è strettamente positiva la probabilità che la catena, dopo avere visitato lo 
stato xi , non vi ritorni più. 
Osservazione.  Se uno stato  è assorbente, allora è ricorrente.  Infatti  
Esempio.  Consideriamo la catena di Markov che descrive una serie di partite indipendenti tra due giocatori, in 
ciascuna delle quali il primo riceve dall’altro 1€ con probabilità p, o paga 1€ con probabilità q = 1! p ; il 
patrimonio iniziale dei due giocatori è di 1€ e 3€ rispettivamente.  Calcoliamo la probabilità !1,1  che il primo 
giocatore, trovandosi all’inizio con 1€, ritorni in una fase successiva del gioco a possedere 1€, supponendo 
p = q = 12 . 
Soluzione. Evidentemente 1 è uno stato transitorio, perché dallo stato 1 si può arrivare (in uno o più passi) allo 
stato 0 o allo stato 4, che sono assorbenti, quindi se viene raggiunto uno dei questi due stati vi si resterà con 
certezza, e non si potrà più arrivare allo stato 1.  Il calcolo di !1,1  necessita, come vedremo, la conoscenza di 
!3,1 ; calcoliamo quindi per primo questo valore, che ora denotiamo con y. 
Al primo passo, con probabilità 12 , dallo stato 3 si può 
transitare allo stato 4, che è assorbente, e non potremo più 
arrivare allo stato 1.  Altrimenti, con probabilità 12  
andremo allo stato 2.  Da qui il secondo passo ci porta con 
probabilità 12  allo stato 1, che è la meta desiderata; con 
uguale probabilità ci porta allo stato 3, cioè all’inizio; da 
questo stato la probabilità di giungere prima o poi allo 
stato 1 è y, per definizione.  Dunque 
y = 14 +
1
4 y  
da cui si ricava: !3,1 = y = 13 . 
 
xi P !i = 1 X0 = xi( ) = 1
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Adesso calcoliamo !1,1 .  Il calcolo è simile a quello 
svolto sopra per calcolare !1,3 , ed è illustrato dal 
secondo schema: dallo stato 1 si può ritornare nella 
stessa posizione in due passi 1! 2!1( )  con 
probabilità 14 , oppure, sempre con probabilità 
1
4 , i 
primi due passi possono dare 1! 2! 3( ) , e dallo 
stato 3 con probabilità 13  (calcolata prima) potremo 
fare ritorno, non importa in quanto tempo, allo stato 1.  
Complessivamente la probabilità di fare prima o poi 
ritorno allo stato 1, partendo da questo, è 
!1,1 =
1
4 +
1
4 "
1
3 =
1
3 . 
Caratterizzazione degli stati transitori (e degli stati ricorrenti) in una catena di Markov finita 
Si può dimostrare che: 
In ogni catena di Markov finita, uno stato xi  è transitorio se e solo se esiste uno stato x j  tale che: 
xi  comunica con x j , ma x j  non comunica con xi .  Inoltre, esiste almeno uno stato ricorrente. 
Ciò non è più vero se si sopprime l’ipotesi di finitezza dell’insieme degli stati: in una catena di Markov infinita 
può accadere che tutti gli stati siano transitori. 
Per contrapposizione rimangono caratterizzati, sempre nel caso di stati in numero finito, gli stati ricorrenti:  uno 
stato xi  è ricorrente se e solo se per ogni stato x j , se xi  comunica con x j  allora x j  comunica con xi . 
La proposizione enunciata sopra permette di classificare gli stati di una catena di Markov osservando la matrice 
di transizione; il seguente esempio serve per chiarire questo fatto. 
Esempio (Baldi, Esempio 5.5).  Classifichiamo gli stati di una catena di Markov che ha 10 stati possibili e 
matrice di transizione schematizzata qui sotto; i punti · indicano termini nulli della matrice; gli asterischi !  i 
termini maggiori di 0 
1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
8
9
10
· · · · · · ! · ! ·
· ! · ! · · · · · ·
· · · · ! · · ! · ·
· ! · · · · · · · ·
· ! ! ! ! · · · · !
! · · · ! · · · · ·
! · · · · · · · ! ·
· · ! · · · · · · ·
· · · · · · ! · ! ·
· · · · · · · · · !
"
#
$
$
$
$
$
$
$
$
$
$
$$
%
&
'
'
'
'
'
'
'
'
'
'
''
 
Non servono ulteriori informazioni per lo scopo dichiarato; infatti occorre soltanto sapere se da uno stato è 
possibile oppure no raggiungerne un altro, cioè se la probabilità della transizione è positiva oppure nulla.  
Osserviamo pure che procedendo nell’analisi degli stati non occorre prendere nuovamente in considerazione 
stati che fanno parte di classi chiuse determinate in precedenza. 
i)  1 comunica (in un passo) con 7 e 9; 7 comunica con 1 e 9; 9 comunica con 7 e 9.  Intanto è chiaro che 
1, 7, 9{ }  è una classe chiusa, perché partendo da uno dei tre valori indicati non si possono raggiungere 
altri valori.  Inoltre si vede che partendo da uno qualunque dei tre stati 1, 7, 9 è possibile visitare ciascuno 
degli altri (quindi anche fare ritorno allo stato di partenza).  Perciò 1, 7, 9{ }  è una classe irriducibile, 
8 
ii)  2 comunica con 2 e con 4; 4 comunica con 2; come sopra si conclude che 2,4{ }  è una classe irriducibile. 
iii)  3 comunica con 5 e 8; 5 comunica con 3, 5 e 10 (oltre che con 2 e 4, già classificati); 10 comunica 
soltanto con sé stesso.  Allora 10 è assorbente.  Poi osserviamo che 3 comunica con 2 ma 2 non comunica 
con 3; quindi 3 è uno stato transitorio.  Ancora, 5 comunica con 2, il quale non comunica con 5, perché 2 
appartiene a una classe irriducibile nelle quale 5 non c’è; quindi 5 è transitorio.  Tutte le volte che 
partendo da uno stato se ne raggiunge un altro di una classe irriducibile, lo stato di partenza risulta 
transitorio.  Perciò anche 8 è transitorio, perché 8 comunica con 3 e quest’ultimo con 2. 
iv)  6 comunica con 1 che appartiene a una classe irriducibile: 6 è transitorio. 
Riassumendo, abbiamo trovato tre classi irriducibili: 1,7,9{ } ; 2,4{ } ; 10{ }  e l’insieme 3,5,6,8{ }  di stati 
transitori. 
La classificazione mostrata in questo esempio si può realizzare sempre: si può dimostrare che per ogni catena di 
Markov esiste ed è unica una partizione dell’insieme E degli stati, della forma 
 E = T !C1!C2 !…  
in cui T è l’insieme degli stati transitori e C1 , C2 ,… sono classi irriducibili. 
Osservazione 1.  I ragionamenti esposti nel precedente esempio fanno capire che la natura di uno stato 
(transitorio o ricorrente) dipende solo da quali termini della matrice di transizione P sono diversi da zero (gli 
asterischi), qualunque sia il loro valore.  Inoltre, se uno stato x1  comunica con x2  rispetto a una determinata 
matrice di transizione P, ciò sarà certamente vero anche rispetto a una matrice di transizione Q in cui sono 
diversi da zero almeno tutti i termini che occupano posizioni corrispondenti a termini diversi da zero di P.  In 
particolare, se P è irriducibile, allora lo è anche Q. 
Osservazione 2.  La classe C formata da tutti e soli gli stati ricorrenti, è chiusa. 
Infatti, sia xi  uno stato ricorrente e supponiamo che xi  comunichi con uno stato x j ; mostriamo che anche x j  è 
ricorrente facendo vedere che, per ogni altro stato xk , se x j  comunica con xk  allora xk  comunica con x j . 
Da ( xi  comunica con x j ) e ( x j  comunica con xk ) segue che xi  comunica con xk , e siccome xi  è ricorrente, 
anche xk  comunica con xi .  Da ciò, e di nuovo dal fatto che xi  comunica con x j  segue che xk  comunica con 
x j , come volevamo dimostrare. 
Esempio.  Classifichiamo gli stati della catena di Markov “rovina del giocatore” che abbiamo descritto più 
indietro, la cui matrice di transizione (per E = 0,1,2,3,4{ } ) è 
  
La classificazione è molto semplice: 0 e 4 sono assorbenti; gli altri stati sono transitori, perché ciascuno di essi 
comunica con 0 e con 4, e sia 0 sia 4 non comunicano altro che con sé stessi.  Cosicché la partizione (il primo 
insieme è quello degli elementi transitori) è E = 1,2,3{ }! 0{ }! 4{ } .  
Esempio (Catena di nascita e morte) (Baldi es.5.8). 
Con questo nome si rappresenta una famiglia di catene di Markov che descrivono situazioni più generali di 
quella illustrata con il titolo “rovina del giocatore”. 
Una popolazione, la cui consistenza ammonta a un numero di individui compreso tra 0 e m, viene osservata a 
intervalli regolari; si ammette che, tra un’osservazione e la successiva, la popolazione possa essere: 
• diminuita di un individuo (“morte”, esclusa nel caso il numero di individui da cui si parte sia 0); 
• aumentata di un individuo (“nascita”, esclusa nel caso in cui il numero di individui da cui si parte sia m); 
P =
1 0 0 0 0
q 0 p 0 0
0 q 0 p 0
0 0 q 0 p
0 0 0 0 1
!
"
#
#
#
#
##
$
%
&
&
&
&
&&
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• rimasta invariata.  
Per ciascun i ! 1,… , m "1{ }  sono assegnate le probabilità: 
 qi = P Xn+1 = i !1 Xn = i( ) ; ri = P Xn+1 = i Xn = i( ) ; pi = P Xn+1 = i +1 Xn = i( ) ; qi + ri + pi = 1  
mentre per i = 0  e per i = m  sono possibili soltanto due alternative: 
 r0 = P Xn+1 = 0 Xn = 0( ) ; pi = P Xn+1 = 1 Xn = 0( ) ; r0 + p0 = 1; 
 qm = P Xn+1 = m !1 Xn = m( ) ; rm = P Xn+1 = m Xn = m( ) ; qm + rm = 1 . 
Per esempio, si può pensare a un parcheggio con m posti osservato a intervalli di un minuto, durante il quale 
può arrivare un’altra auto (se il parcheggio non è già completo), o andare via una di quelle presenti (tranne il 
caso che il parcheggio sia vuoto), oppure non riscontrarsi alcun movimento. 
La matrice di transizione ha il seguente aspetto: 
 
 
P =
r0 p0 0 ! 0 0 ! ! 0
q1 r1 p1 ! 0 0 ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 qi ri pi ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 ! ! ! qm!1 rm!1 pm!1
0 0 0 ! ! 0 qm rm
"
#
$
$
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
'
'
. 
Vediamo la natura degli stati in questa catena di Markov. 
• 0 e m sono assorbenti se e solo se (rispettivamente) p0 = 0  e qm = 0 . 
• Se tutti i pi  e qi  sono diversi da 0, allora tutti gli stati comunicano tra loro, e quindi la catena è irriducibile. 
Problemi di assorbimento 
Sia C ! E  una classe chiusa.  Se X0 = xi !C  allora Xn !C   !n"!  e, allo stesso modo, se per un k è 
Xk !C ,  allora Xn !C  per tutti i k ! n ; al contrario, se Xk ! "C , con !C classe chiusa diversa da C, allora in 
nessun successivo tempo n sarà Xn !C .  Se invece X0  (oppure una Xk , che è lo stesso) prende un valore 
transitorio non appartenente a C, ha interesse calcolare la probabilità  
 
 !i = P "n#!, Xn #C X0 = xi( ) . 
Per quanto abbiamo osservato sopra, !i = 1  se xi !C , !i = 0  se xi ! "C  ( !C  ha il significato detto sopra).  È 
anche !i = 0  se xi !C  è ricorrente.  Infatti in tal caso vale 1 la probabilità !i,i  che la catena ritorni allo stato i; 
quindi la probabilità che entri in C deve essere nulla, perché se ciò accadesse non sarebbe più possibile ritornare 
allo stato xi . 
Un semplice esempio che illustra il significato pratico di !i  si ha nel caso della catena “rovina del giocatore”.  
Le classi chiuse sono i singoletti degli elementi assorbenti: 0{ }  (rovina di A) e a + b{ }  (rovina di B).  Scelto 
per esempio C = 0{ }  e 1! i ! a + b , !i  è la probabilità che A arrivi alla rovina, condizionata all’informazione 
che egli disponga di i Euro (all’inizio del gioco oppure in una fase del suo svolgimento, non fa differenza). 
Teorema. Sia C ! E  una classe chiusa; sia D l’insieme degli stati transitori che non appartengono a C.  Per 
ciascun xi !D  sia !i  definito come sopra.  Allora, per ogni i tale che xi !D  risulta: 
(1) !i = pi,h
xh"C
# + pi, j ! j
x j"D
#  
(cioè, le probabilità !i  di assorbimento in C a partire da uno stato xi !D  si ottengono tutte insieme risolvendo 
il sistema lineare (1)). 
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Si può dimostrare inoltre che, per catene di Markov finite (cioè con un numero finito di stati), il sistema (1) ha 
una soluzione unica, perciò le probabilità di assorbimento sono caratterizzate da (1) 
Dimostrazione.  Poniamo 
  ! = inf n"! , Xn "C{ }  
(primo istante n !1  in cui la catena entra in C), con la convenzione ! = +"  se l’insieme al secondo membro è 
vuoto.  !  è una variabile aleatoria, perché se  k !!  allora 
 ! "# ; $ !( ) > k{ } = ! "# ; X1 !( )%C,… , Xk !( )%C{ }  
è un evento, in quanto intersezione di eventi; è dunque un evento anche il complementare, cioè 
! "# ; $ !( ) % k{ } .  Poi è chiaro che !i = P " < +# X0 = xi( ) , e che !i = P " = n X0 = xi( )
n=1
#
$ . 
 
 
!i = P " = n X0 = xi( )
n=1
#
$ = P X1 %D & X2 %D &…& Xn'1 %D & Xn %C X0 = xi( )
n=1
#
$ =
= pi,h1 ( ph1,h2 (… ( phn'1, j
xh1%D
!
xhn'1%Dx j%D
$
n=1
#
$ = gi n( )
n=1
#
$  
con i simboli gi n
( )  definiti in questo momento come le sommatorie che formano i termini della serie al 
penultimo membro (racchiuse nella cornice), quindi: 
 gi n
( ) = P ! = n X0 = xi( ) . 
Adesso notiamo che: 
 gi1
( ) = pi,h
xh!C
"           e          gi n+1( ) = pi,r grn( )
xr!D
" . 
Abbiamo quindi: 
!i = gi n
( )
n=1
"
# = gi1( ) + gi n( )
n=2
"
# = gi1( ) + gi n+1( )
n=1
"
# = gi1( ) + pi,r grn( )
xr$D
#
n=1
"
# = pi,h
xh$C
# + pi,r
xr$D
# grn( )
n=1
"
# =
= pi,h
xh$C
# + pi,r
xr$D
# !r
 
che è la (1). 
Il significato di (1) è abbastanza evidente: la probabilità !i  che la catena entri in C partendo dallo stato xi !D  
appare come somma di due addendi: 
• il primo rappresenta la probabilità di entrare in C in un solo passo; 
• il secondo rappresenta la probabilità di transitare al primo passo dallo stato xi  a uno stato x j !D , e da 
questo passare prima o poi in C. 
Osservazione.  Se C è la classe chiusa formata da tutti gli stati ricorrenti (che è chiusa, come abbiamo già 
visto), allora C e D formano una partizione di E, e quindi 
 pi,h
xh!C
" + pi,r
xr!D
" = pi,h
xh!E
" = 1 . 
Questo dice che la lista 1,1,… ,1( ) , con tanti 1 quanti sono gli elementi di D, è soluzione di (1); quindi è uguale 
a 1 la probabilità che la catena, se si trova inizialmente (o in un qualche tempo, che è lo stesso)  in uno stato 
transitorio xi , passi prima o poi nell’insieme degli stati ricorrenti, e non ne esca più. 
11 
Esempio. La probabilità di assorbimento in 0 oppure in m per una catena di nascita e morte 
(in un caso particolare: 0 e m assorbenti). 
Consideriamo una catena di nascita e morte in cui 0 e m siano assorbenti, cioè p0 = qm = 0 , e inoltre pi ! 0,  
qi ! 0  per 1! i ! m "1  cosicché gli stati intermedi comunicano tra loro, e calcoliamo la probabilità di 
assorbimento in C = 0{ }  partendo da uno stato i, 1! i ! m "1 . 
Le equazioni (1) diventano: 
 
 
!1 = q1 + p1!2 + r1!1
!2 = q2!1 + r2!2 + p2!3
!
!i = qi!i"1 + ri!i + pi!1+1
!
!m"1 = qm"1!m"2 + rm"1!m"1
#
$
%
%
%
&
%
%
%
 
Vale per ogni i la relazione ri = 1! pi ! qi ; allora la prima equazione diventa 
 !1 = q1 + p1!2 + !1 " p1!1 " q1!1 ; q1 = q1!1 " p1 !2 " !1( ) ; !1 " !2 = q1p1
1" !1( ) ; 
la successive si trattano nello stesso modo; soltanto l’ultima appare un po’ più diversa dalle altre, mancando del 
termine con pm!1 .  Si ottiene 
 
 
!2 " !3 =
q2
p2
!1 " !2( )
!
!i " !i+1 =
qi
pi
!i"1 " !i( )
!
!m"2 " !m"1 =
qm"2
pm"2
!m"3 " !m"2( )
!m"1 =
qm"1
pm"1
!m"2 " !m"1( )
 
Tutte queste (compresa la prima, !1 " !2 =
q1
p1 1" !1( ) ) possono essere rappresentate da un’unica formula, 
convenendo di porre !0 = 1 e !m = 0  (notiamo, per inciso, che queste posizioni sono compatibili con il 
significato dei !i  come probabilità): 
 !i " !i+1 =
qi
pi
!i"1 " !i( ) , 1# i # m "1 
e cioè 
 
 
!1 " !2 =
q1
p1
!0 " !1( ) ;
!2 " !3 =
q2
p2
!1 " !2( ) = q2p2
# q1p1
!0 " !1( ) ;
!3 " !4 =
q3
p3
!2 " !3( ) = q3p3
# q2p2
# q1p1
!0 " !1( ) ;
!
!i " !i+1 =
qi
pi
# qi"1pi"1
# ! # q2p2
# q1p1
=$ i
" #$$$ %$$$
!0 " !1( ) % $ i 1" !1( )
 
con ! i  definito nel modo indicato sopra.  Dunque, per 1! i ! m "1  abbiamo stabilito che 
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(2) !i " !i+1 = # i 1" !1( ) . 
La (2) vale anche per i = 0  se poniamo ! 0 = 1 .  Riscriviamo le (2) in dettaglio: 
 
 
!0
=1!
" !1 = # 0 1" !1( )
!1 " !2 = #1 1" !1( )
!2 " !3 = # 2 1" !1( )
"
!i " !i+1 = # i 1" !1( )
"
!m"1 " !m
=0
# = #m"1 1" !1( )
 
Adesso addizioniamo membro a membro, ottenendo 
 1= 1! "1( ) # h
h=0
m!1
$      quindi     1! "1( ) = 1
# hh=0
m!1$
 
e questa espressione sostituita in (2) dà 
(3) !i " !i+1 =
# i
# hh=0
m"1$
, 1% i % m "1. 
 
Ora addizioniamo membro a membro le (3) con i che varia da j a m !1  e otteniamo, tenendo presente che 
!m = 0  
(4) ! j =
" hh= j
m#1$
" hh=0
m#1$
=
" j +…+ "m#1
1+ "1 +…+ "m#1
, 1% j % m #1 . 
La (4) mostra che le probabilità di assorbimento della catena, a partire da uno stato transitorio i, dipendono 
soltanto dai rapporti qipi , i quali misurano il rapporto tra quanto sia probabile, trovandosi nello stato i, 
retrocedere di un livello e quanto sia probabile avanzare di un livello. 
Caso particolare. La catena della “rovina del giocatore”. 
Abbiamo già osservato che la catena di Markov detta “della rovina del giocatore” è un caso particolare della 
catena di “nascita e morte”; la matrice di transizione per la “rovina del giocatore” è 
 
 
P =
1 0 0 ! 0 0 ! ! 0
q 0 p ! 0 0 ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 q 0 p ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 ! ! ! q 0 p
0 0 0 ! ! 0 0 1
!
"
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
. 
Qui qi = q , pi = p  per ogni i; perciò 
qi
pi =
q
p ! "  non dipende da i e allora ! i = "
i , e tenendo presente che ora 
m = a + b  la (4) dà
 
(5) ! j =
" j +…+"a+b#1
1+" +…+"a+b#1
. 
Questa si può scrivere in modo più espressivo.  Bisogna tenere separati i casi q = p = 12  e q ! p . 
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Nel primo caso, cioè q = p = 12 , è ! = 1 , e quindi (5) dà 
(6) ! j =
a + b " j
a + b  
e in particolare, per j = a  
(7) !a =
b
a + b  
La (7) dà la probabilità che, giocando partite eque (in quanto q = p = 12 ), finisca in rovina un giocatore che 
inizia il gioco con un capitale a, contro un avversario con un capitale iniziale b.  Poiché le modalità del gioco 
sono le stesse per i due contendenti, la probabilità della rovina del giocatore B è aa+b .  Cioè, le probabilità di 
rovina per A e per B sono direttamente proporzionali ai capitali iniziali dei rispettivi avversari; viceversa, 
poiché la rovina di uno dei due equivale alla vittoria dell’altro, intesa come conquista dell’intera posta, le 
probabilità di vittoria di ciascun giocatore sono proporzionali ai rispettivi capitali iniziali. 
Questo è quanto accade con q = p = 12 .  Esaminiamo ora il caso q ! p ; se è così, allora ! " 1 .  Ricordiamo che 
la somma di termini di una progressione geometrica di ragione ! " 1  si esprime con 
 !r +!r+1 +…+!s = !r 1"!
s"r+1
1"!  
e quindi (5) dà 
(8) ! j = "
j 1#"a+b# j
1#"a+b
 
e in particolare per j = a  
(9) !a = "
a 1#"b
1#"a+b
.
 
Vediamo quali conseguenze si possono dedurre da (9). 
Poiché vale 1 la probabilità che la catena raggiunga prima o poi uno dei due stati assorbenti, la probabilità che 
A “vinca”, cioè che sia B a rimanere senza denaro è 
 1! "a = 1!
#a !#a+b
1!#a+b
= 1!#
a
1!#a+b
 
Adesso supponiamo che sia p > 12 , cioè che il gioco sia, in ciascuna “mano”, sbilanciato a favore di A.  Allora 
q = 1! p < 12  e ! =
q
p <1 ; perciò numeratore e denominatore della frazione 
1!"a
1!"a+b
 sono positivi e 
 1! "a =
1!#a
1!#a+b
>1!#a . 
Questa minorazione ha un significato importante: il termine minorante, 1!"a , non dipende da b, patrimonio 
del giocatore B.  Questo vuole dire che la probabilità che A si aggiudichi l’intera posta a + b  è maggiore di una 
costante che dipende da a, capitale iniziale di A, qualunque sia il capitale iniziale di B.  In particolare, 
scegliendo a sufficientemente grande, la probabilità che B vada in rovina si può rendere vicina a 1 quanto si 
vuole, qualunque sia il capitale b di B.  Per esempio, se p = 0,52  cosicché q = 0,48  e ! = 0,480,52 = 0,923  
abbiamo, già con a = 9 , 1! "a >1! 0,923( )9 = 0,513 ; ciò significa che con p = 0,52  e a = 9  è comunque più 
probabile che sia A a “sbancare” B, piuttosto che il contrario, qualunque sia il capitale iniziale di B.  Questa 
tendenza si accentua rapidamente se aumentiamo il capitale iniziale a di A, che ora chiameremo “il banco”: se 
a = 20  allora 1! "a > 0,798 ; se a = 50  allora 1! "a > 0,982 .  Conclusione: “il banco vince sempre”! 
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Il tempo medio di assorbimento. 
Ricordiamo ancora che per una catena di Markov finita è uguale a 1 la probabilità di assorbimento nella classe 
C degli stati ricorrenti.  Questo equivale a dire che per questa C la variabile aleatoria !  definita 
precedentemente: 
  ! = inf n"! , Xn "C{ }  
è finita, ossia non ha +∞ tra i valori ammissibili con probabilità non nulla. 
Ci interessa calcolare il tempo medio di assorbimento.  Per 1! i ! N  (N è il numero degli stati, cioè degli 
elementi di E), poniamo 
 !i = Ei ![ ]" E ! X0 = xi( )#$ %& . 
Conveniamo di indicare, nel seguito, Pi •( )  per P • X0 = xi( )( )  (dunque, in questo caso Pi  non rappresenta 
una potenza della matrice di transizione P).  Abbiamo già introdotto i simboli 
 gi
n( ) = P X1 !D " X2 !D "…" Xn#1 !D " Xn !C X0 = xi( ) = Pi $ = n( ) ; 
questi risultano utili per descrivere !i : 
 !i = nPi ! = n( )
n=1
"
# = ngi n( )
n=1
"
# . 
Notiamo che in questo caso, in cui C è la classe di tutti e soli gli stati ricorrenti, D è l’insieme T degli stati 
transitori. 
I numeri !i  soddisfano un sistema lineare abbastanza simile a quello soddisfatto dai !i , come precisato nel 
seguente Teorema. 
Teorema (valido per catene di Markov finite).  Siano C la classe degli stati ricorrenti, T quella degli stati 
transitori; !i  e gi
n( )  definiti come sopra.  Allora: 
(i) Ogni !i  ha valore finito 
(ii) I numeri !i  soddisfano il sistema lineare 
 (10) !i = 1+ pi,r !r
xr"T
#      ovvero     1= !i " pi,r !r
xr#T
$  
(iii) Il sistema (10) ha una unica soluzione, quindi caratterizza i valori dei !i . 
Dimostrazione.  Qui svolgiamo soltanto la dimostrazione di (ii), cioè che i !i  soddisfano il sistema (10). 
 
 
!i = ngi
n( )
n=1
"
# = gi1( ) + ngi n( )
n=2
"
# = gi1( ) + n +1( )gi n+1( )
n=1
"
# = gi1( ) + gi n+1( )
n=1
"
#
=Pi !<+"( )=1
! "## $##
+ ngi
n+1( )
n=1
"
# = 1+ ngi n+1( )
n=1
"
# =
= 1+ n pi,r grn( )
xr$T
#
n=1
"
#
 
tenendo presente che gi n+1
( ) = pi,r grn( )
xr!T
" .  Ora basta scambiare l’ordine delle sommatorie: 
 !i = 1+ n pi,r grn( )
xr"T
#
n=1
$
# = 1+ pi,r n grn( )
n=1
$
#
xr"T
# = 1+ pi,r!r
xr"T
#  
come volevamo dimostrare. 
Esempio (Baldi, es.5.11).  Il tempo medio per la rovina del giocatore. 
La matrice di transizione, di ordine a + b +1 , è 
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P =
1 0 0 ! 0 0 ! ! 0
q 0 p ! 0 0 ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 q 0 p ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 ! ! ! q 0 p
0 0 0 ! ! 0 0 1
!
"
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
 
L’insieme T contiene gli stati da 1 a a + b !1 ; il sistema (10) diventa: 
 
 
1= !1 " p!2
1= !2 " q!1 " p!3
!
1= !i " q!i"1 " p!i+1
!
1= !a+b"2 " q!a+b"3 " p!a+b"1
1= !a+b"1 " q!a+b"2
#
$
%
%
%
%
&
%
%
%
%
 
La risoluzione manuale di questo sistema è laboriosa; vediamo il caso più semplice, quello in cui p = q = 12 .  In 
questo caso il sistema diventa: 
(11) 
 
2 = 2!1 " !2
2 = 2!2 " !1 " !3
!
2 = 2!i " !i"1 " !i+1
!
2 = 2!a+b"2 " !a+b"3 " !a+b"1
2 = 2!a+b"1 " !a+b"2
#
$
%
%
%
%
&
%
%
%
%
 
Dalla prima equazione ricaviamo 
 !2 = 2!1 " 2  
e allora dalla seconda 
 2 = 4 !1 "1( )" !1 " !3 ; !3 = 3!1 " 6  
e ancora, dalla terza (che qui sotto scriviamo prima di operare su di essa): 
 
 
2 = 2!3 " !2 " !4 ; 2 = 6!1 "12
2!3
!"# $# "2!1 + 2
"!2
!"# $# " !4 ; !4 = 4 !1 "12 . 
I risultati ottenuti suggeriscono una regola per i !i  in funzione di  !1 : 
(12) !i = i !1 " i i "1( ) , 1# i # a + b "1. 
La validità di (11) si prova per induzione, supponendola vera per un determinato valore di i e per gli indici 
precedenti, e mostrando che vale anche per l’indice i +1.  Dalla equazione 2 = 2!i " !i"1 " !i+1  ricaviamo 
 
 
!i+1 = 2 i !1 " i i "1( )#$ %&
!i
! "## $##
" i "1( ) !1 " i "1( ) i " 2( )#$ %&
!i"1
! "#### $####
" 2 =
= i +1( )!1 " 2 i2 + 2 i " i2 " 3i = i +1( )!1 " i2 " i = i +1( )!1 " i +1( )i
 
che corrisponde alla (12) con i sostituito da i +1. 
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La (12), applicata per !a+b"1  e !a+b"2  nell’ultima equazione di (11) dà 
 a + b( )!1 + a + b " a2 " 2ab " b2 = 0  
dalla quale si ricava 
 !1 = a + b "1  
e adesso da (12) 
 !i = i a + b "1( )" i i "1( ) = i a + b " i( ) , 1# i # a + b "1 . 
In particolare !a = ab ; questo è il tempo medio per la rovina di uno dei due giocatori con capitali iniziali a e b. 
Per esempio, se a = 1  e b = 99  allora la durata media dell’incontro è di 99 “mani”.  La probabilità di rovina di 
A (cioè di vittoria di B) è (vedi la (7)) !a = ba+b =
99
100 , cioè 99%, quindi B conquisterà quasi certamente la 
posta in gioco, ma A (mediamente) resiste a lungo. 
Probabilità di assorbimento entro un tempo stabilito. 
Ritorniamo al caso generale di una catena di Markov finita, non necessariamente quella considerata nel 
precedente esempio.  Detta C la classe chiusa di tutti gli stati ricorrenti, interessa anche calcolare la probabilità 
che, a partire da un determinato stato transitorio xi , l’assorbimento in C avvenga entro un tempo stabilito, vale 
a dire: fissato n, e conoscendo lo stato iniziale xi , calcolare la probabilità dell’assorbimento in un tempo non 
superiore a n.  Indichiamo con !i n( )  questa probabilità: 
 !i n( ) = Pi " # n( ) . 
Ricordiamo che avevamo indicato 
 gi n
( ) = Pi ! = n( )  
e che (detto D il complementare di C) risulta per ogni k intero positivo 
 gi k+1
( ) = pi,r grk( )
xr!D
" . 
Inoltre !i 1( ) = gi1
( ) = Pi " = 1( ) = pi, j
x j#C
$ . 
Allora 
 
Pi ! " n +1( ) =#$ %& 'i n +1( ) = gi
k( )
k=1
n+1
( = gi1( ) + gi k( )
k=2
n+1
( = 'i 1( ) + gi k+1( )
k=1
n
( = 'i 1( ) + pi,rgrk( )
xr)D
(
k=1
n
( =
= 'i 1( ) + pi,r
xr)D
( grk( )
k=1
n
( = 'i 1( ) + pi,r
xr)D
( 'r n( ) .
 
Ripetiamo il risultato: 
(13) Pi ! " n +1( ) =#$ %& 'i n +1( ) = 'i 1( ) + pi,r
xr(D
) 'r n( ) .  
È nota l’espressione di !r 1( ) = pr, jx j"C#  per ogni xr !D ; la (13) offre quindi una formula ricorsiva per 
calcolare !i n( )  per ogni n. 
Esempio (originale).  Applichiamo (13) per valutare la probabilità di terminare la partita entro n giocate, per 
alcuni valori dei dati iniziali (capitale di ciascun giocatore, probabilità di vincita di uno o l’altro in ciascuna 
giocata). 
Trascriviamo ancora la matrice di transizione relativa a questo problema: 
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con a + b +1  righe (e colonne); a e b sono come al solito i capitali iniziali di A e B.  Gli stati ricorrenti, anzi, 
assorbenti, sono 0 e a + b ; quelli transitori sono gli i, 1! i ! a + b "1 .  Indichiamo s = a + b !1 .  Allora 
D = 1,2,… , s{ }  e se i !D  è 
 pi, j =
q se j = i !1
p se j = i +1
0 altrimenti
"
#
$
%$
 
Per avviare il calcolo ricorsivo descritto in (13) occorrono i valori di !i 1( ) , 1! i ! s .  La (13) dà espressioni 
diverse secondo che i ! 1, s{ }  oppure 2 ! i ! s "1 .  Questo, perché nella sommatoria che figura in (13) gli 
addendi corrispondono ai soli stati transitori, quindi nel nostro caso gli stati da 1 a s. 
Se i = 1 si ha 
 !1 1( ) = q ; !1 s( ) = p  
mentre se 2 ! i ! s "1  risulta !i 1( ) = 0 . 
Allora da (13) abbiamo:  
 !1 n +1( ) = !1 1( ) + p1,2 !2 n( ) = q + p !2 n( ) ; 
 !s n +1( ) = !s 1( ) + ps, s"1!s"1 n( ) = q !s"1 n( ) + p  
e invece, se 2 ! i ! s "1 , 
 
 
!i n +1( ) = !i 1( )
=0
+ pi, i"1!i"1 n( ) + pi, i+1!i+1 n( ) = q !i"1 n( ) + p !i+1 n( ) . 
Riusciamo a superare la diversa espressione di !i n +1( )  nei due casi che sopra abbiamo distinto, se 
conveniamo di porre per ogni n 
 !0 n( ) = !s+1 n( ) = 1 . 
(la posizione è anche intuitivamente ragionevole, nel senso che è coerente con il significato di !i n( ) : se i vale 
0 oppure s +1 , cioè a + b , vuol dire che la partita è finita, quindi certamente “finirà entro n giocate”).  Con 
questa convenzione abbiamo 
 !i n +1( ) = q !i"1 n( ) + p !i+1 n( ) , 1# i # s . 
Con l’aiuto di uno strumento di calcolo possiamo adesso determinare i valori di !i n( )  assegnando a piacere i 
dati n, p (e conseguentemente q = 1! p ), s, i. 
Qui di seguito mostriamo i valori !i n( )  con s = 3  e alcuni valori per n; il valore di p, inizialmente non 
istanziato, viene in seguito assegnato in modi diversi.  Le tabelle sono precedute dal semplice programma 
realizzato con Mathematica che è servito per calcolarle. 
 
P =
1 0 0 ! 0 0 ! ! 0
q 0 p ! 0 0 ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 q 0 p ! ! 0
" ! ! ! ! ! ! ! "
0 0 0 ! ! ! q 0 p
0 0 0 ! ! 0 0 1
!
"
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
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Clear@pD; Clear@qD;
s = 3;
f@i_, 1D :=
IfAi == 1 fi i ã s, q +
p - q
ÅÅÅÅÅÅÅÅÅÅÅ
s - 1
 Hi - 1L, If@i ã 0 fi i ã s + 1, 1, 0DE;
f@i_, n_D := If@i == 0 fi i ã s + 1, 1, q* f@i - 1, n - 1D + p* f@i + 1, n - 1DD;
Print@8Table@8i, f@i, 1D<, 8i, 0, 4<D êê MatrixForm,
Table@8i, f@i, 2D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 3D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 4D<, 8i, 1, 3<D êê MatrixForm<D
9
i
k
jjjjjjjjjjjjjjjjj
0 1
1 q
2 0
3 p
4 1
y
{
zzzzzzzzzzzzzzzzz
,
i
k
jjjjjjjj
1 q
2 p2 + q2
3 p
y
{
zzzzzzzz
,
i
k
jjjjjjjjjj
1 q + p Hp2 + q2L
2 p2 + q2
3 p + q Hp2 + q2L
y
{
zzzzzzzzzz
,
i
k
jjjjjjjjjj
1 q + p Hp2 + q2L
2 q Hq + p Hp2 + q2LL + p Hp + q Hp2 + q2LL
3 p + q Hp2 + q2L
y
{
zzzzzzzzzz
=
p = 0.4; q = 1 - p;
Print@8Table@8i, f@i, 1D<, 8i, 0, 4<D êê MatrixForm,
Table@8i, f@i, 2D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 3D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 4D<, 8i, 1, 3<D êê MatrixForm<D
9
i
k
jjjjjjjjjjjjjjjjj
0 1
1 0.6
2 0
3 0.4
4 1
y
{
zzzzzzzzzzzzzzzzz
,
i
k
jjjjjj
1 0.6
2 0.52
3 0.4
y
{
zzzzzz,
i
k
jjjjjj
1 0.808
2 0.52
3 0.712
y
{
zzzzzz,
i
k
jjjjjj
1 0.808
2 0.7696
3 0.712
y
{
zzzzzz=
p = 0.5; q = 1 - p;
Print@8Table@8i, f@i, 1D<, 8i, 0, 4<D êê MatrixForm,
Table@8i, f@i, 2D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 3D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 4D<, 8i, 1, 3<D êê MatrixForm<D
9
i
k
jjjjjjjjjjjjjjjjj
0 1
1 0.5
2 0
3 0.5
4 1
y
{
zzzzzzzzzzzzzzzzz
,
i
k
jjjjjjj
1 0.5
2 0.5
3 0.5
y
{
zzzzzzz
,
i
k
jjjjjjj
1 0.75
2 0.5
3 0.75
y
{
zzzzzzz
,
i
k
jjjjjjj
1 0.75
2 0.75
3 0.75
y
{
zzzzzzz
=
p = 0.3; q = 1 - p;
Print@8Table@8i, f@i, 1D<, 8i, 0, 4<D êê MatrixForm,
Table@8i, f@i, 2D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 3D<, 8i, 1, 3<D êê MatrixForm,
Table@8i, f@i, 4D<, 8i, 1, 3<D êê MatrixForm<D
9
i
k
jjjjjjjjjjjjjjjjj
0 1
1 0.7
2 0
3 0.3
4 1
y
{
zzzzzzzzzzzzzzzzz
,
i
k
jjjjjj
1 0.7
2 0.58
3 0.3
y
{
zzzzzz,
i
k
jjjjjj
1 0.874
2 0.58
3 0.706
y
{
zzzzzz,
i
k
jjjjjj
1 0.874
2 0.8236
3 0.706
y
{
zzzzzz=
Table@8i, f@i, 2D<, 8i, 1, 3<D êê MatrixForm
i
k
jjjjjjj
1 q
2 p2 + q2
3 p
y
{
zzzzzzz
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[Nota: l’istruzione iniziale, che definisce ! i,1( ) , contiene la formula ! i,1( ) = q + p"qs"1 i "1( ) , attiva quando i = 1 
oppure i = s ; la scelta di usare questa formula è stata fatta per risparmiare un «If», e definire con una sola 
istruzione ! 1,1( ) = q  e ! s,1( ) = p ; chiaramente, si sarebbero potuti definire separatamente i due valori]. 
Il dato s = 3  consente di “ambientare” il problema come segue: se in un incontro di tennis, durante un game 
viene raggiunta la “parità” (40 pari), il game si prolunga fino a quando uno dei due giocatori, siano A e B, avrà 
un vantaggio di due punti sull’avversario.  In questa fase del gioco ci sono cinque stati possibili, che 
numeriamo da 0 a 4: 
 0 = “gioco” per B 
 1 = vantaggio per B 
 2 = parità 
 3 = vantaggio per A 
 4 = “gioco” per A. 
Le tabelle sono presentate ogni volta per i valori di n uguali a 1, 2, 3, 4. 
Vale la pena di osservare che alcuni risultati in tabelle relative a valori diversi di n sono uguali tra loro.  Per 
esempio !1 3( ) = !1 4( ) = q + p p2 + q2( ) .  Infatti, tra due tempi consecutivi lo stato varia esattamente di una 
unità.  Siccome gli stati assorbenti sono 0 e 4, che sono pari, da uno stato iniziale dispari (rispettivamente, pari) 
si potrà terminare il gioco soltanto con un numero dispari (rispettivamente, pari) di passi; quindi se per esempio 
si inizia dallo stato 1, si potrà terminare in non più di 4 passi soltanto se i passi sono in realtà 1 oppure 3; quindi 
!1 3( ) = !1 4( ) .  Per la stessa ragione si osserva che !2 2( ) = !2 3( ) . 
Le catene di Markov e le loro proprietà offrono uno strumento utile anche per studiare problemi di probabilità 
elementari nella loro formulazione, ma non facili da risolvere; in alcuni casi, la creazione di un modello che 
descrive il problema attraverso una catena di Markov è un passo decisivo nella direzione della soluzione del 
problema; peraltro, non sempre è ovvio in quale modo il problema in esame possa essere ricondotto a una 
catena di Markov. 
Esempio (originale). Un tizio possiede 4 nuove paia di scarpe; ogni giorno ne indossa un paio scelto 
casualmente tra le quattro.  Si vuole calcolare il tempo medio necessario per indossare almeno una volta 
ciascuno delle quattro paia di scarpe, poi, in funzione del numero intero n, la probabilità che in n giorni ciascun 
paio di scarpe sia stato indossato almeno una volta. 
Soluzione.  Il problema si può descrivere mediante una catena di Markov nel modo seguente: 
L’insieme degli stati è E = 1,2,3,4{ } ; Xn  ha il valore i !E  se nel giorno n sono i le paia di scarpe usate 
almeno una volta.  La matrice di transizione si costruisce facilmente, ed è 
 P =
14 34 0 0
0 2 4 2 4 0
0 0 34 14
0 0 0 1
!
"
#
#
#
#
$
%
&
&
&
&
. 
Infatti, se Xn = 1 , cioè fino a quel giorno è stato utilizzato un solo paio di scarpe, è uguale a 14  la probabilità 
che il giorno successivo sia scelto proprio quel paio di scarpe, 34  la probabilità che ne venga scelto un diverso 
paio; il ragionamento è analogo se Xn  vale 2 oppure 3; se invece Xn = 4 , vuol dire che tutte le scarpe sono già 
state indossate almeno una volta, e la catena rimane nello stato 4, il quale è l’unico stato ricorrente, e anche 
assorbente.  “Avere indossato almeno una volta tutte le scarpe” significa avere raggiunto lo stato assorbente. 
Il tempo medio per raggiungere l’insieme C degli stati ricorrenti (qui, lo stato 4) partendo da uno stato 
transitorio xi  è stato indicato con !i .  Gli stati transitori sono nel caso attuale 1, 2 e 3; ci interessa !1 , ma per 
ricavarlo calcoleremo anche !2  e !3 .  Infatti il Teorema esposto nel paragrafo “il tempo medio di 
assorbimento” fornisce un legame tra i diversi !i  espresso dal sistema (le equazioni sono tante quanti gli stati 
transitori xi ) 
20 
 !i " pi,r !r
xr#T
$ = 1. 
T indica l’insieme degli stati transitori.  Nel caso attuale abbiamo allora 
 
 
!1 " p1,1!1 " p1,2 !2 " p1,3
=0
! !3 = 1     cioè     
3
4 !1 "
3
4 !2 = 1     cioè    !1 " !2 =
4
3 ; 
 
 
!2 " p2,1
=0
! !1 " p2,2 !2 " p2,3 !3 = 1     cioè     
1
2 !2 "
1
2 !3 = 1     cioè    !2 " !3 = 2 ; 
 
 
!3 " p3,1
=0
! !1 " p3,2
=0
! !2 " p3,3 !3 = 1     cioè     
1
4 !3 = 1     cioè    !3 = 4 . 
La terza equazione ci dà esplicitamente !3 = 4 ; sostituendo nelle due equazioni che precedono si ottiene 
!2 = 6  e !1 = 223 .  Quest’ultimo valore è la media cercata. 
Osservazione.  I valori di !1  e !2  sono un po’ meno intuitivi; il valore di !3  ha una interpretazione molto 
elementare: la transizione dallo stato 3 allo stato 4 avviene quando, in seguito a una successione di prove, si 
realizza un evento (la scelta del quarto paio di scarpe, ancora non utilizzato) che ha probabilità 14 ; il numero di 
prove necessarie ha distribuzione geometrica di parametro 14 , e quindi ha media (uguale al reciproco del 
parametro) uguale a 4. 
Nello stesso modo, !2  è la media della somma di due variabili con distribuzione geometrica, di parametri 12  e 
1
4 , e quindi vale 2 + 4 = 6 . 
Infine !1  è la media della somma di tre variabili con distribuzioni geometriche di parametri 34 , 
1
2 , 
1
4 , e quindi 
vale 43 + 2 + 4 = 223 . 
Passiamo alla seconda domanda.  Ciò che si vuole calcolare è !1 n( ) = P " # n( ) X1 = 1( )( ) .  L’espressione di 
!i n( )  è data nella (13) del paragrafo “probabilità di assorbimento entro un tempo stabilito”, in modo ricorsivo: 
la riportiamo, per comodità: 
(13) !i n( ) = !i 1( ) + pi,r "!r n #1( )
xr$T
% . 
Con i dati attuali, i e r assumono i valori 1,2,3; la (13) dà 
 !i n( ) = !i 1( ) + pi,1!1 n "1( ) + pi,2 !2 n "1( ) + pi,3!3 n "1( ) , i = 1, 2, 3  
e cioè 
 
 
!1 n( ) = !1 1( )
=0
+ p1,1!1 n "1( ) + p1,2 !2 n "1( ) + p1,3
=0
!!3 n "1( )
= 14 !1 n "1( ) +
3
4 !2 n "1( ) ;
 
 !2 n( ) =
1
2 !2 n "1( ) +
1
2 !3 n "1( ) ;  
 !3 n( ) =
1
4 +
3
4 !3 n "1( ) .  
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Con queste formule si può calcolare !i n( )  per ogni n; il calcolo manuale non sembra agevole.  Qui di seguito 
riportiamo i valori di !1 n( )  calcolati con Mathematica per alcuni valori di n; prima, il piccolo programma per 
comunicare al sistema le formule che abbiamo scritto sopra. 
 
La probabilità di indossare tutte le scarpe entro una settimana vale dunque 0,513.  È il valore corrispondente a 
n = 6 , perché il primo giorno non viene contato: la catena parte nello stato 1, poi si contano i giorni occorrenti 
per raggiungere lo stato 4. 
Sarebbe possibile, naturalmente, generalizzare il problema a un qualunque numero N di scarpe possedute; 
valori piuttosto grandi di N mettono però a dura prova la memoria del computer. 
Esempio (Es.5.12 di Baldi).  Una moneta viene lanciata 100 volte.  Qual è la probabilità di ottenere almeno una 
volta una sequenza di (almeno) 6 teste consecutive? 
Attenzione: non va bene calcolare la probabilità di 6 teste consecutive ( 2!6 ), poi contare per quante volte si 
ripetono i 6 lanci, eseguendone 100 (16 volte, con un resto di 4), poi usare la legge binomiale B 16, 2!6( ) . In 
questo modo si cercano soltanto le sequenze di 6 teste che iniziano al 1° lancio, al 7°,…, al 6k +1( ) -esimo 
lancio; invece “si vince” anche se la sequenza di 6 teste appare, per esempio, dal 33° al 38° lancio. 
Descriviamo una catena di Markov che conta le teste consecutive nella sequenza di lanci, e si azzera ogni volta 
che appare “croce”.  Gli stati da considerare sono i numeri di “teste” consecutive apparse fino a quel momento, 
salvo considerare lo stato “6” come assorbente, perché se si raggiunge quello stato il gioco termina.  La matrice 
P, di ordine 7, ha come termini pi, j ,  i, j ! 0,1,… , 6{ } , con 
 pi,0 =
1
2 e pi, i+1 =
1
2 , 0 ! i ! 5 ; p6,6 = 1; pi, j = 0  in tutti gli altri casi .  Cioè: 
 P =
12 12 0 0 0 0 0
12 0 12 0 0 0 0
12 0 0 12 0 0 0
12 0 0 0 12 0 0
12 0 0 0 0 12 0
12 0 0 0 0 0 12
0 0 0 0 0 0 1
!
"
#
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
&
. 
Per avviare il processo ricorsivo descritto da (13) servono i valori !i 1( )  e i pi,r  relativi agli stati transitori, 
ossia per i , r ! 0,… , 5{ } .  Questi pi,r  sono già descritti sopra; !i 1( )  è uguale a 12  se i = 5 , altrimenti è uguale 
a 0; la (13), che qui riportiamo nella sua forma generale: 
In[42]:= p@i_, j_D :=
IfAi ã j,
i
ÅÅÅÅ
4
, IfAi ã j - 1, 1 -
i
ÅÅÅÅ
4
, 0EE;
f@i_, 1D := IfAi == 3,
1
ÅÅÅÅ
4
, 0E;
f@i_, n_D := f@i, 1D +‚
r=1
3
Hp@i, rD*f@r, n - 1DL;
MatrixForm@Transpose@Table@8n, N@f@1, nD, 3D<, 8n, 3, 12<DDD
Out[45]//MatrixForm=
J 3 4 5 6 7 8 9 10 11 12
0.0938 0.234 0.381 0.513 0.623 0.711 0.781 0.834 0.875 0.906
N
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 !i n +1( ) = !i 1( ) + pi,r !r n( )
xr"D
#  
diventa perciò nel caso attuale 
 
 
!i n +1( ) = !i 1( ) +
1
2
pi,0
!
!0 n( ) +
1
2
pi,i+1
!
!i+1 n( )  
e in particolare per i = 0 , che è il caso che ci interessa, 
(14) !0 n +1( ) =
1
2 !0 n( ) +
1
2 !1 n( ) . 
La formula ottenuta è in effetti assai intuitiva: se, partendo dallo stato 0, il primo lancio dà “croce” (ciò ha 
probabilità 12 ), allora rimaniamo nello stato 0, e l’evento ! " n +1  avrà luogo se da quel momento, partendo 
ancora dallo stato 0, raggiungeremo lo stato assorbente, cioè 6, entro n ripetizioni; in quel momento la 
probabilità di ciò sarà !0 n( ) ; invece, se il primo lancio dà “testa”, saremo nello stato 1, e allora la probabilità 
di raggiungere lo stato 6 entro ulteriori n lanci sarà !1 n( ) . 
Con l’aiuto di un calcolatore si ottiene, per esempio, !0 25( ) = 0,164063  (controllato di persona, si veda sotto) 
!0 100( ) = 0,5498  (ripreso da Baldi: il mio iMac non ce la fa); in particolare, con 100 lanci la probabilità di 
realizzare una sequenza di almeno 6 teste consecutive è maggiore di 12 . 
Le seguenti istruzioni realizzano l’iterazione di (14), permettendo la scelta di quante teste consecutive si 
debbono realizzare per “vincere” (s), e la probabilità della “testa” in ciascun lancio (p).  Nell’ultima riga s viene 
posto uguale a 6 e p = 12 , per descrivere la situazione discussa sopra. 
 
Ecco una verifica “sperimentale” della probabilità superiore al 50% di realizzare almeno una volta una 
sequenza di almeno 6 teste consecutive, in 100 lanci.  Il seguente programma realizza per 1000 volte la serie di 
100 lanci di una moneta (testa=1, croce=0), osserva il massimo numero di teste consecutive (max ss[ ] ) che si è 
realizzato, e conta per quante volte (valore b) nelle 1000 esecuzioni di 100 lanci, max ss[ ]  è risultato ! 6 .  Il 
dato in uscita è b.  Naturalmente, trattandosi di un valore casuale, c’è da aspettarsi che ripetendo il tutto b non 
riprenda lo stesso valore! 
Clear@pD; Clear@qD; Clear@sD;
f@i_, 1D :=
If@i ã s - 1, p, 0D;
f@i_, n_D := f@i, 1D + q * f@0, n - 1D + p * f@i + 1, n - 1D
p = 0.5; q = 1 - p; s = 6; Print@f@0, 25DD
0.164063
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Breve spiegazione delle istruzioni: 
 q =1; Label inizio[ ]  avvia un ciclo nel quale q è il contatore, il cui valore iniziale è fissato a 1, e 
Label[inizio] indica dove incomincia il ciclo. 
 t=RandomInteger 1,100[ ]  genera una lista di 100 numeri, ciascuno dei quali assume valore 0 o 1 
con probabilità 12  ( RandomInteger m,n[ ]  genera una lista di n numeri interi casuali e indipendenti, ciascuno 
estratto con distribuzione uniforme tra 0 e m). 
 t[[n]] rappresenta il termine di posto n della lista t;  s[n] conta la lunghezza della stringa 
consecutiva di 1 che è in atto in t quando si è alla n-esima posizione: per esempio, se 
t = 1,1,0,1,0,0,1,1,1,1,…( )  allora  s[10]=4 ; se poi la lista t mostrerà nella undicesima posizione un altro 1, 
avremo  s[11]=5 , se invece l’undicesimo termine è 0 allora  s[11]=0 .  Questo rappresenta la regola del 
gioco: se una sequenza di 1 (cioè di “teste”) s’interrompe prima che ne siano uscite 6 consecutive, il conteggio 
riparte da zero. 
 ss=Table[s[n],{n,1,100}] crea la lista dei valori di  s[n] associati alla lista t attualmente in 
esame; il massimo valore presente nella lista ss viene memorizzato con il nome  num[q], associato al 
contatore.  La q-esima partita sarà vinta se  num[q]! 6 , persa in caso contrario. 
 q+=1 definisce il passo di incremento del contatore; subito dopo c’è l’istruzione di ripetere il ciclo, se il 
contatore non ha superato 1000. 
Infine viene compilata la lista r dei 1000 valori di  num[q] ottenuti nelle 1000 partite;  a[k] osserva la 
lista r nella posizione k e prende valore 1 se vi trova un numero ! 6  (vittoria nella k-esima partita), 0 
altrimenti; b conta quindi quante volte abbiamo vinto nelle 1000 partite giocate. 
Il valore ottenuto nell’esperimento qui condotto, b = 540 , appare “a occhio” coerente con la probabilità 0,5498 
di vincere una singola partita: infatti il valore atteso di b è uguale a 549,8.  Possiamo perfezionare questa 
sensazione mediante verifica dell’ipotesi: 
 ! = 0,5498  
in cui !  rappresenta  P num[q]! 6( ) , cioè la probabilità di vincere una singola partita.  Il consuntivo b conta 
quante partite abbiamo vinto su 1000 che abbiamo giocato; la distribuzione di b è binomiale B 1000,!( ) ; allora 
 
Z = b !1000"
1000 #" # 1! "( )
! N 0,1( ) .  Se l’ipotesi ! = 0,5498  è vera, sostituendo a !  questo valore 
nell’espressione di Z otteniamo per Z l’espressione 
 
Z = b ! 549,8
549,8 " 1! 0,5498( )
! N 0,1( ) .  Facciamo il test, per 
In[768]:= Hq = 1; Label@inizioD;
t = RandomInteger@1, 100D;
s@1D = t@@1DD; s@n_D := If@t@@nDD ã 1, s@n - 1D + t@@nDD, 0D;
ss = Table@s@nD, 8n, 1, 100<D; num@qD = Max@ssD;
q += 1;
If@q < 1001, Goto@inizioDDL;
r = Table@num@qD, 8q, 1, 1000<D;
a@k_D := If@r@@kDD < 6, 0, 1D;
b = ‚
k=1
1000
a@kD; Print@bD
540
24 
esempio, al livello 5%; la regione simmetrica di rigetto è allora  z!! ; z >1,96{ } .  Il valore osservato di b, 
b = 540 , dà Z = !0,623  che non appartiene (anzi, è piuttosto lontano) dalla regione di rigetto; quindi l’ipotesi 
non viene respinta. 
[Nota: l’ipotesi ! = 0,5498  in realtà non è in discussione, perché è stata esplicitamente dimostrata in 
precedenza; ciò di cui si sarebbe potuto dubitare è la correttezza del nostro esperimento, cioè che il programma 
che abbiamo compilato simuli correttamente quello che si vorrebbe.  Il risultato sperimentale e la successiva 
verifica ci “tranquillizzano”; per lo meno non ci sono evidenze che mettano in dubbio l’adeguatezza della 
simulazione]. 
Distribuzioni invarianti (o stazionarie) per una catena di Markov. 
Una distribuzione di probabilità v = v1,… , vm( )  si dice invariante o stazionaria per una catena di Markov a m 
stati, se, indicata con P la matrice di transizione, risulta 
 v = vP . 
Se v è invariante, e la variabile X0  che esprime lo stato iniziale ha densità discreta v, allora v è la densità di 
Xn ,  per ogni n intero positivo. 
Teorema di Markov-Kakutani.  Se P è una matrice di transizione di ordine finito m, allora esiste almeno una 
probabilità invariante v per P. 
Dimostrazione.  Poniamo 
 
 
S = v = v1,… vm( )!!m ; vk " 0 per 1# k # m  e  v1 +…+ vk = 1{ } ; 
cioè, S è l’insieme di tutte le densità discrete di probabilità per una variabile X che può assumere m valori. 
Una probabilità v è invariante se e solo se è un punto fisso per la trasformazione di S in sè, 
  S ! v! vP . 
Fissiamo una qualunque v!S  e definiamo una successione di elementi di S ponendo, per ogni  n!! , 
 vn =
1
n vP
k
k=0
n!1
" . 
• Attenzione: non bisogna confondere l’indice n della successione, con le componenti di v o di ciascuna vn ; 
indicheremo con vn i( )  la i-esima componente di vn , cioè 
 vn = vn 1( ),… , vn m( )( ) . 
Per ogni n è vn !S , perché ogni componente di vn  è ! 0 , e siccome ogni vettore vPk  ha la somma delle 
componenti che vale 1, così è per vn , che di tali vettori è una combinazione convessa.  Verifichiamo comunque 
direttamente che la somme delle componenti di vn  è uguale a 1. 
 
 
vn i( )
i=1
m
! = 1n vP
k( ) i( )
k=0
n"1
!
i=1
m
! = 1n v h( ) ph,i
(k)
h=1
m
!
k=0
n"1
!
i=1
m
! = 1n v h( ) ph,i
(k)
i=1
m
!
=1#h,#k
!"# $#h=0
m
!
k=0
n"1
! = 1n v h( )h=0
m
!
=1
!"# $#k=0
n"1
! = 1n $n = 1 . 
Oppure, più semplicemente: chiamiamo uk = uk,1,…uk,m( )  il vettore vPk , cosicché vn = 1n u0 +…+ un!1( ) .  
Ciascun uk  è una probabilità, quindi la somma delle componenti è uguale a 1.  La somma delle componenti di 
vn  è uguale a 1n  di 
 
u0,1 + u0,2 + … + u0,m
+ u1,1 + u1,2 + … + u1,m
… … …
+ un!1,1 + un!1,2 + … + un!1,m
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La somma degli addendi in ciascuna riga è uguale a 1; le righe sono n, quindi la somma di tutti gli addendi è n; 
perciò la somma delle componenti di vn  è uguale a 1. 
S è un insieme compatto in  !m , perché è chiuso e limitato.  Allora esiste una sottosuccessione vnk( )  di vn( ) , 
convergente a un determinato ! "S .  Mostriamo che π è invariante, ossia che ! = !P .  Per ogni  k !!  si ha 
 
vnk ! vnk P =
1
nk
vPi
i=0
nk!1
" ! vPi+1
i=0
nk!1
"
#
$
%
&
'
( =
1
nk
v Pi
i=0
nk!1
" ! Pi+1
i=0
nk!1
"
#
$
%
&
'
( =
= 1nk
v I + P +…+ Pnk!1 ! P !…! Pnk!1 ! Pnk( ) = 1nk v I ! P
nk( ) = 1nk v ! vP
nk( )
 
Sia v, sia vPnk sono probabilità con m componenti; sono quindi vettori con componenti ! 0,1[ ] ; la norma di 
ciascuno di essi è quindi ! m , e la norma di v ! vPnk  è ! 2 m ; quindi la norma di 1nk
v ! vPnk( )  tende a 0 
per k! +" .  Dall’uguaglianza 
 vnk! vnk P =
1
nk
v ! vPnk( ) , 
tenendo presente che il secondo membro tende a 0 e che vnk k!+"# !### $ , concludiamo che 
 ! = !P  
cioè che π è una probabilità invariante. 
Osservazione 1.  Una probabilità invariante v è soluzione del sistema v I ! P( ) = 0 ; la matrice I ! P  è 
singolare, perché la somma degli elementi di ciascuna riga è uguale a 0, quindi le righe appartengono tutte al 
sottospazio di  !m  di equazione x1 +…+ xm = 0 ; questo ha dimensione m !1 , e siccome le righe sono m, esse 
sono linearmente dipendenti.  È dunque immediato dedurre che il sistema ha soluzioni non nulle; non è però 
altrettanto evidente che ci siano (come abbiamo mostrato sopra) delle soluzioni non nulle con componenti ! 0  
(e quindi, anche soluzioni con somma delle componenti uguali a 1). 
Osservazione 2.  Abbiamo provato che esistono probabilità invarianti, non la loro unicità.  In effetti non è detto 
che ci sia un’unica probabilità invariante, come mostrano semplici esempi (vedi sotto).  Inoltre, se !1  e !2  
sono probabilità invarianti, si vede subito che lo è anche !"1 + 1#!( )"2 , per ogni ! " 0,1[ ] ; quindi, se la 
probabilità invariante non è unica, allora ce ne sono infinite (e il sottoinsieme di S che le contiene è convesso). 
Esempio.  !1 = 1,0,…,0( )  e !2 = 0,0,…,1( )  sono probabilità invarianti per la catena di Markov della rovina 
del giocatore; per quanto osservato sopra (ma anche con verifica diretta) sono tali anche le probabilità 
! , 0,… , 0, 1"!( )  per ogni ! " 0,1[ ] . 
Casi in cui si ha unicità della distribuzione invariante.  Catene di Markov regolari. 
Una catena di Markov (o, indifferentemente, la sua matrice di transizione P) si dice regolare se esiste un intero 
m tale che per ogni , . 
Se una catena di Markov è regolare, allora è irriducibile.  Infatti, essere irriducibile significa che tutti gli stati 
comunicano tra loro cioè, per ogni i, j ! 1,2,…,m{ } , esiste un intero m tale che pi, jm
( ) > 0 : in ogni posizione 
i, j( )  c’è una opportuna potenza di P che mostra un valore positivo.  Invece, P regolare vuol dire che una 
opportuna potenza di P ha termini strettamente positivi in tutte le posizioni. 
Viceversa non è vero: ci sono catene di Markov irriducibili che non sono regolari.  Il più semplice esempio 
(banale) è P = 0 11 0
!
"
#
$ ; risulta P
2 = 1 00 1
!
"
#
$ , quindi P è irriducibile; d’altra parte P
m  è uguale a P se m è 
dispari, è uguale a I = P2  se m è pari, quindi P non è regolare. 
Il più importante teorema sulle catene di Markov regolari è il seguente: 
i, j ! 1,2,…,m{ } pi, jm
( ) > 0
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Teorema di Markov. Se P è una matrice di transizione regolare, allora esiste una e una sola distribuzione 
invariante π per P, e per ogni vettore-probabilità v è 
(15) lim
n!+"
vPn = # . 
Ciò significa che qualunque sia la distribuzione iniziale v, la successione Xn( )  di variabili aleatorie che 
costituisce la catena di Markov converge in legge alla distribuzione stazionaria π.  Infatti, fissato un n, si ha 
 P Xn = x j( ) = vPn( ) j n!+"# !### $ j  
Osservazione.  La proprietà (15) espressa dal Teorema di Markov ha tra le sue conseguenze quella di potere 
ricavare semplicemente risolvendo un sistema di equazioni lineari, ossia v = vP , la distribuzione verso la quale 
si stabilizzano le variabili Xn , quando n assume valori via via più grandi; il calcolo diretto della legge di Xn  
sarebbe invece piuttosto laborioso, perché si dovrebbe moltiplicare P per sé stessa n volte. 
La proprietà di convergenza (15) affermata nel Teorema di Markov può essere formulata un po’ diversamente: 
(16) per ogni i , j ! 1,2,…,m{ }  è lim
n!+"
pi, j
n( ) = # j  
Mostriamo l’equivalenza di (15) e (16). 
Se vale (15), e prendiamo v = ei = 0,…,0, 1, 0,…, 0( ) , con la componente 1 al i-esimo posto, allora vPn  è la i-
esima riga di Pn , cioè pi,1n
( ),… , pi,mn
( )( ) ; la convergenza a π di questo vettore è esattamente quanto dice (16). 
Viceversa, supponiamo che valga (16).  Sia v la distribuzione iniziale; allora, per ogni fissato j è 
 lim
n!+"
vPn( ) j = limn!+"P Xn = x j( ) = limn!+" vi pi, j
n( )
i=1
m
# = vi $ j
i=1
m
# = $ j . 
La dimostrazione del Teorema di Markov si articola in vari passi, nei quali si osservano anche proprietà che 
hanno interesse di per sé. 
Incominciamo con alcune considerazioni che valgono per matrici di transizione P qualunque, regolari o no.  Il 
Teorema di Markov-Kakutani (sull’esistenza di distribuzioni stazionarie) significa, come abbiamo già 
osservato, che esiste un autovettore sinistro per P, con tutte le componenti ! 0 .  Poiché detto Teorema non 
garantisce l’unicità di tale distribuzione, supporremo per ora che π sia una distribuzione stazionaria per P, ossia 
un vettore-riga, che nel seguito supporremo fissato, ! = !1,… , !m( )  con ! j " 0 #j  e !1 +…+ !m = 1 , tale che 
 !P = ! . 
1) Sia V0  il sottospazio vettoriale di  !m  formato dai vettori x1,…, xm( )  tali che x1 +…+ xm = 0 .  Questo 
sottospazio (di dimensione m !1) è invariante per moltiplicazione sinistra per P. 
Infatti, se x è un vettore di V0,  allora 
 
 
xP( )i
i=1
m
! = x j " p j,i
j=1
m
!
i=1
m
! = x j p j,i
i=1
m
!
=1
!"#j=1
m
! = x j
j=1
m
! = 0 . 
2) Sia V1 = Span !( )  il sottospazio di  !m  generato da π.  Allora V0 !V1 = 0{ } . 
Infatti un elemento di V1  è t! , con t scalare (reale o complesso, qui non ha importanza); siccome la somma dei 
termini di π è 1, la somma dei termini di t!  è t; perciò t! "V0# t = 0 , cioè se è il vettore nullo. 
3) Ogni autovettore sinistro per P con autovalore diverso da 1, appartiene a V0 . 
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Notiamo prima di tutto che per 2), tenendo conto che dimV0 = m !1 ,  !
m =V0 !V1  (somma diretta). 
Sia v un autovettore sinistro per P, con autovalore corrispondente ! " 1 .  Esistono e sono unici v0 !V0  e  t !!  
tali che v = v0 + t! .  Allora 
 
 
!v = vP = v0 + t"( )P = v0P + t "P
="
! = v0P + t "  
ma anche !v = ! v0 + t"( ) = !v0 + ! t " . 
Siccome  !
m =V0 !V1 , la rappresentazione di !v  come somma di un elemento di V0  e uno di V1  è unica; 
perciò v0 P = !v0  e !t = t .  Poiché ! " 1 , l’ultima relazione implica t = 0 , e allora v = v0 !V0 . 
4) Gli autovalori (reali o complessi) di una matrice di transizione hanno modulo !1 . 
Ricordiamo che, essendo P non necessariamente simmetrica, autovalori e autovettori possono essere complessi. 
Sia v un autovettore sinistro per P, con autovalore corrispondente ! " 1 , cioè vP = !v ; la j-esima componente 
di !v  è perciò, per ciascun j, 
 !v j = vP( ) j = vk " pk, j
k=1
m
#      e quindi     !v j = vP( ) j = vi " pi, j
i=1
m
# .     Allora 
(*) 
 
! v j
j=1
m
" = !v j
j=1
m
" = vk # pk, j
k=1
m
"
j=1
m
" $ vk # pk, j
i=1
m
"
j=1
m
" = vk pk, j
j=1
m
"
=1
!"# $#i=1
m
" = vk
i=1
m
" . 
Dividendo il primo e l’ultimo membro per vk
i=1
m
!  otteniamo ! "1 , come volevamo dimostrare. 
La verifica qui svolta per autovalori associati ad autovettori sinistri vale anche per autovalori destri, i quali 
realtà coincidono con i sinistri, perché gli autovettori sinistri di P sono autovettori destri di PT  (se vP = !v  
allora vP( )T = PT vT = !vT ); e gli autovalori di P e PT  sono gli stessi.  
Osserviamo che le proprietà fino a qui dimostrate valgono per ogni matrice di transizione, regolare o no.  D’ora 
in avanti mostriamo invece proprietà che necessitano ipotesi supplementari. 
5) Se la matrice di transizione P ha tutti i termini > 0 , allora tutti i suoi autovalori diversi da 1 hanno modulo 
strettamente minore di 1. 
Sia P come detto sopra; sia ! " 1  autovalore per P e v un corrispondente autovettore sinistro.  Mostriamo che, 
se i termini di P sono tutti positivi, allora la disuguaglianza che figura in (*) è necessariamente stretta, cioè 
 vk ! pk, j
k=1
m
" < vk ! pk, j
k=1
m
" . 
Infatti  v = v1,… ,vm( )!!
m" 0{ }  è un vettore non nullo e tale che vk
k=1
m
! = 0 , in quanto v!V0  (per 3))  Ciò 
implica che le componenti non nulle del vettore v non possono avere tutte lo stesso argomento; e se due numeri 
complessi non nulli z1, z2  hanno diverso argomento, allora z1 + z2 < z1 + z2 .  Come in 4) avevamo dedotto 
! "1 , ora otteniamo più precisamente ! <1 . 
6) Se P è una matrice di transizione con termini tutti > 0 , allora la distribuzione stazionaria π è unica. 
Ciò equivale a dire che l’autospazio sinistro di P relativo all’autovalore 1 coincide con V1 .  Per provarlo, 
supponiamo v = !" +#w  tale che vP = v , e w!V0 .  Allora 
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 !" +#w = v = vP = !"P +#wP = !" +#wP     e quindi     !wP = !w . 
Se ! " 0 , allora wP = w ; ma osservando la dimostrazione di 5) si vede che in V0  eventuali autovettori per P 
debbono avere autovalore di modulo <1; quindi w = 0  e quindi in ogni caso v = !" #V1 . 
7) Se P è una matrice di transizione per la quale dimV1 = 1, e ogni altro autovalore di P ha modulo minore di 
1, e v = v1,… , vm( )  è una probabilità (cioè, è un vettore con componenti ! 0  la cui somma vale 1) allora 
lim
n!"
vPn = # . 
Scriviamo vPn  nella forma: 
(**) vPn = ! + v " !( )Pn = !Pn + v " !( )Pn = ! + v " !( )Pn . 
Il vettore v ! "  appartiene a V0 , perché la somma delle sue componenti è uguale a 0.  L’operatore lineare 
 V0 ! w! wP  opera in V0  per 1), e per ipotesi attuale gli autovalori di questo operatore ristretto a V0  hanno 
tutti modulo <1 .  Ciò implica che per ogni w!V0  si abbia limn!" wP
n = 0 ; in particolare 
lim
n!"
v # $( )Pn = 0 ,  e questo, tenendo presente (**), equivale a dire che lim
n!"
vPn = # . 
8) Conclusione della dimostrazione del Teorema di Markov. 
Supponiamo P regolare.  Allora, per un opportuno n, la matrice Pn  è una matrice di transizione con tutti i 
termini > 0 , alla quale possiamo quindi applicare i risultati di 5), 6).  D’altra parte, se gli autovalori di P sono 
 1, !1,… , !r  
allora gli autovalori di Pn  sono 1, !1n ,… , !rn  
Per 5), i moduli di !1n ,… , !rn  sono <1 ; allora ciò è vero anche per i moduli di !1,… , !r .  Allora per 7) è 
lim
k!"
vPk = #  per ogni vettore-probabilità v. 
Osservazione.  Nel corso della dimostrazione del Teorema di Markov abbiamo provato che se P e regolare 
allora l’autovalore 1 è semplice e gli altri hanno modulo minore di 1.  Si può dimostrare (qui non lo facciamo) 
che vale anche viceversa, cioè tali condizioni caratterizzano le matrici di transizione regolari.  
Unicità della probabilità invariante per le catene di Markov irriducibili 
Abbiamo già definito le catene di Markov irriducibili: la catena di Markov Xn( )  si dice irriducibile se ogni 
stato comunica con ogni altro, vale a dire se, per ogni i , j ! 1, 2,… , m{ }  esiste  n!!  tale che pi, jn( ) > 0 ; 
abbiamo anche osservato che P regolare! P irriducibile , non viceversa.  Le matrici irriducibili soddisfano 
comunque una parte consistente della tesi del Teorema di Markov: la unicità  della probabilità invariante 
(l’esistenza vale per qualunque matrice di transizione, Teorema di Markov-Kakutani).  Ebbene, si ha: 
Teorema.  Se Xn( )  è una catena di Markov irriducibile, allora la probabilità invariante è unica. 
Per la dimostrazione occorre un Lemma preliminare: 
Lemma.  Sia P la matrice di transizione di una catena di Markov.  Poniamo 
 Q = 1
2n+1
Pn
n=0
!
" . 
Allora Q è anch’essa una matrice di transizione.  Inoltre, se P è irriducibile, allora tutti gli elementi di Q sono 
strettamente > 0 . 
Dimostrazione.  La convergenza della serie è assicurata dal fatto che ogni termine di Pn  sta tra 0 e 1, quindi 
ciascuna delle serie numeriche che definiscono i termini di Q ha termini ! 0  e si maggiora con la serie 
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geometrica di ragione 12 .  I termini di Q sono evidentemente ! 0 .  Ora verifichiamo che la somma dei termini 
di ciascuna riga di Q è uguale a 1. 
 
 
qi, j
j=1
m
! = 12n+1n=1
"
! pi, jn( )
j=1
m
!
=1
!"# $#
== 1
2n+1n=1
"
! = 1  
Infine, se P è irriducibile allora per ogni i , j ! 1, 2,… , m{ }  esiste  n!!  tale che pi, jn( ) > 0 .  Allora qualche 
termine della serie che definisce qi, j  è > 0 , perciò qi, j > 0 , perché la serie ha termini tutti non negativi.  Perciò 
tutti i termini di Q sono positivi. 
Dimostrazione del Teorema (unicità della probabilità invariante per una catena di Markov irriducibile). 
Supponiamo P irriducibile; sia Q definita come nel Lemma, e supponiamo ! 1( ), ! 2( )  distribuzioni stazionarie 
per P, cioè ! 1( ) "P = ! 1( ) , ! 2( ) "P = ! 2( ) .  Si osserva che ! 1( ), ! 2( )  sono invarianti anche per Q.  Infatti 
 
 
! 1( ) "Q = 1
2n+1n=0
#
$ ! 1( ) "Pn
=! 1( )
"# $# =
1
2n+1n=0
#
$ "! 1( ) = 1" ! 1( ) = ! 1( ) , 
e analogamente anche ! 2( ) "Q = ! 2( ) .  Ma Q, avendo tutti i termini > 0 , è regolare, quindi per il Teorema di 
Markov c’è una sola probabilità invariante per Q, e allora ! 1( ) = ! 2( ) . 
La sola parte della tesi del Teorema di Markov che non è detto sia soddisfatta da una matrice di transizione 
solamente irriducibile è quella relativa alla convergenza, ossia che le righe di Pn  convergano al vettore π, per 
n! +" ; e in effetti non è detto che ciò accada.  Per esempio, P = 0 11 0
!
"
#
$  è irriducibile; la probabilità 
invariante si ottiene risolvendo il sistema x, y( ) !P = x, y( )x + y = 1
"
#
$
, il quale dà x, y( ) = 12 , 12( ) .  Le potenze di P sono 
invece 
 Pn = 0 11 0
!
"
#
$   se n è dispari ; P
n = 1 00 1
!
"
#
$   se n è pari  
e quindi non c’è convergenza. 
Condizioni sufficienti per la regolarità di una matrice di transizione. 
La regolarità di una catena di Markov (ovvero di una matrice di transizione) è una proprietà molto importante, 
ma la verifica diretta può non essere semplice.  Sono per questo utili condizioni di più semplice verifica, 
sufficienti per la regolarità anche se non necessarie: tutte le volte che potremo verificare queste condizioni 
sapremo con minore fatica che la matrice è regolare. 
Teorema. Se tutti gli stati comunicano tra loro, e inoltre esiste h tale che , allora la catena è regolare. 
Dimostrazione.  Poiché tutti gli stati comunicano tra loro, per ogni  esiste  tale che 
; il valore di n dipende da i e j.  Sia .  Mostriamo che  ha ogni 
termine strettamente positivo.  Infatti,  è la probabilità che la catena transiti in 2M  passi dallo stato  
allo stato .  Poiché tutti gli stati comunicano tra loro, il transito da  a  può avvenire (anche) passando per 
lo stato intermedio ; h è quello su cui l’ipotesi dice che .  Sappiamo che la catena può transitare da 
 a  in  passi, essendo , e può transitare da  a  in  passi, perché . 
ph,h > 0
i, j ! 1,…,m{ } n = n i, j( )
pi, jn
( ) > 0 M = max n i, j( ); i, j = 1,…,m{ } P2M
pi, j2M
( ) xi
x j xi x j
xh ph,h > 0
xi xh n i,h( ) pi,h
n i,h( )( ) > 0 xh x j n h, j( ) ph, j
n h, j( )( ) > 0
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Inoltre c’è una probabilità positiva  che la catena, trovandosi nello stato , rimanga in quello stato.  Vi è 
allora probabilità positiva che la catena transiti in  passi da  a , poi rimanga in  per un numero r 
di passi arbitrariamente fissato, poi transiti da  a  in  passi; in questo modo la catena sarà transitata 
da  a  in  passi.  Siccome , possiamo scegliere 
; in questo modo vediamo che il transito da  a  è avvenuto in 2M passi, con 
probabilità positiva: precisamente, la probabilità del transito in 2m passi da  a  in 2M passi è 
  
Come anticipato, la condizione espressa dal precedente Teorema è sufficiente ma non necessaria per la 
regolarità di P; ci sono infatti matrici di transizione regolari ma con gli elementi diagonali tutti uguali a 0, per 
esempio: 
 se ,  allora  ; 
perciò P è regolare, pur essendo tutti nulli i termini sulla diagonale principale di P. 
Probabilità reversibili; l’equazione del bilancio dettagliato. 
Una probabilità ! = !1,… , !m( )  sullo spazio degli stati di una catena di Markov con matrice di transizione P si 
dice reversibile (per quella catena di Markov, ossia per P) se 
(*) per ogni  i , j ! 1,2,… , m{ }, "i # pi, j = " j # p j,i . 
Le (*) si chiamano equazioni del bilancio dettagliato. 
Teorema. Se ! = !1,… , !m( )  è reversibile per P, allora è invariante per P (non viceversa). 
Dimostrazione.  Supponiamo π reversibile per P e mostriamo che π è invariante per P.  Per un j ! 1,…,m{ } , il 
termine di posto j del vettore ! "P  è 
 ! "P( ) j = !i " pi, j
i=1
m
# = ! j " p j,i
i=1
m
# per (*)( ) = ! j " p j,i
i=1
m
# = ! j "1= ! j  
come si voleva dimostrare. 
La verifica di (*) è più semplice del controllo della relazione ! "P = ! ; il riscontro di (*) garantisce 
l’invarianza; in caso di mancato riscontro non si può tuttavia affermare che π non sia invariante. 
Esempio. Il modello di diffusione di Bernoulli-Laplace. 
2N palline, di cui N rosse e N blu, sono suddivise in uguale numero tra due urne A, B, ossia A e B contengono 
ciascuna N palline; il numero X0  di palline rosse presenti in A si può pensare aleatorio oppure assegnato.  Si 
avvia poi un processo aleatorio nel modo seguente: in ogni istante vengono estratte due palline, una da ciascuna 
urna, e subito reinserite nelle urne, scambiandole tra loro (cioè, la pallina uscita dall’urna A va in B e 
viceversa).  X1  indica il numero di palline rosse nell’urna A dopo il primo istante; Xn  il numero di palline 
rosse in A dopo n passi.  Siamo interessati a quale sia il valore di Xn , per n sufficientemente grande. 
Si tratta evidentemente di una catena di Markov (finita e omogenea) perché lo stato al tempo n +1 , cioè il 
valore di Xn+1 , è una variabile aleatoria che dipende soltanto dal valore di Xn  e non da n.  Questo è un 
modello elementare di diffusione, con il quale si simula il mescolamento di due fluidi versati in un recipiente 
comune. 
ph,h xh
n i,h( ) xi xh xh
xh x j n h, j( )
xi x j n i,h( ) + n h, j( ) + r n i,h( ) + n h, j( ) ! 2M
r = 2M ! n i,h( )! n h, j( ) xi x j
xi x j
pi, j2M
( ) ! pi,h
n i,h( )( ) " ph,hr " ph, j
n h, j( )( ) > 0
P =
0 12 12
12 0 12
12 12 0
!
"
#
#
#
$
%
&
&
&
P2 =
12 14 14
14 12 14
14 14 12
!
"
#
#
#
$
%
&
&
&
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Di seguito calcoliamo la matrice di transizione, mostriamo che la catena è regolare e verifichiamo che la 
distribuzione stazionaria π è quella ipergeometrica con i dati attuali.  Ricordiamo che la distribuzione 
ipergeometrica descrive il seguente esperimento: 
Un’urna contiene M palline, tra cui h sono rosse e M ! h  sono blu.  Vengono estratte in blocco, ossia senza 
reinserimento, r palline (con r ! h ); ci si chiede quale sia la probabilità che il numero X delle palline rosse tra 
le  r estratte sia k, per ciascun intero k, 0 ! k ! h . 
Il calcolo diretto di esiti favorevoli al realizzarsi dell’evento X = k  e di esiti possibili dà 
 P X = k( ) =
h
k( ) ! M " hr " k( )
M
r( ) . 
Nel problema attualmente in esame abbiamo due urne contenenti in tutto 2N palline, N in ciascuna; fra tutte, N 
sono rosse e N blu, e ci chiediamo quale sia la composizione dell’urna A.  Se il riempimento delle urne A e B è 
casuale, l’esperimento equivale a estrarre N palline da un’unica urna contenente tutte le 2N palline, e chiederci 
quante fra le N estratte sono rosse.  È il problema descritto sopra, con M = 2N , h = r = N , e quindi 
 P X = k( ) =
N
k( ) 2N ! NN ! k( )
2N
N( )
=
N
k( )2
2N
N( )
= N!k! N ! k( )!
"
#$
%
&'
2
(
N!( )2
2N( )! =
N!( )4
k!( )2 N ! k( )!( )2 2N( )!
. 
Il fatto che la distribuzione ipergeometrica sia quella invariante significa che, mescolando sufficientemente a 
lungo le palline suddivise tra le due urne, la loro distribuzione sarà equivalente a quella che si sarebbe avuta 
distribuendole a caso fin dall’inizio; cioè, dopo avere mescolato per un po’cd, è irrilevante quale fosse la 
distribuzione iniziale (per esempio: tutte le rosse in A e le blu in B). 
L’insieme degli stati è E = 0,1, 2,… , N{ } .  Se Xn = 0  allora certamente Xn+1 = 1 ; se Xn = N  allora 
certamente Xn+1 = N !1 ; se Xn = i ! 1, 2,… , N "1{ }  allora ci sono tre valori possibili per Xn+1 , cioè i !1 , i, 
i +1 .  Calcoliamo le rispettive probabilità di transizione, sapendo che Xn = i ! 1, 2,… , N "1{ } . 
La transizione allo stato Xn = i !1  avviene se dall’urna A la pallina estratta è rossa, ed è invece blu quella 
estratta da B.  La probabilità del primo evento è iN , perché nell’urna A ci sono N palline, tra cui i sono rosse.  
La probabilità del secondo evento (pallina blu da B) è nuovamente iN , perché anche in B ci sono N palline, 
N ! i  rosse e i blu.  L’esito dell’estrazione da A e l’esito dell’estrazione da B sono indipendenti, perciò 
l’intersezione dei due eventi ha probabilità 
 pi, i!1 =
i2
N2
. 
Analogamente, la transizione allo stato Xn+1 = i +1 avviene se da A viene estratta una pallina blu, e da B una 
rossa.  Ragionando come sopra si ottiene 
 pi, i+1 =
N ! i( )2
N2
= 1! iN
"
#$
%
&'
2
. 
Infine, il sistema rimane nello stato i se le palline estratte da A e B sono dello stesso colore: entrambe blu 
oppure entrambe rosse.  Si ottiene facilmente  
 P rossa da A ! rossa da B( ) = iN "
N # i( )
N =
i N # i( )
N2
 
 P blu da A ! blu da B( ) = N " i( )N #
i
N =
i N " i( )
N2
; 
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i due eventi (due rosse) e (due blu) sono incompatibili; la probabilità della loro unione è allora la somma delle 
due probabilità: 
 pi,i =
2 i N ! i( )
N2
. 
Riassumiamo i risultati ottenuti: 
(**) pi, i!1 =
i2
N2
; pi,i =
2 i N ! i( )
N2
; pi,i+1 =
N ! i( )2
N2
, 0 " i " N  
e pi, j = 0  in tutti gli altri casi. 
Abbiamo esteso la (**) anche ai casi i = 0  e i = N , che avevamo escluso, trattandoli prima a parte, perché le 
formule danno i risultati corretti anche in quei casi; s’intende che p0,!1 = 0  e pN ,N+1 = 0  sono valori che non 
trovano posto nella matrice di transizione.  Ecco per esempio la matrice di transizione relativa a un caso molto 
semplice, N = 4 , ossia quattro palline rosse e quattro blu; gli stati sono gli interi da 0 a 4, quindi P è di ordine 
5, e precisamente 
 P =
0 1616 0 0 0
1
16
6
16
9
16 0 0
0 416 816 416 0
0 0 916 616 116
0 0 0 1616 0
!
"
#
#
#
#
#
#
#
$
%
&
&
&
&
&
&
&
 
P è regolare, perché ciascuno stato comunica con ogni altro, e qualche termine della diagonale principale è 
diverso da zero.  La verifica del fatto che la distribuzione di probabilità π descritta all’inizio è invariante si 
potrebbe svolgere secondo la definizione, mostrando che ! "P = ! ; ma risolveremo il problema più 
semplicemente, controllando che π è reversibile, cioè soddisfa le equazioni del bilancio dettagliato, le quali nel 
nostro caso sono 
 per ogni  i , j ! 0,1,… , N{ }, "i # pi, j = " j # p j,i  
Se i e j differiscono per almeno due unità, allora pi, j  e p j,i  sono entrambi nulli, quindi l’uguaglianza è ovvia, 
come pure se i = j .  Rimane soltanto da verificare la relazione scritta sopra nel caso j = i +1  oppure j = i !1 . 
Se j = i +1  dobbiamo verificare che 
 !i " pi,i+1 = !i+1 " pi+1, i    cioè   
N
i( )2
2N
N( )
"
N # i( )2
N2
=
N
i +1( )2
2N
N( )
"
i +1( )2
N2
   cioè   Ni( ) " N # i( ) = Ni +1( ) " i +1( ) . 
In effetti risulta 
 Ni( ) ! N " i( ) = N N "1( )… N " i +1( )i! ! N " i( ) ; 
 Ni +1( ) ! i +1( ) = N N "1( )… N " i +1( ) N " i( )i +1( )! ! i +1( ) = N N "1( )… N " i +1( ) N " i( )i!  
quindi le due espressioni sono uguali. 
Se j = i !1  la verifica è  la stessa, perché in tal caso è i = j +1 , quindi si tratta dello stesso calcolo con le lettere 
i e j scambiate tra loro. 
Commento: I numeri Ni( )2 , proporzionali alle componenti !i  della probabilità invariante π (e limite di X0 !Pn  
per n! +" , perché P è regolare) crescono quando i cresce da 0 a N2 , poi decrescono simmetricamente.  Il 
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massimo contributo a S N( ) = Ni( )2
i=0
N
!  è quindi fornito dagli addendi con i vicino a N, e questa proprietà si 
accentua quanto più N è grande.  Precisamente, comunque si fissi ! " 0,1] [  “piccolo”, cioè vicino a 0, si ha 
lim
N!"
N
i( )2
1# 2iN <$
%
N
i( )2
i=0
N
%
= 1  
e la convergenza è molto rapida.  Quindi, se N è grande, la distribuzione stazionaria π ha i valori più grandi 
concentrati nella zona centrale; questo significa, in pratica, che dopo avere rimescolato abbastanza a lungo le 
due urne, con pratica certezza le palline rosse e le blu saranno equamente distribuite tra le urne A e B. 
La figura qui sotto a destra rappresenta la distribuzione dei valori di i
100˙000( )2 , per valori di i compresi tra 
49˙500 e 50˙500, cioè con uno scarto rispetto al valore centrale pari a 1%. 
 
 
La seconda figura contiene invece i valori di i
1˙ 000˙000( )2  per valori di i compresi tra 498˙000 e 502˙000, cioè 
con uno scarto rispetto al valore centrale pari a 0,2%.  Si nota nella seconda figura la maggiore concentrazione 
dei valori attorno a quello centrale, nonostante abbiamo ridotto di un fattore 5 lo scarto relativo dal valore 
centrale. 
Matrici bistocastiche. 
Abbiamo osservato fin dall’inizio che ogni riga della matrice di transizione di una catena di Markov ha la 
proprietà di dare 1 addizionando i suoi termini; ciò è dovuto al fatto che ciascuna riga rappresenta una 
distribuzione di probabilità.  Se la stessa proprietà è vera anche per ciascuna colonna della matrice, allora 
questa si dice bistocastica. 
Si osserva facilmente che se P è bistocastica, allora la distribuzione uniforme su E, v = 1m , 1m ,… , 1m( )  è 
invariante; ma non è detto che una matrice bistocastica sia regolare, e la distribuzione uniforme potrebbe non 
essere l’unica invariante.  Per esempio, sia 
49800 50000 50200 50400
0.00002
0.00004
0.00006
0.00008
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 P =
1 0 0
0 12 12
0 12 12
!
"
#
#
$
%
&
&
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P è bistocastica; cerchiamo le distribuzioni invarianti per P.  Queste sono le v1,v2,v3( )  tali che 
 
v1 = v1
1
2 v2 + 12 v3 = v2
1
2 v2 + 12 v3 = v3
v1 + v2 + v3 = 1
!
"
#
#
$
#
#
     che equivale a     
v3 = v2
v1 + v2 + v3 = 1
!
"
#
 
e quindi le soluzioni sono 
 v1,v2,v3( ) = 1! 2v3 , v3 , v3( )   per ogni  v3 ! 0, 12"# $% ; 
ci sono quindi infinite distribuzioni invarianti. 
Esempio (originale).  Paolo, affetto da miopia, la corregge utilizzando lenti a contatto.  Ogni sera Paolo ripone 
le lenti nel loro astuccio, marcato R per la lente destra, L per la sinistra, facendo attenzione a non scambiarle.  
Tuttavia, con probabilità p (piccola, ma non nulla) ogni sera può accadere che le lenti vengano scambiate.  Il 
difetto visivo non è molto diverso da un occhio all’altro, quindi Paolo difficilmente si accorgerà dello scambio, 
indossando le lenti.  Sapendo che inizialmente le lenti erano riposte correttamente, studiare la probabilità che, 
dopo parecchi giorni, Paolo indossi le lenti correttamente oppure invertite. 
Soluzione. Il problema si può descrivere con una catena di Markov in modo assai semplice.  I due stati sono 
“lenti correttamente riposte”, “lenti invertite”; non ci sono altre possibilità.  In base alle informazioni contenute 
nel testo abbiamo la matrice di transizione 
 P = 1! p pp 1! p
"
#$
%
&'
. 
Questa è bistocastica, e anche regolare, avendo ogni termine positivo; quindi ha un’unica distribuzione 
invariante, che necessariamente è quella uniforme, v = 12 , 12( ) .  La distribuzione iniziale è v0 = 1,0( ) ; ma per il 
Teorema di Markov, lim
n!+"
0,1( ) #Pn = 12 , 12( ) .  Questo significa che quando saranno passati parecchi giorni 
(siano n), la legge di Xn , che indica le probabilità dell’evento (lenti a posto–lenti invertite) sarà circa uniforme, 
quindi Paolo farà bene ad accertare in qualche modo la reale collocazione delle lenti oppure, in mancanza di 
effetti indesiderati, potrà smettere di prestare attenzione a come ripone le lenti, essendo ciò ormai irrilevante 
riguardo alla probabilità di ritrovare il giorno dopo le lenti al posto giusto. 
Per esempio, posto p = 11000 , si calcola 1; 0( ) !P1000 = 0,568 ; 0,432( ) , vale a dire, dopo meno di tre anni è 
soltanto un po’ più probabile che le lenti siano collocate correttamente, ma è quasi altrettanto probabile che 
siano permutate. 
Il tempo medio di ritorno in un determinato stato, in una catena di Markov irriducibile. 
Il problema è concettualmente simile a quello di determinare il tempo medio di assorbimento nella classe 
chiusa degli elementi ricorrenti.  Se Xn( )  è una catena di Markov irriducibile, allora tutti gli stati sono 
ricorrenti, quindi non si pone il problema dell’assorbimento.  Invece, siccome ciascuno stato comunica con tutti 
gli altri, si può studiare il “tempo di transizione” da uno stato xi  a uno stato x j .  Poniamo 
 
 
! j( ) = min n"!,n #1; Xn = x j{ } . 
Indichiamo con !i, j  il tempo medio che occorre per raggiungere lo stato x j , sapendo che partiamo da uno stato 
xi  assegnato, cioè 
 !i, j = Ei ! j( )( ) " E ! j( ) X0 = xi( )( ) . 
35 
Interessa particolarmente il tempo medio di ritorno allo stato i, vale a dire !i,i . 
Teorema.  Indicata con π la distribuzione invariante della catena di Markov irriducibile Xn( ) , risulta per ogni i 
 !i,i =
1
"i
. 
“A parole”, questo dice che la catena impiega mediamente per ritornare allo stato xi  nel quale si trova 
inizialmente, un tempo tanto più lungo quanto più è improbabile che “a regime” Xn  si trovi in quello stato. 
Per dimostrare il Teorema proviamo prima un Lemma: 
Lemma.  I numeri !i, j  soddisfano il sistema 
(17) !i, j = 1+ pi,k " !k, j
k# j
$  
Dimostrazione. Si faccia attenzione che qui sotto Pi  non è una potenza della matrice di transizione P, bensì la 
probabilità condizionale P • X0 = xi( )( ) .   
 
 
!i, j = Ei ! j( )( ) = n "Pi ! j( ) =n( )
n=1
#
$ = 1"Pi ! j( ) = 1( ) + n "Pi ! j( ) =n( )
n=2
#
$ =
= Pi ! j( ) =1( ) + n +1( ) "Pi ! j( ) = n+1( )
n=1
#
$ =
= Pi ! j( ) =1( ) + Pi ! j( ) = n+1( )
n=1
#
$
=Pi ! j( )<+#( )=1
! "##### $#####
+ n "Pi ! j( ) = n+1( )
n=1
#
$ = 1+ n "Pi ! j( ) = n+1( )
n=1
#
$ .
 
( Pi ! j( )<+"( ) = 1  perché la catena è regolare, quindi lo stato xi  comunica con x j ) 
Adesso osserviamo che, se n è un numero intero !1, allora l’evento “ ! j( ) = n+1” si verifica se accadono 
entrambi i seguenti fatti: 
• la prima transizione avviene dallo stato iniziale assegnato xi  a un qualunque stato xk ! x j ; la probabilità 
che ciò avvenga è pi,k . 
• dallo stato xk  in cui ci si viene a trovare, occorrono esattamente n transizioni per giungere per la prima volta 
in x j .  La probabilità di raggiungere per la prima volta in n passi lo stato x j  partendo da xk  è ciò che 
abbiamo indicato con Pk ! j( ) =n( ) .  Allora 
 Pi ! j( ) = n+1( ) = pi,k "Pk ! j( ) =n( )
k# j
$  
e quindi, inserendo questa espressione nel risultato ottenuto sopra sviluppando !i, j , troviamo: 
 
 
!i, j = 1+ n " pi,k "Pk ! j( ) =n( )
k# j
$
n=1
%
$ = 1+ pi,k " n "Pk ! j( ) =n( )
n=1
%
$
=!k, j
! "### $###k# j
$ = 1+ pi,k " !k, j
k# j
$  
come volevamo dimostrare.  Nell’ultimo passaggio abbiamo scambiato l’ordine delle due sommatorie, come 
già abbiamo avuto occasione di fare in molte altre dimostrazioni. 
Adesso dimostriamo il Teorema, cioè che !i,i =
1
"i
. 
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Addizioniamo e sottraiamo al secondo membro di (17) l’addendo in cui k = j ; poi moltiplichiamo entrambi i 
membri per !i , probabilità dello stato xi  nella distribuzione invariante π di Xn( )  che, lo ricordiamo, stiamo 
supponendo irriducibile; poi sommiamo rispetto all’indice i.  Si ottiene 
 !i, j = 1+ pi,k " !k, j
k=1
m
# $ pi, j " ! j, j  
e poi 
 
 
!i " #i, j
i=1
m
$ = !i "1
i=1
m
$
=1
!"# $#
+ !i " pi,k " #k, j
k=1
m
$
i=1
m
$ % # j, j !i " pi, j
i=1
m
$
=! j
! "# $#
=
= 1+ #k, j
k=1
m
$ !i " pi,k
i=1
m
$
=!k
! "# $#
% ! j " # j, j = 1+ !k " #k, j
k=1
m
$ % ! j " # j, j .
 
Le due espressioni incorniciate, nel primo e nell’ultimo membro, sono uguali, quindi si cancellano; ricaviamo 
quindi 
 ! j " # j, j = 1  
che equivale alla tesi. 
Esempio. Quale garanzia di non bagnarsi offrono r ombrelli? (Pintacuda es.9.5.3) 
Luca possiede r ombrelli che utilizza, soltanto se piove, per andare da casa all’ufficio e viceversa.  Indicata con 
p la probabilità di pioggia ogni volta che il nostro sta per uscire per un trasferimento, siamo interessati a 
valutare la probabilità che Luca si bagni (perché piove e non c’è nessun ombrello disponibile). 
Svolgimento.  Descriviamo attraverso una catena di Markov il numero di ombrelli a disposizione di Luca in un 
determinato istante; quindi E = 0,1,… , r{ } .  Le “transizioni” sono gli spostamenti da casa all’ufficio o 
viceversa.  Calcoliamo le probabilità di transizione tra i diversi stati.  Innanzitutto: 
 p0,r = 1; p0, j = 0  per  j = 0,1,… , r !1 . 
Infatti, se nessun ombrello si trova nella sede di partenza, cioè sono tutti r nella sede di arrivo, Luca dovrà 
uscire in ogni caso senza ombrello; dove arriverà ne troverà r.  Invece, se i !1  avremo 
 pi, r!i+1 = p ; pi, r!i = 1! p . 
Infatti: se piove (probabilità p) Luca prenderà con sé uno degli i ombrelli a sua disposizione, il quale all’arrivo 
si aggiungerà agli r ! i  che già stavano là; se non piove Luca uscirà senza ombrello, e gli ombrelli che avrà a 
disposizione per il successivo trasferimento saranno r ! i .  Ecco, qui sotto, la matrice di transizione relativa al 
caso r = 5 . 
 P =
0 0 0 0 0 1
0 0 0 0 1! p p
0 0 0 1! p p 0
0 0 1! p p 0 0
0 1! p p 0 0 0
1! p p 0 0 0 0
"
#
$
$
$
$
$
$
%
&
'
'
'
'
'
'
 
La catena è chiaramente irriducibile, perché ogni stato comunica con ogni altro; inoltre c’è un termine pi,i ! 0  
(e precisamente uno solo: i = 12 r  se r è pari, i = 12 r +1( )  se r è dispari).  Nel caso illustrato sopra, in cui r = 5,  
è p3,3 = p ! 0 .  Si faccia attenzione che il termine p3,3  si trova nella quarta riga e quarta colonna di P, perché 
gli indici partono da 0.  Dunque la catena è regolare; calcoliamo la distribuzione invariante, risolvendo il 
sistema 
 !0, !1,… , !r( ) = !0, !1,… , !r( ) "P . 
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Indicato q = 1! p , abbiamo le seguenti equazioni: 
 
 
!0 = q!r
!1 = q!r"1 + p!r
!2 = q!r"2 + p!r"1
!
!r"2 = q!2 + p!3
!r"1 = q!1 + p!2
!r = !0 + p!1
#
$
%
%
%
%
&
%
%
%
%
 
Sostituendo nell’ultima equazione l’espressione di !0  fornita dalla prima, e ricordando che 1! q = p  si ottiene 
 !r = !1  
e ora dalla seconda equazione: 
 
 
!1 = q!r"1 + p!1 ; 1" p( )
=q
!"#!1 = q!r"1 ; !r"1 = !1 ; 
ora sostituiamo !r"1  con !1  nella penultima equazione ricavando 
 !1 = q!1 + p!2 ; !2 = !1 ; 
adesso sostituiamo !2  e !r"1  con !1  nella terza equazione e otteniamo !r"2 = !1 ; poi la terzultima equazione 
darà !3 = !1 , eccetera, vale a dire, in conclusione 
 !r = !r"1 =…= !2 = !1  
mentre dalla prima equazione si ottiene ora !0 = q!1  
La distribuzione invariante ha quindi la forma 
 
 
! = q!1, !1, !1,… , !1( )
r+1 componenti
! "### $###
. 
La somma delle componenti di π deve dare 1, quindi 
 q + r( )!1 = 1; !1 =
1
q + r . 
Le componenti della distribuzione invariante sono pertanto 
 !0 =
q
r + q ; !i =
1
r + q  per i = 1, 2,… , r . 
Con questa distribuzione di probabilità del numero i di ombrelli a disposizione, la probabilità di bagnarsi in un 
determinato trasferimento tra casa e ufficio è 
 p!0 =
pq
r + q  
che si può maggiorare con 14r , osservando che pq = p 1! p( ) " 14 .  Il valore di p!0  è sensibilmente minore di 
1
4r  se p è vicino a 0 (piove raramente), ma anche se p è vicino a 1 (piove molto spesso); in questo caso gli 
ombrelli vengono spesso trasferiti, e ciò rende piccola la probabilità che nel momento del bisogno non ce ne sia 
neppure uno. 
Esempio. Il paradosso dell’ispezione (Pintacuda, es.9.6).  Un impianto è costituito da pezzi, ciascuno dei quali 
ha una durata aleatoria T, detta “vita”, che si suppone a valori interi positivi, con limitazione superiore 
assegnata e legge nota.  Per esempio: supponiamo che ciascun pneumatico di un autocarro sia controllato ogni 
anno; se usurato, viene sostituito e, in ogni caso, viene sostituito dopo 5 anni; quindi la “vita” di ciascun 
38 
pneumatico è una variabile aleatoria T che può assumere i valori 1, 2, 3, 4, 5 con probabilità p1,… , p5 , che si 
assumono per note. 
Stesso problema, diversa ambientazione: nel “braccio 5” di un carcere tutti i detenuti hanno una condanna a 5 
anni.  Per ciascun detenuto, alla fine di ogni anno si valuta il comportamento e, in caso di “buona condotta”, il 
resto della pena viene scontato agli arresti domiciliari e la cella viene occupata da un nuovo condannato a 5 
anni.  Si ritengono note le probabilità “a priori” pi  (le stesse per tutti i detenuti) che i requisiti per lasciare la 
detenzione si realizzino dopo i anni; cioè pi = P T = i( ) , in cui T indica la durata in anni della reclusione in 
carcere. 
Ancora: uno studente prende appunti con penne “usa e getta”; ogni settimana ne controlla l’inchiostro 
rimanente e, se necessario, sostituisce la penna; in ogni caso la sostituisce dopo cinque settimane di uso.  La 
durata di ciascuna penna è una variabile aleatoria T, che può valere 1, 2, … , 5 (settimane) con probabilità 
p1,… , p5  che riteniamo note. 
In generale supporremo 1, 2,… , N  i valori possibili per T, con probabilità note p1,… , pN  ( p1 +…+ pN = 1 ). 
Sia ora, per 1! r ! N , 
 qr = P T ! r( ) = pr + pr+1 +…+ pN . 
Allora risulta 
 
 
q1 p1 + p2 + … + pN!1 + pN
+q2 + p2 + … + pN!1 + pN
! = " " "
+qN!1 + pN!1 + pN
+qN + pN
= 1" p1 + 2 " p2 +…+ N " pn = E T[ ]# µ  
cioè, la somma dei qr  è uguale alla media di T, che indichiamo con µ . 
Se k , i ! 1,2,… , N{ }  e k > i  allora 
 P T = k T ! i( ) = P T = k "T ! i( )P t ! i( ) =
P T = k( )
P t ! i( ) =
pk
qi
 
e, se i ! N "1  
 P T ! i +1T ! i( ) = P T ! i +1"T ! i( )P t ! i( ) =
P T ! i +1( )
P t ! i( ) =
qi+1
qi
. 
Definiamo una catena di Markov il cui stato esprime la “età incompleta” di un pezzo che occupa una 
determinata posizione sotto osservazione (la ruota anteriore destra del camion; il detenuto rinchiuso nella cella 
numero 1; la penna adoperata dallo studente Enrico Bottini).  Con il termine “età incompleta” intendiamo l’età 
che il pezzo osservato compirà alla scadenza futura più prossima, cioè l’età arrotondata per eccesso, e non per 
difetto come si fa di solito; s’intende che l’unità di misura dell’età è specificata di volta in volta (anni, 
settimane…). 
Gli stati in cui si può trovare il pezzo sono 1, 2,… , N ; dallo stato i ! N "1  si può passare allo stato i +1, se il 
pezzo supera l’ispezione.  Questo avviene con probabilità qi+1qi
, perché il superamento dell’ispezione in età i 
significa che il pezzo rimarrà in servizio per un altra unità di tempo, quindi la vita T avrà durata ! i +1; 
altrimenti il pezzo viene sostituito, e si passa allo stato 1; ciò avviene con probabilità 1! qi+1qi
; invece, se il 
pezzo è nello stato N verrà certamente sostituito: quindi con probabilità 1 dallo stato N si passa allo stato 1. 
La matrice di transizione è allora 
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P =
1! q2 q2 0 0 ! 0
1! q3q2 0
q3
q2 0 ! 0
1! q4q3 0 0
q4
q3 ! 0
! ! ! ! ! !
1! qNqN!1 0 0 0 !
qN
qN!1
1 0 0 0 ! 0
"
#
$
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
'
. 
La catena di Markov che abbiamo costruito è regolare. Vale infatti la condizione sufficiente ricordata in 
precedenza: tutti gli stati comunicano tra loro, e almeno un elemento della diagonale principale è > 0 ; questo è 
p1,1 = 1! q2 = p1 .  C’è allora una unica distribuzione invariante ! = !1, !2 ,… , !N( ) ; questa rappresenta la 
distribuzione di probabilità della variabile “età del pezzo osservato” che registreremo alla n-esima ispezione, 
con n sufficientemente grande. 
La distribuzione invariante si ricava algebricamente risolvendo il sistema ! = ! "P , vale a dire ! " P # I( ) = 0 , 
dove 0 indica il vettore-riga nullo.  Si ha 
 
 
P ! I =
!q2 q2 0 0 ! 0 0
1! q3q2 !1
q3
q2 0 ! 0 0
1! q4q3 0 !1
q4
q3 ! 0 0
1! q5q4 0 0 !1 ! 0 0
! ! ! ! ! ! !
1! qN!1qN!2 0 0 0 !
qN!1
qN!2 0
1! qNqN!1 0 0 0 ! !1
qN
qN!1
1 0 0 0 ! 0 !1
"
#
$
$
$
$
$
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
'
'
'
'
'
 
Attenzione! I coefficienti delle diverse equazioni sono gli elementi delle colonne di questa matrice, non delle 
righe come si fa usualmente; ciò è dovuto al fatto che nella scrittura ! " P # I( ) = 0  (e in generale, nell’algebra 
delle catene di Markov), il vettore su cui la matrice opera è un vettore-riga posto a sinistra della matrice, 
anziché una colonna posta alla destra. 
Si nota intanto che la prima colonna di P ! I  è l’opposto della somma delle rimanenti; quindi la prima 
equazione del sistema è combinazione lineare delle rimanenti equazioni, e perciò può essere ignorata.  Le altre 
equazioni, dalla seconda alla N-esima, si scrivono esplicitamente come segue: 
 q2 !1 " !2 = 0   quindi  !2 = q2 !1 ; 
 q3q2
!2 " !3 = 0   quindi  !3 =
q3
q2
!2 =
q3
q2
"q2 !1   cioè  !3 = q3 !1  
 q4q3
!3 " !4 = 0   quindi  !4 =
q4
q3
!3 =
q4
q3
"q3 !1   cioè  !4 = q4 !1  
eccetera; per 2 ! i ! N  si ottiene 
 !i = qi !1 . 
La distribuzione π deve quindi avere la forma: 
 ! = " ,"q2 ,"q3 ,… ,"qN( ) . 
Osserviamo che , quindi la relazione scritta sopra si può scrivere anche 
 ! = "q1,"q2, … ,"qN( ) . 
q1 = p1 +…+ pN = 1
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Il valore di !  si determina imponendo la somma delle componenti di π sia 1, dovuta perché π è una densità 
discreta di probabilità. quindi la condizione richiesta è soddisfatta se 
 
! = 1q1 + q2 +…+ qN
= 1
µ
, 
in cui µ  è la media di T, il calcolo è stato svolto all’inizio.  Dunque 
 ! = q1
µ
, q2
µ
, … , qN
µ
"
#$
%
&'
. 
Nell’ambito dello stesso problema, studiamo ora una nuova variabile, che indicheremo con S: 
 S = età incompleta del pezzo osservato 
La distribuzione di probabilità che assegniamo a S è π, distribuzione invariante della catena di Markov perché a 
questa converge in legge la probabilità dell’osservazione dell’età di un pezzo, e qui vogliamo studiare S quando 
il sistema è in funzione da lungo tempo.  Il significato di S è il seguente, per esempio nell’ambientazione del 
carcere, come descritta sopra: 
Immaginando che da molti anni la disciplina del “braccio 5” sia quella descritta (questo serve per dire che sono 
già avvenute molte transizioni), faccio visita al detenuto rinchiuso nella cella numero 1, e gli chiedo: 
 “quale anno della tua pena stai attualmente scontando?” 
La risposta che ottengo è un’osservazione del valore di S. 
È interessante calcolare il valore atteso di S che, vedremo, non è uguale al valore atteso di T.  Le due variabili 
sono legate tra loro, ma non sono la stessa cosa: T è la variabile che esprime il numero di anni che trascorrerà 
effettivamente in cella una persona condannata oggi a 5 anni; S rappresenta invece ciò che abbiamo descritto 
sopra, che attiene alla posizione (cella) osservata, non a un determinato individuo detenuto.  
Nell’ambientazione delle gomme del camion: T è il numero di anni per i quali viaggerà il pneumatico che il 
gommista sta montando adesso; S indica “da quanti anni viaggia il pneumatico anteriore destro”; come prima, S 
parla della posizione osservata, non di un assegnato pneumatico. 
Nell’ambientazione delle penne: S rappresenta “da quante settimane Enrico sta adoperando la penna che ora ha 
in mano”; T rappresenta “per quante settimane sarà utilizzata una penna nuova che Enrico tiene di scorta.  S 
riguarda Enrico, T riguarda la penna. 
Nel caso generale: la distribuzione di probabilità di T è p1,… , pN( ) , quella di S è !1,… , !N( ) . 
Ritorniamo alla trattazione generale, e calcoliamo E S[ ] . 
 E S[ ] = i ! qi
µi=1
N
" = 1µ i !qii=1
N
" = 1µ ii=1
N
" ! pk
k=i
N
" = 1µ pkk=1
N
" ! i
i=1
k
" . 
La figura chiarisce il modo in cui sono state scambiate le sommatorie.  Procediamo nel calcolo. 
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E S[ ] = 1
µ
pk
k=1
N
! " i
i=1
k
! = 12µ pk " k k +1( )k=1
N
! = 12µ pk " k
2
k=1
N
! + pk " k
k=1
N
!
#
$
%
&
'
( =
1
2µ E T
2[ ]+ E T[ ]( ) =
= 12µ E T
2[ ]+ µ( ) = 12µ var T( ) + µ2 + µ( ) = var T( )2µ + 12 µ +1( ).
 
Ora esaminiamo un’altra grandezza aleatoria, collegata con T e S, ma diversa da entrambe; si tratta della 
variabile che giustifica il titolo “paradosso dell’ispezione”: 
 Q = durata del pezzo osservato. 
Cioè: vado, in un giorno casuale, a fare visita al detenuto della cella 1 del braccio 5 (detenuto di cui non so 
nulla); la corrispondente osservazione di Q diverrà nota il giorno in cui egli uscirà dal carcere; quel giorno Q 
prenderà il valore della durata della pena che il detenuto avrà scontato in cella.  Altrimenti: metto un 
contrassegno sul pneumatico anteriore destro del camion, e chiedo di essere informato nel momento in cui 
questo verrà sostituito, del numero di anni per i quali quel pneumatico ha viaggiato: il numero che mi sarà 
comunicato costituirà l’osservazione di Q; ancora: chiedo a Enrico di comunicarmi, quando la sostituirà, per 
quante settimane ha utilizzato la penna che aveva in uso quando gli ho fatto la richiesta 
È interessante calcolare la media di Q.  Neppure questa risulterà uguale a µ , media di T, nonostante Q, come T, 
rappresenti la durata di un “pezzo”.  Vediamo. 
Esattamente come T, Q può assumere i valori 1, 2,… , N .  Calcoliamo la probabilità che Q assuma uno di 
questi valori (sia k), spezzando l’evento “Q = k ” nella unione di eventi disgiunti, nel modo seguente: 
 
 
Q = k{ } = Q = k( )! S = 1( ){ }" Q = k( )! S = 2( ){ }"…" Q = k( )! S = k( ){ } = Q = k( )! S = i( ){ }
i=1
k
!  
e quindi P Q = k( ) = P Q = k( )! S = i( )( )
i=1
k
" . 
Osserviamo che gli eventi al secondo membro esauriscono effettivamente le possibilità che si verifichi l’evento 
Q = k : se S > k , cioè il pezzo è operativo da più di k anni (ovvero, “istanti”), la sua durata sarà di certo 
maggiore di k. 
Per ciascun i ! k  è 
 P Q = k( )! S = i( )( ) = P S = i( ) "P Q = k( ) S = i( )( ) . 
Abbiamo P S = i( ) = !i .  L’altro fattore esprime la probabilità che la durata complessiva di un pezzo sia k, 
sapendo che lo si è osservato in età i, con i ! k , cioè la probabilità che la durata di un pezzo sia k, sapendo che 
tale durata è ! i .  Cioè: 
 P Q = k( ) S = i( )( ) = P T = k( ) T ! i( )( ) = P T = k( )P T ! i( ) =
pk
pi + pi+1 +…+ pN
= pkqi
. 
(Commento esplicativo: sembra quasi che ci stiamo contraddicendo, avendo qui sopra sostituito “Q = k ” con  
“T = k ”, dopo avere poco fa precisato che Q e T sono variabili differenti.  La differenza consiste nel fatto che 
Q rappresenta la durata complessiva di un pezzo ispezionato in opera, T quella di un pezzo nuovo: il pezzo 
ispezionato in opera è già operativo da un certo tempo; anche non conoscendo tale tempo, questo influenza la 
previsione di durata complessiva di quel pezzo, da qui la diversità tra T e Q.  Quando però ammettiamo di 
conoscere S = i , cioè l’età del pezzo al momento dell’ispezione, non c’è più differenza tra le probabilità di 
“Q = k”  e “T = k ” condizionate all’informazione “ S = i ”). 
In definitiva abbiamo 
 P Q = k( )! S = i( )( ) = "i # pkqi
= qi
µ
# pkqi
= pk
µ
, 
valore costante rispetto a i 1! i ! k( ) ; allora 
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P Q = k( ) = P Q = k ! S = i( )
i=1
k
" = pkµi=1
k
" = 1µ ( pk + pk +…+ pk
k  volte
! "## $## ) = k pkµ . 
e infine 
 E Q[ ] = k !P Q = k( )
k=1
N
" = k2 pkµk=1
N
" = 1µ E T
2#$ %& =
1
µ
var T( ) + µ2( ) = µ + var T( )µ . 
Proprio questo risultato prende il nome di “paradosso dell’ispezione”: la durata media di un pezzo applicato in 
un certo ruolo è µ ; ma se noi osserviamo il pezzo in funzione in una determinata posizione, la durata media di 
quel pezzo ha un valore maggiore; l’incremento di durata attesa è direttamente proporzionale alla varianza della 
durata dei pezzi nuovi. 
In realtà non c’è alcuna contraddizione.  Poiché la durata di un pezzo è aleatoria, alcuni pezzi rimangono 
operativi più a lungo di altri; in un’ispezione casuale è perciò più probabile incontrare pezzi longevi, piuttosto 
che pezzi effimeri.  Per esempio, ragioniamo sul modello delle penne usa e getta. Supponiamo che la 
distribuzione di probabilità della durata effettiva T di ciascuna penna sia uniforme: pi = 15  per 1! i ! 5 .  
Questo significa, grosso modo, che se potessimo assistere alla “storia” di 500 penne di Enrico, utilizzate in 
sequenza, ciascuna per sostituire la precedente ritenuta esaurita, ne vedremmo circa 100 della durata di una sola 
settimane, 100 di due settimane, … , 100 di 5 settimane.  La durata complessiva della dotazione di 500 penne 
sarebbe di 100 !1+100 !2 +…+100 !5 = 1500  settimane.  In queste 1500 settimane Enrico (che si spera sia 
ormai laureato…) avrebbe usato 100 penne “longeve” (durata 5) per complessive 500 settimane, 100 penne da 
4 settimane per complessive 400 settimane, … , 100 penne “effimere” (durata 1) per complessive 100 
settimane.  Se in una domenica a caso di quelle 1500 settimane avessimo telefonato a Enrico pregandolo di 
comunicarci la durata totale Q della penna usata in quel momento, con probabilità 5001500 =
1
3  avremmo avuto 
Q = 5 , mentre la probabilità di ottenere Q = 1 sarebbe stata soltanto 1001500 = 115 .  Invece, se avessimo 
contrassegnato una penna a caso nella confezione di 500 penne nuove, e chiesto a Enrico di informarci sulla 
durata T di quella penna, quando l’avrebbe utilizzata, la probabilità di avere la risposta T = 5 , oppure T = 1 , o 
ciascun altro valore tra 1 e 5 sarebbe stata comunque 15 .  Per questa ragione la media di Q è maggiore della 
media di T: perché le penne longeve restano in servizio più a lungo, aumentando cosi la probabilità di essere 
scelte nell’ispezione con scelta casuale (quindi uniforme) della settimana dell’ispezione, rispetto alla scelta 
casuale della penna nel pacco da 500. 
A completamento dello studio di questo problema calcoliamo la probabilità che, compiendo l’ispezione, si 
debba sostituire il pezzo, e più precisamente, che ciò avvenga per “anzianità”, o per “avaria”.  Il primo caso 
(sostituzione per anzianità) significa che l’ispezione osserva il pezzo in opera da N periodi (compreso quello in 
corso), quindi secondo le regole, alla fine del periodo questo sarà sostituito; il secondo (sostituzione per avaria) 
significa che l’anzianità è minore ma il pezzo non dà più affidamento, e sarà quindi sostituito alla fine del 
periodo in corso. 
Se avviene il rinnovo (senza chiedersi quale sia la causa), il sistema passa allo stato 1.  Lo stato (incerto) in cui 
si trova Xn  può essere 1, 2, … , N; se n è abbastanza grande, la probabilità di osservare ciascuno di questi stati 
è distribuita come π, probabilità invariante.  La distribuzione di probabilità degli stati per Xn+1  è ! "P , cioè 
ancora π.  La probabilità che alla fine del periodo n sia avvenuto il rinnovo è quindi la probabilità di avere 
Xn+1 = 1 , cioè la prima componente di ! "P , vale a dire !1 =
1
µ
. 
Il risultato è intuitivamente ragionevole perché µ  è la vita media di un pezzo, quindi si attende mediamente un 
rinnovo ogni µ  periodi, cioè una volta ogni µ ispezioni. 
La probabilità che si debba sostituire il pezzo “per anzianità” è evidentemente !N ; quindi la probabilità che si 
debba sostituire il pezzo “per avaria” è dunque !N " !1 . 
Queste sono le probabilità congiunte, cioè rispettivamente, che il pezzo sia da sostituire e abbia età N, oppure 
che sia da sostituire e abbia età minore di N.  Le probabilità condizionali, quando si assuma come dato il fatto 
43 
che deve avvenire la sostituzione si ottengono dividendo le prime per !1 , probabilità di dover sostituire il 
pezzo; quindi 
 P pezzo in età N pezzo da sostituire( ) = !N1
µ
= µ!N = qN = pN ; 
 P pezzo in età < N pezzo da sostituire( ) = !1 " !N1
µ
= µ !1 " !N( ) = 1" pN ; 
risultati coerenti con i dati del problema.  Infatti il “condizionamento” «pezzo da sostituire» considera valide 
soltanto le ispezioni che osservano un pezzo da sostituire; in questo modo viene neutralizzata la maggiore 
esposizione dei pezzi più longevi, e quindi la probabilità condizionale di trovare un pezzo di età N coincide con 
la probabilità che un pezzo nuovo lavori per N periodi, che è pN .  La probabilità condizionale di osservare il 
pezzo in età < N  è il complemento a 1 della precedente, trattandosi dell’evento contrario. 
Esempio numerico (1). Calcoliamo i valori descritti fin qui in generale, nel caso in cui si abbia: 
 N = 4 ; p1 = p2 = 0,2 ; p3 = p4 = 0,3 . 
Non c’è altro che svolgere i calcoli secondo le regole che abbiamo determinato: 
 q4 = p4 = 0,3; q3 = p3 + p4 = 0,6 ; q2 = p2 + p3 + p4 = 0,8 ; q1 = 1; µ = q1 + q2 + q3 + q4 = 2,7 ; 
quindi la durata media di ciascun pezzo è E T[ ] = 2,7 periodi . 
La distribuzione invariante è 
 ! = q1
µ
, q2
µ
, q3
µ
, q4
µ
"
#$
%
&'
= 0,37 ; 0,30 ; 0,22 ; 0,11( ) . 
Calcoliamo E S[ ] , età media del pezzo osservato.  S assume gli stessi valori di T, con distribuzione di 
probabilità π; quindi 
 E S[ ] = 1!0,37 + 2 !0,30 + 3!0,22 + 4 !0,11= 2,07 . 
Ora calcoliamo la varianza di T.  Si ha 
 valori di T 2 1 4 9 16probabilità 0,2 0,2 0,3 0,3 ;     E T
2!" #$ = i2 % pi
i=1
4
& = 8,5 ; 
 var T( ) = 8,5 ! 2,72 = 8,5 ! 7,29 = 1,21 . 
Possiamo, come controllo, calcolare E S[ ]  con la formula che abbiamo ricavato in precedenza: 
 E S[ ] = var T( )2µ +
1
2 µ +1( )  
ossia, con i dati attuali 
 E S[ ] = 1,215,4 +
1
2 !3,7 = 2,074 . 
Il piccolo scarto tra i due valori ottenuti per E S[ ] è dovuto agli arrotondamenti effettuati nel valutare le 
componenti di π. 
Durata media del pezzo osservato: 
 E Q[ ] = µ + var T( )
µ
= 2,7 + 1,212,7 = 3,15  
Esempio numerico (2). Calcoliamo gli stessi valori, nel caso in cui si abbia: 
 N = 2 ; p1 = 0,9 ; p2 = 0,1 . 
In questo caso abbiamo: 
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 q2 = p2 = 0,1; q1 = 1; µ = q1 + q2 = 1,1; 
quindi la durata media di ciascun pezzo è E T[ ] = 1,1 periodi . 
La distribuzione invariante è 
 ! = q1
µ
, q2
µ
"
#$
%
&'
= 0,91; 0,09( ) . 
E S[ ] , età media del pezzo osservato: 
 E S[ ] = 1!0,91+ 2 !0,09 = 1,09 . 
Varianza di T: 
 valori di T 2 1 4probabilità 0,9 0,1 ;     E T
2!" #$ = 1%0.9 + 4 %0,1= 1,3 ; 
 var T( ) = 1,3!1,12 = 0,09 . 
Ricalcolo di E S[ ] : 
 E S[ ] = var T( )2µ +
1
2 µ +1( ) =
0,09
2,2 +
1
2 !2,1= 1,09 . 
Durata media del pezzo osservato: 
 E Q[ ] = µ + var T( )
µ
= 1,1+ 0,091,1 = 1,18 . 
Osserviamo che in questo caso la differenza relativa tra E T[ ]  e E Q[ ]  è piuttosto piccola; questo si spiega 
osservando che solo una volta su 10 un pezzo è “longevo”, ossia in grado di durare per due periodi; quindi le 
ispezioni trovano molto probabilmente pezzi la cui durata è di un solo periodo: in media, soltanto in due periodi 
ogni 11 l’ispezione incontrerà un pezzo longevo. 
Esempio. Il “Modello di Ehrenfest” per la diffusione di un gas (Pintacuda es.9.5.2) 
Il modello vuole descrivere il comportamento delle molecole di un gas contenuto in un recipiente diviso in due 
parti A, B di uguale volume, tra loro comunicanti.  Si immagina che in ogni istante avvenga uno solo di questi 
eventi: una molecola transita da A a B, oppure una molecola transita da B ad A (diversamente dal modello del 
mescolamento, nel quale ogni transizione consisteva nello scambio di due oggetti tra A e B).  La transizioni 
sono qui dello stesso tipo dell’esempio degli ombrelli, ma le loro probabilità debbono essere calcolate in altro 
modo.  È ragionevole pensare che la molecola da trasferire sia scelta con distribuzione uniforme tra tutte quelle 
complessivamente presenti nel recipiente; quindi è più probabile la transizione da dove ci sono più molecole a 
dove ce ne sono di meno, che viceversa. 
Sia 2N  il numero complessivo di molecole.  Lo stato Xn = i  esprime il numero i di molecole contenute in A 
dopo n transizioni. Se i = 0  oppure i = 2N  la transizione avverrà con probabilità 1 allo stato 1 oppure allo stato 
2N !1 , rispettivamente: quindi 
 p0, j =
1 se j = 1
0 se j >1
!
"
#
; p2N , j =
1 se j = 2N $1
0 se j < 2N $1
!
"
#
. 
Per 1! i ! 2N "1  abbiamo invece 
 pi, j =
i
2N se j = i !1
1! i2N se j = i +1
0 altrimenti
"
#
$$
%
$
$
 
La matrice di transizione appare quindi così: 
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P =
0 1 0 0 0 ! 0 0 0 0
1
2N 0 2N!12N 0 0 ! 0 0 0 0
0 22N 0 2N!22N 0 ! 0 0 0 0
! ! ! ! ! ! ! ! ! !
0 0 0 0 0 ! 2N!22N 0 22N 0
0 0 0 0 0 ! 0 2N!12N 0 12N
0 0 0 0 0 ! 0 0 1 0
"
#
$
$
$
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
'
'
'
 
La catena non è regolare, perché nessuna potenza di P ha tutti i termini positivi.  Le potenze dispari, P2k+1 , 
hanno i termini pi,i2k+1
( )  sulla diagonale principale tutti nulli, perché a ogni passo il numero di molecole in A 
varia di 1, quindi in un numero dispari di passi non può ritornare al valore da cui era partito.  Per un motivo 
analogo, pi,i+12k
( ) = 0 : in un numero pari di passi il numero di molecole in A cambia con una differenza pari, 
quindi non può aumentare di 1. 
La catena è tuttavia irriducibile, quindi esiste ed è unica la distribuzione invariante π.  Le sue componenti sono: 
(*) !i =
1
22N
" 2Ni( ) , i = 0,1,… , 2N . 
Il modo più semplice per verificare (*) è far vedere che questa distribuzione è reversibile, cioè soddisfa le 
equazioni del bilancio dettagliato 
 !i pi, j = p j p j,i , i, j = 0,1,… , N . 
È sufficiente verificare che, per 0 ! i ! 2N "1 , 
 !i pi,i+1 = !i+1 pi+1, i . 
Infatti è 
 !i pi, i+1 =
1
22N
" 2Ni( ) " 2N # i2N = 122N "
2N 2N #1( )… 2N # i +1( )
i! "
2N # i
2N ; 
 
!i+1 pi+1, i =
1
22N
" 2Ni +1( ) " i +12N = 122N "
2N 2N #1( )… 2N # i +1( ) 2N # i( )
i +1( )! "
i +1
2N =
= 1
22N
"
2N 2N #1( )… 2N # i +1( ) 2N # i( )
i! "
1
2N .
 
La distribuzione invariante ha proprietà qualitative analoghe a quelle osservate nell’esempio del “modello di 
diffusione”: i valori più grandi di !i  si concentrano intorno a i = N , cioè nelle posizioni centrali, 
corrispondenti a una ripartizione del gas in parti uguali, o poco diverse, tra le zone A e B.  I reciproci dei !i , 
che rappresentano i tempi medi di ritorno allo stato i, se da tale stato si parte, crescono rapidamente quando i si 
avvicina a 0 oppure a 2N.  Soprattutto, è interessante valutare il rapporto tra il tempo di ritorno allo stato N (il 
più probabile nella distribuzione invariante π) e il tempo di ritorno in uno stato N + j  con j ! 0  (quindi meno 
equilibrato).  Si calcola: 
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!N+ j, N+ j
!N ,N
= "N
"N+ j
= 2
2N
2N
N + j( )
#
2N
N( )
22N
=
2N( )!
N!( )2
#
N + j( )! N $ j( )!
2N( )! =
N + j( )!
N! #
N $ j( )!
N! =
=
N +1( ) N + 2( )… N $1+ j( ) N + j( )
N $ j +1( ) N $ j + 2( )… N $1( )N =
N $ j +1+ j( ) N $ j + 2 + j( )… N $1+ j( ) N + j( )
N $ j +1( ) N $ j + 2( )… N $1( )N =
= 1+ jN $ j +1
%
&'
(
)*
1+ jN $ j + 2
%
&'
(
)*
1+ jN $1
%
&'
(
)* … 1+
j
N
%
&'
(
)* > 1+
j
N
%
&'
(
)*
j
.
 
Ora pensiamo N abbastanza grande e j piccolo rispetto a N, per esempio N = 1020  e j = 10!6 "N .  Con questi 
valori abbiamo la stima 
 
!N+ j, N+ j
!N ,N
" 1+ 1
106
#
$%
&
'(
1014
= 1+ 1
106
#
$%
&
'(
106)108
* e10
8
*1043˙ 429˙448.  
Dunque, è praticamente impossibile che il sistema faccia ritorno allo stato N + j , che pure differisce dallo stato 
“equilibrato” N soltanto per un milionesimo di N. 
 
