Three-dimensional thermal and radiometric models have been developed to study the passive JR signature of a land mine buried under a rough soil surface. A finite element model is used to describe the thermal phenomena, including temporal variations, the spatial structure of the signature, and enviromental effects. The Crank-Nicholson algorithm is used for time-stepping the simulation. The mine and the surroundings are approximated by pentahedral elements having linear interpolation functions. The FEM grid for the soil includes a random rough surface having a normal probability density and specified covariance function. The mine is modeled as a homogeneous body of deterministic shape having the thermal properties of TNT. Natural solar insolation (both direct and atmosphericscattered components) and the effects of convective heat transfer are represented by linearized boundary conditions.
INTRODUCTION
Jn this paper three-dimensional thermal and radiometric models are developed for soil containing a buried land mine. The objective of this work is to improve our understanding of the physical processes that produce the thermal mine signature. It is our hope that this model will also improve comprehension and interpretation of thermal JR imagery, suggest more efficient usage of JR sensors, and lead to the development of more robust signal processing techniques.
JR detection of land mines has a long history, and recently there has been extensive work in this area. Most existing studies, however, are concerned with signal processing algorithms or the performance achieved by a particular sensor and not with the underlying physical bases of the signatures. Although many experimental and empirical studies of these signatures have been performed, the underlying phenomena are still poorly understod. Prior studies and anecdotal evidence have implicated several physical phenomena including thermal effects related to the mine, soil disturbances, and changes in soil moisture. The presence of the mine also indirectly influences the vitality of overlying vegetation, which may have a role in the signature. Among the physics-related papers on thermal imaging we note the work of LeSchack and Del Grande' who describe the effects of emissivity on target signatures in the context of a two-color JR system. Janssen et al.2 reported a study of basic phenomenology in which several sensors were used to examine the time evolution of signatures for both buried and surface mines. A related study is that of Maksymomko et al.3 who measured the temperatures of both live and surrogate mines through multiple diurnal cycles. Simard4 found a linear relation between the apparent temperature of buried mines and the soil temperature gradient on gravel roads. Russel et al.5 showed that this gradient could be predicted from remote soil temperature measurements, making it possible to assess the potential effectiveness of an JR sensor prior to use. The possibility of using polarization information was examined briefly by Barbour et al. 6 and Larive et al. 7 DiMarzio et al.8 present spectroscopic data collected by a non-imaging sensor. Pregowski and Swiderski9 present a qualitative discussion of the effects of soil cover and water content. Another work, obliquely related to the effort proposed here, is that of Del Grande et al.,'° who discuss the use of computed tomography and a finite difference thermal analysis code (TOPAZ3D) for imaging structural flaws in materials. Discussions of the physics of non-thermal hyperspectral sensors are rare. Among these works we note a paper by DePersia et al.1' in which the spectral signatures of various types of soil disturbances are discussed. A simulation tool for surface mines in the UV to near JR is described by Flynn et al.12 While models for a mine's thermal signature are not well developed, there has been progress in modeling the temperature of homogeneous soil over a diurnal cyc1e.138 In a previous unpublished work'9 the authors extended those efforts to develop one-dimensional models for natural solar heating of soil and mines. Those models address both homogeneous earth and layered earth containing strata with mine-like properties. We developed analytical models to predict the temperature distribution on the surface and at depth. In spite of the crude approximations inherent in a 1-D model, the results predict many phenomena observed in thermal mine imagery, including the presence of cross-over times, the time lag between solar flux and mine signatures, signature differences between thermally conducting and insulating mines, and the effects of depth on JR detection.
This work begins with a discussion of the underlying physics in Section 2. The mathematical formulation of the thermal model is given in Section 3, which also presents the FEM formulation and assumptions regarding the boundary conditions (whereby the source is introduced). The radiometric models are discussed in Section 4. Models for the sunlight and skylight, the rough surface approximation for the soil surface, and the radiometric quantities are discussed. Simulation results for a representative simulant anti-tank mine are presented in Section 5. Concluding remarks appear in Section 6.
PHYSICAL DESCRIPTION OF PROCESSES
Thermal emission from the soil over a buried mine depends on the surface temperature and emissivity. The surface temperature is a result of (1) the solar-driven, diurnal flow of thermal energy into and out of the soil, (2) the effect of the buried mine on that flow, and (3) JR radiation from the surface. Three heat transfer mechanisms are involved in these processes. Conduction occurs in the soil and at the soil-mine interface. At the soil-air interface convective and radiative mechanisms are present. Convection involves the transfer of heat between the soil and air and is greatly affected by wind. Radiative heat transfer involves direct solar radiation, atmosphere-scattered solar radiation, and thermal radiation between the earth and atmosphere. All of these processes are time varying (and herein, assumed periodic) over the diurnal cycle. Jn this work we measure time t with respect to midnight local time. Mathematical description of the phenomena are as follows:
The temperature distribution in the soil and mine is described by the three-dimensional heat flow equation
((r)VT(r,t)), (1) where T(r, t (2) where .Fnet S the net heat flux into the ground, is the incident solar radiation reduced by cloud extinction, atmospheric absorption, soil albedo and the cosine of the zenith angle, Fsky ]S the sky brightness with a correction for cloud cover, Fh 5 the sensible heat transfer from land to atmosphere due to convection, and .Fgr S the gray body emission from soil's surface.* Watson13 used -F8(t) = S(:[ -A)(1 -CyI-1(t) (3) to approximate the short-wavelength solar flux. Jn Eq. (3) S0 = 1353 [W/m2] is the solar constant, A is the ground albedo, C is a factor that accounts for the reduction in solar flux due to cloud cover, and 7-1(t) is the local insolation function. Explicit expressions for the local insolation 7-1(t) can be found in the literature.'3'22 The quantity .'F8k is the long-wavelength radiation from the atmosphere given by Stefan's law, .T8k(t) = OT'kY(t) * In formulating this expression we have ignored changes in the state in the medium, which would appear as a latent heat term. Such terms have been considered previously by Kahle'5 and England.2' where 7 = 5.67 x 108 [W m2 K4] is the Stephen-Boltzman constant and T8k {K] is an effective sky radiance temperature. The heat loss due to ground radiation is given by a similar expression, .Tgr(t) euTgr (t) where E is the mean emissivity of the surface and Tgr(t) S the soil temperature at the soil-air interface. Kahle'5 modeled sensible heat transfer between the surface and atmosphere as .Fsh(t) = PaCpaCd(W(t) + 2)(Tajr(t) -Tgr(t)).
( 4) where Pa 1.16 [kg/rn3] is the density of air, Cpa 1007 [J kg' K1] is the specific heat of air, Cd is the wind drag coefficient (chosen to be 0.002), and W(t) is the wind speed. Kahle,15 drawing on measurements by Kondratyev,23 formulated an empirical model for the air temperature, which was later modified by England'7 to yield the expression
where t is the local time (in hours) measured from midnight, and T,ajr and Tdel are estimated from local meteorological data available from the National Weather Service. Kahle also proposed a model for the sky temperature, which was modified by England17 using Brundt's formula15
Tk(t) = Tair(t)(O.61 + O.O5v')025, (6) where w is the water vapor pressure in mmHg. The radiative components seen by the JR camera include (1) thermal radiation from the soil surface, (2) soilreflected sunlight, (3) soil-reflected skylight (thermal emission from the atmosphere and sunlight scattered by particles and air molecules) , and (4) a negligible amount of thermal emission from the atmosphere directly to the camera. Thermal emission from the soil surface depends on the surface temperature and emissivity. The surface temperature distribution can be obtained from the solution of Eq. (1) with the boundary condition given by Eq. (2). The power emitted by the soil surface is determined from the soil's spectral radiance function. The radiance function for that graybody emitter is given by the product of the surface emissivity S and the blackbody spectral radiance LA(T) described by Planck's radiation law
where h = 6.63 We write the radiation emitted by the surface as the product Lsur1(A,O,,r) = e(,\,9,Ø,r)LA(T(r)), (8) where S(1\, 0, ,r) is the spectral directional emissivity. In this work we make the approximation that soil is a diffuse emitter, i.e., the emissivity is independent of direction. From the above expressions it is clear that emissivity has a direct effect on the thermal signature. In addition, grass and other forms of ground cover have a strong effect on the heat flow process and on the reflection and radiation of thermal energy. A study of the emissivity of natural materials has been made by Salisbury and D'Aria.24 '25 The reflectivity of these materials can be obtained from the emissivity values by using the Kirchoff's law for an opaque body, 1? = 1 -E. Using the diffuse emitter approximation, the received radiance can be written as Lrec(#\,r) = e(A,r)Lsuri()t,r) + 7(A,r) [L8(A) + Lky(A)] . (9) This radiance expression permits us to calculate the power incident on an JR detector surface D from the radiating soil surface S. The power incident on the detector can be found by
O,cos °2 (10) where R is the distance between a point on surface S and a point on the detector D, cos 9, and cos are the projection of normal vectors for the surfaces D and S in the direction of the radiation, and the spectral band of interest is A,-A2. The JR image is formed by Eq. (10).
THERMAL MODELING USING THE FINITE ELEMENT METHOD
The finite element method (FEM) is an efficient computational technique, widely used for the solution of heat transfer problems. The essential feature of this technique is the spatial discretization of the computational domain.
In what follows we denote the computational volume by Il and its boundary by IT. We take this volume to have a parallelepiped shape (with the exception of the rough surface at the soil-air interface). The boundary planes in x and y of the computational volume are denoted r d F respectively. The lower boundary plane is denoted I,..
An individual element of the subdivided volume and its boundary are represented by lie and Fe , respectively. The element boundaries on the soil-air interface are represented with Fe,ajr. We require the steady state solution of Eq. (1) with suitable boundary conditions when driven by a time-varying source. The temperature ranges of interest are relatively small (a few tens of Kelvins) , and over this limited range the thermal properties of soil and mine are assumed to be independent of temperature and of time. As a result, phenomena such as the drying of soil and the movement of soil water are neglected in the current model. We also assume that the temporal and spatial dependencies of T(r, t) are separable within an element.
Over each element çe we approximate the temperature distribution as Te(r,t) = T(t)(r), (11) where (r) are user-prescribed interpolation functions, Ne denotes the number of nodes over the subdivided finite element, and T (t) are the nodal temperatures which comprise the unknown coefficients in our representation. Using this expression in Eq. (1) and enforcing weak equality with the weighting function w(r) we obtain
Continuity in temperature and flux are enforced on the surface F shared by adjacent elements. On F external boundary conditions (described below) are imposed. We use the Galerkin formulation, in which the weighting functions are chosen to be identical to the interpolation functions. This formulation minimizes the mean error over the volume and is the best approximation in the variational sense. The boundary conditions imposed on the problem are determined from physical considerations. For the transverse coordinates x and y, we assume the presence of an infinite rectilinear array of mines (e.g., a mine field). As a result of symmetry arguments, we can set the normal derivatives of T equal to zero on F and F. Although an infinite array of mines is being analyzed, for a sufficiently large computational volume, there is negligible interaction between mines, and the results are a good approximation to the response of an isolated mine. For the boundary condition on F (at the bottom face of the computational volume) we observe that at sufficiently large depths (a few tens of centimeters) the temperature is independent of time over a diurnal cycle. This typical "diurnal depth" can be predicted from one-dimensional models of soil'9 using thermal characteristics found in the literature.2628 On the basis of these findings, we can set T equal to a constant on F.
It remains to specify the boundary condition at the soil-air interface. As noted in Eq. (2) this condition involves a nonlinear function of T. Over the limited temperature range of interest, however, the result can be linearized using a technique described by Watson. 13 We write ÔT(r, t) T(r, t)(PaCpaCd(W(t) + 2) + 4wT(t)) -3(t) -PaCpaCd(W(t) + 2)Tair(t) _ 4caT(t). (13) This change renders the entire problem linear.
A boundary condition at t = 0 is also required. Although the solution procedure described below will converge to a steady state value using T(r, t = 0) = 0 as the initial condition, the computation time can be reduced if the average depth-dependent temperature of homogeneous soil is used as a starting value. A suitable estimate is given by 1 r 'r f\ ds A 4 c ITi 'ii iT JL J5Uflb)Ub '-tWA sky + + h)1 air T(r t = 0) = ' " -- (14) 4wTkY + PaCpaCd(W + (15) in which boldface letters represent vectors, overlined boldface letters represent matrices and the superposed dot on T denotes the derivative with respect to time. The elements of these matrices and vectors are given by = L p(r)C(r)(r)(r)dr, (16) K3 = f Kr) 
and F = fFe, + PaCpaCd(W(t) + 2)Tair(t) + sun(t)] (r)dS.
The spatial discretization was accomplished using pentahedral elements. A sample spatial discretization is shown in Fig. 1 . This choice of element allows us to represent an arbitrary rough surface and it is amenable to the calculations required in our radiometric model. Linear interpolation functions 4 (r) were chosen. Temporal discretization of Eq. (15) leads to a finite difference formulation, which is solved using the CrankNicholson scheme. We have (2M + tt+t)Tt+t = Lt (F + F+) + (2M + (19) Eq. (19) is solved at each time step to evaluate the nodal temperatures Employing an LU decomposition technique for this solution is inefficient because the matrices M and K are sparse. Banded matrix storage provides a partial remedy for this problem, but limitations in node numbering usually results in ineffecient memory use. An efficient sparse solver is employed in our work.
RADIOMETRIC MODELING
To predict the mine signatures seen by an JR camera, a radiometric model must be combined with the thermal FEM model. The radiometric model describes the spatial and spectral characteristics of the fluence transmitted from the soil surface to the JR detector. The model requires the spectral behaviour of the source (sunlight and the skylight), a rough surface model to describe the soil-air interface, and the spectral behaviour of the soil. A flat spectral model is assumed for soil in this paper. A more realistic model is being investigated.
Sunlight and Skylight Models
The radiance due to sunlight and skylight comprise the source function for our themal model, and reflections from the soil are a radiometric component of interest. The total radiation over the entire spectrum due to sunlight and skylight are required for the thermal model and are given by and .Fsky, respectively. More detailed spectral radiance models are required to describe the reflected components seen by the JR camera.
The radiance L5 can be modeled with reasonable accuracy by a blackbody radiator. Neckel and Labs29 show that a blackbody source at 58OO K represents a good numerical fit to exoatmospheric measured radiance data in the visible and near JR bands. Thekaekara and Drummond3° summarized data regarding the components of the total radiation and their spectral distribution, and they proposed standard values for them. Measured solar radiation at different sites and models for meteorological and climatic factors are presented in a summary by Dogniaux31 prepared for the European Community Programme on Solar Energy. The measurement techniques and instruments are described in Coulson.32 Our radiometric model of comprises the blackbody source approximation mentioned above. Atmospheric transmittance is included in our model using the data given by Allen33 and approximated in a functional form by Watson. '3 The quantity Lk depends on the composition of the local atmosphere and is more difficult to measure. Jt comprises wide-angle Rayleigh scattering by molecular constituents (very weak at JR wavelengths) , small-angle Mie scattering by aerosols, and thermal radiation from the warm atmosphere. The thermal contribution is most important at long wavelengths, and can be approximated by a blackbody radiator at the local air temperature. Although there has been extensive work in developing models for sunlight and skylight, local changes in atmospheric particulates and water vapor content can greatly affect model accuracy. Jn addition, a number of molecular species (H20, CO2, CO, N20, 03 , and CH4) have absorption bands in the infrared, which affect the incident solar radiation.26 Our model for L8k comprises a blackbody approximation at the local air temperature.
Rough Surface Approximation
Thermal emission and reflection of ambient light from a rough surface are of considerable importance in predicting the signature seen by an JR sensor. Variations in the surface normal direction affect the natural solar insolation falling on the surface, which influences both thermal heating and surface reflections. JR imagery of rough surfaces may also contain self-shadowing of the surface as a result of the topology. To address these effects we incorporated surface roughness into our thermal and radiometric models. Rough surfaces were constructed by specifying random elevations for points in a rectilinear grid defined by the top surface of our FEM computational volume. The surface is then represented by fitting triangles to the grid points, as shown in Fig. 1 . The same representation is used by both the thermal and radiometric models, which permits the modeling work to be decoupled to a degree. Predicting JR imagery over a rough soil surface is a computationally expensive process, because of the visible surface determination problem. Techniques devised for computer graphics34 offer significant reductions in the computational complexity.
Consider now the problem of generating a rough surface with a random height profile z = f(x, y) having zero mean. For a Gaussian distributed surface this problem can be addressed by expressing the surface in the spatial spectral domain (kr, ku). The spectrum W(k, k) (or equivalently, the covariance or structure function) of the surface is assumed known. We also assumed a Gaussian form for the spectrum, namely:
where L and L are correlation lengths in the x and y directions respectively, and h is the surface rms height. In what follows we take L = L = L. The image is formed via an inverse Fourier transform of a matrix of complex random numbers with uniformly distributed phase and amplitude Some examples of random surfaces generated in this manner are shown in Fig. 2 . Figure 2 . Examples of rough surfaces realized using for a Gaussian spectrum.
RESULTS
The models described above were used to simulate the temporal and spatial signatures of a mine buried under smooth and rough surfaces. In all simulations a steady wind speed of W(t) = W = 2 {m s'] and an average air temperature It is noteworthy that TNT is a better thermal insulator than soil. Mine dimensions and construction details vary significantly. As a representative target, we selected a simulant anti-tank mine35 developed by the US Army. The simulant mine has a diameter of 25 cm and a height of 8.33 cm. The mine is assumed to be composed of TNT as shown in Fig. 3 . The computational volume has the dimensions 0.9984 x 0.9984 x 0.3154 m3 and was discretized with pentahedral elements of size 2.08 x 2.08 x 1.66 cm3 in the x, y, and z directions, respectively. This discretization results in 87552 finite elements and 48020 nodes, which also determines the size of the resulting matrix equation. The memory requirement of the FEM code for this discretization is about 250 MB. The Crank-Nicholson scheme is unconditionally stable, which permits us substantial freedom in choosing the time increment. The time increment was selected to tThe anti-tank simulants contain small metal inserts located at the center of the bottom face of the mine. This insert was not modeled in our work. We do not expect to incur a significant error as a result, because of the insert's size and location.
(a) L=100 cm.
(b) L=20 cm be 360 seconds, which gives good resolution over a 24 hour period. The FEM solution was observed to reach steady after only two simulated diurnal cycles. The simulation takes about 2 hours on a 300 MHz Pentium II machine. The radiometric model requires the triangular rough surface representation and the output of the thermal model. Using these data and the geometry given in Fig. 4 , we construct a virtual JR camera. The virtual sensor is assumed to be a LWIR camera operating near 10 pm. A pixel array of 160 (horizontally) by 120 (vertically) is assumed with an instantaneous field of view of 1 mrad.
x Figure 4 . Sketch of the region of interest including the IR camera. Point 0 is both the center of the field of view and the origin of coordinates. The image plane, the ground transformed image, the surface boundaries of the computational volume, and the global axis are illustrated.
The JR camera is aimed at point 0 as shown in Fig. 4 . Point 0 is also the global origin for both the thermal and radiometric models. To cover the surface above the mine with sufficient resolution, an appropriate camera locations and height must be identified. For this work we selected a camera vertical height of 2 meters, and a horizontal standoff (camera center to point 0) of 3 meters. The resulting ground-projected field of view encompasses most of the computational volume. Figure 5 shows the surface temperature distribution over the mine. The results are presented as a sequence of images evaluated at three hour time increments starting from sunrise. It is experimentally observed that contrast changes occur twice daily at the thermal cross-over times, and these events appear in our simulations. The results suggest that the physical temperature differences during the day peak at roughly 1.73 K occuring about 2 hours before sunset. The temperature difference has a maximum at the center of the mine and diminishes as we move away from the center. The temperature distribution as a function of depth is presented in Fig. 6 . The location of the mine is emphasized with a rectangle. The temperature distribution is again given every three hours starting at sunrise. The figures present the evolution of heat flow into the ground and the influence of the mine on this heat flow. The surface temperature over the mine is cooler at dawn, and it warms as time proceeds. The mine tend to block the flow of heat into the soil, causing the overlying soil to become hotter during the day. During the night, the mine blocks the upward flow of energy in the soil, permitting the layer of soil above the mine to cool more rapidly. These observations and our previous findings using one-dimensional models19 are consistent with the behavior of insulating mines.
Simulations of the 25 cm anti-tank mine simulant appear in Figs. 7 and 8 for the case of a smooth surface and a surface having a 3 cm peak-to-peak variation. The rough surface decorrelation length was 12.5 cm, which leads to reasonably large surface slopes. While the smooth surface case is substantially the same as a perspective-transformed copy of the thermal surface images shown in Fig. 5 , the rough surface case shows significant clutter-like variations, which could easily be mis-detected as false alarms. 
SUMMARY AND CONCLUDING REMARKS
A model for thermal and radiometric effects has recently been developed for predicting the JR signature of buried land mines. The model employs a 3-D numerical solution of the thermal problem based on the finite element method (FEM). This approach permits inhomogeneous soil and the internal structure of the mine to be considered in modeling. In addition, the model incorporates a rough surface for the soil-air interface, which has implications for both thermal heating and for reflected radiometric terms. The temperature distribution computed using the thermal model is combined with surface-reflected radiometric components to produce the image seen at a virtual JR sensor. Several extensions of this work are called for. Example calculations were presented, which show trends observed experimentally, but careful experimental validation of the code is necessary. The spectral content of natural sources and the spectral dependence of nature materials were largely ignored in this work, but will be addressed. Soil inhomogeneity has not been considered, but it presents no significant challenges to our formulation. A Gaussian surface model was assumed. We plan to acquire more realistic surface models using a laser surface profiler, and we intend to incorporate such data in a future work. Surface mines present additional challenges, which must also be addressed.
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