For a (the simplest) discrete-negative-time discrete-space stochastic differential equation (SDE), which admits no strong solution in the classical sense, a weak solution is constructed that is a (necessarily nonmeasurable) non-anticipative function of the driving i.i.d. noise. En route one -quite literally -stumbles upon a converse to the celebrated Kolmogorov's zero-one law for sequences with independent values.
Introduction and results
All filtrations and processes in this section are indexed by Z ≤0 ; the natural filtration of a process Z is denoted F Z . Consider the following classical discrete-time discrete-space (simplest negative-time) SDE:
where (ξ n ) n∈Z ≤0 is a sequence of independent equiprobable random signs [for each n ∈ N, ξ n is {−1, 1}-valued and P(ξ n = 1) = 1 2 ] and where (X n ) n∈Z ≤0 is the unknown process. It is paradigmatic [5, Eq. (1)]; recall its most conspicuous features. Definition 1. (a) A weak solution to (1) consists of a filtered probability space (Ω, G, P, F) and of a pair (ξ, X) of F-adapted {−1, 1}-valued processes defined thereon such that (1) holds and such that for each i ∈ Z ≤0 , ξ i is an equiprobable random sign independent of F i−1 . (b) A strong solution to (1) is a weak solution, as in (a), for which F X is included in F ξ . (c) Uniqueness in law holds for (1) if (a weak solution exists and if) in any weak solution from (a) the process X has the same law.
(• 1 ) Take a weak solution of Definition 1(a). For any n ∈ Z ≤0 , P(X n = 1) = P(X n−1 = −1, ξ n = −1)+P(X n−1 = 1, ξ n = 1) = P(X n−1 = −1)P(ξ n = −1) + P(X n−1 = 1)P(ξ n = 1) = 1 2 (P(X n−1 = −1) + P(X n−1 = 1)) = 1 2 . Therefore the X n , n ∈ Z ≤0 , are independent equiprobable random signs. There is uniqueness is law for (1) . ( • 2 ) On the other hand, let, on some probability space (Ω, G, P), X = (X n ) n∈Z ≤0 be a sequence of independent equiprobable random signs, F = F X its natural filtration, and define the process ξ = (ξ n ) n∈Z ≤0 so that it satisfies (1) . It gives a weak solution of (1): for all n ∈ Z ≤0 and for all k ∈ N one has P(ξ n = 1, X n−1 = · · · = X n−k = 1) = P(X n = X n−1 = · · · = X n−k = 1) = 2 −k−1 = P(ξ n = 1)P(X n−1 = · · · = X n−k = 1), yielding the independence of ξ n from F X n−1 (while the adaptedness of ξ to F X is clear). (• 3 ) Finally, take again any weak solution of Definition 1(a). For each n ∈ Z ≤0 and for each k ∈ N one has P(X n = 1, ξ n = · · · = ξ n−k+1 = 1) = P(ξ n = · · · = ξ n−k+1 = 1, X n−k = 1) = P(ξ n = · · · = ξ n−k+1 = 1)P(X n−k = 1) = P(X n = 1)P(ξ n = · · · = ξ n−k+1 = 1). Therefore, for all n ∈ Z ≤0 , X n is independent of F ξ n (hence in fact of the whole of ξ); being non-degenerate, it cannot also be F ξ n -measurable. No weak solution to (1) can ever be strong.
Remark 2. In Definition 1 one could ask: in (a) for (1) to holds only a.s.-P (where P is the completion of P); and/or in (b) for F X to be included only in the P-completion of F ξ . It would be without consequence for (
The preceding is well-known -the multiplicative-increments-evolution process ξ of X in (1) fails to innovate X: in no weak solution can any of the X n , n ∈ Z ≤0 , be a measurable function of ξ. Nevertheless, Theorem 3. (1) admits a weak solution of Definition 1(a) in which, for each n ∈ Z ≤0 , X n is a function of ξ| Z ≤n [necessarily this function is not measurable w.r.t.
in (1) the evolution process can explain everything (albeit non-measurably)! It is shown to be true in Section 2.
In passing one finds informative (a very special case of) the following converse to Kolmogorov's zero-one law.
To better appreciate it, the reader will recall the content of the latter: if (ξ i ) i∈I is any independency of sub-σfields under a probability P, then lim sup ξ := finite F ∈2 I ∨ i∈I\F ξ i ⊂ P −1 ({0, 1}); in particular the tail σ-field of a sequence of independent random elements is trivial. What the result to follow shows is that, on a reasonably nice space, in the discrete setting, a kind of (the best one can hope for) converse also holds: except when it obviously fails, an event of a sequence with independent values is negligible (resp. almost certain) only if it is contained in a negligible (resp. contains an almost certain) tail event of said sequence.
Theorem 4. Let (Ω, G, P) be a probability space and let ξ = (ξ n ) n∈N be a sequence of independent random elements thereon with ξ n valued in a countable set E n for n ∈ N. Suppose that the system (Ω, G, ξ) is sufficiently nice in the sense that, for each n ∈ N:
for any finite permutation π of E n (i.e. for any bijection of E n that acts as identity on a cofinite set), it comes equipped with a bimeasurable bijection θ n π of Ω for which ξ n (θ n π ) = π(ξ n ), while ξ k (θ n π ) = ξ k for k ∈ N\{n}; this collection of applications satisfies a "cocycle property", θ n π • θ n γ = θ n π•γ for all finite permutations π and γ of E n ; θ n id En = id Ω . (The preceding is easily seen to be true if Ω = m∈N E m , ξ is the coordinate process and G = ⊗ m∈N 2 Em .) Then the following statements are equivalent.
(i) For all n ∈ N and e ∈ E n , P(ξ n = e) > 0.
(ii) For every P-a.s. Ω * ∈ σ(ξ) there exists a P-a.s. Ω * * ∈ lim sup n→∞ σ(ξ n ) with Ω * * ⊂ Ω * .
(iii) For every P-negligible Ω * ∈ σ(ξ) there exists a P-negligible Ω * * ∈ lim sup n→∞ σ(ξ n ) with Ω * * ⊃ Ω * .
This result is proved in Section 3. Probably one could weaken the "space is sufficiently nice" condition, but it seems unlikely that one could dispense with it completely. The countability of the ranges of the ξ n , n ∈ N, is, however, apparently more or less essential for anything of interest to be recorded in this vein (see final paragraph of Section 3).
Theorem 3: construction of a non-anticipative solution to (1)
It will be more convenient in this section to work with N in lieu of Z ≤0 as the (temporal) index set.
Let Ω := {−1, 1} N , ξ = (ξ n ) n∈N the coordinate process on Ω, ∼ the equivalence relation of equality of tails:
Let also Ω * be the range of a choice function on Ω/ ∼ ; assume for convenience (as one may) that 1 N ∈ Ω * .
For ω * ∈ Ω * put X 1 (ω * ) := 1 and then inductively X n+1 (ω * ) := X n (ω * )ξ n (ω * ) for n ∈ N [in particular X n (1 N ) = 1 for all n ∈ N]; for ω ∈ Ω\Ω * let ω * be the unique element of Ω * equivalent to ω, let n ∈ N be such that ω = ω * on N ≥n [there is ambiguity in n, but it does not matter], put X n (ω) := X n (ω * ) and define X k (ω) for k ∈ N\{n} so that the recursion
is satisfied (it holds also for ω ∈ Ω * ). For each n ∈ N, X n is a function of (ξ k ) k∈N ≥n : if ξ k (ω) = ξ k (ω ) for all k ∈ N ≥n , then ω ∼ ω and (so) X n (ω) = X n (ω ), no matter what the ω and ω from Ω may be. The preceding construction is due to Jon Warren [3] .
Note that B Ω is also the Borel σ-field on Ω for the product topology (where each coordinate has the discrete topology) and that the map
is continuous as well as a mod 0 isomorphism between P, the completion of P, and the Lebesgue measure on [0, 1]. Under P the random variables ξ n , n ∈ N, are independent equiprobable random signs. Now, none of the X n , n ∈ N, is a random variable under P (meaning that none of them is B Ω -measurable). For if it was, then each of the X n , n ∈ N, would be so, and then, again for each n ∈ N, because X n is a function of (ξ k ) k∈N ≥n , it would even be a (2 {−1,1} ) ⊗N ≥n -measurable function of the (ξ k ) k∈N ≥n [this is because of the structure of the space; quite simply X n = X n (ψ n ), where ψ n (ω) := ( 1, . . . , 1 (n 1)times , ξ| N ≥n ) for ω ∈ Ω], which in turn, upon a trivial transposition from N to Z ≤0 , would yield a strong solution to (1), a contradiction (recall (• 3 ) from the Introduction).
In fact, for each n ∈ N, X n is not even a random variable under P: a simple completion cannot (begin to) save us. It is not unexpected, though it is a little less obvious. To see it we proceede yet again by contradiction. If one (equivalently each) of the X n , n ∈ N, would be a random variable under P, then, for all n ∈ N, X n = X n a.s.-P for some X n ∈ B Ω /2 {−1,1} . Thus, by Theorem 4, on a P-almost certain tail event A of ξ, we would have X n = X n and hence X n = X n (ψ n ) for all n ∈ N [the tail event A intervenes somewhat crucially here: for ω ∈ A also ψ n (ω) ∈ A (because A ∈ σ(ξ| N ≥n )), thus X n (ψ n (ω)) = X n (ψ n (ω)) = X n (ω) (because X n is a function of ξ| N ≥n )] 1 . But then we would again obtain a strong solution to (1) (recall Remark 2), a contradiction. (There are many other interesting constructions of non-measurable sets from a sequence of /independent/ coin tosses, e.g. [1, 2] .)
In spite of the preceding, as we shall see, we will be able to extend P to a probability P in such a manner that, under P , X 1 is an equiprobable random sign independent of ξ. Then, plainly, under P , the X n , n ∈ N, will become independent equiprobable signs. Transposing from N to Z ≤0 it will yield Theorem 3 (recall (• 2 ) from the Introduction). Now, to see the existence of the advertised P it will be enough [4, Example 7.7] to show that the event {X 1 = 1} is a saturated nonmeasurable set of P, viz. that it is of inner measure 0 and outer measure 1. To this end note first that the map that "flips" the first coordinate is a measure-preserving bimeasurable bijection of Ω to itself that sends {X 1 = 1} to {X 1 = −1} = Ω\{X 1 = 1}. In consequence it is enough to check that {X 1 = 1} has inner measure 0. Suppose per absurdum that an A ⊂ {X 1 = 1} has strictly positive P-measure.
Let be the operation of coordinate-wise multiplication on Ω. For {A, B} ⊂ 2 Ω , A B := {a b : (a, b) ∈ A × B}, while k A = {k a : a ∈ A} for k ∈ Ω and A ⊂ Ω -such usage of is clearly commutative and associative in the clear meaning of these qualifications.
We will establish in a lemma below that {X 1 = 1} {X 1 = 1} contains {ξ 1 = 1, . . . , ξ n = 1} for some n ∈ N (it is a version of the Steinhaus property for the Lebesgue measure). But this cannot be. Notice in fact that if {ω 1 , ω 2 } ⊂ {X 1 = 1} with ω 1 ∼ ω 2 , then ω 1 ω 2 ∈ {X 1 = 1} [for, because ω 1 ∼ ω 2 , there is an n ∈ N such that ω 1 and ω 2 agree on N ≥n , in particular X n (ω 1 ) = X n (ω 2 ) and, since ω 1 ω 2 agrees with 1 N on N ≥n , also X n (ω 1 ω 2 ) = X n (1 N ) = 1; then 1 = X 1 (ω 1 ) = ξ 1 (ω 1 ) · · · ξ n−1 (ω 1 )X n (ω 1 ) and 1 = X 1 (ω 2 ) = ξ 1 (ω 2 ) · · · ξ n−1 (ω 2 )X n (ω 2 ); therefore 1 = ξ 1 (ω 1 ) · · · ξ n−1 (ω 1 )X n (ω 1 ) · ξ 1 (ω 2 ) · · · ξ n−1 (ω 2 )X n (ω 2 ) = ξ 1 (ω 1 )ξ 1 (ω 2 ) · · · ξ n−1 (ω 1 )ξ n−1 (ω 2 ) = ξ 1 (ω 1 ω 2 ) · · · ξ n−1 (ω 1 ω 2 ) = ξ 1 (ω 1 ω 2 ) · · · ξ n−1 (ω 1 ω 2 )X n (ω 1 ω 2 ) = X 1 (ω 1 ω 2 )]. Further, the ω ∈ Ω that has ω k = (−1) δ k,n+1 for all k ∈ N belongs to {ξ 1 = 1, . . . , ξ n = 1} and has X 1 (ω) = −1. We should have ω = ω 1 ω 2 for some {ω 1 , ω 2 } ⊂ {X 1 = 1}. However, since ω ∼ 1 N , it means that ω 1 ∼ ω 2 and hence ω = ω 1 ω 2 ∈ {X 1 = 1}, a contradiction.
It remains to establish the following version of the Steinhaus theorem. Proof. It is nearly verbatim the proof of the usual Steinhaus theorem for Lebesgue measure (and actually even a little easier in places). We note that for each k ∈ Ω, (Ω ω → ω k ∈ Ω) is both a measure preserving bimeasurable bijection and a homeomorphism.
Let K be compact and U be open such that K ⊂ A ⊂ U and 2P(K) > P(U ); they exist because of the inner and outer regularity of P (inherited from the same property for the Lebesgue measure via the continuous mod 0 isomorphism Φ). For each k ∈ K ⊂ U there is an open neighborhood W k of 1 N of the form {ξ 1 = · · · = ξ n = 1} (for some n ∈ N) such that k W k ⊂ U ; note that W k W k = W k . Then {k W k : k ∈ K} is an open cover of K; there is a finite subcover {k 1 W k1 , . . . , k n W kn } for some k 1 , . . . , k n from K and n ∈ N. Put W := W k1 ∩ · · · ∩ W kn , an open neighborhood of 1 N . We see that
Let w ∈ W and suppose (K w) ∩ K = ∅. Then 2P(K) = P(K w) + P(K) ≤ P(U ), a contradiction. It means that for every w ∈ W we have {k 1 , k 2 } ⊂ K ⊂ A such that w k 1 = k 2 , i.e. w = k 1 k 2 , whence w ∈ K K. So
As a final remark to this section, notice that now that it has been established that {X 1 = 1} has inner measure zero and outer measure one, the argument supplying the non-P-measurability of X 1 becomes, of course, superfluous.
Still it was quite natural to check the preceding first before attempting the nevertheless more elaborate proof of the saturadedness of {X 1 = 1}.
Theorem 4: a converse to Kolmogorov's zero-one law
We work in the setting of Theorem 4. The equivalence of the second and third statement is by taking complements.
Let n ∈ N, Γ ∈ σ((ξ m ) m∈N ≥n ) and π a finite permutation of E n . Assuming the first statement we see that for all k ∈ N and then for all e n ∈ E n , . . . , e n+k ∈ E n+k one has P(ξ n = e n , ξ n+1 = e n+1 . . . , ξ n+k = e n+k ) = P(ξ n = e n )P(ξ n+1 = e n+1 ) · · · P(ξ n+k = e n+k ) = P(ξn=en) P(ξn=π −1 (en)) P(ξ n = π −1 (e n ))P(ξ n+1 = e n+1 ) · · · P(ξ n+k = e n+k ) = P(ξn=en) P(ξn=π −1 (en)) P(ξ n = π −1 (e n ), ξ n+1 = e n+1 , . . . , ξ n+k = e n+k ) = P(ξn=en) P(ξn=π −1 (en)) P(π(ξ n ) = e n , ξ n+1 = e n+1 , . . . , ξ n+k = e n+k ) = P(ξn=en) P(ξn=π −1 (en)) P(ξ n •θ n π = e n , ξ n+1 •θ n π = e n+1 , . . . , ξ n+k •θ n π = e n+k ). By an application of Dynkin's lemma we conclude that ((ξ k ) k∈N ≥n ) P = D n ·[((ξ k ) k∈N ≥n •θ n π ) P], where D n := E n e → P(ξn=e) P(ξn=π −1 (e)) • pr n : m∈N ≥n → (0, ∞). It implies that the map θ n π preserves the P-law of (ξ k ) k∈N ≥n up to equivalence, in the sense that ((ξ k ) k∈N ≥n ) P ∼ ((ξ k ) k∈N ≥n • θ n π ) P. Now, Γ = ((ξ m ) m∈N ≥n ) −1 (A) for some A ∈ ⊗ m∈N ≥n 2 Em , and so P(Γ) = (((ξ k ) k∈N ≥n ) P)(A), which is zero iff (((ξ k ) k∈N ≥n • θ n π ) P)(A) = P((θ n π ) −1 (Γ)) is zero; in other words (replacing π with π −1 and using θ n π = (θ n π −1 ) −1 ) ( †) P(Γ) = 0 iff P(θ n π (Γ)) = 0. Let us show that as a consequence the second statement holds true.
We establish first that Ω * contains a P-almost certain event Ω * * 1 that is stable under θ 1 π (in the sense that θ 1 π (Ω * * 1 ) ⊂ Ω * * 1 ) for all finite permutations π of E 1 . In fact, one can take Ω * * 1 := Ω * \(∪ π θ 1 π (Ω\Ω * )), where π ranges over all the finite permutations of E 1 (of which there are countably many). For, Ω * * 1 is plainly contained in Ω * , and it has P-probability one because of ( †) with n = 1 (and because Ω\Ω * ∈ σ(ξ)). Furthermore, for any finite
(Ω\Ω * ) = id Ω (Ω\Ω * ) = Ω\Ω * and because θ 1 γ • θ 1 π = θ 1 γ•π ranges precisely over all θ 1 δ where δ is a finite permutation of E 1 . Now in particular Ω * * 1 is invariant under θ 1 π (in the sense that θ 1 π (Ω * * 1 ) = Ω * * 1 ) for any transposition π of E 1 (a transposition maps two elements one into the other, leaving the others unchanged): θ 1 π (Ω * * 1 ) ⊂ Ω * * 1 , so also Ω * * 1 = id Ω (Ω * * 1 ) = θ 1 id E 1
(Ω * * 1 ) = θ 1 π•π (Ω * * 1 ) = (θ 1 π • θ 1 π )(Ω * * 1 ) = θ 1 π (θ 1 π (Ω * * 1 )) ⊂ θ 1 π (Ω * * 1 ). Therefore Ω * * 1 ∈ σ(ξ| N ≥2 ). Indeed, Ω * * 1 = {ξ ∈ A} for some A ∈ ⊗ m∈N 2 Em ; pick a g ∈ E 1 ; then Ω * * 1 = {(g, ξ| N ≥2 ) ∈ A}, because for any ω ∈ Ω there is a transposition π : E 1 → E 1 that sends ξ 1 (ω) to g.
Because of ( †) again, we may now inductively define a whole nonincreasing sequence (Ω * * n ) n∈N of P-almost certain sets with Ω * ⊃ Ω * * n ∈ σ(ξ N>n ) for each n ∈ N. Clearly Ω * * := ∩ n∈N Ω * * n is P-almost certain and belongs to lim sup n→∞ σ(ξ n ). Hence the second statement in fact holds true.
Suppose now the third statement valid and, per absurdum, the first false. For some n ∈ N and e ∈ E n , P(ξ n = e) = 0, so {ξ n = e} must be contained in a P-negligible event B belonging to lim sup k→∞ σ(ξ k ). But such B, being an element of σ(ξ N>n ), will contain also {ξ n = f } = θ n tr n ef ({ξ n = e}) for all f ∈ E n \{e} (where tr n ef : E n → E n transposes e and f leaving the other elements unchanged), hence Ω, a contradiction. This, together with the above, establishes Theorem 4.
Note also that if, certeris paribus, for some n ∈ N, the space E n is not countable but rather comes equipped with a σ-field that contains the singletons (and w.r.t. which ξ n is a random element), then automatically P(ξ n = e) = 0 for some e ∈ E n . By the same token as in the preceding paragraph we see that {ξ n = e} is a P-negligible event from σ(ξ) that is contained in no P-negligible event of lim sup k→∞ σ(ξ k ). Thus in this case no converse (in the spirit of Theorem 4) to Kolmogorov's zero-one law can be hoped for.
