Standard Monte Carlo (SMC) 
Introduction
Standard Monte Carlo (SMC) simulation is carried out to gauge the performance of Forward Error Correcting (FEC) codes. An SMC simulation comprises of simulating a system by generating random inputs according to a probability distribution and then evaluating the system response.
For digital communication systems, SMC simulation is used to evaluate the quality of the transmission system usually by measuring Frame Error Rate (FER) i.e., the ratio between the decoded frames that contain errors to the total number of frames sent through the system. With the advancement in the code design and better decoders, it has become very important to gauge the performance of the system at very low error rates. On the one hand, there are novel applications operating at very low error probability and Standard Monte Carlo (SMC) simulation takes extremely long to gauge their performance. On the other hand, new codes and decoders compete for a better performance in the error floor region where the performance evaluation is curbed and it is quite difficult to study the system properties.
Importance Sampling (IS) [1] is a technique where the probability density of events is biased in a controlled way (based on a biasing function) in order to get the important events more frequently. For linear block codes, IS was first used in [2] where a regular LDPC code with a block length of 96 was used making use of the code structure to produce noise events more frequently. A recent approach [3] also makes use of both graph structure of LDPC codes and IS.
Turbo codes [4] make a class of FEC codes which are graphically represented through a trellis diagram. In the high SNR region, the probability of error is dominated mainly by the distance properties of turbo codes which depend on the interleaver design between the two constituent encoders. For turbo codes, an IS method based on the distance properties and error patterns was presented in [5] .
The main problem with the methods that aim at reducing simulation time based on the code structure is that the formulation of biasing function of IS becomes extremely cumbersome if the code structure is irregular or the code is long.
Another approach to simulate the error probability, which is not dependent on the code structure for the performance evaluation, is the advanced version of IS known as Adaptive Importance Sampling (AIS). In AIS, the probability density function is biased in a controlled way during multiple iterations thus making it possible to visit the tails of the noise distribution. The system response (the output of the decoder in our case) is evaluated and stored in the process. An example of AIS technique, which does not take into account the code structure, has been successfully employed in [6] where the authors use a Dual Adaptive [7] in statistical physics) was presented for LDPC codes of relatively large codeword lengths going up to 2640 coded bits [8] .
AIS is especially interesting for its genericity in the sense that it can be adapted to any stationary memoryless channel (AWGN, BSC, etc.), to any type of decoder (turbo decoder, Gallager B, BP, etc.) and to any class of codes (binary and duo-binary turbo codes, regular and irregular LDPC codes, etc.). In this paper, we will focus on duobinary turbo codes [9] used on AWGN channel decoded with standard duo-binary turbo decoder. We propose an improved FFH method with a new self-adaptive procedure to determine the optimum sampling domain corresponding to the code, a more stringent stopping criterion and some additional steps to tailor the traditional Wang Landau algorithm according to our objectives. We show the application of the improved FFH method for duo-binary turbo codes used in DVB-RCS standard [10] with varying code rates thus validating the genericity of the method for FEC codes.
The rest of the paper is organized as follows: Section 2 describes the FFH method detailing how it is applied to FEC codes (duo-binary turbo codes in our case). Section 3 gives the results for a typical 8-state, 188 bytes (MPEGsize) DVB-RCS standard code using AWGN channel and an iterative soft decision decoder. Section 4 concludes our work.
Fast Flat Histogram Method

Description
The basic skeleton of our technique is the same as that in [6, 8] , that is, we aim at increasing the number of events in the tails of the probability density function (pdf) by sampling from a biased pdf. However, compared to [8] a number of improvements are made in the algorithm to render it more powerful, robust and reliable.
We recall the notations from [6, 8] . Let Γ be the n-dimensional probability space of the noise in the n bits of a codeword.
The noise vector
The transmitted bit vector is represented by b = (b 1 , b 2 , ..., b n ) and y = (y 1 , y 2 , ..., y n ) represents the received codeword. The algorithm is controlled by a scalar control quantity 
Given a range
Let P k be the probability of selecting a realization z from ρ such that z ∈ Γ k [11, 12] . Then,
are N random sample points in Γ selected according to the pdf ρ * (z). The variance of the estimate of (1) is zero if the optimal biasing pdf ρ *
depends on P k which is initially unknown. In standard IS, one uses physical intuition to guess a biasing pdf that is close to ρ * opt . Like DAIS, the FFH method instead iterates over a sequence of biasing pdfs ρ * ,j that approach ρ * opt . We define ρ * ,j for jth iteration by ρ Our aim is to explore the whole of probabilty space Γ using random walk [13] . By employing Metropolis algorithm [14] , we produce a random walk of samples z * ,i whose pdf equals ρ * ,j (z). We consider a Markov chain of transitions consisting of small steps in the noise space. Each transition goes from z
where Δz is random and symmetric, i.e., it does not favor any direction in Γ and the transition is accepted with probability π ab . Here, is the perturbation constant. If a transition from z * ,i to z * b is accepted, we set z * ,i+1
which is the detailed balance equation that ensures that the limiting (stationary) pdf for infinitely many steps of this random walk is ρ * ,j [14] .
We consider the perturbation of the noise component in each bit z * 
The Asymptotically Optimal Acceptance Rate AOAR α (number of accepted steps)/(total number of steps) for a Metropolis algorithm for target distributions with IID components is 0.234 [15] . The perturbation constant is adjusted so as to keep α close to this value. The noise realizations are recorded in the histogram H * ,j where
) is the number of z * ,i in iteration j that fall into Γ k . Each noise vector is used in the channel to deteriorate the transmitted codeword which is then fed into the decoders to verify if the errors are corrected within the specifies number of decoder iterations. To keep a record of errors in bin k, we produce an error histogram G * ,j k . P k is updated on the fly such that when k bin is visited, P k is modified by the refinement parameter f > 1, i.e. P k → P k ·f [16, 17] . In practice, we have to use the log domain lnP k → lnP k + lnf in order to fit all possible P k into double precision numbers. If the random walk rejects a possible move and stays in the same bin k, we modify the same P k with the modification factor to keep the detailed balance equation in equilibrium.
In case of rejection of a possible move, a very significant additional step is to permute the components of the noise vector and to add this permuted sequence to the transmitted codeword on which decoding is carried out for error correction. It is important to note that the random walk is performed with the new permuted sequence so as not to disturb the detailed balance equilibrium. We keep on permuting the noise components until a possible move is accepted. The preceding step stems from the fact that different sequences of the same components of a noise vector lead to different decoding outputs since we are employing a message passing decoding algorithm. The orientation of the permuted noise components remain the same leading to the same V value and consequently staying in the same bin. Without effecting the basic modification of P k values, we are thus able to check the system response of all entries in histogram H * ,j thus adding to the robustness of the method.
It is to be noted that if the proposed noise vectors which move the system outside the permitted [V min , V max ] interval are systematically rejected, the P k value would increase at edges by an unwanted excessive amount. This problem is counteracted by adopting the n-fold way [18] , i.e., leaving P k value unchanged whenever a move update attempts to take the system outside the allowed interval.
The histogram H * ,j k is checked after about each 10L Monte Carlo (MC) sweeps. When the histogram is flat (flatness criterion is the same as in [16, 17] ), the modification factor is reduced to a finer one using the function f j+1 = f j (f init = e = 2.7182818), the histogram is reset and the next iteration of random walk is started where P k are now modified with the finer modification factor. We continue doing so until the histogram is flat again and then we begin the next WangLandau (WL) iteration with a finer f and so on. The above detailed random walk can also be carried out in a parallel fashion by dividing the range [V min , V max ] into W partitions and then exploring each partition separately, combining the results in the end. It is extremely important to determine the optimum [V min , V max ] interval with the optimum number of bins since the accuracy and speed of the simulation depend heavily on it. Following is a self adaptive procedure to determine this interval which intrinsically takes into account the code length and the code error correcting capacity. Lines of similarity can be drawn between our procedure of determining the optimum [V min , V max ] interval and Domain Sampling Run of [19] .
[V min , V max ] is initialized to [0, 1] and this interval is divided into 1000 bins. Let the Global Acceptance Ratio (GAR) correspond to the ratio of the number of accepted noise vectors to the number of noise vectors produced in total. We initialize GAR with a value (0.99 in our case). The bins are initialized with P k = 1/1000, ∀k = 1, ..., 1000. Now the random walk is performed to produce noise vectors for which the corresponding bins are visited with the consequent update of the P k value. With the bin filling, we start getting rejections for the proposed move. At each step, we calculate the GAR and as soon as we obtain its pre-defined value, the walk is ceased and the farthest bins on either side are detected which were approached by the random walk. These two bins on either side determine the [V min , V max ] interval. While determining the interval, the noise vectors produced are not added to the codewords and no decoder runs are performed. Their sole purpose is to locate the bins naturally accessible for the code.
The [V min , V max ] interval is to be divided into a suitable number of bins. Our choice of number of bins depends on the bin width, an important parameter for the accuracy control [20] . We define B, a control parameter to determine the optimum number of bins using the relation L = (V max − V min )B (rounded off to the nearest integer). The bins are now initialized
The random walk is performed to produce noise vectors for which the corresponding bins are visited with the consequent update of the P k value. The noise vectors are added to the codeword (in a permuted sequence in case of rejection) in the channel and decoding is performed for the noisy received vector. If we do not get errors and we reach a flat histogram, we reiterate over the above two steps by again choosing a natural [V min , V max ] interval for GAR = GAR − ΔGAR where ΔGAR = 0.01. With each step, we increase the number of bins by B i+1 = 1.5B i . If we get errors before reaching a flat histogram, we take the current [V min , V max ] interval with the optimum number of bins. We then continue on to perform the WL iterations within this optimum interval.
Let P err be the probability that a received word with noise realization z selected from ρ leads to an error and P err,k the probability that z leads to an error and falls into bin k. Then P err,k = P err|k P k (3)
where P err|k is the conditional probability of an error given that z falls into bin k. We can approximate
after j max iterations where j max is the iteration when f gets very close to 1 and we stop further refinement of the modification factor. Using (3) and (4), we get P err .
For each and every WL iteration, we calulate the P err value.
We stop the random walk when max k | (P j err − P j+1 err )/P j err |< 0.1. This criterion should be satisfied for 2 consecutive WL iterations so as to avoid all surges and to ensure the convergence of the simulation. In addition, such a stringent criterion ensures enough samples for both histograms thus ensuring a good level of accuracy. The P err value has been chosen as the convergence parameter since it takes into account both noise sample and error histograms over all previous WL iterations.
Simulation Results
The standard Digital Video Broadcast with Return Channel via Satellite (DVB-RCS) [10] 8-state, 188 bytes (MPEG-size) duo-binary turbo code was used as a test bench.
Maximum possible iterations are 8 with 4 quantization bits. BPSK modulation is employed using symmetric signal levels of +1 and -1 for logical 0s and 1s respectively. An all zeros codeword is transmitted since the code is linear and the noise is symmetric. Fig. 1 . The first remark is that our simulation results stick to the MC curves for all code rates and for all FERs.
The efficiency of the FFH method as compared to standard MC can be measured by the simulation gain [1] i.e., the ratio of codewords simulated in MC simulation to those simulated in FFH method. The simulation gain for all code rates for MPEG-size DVB-RCS is given in Table 1 .
The gain is good and the result is a considerable reduction in simulation time. They are determined for a high E b /N 0 value for the particular code rate as indicated by the values within parenthesis in column 1. For FFH method, the decoder runs include codeword simulations for the permuted sequence of noise samples in case of random 
Conclusions
In this paper, we have presented an improved version of Fast Flat Histogram Method employing Wang Landau Algorithm in an adaptive importance sampling framework to enhance the simulation speed of FER calculation of FEC codes. The improvements have rendered the FFH method more robust and reliable. We have applied this improved version to a powerful and complex duo-binary turbo code with different code rates showing that the FFH method is generic and is applicable for different families of FEC codes having any length, rate and structure.
