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Índice
1. Introducción 2
2. Marco teórico 4
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1. Introducción
De forma general, un sistema es un conjunto de elementos interactuantes que forman parte de
un todo [1]. Sin embargo, para poder considerar que un sistema es complejo además de constar
de un número grande de agentes interactuantes debe exhibir un comportamiento emergente
, el cual no podemos explicar directamente a partir del comportamiento de los componentes
individuales y además no está dirigido por un controlador central. Esto implica que necesita-
mos herramientas que tengan en cuenta las interacciones entre dichos componentes (o agentes)
para observar estas propiedades macroscópicas que no son evidentes en un principio. Este es
el campo de estudio de la F́ısica de Sistemas Complejos. Sus aplicaciones abarcan áreas que
no han tenido relación con la F́ısica tradicionalmente, pero se pone en evidencia la necesidad
de herramientas como la F́ısica Estad́ıstica para abordarlas. Entre los usos para los que estas
herramientas son de gran utilidad encontramos el estudio de sincronización [2], congestiones [3],
epidemias [4], rumores [5], economı́a [6], etc.
Del interés que surge de explicar ciertos sistemas complejos a partir de las conexiones entre sus
agentes nace la F́ısica de Redes Complejas. Esto se debe a que dichas conexiones en muchas
ocasiones siguen una estructura compleja y el acercamiento por teoŕıas como campo medio,
que consideran equivalentes a todos los agentes, no son suficientes y se necesita caracterizar
cada agente individualmente. En el mundo real tenemos muchos ejemplos de redes complejas,
especialmente en relación con Internet. Los enlaces entre páginas web o relaciones de amistad
en redes sociales son los más evidentes, pero también se pueden encontrar en muchas otras
disciplinas (bioloǵıa, economı́a, etc). El caso que nos incumbe en este momento, y que será la
base del trabajo, es la movilidad de personas entre distintas localizaciones. Al tratar de resolver
problemas relacionados con el movimiento de individuos trataremos estos sistemas como redes
complejas, y podremos obtener resultados que de otra forma no seŕıa posible.
El objeto de estudio del trabajo son los fenómenos de contagio de enfermedades, y propagación
de epidemias. Durante las últimas décadas ha empezado a hacerse evidente la necesidad de
aumentar los esfuerzos en la investigación de contagios sociales debido a diversas enfermedades
que han surgido y amenazan la salud pública a escala mundial. La razón más importante es el
aumento de los viajes de larga distancia que realizan miles de personas diariamente, que hace
muy dif́ıcil que las epidemias se mantengan aisladas y localizadas en su lugar de origen. Esto
posibilita que cualquier enfermedad que surja en una parte del mundo llegue a lugares remotos
en cuestión de muy poco tiempo. Casos como el SIDA, la gripe A o el ébola han servido como
recordatorio de que es necesario elaborar formas de contención de una pandemia seria en caso
de que se salga de control.
Finalmente, este año la llegada del COVID-19 ha asestado un duro golpe al mundo entero,
poniendo en evidencia la falta de preparación a escala global para detener enfermedades extre-
madamente contagiosas. Con todos los problemas y las muertes que ha causado, gran cantidad
de investigadores trabajan no solamente para obtener medicamentos o vacunas, sino para elabo-
rar poĺıticas de prevención que frenen la transmisión del virus y limiten su efecto. Es aqúı donde
entra en juego la modelización de contagio de enfermedades. Conocer y predecir la evolución de
una epidemia es vital para lidiar con ella, a la vez que estudiar el efecto que distintas poĺıticas
de movilidad pueden tener a la hora de limitar su impacto.
Aqúı podemos introducir la importancia de tratar la movilidad humana con detenimiento, ya
que las propiedades que surjan de los modelos de contagio dependerán directamente de cómo
tratamos estos viajes y contactos entre personas. Recientemente se ha observado un gran cre-
cimiento en la cantidad de publicaciones cient́ıficas acerca de la movilidad humana, y de cómo
puede esto afectar a muchos otros aspectos de la vida cotidiana. Varios de los motivos que
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impulsaron éste área de investigación [7] son la predicción de congestión de tráfico [8], planifi-
cación urbana [9], seguridad interna [10] y modelos epidémicos [11, 12, 13], entre otros.
Además el aumento de la capacidad de computación y la resolución de la observación de la
movilidad humana (seguimiento de recorridos de billetes individuales [14], antenas telefónicas,
GPS [15], redes sociales, etc) permiten simular sistemas más sofisticados y compararlos con
casos reales para obtener resultados cada vez más realistas.
La modelización de estos procesos de contagio ha sido llevada a cabo desde hace mucho tiempo,
pero muchos modelos no pueden replicar comportamientos que emergen de las conexiones entre
agentes. Los primeros intentos usan herramientas como la aproximación de campo medio, que
asume que la población es homogénea y todos los individuos tienen contactos con el resto de la
misma manera. Como es un sistema muy limitado, el siguiente paso consiste en tener en cuenta
que los individuos son diferentes y tienen distintas conexiones entre ellos. Se puede considerar
una red compleja, en la que los nodos son individuos, pero su limitación principal es que los
contactos ocurren siempre entre los mismos agentes, por lo que perdemos muchas propiedades.
Nosotros utilizaremos metapoblaciones, en las que los nodos de la red ahora pasarán a ser sub-
poblaciones de individuos, en las que a la hora de realizar los contactos usamos teoŕıa de campo
medio. Sin embargo, en cada paso cada individuo se quedará en su nodo o se desplazará a otro
distinto. Al principio, estos desplazamientos se consideraban caminatas aleatorias a lo largo de
toda la red, pero en nuestro caso cada persona volverá a su nodo de origen después de cada paso
temporal. La cantidad de gente que viaja de un nodo a otro serán las conexiones (links) de la red.
Tanto los fenómenos de contagio como de movilidad son procesos estocásticos. Es decir, a cada
paso temporal hay una probabilidad de que dos personas en contacto se transmitan una en-
fermedad, de que una persona viaje o permanezca en su nodo, y de que elija un nodo u otro
al que viajar. Estos procesos se conocen como procesos de reacción-difusión. Por lo tanto, la
primera forma de trabajar con este modelo será la simulación de agentes individuales, o de tipo
Montecarlo. En ellas tenemos en cuenta el estado de cada individuo y su comportamiento. Sin
embargo, podemos hacer un Acercamiento Macroscópico de Cadena de Markov (MMCA), en el
que asumimos que cada estado depende únicamente del anterior y podemos hallar unas ecuacio-
nes que describan la evolución del sistema a nivel mesoscópico (es decir, nos dará el porcentaje
de infectados en cada nodo sin tener en cuenta los agentes individualmente). Este método hace
que se pierdan las propiedades estocásticas y disminuye mucho el tiempo de simulación, además
de que nos permite estudiar de forma anaĺıtica otras caracteŕısticas del sistema.
Introduciremos un nuevo modelo de movilidad y contagio dentro del marco existente. Obten-
dremos las ecuaciones markovianas y las pondremos a prueba frente a simulaciones de agentes
individuales para verificarlas. Después de analizar los resultados estudiaremos el umbral epidé-
mico (que definimos más adelante) linealizando las ecuaciones. Nos centraremos en comparar
nuestro modelo (al que nos referiremos como modelo de individuos distinguibles) con el pro-
puesto en [16] (de individuos indistingubles). Trataremos de explicar las diferencias entre ambos




El modelo SIS (Susceptible - Infectado - Susceptible) [4] propone un proceso en el cual una
persona que se encuentra en un estado susceptible, al estar en contacto con una persona infec-
tada tiene una probabilidad λ de infectarse. Al mismo tiempo, una persona infectada tiene una
probabilidad µ de recuperarse y volver a ser susceptible. Una forma esquemática de representar
esta dinámica es la siguiente:
S λ−→ I µ−→ S
Al escribir las ecuaciones las variables están en función del tiempo, el cual consideraremos como
discreto. Si nos encontramos a tiempo t, diremos que el siguiente paso temporal será t + 1. Por
lo tanto, las probabilidades que hemos descrito se definen para un paso temporal. Vamos a dejar
claras varias definiciones que usaremos a lo largo del trabajo:
λ ≡ Probabilidad de que una persona susceptible se infecte debido al contacto con una
persona infectada.
µ ≡ Probabilidad de que un individuo infectado vuelva a ser susceptible.
ρ(t) ≡ Probabilidad de que una persona en una población se encuentre infectada. Es
equivalente a la fracción de personas infectadas respecto al total.
n ≡ Cantidad de individuos que residen en una población.
Cuando hacemos una aproximación de campo medio, consideramos que todos los individuos son
equivalentes, y cada uno tendrá la misma cantidad de contactos que el resto. Por simplicidad,
suponemos que en una población cada agente contacta con todos los demás una vez en cada
paso de tiempo. Cada persona con la que contacta tiene una probabilidad ρ(t) de estar infec-
tada. Si en caso de que lo esté la probabilidad de que al tener contacto se contagie la primera
es λ, nos queda una probabilidad λ · ρ(t) de contagio con cada contacto.
Para saber la probabilidad de contagiarte al tener contacto con todos los agentes hallamos
primero la de no infectarse con ninguno. Como repetimos el contacto n veces, esa probabilidad
queda como (1− λ · ρ(t))n. Se lo restamos a 1 para saber finalmente la probabilidad de infec-
tarse:
P(t) = 1− (1− λ · ρ(t))n
Queremos conocer la evolución de la cantidad de individuos en una población aislada. Para ello
partimos de un ratio de infectados ρ(t), y queremos conocer ρ(t + 1). La cantidad se conservará
respecto a la anterior, salvo dos términos: un porcentaje µ de ellos se recuperará, por lo que
dejan de estar infectados. Además, los que son susceptibles se contagiarán con una probabilidad
P. Queda entonces:
ρ(t + 1) = (1− µ)ρ(t) + P(t) · (1− ρ(t))
Donde P también depende de ρ(t) como hemos visto antes. Este seŕıa un ejemplo de campo
medio para una población según el modelo SIS.
En estos casos, la cantidad de personas infectadas va a llegar a un estado estacionario en el que
ρ(t) tiende a una constante cuando t tiende a infinito. La forma principal de evaluar el impacto
que una epidemia tiene en una población en el modelo SIS es obtener el valor al que tiende ρ(t).
En la figura 1 vemos un ejemplo de la forma que tiene el diagrama de fases de este sistema.
Hay una transición de fase de segundo orden en λc, que llamaremos umbral epidémico.
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Figura 1: Diagrama de fases cualitativo de una epi-
demia en la aproximación MMCA, en el que se re-
presenta en el eje vertical la fracción de infectados
en el estado estacionario ρ y en el eje horizontal la
probabilidad de contagio por contacto λ, con λc se-
parando ambos estados de la epidemia.
El umbral epidémico es el mı́nimo valor de
λ para el cual la epidemia no se extingue, y
puede seguir contagiándose de un individuo a
otro. Esto significa que, de media, cada agen-
te que se infecte contagiará a otro. Disminuir
el valor de λ hace que la epidemia desaparez-
ca, y aumentarlo hace que el ρ estacionario
aumente.
Es sencillo encontrar para este caso el va-
lor del umbral anaĺıticamente a partir de las
ecuaciones mencionadas, dando λc =
µ
n . Ese
valor nos servirá más adelante como referen-
cia para estudiar cómo cambia el umbral en
función de la movilidad.
El modelo SIS simplifica mucho la forma de
estudiar y simular estos sistemas, y general-
mente se asocia con enfermedades que una
persona puede contraer varias veces, es decir, no se desarrolla inmunidad a largo plazo. El
modelo que se adapta mejor en caso contrario es el SIR (Susceptible-Infectado-Recuperado),
pero no lo trataremos en este trabajo.
Como hemos comentado en la introducción, esto no es suficiente para estudiar la propagación
de una enfermedad en una población complicada. Incluso si tratamos a los agentes como los
componentes de un sistema complejo, siempre tendŕıan los mismos contactos entre cada par
de individuos, lo cual no es realista. Lo que observamos en el mundo real es que la gente se
mueve, viaja, tiene contactos con distintas personas dependiendo de su localización, y por ello
debemos tener esta movilidad en cuenta. Para ello seguiremos un modelo de metapoblaciones
que introduciremos a continuación.
2.2. Metapoblaciones y redes complejas
Un modelo de metapoblaciones describe los contactos entre individuos a dos escalas distintas.
La población total estará dividida en subpoblaciones. En cada subpoblación, los individuos
interactúan entre ellos y tienen contacto unos con otros, permitiendo el contagio. A un nivel
superior, tenemos los viajes entre subpoblaciones. Tal como se describe en [16], cada individuo
tiene asociada una subpoblación a la que siempre retorna. Cada paso temporal tiene dos pro-
cesos. Primero uno de difusión (cada individuo decide viajar a un lugar de destino o quedarse)
y otro de reacción (ocurren los contactos entre individuos dentro de cada subpoblación y se
contagia la enfermedad).
Una red compleja es un grafo compuesto por N nodos y L enlaces (o links), los cuales se for-
man entre pares de nodos. La forma más utilizada para caracterizar estas redes es la matriz de
adyacencia A. Cada componente de esta matriz Aij representa la fuerza del enlace que va del
nodo i al j. Si los enlaces son no dirigidas (es decir, la conexión i a j es igual que la de j a i)
la matriz de adyacencia es simétrica: Aij = Aji. Además, la red es no pesada si su matriz sólo
se compone de unos y ceros. Un ejemplo de red no dirigida y no pesada es las relaciones de
amistad en una red social. Por otro lado, la cantidad de mensajes de correo electrónico enviados
entre usuarios es una red dirigida pesada.
La forma en la que aplicaremos redes complejas a este sistema es asociando cada subpoblación
a un nodo de la red, y los enlaces entre nodos representarán la cantidad de personas que viajan
de uno a otro. Dentro de cada subpoblación, sin embargo, no usaremos una red que describa a
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cada individuo en particular porque requeriŕıa de una capacidad de computación desorbitada
dada la cantidad de personas que pueden vivir en cada nodo. Usaremos una aproximación de
campo medio (todos los individuos tienen un contacto con cada uno de los demás de la misma
subpoblación).
2.3. La matriz Origen-Destino
Esta es la matriz que utilizamos para describir nuestra red [7], y por lo tanto está directamente
relacionada con la matriz de adyacencia. A partir de esta matriz podemos obtener la cantidad
de personas que viajan de un nodo i a otro j. Esta matriz entonces es pesada y dirigida, porque
la cantidad de personas que viajan de un nodo i a otro j no tiene por qué ser la misma que las
que viajan del j al i.
(a) (b)
Figura 2: Ejemplo de un grafo (a) y su matriz de adyacencia (b)
Es aqúı donde entra en juego la distinguibilidad de los individuos, que es el aspecto más im-
portante de este trabajo.
2.4. Indistinguibilidad y distinguibilidad
Campos como la mecánica cuántica y la f́ısica estad́ıstica han mostrado en muchas ocasiones
que las propiedades de un sistema pueden ser muy diferentes dependiendo de si consideramos
sus agentes distinguibles entre ellos o no (paradoja de Gibbs). Esto es algo que al principio
parece ser poco intuitivo, y sin embargo se hace muy aparente en este modelo.
2.4.1. Individuos Indistinguibles
En [16] además del campo medio se asume que todos los individuos de cada nodo son indistin-
guibles. Es decir, a cada nodo i se le asigna una probabilidad de que un individuo esté infectado
ρi(t), lo que hace que podamos definir el estado mesoscópico como el vector (ρ1(t), ..., ρN(t)),
y la cantidad de individuos infectados en cada nodo será ni · ρi(t) (donde ni es la población de
cada nodo).
Si todos los individuos son iguales, a la hora de decidir dónde van a viajar, cada uno tiene una
probabilidad de desplazarse a cualquier otra subpoblación. La matriz OD se convierte entonces
en una matriz de pesos de probabilidad, donde el elemento Rij es la probabilidad de que un




Rij = 1 ∀ i (1)
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Para controlar la cantidad de movimiento entre nodos introducimos un factor global de la
probabilidad de desplazamiento pd. Tras haber elegido cada individuo un destino, pd es la
probabilidad de que decida finalmente viajar o quedarse en su nodo. Gran parte del estudio es-
tará basada en analizar cómo cambia la propagación de la epidemia en función de dicha variable.
Las ecuaciones markovianas de este modelo se introducen en [16], y son las siguientes:














ρi(t + 1) = (1− µ)ρi(t) + (1− ρi(t))Πi(t) (5)
Además, se puede obtener una expresión anaĺıtica para el umbral epidémico. No vamos a entrar
aún en detalle porque después seguiremos unos pasos similares para encontrar dicha expresión





Siendo Λmax(M) el autovalor máximo de la matriz:





Este modelo asume que todos los individuos pertenecientes a un mismo nodo son equivalentes,
pero esto no es algo que se ajusta a la realidad en la mayor parte de los casos. Cada persona
tiene unos patrones propios a la hora de desplazarse. Debido al trabajo, la universidad, ocio u
otros motivos una persona suele volver la mayor parte de las veces al mismo sitio, por lo tanto
en un mismo nodo las personas que sigan un patrón tendrán diferente probabilidad de infectarse
que las que sigan otros. En redes complejas, uno de los aspectos que más consecuencias tiene
habitualmente en los resultados es la heterogeneidad de esa red. Al hacer las asunciones de este
modelo estamos considerando un sistema mucho más homogéneo de lo que es en realidad. Debido
a ello, en este trabajo introducimos un modelo en el que tenemos en cuenta esas diferencias.
2.4.2. Individuos Distinguibles
Si nos situamos en el otro extremo, en este caso cada individuo de una subpoblación tiene
asignado un destino fijo, de tal forma que individuos distintos van a estar en contacto con
subpoblaciones afectadas de forma distinta por la epidemia. Entonces, no podemos asumir que
habrá la misma proporción ρi(t) de infectados entre individuos que viajan a diferentes destinos.
Tenemos que separarlos e introducimos ρij(t) como la probabilidad de que un individuo del
nodo i que tiene como destino el nodo j esté infectado en tiempo t. Notar que anteriormente
nuestro estado mesoscópico se caracterizaba por un vector de N componentes, pero ahora tene-
mos tantas como links haya en la red, aśı que el coste computacional va a ser considerablemente
mayor en este caso.
La matriz OD que usaremos será la cantidad de individuos del nodo i que viajan al j, llamada
nij. Se relaciona con el formalismo anterior de la siguiente forma:
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nij = ni ∀ i (7)
Esto significa que, teniendo la matriz de adyacencia de la red, podemos obtener las matrices
origen-destino directamente para ambos formalismos.
Vamos a desarrollar este modelo y compararlo con el anterior. En la vida real, cada persona tiene
un patrón caracteŕıstico con jerarqúıas de los sitios a los que prefieren ir (en [17] se observa que
la repetitividad de cada lugar sigue una ley de Zipf). Hay que tener presente entonces que un
modelo realista caeŕıa en un lugar medio entre ambos formalismos, y cuando queramos decidir
cuál usar tenemos que tener siempre en cuenta las fuentes de nuestros datos.
Cuando los datos que se nos proporcionan representan viajes recurrentes, tiene más sentido
utilizar el formalismo de individuos distinguibles.
3. Ecuaciones markovianas para individuos distinguibles
3.1. Obtención de las ecuaciones
Para escribir estas ecuaciones, pasamos de considerar probabilidades a proporción de individuos
que realizan una acción.
Por ejemplo, a cada paso la probabilidad de que un individuo viaje a otro nodo es pd, por lo
que ahora la cantidad de personas que deciden viajar del nodo i al j es: pd · nij.
Queremos hallar la probabilidad de que un individuo susceptible se infecte estando en un nodo
(ya sea el de origen si no nos hemos movido, o el destino en caso contrario). Para ello hallamos
antes la probabilidad de que no se infecte con ningún contacto que tenga con el resto de agen-
tes en ese nodo. Esa es una probabilidad que multiplica por (1− λρij) por cada contacto. Si
estamos en el nodo i:
La cantidad de personas que se quedan en el nodo i y tienen asignado el destino j es (1− pd)nij.
La cantidad de personas que viajan del nodo j al i es pdnij.
Si tenemos en cuenta todos los individuos del nodo i que se quedan y todos los del resto de
nodos que viajan al i, tenemos la probabilidad de que no se infecte con ninguno. Se lo restamos










Ahora bien, queremos saber la evolución de la cantidad de contagiados en cualquier nodo para
el siguiente paso temporal. En cada paso, hay una probabilidad µ de que una persona infectada
se recupere. También, si una persona susceptible se queda en su nodo de origen, tiene una
probabilidad Pi de contagiarse, y si viaja a otro nodo habrá una probabilidad Pj de contagio.
Podemos escribir entonces un sistema de L ecuaciones:
ρij(t + 1) = (1− µ)ρij(t) + (1− ρij(t))[(1− pd)Pi(t) + pdPj(t)] (9)
De esta forma hemos escrito ρij(t + 1) en función de ρij(t), y podemos iterar para simular su
evolución.
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3.2. Verificación de las ecuaciones
Cuando queremos calcular la evolución de un sistema lo primero que nos proponemos es reali-
zar una simulación de agentes individuales (Montecarlo), que nos da el estado microscópico del
sistema en función del tiempo. Las ecuaciones markovianas son un acercamiento mesoscópico a
este problema, que no tiene en cuenta el estado de cada individuo, sino únicamente la situación
de cada nodo. Vemos que la simulación de agentes tiene naturaleza estocástica, porque cada
individuo tiene una probabilidad en cada paso temporal de viajar a otro nodo o quedarse en
el suyo, de infectarse y de recuperarse en caso de estar infectado. Las ecuaciones markovianas
por otra parte son deterministas.
Para que las dos formas de calcular el impacto de la epidemia estén de acuerdo, debemos elimi-
nar rastros de la aleatoriedad caracteŕıstica de la simulación de agentes, y esto lo conseguimos
promediando a lo largo de grandes periodos de tiempo. Una vez el sistema alcanza el estado es-
tacionario (termalización) oscilará alrededor del mismo y haciendo la media eventualmente nos
dará un resultado preciso. Por lo tanto está claro que esta clase de simulación es muy costosa.
No solamente estamos tratando el sistema microscópico y por tanto tenemos gran cantidad de
variables, sino que además necesitamos muchos pasos temporales para tener una buena estad́ıs-
tica. Además, cerca del umbral epidémico cabe la posibilidad de que el número de infectados
baje a cero y no vuelva a recuperarse, aunque el equilibrio esté por encima. Esto causa una
mala estad́ıstica y debemos compensarlo haciendo la simulación varias veces.
Por otro lado, al iterar las ecuaciones markovianas directamente, tenemos L variables y el tiem-
po necesario dependerá de la precisión con la que necesitamos hallar el estado estacionario, ya
que tiende asintóticamente hacia el mismo.
Para estas simulaciones usaremos redes de ciudades de Estados Unidos, en las cuales cada nodo
se corresponde a un código postal, y la matriz origen-destino se ha obtenido a partir de en-
cuestas a los residentes, teniendo aśı una representación de la cantidad de personas que viajan
diariamente de una zona a otra. Estos datos se encuentran públicos actualmente en Internet
1. Por lo tanto tenemos redes reales y en una escala razonable, ya que los pasos temporales
corresponden a un d́ıa, que es el periodo de tiempo que las mayoŕıa de personas toman para
desplazarse al trabajo y volver. Una gran ventaja de este modelo es que incorpora inmediata-
mente datos de movilidad reales y se pueden aplicar a cualquier ciudad o a diferentes escalas.
En la Figura 3 mostramos los resultados de este punto. Se representa la fracción de individuos
infectados en función de la probabilidad de contagio λ. El eje horizontal está normalizado res-
pecto a λ0, que es el umbral epidémico cuando pd = 0. Su expresión es la misma que cuando
introducimos el modelo SIS: λ0 = µ/nmax.
Podemos observar que, a partir de cierto punto, la curva crece con una pendiente que even-
tualmente se reducirá. Todas estas curvas tienden asintóticamente a 1 − µ, que en nuestra
simulación hemos tomado como µ = 0,2.
Hemos obtenido un ajuste excelente, por lo que las ecuaciones han quedado validadas y no
volveremos a utilizar las simulaciones de Montecarlo de ahora en adelante, porque requieren
tiempos de computación excesivos.
1Fuente de datos de movilidad de ciudades de Estados Unidos: https://lehd.ces.census.gov/data/lodes/LODES7/
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(a) Red de la ciudad de Las Vegas (b) Red de la ciudad de Baltimore
Figura 3: Validación de las ecuaciones de Markov para (a) la ciudad de Las Vegas y (b) Baltimore. En
el eje vertical se representa la fracción de infectados ρ en el estado estacionario para toda la población,
y en el eje horizontal el parámetro λ normalizado respecto al umbral epidémico para pd = 0. El color
se corresponde a distintos valores de pd con los que se han llevado a cabo las simulaciones. Los puntos
representan el promedio temporal de las simulaciones de agentes (Montecarlo) y las ĺıneas continuas
muestran los valores que resultan de iterar las ecuaciones markovianas derivadas en este punto.
Algo que llama la atención es que el umbral epidémico parece cambiar para distintos valores
de pd, y nos preguntamos ahora cuál es su dependencia con la cantidad de desplazamientos. A
primera vista nos damos cuenta de que aumentar el valor de pd por encima de cero puede hacer
que el umbral epidémico crezca en algunos casos, lo cual es sorprendente. Sin embargo, gracias
a haber obtenido las ecuaciones de Markov, podremos obtener también una expresión anaĺıtica
de λc(pd) más adelante.
4. Estudio del umbral epidémico
Este es uno de los objetivos principales de la investigación de la propagación de epidemias en
poblaciones: observar cómo cambia el umbral epidémico con la movilidad. Recordemos que el
umbral epidémico nos da el valor que debe tener la probabilidad de contagio de una enferme-
dad para que la epidemia no se extinga. Es de gran interés a la hora de tomar medidas en una
epidemia alcanzar valores altos del umbral.
4.1. Observación cualitativa. Variables λ , pd
Al igual que en las gráficas anteriores, en las que representábamos la media de infectados respec-
to a λ para cierto pd, calcularemos dicha media en función de ambas variables y lo dibujaremos
en un mapa.
Lo primero que vemos en la Figura 4 es que hay dos regiones claramente diferenciadas. En
la región inferior (en negro) tenemos todos los puntos en los que la enfermedad desaparece y
sólo hay individuos sanos. En la región superior la enfermedad consigue mantener un número
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determinado de infectados, alcanzando un equilibrio, y su aumento respecto a λ lo hemos visto
ya en la Figura 3.
Lo siguiente que podemos ver es algo que también aparece en [16], y es que hay un detri-
mento en el contagio debido a la movilidad. El umbral epidémico aumenta para valores bajos
de pd y llega a un máximo generalmente en 0,2 < pd < 0,4 tras el cual vuelve a decrecer a un
valor menor incluso que el inicial.
Es algo anti-intuitivo que haya un detrimento de la propagación de la epidemia al aumentar la
movilidad, ya que tradicionalmente se piensa que al haber más movimiento entre poblaciones
una enfermedad se contagia más fácilmente. Sin embargo, tiene sentido que exista ese detri-
mento porque en pd = 0 la enfermedad está concentrada en el nodo de mayor población. Al
aumentar pd esparcimos los portadores de la enfermedad a otros nodos más pequeños donde no
se va a propagar bien, mientras que los individuos que llegan desde el resto de nodos pequeños
son mayoritariamente sanos. Esto homogeneiza la epidemia, de forma que tenemos menos in-
fectados en el nodo más poblado y más en otros nodos pequeños. Hay que tener en cuenta que,
en general, a mayor heterogeneidad en una red menor será el umbral epidémico.
Todo esto no cambia el hecho de que si partimos del otro extremo, pd = 1, también podemos
reducir el impacto de la enfermedad e incluso hacerla desaparecer al disminuir los viajes. En el
siguiente paso vamos a obtener las ecuaciones con las que podremos calcular de forma mucho
más rápida el umbral epidémico λc(pd) y con las que tendremos una visión más significativa
del proceso en śı.
4.2. Linealización de las ecuaciones. Cálculo del umbral epidémico
En los algoritmos de Montecarlo y las iteraciones de las ecuaciones de Markov partimos de
estad́ıstica o de iterar ecuaciones que se acercan asintóticamente al valor correcto. En esta par-
te tendremos por primera vez un método que nos permitirá llegar directamente al resultado
exacto. Pero antes tenemos que linealizar las ecuaciones.
Estamos en el estado estacionario. La cantidad de individuos que se infectan cada turno
debe ser igual a la de individuos que recuperan en cada nodo, y la cantidad de infectados
permanece constante:
ρij(t + 1) = ρij(t) ≡ ρ∗ij ∀i, j (10)
La cantidad de infectados debe tender a cero, por lo que definimos:
ρ∗ij ≡ ε∗ij  1 ∀i, j (11)
Lo mismo se aplica para Pi(ε(t)) = Pi(ε∗).










ε∗ij = (1− µ)ε∗ij + (1− ε∗ij)[(1− pd)Pi(ε∗) + pdPj(ε∗)]
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Multiplicando ambos términos, la primera ecuación queda aśı:












(λpdε∗kinki + λ(1− pd)ε∗iknik)







pd(1− pd)nkiε∗ki + (1− pd)2nikε∗ik + p2dnkjε∗kj + pd(1− pd)njkε∗jk (12)
Esto es evidentemente una ecuación de autovalores, en la que el elemento ε∗ij ocupa la posición
i · N + j en el autovector ε∗. Reescribimos los términos de la siguiente manera para que queden







Miljk · εl k (13)
Podemos conocer cada término de la matriz estudiando cada caso a partir de la ecuación (12):
∀ i, j, k tal que 1 ≤ i, j, k ≤ N
Mikji = pd(1− pd)nki




Mijjk = pd(1− pd)njk
Lo interpretamos de la siguiente manera. Cada término es la cantidad de contactos que tiene
un individuo que suele viajar del nodo i al j con:
El primer término es con los individuos que se desplazan del k al i.
El segundo es con los que se desplazan del i al k.
El tercero es con los que van del k al j.
Por último, este es el de los que van del j al k.
Como un mismo término de la matriz puede aparecer en el sumatorio varias veces, hay ciertas
excepciones donde hay que sumar términos cuando k = i o k = j:
Miijj = (1 + 2pd(pd − 1))nij
Mijji = 2pd(1− pd)nji
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Cada bloque Mab contiene a los elementos que relacionan al individuo que sale del nodo a con
el que sale del nodo b.





Como queremos conocer el umbral epidémico, que es el mı́nimo valor de λ para el cual se





La matriz M es caracteŕıstica de la matriz origen-destino y el valor de pd, aśı que podemos
obtener el umbral epidémico de la red en función de esa variable introduciendo los valores en
un programa que nos devuelva los autovalores.
(a) Red de la ciudad de Las Vegas (b) Red de la ciudad de San Diego
Figura 4: Mapas de calor para las ciudades de (a) Las Vegas y (b) San Diego. En el eje vertical se
encuentra la probabilidad de infección por contacto λ normalizado de la misma forma que anteriormente,
y en el eje horizontal tenemos la probabilidad de desplazamiento pd. La escala de color representa la
fracción de infectados ρ estacionaria obtenida iterando las ecuaciones markovianas, y la ĺınea continua
verde es el umbral epidémico, resultado de linealizar las ecuaciones, que marca la frontera entre las dos
fases (en negro no existe epidemia, en amarillo se propaga).
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Comprobamos que, en efecto, este método es válido superponiendo la curva λc(pd) sobre el
mapa de calor que hemos obtenido anteriormente. En la Figura 4 se muestra como la ĺınea
verde.
4.3. Comparando los formalismos. Detrimento de la propagación en pd = 1
Mostramos en la Figura 5 los umbrales epidémicos para varias redes, correspondientes a diver-
sas ciudades estadounidenses. Las curvas del caso distinguible se han obtenido a partir de la
expresión (16) resultante de linealizar las ecuaciones de Markov, y las del caso indistinguible
vienen de la ecuación (6) que se ha desarrollado en [16].
Para cada red, el umbral epidémico es siempre menor en el caso distinguible que en el indistin-
guible. Esto de nuevo tiene que ver con la diferencia de heterogeneidad entre ambos modelos.
Mientras que en el caso distinguible los individuos que mantienen el foco principal (en el nodo
con más población efectiva) siempre regresan al mismo, manteniendo activa la epidemia. En el
caso indistinguible, por el contrario, una persona que haya estado en el foco puede acabar en
otro lugar distinto al siguiente paso, homogeneizando el sistema y aumentando de esta forma
el umbral. Estas diferencias se acentúan conforme el valor de pd crece.
En el otro extremo, el de pd = 0 los dos casos dan la misma pendiente de λ respecto a pd.
Es razonable pensar que, ya que el detrimento es causado por el hecho de que los residentes
del foco de contagio empiezan a salir de ese nodo, a primer orden no importa a qué otro nodo
vayan. Sólo es relevante el hecho de que salgan, y por eso las diferencias entre los formalismos
sólo se hacen evidentes cuando los individuos que entran (no los que salen) al foco juegan un
papel importante.
(a) Individuos distinguibles (b) Comparación distinguibles-indistinguibles
Figura 5: En la figura (a) representamos los umbrales epidémicos obtenidos en el caso distinguible para
nueve ciudades, en orden de oscuro a claro: Baltimore, Minneapolis, San Francisco, Atlanta, Pittsburgh,
San Diego, Seattle, Houston y Las Vegas. En el eje vertical está el umbral epidémico y en el horizontal
la probabilidad de desplazamiento. En la figura (b) comparamos los umbrales de cuatro ciudades para
el caso distinguible (ĺınea continua) con el indistinguible (ĺınea discontinua), de las ciudades Baltimore,
San Francisco, Houston y Las Vegas de oscuro a claro.
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Notar que si tomáramos sistemas de los cuales hemos obtenido, por ejemplo, datos de viajes
diarios (regulares) y los estudiáramos con el formalismo de individuos indistinguibles, podŕıamos
estar sobreestimando el valor del umbral epidémico en muchos casos.
Debemos preguntarnos cómo afecta disminuir la movilidad en cada caso, por lo que medimos
las pendientes de todas las curvas en pd = 1 y las comparamos entre ellas (Figura 6).
Figura 6: Representación de la pendiente de la curva
del umbral epidémico en pd = 1 en el caso distingui-
ble respecto al indistinguible para cada red. La ĺınea
azul es de pendiente m = 1
No se ve una clara relación entre las pendien-
tes en ambos casos para cada red, los pun-
tos están bastante dispersos. Lo que śı que
podemos notar es que en casi todos los ca-
sos la pendiente en el caso distinguible es
menor. Esto es debido a que el valor má-
ximo de la pendiente se alcanza antes (al-
rededor de pd = 0,6) y ya se ha frenado,
mientras que las curvas en el caso indistin-
guible llegan al punto de inflexión muy cer-
ca de pd = 1 o no llegan en ningún momen-
to.
En situaciones en las que estemos estudian-
do una epidemia existente y queramos ha-
cer un modelo que se acerque lo máxi-
mo posible a la realidad, esta parte co-
bra mucha importancia ya que nos da mu-
cha información de cuán prioritario es re-
ducir la movilidad entre poblaciones. Mien-
tras que no es el caso en este trabajo, en
el que estudiamos un caso muy general y
no nos centramos en obtener valores nu-
méricos, podemos extraer algunas conclusio-
nes.
En los casos en los que las personas viajen a un lugar repetidamente va a ser más dif́ıcil que
la epidemia se extinga, mientras que si cada persona viaja a diversos sitios ocurre lo contrario.
Además, reducir la movilidad va a ser a primer orden más efectivo en el caso indistinguible, pe-
ro para una reducción grande de pd la epidemia se frena más bruscamente en el caso distinguible.
Como hemos comentado en la introducción, el estudio de la movilidad humana nos ayuda mucho
a conocer cuánto se acerca nuestro modelo a la realidad y, si es necesario, elegir qué formalismo
utilizar dependiendo del sistema que estudiemos. El comportamiento de las personas puede ser
muy diferente dependiendo de la escala (barrios, ciudades o incluso páıses), y mientras que los
viajes diarios son repetitivos (el modelo de individuos distinguibles seŕıa más adecuado) otra
clase de viajes como los internacionales pueden no ser recurrentes (por lo tanto siendo conve-
niente usar el formalismo de individuos indistinguibles).
Un resultado muy interesante que se obtiene es que se pueden recuperar las ecuaciones linea-
lizadas del formalismo de individuos indistinguibles a partir de las del de distinguibles. Las
cuentas se encuentran en el anexo 7.1. El procedimiento será imponer una serie de condiciones
sobre las ecuaciones (12) a partir de las cuales, tras un desarrollo, llegamos a las del caso in-
distinguible (17). A continuación veremos por qué obtener estas ecuaciones es tan importante
para comprender las diferencias entre ambos formalismos y cómo la heterogeneidad influye no
solamente en el umbral epidémico, sino en su comportamiento a altos valores de λ.
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5. Impacto de la epidemia para alta movilidad
En el caso en el que estamos cerca de pd = 1 hemos visto cómo cambia el umbral epidémico,
y las diferencias que tenemos entre los dos formalismos. Sin embargo, no siempre nos vamos a
encontrar cerca del umbral, sino que podemos tener un caso en el que cierta enfermedad sea
muy contagiosa y queramos medir el impacto que va a tener en la población. Nos topamos con
algo inesperado que vemos en la Figura 7: la curva de infección en el caso de individuos indis-
tinguibles, a pesar de que tiene un umbral mayor y empieza con una infección mucho menor,
acaba alcanzando y superando con creces a la del caso de individuos distinguibles. Es decir,
para enfermedades muy contagiosas, parece que la enfermedad se propaga más fácilmente si los
individuos están dispersos y viajan a diferentes sitios. A primera vista esto contradice lo que
hab́ıamos dicho en un principio.
Sin embargo, vamos a aprovechar esto para entender por fin las diferencias principales entre los
formalismos. Volvemos a las ecuaciones linealizadas de ambos: (12) y (17).
Como hemos visto, en el caso distinguible (12) cada término nos relaciona los individuos sus-
ceptibles con los infectados (ejemplo: el primer término relacionaba a los individuos susceptibles
que viajan del nodo i al j con los infectados que van del k al i). Nos damos cuenta de que ese
valor no es más que el número de contactos que va a tener el susceptible con otros individuos
(a) Detroit (b) Houston
(c) LasVegas (d) Seattle
Figura 7: Impacto de la epidemia en función de la probabilidad de infección λ para pd = 1 en las
ciudades de (a) Detroit, (b) Houston, (c) Las Vegas y (d) Seattle. La curva verde corresponde al caso
indistinguible y la morada al caso distinguible.
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infectados. Si no tenemos en cuenta el término ε, lo que queda es el número total de contactos
que un individuo tiene con los de otros nodos, y es lo que contiene la matriz M.
La forma en la que vamos a abordar la pregunta es a partir de la cantidad de contactos que
ocurren en cada paso. Lo primero que podemos observar es que, en total, hay la misma can-
tidad de contactos para ambos formalismos. Esto tiene sentido, ya que en ambos casos hay la
misma cantidad de gente viajando de un nodo a otro, y las personas que hay en cada nodo a la
hora de infectarse (ese número se conoce como la población efectiva de los nodos) son las mismas.
Calcular la cantidad de contactos es sencillo: quitando los términos ε de la parte derecha de la






pd(1− pd)nki + (1− pd)2nik + p2dnkj + pd(1− pd)njk
Si recordamos cómo hemos definido la matriz M en (14) nos damos cuenta de que esto se






Si queremos calcular los contactos totales que hay en toda la red a cada turno, multiplicamos































Hasta aqúı el caso distinguible. Si queremos hacer lo mismo para el caso de individuos indis-
tinguibles, volvemos a las ecuaciones (17) y hacemos lo mismo. Quitando el término ε j de la
ecuación tenemos el número de contactos que tiene un individuo perteneciente al nodo i con
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Este resultado no es tan intuitivo como en el caso de individuos distinguibles, donde cada in-
dividuo que se desplaza simplemente va a su destino y tiene contactos con los que haya alĺı.
Ahora, un individuo tiene muchos destinos, por lo que podemos imaginarnos que va a todos al
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mismo tiempo. De ah́ı viene el término Ril, que nos da con qué ’peso’ va a cada lugar.
De nuevo multiplicamos esto por la cantidad de individuos en cada nodo, los sumamos y tenemos










Haciendo esto obtenemos el mismo número total de contactos para distinguibles e indistingui-
bles. Pero esto no es toda la información. Es evidente que las diferencias entre los formalismos
no se encuentran en la cantidad total de contactos, sino la localización de los mismos. Aqúı es
donde aparece la ’desigualdad’ entre individuos. Mientras que unas personas tengan muy pocos
contactos, otras tendrán muchos, y son las últimas las que mantienen la enfermedad transmi-
tiéndose.
Aśı que lo que nos queda es figurar en qué formalismo hay más ’desigualdad’ entre individuos.
Una manera de verlo es calculando la varianza.
Primero calculamos la media, para lo que simplemente dividimos la cantidad total de contactos






La varianza la podemos calcular como:
V = 〈x2〉 − 〈x〉2
Donde x es la cantidad de contactos de cada individuo. Como la media ya la sabemos, sólo





















Podemos ver los resultados en la tabla 1
Red Media Varianza (Indist) Varianza (Dist)
Detroit 17 846 1 880 13 838
Houston 31 246 6 131 31 536
Las Vegas 43 270 6 039 44 980
Seattle 28 820 7 098 22 800
Cuadro 1: Medias y varianzas de los contactos por individuo para cada red y formalismo.
Esto nos da una pista muy importante y la diferencia es clara. La varianza en el caso de in-
dividuos distinguibles es mucho mayor que en el otro. Una varianza tan alta significa que hay
mucha desigualdad, es decir, unos individuos tendrán muchos contactos en comparación a otros.
Esto explica el hecho de que el umbral epidémico del caso distinguible sea mucho menor, y que
la enfermedad tienda a no extinguirse con facilidad. Como hemos comentado varias veces a lo
largo del trabajo, el umbral epidémico es más bajo cuanto más heterogénea es la red, y hemos
visto que esta regla se verifica en cada paso. Pero todav́ıa no hemos explicado por qué en el
caso indistinguible hay un impacto mayor cuando λ es alta. Para arrojar luz .
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En el histograma contaremos la cantidad de personas que tienen ciertos contactos entre dos
valores. Recordar que cada elemento que vamos a contar tiene un peso distinto (el elemento
asociado a ε ij debe contarse nij veces). De nuevo, compararemos ambos formalismos para cada
red. Vemos el resultado en la Figura 8.
En efecto, los histogramas de casos distinguibles nos dan mucha información. Vemos que hay
unos pocos nodos que acaparan muchas personas, y es gracias a ellos que la epidemia puede
mantenerse incluso para una λ muy baja. Conforme aumenta la λ, otros nodos menos poblados
empiezan a permitir contagios y por ello la curva parece que aumenta a ’saltos’. Cada nodo
es independiente, y se van sumando consecutivamente. Podemos ver que hay también claras
diferencias entre diferentes redes para individuos distinguibles. En el caso de Las Vegas, hay un
nodo que atrae a una gran cantidad de individuos, dejando el resto de nodos con poca gente.
Por eso la curva aumenta muy pronto, pero no llega a alcanzar un valor grande. En Detroit,
por otro lado, al ser el histograma más continuado, la curva aumenta de forma constante.
En el caso de individuos indistinguibles vemos una sorprendente homogeneidad. Esto es porque
aunque los nodos grandes acumulan los contagios, los individuos los dispersan en sus respectivos
nodos de origen. Las personas tendrán una cantidad de contactos que media respecto a los que
se dan en los nodos de destino. En redes con muchas conexiones, esto significa que esa media
será similar para toda la red.
(a) Detroit (b) Houston
(c) LasVegas (d) Seattle
Figura 8: Histogramas que representan la cantidad de individuos que tienen un número de contactos que
representamos en el eje horizontal, para las ciudades de (a) Detroit, (b) Houston, (c) Las Vegas y (d)




A lo largo del trabajo se ha mostrado un marco existente en la investigación de la propagación
de enfermedades, se ha visto por qué ha supuesto una mejora a los modelos anteriores y se ha
incidido en sus limitaciones, introduciendo de esta forma un nivel más de complejidad en el
modelo que permite representar de forma más fiable muchos casos reales. Hemos concluido en
que el caso de individuos indistinguibles se adapta mejor a datos de movilidad no recurrentes,
que ocurren a escalas mayores de espacio y tiempo (viajes internacionales o turismo) frente a
los datos que obtenemos de viajes diarios o repetitivos (al trabajo, a la universidad, etc) para
los cuales el modelo anterior puede subestimar el impacto de la epidemia (o sobreestimarlo en
algunos casos), requiriendo de esta forma usar el formalismo de individuos distinguibles que
hemos desarrollado en este trabajo.
Se han visto las ventajas de haber obtenido ecuaciones a partir del acercamiento de la cadena de
Markov, con las que no solo podemos derivar una expresión anaĺıtica para el umbral epidémico
sino que nos permiten un entendimiento mayor de cómo se contagia la enfermedad a nivel de
la cantidad de contactos entre individuos y de cómo la heterogeneidad de la red juega un papel
crucial.
A nivel de computación, las ecuaciones suponen una reducción enorme del tiempo y la me-
moria necesarios para llevar a cabo una simulación. El hecho de que al iterar las ecuaciones
markovianas no se tenga en cuenta a todos los agentes individualmente y no haya que obte-
ner estad́ıstica para desprendernos del ruido reduce los tiempos de computación en dos o tres
órdenes de magnitud, dependiendo de la precisión que necesitemos. El modelo que hemos in-
troducido, sin embargo, requiere de más tiempo y memoria que el anterior, ya que consta de
L ecuaciones en vez de N. A la hora de hallar los autovalores de la matriz para obtener el
umbral, el número de elementos no nulos de dicha matriz crece con L en el caso de individuos
indistinguibles y con L3/2 en el de distinguibles.
Hemos visto que introducir este formalismo supone una mejora sobre el anterior, añadiendo
más realismo y adaptándose mejor a muchos datos de movilidad. Sin embargo, hay muchas
variables adicionales que pueden tenerse en cuenta y no hemos introducido aún en el mode-
lo. Además, todav́ıa no se ha llevado a cabo un estudio del formalismo para el modelo SIR
(susceptible-infectado-recuperado), aunque la mayor parte de los resultados de los SIS y los
SIR son equivalentes. Una gran ventaja del formalismo es que varias mejoras y adaptaciones
llevadas a cabo en el modelo existente (de individuos indistinguibles) también se pueden aplicar
de la misma forma al de individuos distinguibles (multiplexes [18], cambio de comportamiento
de individuos infectados, vectores de transmisión [19], etc). Por otra parte, se abren caminos
de investigación espećıficamente alrededor de este formalismo. Por ejemplo, distinguir perso-
nas que viajen a diario de las que siempre permanezcan en su nodo, añadiendo otro grado
de distinguibilidad, o añadiendo un parámetro que relacione ambos formalismos (parámetro
de distinguibilidad, decidiendo la proporción de viajes recurrentes frente a los aleatorios). De
cualquier manera, queda mucho trabajo por delante y la necesidad de desarrollar estos mode-
los y seguir investigando los efectos de la movilidad en el contagio de enfermedades es en la
actualidad mayor que nunca.
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7.1. Anexo I: Recuperación de las ecuaciones del formalismo de individuos
indistinguibles











Ril Rjl)) · ε∗j (17)
Para recuperar la indistinguibilidad vamos a escribir las siguientes condiciones:
1) ε ij = ε i ∀ j






En realidad, únicamente la primera es una verdadera condición, ya que obligamos a que todas
las ε ij sean iguales para una misma i. La segunda solamente relaciona ambos formalismos, y la
tercera es una igualdad que ya cumpĺıan las Rij







pd(1− pd)nkmε∗kmδmi + (1− pd)2nmkε∗mkδmi + p2dnkmεkmδmj + pd(1− pd)nmkεmkδmj
(18)























Esto significa que si cogemos todos los términos ε ij para un mismo i y los sumamos de esa











pd(1− pd)nkmε∗kmδmiRij + (1− pd)2nmkε∗mkδmiRij+
+ p2dnkmεkmδmjRij + pd(1− pd)nmkεmkδmjRij







pd(1− pd)nkRkmε∗kδmiRij + (1− pd)2nmRmkε∗mδmiRij+
+ p2dnkRkmεkδmjRij + pd(1− pd)nmRmkεmδmjRij




































































































































Tras juntar el primer término con el cuarto, hemos acabado y recuperado las ecuaciones del
caso indistinguible (17).
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