Abstract
Introduction
A new trend in program testing is to combine static and dynamic analysis through the usage of the constraints technology. Constraint-Based Testing (CBT) was introduced fifteen years ago in the context of mutation testing [1] to model processes of test case generation using constraint solving techniques. Since then it has been continuously developed to cover several applications area including hardware verification [2, 3] , test data generation for structural testing [4, 5, 6, 7] and functional testing [8, 9] , counterexample generation [10, 11] , or software verification [12, 4, 8] . Among the tools that implement the CBT approach, InKa [13, 14] , ATGen [15] and PathCrawler [5] are automated test data generators based on constraint propagation over finite domains. These tools extract a constraint program from the source code to be tested and then exploit constraint propagation and backtracking to find test data that cover a selected element (path, branch or statement) within the program. Moreover, these tools are able to detect parts of the program that cannot be executed (dead code) as they can sometimes detect unsatisfiability during constraint propagation.
Among the projects dedicated to CBT, the MUTT project [16] from Microsoft explores the combination of dynamic and static analysis for constraint-based automatic test data generation [6] . In France, CBT has been developed within the RNTL InKa and DANOCOPS projects, and the ACI V3F [17] which expressed the need for improving current constraint propagation capabilities of solvers exploited in CBT.
This paper addresses the problem of dynamic memory management in CBT and details our implementation based on specific constraint operators. We first illustrate this problem on a complex example extracted from the literature [18] . This program called Josephus is shown in figure 1 . The first loop builds a circular simple-linked list of n nodes, while the second loop eliminates nodes at position m until only a single node remains in the list. Thus, this program contains dynamic memory allocation/deallocation within loops. This is considered as the main technical difficulty w.r.t. dynamic structures for CBT techniques.
An interesting and typical testing objective for the Josephus program is to find values for m and n such as the second loop (while2) is unrolled a given number of times as this constraints the length of the list. For CBT, such a problem involves complex analysis such as structures sharing and pointer aliasing. Moreover, dynamic allocation/deallocation in loops requires variables and constraints being created during the test data generation process. For example, consider the testing objective of generating a test datum on which the loop while2 is unrolled at least forty times 1 . Consequently, our system automatically deduces that the length of the list should be 41 while the remaining element at the end of the process is 31 when m=3. This paper details the deduction rules that equip our operators that model dynamic memory management. We introduce each operator under the form of finite state machine that interacts with the constraint propagation solver. Our implementation translates a program under test written in a restricted subset of C into a constraint (logic) program. This program is then solved using classical finite domain constraint propagation and labeling. Outline of the paper. Section 2 recalls the necessary background on Constraint (Logic) Programming. Section 3 describes our abstract memory model that tackles with dynamic allocated structures. Section 4 presents the deduction rules exploited in the constraint operators that model dynamic memory management. Section 5 gives preliminary results obtained on the Josephus program, while section 6 discusses related works. Finally, Section 7 presents our future work.
Background

Constraint reasoning
Our approach is based on Constraint Logic Programming over Finite Domains (CLP(FD)). 1 In the original ancient Josephus's decimation problem, there were 40 people killed, letting the emperor alive at position 31.
Constraint Logic Programming replaces classical imperative assignment by unification and constraints that are logical relations between the variables of the problem. In CLP(FD), a finite domain is associated to each variable and a solution to the constraint system is a valuation of the variables within their domains that satisfy each constraint. Primitive constraints in CLP(FD) are built over variables, domains, arithmetical operators in {+,-,*,\,…} and relations {>,≥,=,≠,≤,<}. Non-primitive constraints include userdefined constraints and constraint operators that express high-level relation between other constraints. In this paper, we focus on the definition of constraint operators that tackle dynamic memory management.
Two interleaved processes intervene in the solving process of a constraint system. Constraint propagation. Initially, the constraints are added to a main queue and fall into an evaluation state. Each constraint of the queue is considered oneby-one by the constraint propagation algorithm. The algorithm exploits each constraint to filter out the inconsistent values from the domains of the variables. When the domains of all variables of the constraint have been pruned, the constraint falls into the suspended state. When the domain of a variable is pruned, other constraints that involve this variable are reintroduced into the queue. In this case, these suspended constraints are woken up and return in the evaluation state. If the domain of at least one variable becomes empty, the constraint fails: the constraint system is unsatisfiable. If the constraint succeeds, meaning that each of the tuples from the current domains are compatible with the constraint, then it falls into the entailed state. In this case, the constraint is removed from the queue of constraints as it is no more useful. When no more reduction is possible, the queue becomes empty and the constraint propagation ends. Figure 6 gives the model we use to represent constraint operators. It is based on this mechanism of constraint propagation. It will be described in the following. Variable labeling. When the constraint propagation ends, enumeration on the possible values from the domains is usually required to get a solution. The labeling procedure tries to give a value to every variable one by one. When a value is chosen from the domain of a variable, the constraint propagation is rerun to prune the domains of other variables with the current hypothesis. If a contradiction appears during the resolution process, the procedure backtracks to other possible values. The process stops when a value is assigned to each variable. 
Notations and restrictions
In the following, parameters of operators that begin with a lower case letter denote identifiers whereas parameters that begin with a capital letter represent abstract variables of the model.
For the sake of simplicity, we confine ourselves to a small language over pointers whose grammar is given in figure 2 . We suppose that dynamic allocation is only possible for structures as other cases are simpler. In this paper, we focus on dynamic memory management statements. We ask the reader to report to [13] to see how to deal with control structures such as if and while. Note that our approach addresses a greater subset of the C language that includes arrays, pointer arithmetic [19] , and floating-point variables [20] .
Description of an abstract memory
In our implementation, C operations over the memory are expressed with relations over two (abstract) memory states. The first memory state represents the memory before statement execution while the second memory state represents the memory after statement execution. A memory state is an abstract model of the physical memory, which contains information known at a given step of the resolution process of the constraint system. Figure 3 describes the model of an abstract memory state. It contains known information about basic variables and dynamic allocations. MEM is the set of all the abstract memories. An abstract memory m contains four elements: struct(m), tab i (m), tab p (m), and closed(m) that are described below.
As an example, Figure 4 shows the abstract memory state m obtained before statement 11 of the C program of figure 1 after two iterations of the first loop.
Dynamic allocations: struct(m)
For an abstract memory m at a given step of the solving process, information about dynamic allocation of Var s_@ S node { n(2), n(7.1),n(7.2)} struct(m)=<node, S node > structures is stored in struct(m). In a memory, to each structured type definition is associated a variable, and a function called s_@ gives the set of anonymous program locations associated to this variable. On the model, each abstract memory location is represented by the term ident. An abstract memory location can be anonymous in the case of dynamic allocation. In figure  4 where there are three dynamically allocated structures, {n(2), n(7.1), n(7.2)} is the set of the anonymous program locations. For example, n(7.2) denotes the anonymous program location obtained by the execution of the statement 7 in the second iteration of the loop. Function access_f associates to location loc of a structure and field name f, the complete name of the field location loc.f. For example, access_f(n(2),next) is n(2).next.
Basic types: tab i (m), tab p (m)
Information about basic variables is memorized by pairs ident-Var; where ident is an abstract memory location, and Var is a variable of type integer or pointer. On the model, the sets of integer and pointer variables are noted respectively VAR i and VAR p . These pairs are stored in two data structures, called tableaux:
Integer variables. For abstract variables that
represent integers, the function dom i gives the set of possible values at a given step of the resolution. For example, the abstract memory location i in tab i (m), has value 4 in abstract memory of figure 4.
Pointer variables. For abstract variables
that represent pointers, our model provides two functions dom p and ndom p . dom p returns the set of possible abstract memory locations (symbolic names or anonymous program locations) for the pointer while ndom p returns the set of memory locations on which the pointer cannot points-to. For example, on a condition such as (p==&a||p==&b), we get dom p (P)={@a,@b} where @a (resp. @b) denotes the address of a (resp. b) in the abstract memory model. On a condition such as (p!=&a), we get ndom p (P)={@a}. If dom p (P) contains a single value v, the element pointed by P is definitely known. For example, V p 2 in figure 4 is simplified to n(2) as x points to the first dynamically allocated structure in statement 2. If dom p (P)=all, P can point to any location in the memory except the ones contained in
The function type p returns the type of the pointed element. In figure 4 , all the pointers point to a node structure.
Closure of the memory: closed(m)
The last component of an abstract memory m is the predicate closed(m). It indicates whether all the elements of the tableaux and structures are defined or not in the current abstract memory. This predicate is used in the labeling process to force the input domain to contain only the data structures previously labeled. Without this predicate, labeling could invent new structures and values leading to a non-terminating process. Such status is of particular interest when one looks for the possible shapes of a dynamic structure during the labeling process as it strongly constrains the set of identifiers a pointer can point to.
Constraint operators on abstract memories
To find a test datum to reach a given testing objective, the program under test is translated into a constraint system on abstract memories. This section details the deduction rules applied within some of the constraint operators that tackle with dynamic structures. Figure 5 shows the translation of some basic statements of our language into these constraint operators. M in and M out are respectively the memories before and after the execution of a given statement. All the elements of the memory M in and M out but the input parameters of the constraint operators are identical (except the predicates closed(M in ) and closed(M out )). Asterisks in figure 5 denote the operators that will be detailed in the following. For other operators, we will only give an overview. free(x,t) (*) delete_s(Struc t (M in )(t), Struct(M out )(t),X) delete_fields(M in, M out ,type,X) three operators. The first one gets a pointer Vp that points to the possible locations of y->f. Thanks to Vp, the second operator collects in Val the possible values for y->f. The third operator affects the domain of Val to X. Similarly, statement y->f=x generates two operators. The first one gets a pointer Vp that points to the possible locations in memory that can store y->f. The second one affects the value of x to y->f. Statement x=y is expressed by an operator that stores the abstract pointer variable that represents y in the location of x in the abstract memory. Statement free(x,t) generates two operators: the first one deletes the structure pointed by x in the memory while the second one deletes its fields.
We now turn on the description of these constraint operators: new_s for dynamic allocation, delete_s for deallocation, access_s to access structure field, store_element to store integer/pointer values in memory, and load_element to load values. The constraint operators for dynamic memory management have three roles: the propagation of the knowledge of the allocated locations in the memories, the filtering of the domains for pointers and integer values and the propagation of information about the closure of the memory.
Representation of a constraint operator
We propose to explain our constraint operators by using a simple model based on finite state machines. Figure 6 shows a generic state machine for constraint. Our representation gives the possible states of a constraint: it can be in evaluation, suspended, entailed or in a failure state. Deductions made thanks to the operators are described in the evaluation state. Labels on the arrows describe the events that permit to switch from one state to another. For each operator, we describe five possible transitions: 1) post event: the operator is posted in the propagation queue ; 2) waking-up event: the operator is woken up by some additional information on the domain of its variables or on its status ; 3) suspend event: no more deduction rules can be exploited to prune the variation domains ; 4) exit event: the operator becomes entailed ; 5) fail event: some inconsistency has been detected which indicates failure of the current constraint system. 
The new_s operator
The operator new_s(S0,S1,id) is added whenever a structure of type t is dynamically allocated. Figure 8 shows the model of this operator that establishes a relation between S0, S1 and id. In the model, we suppose that S0=struct(M in )(t), S1=struct(M out )(t), where struct(M)(t) denotes the variable associated with t in struct(M), and id is the identifier of the anonymous dynamic location. The operator is awoken when a location is added to the set of locations of S0 or S1.
If the operator is awoken, some new deductions can be performed. S0 and S1 should contain the same identifiers, except for id that is only in S1. Firstly, S1 should contain all the locations that are present in S0 (proposition 1) as well as the location id (proposition 3). Secondly, all the locations that are in S1, except id, should be in S0 (proposition 2). Moreover, if one abstract memory is closed, the second one should also be closed (proposition 4). Indeed, as new_s adds only one new location, the closure of M in (resp. M out ) implies the closure of M out (resp. M in ). Moreover, the operator succeeds as soon as M in is closed (cf exit arrow), while it suspends otherwise.
The delete_s operator
The operator delete_s(S0,S1,X) is added whenever a structure of type t, pointed by X, is removed from the abstract memory. Figure 9 illustrates the delete_s operator, which maintains a relation between three parameters: S0=struct(M in )(t), S1=struct(M out )(t), and X. The operator delete_s is woken up either when a location is added to the set of locations S0 or S1, or when the variation domain of pointer X is modified (for example, learning that X points to only one location). Such a modification is noted change(X) in our model. The relation maintains the fact that X should be non-null (proposition 1). As an illustration of the deduction rules, suppose the information on abstract memories linked by a delete_s operator shown below is available (memories before deduction).
Here, P points definitely to n(1) which is the deleted location. So, it should not appear in M3 (proposition 2.1) and other locations are not touched (proposition 2.2). Moreover, as M2 is closed and the location to delete is known, M3 is also closed (proposition 4) and the operator succeeds (exit arrow). We obtain the memories after deduction shown above. If there is no precise information on the pointed location or the available memory, then the operator is suspended.
The access_s operator
The operator access_s(S,X,f,Vp) is added when we access to a numeric field of a structure of type t. Figure  10 illustrates this operator that maintains a relation between four parameters: S=struct(M)(t), X the pointer to the possible locations of the structure, f the field name and Vp the pointer to the possible locations of the field. 
delete_s operator
The operator access_s is awoken when we get more information about the values pointed by X or by Vp. X should not be null (proposition 1). Statement p->t=i; in figure 7 leads to add two constraint operators including access_s(struct(M4)(t),P,t,Vp). The following draw illustrates the deductions made by this operator.
For each location of the domain of P, the relation maintains that Vp can point to the location associated with the field (proposition 2). In the following example, Vp can only point to n(2)->t or n(3)->t so P can only point to n(2) or n(3) (proposition 5).
Proposition 6 gives complementary information: if the memory M is closed, all the possible locations pointed by X belong to the set of addresses of S. Indeed all the possible locations for a structure of type t are known and X points to such a structure.
During the resolution process, if the domain of a variable becomes empty, the constraint resolution process fails. Indeed, it means that there is no assignment for all the variables of the system such that all the constraints are satisfied. For the operator access_s, the only domains that can become empty are the domain of X and the domain of Vp (in this case X or Vp cannot point to any location anymore).
The store_element operator
The operator store_element(Tab(M in ),Tab(M out ),X,V) is added when the statement stores a value in memory at a given address. Figure 11 illustrates this operator that maintains a relation between X, Tab(M in ), Tab(M out ) and V. X is a pointer to a location that stores an integer or a pointer value. The store_element operator is awoken when 1) a pair ident-Var is added in one of the tableaux Tab(M in ) and Tab(M out ) (conditions 1 and 2) ; 2) when the domain of a variable in Tab(M in ) or Tab(M out ) changes (condition 3); 3) when the information about the pointer X changes; 4) when the domain of the value V to store changes. X should be non-null (proposition 1). Consider again statement p->t=i; in figure 7 and let Vp be a variable that points to the possible locations of p->t. The storage of the value of I in Vp is performed within the relation maintained by the store_element operator.
In the figure below, in the memories before deduction, as domains of n(2)->t before and after the storing statement are distinct, the value of n(2)-> t is changed and the value of I is stored in n(2)->t. As a consequence, Vp points to n(2)->t (proposition 4.3). dom(n(2)-> t) in M5 and dom(I) should be intersected in order to find the values of I and n(2)->t in M5 (proposition 4.1). The domain of n(3) -> t remains the same in both memories (proposition 4.2). We obtain the following memories: After constraint propagation, store_element succeeds if M in is closed and the value pointed by X is known. Indeed, in this case all the information that permits to deduce the contents of Tab(M in ) and Tab(M out ) is available.
The load_element operator
The operator load_element(Tab(M),X,V) is added when the program loads an integer or pointer value from the memory at a given address. Loading a value does not modify the memory so it constraints only a single memory. Figure 12 illustrates the operator that maintains a relation between X, V and M, where pointer X points to a variable V in the corresponding tableau of M.
Proposition 2 expresses that for all the pairs <loc-V ar > in Tab(M):
before deduction
after deduction • If X points to loc, the variable V is loaded from the location loc and V=V ar . The domain of V and V ar is then dom(V)∩dom(V ar ).
• If dom(V)∩dom(V ar )≠Ø, the variable V cannot be loaded from the loc location and then X≠ loc. The solving process fails if the domain of X or V becomes empty, while it succeeds if there is a pair <loc,V ar > in Tab(M) such that X=loc and V=V ar.
Experimental results on the Josephus program
We implemented the operators that are described above. Our system is able to take a program written in a restricted syntax of the C language and generates automatically test data w.r.t. some testing objectives. The system is developed in C and Prolog and follows the principles of the previous implementation InKa [13, 14] . In our first experiment, we generated test data for the Josephus program in figure 1 . We considered several testing objectives. Among them, we generated a test suite that covers all the branches of the program in less than 120sec of CPU time. The results were computed on an Intel Pentium, 2.16 GHz machine running Windows XP with 2.0Go of RAM. The test suite contains {(0,0), (0,2) ,(2,2)} as values for m and n. We also dealt with more complex requests as the one described in introduction of this paper. For the objective of unrolling k times the loop while2, we obtain the results shown in table 1. Although being too preliminary to conclude on our approach, we claim that these results are promising because they confirm the high deductive potential of our approach. 
Related Works
Williams et al. [5] , Sai-ngern et al. [21] and Sen [7] address the problem of generating test data for C functions with dynamic structures by using symbolic execution and constraint solving techniques. In their approaches, constraints on input values, representing preconditions, force pointing relationships in generated tests. But in the absence of such preconditioning constraints, separation of input pointers values is assumed. Consequently it is not possible to produce aliasing relations between inputs that haven't been required by the user. In our approach, we propose dynamic memory management operators able to deal with pointer aliasing problems that are due to the source code, and also to produce aliasing relationships on inputs if they are necessary to fulfil the test objective.
PathCrawler [5] and CUTE [7] are two test data generators which try to cover all the feasible paths of C programs. Both systems try to solve path conditions in order to find the next test data that will follow a path that improves the current coverage of the program. These tools are path-oriented, meaning that they require a path (or path-prefix) to be selected first. When the coverage criteria is weaker (all branches for example), considering all paths that reach a given branch is usually unreasonable as the number of control flow paths can be exponential on the number of decisions of the program, and the number of decisions depends on the bounds of loops that are often only limited by the size of integers. Our approach is goaloriented, and is able, taking into account the goal objective, to quickly detect and abandon paths incompatible with it.
Moreover, thanks to the constraint reasoning on operators, our implementation allows more complex testing objectives, such as reaching a selected point at certain iterations of a while loop, to be expressed. This is particularly interesting for programs that build dynamic data structures as such requests help verify their shapes during testing. However, one disadvantage of our approach is that it requires the constraint solver to be adapted and modified which prevents the usage of some commercial solvers that are sometimes more efficient.
Conclusion and perspectives
In this paper, we have presented new constraint operators on which is based a constraint-based method for generating automatically structural test data for programs with dynamic structures. These operators handle dynamic memory allocation, deallocation, loading and update. We have implemented these operators within a test data generator for programs written in a restricted subset of C programs. We also have generated test data for the complex program Josephus that creates and modifies dynamically allocated structures. This paper has focussed on intraprocedural test data generation and our future work is dedicated to extend this approach to inter-procedural test data generation and to complex constructions of the C language. Dealing with function calls and dynamic memory allocation requires paying attention to how constraint systems are built as the number of constraints can grow exponentially with the number of function calls. This is our main challenging problem in order for the approach to scale up to large-sized programs
