Norm varieties  by Suslin, Andrei & Joukhovitski, Seva
Journal of Pure and Applied Algebra 206 (2006) 245–276
www.elsevier.com/locate/jpaa
Norm varieties
Andrei Suslina,∗,1, Seva Joukhovitskib,2
aDepartment of Mathematics, Northwestern University, 2033 Sheridan Road, Evanston, IL 60208-2730, USA
bDepartment of Mathematics, University of California, Los Angeles, 520 Portola Plaza, Los Angeles,
CA 90095-1555, USA
Received 15 August 2005
Available online 13 February 2006
Dedicated to Eric M. Friedlander on his 60th birthday
Abstract
For given symbol in the nth Milnor K-group modulo prime l we construct a splitting variety with
several properties. This variety is l-generic, meaning that it is generic with respect to splitting ﬁelds
having no ﬁnite extensions of degree prime to l. The degree of its top Milnor class is not divisible by
l2, and a certain motivic cohomology group of this variety consists of units. The existence of such
varieties is needed in Voevodsky’s part of the proof of the Bloch–Kato conjecture. In the course of
the proof we also establish Markus Rost’s degree formula.
© 2006 Published by Elsevier B.V.
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0. Introduction
The purpose of this paper is to present a part of Markus Rost’s work on Norm Varieties.
The primary goal is to prove the following result, formulated in [11, Theorem 6.3], that is
necessary to complete the inductive step in the proof of the Bloch–Kato conjecture.
Theorem 0.1 (Rost). Let l be a prime number and k be a ﬁeld of characteristic zero that
contains a primitive lth root of unity. For any non-trivial n-symbol {a1, . . . , an} ∈ KMn (k)/ l
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there exists a splitting variety X such that
(1) X is a n−1 variety
(2) the sequence
H−1,−1(X × X) (p1)∗−(p2)∗−−−−−−→ H−1,−1(X)−−−−→H−1,−1(k) = k∗
is exact.
An interested reader may ﬁnd out more about both the history and the strategy of the
proof of the conjecture in the introduction to the paper [10]. A diagram illustrating various
implications of results in the motivic cohomology that are used in the inductive step appears
in the introduction to the notes [12].
Observe that to get the proof of Bloch–Kato conjecture in general it sufﬁces to prove the
main theorem above for any prime number l > 2 and any base ﬁeld satisfying conditions of
the theorem. Moreover, the base ﬁeld may be assumed to be l-special, see Deﬁnition 1.11.
While the restriction on the characteristic is not essential for many steps of the construction,
we impose it for the sake of simplicity. Thus we freely use the resolution of singularities
technique by Hironaka [1].We do not assume that l is odd because it gives no simpliﬁcation.
The present proof of the theorem in weight n uses Theorem A.1 which in turn follows
from the Bloch–Kato conjecture in weights n − 1. Thus, rather then being a completely
independent statement it is a part of inductive step
Here is the outline of the argument. In Section 1 we give all the necessary deﬁnitions and
introduce the so-called group of reduced 0-dimensionalK1-cycles on a smooth scheme to
replace the (−1,−1)-homology of the main theorem. We discuss a number of properties of
these groups and formulate Theorem 1.21 which is the central result of these notes. In short,
it states that splitting varieties of a special type exist, and that any such variety satisﬁes the
claim of the main theorem. At the end of Section 1 we show that Theorem 1.21 implies
Theorem 0.1 if the base ﬁeld is l-special.
In Section 2 we describe an inductive construction of l-generic splitting varieties for a
symbol. These varieties are constructed from symmetric powers and are, in fact, exactly the
ones we want to produce. Toward the end we show that Theorem 1.21 implies Theorem 0.1
for a base ﬁeld that is not necessary l-special.
The next two sections deal with pseudo-Galois (i.e. ‘Galois almost everywhere’) cover-
ings. In Section 3 we deﬁne the  invariant of such coverings and show that it satisﬁes an
appropriate degree formula. In Section 4 it is shown, by means of introduction of b-classes,
that knowing the  invariant of the lth (Cartesian) power of a variety over its lth cyclic power
is essentially the same as knowing whether it is a n−1 variety, as deﬁned in 1.20.
Finally in Section 5we useMarkusRost’s chain lemma to show that the variety in question
is indeed n−1, and also to prove the multiplication principle for reduced 0-dimensional
K1-cycles. In turn, the multiplication principle together with the norm principle (see [8])
obviously imply the remaining claim of Theorem 1.21 and hence the main theorem as well.
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In the appendixwe prove an auxiliary result that is crucial for our construction of l-generic
splitting varieties but otherwise is independent from the rest of the paper.
Vigilant readers will surely notice that the expression “Norm Varieties” does not appear
anywhere in the text. Let us point out that the term norm variety was coined to describe a
variety given by an equationN(x)=a whereN is any norm map, while x and a are whatever
circumstances dictate. Hence both the splitting varieties constructed from the symmetric
powers in Section 2 and the varieties S( l
√
) of Section 5 deserve that name. Which ones
the paper is entitled after is anybody’s guess.
1. Reduced 0-dimensionalK1-cycles
Wewould like to transform the statement of themainTheorem0.1 into one about algebraic
cycles.
Let X be a smooth, irreducible, projective variety of dimension d. Recall that the K-
cohomology groups of X are those of the Gersten complex
KMd+1(k(X)) −→
∐
codim x=1
KMd (k(x)) −→ · · · −→
∐
codim x=d
KM1 (k(x)).
The last cohomology group is
Hd(X,Kd+1) = coker
⎛
⎝ ∐
dim y¯=1
KM2 (k(y))
−→
∐
x∈X closed
KM1 (k(x))
⎞
⎠
.
Finally recall that the latter group may also be denoted A0(X,K1) and, when written in
this form is called the group of 0-dimensionalK1-cycles.
The connection between the motivic homology H−1,−1(X) and A0(X,K1) is a direct
consequence of standard relations.
Lemma 1.1. Let X be a smooth, irreducible, projective variety of dimension d. Then
H−1,−1(X) = A0(X,K1).
Proof. Usingduality (see [9]) andusual isomorphismbetweenmotivic andK-cohomology,
as well as the above remarks we compute:
H−1,−1(X) = HomDM−(Z(−1)[−1],M(X)) (deﬁnition)
= HomDM−(Z(−1)[−1],Hom(M(X),Z(d)[2d])) (duality)
= HomDM−(Z(−1)[−1] ⊗ M(X),Z(d)[2d])
= HomDM−(M(X),Z(d + 1)[2d + 1])
=H 2d+1(X,Z(d + 1)) (deﬁnition)
=Hd(X,Kd+1) [10, Lemma 4.11]
=A0(X,K1) (deﬁnition)
withHom being the internal Hom-object in the category DM−.
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Note that a proper morphism f : X → Y induces a map of Gersten complexes, hence a
map f∗ : A0(X,K1) → A0(Y,K1). Consequently the groups A0(−,K1) are covariant,
in particular, with respect to morphisms of projective varieties. Moreover the map f∗ is
compatible with the corresponding map of (−1,−1) homology groups. 
Notation 1.2. For a smooth, irreducible, projective variety X let A¯0(X,K1) denote the
group of reduced 0-dimensionalK1-cycles, i.e.,
A¯0(X,K1) := coker
(
A0(X × X,K1) (p1)∗−(p2)∗−−−−−−−→A0(X,K1)
)
.
Finally let us point out that the map N : A0(X,K1) → A0(Spec k,K1) = k× induced
by the structure map is the sum of norm maps of Milnor K-groups, and that it obviously
factors through A¯0. Now we can make a trivial but very important observation.
Remark 1.3. A projective variety X veriﬁes the second requirement of the main Theorem
0.1 if and only if the norm map N : A¯0(X,K1) → k× is injective.
Observe that the group A¯0(X,K1) is generated by elements of the form [x, ], where
x ∈ X is a closed point,  ∈ k(x)×. Such an element may be thought of either as the image
of  under the canonical map k(x)× = A¯0(Spec k(x),K1) → A¯0(X,K1) corresponding
to embedding of x into X or simply as  placed at x.
Let L/k be a ﬁeld extension. A morphism  : SpecL → X is determined by a point x of
X and a ﬁeld embedding k(x) ↪→ L over k. We will refer to such  as an L-valued point of
X. If L/k is a ﬁnite extension then x must be a closed point of X. For such a point the map
∗ deﬁned above admits a very explicit description. It is induced by the norm map
This allows us to give the following description of A¯0(X,K1).
Lemma 1.4. A¯0(X,K1) is obtained from A0(X,K1) by factoring out all relations of the
form ∗() − ∗() where L is any ﬁnite extension of k,  ∈ L×, and , : SpecL → X
are any two L-valued points.
Proof. Any two morphisms , : SpecL → X determine the product morphism (,) :
SpecL → X × X. For any  ∈ L× therefore ∗() − ∗() = ((p1)∗ − (p2)∗)(,)∗()
vanishes in A¯0(X,K1). Conversely every element in the image of (p1)∗ − (p2)∗ must be
a sum of terms of that form. 
Making the right choice of L we obtain
Corollary 1.5. (1) Assume that x, x′ ∈ X are closed points such that there exists an
isomorphism : k(x) ∼−→ k(x′).Then for every  ∈ k(x)×, [x, ]=[x′, ()] in A¯0(X,K1).
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(2) Assume that x, x′ ∈ X are closed points such that there exists a ﬁeld embedding
k(x′) ↪→ k(x). Then for every  ∈ k(x)×, [x, ] = [x′, Nk(x)/k(x′)()] in A¯0(X,K1).
Corollary 1.6. If X has a k-rational point x0 thenN : A¯0(X,K1) ∼→ k× is an isomorphism.
Proof. The morphism X → Spec k induces the map N : A¯0(X,K1) → k× that sends
[x, ] to Nk(x)/k(). It has right inverse that maps  ∈ k× to [x0, ]. It is enough to show
that the latter is surjective. Let x ∈ X be any closed point. Then according to Corollary 1.5
for each  ∈ k(x)× we get [x, ] = [x0, Nk(x)/k()] in A¯0(X,K1). 
Corollary 1.7. If X has a closed point of degree n then both the kernel and the cokernel of
N : A¯0(X,K1) −→ k× are annihilated by n.
Proof. Let x ∈ X be a point with [k(x) : k] = n. After extension of scalars to k(x) the map
in question becomes an isomorphism. The usual transfer argument completes the proof.

Now we recall the notion of a generic splitting variety. Let {a}={a1, . . . , an} ∈ KMn (k)/ l
be a non-zero symbol.Any extensionL of k such that {a}=0 inKMn (L))/ l is called a splitting
ﬁeld of {a}.
Deﬁnition 1.8. A smooth variety X is a splitting variety for a non-zero symbol {a} ∈
KMn (k)/ l if
(1) {a} = 0 in KMn (k(X))/ l.
It is a generic splitting variety if in addition
(2) for any splitting ﬁeld L of {a} there is an L-valued point SpecL → X over k.
Remark 1.9. Observe that for any x ∈ X the map KMn (k)/ l → KMn (k(x))/ l factors
through a (non-canonical) specialization map KMn (k(X))/ l → KMn (k(x))/ l. Therefore if
X is a splitting variety for {a} then {a} = 0 in KMn (k(x))/ l for every point x of X.
Unfortunately, generic splitting varieties are only known to exist for n3 and also for
arbitrary n provided l = 2. Observe, however, that if L′/L is a ﬁnite extension of degree
prime to l andL′ splits {a} then by the usual transfer argument L splits {a} as well. Therefore
we can, without much loss, relax the deﬁnition as follows.
Deﬁnition 1.10. A smooth variety X is an l-generic splitting variety for a non-zero symbol
{a} ∈ KMn (k)/ l if
(1) X is a splitting variety for {a} and
(2) for any splitting ﬁeld L of {a} there is a ﬁnite extension L′/L of degree prime to l and
an L′-valued point SpecL′ → X over k.
It is convenient to have another description of generic splitting varieties.
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Deﬁnition 1.11. A ﬁeld F is called l-special provided F has no ﬁnite extensions of degree
prime to l or equivalently if Gal (Falg/F ) is a pro-l-group.
Remark 1.12. Let L be a ﬁeld of characteristic other then l. Choose an algebraic closure
Lalg of L. Let G := Gal (Lalg/L) and Gl be a Sylow l-subgroup of the proﬁnite group G.
Let L˜ := LGlalg be the subﬁeld ﬁxed by Gl . Then L˜ is l-special. At the same time the degree
of every ﬁnite subextension L′/L is prime to l. Such ﬁeld L˜ is called a maximal extension
of L of degree prime to l. (If char L = l then L˜ = Lsep has the required property.)
Using the notion of l-special ﬁeld one can deﬁne l-generic splitting varieties as follows.
Deﬁnition 1.10′. A variety X is an l-generic splitting variety for a non-zero symbol {a} ∈
KMn (k)/ l if
(1) X is a splitting variety for {a} and
(2) every l-special splitting ﬁeld F of {a} has an F-valued point SpecF → X over k.
Note that Deﬁnitions 1.10 and 1.10′ are equivalent. Indeed if X is an l-generic splitting
variety according to 1.10 and L is l-special then L′/L must be a trivial extension and any
L′-valued point is an L-valued point. Conversely let X be an l-generic splitting variety
according to 1.10′ and L be a splitting ﬁeld for {a}. Let L˜ be a maximal extension of L of
degree prime to l. Since {a} vanishes over L it does so over L˜ hence X has an L˜-valued
point. It is supported in a point x of X. Since k(x) is ﬁnitely generated over k there exists
some ﬁnite subextension L′/L such that ﬁeld embedding k(x) ↪→ L˜ factors through L′.
Thus, by construction, X has an L′-valued point supported in x and L′/L is ﬁnite of degree
prime to l.
Everywhere in these notes all splitting varieties are always assumed to be smooth and
projective.
Lemma 1.13. Let f : X → X′ be a birational morphism of projective varieties. Then
for each point x′ in the smooth locus of X′ there exists x ∈ X such that f (x) = x′ and
k(x) = k(x′).
Proof. Assume ﬁrst that X′ is smooth and f : X′ → X is a blow-up with a smooth center.
In this special case the claim holds for obvious reasons.
In the general case consider the inverse rational map f−1 : X′− → X. Using the resolu-
tion of singularities one can ﬁnd a tower of blow-ups Xn → · · · → X1 → X′ such that Xn
is smooth and 	 : Xn → X′ is an isomorphism over the smooth locus of X′. In particular
the ﬁber of 	 over x′ consists of a single point x′′ with the same residue ﬁeld.
Then again using the resolution of singularities for the morphism f−1 ◦	 one constructs
a tower of blow-ups with smooth centers Ym → · · · → Y1 → Xn such that f−1 ◦ 	 : Xn=
X′− → X lifts to a morphism g : Ym −→ X.
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According to the special case one can further lift x′′ ∈ Xn to x′′′ ∈ Ym with the same residue
ﬁeld. Setting x := g(x′′′) we observe that f (x) = x′ and moreover that k(x′) = k(x′′′) ⊇
k(x) ⊇ k(x′). Hence the residue ﬁelds k(x) and k(x′) are the same. 
Notation 1.14. For a variety X set FEX := {F/k : X has an F -valued point}. (FE stands
for ‘ﬁeld extension’.)
Using a tower of blow-ups as in the previous lemma one can readily prove the following.
Lemma 1.15. Assume that X− → X′ is a rational map of smooth projective varieties.
Then FEX ⊆ FEX′ .
Remark 1.16. According to the lemma the property of being a generic splitting variety for
a given symbol is a birational invariant.
Notation 1.17. For a variety X set FElX := {F/k : F is l-special and X has an F -valued
point}.
We will repeatedly use the following technical statement.
Lemma 1.18. Let f : X → X′ be a dominant morphism of degree prime to l of projective
varieties of the same dimension. Let L′ be any ﬁeld and  : SpecL′ → X′ be a morphism
supported in the smooth locus of X′. Then  may be lifted to a morphism  : SpecL → X
so that L/L′ is a ﬁnite extension of degree prime to l.
Proof. According to the Raynaud–Gruson platiﬁcation theorem [6] there exists a blow-
up p : BZ′X′ → X′, not necessarily with a smooth center, such that the proper pull-back
p!f of f is ﬂat. Since p!f is ﬂat proper, and generically ﬁnite (because so is f), it is ﬂat
and ﬁnite.
Let X˜′ be a variety resolving the singularities of BZ′X′ and let X˜ be the pull-back of the
corresponding square.
Since X˜′ → X′ is a birationalmorphism,Lemma1.13 allows to lift themorphism : SpecL′
→ X′ to ˜ : SpecL′ → X˜′. Consider the ﬁber of f˜ over the L′-valued point ˜. It is a ﬁnite
scheme of degree prime to l over SpecL′ and hence has a closed point also of degree prime to
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l over SpecL′. This point provides a morphism ˜ : SpecL → X˜ that lifts ˜ with L/L′
being a ﬁnite extension of degree prime to l. Composing ˜ with the other two morphisms
in the top row ofthe diagram we get the required lifting of . 
Corollary 1.19. Assume that X− → X′ is a dominant rational map of smooth projective
varieties of the same dimension and of degree prime to l. Then FElX = FElX′ .
Proof. According to Lemma 1.15 we may replace X by any birationally equivalent smooth
projective variety. Thus by resolution of singularities we may assume that f : X → X′ is a
morphism. Then the inclusion FElX ⊆ FElX′ is obvious.
To prove the opposite inclusion consider an l-special ﬁeld L′ such that X′ has an L′-
valued point. By Lemma 1.18 X has an L-valued point for an appropriate extension L/L′.
Since L′ is l-special this extension is in fact trivial, that is, X also has an L′-valued
point. 
To conclude this section we recall deﬁnition of n- and n-varieties and state the core
Theorem 1.21, the proof of which will occupy the remainder of the paper. We then show
that Theorem 1.21 implies the main Theorem 0.1 in those cases we are mostly interested in.
Deﬁnition 1.20 (Voevodsky [10, after Lemma3.1], [11, Chapter 4 andDeﬁnition 6.2]). Let
X be a smooth variety of dimension d over a ﬁeld k. Consider the total Chern class c = 1 +
c1 + · · ·+ cd : K0(X) → CH ∗(X). One may formally write c= (1− x1) · · · (1− xd) with
deg xi = 1 and then deﬁne the mth Milnor’s class
sm := (−x1)m + · · · + (−xd)m : K0(X) → CH ∗(X).
In short, sm is the mth Newton symmetric polynomial in Chern roots. It follows that sm is
additive and that for a line bundle L one has sm(L) = (c1(L))m.
Assume further that X is a smooth projective variety of dimension d = ln −1. It is known
that in this case the number degk sd(X) = degk sd(TX) is a multiple of l. X is said to be a
n-variety provided
degk sd(X) = 0 mod l2Z.
X is said to be a n-variety if X is a n-variety and for each 1 in − 1 there exist a
i-variety Xi and a morphism Xi → X.
Theorem 1.21 (Rost). Let n2 and 0 = {a} = {a1, . . . , an} ∈ KMn (k)/ l. Then:
(1) there exists a geometrically irreducible projective l-generic splitting variety for {a} of
dimension ln−1 − 1.
Assume further that the ﬁeld k is l-special. If X is a projective l-generic splitting variety
for {a} of dimension ln−1 − 1 then:
(2) X is a geometrically irreducible n−1-variety;
(3) each element of A¯0(X,K1) is of the form [x, ], where x ∈ X is a closed point of
degree [k(x) : k] = l and  ∈ k(x)×.
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Corollary 1.22. Let k be l-special and X be a projective l-generic splitting variety for {a}
of dimension ln−1 − 1. Then X is a n−1-variety.
Proof. We have to show that for every 1 i < n − 1 there is a i-variety equipped with a
morphism to X. Consider the non-zero symbol {a1, . . . , ai+1} ∈ KMi+1(k)/ l. By the the-
orem it has an l-generic splitting variety Xi of dimension li − 1. Its function ﬁeld k(Xi)
splits {a1, . . . , ai+1} and hence splits {a1, . . . , an}. Therefore there exists a ﬁnite extension
F/k(Xi) of degree prime to l and an F-valued point SpecF → X. Choosing a model
for F and resolving the singularities of the corresponding rational map, we get a smooth
projective variety X′i of the same dimension as Xi and a pair of morphisms
so that f is dominant of degree prime to l. ByCorollary 1.19FElXi =FElX′i . ConsequentlyX
′
i
is another l-generic splitting variety for an (i + 1)-symbol and because dimX′i = dimXi =
li − 1 it is i by the theorem. Thus we have constructed a morphism g from a i-variety
to X. 
Remark 1.23. For i = 0 the same argument applied to X0 =Spec k( l√a1) shows that X has
anF-valued point whereF/k( l√a1) is a ﬁnite extension of degree prime to l. However, since
k is l-special this extension can only be the trivial one, that is X must have a k( l√a1)-valued
point.
Corollary 1.24. Let k be l-special and X be a projective l-generic splitting variety for {a}
of dimension ln−1 − 1. Then the norm map N : A¯0(X,K1) → k× is injective.
Proof. Consider [x, ] ∈ kerN with [k(x) : k]= l. Let  be a generator of Gal(k(x)/k)
Z/l. By Hilbert Theorem 90 Nk(x)/k() = 1 implies  = 1− for some  ∈ k(x)×. Thus
[x, ] = [x, ] − [x, ()] = 0 by Corollary 1.5. 
Remark 1.25. Evidently Corollaries 1.22 and 1.24 along with Remark 1.3 allow us to
conclude that Theorem 1.21 implies the main Theorem 0.1 for any l-special base ﬁeld.
2. Symmetric powers
In order to prove the existence clause of Theorem 1.21 we use the following construction
suggested byVoevodsky. It is based on the notion of symmetric powers that we brieﬂy recall
below.
Let Y be a quasi-projective variety. The symmetric group 
m acts on the m-fold product
Ym and we let SmY (or SymmmY ) denote the quotient variety Ym/
m.
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For every normal and irreducible scheme T one can identify the set of morphisms
Hom(T , SmY ) with the set of all effective cycles Z ⊂ Y × T such that each component of
Z is ﬁnite surjective over T and that the degree of Z over T is m.
Assume that Y is smooth and geometrically irreducible hence SmY is geometrically ir-
reducible and normal. The identity morphism id : SmY → SmY then corresponds to the
incidence cycle Z ⊂ Y × SmY . In fact Z is a closed subscheme equal to the image of the
closed embedding Y × Sm−1Y → Y × SmY mapping (y, z) to (y, z + y).
Let p : Y × Sm−1Y → Y × SmY → SmY be the composition of the above morphism
with the projection onto the second factor. It is ﬁnite surjective of degree m.
Consider the largest open subscheme Ym\ of Ym on which 
m acts freely. ( denotes
the union of all the ‘diagonals’ in Ym.) Set U := (Ym\)/
m ⊂ SmY . From the diagram
where both slant arrows are Galois étale coverings, we see that p|p−1U is a ﬁnite étale map
of degree m and that U is smooth.
Note that p∗(OY×Sm−1Y ) is a coherent OSmY -algebra and that the sheaf A := p∗
(OY×Sm−1Y )|U is a locally free OU -algebra of rank m. Let V := Spec (S∗A#) be the
m-dimensional vector bundle over U corresponding toA. (HereA# denotes the dual sheaf
and S∗ denotes its symmetric algebra.)
SinceA is a locally free algebra, there is a well-deﬁned norm function N : A → OU .
Moreover locallyN is a homogenous polynomial function of degreem, that is,N ∈ Sm(A#).
We will construct l-generic splitting varieties by induction. The case of n = 2 is well-
known; one can choose a splitting variety to be the Severi–Brauer variety of a cyclic algebra
associated to the symbol {a1, a2}.
From now on we have to assume that char k = l. We further assume that n> 2, that
Y in the preceding construction is a smooth projective geometrically irreducible l-generic
splitting variety for {a1, . . . , an−1} of dimension ln−2 − 1, and that m = l.
Let W ⊂ V be the hypersurface deﬁned by the equation N − an = 0.
Lemma 2.1. W is smooth over U (and hence smooth) and geometrically irreducible.
Proof. Notice that every homogenous polynomial P(x1, . . . , xk) of arbitrary degree m
satisﬁes
k∑
i=1
xi
P
xi
= mP(x1, . . . , xk).
Since N is locally a form of degree l and an = 0, the ﬁrst claim follows from the Jacobian
criterion.
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To prove the second we may ﬁrst replace k by its algebraic closure. Assume that W
is not irreducible. Hence there exists a point u ∈ U such that the homogenous poly-
nomial Nu − an with coefﬁcients in Ou is reducible. Then algebraic Lemma 2.2 would
imply that Nu = Mm is a power of a non-trivial linear form M : Au → Ou. Therefore
the degeneracy locus of Nu would be kerM , a non-zero proper Ou-submodule of Au.
However, this is not possible. If the ﬁber p−1(u) consists of a single point uˆ then the
algebra Au = Ouˆ has no zero-divisors and the degeneracy locus of Nu is trivial. If the
ﬁber p−1(u) consists of a several point uˆ1, . . . , uˆk then Au = Ouˆ1 ⊕ · · · ⊕ Ouˆk and the
degeneracy locus of Nu is {(1, . . . , k) such that at least one of i is zero}, that is not a
submodule. 
Lemma 2.2. Let N be a form of prime degree m in n variables with coefﬁcients in a UFD
B/k and let a = 0 in k. The following conditions are equivalent:
(1) The polynomial N − a ∈ B[X1, . . . , Xn] is irreducible;
(2) The polynomial N − aT m ∈ B[T ,X1, . . . , Xn] is irreducible;
(3) N does not equal aMm for any linear form M.
Proof. The equivalence of the ﬁrst two conditions is obvious. The last two are equivalent
thanks to the Gauss lemma applied to B[X1, . . . , Xn] and its fraction ﬁeld. 
By the resolution of singularities we can embed W as an open subvariety into a smooth,
projective, and geometrically irreducible variety X. Note that dimX = dimW = dim V−1
= dimU + l − 1 = l dim Y + l − 1 = l(ln−2 − 1) + l − 1 = ln−1 − 1 just as required. In
order to prove the existence part of Theorem 1.21, it remains to show that X is indeed an
l-generic splitting variety for {a}. This will be done in several steps.
Lemma 2.3. Let F/k be any ﬁeld extension such that W(F) = ∅. Then the symbol
{a1, . . . , an} = 0 in KMn (F ).
Proof. To specify an F-valued point x ofW one may specify the underlying F-valued point
x˜ of U and a rational point xˆ in the ﬁber Vx˜ such that N(xˆ)− an = 0. (Note that Vx˜AlF .)
The point x˜ corresponds to a cycle x1 + · · · + xk on YF such that ∑ [F(xi) : F ] = l.
Then the point xˆ has ‘coordinates’ (1, . . . , k) ∈ F(x1)× · · · ×F(xk) and by assumption
an = N(xˆ) =∏ NF(xi)/F (i ).
By construction, Y has an F(xi)-valued point for each 1 ik and it follows that
{a1, . . . , an−1} = 0 in KMn−1(F (xi))/ l. Thus in KMn (F ))/ l
{a1, . . . , an} =
∑
NF(xi)/F ({a1, . . . , an−1, i}) = 0.
Applying the previous lemma to F = k(W) = k(X) we conclude that X is a splitting
variety for {a}. 
Proposition 2.4 (Voevodsky). Assume that the Bloch–Kato conjecture holds in weight
(n − 1). Let {a1, . . . , an−1} ∈ KMn−1(k)/ l be any non-zero symbol. Assume that k is
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l-special and Y is a n−2 splitting variety for the symbol {a1, . . . , an−1}. Then
{a such that {a1, . . . , an−1, a} = 0 in KMn (k)/ l} = (k×)lN(A¯0(Y,K1)).
Proof. In fact this a paraphrase of Theorem A.1 in appendix. 
Finally we are able to show that for every l-special ﬁeldF that splits {a}X has anF-valued
rational point. Two cases are possible.
First case. F does not split {a1, . . . , an−1}. Then by Proposition 2.4 applied to YF we
get an ∈ (F×)lN(A¯0(YF ,K1)). Hence by Theorem 1.21 part 3, which applies to YF by
the inductive assumption, there exists y ∈ YF such that [F(y) : F ] = l and  ∈ F(y)×
so that an = alNF(y)/F () = NF(y)/F (a). This data determines an F-valued point of the
hypersurface W thus one of X.
Second case. (This argument is due to Voevodsky.) F splits {a1, . . . , an−1} hence YF has
a rational point. By Lemma 2.5 YF has l distinct rational points y1, . . . , yl that determine
an F-rational point y = y1 + · · · + yl of UF . This point along with (1, . . . , 1, an) ∈ Vy
determines an F-rational point in the ﬁber Wy . Hence WF has a rational point. Once again
this data determines an F-valued point of W thus one of X.
Lemma 2.5. Let F be l-special, and Y be a smooth projective variety over F of dimension
at least 1. If Y (F ) = ∅ then Y (F ) is inﬁnite.
Proof. We may assume that Y/F is a curve. Let y1, . . . , yk be distinct rational points
on Y. We need to exhibit one more point. Consider a divisor
∑k
1 niyi such that ni > 0,∑
ni > 2g − 2, and (∑ ni, l) = 1. By the Riemann–Roch theorem we can ﬁnd a rational
function f such that (f )∞=
∑k
1 niyi . Let (f )0=
∑
mjzj . Note that all zj are different from
all yi and that
∑
mj [F(zj ) : F ] =∑ ni is prime to l. Hence for at least one j the degree
[F(zj ) : F ] is prime to l. Since F has no ﬁnite extensions of degree prime to l, zj is another
rational point. 
Finally we will show (again using parts 2 and 3 of Rost’s Theorem 1.21) that the con-
struction described above produces a variety satisfying the claim of the main Theorem 0.1
for a ﬁeld k that is not necessary l-special.
Let k be any ﬁeld of characteristic zero and {a} = {a1, . . . , an} ∈ KMn (k)/ l be any non-
zero n-symbol. The case n = 2 is well-known and we assume that n> 2. Let k′ denote a
maximal extension of k of degree prime to l.
Let X1 be the Severi–Brauer variety of {a1, a2}. Let Xi for 2 in−1 be consecutively
constructed from one another by means of the procedure described above.We already know,
among other properties, that Xi is a splitting variety for {a1, . . . , ai+1} for each i.
Proposition 2.6. Xn−1 is a n−1 variety.
Recall that variety X of dimension d = lm − 1 is m if degk sd(X) is a multiple of l but
not of l2. Consequently the property to be m depends on the base ﬁeld.
A. Suslin, S. Joukhovitski / Journal of Pure and Applied Algebra 206 (2006) 245–276 257
Lemma 2.7. Let X be a smooth projective variety over F.
(1) Let F ′/F be any ﬁeld extension such thatXF ′ is irreducible. Then X is m over F if and
only if XF ′ is m over F ′.
(2) Let F/F ′′ be a ﬁnite extension of degree prime to l. Then X is m over F if and only if
X is m over F ′′.
Proof. Obviously all the varieties under consideration have the same dimension. Moreover
degF ′ sd(XF ′)=degF sd(X)proves theﬁrst claim,while degF ′′ sd(X)=[F : F ′′]degF sd(X)
proves the second one. 
Note that the construction of splitting varieties given above is stable with respect to an
extension of scalars. In particular (Xi)k′ are splitting varieties for the non-zero symbols
{a1, . . . , ai+1} ∈ KMi+1(k′)/ l. Since k′ itself is l-special each (Xi)k′ is i over k′. First part
of the above lemma implies that each Xi is i over k.
We proceed as in Corollary 1.22 and ﬁnd i varieties X′i over k′ that ﬁt into the diagrams
All these diagrams must be deﬁned over some ﬁnite subextension k′′/k, that is, they could
be obtained by an extension of scalars from k′′ to k′ from
In particular each X′i = (X′′i )k′ . By the ﬁrst part of the preceding lemma X′′i is i over k′′.
Since degree of k′′/k is prime to l second part of the lemma shows thatX′′i is i over k aswell.
Composing g′i with the projection (Xn−1)k′′ → Xn−1 we get the required mapX′′i → Xn−1
from a i-variety to Xn−1 for each 1 i < n − 1. Since Xn−1 itself is a n−1-variety we
conclude that Xn−1 is n−1. 
Remark 2.8. It was noted by Vishik that using the Landweber–Novikov operations in
algebraic cobordisms one can prove that every n−1-variety is in fact a n−1-variety. That
fact makes the above argument unnecessary.
Proposition 2.9. The norm map N : A¯0(Xn−1,K1) → k× is injective.
Proof. Set E := k( l√a1). Since E splits {a1, a2} and char k = 0 the Severi-Brauer variety
X1 has inﬁnitely many E-rational points. The argument preceding 2.5 shows that each Xi
has inﬁnitely many E-rational points. Thus by Corollary 1.7 the kernel of N is annihilated
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by [E : k] = l. On the other hand kerN vanishes after extension to k′ hence the orders of
all its elements are prime to l. Thus kerN = 1. 
3. Rost’s degree formula
To prove the second claim of Theorem 1.21 we will develop a version of the degree
formula invented by Markus Rost. With that goal in mind we begin by deﬁning the notion
of degree for zero-cycles on an open subscheme relative to the ambient projective variety.
Let S/k be any projective (not necessarily smooth) variety of dimension d. The degree
homomorphism degS : CH 0(S) → Z is nothing but the proper push-forward 	∗ induced
by the structure morphism 	 : S → Spec k. Let I (S) := degS CH 0(S) denote the subgroup
of Z generated by the degrees of the closed points of S.
For a proper morphism i : S0 → S of projective varieties there is the usual commutative
diagram of push-forwards:
Let S/k be a projective variety, S0 ⊂ S a closed subscheme,U=S\S0 the complementary
open subscheme, and denote the inclusion morphisms by i and j, respectively. From the
diagram
we get a homomorphism degU : CH 0(U) → Z/I (S0).
The following lemma summarizes the basic properties of the homomorphism degU .
Lemma 3.1. (1) Let S ⊃ S0 ⊃ S′0 be a projective variety and two of its closed subschemes,
let U := S\S0 and U ′ := S\S′0. Then
I (S′0) ⊆ I (S0) and∀Z ∈ CH 0(U ′) degU ′(Z) ≡ degU(Z|U)mod I (S0).
(2) Let f : S → S′ be a morphism of projective varieties, and S′0 ⊂ S′ be a closed
subscheme. Set S0 := f−1(S′0), U ′ := S′\S′0, and U := S\S0. Then I (S0) ⊆ I (S′0) and
the diagram
CH 0(U)
(f |U )∗−−−−−−→ CH 0(U ′)
degU
⏐⏐⏐
⏐⏐⏐ degU ′
Z/I (S0) −−−−−−→ Z/I (S′0)
commutes.
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(3) Let f : S → S′ be a morphism of projective varieties of the same dimension. Let
S0 ⊂ S, S′0 ⊂ S′ be closed subschemes, and set U := S\S0, U ′ := S′\S′0. Assume that
f−1(S′0) ⊆ S0 and hence f (U) ⊆ U ′. Finally assume that U ′ is smooth. Then for every
cycle Z ∈ CH 0U ′
degU((f |U)∗(Z)) ≡ (deg f ) degU ′(Z)mod I (S0) + I (S′0).
Proof (Sketch). For (1) note that S′0 ⊂ S0 implies that U ⊂ U ′, and I (S′0) ⊆ I (S0), so
all the claims make sense and follow from the deﬁnition. Similarly, (2) follows from the
commutative diagram
CH 0(S0) −−−−→ CH 0(S) −−−−→ CH 0(U) −−−−→ 0
(f |S0 )∗
⏐⏐⏐
⏐⏐⏐ f∗
⏐⏐⏐ (f |U )∗
CH 0(S′0) −−−−→ CH 0(S′) −−−−→ CH 0(U ′) −−−−→ 0.
For (3) observe, ﬁrst of all, that for Z ∈ CH 0(U ′)
(f |U)∗(Z) = (f |f−1(U ′))∗(Z)|U .
Hence by (1)
degU(f |U)∗(Z) ≡ degf−1(U ′)(f |f−1(U ′))∗(Z) mod I (S0).
Thus replacing U by f−1(U ′) we may assume that U = f−1(U ′). Now f |U : U → U ′ is
proper and the projection formula yields:
(f |U)∗((f |U)∗(Z)) = (deg f )Z ∈ CH 0(U ′).
Finally according to (2) we get
(deg f ) degU ′(Z) ≡ degU ′(f |U)∗((f |U)∗(Z))
≡ degU((f |U)∗(Z)) mod I (S0) + I (S′0). 
Next we construct an invariant for pseudo-Galois coverings.
Deﬁnition 3.2. Let p : X → S be a ﬁnite surjective morphism of integral schemes. Let G
be a ﬁnite group acting on X over S. The covering p is called pseudo-Galois provided that
k(X)/k(S) is a Galois ﬁeld extension and the natural map G → Gal (k(X)/k(S)) is an
isomorphism.
Remark 3.3. Under the conditions of the deﬁnition there is an induced birationalmorphism
p¯ : XG → S. If in addition S is normal then p¯ is an isomorphismbyZariski’sMainTheorem.
Remark 3.4. It is well known and easy to check that every diagram of the form
X′ −−→ X⏐⏐⏐
⏐⏐⏐
S′ −−→ S
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where the vertical morphisms are Galois coverings with the same group G and the top
horizontal morphism is G-equivariant is in fact Cartesian.
Notation 3.5. Let Sunr ⊆ S be the open subscheme over which the morphism p is étale,
and let Sram := S\Sunr be the closed ramiﬁcation subscheme.
To simplify matters we will only consider pseudo-Galois coverings with G = Z/l. We
assume that char k = l and that k contains a primitive lth root of unity. Furthermore we
choose an identiﬁcation l = Z/l.
The Kummer sequence 1 −→ l −→ Gm l−→ Gm −→ 1 induces an epimorphism
H 1et (Sunr, l )lPic (Sunr).
Finally starting with p we get an étale Galois covering p−1(Sunr) −→ Sunr, the corre-
sponding element in H 1et(Sunr,Z/l) = H 1et(Sunr, l ), its image in lPic (Sunr), and thus an
invertible sheaf L(X/S) on Sunr.
Deﬁnition 3.6. Assume that p : X → S is a pseudo-Galois covering with group G= Z/l,
that S is projective, and the assumptions made above hold. Assume further that there exists
a closed subscheme Sbad ⊂ S such that:
(a) I (Sbad) ⊆ lZ;
(b) Sgood := S\Sbad is smooth;
(c) over Sgood the morphism p is étale.
This data determines an invertible sheaf L(X/S)∈lPic (Sgood) and a zero-cycle Z(X/S)
deﬁned as c1(L(X/S))dim S ∈ CH 0(Sgood). Finallywe deﬁne the -invariant of the covering
p to be
(X/S) := degSgood (c1(L(X/S))dim S) ∈ Z/l.
Remark 3.7. Note that (X/S) does not depend on the choice of a closed subscheme Sbad.
If S˜bad is another such subscheme one could compute  using S˜bad ∪ Sbad and, according
to Lemma 3.1(1), get the same result. At the same time (X/S) depends on the choice
of a primitive root of unity  ∈ l . Once  is replaced by s , L(X/S) gets replaced by
L(X/S)⊗s , and (X/S) by (sdim S)(X/S). This will not cause any difﬁculties as long as
the same choice is maintained throughout.
Theorem 3.8 (Markus Rost’s Degree Formula). Assume that k is a ﬁeld of characteristic
zero, that X/S and X′/S′ are two pseudo-Galois coverings with the same Galois group
G = Z/l, that both S and S′ are projective of the same dimension d, and that (X/S) and
(X′/S′) are deﬁned. Then for any G-equivariant rational map g : X− → X′
(X/S) = (deg g) (X′/S′) ∈ Z/l.
Proof. Note that g induces a morphism from a neighborhood of the generic point of S
to S′. Hence there is a unique rational map f : S− → S′ compatible with g and clearly
deg f = deg g.
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Lemma 3.9. LetX/S andX′/S′ be pseudo-Galois coverings with the same group G ﬁtting
into an equivariant diagram of morphisms and rational maps
(1) Assume that g is everywhere deﬁned and that S is normal. Then f is everywhere deﬁned.
(2) Assume that f is everywhere deﬁned and that X is normal. Then g is everywhere deﬁned.
Proof. (1)Themorphism g induces amorphism g¯ : XG → X′G. Since S is normal, p induces
an isomorphism p˜ : XG → S. Hence the birational map f may be deﬁned everywhere by
p˜′ ◦ g¯ ◦ (p˜)−1, where p˜′ : X′G → S′ is induced by p′.
(2) Let X˜ be the normalization of S′ in k(X′). Since X′/S′ is ﬁnite there is a morphism
 : X˜ → X′ over S′. Because X is normal g induces a morphism  : X → X˜. Evidently the
morphism  ◦  represents the rational map g. 
First we prove the special case of the theorem. Suppose that g is everywhere deﬁned and
that S is normal. By the lemma f is everywhere deﬁned and we get the diagram of morphisms
X
g−−−−−−→ X′
p
⏐⏐⏐
⏐⏐⏐ p′
S
f−−−−−−→ S′.
Replacing Sbad by Sbad ∪ f−1(S′bad) if necessary we may assume that Sbad ⊇ f−1(S′bad).
In the equivariant diagram
both vertical arrows are étale coverings with the same Galois groupG.According to Remark
3.4, the left one is the pull-back of the right one and the diagram is Cartesian. In particular
L(X/S) = (f |Sgood )∗L(X′/S′). (Recall that both are in lPic (Sgood).) Therefore Z(X/S) =
(f |Sgood )∗(Z(X′/S′)) in CH 0(Sgood). Finally part (3) of Lemma 3.1 completes the proof of
this special case.
Now to the general case.
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Lemma 3.10. Assume thatX/S is any pseudo-Galois covering with Galois groupG=Z/l.
Let  : S˜ → S be a birational morphism. Let X˜ be the normalization of S˜ in the ﬁnite ﬁeld
extension k(X) ⊃ k(S) = k(S˜).
(1) There exists a unique morphism  : X˜ → X that completes the diagram:
Spec k(X˜) Spec k(X)⏐⏐⏐
⏐⏐⏐
X˜
−−−−−−−−−→ X
p˜
⏐⏐⏐
⏐⏐⏐ p
S˜
−−−−−−−−−→ S.
Moreover  is G-equivariant and X˜/S˜ is a pseudo-Galois covering with group G.
(2) Assume in addition that S and S˜ are projective, S˜ is smooth and (X/S) is deﬁned.
Then (X˜/S˜) is deﬁned as well and (X/S) = (X˜/S˜) ∈ Z/l.
Proof. The ﬁrst claim is trivial by construction.
To prove the second one we need to check the conditions (a), (b), and (c) of Deﬁni-
tion 3.6. Set S˜bad := −1(Sbad) hence S˜good = −1(Sgood). Since I (S˜bad) ⊆ I (Sbad) ⊆ lZ
condition (a) holds. Since S˜ is smooth so is S˜good hence (b) holds. For (c) observe
that S˜good is smooth and hence normal, thus S˜good = (p˜−1(S˜good))G. In the following
G-equivariant diagram the right vertical arrow is an étale Galois covering. Moreover
since the action of G on p−1(Sgood) is free the action of G on p˜−1(S˜good) is free
as well.
p˜−1(S˜good)
−−−−−−−−−→ p−1(Sgood)
p˜
⏐⏐⏐
⏐⏐⏐ p
S˜good
−−−−−−−→ Sgood
Hence p˜ : p˜−1(S˜good) → (p˜−1(S˜good))G = S˜good is also an étale Galois covering.
Finally the equality (X/S) = (X˜/S˜) in Z/l follows from the special case of the the-
orem. 
Now let X, S, X′, S′, g be as in the statement of the theorem. Set X′′ to be the closure of
the graph of g inX×X′. Two projections induce the birational morphism′ : X′′ → X and
the morphism g′ : X′′ → X′, so that g′ = g ◦ ′ as rational maps. Moreover G acts on X′′,
and ′, g′ are equivariant. Set S′′ := (X′′)G, and choose a birational morphism S˜ → S′′
with S˜ smooth. Let X˜ be the normalization of S˜ in k(X) ⊃ k(S) = k(S˜) as in the lemma.
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We get the diagram
where is the obvious composition, is themorphism that comes from the lemma, themor-
phism X˜ → X′′ also comes from the lemma, g˜ is another composition, and the remaining
morphisms are the obvious ones.
Applying the lemma to X˜/S˜ and X/S we conclude that (X˜/S˜) is deﬁned and that
(X˜/S˜) = (X/S).
The coverings X˜/S˜ and X′/S′ meet the conditions for the special case, so
(X˜/S˜) = deg g˜ (X′/S′).
Since deg g˜ equals deg g these two relations complete the proof of Theorem 3.8. 
Now we compute the -invariant for coverings of a special type.
Deﬁnition 3.11. Let S/k be an arbitrary scheme, L an invertible sheaf of OS-modules
and  ∈ (S, L⊗l ) a global section. (Recall that we assume k to contain an lth primi-
tive root of unity.) Let A(L) := Spec (S∗(L#)) denote the line bundle corresponding to
L. The sheaf LA(L) has a canonical section T corresponding to the diagonal embedding
A(L) −→A(L)×kA(L) = A(LA(L)). Finally let S( l√) be the effective Cartier divisor in
A(L) deﬁned by the global section T ⊗l −  ∈ (A(L), L⊗lA(L)).
If L is trivial over some open afﬁne U ⊂ S, then  determines a regular function a on U.
Hence over U the scheme S( l
√
) is given by the equation T l −a=0 inU ×A1. In particular
S( l
√
) → S is ﬂat and ﬁnite of degree l.
Lemma 3.12. Assume that S is smooth and irreducible and that  /∈(S, L)⊗l . Then
 : S( l
√
) → S is a pseudo-Galois covering with group G = Z/l.
Proof. First we verify that S( l
√
) is integral. This may be checked locally. Over an afﬁne
U as above S( l
√
) coincides with SpecA[T ]/T l − a where A = k[U ]. SpecA[T ]/T l − a
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is integral if and only if T l − a ∈ A[T ] is irreducible. However, if the latter polynomial is
reducible then a=bl for b ∈ k(U)=k(S) hence =⊗l for a rational section  of L. Noting
that l() = () and so  has no poles we conclude that  is regular, and  ∈ (S, L)⊗l ,
a contradiction.
Gm acts naturally on A(L) and so does l ⊂ Gm. As is evident from the local description
S( l
√
) is l-invariant and moreover
l
∼−→Gal (k(U( l√a))/k(U)) = Gal (k(S( l√))/k(S)).
The identiﬁcation l = Z/l completes the proof. 
Evidently the covering  is unramiﬁed away from the vanishing subscheme of V ()
of . Thus the following corollary is almost straightforward.
Corollary 3.13. Assume that S is smooth, projective, and irreducible, and that  /∈(S,
L)⊗l . Assume further that I (V ()) ⊆ lZ. Then (S( l√)/S) is deﬁned and equals deg(−c1
L)dim S mod lZ.
Proof. Since  is étale over Sgood := S\V () then  is deﬁned. Since the invertible sheaf
corresponding to this covering is the dual sheaf L∨ then (S( l
√
)/S) = deg(c1L∨)dim S =
deg(−c1L)dim S . 
4. Computations with b-classes
Deﬁnition 4.1. Let X/k be a smooth geometrically irreducible projective variety. The
group G = Z/l acts on the irreducible variety Xl by cyclic permutations of factors. We
call the factor variety Cl(X) := (Xl)G the lth cyclic power of X.
Remark 4.2. Note that Cl(X) is a normal projective variety and that the projection
p : Xl → Cl(X) is a pseudo-Galois covering with group G. Let  : X → Xl be the
diagonal embedding of the ﬁxed-point subscheme and let X be its image. Then Xl\X →
Cl(X)\p(X) is an étale Galois covering with group G. In particular Cl\p(X) is smooth.
We thus set Cl(X)bad := p(X).
Lemma 4.3. The composite X ↪→Xl p→Cl(X) is a closed embedding identifying X with
p(X).
Proof. The statement is local with respect to X. For X = SpecA we need to show that
(A⊗l )G −→ A⊗l mult−→ A
is surjective. This is so because for every a ∈ A the composition (A⊗l )G −→ A maps
(1/l)
∑l
1 (1 ⊗ · · · ⊗ a ⊗ · · · ⊗ 1) to a. (Recall that char k = 0.) 
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It follows that Cl(X)bad is isomorphic to X. Hence l (X) := (Xl/Cl(X)) is deﬁned if
and only if I (X) ⊆ lZ.
When l = 2, the invariant 2 may be computed via the following result.
Theorem 4.4 (Rost). Let X/k be a smooth geometrically irreducible projective variety of
dimension d. Then deg(cd(−TX)) ∈ 2Z. If in addition I (X) ⊆ 2Z then
2(X) =
deg(cd(−TX))
2
mod 2Z.
Proof. See Merkurjev’s notes on the degree formula [3]. 
We will be mostly interested in the case l > 2. Let c = 1 + c1 + · · · + cd : K0(X) →
CH ∗(X), where d = dimX, be the total Chern class. As in Deﬁnition 1.20 we formally
write c = (1 − x1) · · · (1 − xd) with deg xi = 1.
Deﬁnition 4.5. The total b-class of X is a map b = b(l) : K0(X) → CH ∗(X) deﬁned as
b = b(l) := (1 − xl−11 ) · · · (1 − xl−1d ) =: 1 + b1 + · · · + bl + · · ·
Remark 4.6. Note that the operation b is multiplicative, that is, b(V ⊕ V ′) = b(V )b(V ′)
and that b(L) = 1 − (−c1(L))l−1 for a line bundle L. By the splitting principle, these two
properties completely determine b. Also note that bi = 0 unless l − 1 | i and that bi = ci for
l = 2.
Theorem 4.7 (Rost). Let X/k be a smooth geometrically irreducible projective variety of
dimension d. Let l be a ﬁxed prime. Then deg(bd(−TX)) ∈ lZ. If in addition I (X) ⊆ lZ
then
l (X) =
deg(bd(−TX))
l
mod lZ.
In particular, l (X) = 0mod lZ if d is not a multiple of l − 1.
Proof. See Rost’s ‘Notes on Degree Formula’ on the web page [7]. 
Proposition 4.8. Assume that d = ln − 1 and that the conditions of the theorem hold. Then
deg(bd(−TX)) = deg(sd(TX))mod l2Z.
In particular, if l is deﬁned then
l (X) =
deg(sd(TX))
l
mod lZ.
Proof. It is enough to prove the statement over the algebraic closure of k. Essentially one
may either assume that k =C and use the topological complex cobordism theory or use the
algebraic cobordism theory of Morel and Levine [2].
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Let =MU∗ be the Lazard ring of bordism classes. We need to show that the following
map is the zero map.
d−−−−−−−−−−−−−→Z/l
[X] → deg(bd(−TX))
l
− deg(sd(TX))
l
.
After localization at the prime l the component d is additively generated by decompos-
able elements and the class of any hypersurface of degree l in Pd+1.
Caseof a decomposable [X]. SupposeX=X1×X2 withd1 := dimX1, d2 := dimX2 <d .
Because sd(Y ) = 0 whenever dim Y <d we get
sd(TX) = sd(TX1×X2) = sd(p∗1(TX1) ⊕ p∗2(TX2)) = p∗1(sd(TX1)) + p∗2(sd(TX2)) = 0
Since the total b-class is multiplicative and commutes with pull-backs
bd(−TX) = bd(−TX1×X2) =
∑
i+j=d
p∗1(bi(−TX1))p∗2(bj (−TX2))
= p∗1(bd1(−TX1))p∗2(bd2(−TX2))
because all other terms vanish for dimensional reasons. Recall, however, that by Theorem
4.7 each factor is amultiple of l hence the product vanishesmodulo l2.We see that [X1×X2]
indeed maps to zero.
Case of a hypersurface. Let X ⊂ Pd+1 be a hypersurface of degree l. The ideal sheaf I of
X is isomorphic to OPd+1(−l) so the normal sheaf N = (I |X)∨ is isomorphic to OPd+1(l)|X.
From the two standard exact sequences
0−−−−→OPd+1−−−−→OPd+1(1)d+2−−−−→TPd+1−−−−→0
0−−−−−−→TX−−−−−−→TPd+1 |X−−−−−−→N−−−−−−→0
we conclude that [−TX] = V |X ∈ K0(X) where
V := [OPd+1(l)] − (d + 2)[OPd+1(1)] + [OPd+1] ∈ K0(Pd+1).
Therefore sd(TX) = −sd(−TX) = −sd(V ).X and bd(−TX) = bd(V ).X.
LetH=c1(OPd+1(1)) be the class of a hypersurface inCH 1(Pd+1). Then (since d=ln−1)
we get sd(V )= (lH)d − (ln +1)Hd = (ld − ln −1)Hd so sd(−TX)= (ld − ln −1)(Hd.X).
Hence deg(sd(TX)) = −(ld − ln − 1) deg(Hd.X) = (1 − ld + ln)l and we conclude that
deg(sd(TX))
l
= 1 mod lZ.
Nextwe observe that bd(V ).X is the degree zero component of b(V ).X. Since deg(Hd.X)
= l it follows from Remark 4.6 that deg(bd(−TX))/ l is the coefﬁcient of Hd in the power
series expansion of b(V )= (1− (−lH)l−1)/(1− (−H)l−1)ln+1 and we only need to know
it modulo l.
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Notice that (−1)l−1=1mod lZ for any prime l. Thereforewe have the following sequence
of identities in Z/l[[t]].
(1 − (−lt)l−1)
(1 − (−t)l−1)ln+1 =
1
(1 − t l−1)ln+1
= 1
(1 − t l−1)ln(1 − t l−1)
= 1
(1 − t ln(l−1))(1 − t l−1)
= (1 + t ln(l−1) + t2ln(l−1) + · · ·)(1 + t l−1 + t2(l−1) + · · ·).
Since ln(l − 1)> ln − 1 = d the td term of the product above has coefﬁcient 1 and we
conclude that
deg(bd(−TX))
l
= 1mod lZ
as well. This completes the proof of Proposition 4.8. 
5. The Chain Lemma
Let J be an invertible sheaf on X. A non-zero l-form  : J⊗l → OX may be viewed as
an element of (X, J⊗(−l)). Let U ⊂ X\V () be an open subscheme trivializing J and let
u ∈ (U, J ) be a non-vanishing section.Then =au⊗(−l) for an appropriate a ∈ (U,O×X).
Since a is well deﬁned up to an lth power the form  gives rise to a well-deﬁned element
U ∈ (U,O×X)/(U,O×X)l .
Choose x ∈ X\V (). The above construction applied to neighborhoods of x provides an
element x ∈ O×x /(O×x )l . Let (x) ∈ k(x)×/(k(x)×)l denote the corresponding element.
When x is chosen to be the generic point it deﬁnes an element (X) ∈ k(X)×/(k(X)×)l
assigned to the form . By abuse of notation we will write just  instead of (X) since no
confusion will occur.
Let J1, . . . , Jn be invertible sheaves equipped with non-zero l-forms 1, . . . , n, respec-
tively. We can assign the symbol {1, . . . , n} ∈ KMn (k(X))/ l to this collection of sheaves
and forms.
Theorem 5.1 (Rost’s Chain Lemma). Let {a1, . . . , an} ∈ KMn (k)/ l be a non-trivial n-
symbol. Then there exists a smooth projective cellular variety S/k and a collection of invert-
ible sheaves J=J1, J ′1 . . . , Jn−1, J ′n−1 equippedwith non-zero l-forms =1, ′1, . . . , n−1,
′n−1, respectively, satisfying the following conditions:
(1) dim S = l(ln−1 − 1) = ln − l;
(2) {a1, . . . , an} = {a1, . . . , an−2, n−1, ′n−1} ∈ KMn (k(S))/ l,
{a1, . . . , ai−1, i} = {a1, . . . , ai−2, i−1, ′i−1} ∈ KMi (k(S))/ l for 2 in − 1,
and in particular {a1, . . . , an} = {, ′1, . . . , ′n−1} ∈ KMn (k(S))/ l;
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(3)  /∈(S, J )⊗(−l), as is evident from (2);
(4) for any s ∈ V (i ) or V (′i ) the ﬁeld k(s) splits {a1, . . . , an};
(5) I (V (i )), I (V (′i )) ⊆ lZ for all i, as follows from (4);
(6) deg(c1(J )dim S) is relatively prime to l.
Proof. See Markus Rost’s ‘Notes on Degree Formula’ web page [7] and also [8]. 
Here is our ﬁrst application of the Chain Lemma. 
Proposition 5.2. Let X be an geometrically irreducible l-generic splitting variety for a
non-zero symbol {a} = {a1, . . . , an} ∈ KMn (k)/ l of dimension d = ln−1 − 1. Then X is a
n−1-variety.
Proof. We adopt all the notation in the statement of the Chain Lemma. By construction
k(S)( l
√
) splits {a}. Let F∞ be a maximal extension of k(S) of degree prime to l. Then
F∞( l
√
) is l-special and also splits {a}. Hence there exists a morphism SpecF∞( l√) → X
over k. Since X is of ﬁnite type this morphism may be factored through SpecF( l√) → X
for a certain ﬁnite subextension k(S) ⊂ F ⊂ F∞. Starting with the embedding k(S) ⊂ F
we choose a model for F and then resolve singularities to obtain a smooth projective variety
S˜ equipped with a dominant morphism h : S˜ −→ S of degree prime to l, and a rational map
 : S˜( l
√
)− → X. (Since k(S˜( l√)) = k(S˜)( l√) = F( l√).)
Let  be a generator of G= Z/l = l . By construction we get an equivariant diagram of
pseudo-Galois coverings
with the bottom map induced by the top one. Note that dim S = dimCl(X). We will apply
Rost’s degree formula to this diagram.
First observe that by the Chain Lemma the form  is not an lth power and I (V ()) ⊆ lZ.
Hence (S˜( l√)/S˜) is deﬁned and
(S˜( l
√
)/S˜) = deg(c1(h∗(J ))dim S˜ )
= deg(h∗(c1(J ))dim S)
= deg(h∗(h∗(c1(J ))dim S))
= degh deg(c1(J )dim S).
Note that both factors are prime to l, by construction and by the Chain Lemma, respectively.
Next recall that by Theorem 4.7 and Proposition 4.8,
(Xl/Cl(X)) = deg sd(TX)
l
mod lZ.
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Finally by the Degree Formula
degh deg(c1(J )dim S) = deg g deg sd(TX)
l
mod lZ,
where g := (,, . . . ,l−1).We readily conclude that neither of the factors on the right
is a multiple of l. In particular deg sd(X) = deg sd(TX) = 0mod l2Z. Thus X is n−1. 
Remark 5.3. For any variety X/k let kc(X) denote the ﬁeld of constants of X, that is, the
algebraic closure of k in k(X). It is well known, and easy to verify, that X is geometrically
irreducible if and only if kc(X) = k. Also note that a rational map X− → Y induces an
embedding kc(Y ) ↪→ kc(X).
Proposition 5.4. Assume that k is an l-special ﬁeld. Then every l-generic splitting variety
X/k for a symbol {a} is geometrically irreducible.
Proof. Let Y be a geometrically irreducible l-generic splitting variety for {a} that exists
according the ﬁrst part of 1.21. Then there exists an extension F/k(Y ) of degree prime to l
and a point SpecF → X. The ﬁelds involved form a diagram of embeddings
Since Y is geometrically irreducible k(Y )⊗kkc(X) is a subﬁeld of F. Thus a degree count
shows that kc(X) = k and X is geometrically irreducible. 
The second claim of Theorem 1.21 now follows from the above two propositions.
The second application of the Chain Lemma will be concerned with the so-called multi-
plication principle.
Consider the variety S of the Chain Lemma. Let s ∈ S\⋃n−11 (V (i )∪V (′i )) be a ratio-
nal point. Specialization of {(S), ′1(S), . . . , ′n−1(S)} from KMn (k(S))/ l to KMn (k(s))/ l
amounts to evaluation. Hence
{a1, . . . , an} = {(s), ′1(s), . . . , ′n−1(s)} in KMn (k)/ l.
In particular k( l
√
(s)) splits the symbol {a}. (Itmay be shown that specialization to a rational
point of S provides a universal way to rewrite the symbol.)
Theorem 5.5. Let k be l-special. Let E/k be a cyclic extension of degree l splitting {a}.
Then there is a rational point s ∈ S such that k( l√(s)) = E.
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Proof. Recall that there is a dominant morphism of smooth projective varieties S˜ → S, of
degree prime to l, along with an equivariant diagram of pseudo-Galois coverings
Moreover deg g is prime to l and a fortiori g is dominant. Using a resolution of singularities
we can ﬁnd a birational morphism Sˆ → S˜ from a smooth projective variety such that the
composition Sˆ → S˜− → Cl(X) is everywhere deﬁned. Then the previous diagram induces
the following one:
Sˆ( l
√
)norm
gˆ−−−−−−−−−→ Xl⏐⏐⏐
⏐⏐⏐
Sˆ
fˆ−−−−−−−−−→ Cl(X).
This diagram is also equivariant and consists of pseudo-Galois coverings. Indeed, nor-
malization does not change these properties. The bottom map is everywhere deﬁned by
construction, and so is the top one by Lemma 3.9.
On the other hand, since E is also l-special and splits {a} there is an E-valued point
 : SpecE → X that gives rise to the diagram
SpecE (,,...,
l−1)−−−−−−−−−→ Xl⏐⏐⏐
⏐⏐⏐
Spec k −−−−−−−−−→ Cl(X).
Let the rational point z ∈ Cl(X) be the image of the bottom map. Since the diagonal of
Xl has no rational points, z belongs to both the smooth locus of Cl(X) and the unramiﬁed
locus of Xl → Cl(X). Hence the diagram is Cartesian and the ﬁber over z consists of a
single E-rational point of Xl .
Since fˆ is a dominant morphism of degree prime to l and z is smooth, using Lemma
1.18 we can lift z to a rational point sˆ ∈ Sˆ. Note that V () has no rational points, and that
S˜( l
√
) → Sˆ is unramiﬁed away from V (). Therefore the ﬁber over sˆ is the same in both
Sˆ( l
√
) and Sˆ( l√)norm. Moreover since the diagram in question is locally Cartesian near z,
this ﬁber is a single point with residue ﬁeld k( l
√
(sˆ))=E. Let s be the image of sˆ under the
projection Sˆ → S. Since both sˆ and s are rational we conclude that k( l√(s))=k( l√(sˆ))=E.

As an easy corollary we get following statement, also referred to as the Chain Lemma.
Theorem 5.6. Let k be l-special and letE1, . . . , En be a sequence of cyclic splitting ﬁelds of
degree l for a non-trivial symbol {a1, . . . , an} ∈ KMn (k)/ l.Then there exist a′1, . . . , a′n ∈ k×
such that {a1, . . . , an} = {a′1, . . . , a′n} and that Ei splits {a′1, . . . , a′i} for each 1 in.
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Proof. Using induction on j we will show that we can rewrite the given symbol so that the
last condition holds for 1 ij .
The case j = 1 is settled by the previous theorem.
Induction step from j − 1 to j. Applying the assumption to E2, . . . , Ej we may rewrite
the symbol so that E2 splits {a1}, . . . , Ej splits {a1, . . . , aj−1}. By the previous theorem
we may ﬁnd a rational point s ∈ S such that E1 = k( l√(s)). We set a′1 := (s), a′2 :=
′1(s), . . . , a′n := ′n−1(s). Then E1 splits {a′1} and for each 1< ij the ﬁeld Ej splits{a1, . . . , aj−1} hence also splits {a1, . . . , aj−1, ′j (s)}={(s), ′1(s), . . . , j−2(s), ′j−1(s)}
= {a′1, . . . , a′j }. 
Observe that the third part of Theorem 1.21 would be an immediate corollary of the
following two statements. (Recall that we assume k to be l-special and X to be an ln−1 − 1
dimensional l-generic splitting variety for an n-symbol {a}.)
Proposition 5.7 (Multiplication principle). Let [x, ], [x′, ′] ∈ A¯0(X,K1) be such that
[k(x) : k] = [k(x′) : k] = l. Then there exist x′′ ∈ X, ′′ ∈ k(x′′)× such that [k(x′′) : k] = l
and [x, ] + [x′, ′] = [x′′, ′′].
Proposition 5.8 (Norm principle). Let [x, ] ∈ A¯0(X,K1) be such that [k(x) : k] = lm,
where m> 1. Then there exist xi ∈ X, i ∈ k(xi)× such that [k(xi) : k]< [k(x) : k] for all
i and [x, ] =∑i [xi, i].
Belowwewill give a proof of themultiplication principle. The proof of the norm principle
will appear in [8].
Using Theorem 5.6 we may rewrite {a} = {a′1, a′2, . . .} so that k(x) splits {a′1} and k(x′)
splits {a′1, a′2}. Let D :=
(
a′1,a′2
k
)
be the cyclic division algebra and let Y := SB(D) be its
Severi–Brauer variety.
The following two facts in one form or another are well established in the folklore, so
we only sketch their proofs.
Lemma 5.9. The multiplication principle holds for Y.
Proof. Let [y, ] in A¯0(Y,K1) be such that [k(y) : k] = l. Then k(y) may be identiﬁed
with a maximal subﬁeld of D and moreoverN([y, ])=Nrd() ∈ k×. Recall that according
to [4] the map
N : A0(Y,K1)
∼−→Nrd(D×) ⊆ k×
is an isomorphism. (Thus in this special case A¯0(Y,K1) = A0(Y,K1).)
Let [y′, ′] be the other summand. Form ′ in D× and choose y′′ ∈ Y such that ′ ∈
k(y′′). Since N([y, ])N([y′, ′])=Nrd(′)=N([y′′, ′]) and N is an isomorphism, we
conclude that
[y, ] + [y′, ′] = [y′′, ′]. 
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Lemma 5.10. Let f : Z˜ → Z be a dominant morphism of smooth projective varieties of
degree relatively prime to l. Then f∗ : A¯0(Z˜,K1) → A¯0(Z,K1) is an isomorphism.
Proof. Recall that the base ﬁeld k is assumed to be l-special. Hence for each generator
[z, ] of A¯0(Z,K1) one can ﬁnd, according to 1.18, a point z˜ ∈ Z˜ that maps to z so that
k(z˜) = k(z). Thus f∗([z˜, ]) = [z, ] and we conclude that f∗ is surjective.
To prove injectivitywe ﬁrst show that the composition f ∗f∗ coincideswithmultiplication
by deg f .
Choose any generator [z˜, ] of A¯0(Z˜,K1). Let z = f (z˜). As above, one can ﬁnd z˜′
in the ﬁber over z having residue ﬁeld k(z˜′) = k(z). According to Corollary 1.5 we get
[z˜, ] = [z˜′, Nk(z˜)/k(z)()]. Thus replacing one by the other we may assume that z˜ and
z = f (z˜) have isomorphic residue ﬁelds. Consider any open U ⊂ Z over which f is ﬁnite.
One can show that A¯0(Z,K1) and A¯0(Z˜,K1) are generated by points from U and U˜ :=
f−1(U), respectively. Hence we may assume that z˜ ∈ U˜ . In this case the ﬁber of f over z is
ﬁnite. Assume that this ﬁber consists of points z˜1 = z˜, . . . , z˜k , counted with multiplicities.
Explicit computation shows that
f ∗f∗([z˜, ]) = f ∗([z, ]) =
k∑
1
[z˜i , ] =
k∑
1
[z˜, Nk(z˜i )/k(z)()]
=
k∑
1
[z˜, [k(z˜i ) : k(z)]] =
(
k∑
1
[k(z˜i) : k(z)]
)
[z˜, ] = (deg f )[z˜, ].
In particular we conclude that ker f∗ is annihilated by deg f . On the other hand, the diagram
A¯0(Z˜,K1)
f∗−−−−→ A¯0(Z,K1)
N
⏐⏐⏐
⏐⏐⏐N
k× =−−−−−−→ k×
along with Corollary 1.7 demonstrates that ker f∗ ⊆ kerN is annihilated by the degree of
any closed point, that is, by some power of l. Since (deg f, l)=1 we conclude that ker f =0,
i.e., f∗ is injective as well. 
The rest of the proof of the multiplication principle for the generic splitting variety X
goes as follows. Recall that Y = SB(D) and note that k(Y ) splits {a}. Therefore we can
construct a smooth projective variety Y˜ along with a dominant morphism p : Y˜ → Y of
degree relatively prime to l such that there exists a morphism 	 : Y˜ → X.
Let y, y′ ∈ Y be such that k(y)  k(x), k(y′)  k(x′). According to 5.9 one can ﬁnd
another point y′′ ∈ Y of degree l and ′′ ∈ k(y′′)× such that [y, ] + [y′, ′] = [y′′, ′′]
in A¯0(Y,K1). Points y, y′, y′′ may be lifted as in the proof of 5.10 to y˜, y˜′, y˜′′ ∈ Y˜ with
the same residue ﬁelds and moreover [y˜, ] + [y˜′, ′] = [y˜′′, ′′] in A¯0(Y˜ ,K1). Pushing
y˜, y˜′, y˜′′ down to X we ﬁnally obtain points z, z′, z′′ such that k(z)  k(y˜)  k(y)  k(x),
similarly k(z′)  k(y′), and k(z′′)  k(y′′), along with the relation
[x, ] + [x′, ′] = [z, ] + [z′, ′] = [z′′, ′′]
as required. 
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Appendix A. Cokernel of the norm map
In this appendixweoutline a proof of the following theoremofVoevodsky,which is crucial
for the construction of l-generic splitting varieties. We use here the machinery developed
by Voevodsky in [11], borrowing also some ideas from [10,5].
In what follows we assume that the Bloch–Kato conjecture has already been established
in weights n. In particular we assume, as a part of the induction process, that for each
non-trivial symbol in KMn there exists a n−1 splitting variety.
Theorem A.1. Assume that the base ﬁeld k is l-special and that {a1, . . . an} ∈ KMn /l is
a non-trivial symbol. Let X be a smooth n−1 splitting variety for the symbol {a1, . . . an}.
Then the following sequence is exact:
A0(X,K1)
N−−−−−−−−−→ k× {a1,...an}∪−−−−−−−−−→ KMn+1(k)/ l.
Proof. Our approach is to perform a series of reductions. We will be freely using the
techniques of [11, Sections 5, 6], sometimes without direct reference.
To begin note that the composition of the above two maps is trivial by projection formula.
It thus sufﬁces to prove exactness for the following sequence:
A0(X,K1)
N−−−−−−−−−→ k× {a1,...,an}∪−−−−−−−−−→ Hn+1et (k, ⊗n+1l ).
Note further that X is an l-generic splitting variety for {a1, . . . an} according to Theorem
7.3 of [11]. (Otherwise one can make it a condition of the theorem to prove.) Since k( l√a1)
splits the symbol and is l-special we conclude that X has points of degree l and in particular
that N(A0(X,K1)) ⊇ (k×)l . This shows that it will be enough to establish the exactness
of the sequence
A0(X,K1)/ l
N−−−−−−−−−→ k×/(k×)l {a1,...,an}∪−−−−−−−−−→ Hn+1et (k, ⊗n+1l ).
Set d := dimX = ln−1 − 1, and write  : Z(d)[2d] → M(X) for the fundamental
class of X. It is well-known that after the identiﬁcation A0(X,K1) = H 2d+1,d+1(X) the
homomorphism N is identiﬁed with the pull-back via the fundamental class
()∗ : H 2d+1,d+1(X) −→ H 2d+1,d+1(Z(d)[2d]) = H 1,1(k) = k×.
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Denote further by X := Cˇ(X) the ˇCech simplicial scheme of X, see e.g., [10, Appendix
B]. The validity of the Bloch–Kato conjecture in weights n provides for the following
computation of some of the motivic cohomology groups of X:
(1) Hp,q(X,Z/l) = Hp,q(k,Z/l) for pqn
(2) Hp,p−1(X,Z/l) = ker(Hpet (k, ⊗(p−1)l ) −→ Hpet (k(X), ⊗(p−1)l )) for pn + 1.
We ﬁx once and for all a primitive lth root of unity in k that allows us to identify all the
étale sheaves ⊗il . Let  ∈ Hnet (k, ⊗(n−1)l ) denote the cohomology class corresponding
to {a1, . . . an} ∈ Hnet (k, ⊗nl ) under this identiﬁcation. According to (2) above we see that
 ∈ Hn,n−1(X,Z/l). Since Hn+1,n(X,Z/l) ↪→ Hn+1et (k, ⊗nl ) we ﬁnally conclude that it
sufﬁces to establish the exactness of the sequence
H 2d+1,d+1(X,Z/l) (X)
∗
−−−−−−→ H 1,1(X,Z/l) ∪−−−−−−→ Hn+1,n(X,Z/l),
where X : M(X)(d)[2d] → Z(d)[2d] →M(X) is the relative fundamental class.
To analyze the image of (X)∗ we recall the construction presented in [11, Section 6].
We set
 := Q˜0Q1 . . .Qn−1() ∈ H 2b+1,b(X,Z(l))
= HomDM−(k)(M(X),M(X)(b)[2b + 1]),
where b=(ln−1−1)/(l−1),Qi are the Milnor operations, and Q˜0 is the integral Bockstein
homomorphism.
We also set M := cone ()[−1] so that we get a distinguished triangle
M(X)(b)[2b] x−→ M y−→ M(X) −→ M(X)(b)[2b + 1]
and set further Mi := Si(M). Voevodsky constructs in [11, Section 5] the canonical distin-
guished triangles
Mi−1(b)[2b] v−→ Mi S
iy−→ M(X) s−→ Mi−1(b)[2b + 1]
and
M(X)(bi)[2bi] Six−→ Mi u−→ Mi−1 r−→ M(X)(bi)[2bi + 1].
The motive M := Ml−1 is of special interest. It is called the generalized Rost motive.
Voevodsky proves in [11, Section 5] that there exists  : M(X) → Ml−1 =M which makes
the following diagram commutative:
M(X)
−−−−−−→ Ml−1
	X
⏐⏐⏐
⏐⏐⏐ Sl−1y
M(X) M(X)
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and also that the diagram
M(X)(d)[2d] M(X)(d)[2d]
	X
⏐⏐⏐
⏐⏐⏐ Sl−1x
M(X)
−−−−−−→ Ml−1
commutes up to a scalar from Z∗(l). Finally he also proves that  is a split epimorphism so
that M is a direct summand in M(X) in the category of motives with Z(l)-coefﬁcients.
From the second of the above diagrams we conclude immediately that the image of
∗X : H
2d+1,d+1(X,Z/l) → H 1,1(X, Z/l) contains the image of (Sl−1x)∗ : H 2d+1,d+1
(M,Z/l) → H 1,1(X, Z/l). Furthermore the exact sequence of motivic cohomology cor-
responding to the distinguished triangle
M(X)(d)[2d] Sl−1x−→ Ml−1 u−→ Ml−2 r−→ M(X)(d)[2d + 1]
shows that
im((Sl−1x)∗) = ker(H 1,1(X,Z/l) r∗−→H 2d+2,d+1(Ml−2,Z/l)).
Next consider the exact cohomology sequence corresponding to the distinguished triangle
Ml−2(b)[2b] v−→ Ml−1 S
l−1y−→ M(X) s−→ Ml−2(b)[2b + 1].
namely
H 2d+2+2b,d+b+1(Ml−1, Z/l) −→ H 2d+2,d+1(Ml−2, Z/l) s
∗−→
s∗−→ H 2d+2+2b+1,d+b+1(X, Z/l) −→ H 2d+2+2b+1,d+b+1(Ml−1, Z/l).
Since Ml−1 is a direct summand in M(X) we conclude that the cohomology group
H 2(d+b+1),d+b+1(Ml−1, Z/l) is a direct summand in H 2(d+b+1),d+b+1(X,Z/l) =
CHd+b+1(X)/l = 0. (Note that d + b + 1>d = dimX.) Thus the homomorphism
s∗ : H 2d+2,d+1(Ml−2, Z/l) → H 2(d+b+1)+1,d+b+1(X, Z/l)
is injective. (In fact it is an isomorphism.) Finally we conclude that
im(Sl−1x)∗ = ker(H 1,1(X,Z/l) s∗r∗−−−−−−→ H 2(d+b+1)+1,d+b+1(X, Z/l)).
The homomorphism s∗r∗ coincides clearly with multiplication by the element r ◦ s of
H 2(d+b+1),d+b(X,Z/l). Let ¯ denote the reduction of  modulo l. As in [11] we view ¯
as an element of H 2b+1,b(X,Z/l). According to [11, discussion preceding Lemma 3.2 and
Theorem 3.8] the cohomology class r ◦ s coincides with cQ0Pb(¯) for some c ∈ (Z/l)∗.
To ﬁnish the computation we utilize the following relation between the Steenrod and the
Milnor operations established in [11, Lemma 5.13]:
Q0P
b = PbQ0 + Pb−1Q1 + Pb−l−1Q2 + · · · + P 0Qn.
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Since ¯= Q0Q1 . . .Qn−1() is annihilated by Q0,Q1, . . . ,Qn−1 we conclude that
Q0P
b(¯) = Q0Q1 . . .Qn()
and hence that im(Sl−1x)∗ coincides with the kernel of the homomorphism
k∗/(k∗)l = H 1,1(X,Z/l) Q0...Qn()−−−−−−−→H 2(d+b+1)+1,d+b+1(X, Z/l).
To compute the kernel of this map we note that all operations Qi are KM∗ (k)-linear maps
and in particular that
{a} ∪ Q0 . . .Qn() = Q0 . . .Qn( ∪ {a}).
However, the standard application of Margolis acyclicity implies that the homomorphism
Q0 . . .Qn : H
n+1,n(X,Z/l) −→ H 2(d+b+1)+1,d+b+1(X, Z/l)
is injective and hence that the kernel of multiplication by Q0 . . .Qn() coincides with the
kernel of multiplication by .
This ﬁnal reduction completes the proof. 
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