We consider the Cauchy problem for the incompressible Navier-Stokes equations in R 3 , and provide a sufficient condition to ensure the smoothness of the solution. It involves only two entries of the velocity Hessian.
Introduction
This paper is concerned with the global regularity of solutions of the three-dimensional Navier-Stokes equation (NSE):
where T > 0 is a given time, u = (u 1 , u 2 , u 3 ) is the velocity field, p is a scalar pressure, and u 0 is the initial velocity field satisfying ∇ · u 0 = 0 in the sense of distributions.
The global existence of a weak solution u to (1) with initial data of finite energy is well-known since the work of Leary [19] , see also Hopf [15] . However, the issue of uniqueness and regularity of u was left open, and is still unsolved up to date. Pioneered by Serrin [25, 26] and Prodi [24] , there have been a lot of literatures devoted to finding sufficient conditions to ensure the smoothness of u. These conditions involve either -the velocity u, see [10, 11, 13, 25, 26, 27, 28] , which states
-or several components of the velocity u, the velocity gradient ∇u, the vorticity ω = curl u, or the pressure gradient ∇p, see [1, 2, 3, 4, 6, 5, 8, 9, 10, 12, 16, 17, 18, 20, 21, 22, 23, 32, 33, 34, 35, 36, 37, 39, 43, 44, 47, 48] , and references cited therein.
We remark that many of the regularity criteria established in the above cited papers have been extended to the following three dimensional magnetohydrodynamic equations (MHD):
Here
is the magnetic field, u 0 , b 0 are the corresponding initial data, and p is a scalar pressure. The interested readers are referred to [14, 30, 31, 38, 40, 46] and references cited therein. Motivated by [7] and [42] , we consider in this paper the regularity criterion involving ∂ 1 ∂ 3 u 3 and ∂ 2 ∂ 3 u 3 only. Before stating the precise result, let us recall the weak formulation of (1).
with ∇ · u 0 = 0, and T > 0. A measurable R 3 -valued vector u is said to be a weak solution of (1) if the following conditions hold:
2. u solves (1) 1,2 in the sense of distributions; and 3. the energy inequality, that is,
for almost every t 0 (including t 0 = 0) and every t ≥ t 0 .
Our regularity criterion now reads:
then u is smooth on (0, T ).
Before proving this theorem in Section 2, we collect here some notations used throughout this paper and make some remarks on our result.
The usual Lebesgue spaces
is endowed with the norm · q . For a Banach space (X, · ), we do not distinguish it with its vector analogues X 3 , thus the norm in X 3 is still denoted by · ; however, all vector-and tensor-valued functions are printed boldfaced. We also denote by
the first-and second-order derivatives of a function ϕ; by
the horizontal gradient, horizontal Laplacian of ϕ.
Remark 3. Noticing that
we almost establish a Serrin-type regularity criterion via ∂ 1 ∂ 3 u 3 and ∂ 2 ∂ 3 u 3 only.
Remark 4. Due to the orthogonal transformation invariance of NSE (1), we easily extends our regularity criterion as
where {i, j, k} = {1, 2, 3}.
Remark 5.
Our result seems to be more involved than that in [5] in the following sense. In [5] , only conditions on 1 component is needed among the total 9 components of the velocity gradient tensor
the ratio is 1/9. And our result requires regularity of 2 entries among the total 27 entries of the velocity Hessian tensor
i j u k , the ratio being 2/27, which is less than 1/9. [5, 42] . [5, 42] , due to the our assumptions on the Hessian. We shall first bound ∇ h u 2 , then estimate ∇u 2 . In fact, tracking the proof of that in [5, 42] we will obtain a not-so-good result.
Remark 6. In classical and numerical analysis, we do not only rely on the graph of the differential to study properties of a function, but also utilize the graph of the Hessian to do so. In this point of view, our result is a complement to that in

Remark 7. Our proof in Section 2 is different from that in
Proof of the main result
In this section, we shall prove Theorem 2. First, let us recall and prove some technical lemmas.
The first one being a component-reducing technique due to Kukavica and Ziane [17] .
And the next two lemmas are variants of multiplicative Sobolev inequalities in R 3 , similar in spirit to that in [5] .
. Then there exists a constant C > 0 such that
2 .
Proof.
The same argument also yields
. Then there exists a constant C > 0 such that 2 .
Proof of Theorem 2.
Step 1. Preliminary reduction.
For any ε ∈ (0, T ), due to the fact that ∇u ∈ L 2 (0, T ; L 2 (R 3 )), we may find a δ ∈ (0, ε), such that ∇u(δ) ∈ L 2 (R 3 ). Take this u(δ) as initial data, there
is the life span of the unique strong solution, see [29] . Moreover,ũ ∈ C ∞ (R 3 ×(δ, Γ * )). According to the uniqueness result,ũ = u on [δ, Γ * ). If Γ * ≥ T , we have already that u ∈ C ∞ (R 3 × (0, T )), due to the arbitrariness of ε ∈ (0, T ). In case Γ * < T , our strategy is to show that ∇u(t) 2 remains bounded independently of t ր Γ * . The standard continuation argument then yields that [δ, Γ * ) could not be the maximal interval of existence ofũ, and consequently Γ * ≥ T . This concludes the proof. For this purpose, let us choose a τ sufficiently close to Γ * such that
whereε > 0 is small and will be chosen later on. We shall first in Step 2 establish the bounds of ∇ h u(t) 2 for t ∈ [τ, Γ * ). The estimation of ∇u(t) 2 is derived in Step 3.
Step 2. ∇ h u(t) 2 estimates.
Taking the inner product of (1) 1 with −∆ h u, we have
Invoking Lemma 8, I 1 can be rewritten as
For I 2 , I 3 , it follows by integrating by parts and noticing the divergence free condition ∇u = 0, that
Gathering (9), (10), (11) together, (8) becomes
We now apply Lemmas 9 and 10 with β = 2 3−r to bound J 1 , J 2 respectively as
where in the last inequality, we use the divergence free condition ∇ · u = 0. Substituting (13), (14) into (12), we obtain by Young inequality that
Integrating this inequality over [τ, t] , for any t ∈ [τ, Γ * ), we get
Young inequality then implies
Hence ifε in (7) is choose so that
we see
Step 3. ∇u(t) 2 estimates.
Taking the inner product of (1) 1 with −∆u in L 2 (R 3 ), we see
The term K 1 can be dominated similarly as in Step 2, and we find
Meanwhile for K 2 , we have, by integrating by parts and noticing the divergence free condition ∇ · u = 0, that
Applying Hölder inequality, interpolation inequality, Sobolev inequality and Young inequality yields 
Now, replacing (19) , (20) into (18) Invoking Gronwall inequality then implies ∇u(t) 2 , t ∈ [τ, Γ * ) is uniformly bounded, as desired. This completes the proof of Theorem 2.
