Although nonlinear model predictive control (NMPC) might be the best choice for a nonlinear plant, it is still not widely used. This is mainly due to the computational burden associated with solving a set of nonlinear differential equations and a nonlinear dynamic optimization problem. In this work, a new NMPC algorithm based on nonlinear least square optimization is proposed. In the new algorithm, the residual Jacobian matrix is efficiently calculated from the model sensitivity functions without extra integrations. Recently developed automatic differentiation techniques are applied to get the sensitivity functions accurately and efficiently. The new algorithm has been applied to an evaporation process with satisfactory results to cope with large setpoint changes, measured and unmeasured severe disturbances and process-model mismatches.
Introduction
Model predictive control (MPC) strategies have been well received by industry because they are intuitive and can explicitly handle MIMO systems with input and output constraints. Until recently, industrial applications of MPC have relied on linear dynamic models even though most processes are nonlinear. MPC based on a linear model is acceptable when the process operates at a single setpoint and the primary use of the controller is the rejection of small disturbances [17] . Operating points of modern chemical processes vary over large regions. Such processes cannot be modelled adequately using linear models. These conditions are observed in many cases including change over in continuous processes, tracking problems in startup and batch processes and the control of nonlinear reactors [17, 2] . Because these processes make transition over the nonlinear range of the system, linear MPC often results in poor control performance. To properly control these processes a nonlinear dynamic process model has to be used, rather than a linear convolution model [1] . Recognizing this need, a number of MPC algorithms incorporating nonlinear prediction models (hence called as nonlinear MPC or NMPC) have appeared lately [18, 6] .
The objective of NMPC is to select a set of future control moves (control horizon) in order to minimize a function based on a desired output trajectory over a prediction horizon. The introduction of nonlinear models inside the control algorithm does not cause major problems from a theoretical point of view [1] . However, the computation involved to solving the optimization problem at every sampling time can become so intensive, particularly for high-dimensional systems, that it could make on-line applications almost impossible [19] . There exist a number of strategies for tracking the optimal control problem through nonlinear programming (NLP): successive linearization, simultaneous methods, sequential approach, and others [11, 14] . In a successive linearization solution, the Jacobian linearization is performed over the prediction horizon or at a number of time steps in the prediction horizon [3, 21, 12] . Simultaneous solution, transforming the differential equations to algebraic equations which are solved as nonlinear equality constraints in the optimization [7, 16] . In the sequential approach, improved closed-loop performance is achieved as the nonlinear model is used directly in the NMPC calculations. Standard NLP however is not designed to handle dynamic constraints. This limitation can be overcome using a two-stage approach where an optimization routine serves as an outer loop to iteratively select new sets of manipulated variables moves, while an differential equation solver is used to integrate the dynamic equations at each iteration of optimization [11, 1] . This is known as sequential solution because the optimization and integration problems are solved iteratively until the desired accuracy is obtained.
In general, a major part of the optimization calculations involve the evaluation of a function and its derivatives of one kind or the other. The accuracy and speed, with which such derivatives are calculated, is crucial to the success and speedy convergence of the calculation procedure. The gradient information were previously estimated using numerical methods like finite differences but such estimates are subject to truncation error when the differencing intervals are numerically large, and subject to round-off error when they are small. In addition, the run time is unacceptably high, particularly for problems with a large number of independent variables [8] . Automatic or algorithmic differentiation (AD) find the derivatives of a function given in the form of a computer code using the chain rule with no truncation error for any selected outputs with respect to selected inputs with about the same accuracy and efficiency as the function value themselves [10] .
In this work, a new NMPC algorithm based a nonlinear least square optimization problem is proposed. The nonlinear least square problem can be efficiently solved by only using residual Jacobian matrix. An efficient algorithm is derived to calculate the residual Jacobian matrix directly from the model sensitivity function without extra integrations. The sensitivity functions can be accurately and efficiently obtained from the state trajectory by using AD techniques. These three features make the new algorithm computationally efficient. To demonstrate the new algorithm, a benchmark example of an industrial evaporator [15] has been chosen as a case study. The process is a multi-input multi-output nonlinear system with a number of constraints. The process is open-loop unstable due to integrating characteristics of the liquid level in the evaporator separator. Effective control of this system using traditional PID controllers was not very successful especially for large setpoint changes. Predictive control was also considered by a number of workers [12, 15] . However, linear MPC was failed to control this process for both the regulating and tracking problems. A NMPC strategy based on a successive linearization solution to control this process under a large setpoint-change condition was proposed in [12] . A good performance was observed after re-linearizing the nonlinear process model for every few steps. However, disturbances have not been considered there. In this work, the new NMPC strategy is applied to control the process for both setpoint tracking and disturbance rejection. The paper is organized as follows: a new NMPC algorithm based on nonlinear least square optimization and using model sensitivity functions to get the residual Jacobian matrix is proposed in section 2. The AD tool applied to get the sensitivity function is described in section 3. Section 4 provides the evaporation process case study to demonstrate the use of the new NMPC algorithm. The paper is concluded in section 5.
Nonlinear Model Predictive Control

Nonlinear least square problem
The nonlinear model predictive control considered is to solve the following nonlinear optimization problem at each sampling point:
where T is the sampling period, M and P are control and prediction horizons respectively, x ∈ R n , u ∈ R m and d ∈ R q are state, input and disturbance variables respectively, W k and r k are the weighting matrix and the reference vector at t k respectively, u and u are constant vectors determining the input constraints. The inequalities for input constraints are elementby-element inequalities. Let
Then the optimization problem of (1) can be restated as a standard nonlinear least square problem:
The gradient, G(U ) and Hessian matrix, H(U ) of (8) have a special structure:
where J(U ) ∈ R nP ×mM is the Jacobian matrix of residual vector, E(U ) and Q(U ) is defined as:
where E i is the ith element of E and H i is the Hessian matrix of E i . The matrix Q(U ) has the property that when U approaching optimal solution, residual E(U ) tends to zero then also Q(U ) tends to zero. Therefore, an efficient algorithm can be applied to solve this problem [13, 5] .
Jacobian matrix calculation
To efficiently solve the nonlinear least square problem, the Jacobian matrix of E is to be derived in this section. The nP × mM Jacobian matrix is defined as:
The Jacobian matrix can be partitioned into P × M blocks as
where each block is an n × m matrix defined as,
Since a future input cannot have an effect on a past state, J i,j = 0 for i < j, i.e. the Jacobian matrix is low block-triangular.
To solve equation (2) requires information of future disturbances. Since the future disturbances are unknown in many cases, it is assumed in the following calculation that future disturbances are constant as current measurements if disturbances are measured, or as their nominal values if they are not measurable. Taking partial derivative on both sides of (2) gives:
Equation (15) is a linear time-varying system with initial condition, ∂x(t 0 )/∂u j−1 = 0. For j < M, the input, ∂u(t)/∂u j−1 is an impulse function:
For j = M , the input is a step function,
Generally, the linear time-varying equation (15) has no analytical solution although it can be represented in a state-transition matrix form [4] . Numerically, equation (15) can be solved together with the state equation (2) using a differential equation solver. The total number of differential variables to be solved in (15) is n × m × M .
Equation (15) can be simplified by assuming that the sensitivity functions, f x and f u are piecewise constant. In this case, within a sampling period, (15) is a linear time-invariant system. Hence, analytical solutions can be obtained.
Recursively, the following solution can be derived:
Nonlinear model predictive control algorithm
Based on the algorithm to calculate the residual Jacobian matrix, the proposed nonlinear model predictive control algorithm can be described as follows:
1. Collect current process information, such as measurements, measurable disturbances and setpoint changes.
2. Apply nonlinear least square optimization solver to get a promising guess of next control horizon.
3. The solver calls the objective function to calculate the cost corresponds to the control horizon provided.
4. The cost subroutine calls an ordinary differential equation solver to predict the state trajectory based on the control horizon provided.
5. Based on the prediction trajectory obtained, the cost subroutine applies an AD tool to get the sensitivity function of the trajectory.
6. The residual Jacobian matrix is calculated according to the sensitivity function obtained.
7. The residual vector and residual Jacobian matrix is returned to the optimization solver. If the terminal conditions are not satisfied, the solver updates a new control horizon and the procedural is repeated from step 3. Otherwise, the first point of the control horizon is implemented to the process control system and the procedural is repeated from the step 1.
Remark 1 Most Newton-type dynamic optimization algorithms involve an inverse integration for co-state or adjoint variables in order to get gradient information. In the proposed algorithm, the gradient information is obtained without such integration. After calculating the state trajectory, only algebraic calculations are involved in the procedural to get residual Jacobian matrix. Therefore, efficiency is greatly improved in the proposed algorithm.
Remark 2 For small systems, the sensitivity function might be able to be derived analytically. However, for large systems, particularly for a practical application, it is not a trivial task to get analytic derivative functions. Sometime, it is even not possible. Recently AD techniques have emerged to provide help in this aspect. The proposed algorithm provides a link point where an AD tool can be involved to solve the online dynamic optimization problem.
Remark 3 For a feasible problem, the convergence of the algorithm is mainly determined by the nonlinear least square solver used. In this work, the solver provided in MATLAB Optimization Toolbox is applied. It is based on the LevenbergMarquardt method[13, 5], which uses a scalar to control both search direction and magnitude. When the scalar is zero, the search direction is identical to that of the Gauss-Newton method, whilst as the scalar tends to infinity, search direction tends toward a steepest descent direction. Therefore, in most cases, the value of cost function is non-increasing and the algorithm is convergent.
Remark 4 Nonlinear least square is a special case of general nonlinear optimization problems. The main advantage of using the nonlinear least square formulation is its efficiency due to the special structure of its gradient (9) and Hessian (10), whilst the disadvantage is that it cannot directly handel hard constraints on output variables. A possible solution is to convert the hard constraints to soft ones by using Lagrange multipliers.
Automatic Differentiation
Automatic differentiation (AD) is the generic name for techniques that use the computational representation of a function to produce analytic values for the derivatives [10] . Some techniques produce code for the derivatives at a general point x by manipulating the function code directly. Other techniques keep a record of the computations made during the evaluation of the function at the specific point x and then review this information to produce a set of derivatives at x. AD uses the chain rule based techniques for evaluating the derivatives with respect to the input variables of function defined by a high-level computer language program. It relies on the fact that all computer programs no matter how complicated use a finite set of elementary (unary e.g. exp(.), sin(.), sqrt(.), etc, or binary e.g. +, *, /, etc) operations as defined by the programming language. The value of the function computed by the program is simply a composition of these elementary functions, with its partial derivatives are known. Then the chain rule of differential calculus is applied over and over again combining these stepwise derivatives to yield the derivatives of the whole program [20, 10] . More details about these modes can be found in [20, 10] .
A variety of tools exist for AD in standard programming languages. These including ADIFOR, Odysee, ADOL-C, and TAMC. A MATLAB AD toolbox, MAD [9] , is used in this work.
Evaporation Control Case Study
Evaporator
This case study is based on the forced-circulation evaporator [15] , and shown in Figure 1 . In this process, a feed stream enters the process at concentration X 1 and temperature T 1 , with flow rate F 1 . It is mixed with recalculating liquor, which is pumped through the evaporator at a flow rate F 3 . The evaporator itself is a heat exchanger, which is heated by steam flowing at a rate F 100 , with entry temperature T 100 and pressure P 100 . The mixture of feed and recalculating liquor boils inside the heat exchanger, and the resulting mixture of vapour and liquid enters a separator where the liquid level is L 2 . The operating pressure inside the evaporator is P 2 . Most of the liquid from the separator becomes the recalculating liquor; a small proportion of it is drawn off as product, with concentration X 2 , at a flow rate F 2 and temperature T 2 . The vapour from the separator flows to a condenser at flow rate 
Nonlinear model predictive control
The control objective of the case study is to track setpoint changes of X 2 from 25% to 15% and P 2 from 50.5 kPa to 70 kPa when disturbances, F 1 , X 1 , T 1 and T 200 are varying within ±20% of their nominal values. The control system is configured with three manipulated variables, F 2 , P 100 and F 200 and three measurements, L 2 , X 2 and P 2 . All manipulated variables are subject to a first-order lag with time constant equal to 0.5 min and saturation constraints, 0 ≤ F 2 ≤ 4, 0 ≤ P 100 ≤ 400 and 0 ≤ F 200 ≤ 400.
The main performance limitation of the process is the cooling flowrate constraints. At the nominal operation point, the maximum increase rate of P 2 (corresponding to F 200 = 0) is F 4 /4, which is 2 kPa/min when X 2 = 25 % and 1.65 kPa/min when X 2 = 15. Therefore, setpoint increase of P 2 is specified within 20 min, i.e. increase rate is about 1 kPa/min in order to make the problem feasible.
All disturbances are simulated as a step signal passing through 
The NMPC is designed with the following parameters: sampling period, T = 1 min, P = 10 min, M = 3 min,
It is assumed that F 1 is measurable disturbance whilst other three disturbances are not measured. The nonlinear dynamic model of the process is used as the prediction model for NMPC whilst the actuator lags and disturbances lags are ignored from the prediction. The ignored lags play as process-model mismatches for the NMPC. It has been observed that due to these mismatches, implementing the second point of the control moves calculated is better than using the first one.
Simulation is performed with the above configuration. The results are shown in Figure 2 . It can be seen from Figure 2 that measured outputs follow the setpoints quite well (a)-(c) in spite of the existence of severe disturbances (g)-(j). This is achieved without violating the input constraints (d)-(f). Therefore, the NMPC controller is effective and satisfies the performance requirements proposed. It is worth to mentioned that in the problem formulation, input constraints are explicitly specified as hard constraints, therefore they are not included in the cost function. Constraints on input change rate are also ignored in the objective function because the actuator lags in the model are thought to be sufficient to represent such physical limitation. Since the objective function only contains control errors, the simulation results are almost the bets performance achievable within the hard input constraints.
Conclusions
A new algorithm for nonlinear model predictive control is proposed. Based on a nonlinear least square optimization problem, an efficient algorithm to calculate the residual Jacobian matrix is derived. With the new approach, the gradient information can be obtained without further integration of the sensitivity differential equations. The new algorithm also provides a link point where recently developed automatic differentiation techniques can be applied to get derivatives (sensitivity functions) accurately and efficiently. The evaporation case study shows that satisfactory performance is obtained with the controller using the new NMPC algorithm. 
A Model equations
dL 2 dt = F 1 − F 4 − F 2 20(22)dX 2 dt = F 1 X 1 − F 2 X 2 20(23)dP 2 dt = F 4 − F 5 4(24)
