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SUMÃRIO 
são analisados neste trabalho três métodos para a solução 
dos problemas de análise global de fluxo de dados, quando as 
equações têrn como coeficientes subconjuntos de um universo fini-
to (vetores de bits): método iterativo de Hecht e Ullman, método 
dos intervalos de Cocke e Allen, e o método das regiÕes forternen 
te conexas de Graham e Wegman. A comparaçao dos métodos é reali-
zada através de uma microanálise das suas implementações, aplica 
da a algumas famílias de grafos de fluxo que têm forma padroniz~ 
da. Os resultados indicam que, neste caso, o método das regiões 
é mais eficiente em termos de operaçÕes com vetores de bits, en-
quanto que o método iterativo é mais eficiente em termos de ope-
raçoes de controle e manipulação de estruturas de dados auxilia-
res. 
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ABSTRACT 
• 
We analyse three methods for solving the problem of global 
data flow analysis, when the equations have coefficients which 
are subsets of a finite universe represented by bit vectors.These 
methods are: iterative analysis by Hecht and Ullman,interval anal-
ysis by Cocke and Allen, and strongly connected region analysis 
by Graham and Wegrnan. we present a microanalysis o f the imple-
mentation of these methods, when applied to some families of flow 
graphs with a standard forro. The results show that in this case 
the region analysis method is more efficient in t-errns of bit 
vector operations, whereas the iteractive method is more effi-
cient in terms of the central and auxiliary data structures ma-
nipulation operations. 
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CAPITULO I 
INTRODUÇÃO 
1.1. GENERALIDADES SOBRE ANÁLISE GLOBAL DE FLUXO DE DADOS· 
A análise global de fluxo de dados (AGFD) consiste em levan 
tar informações úteis distribuídas em todo o corpo de um proced! 
menta, veiculando-as até pontos em que elas possam ser utiliza -
das. Em contraposição à§ análises de fluxo de dados local (que 
considera apenas pequenos trechos do procedimento onde não ocor-
rem desvios), e 11 interprocedural 11 (que inclui também as chamadas 
a procedimentos), a análise global abrange apenas o corpo do pr~ 
cedimento em questão, supondo o pior caso possível a cada chama-
da de procedimento. (Algumas vezes, ao invés de supor o pior ca-
so, pode-se utilizar os resultados da análise de fluxo de dados 
do procedimento, feita em separado, mas nem sempre). 
Inicialmente, a grande aplicação de informações obtidas pe-
la AGFD era na otimização de código em compiladores. Mais tar-
de, a utilização desse tipo de informação foi proposta na detec-
ção de erros de programação (variáveis cujo valor é utilizado sem 
que tenha recebido uma atribuição anteriormente, verificação de 
limites de vetores, etc) (FOSDICK [19761). 
Essa análise pode determinar, por exemplo: 
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a) Em gue pontos do procedimento poderia o valor de uma variável 
A usada num ponto p ter sido definido, ocasionando a detec 
ção de computações invariantes em malhas, de variáveis de in-
dução múltiplas, ou de variáveis sem um valor inicial; 
b) Se uma expressao computada duas ou mais vezes em difer~ntes 
pontos do programa já não teria seu resultado disponível em 
alguns desses pontos, possibilitando eliminar o cálculo d1:: 
subexpressões comuns; 
c) Se a Única definição da variável A que alcança um comando c 
onde o valor de A é usado, é A +- B, e em todo comando exe--
cutado apos aquela definição até o comando c não há atri--
buição de valor a B, o que permitiria eliminar a atribuição 
A +- B, substituindo A por B em todos os comandos em que 
essa definição de A era usada; 
d) Se uma dada variável A não será mais utilizada após um pon-· 
to do programa, o que torna desnecessário transferir o seu va. 
lor para a memória, se este estiver em um registrador, e per-
mite a reutilização desse registrador; 
e) Se uma expressao será calculada em diferentes comandos, porem 
com o mesmo resultado, qualquer que seja a seqÜência de execu 
-çao a partir de um ponto p, de forma que aqueles diversos co 
mandos podem ser substituídos por um único no ponto p, o 
que diminui o tamanho do código. 
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O objetivo desse trabalho é estudar e comparar a eficiência 
de alguns algoritmos para AGFD, a partir de informações locais. 
Na seqÜência desse capítulo, serao introduzidas a representação 
dos algoritmos, definições e propriedades básicas de' grafos, e 
as equaçoes usadas na AGFD. Os três capítulos seguintes aprese~ 
tam métodos de solução para essas equaçoes, assim como a análise 
de seus custos. No capitulo V são avaliados os custos dos algo-
ritmos em situações particulares, visando obter parâmetros co-
muns aos métodos apresentados, de forma a possibilitar um con-
fronto de seus desempenhos. 
1.2. REPRESENTAÇÃO E AVALIAÇÃO DOS ALGORITMOS 
Os algoritmos constantes desse trabalho serao apresentados 
por fases; inicialmente são discutidos as idéias fundamentais,em 
seguida são esboçados em linhas gerais os passos necessários pa-
ra implementar essas idéias, e por fim sao apresentados procedi-
mentos numa linguagem algorítmica, do tipo "pascalês", que forne 
cem os detalhes de programação, incluindo as estruturas de dados 
usadas. Alguns procedimentos auxiliares simples, como para in-
cluir ou remover elementos de uma lista, são omitidos. 
Na avaliação dos custos dos procedimentos é usualmente em-
pregada a técnica de rnacroanãlise~ que consiste em escolher uma 
operação cbrninante e e~ressar o tempo de execução como urna função 
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do número de vezes que essa operaçao é executada, em geral empre 
gado apenas a ordem de grandeza ( O ) desse número. Nesse traba-· 
lho, entretanto, utilizaremos a microanálise (COHEN [1982] ), na 
qual o tempo de execução é expresso corno uma função d9 tamanho 
da entrada e de variáveis simbÓlicas, que representam o tempo 
necessário para executar cada uma das operaçoes básicas envolvi-
das no procedimento, onde por operações básicas entende-se um 
conjunto de operações elementares que existem na maioria dos com 
putadores, tais como atribuição, comparação, desvio, subscrição 
ou chamada de sub-rotina. Conhecendo-se o custo associado a cada 
operaçao básica num determinado computador, pode-se avaliar o 
custo do procedimento. KNUTH [19731 usa essa estratégia, ava-
liando o custo de implementação de algoritmos em função de um mo 
delo de computador {MIX) . 
No nosso caso, o tamanho da entrada será dado por -par ame-
tros como número de vértices {Nv)' o número de arestas {Na)' ou 
número de laços (NL) de um grafo. Uma relação completa dos parâ-
metros utilizados está no apêndice 1. O apêndice 2 é urna apresen 
tação detalhada de todas as operações básicas. Estas foram esco-
lhidas arbitrariamente, entretanto outras poderiam ser facilmen-
te adotadas e suas quantidades computadas. 
O porque da escolha a micro-análise reside na avaliação 
mais completa do custo dos procedimentos, uma vez que através 
de operações como subscrição, seleção de campo, inclusão ou re-
moção em lista, é refletido mais cla.ramente o "overhead" 
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necessário na implementação de cada um dos algoritmos. Além do 
que, as operaçoes lógicas sobre vetores de bits, em geral usadas 
na comparaçao dos procedimentos de AGFD, não são as operaçoes 
dominantes. 
No cálculo do custo de um procedimento, são avaliados ini-
cialmente os custos associados a cada linha ou grupo de Íinhas, 
indicando, se possivel, o número preciso de operaçÕes básicas de 
cada tipo em função do tamanho da entrada, ou então considerando 
o pior caso. A seguir, todas as operações básicas de um tipo exe 
cutadas ao longo de um procedimento são agregadas, e por fim e 
calculada a soma dessas quantidades para todos os procedimentos 
envolvidos. 
Alguns trechos dos procedimentos merecem consideração espe-
cial no momento da avaliação: 
1. Nas operaçoes de comparaçao explícita (instrução ~~), é con-
tada a ocorrência de um desvio a cada teste (caso de ~~-vUÃo­
-.6eniio), ou a ocorrência de um desvio, apei)as quando o resul-
tado da expressão booleana é fals_o (caso do -6 ~-então). 
2. O numero de operaçoes no controle de salda de uma malha depen 
de sempre do número de vezes que o seu corpo é executado (JIJEXEC) 
e do numero de entradas na malha durante a execuçao 
porém não é uma função constante. 
(NENTR) , 
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Se o corpo da malha é executado pelo menos urna vez a cada 
entrada (instrução do tipo Jtep-l.ta), o teste de fim de itera ·-
ção está localizado após o corpo da malha, logo são efetuadas 
NEXEC comparações e {NEXEC-NENTR) desvios. Se não .e possível 
garantir uma primeira execução do corpo da malha (instrução 
do tipo enquanto), o teste de fim de i te ração fica ap5s a atr,!. 
buição inicial à variável de controle, donde ocorrem (NEXEC + 
+ NENTR) comparaçÕes e (NEXEC+NENTR) desvios, 
Nas malhas do tipo "pa.!La :toda" que visitam os nós de uma 
lista, são ainda necessárias NENTR atribuições, NEXEC avanços 
em lista (tomar o próximo nó), e (NENTR +número de compara-
ções) acessos ao valor de uma variável. Se, por outro lado, a 
malha é do tipo "po.Jta .todo" e percorre uma sequência de intei 
ros consecutivos, são usadas ainda (NENTR + NEXEC) atribuições, 
NEXEC operações aritméticas, e, dependendo do caso da sequên-
cia começar com uma constante e terminar com uma variável ou 
vice-versa, serão necessárias (NEXEC + 2 x número de compara-
ções) ou (NENTR + NEXEC +número de comparações) acessos ao va-
lor de uma variável, respectivamente. 
3. Em algumas malhas, a atribuição de valor à variável de centro 
le a cada entrada envolve operações diferentes das utilizadas 
nas demais atribuições a essa variável, Conta-se, então, se-
paradamente essas operações. (Uma ilustração dessa situação é 
uma visita aos elementos de uma lista cuja cabeça está num dos 
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componentes de um vetor de referências, quando a atribuição 
na entrada envolve uma subscrição e as demais envolvem sele-
çao de campo) • 
4. Nos laços iterativos cujo objetivo é visitar cada um dos m 
vértices de um grafo, onde a ordem é decrescente ou irr~leva~ 
te, supõe-se uma variação de m-1 a O no valor da variável 
de controle, o que diminui o número de acessos ao valor de m 
no teste de fim de iteração. Se a ordem for_ necessariamente 
crescente, esses acessos são inevitáveis. 
S. Algumas vezes é dificil avaliar com exatidão o numero de ite-
rações executadas a cada entrada numa malha ou o numero de 
chamadas a um procedimento num dado ponto, entretanto é fácil 
precisar o número de vezes que o corpo da malha é executado 
ou quantas vezes um procedimento é ativado em todo o decorrer 
do programa. Nessas situações, portanto, "subimos a montanha" 
e contamos esses números totais. 
1.3. DEFINIÇÕES E PROPRIEDADES BÂSICAS 
Um g~a6o G é um par de conjuntos (VG, aG), tais que VG 
e um conjunto finito não vazio cujos elementos são chamados ven-
~ieeh, e aG e um conjunto de pares ordenados (u,v) 1 chamados 
a~ehta6, tais que u,v E VG (isto é, aG c VG2). Se a = (u,v) E 
E aG, dizemos que U é p~~d~ceh~Oh de V, V e ~uce~~Oh de u, 
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- olt.tgem - de.õ.túto da aresta Se e que u e a e v e o a. u = v 
' 
então ( u, v) e um laço. 
o tamanho de um grafo G -e dado pela soma lvGI + I aGI. Um 
grafo G - :tJti..v.ial e se G tem tamanho l ( IVGI = l e I aGI = o). 
Para representar grafos nesse trabalho, vamos designar seus 
• 
vértices por 0,1,2, ... ,1VGI-l (dessa forma, a única informação 
necessária para representar VG é o inteiro IVGI), e usar um 
vetor com IVGI componentes, no qual o u-ésimo componente é uma 
lista dos vértices v tais que {u,v) E aG. Esse vetor será cha 
ma do e.6.tltutuJr..a de adjacênc...<...a de G, e será designado por f.,. Al--
ternativamente podemos utilizar a e.6tltu:tulta de ineidênc.ia V de 
G, um vetor com IVGI componentes, no qual o u-ésimo componente 
e urna lista dos vértices w tais que (w,u) E aG. EventualmentE! 
as listas em 6 e em V podem conter também dados associados às ares 
tas do grafo. 
Um grafo H é um hubgnafia de outro G se VH c VG e 
aH c aG. Dado um conjunto C de grafos, um grafo H e maximal 
em C se H não é subgrafo de nenhum grafo em C, exceto de si 
próprio. Dado um grafo G e um conjunto W ~ VG, o ~ubgnaóo de 
G gc.Jtado palt W, G [W], e o subgrafo H de G tal que VH = W 
aH = aG n w2 {ou seja, aH é o conjunto das arestas de G que e 
têm origem e término em W). 
Um pa~heia P em G e uma sequencia finita e nao vazia 
de vértices {v ,v1 , ... ,v} tal que para todo i, o n 1 < i < n 
- 9 -
(v. 1 ,v.) >- " e urna 
aresta de G. Diremos que p e um passeio com 
ollige.m v e X:él!.mlno v 
n' 
ou que p e um passeio de v o a v . o n 
o inteiro n é o comp1Lim en.ta de P. Se n ~ o, então p e dito 
de.gentl!.ado. Um passeio P = (v ,v11 .•. ,v) não degenerado o n pode 
ser alternativamente especificado pela seqüência de arestas (a1 , 
al, =(v. 1 ;v.) ,_ " 
Os conjuntos {v0 ,v1 , ... ,vn} e {a1 ,a2 , ... ,an} serão designa 
dos por VP e aP respectivamente. Diz-se que o passeio P pa~ 
ViEVP,eque p a. 
J 
se paJ.:..oa poh se 
Uma ~e~ao de P é um passeio que e uma subseqÜência de termos 
consecutivos de P. Se as arestas de P forem duas a duas dis-
tintas, então P e uma X1Liiha. Se os vértices de p forem dois 
a dois distintos, então P é um cam~nho. Se P tiver comprimeg 
to no mínimo 2, com v 1 ,v2 , ... ,vn distintos dois a dois, e com 
v0 = vn, então P e um cil!.cuiX:o. Se um grafo G não contém cir 
cuitos, então G é dito aeZeliea. 
u1 , ... ,u) em m 
é o passeio 
G, com v 
n 
u
0
, então o phodu~o 
(vo,vl, ... ,vn, ul, ... ,p.m) · 
PQ de p e Q 
Se num grafo G existe um caminho de um vértice u a um 
vértice v, então dizemos que u e ligado a v, e que v e al-
cançâve.t {a partir) de u. Se além do caminho de u a v tam-
bém existir um caminho de v a u no grafo G, dizemos que u 
é 6o~temente .tlgado a v, ou, por simetria dessa relação, dizemos 
que u e v são 6ohtemente ligado~. Algumas vezes as relações 
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de ligação, de alcance e de ligação forte poderão ser restritas a 
caminhos que satisfaçam determinadas condições. Um grafo que tem 
todos os seus vértices fortemente ligados dois a dois é dito fio~ 
.te.me.n.te. c.anexo. 
• GRAFO DE FLUXO DE CONTROLE 
Em problemas de AGFD é necessário observar todas as possi 
veis seqüências de execução das instruções que compõem um prece-· 
dimento. E possível traduzir todas essas seqüências de maneira 
finita, através de um grafo no qual os vértices representam se-
qÜências maximais de instruções que são executadas sempre e so-
mente quando todas as instruçÕes anteriores representadas por es 
se vértice já o foram, e as arestas representam uma possível 
transferência de controle da Última instrução representada pela 
origem para a primeira instrução representada pelo vértice desti 
no. A esse grafo dá-se o nome de g4a6o d~ 6luxo d~ eont4ol~. e 
às seqÜências maximais de instruções que constituem cada vértice, 
dá-se o nome de b.ioc..Oh ou b.ioco.õ bát..ic..o.õ. Quando conveniente, 
identificaremos a noção do vértice e do bloco correspondente. 
Chamaremos de ponto em um procedimento especificado numa 
linguagem qualquer, uma posição imediatamente anterior ou imedia 
tamente após uma instrução. Chamaremos de ponto de entnada de t@ 
um bloco ao ponto imediatamente anterior à sua primeira insUITção, 
e ponto de .t.a.Zda ao ponto imediatamente apos a sua última 
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instrução. 
Um procedimento no qual todas as instruções sao, sintatica-
mente, passíveis de execução em alguma ativação, pode ser parti-
cionado em um conjunto de blocos facilmente identificáveis. Um 
bloco inicia-se com a primeira instrução executável numa ativa -
• 
ção do procedimento, com uma instrução que é referenciada poruma 
instrução de desvio {condicional, incondicional, chamada e reter 
no de sub-rotina, saída de malha, etc), ou ainda com uma instru-
ção que segue imediatamente um comando de desvio condicional, e 
encerra-se imediatamente após cada instrução de desvio ou após 
uma instrução que encerre a execução do procedimento. 
Um grafo de fluxo de controle será denotado por G = (VG, 
aG, n0 ), onde n0 E VG é o vértice que contêm a primeira instr~ 
çao executável numa ativação do procedimento, chamado v~c~ ~n~ 
cial do grafo. Pelo fato de todas as instruções serem passíveis 
de execução, todo vértice do grafo é alcançável a partir de n • 
o 
Lembrando que os vértices serão denotados pelos inteiros de O a 
]vG]-1, convencionaremos que = o. 
A partir desse ponto, utilizaremos simplesmente o terno g~a-
6o para designar um grafo de fluxo de controle. Um grafo G e 
uma ~lt~eia se toda aresta de G tem como origem o vértice ini-
cial (0). Dado um grafo G, wna ãJtvoJte geJtadoJta de G é um subgrafo 
acíclico e o:mexo de G tal que VH = VG, ]aH] = ]VG]-1, e todo 
vértice de VH\ {O} tem exatamente um predecessor. 
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• DOMINÂNCIA 
Se G = (VG, aG, n ) é um grafo, e u,v E VG, diz-se que u 
o 
dom~na v se todo passeio de n a v em G passa por u. Note 
o 
se que a relação de dominância é de ordem parcial, co·m 
minando todos os vértices de VG. 
n do-
o 
• 
Seja (v,u) E aG. Se u ~ v e u domina v em G, então 
(v,u) é dita uma a~e~Xa de ~e~o~no. 
• GRAFOS REDUTIVEIS 
Um grafo G é dito ~eduXZvef se nao existe subgrafo H de 
G, tal que VH contém vértices u,v,w, distintos entre si, com 
v,w ~ n
0
, e existem em H caminhos de n 
o 
a u, de 
de v a W1 e de w a v, cujos vértices sao todos 
u a v, de 
distintos 
entre si, a menos das origens ou términos. A figura 1.1 apresen-
ta o esgtEIIB de um grafo H corro descri to, onde o c..arninho de n a u pede ser 
o 
àeg:merado. Se um grafo não é redutível então ele é dito -Úlltedu;Úve..L 
Outras caracterizações equivalentes de um grafo redutível 
-G sao apresentadas em HECHT [1974], dentre elas: 
a) Existe um Único subgrafo maximal acíclico de G• 
' 
b) Todo circuito C de G tem um vértice que domina todos os 
outros em VC; 
c) Se G1 e um subgrafo maximal acíclico de G, então toda ares 
ta em aG\ aG' é de retorno. 
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Note-se que os grafos redutíveis correspondem sempre a pro-
cedimentos nos quais cada malha tem um único ponto de entrada a 
partir do vértice inicial, e vice-versa. Os métodos de AGFD ba 
seados em intervalos e em regiões, que serão apresentados nesse 
trabalho, só são aplicáveis a grafos redutiveis. Felizmente eles 
ocorrem com muita freqúência na prática, incluindo os proçedime~ 
tos chamados de estruturados (HENDERSON [19761). 
o NUMERAÇÃO EM PROFUNDIDADE 
os algoritmos de AGFD aqui apresentados baseiam-se forte-
mente na ordem de visita aos vértices do grafo, sendo importante, 
também, identificar rapidamente as arestas de retorno. Essa arde 
nação dos vértices e identificação das arestas de retorno são fa 
cilitadas pelo estabelecimento de uma bijeção de VG nos natu-
rais de O a jVGj-1, chamada nume~a~ão em pho6undidade. Essa nu 
meraçao é obtida determinando-se uma árvore geradorü do grafo G, 
e atribuindo aos vértices números consecutivos a partir de zero, 
de tal maneira que todo vértice tenha nurneraçao menor que todos 
os seus sucessores na arvore. ~ fácil ver que, em geral, -na o 
existe uma Única numeração em profundidade dos vértices de um 
grafo, como no exemplo da figura 1.2, entretanto note-se que nes 
sa nurneraçao, a imagem de n
0 
é sempre zero. 
A figura 1.3. apresenta um algoritmo que obtém uma numera-
çao em profundidade para um grafo G dado. 
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FIGURA l.l 
Nuneraçao Nurreraçao Nrnm;"çanl Vértice 1 2 
o o o o 
1 4 2 1 
2 3 1 4 
3 1 5 2 
4 5 3 5 
5 2 6 3 
6 6 4 6 
FIGURA 1.2 
' 
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• PROPRIEDADE NP 
Sejam G = (VG, aG, n ) um grafo redutível, e num uma nume-
o 
ração em profundidade dos vértices de G. Se (u,v) E aG, então 
v domina u sse num(v) ~ num(u). ConseqÜentemente, num grafo 
redutível toda aresta cuja origem tem numeração maior que. odes-
tino, e de retorno. 
Algoritmo Numera-em-Profundidade (G) 
1. Para cada vértice u de VG 
marque u como nao visitado 
2. i ~ IVGI -1 
3. Observa-Sucessores (n0 ) 
Algoritmo Observa-sucessores (u) 
1. It1arque u como visitado 
2. Para cada sucessor v de u 
se v não foi visitado 
então Observa-Sucessores (v) 
3. Numeração (u) +--i 
4. i~i-1 
FIGURA 1.3 
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1.4. DESCRIÇÃO GERAL DO PROBLEMA DE ANÁLISE DE FLUXO 
Uma exp4e66ao é dita dióponlvel num ponto p de um pr~ 
cedimento se, qualquer que seja a seqÜência de exec.ução conside-
rada desde o início do procedimento até esse ponto (podendo in-
cluir diversas passagens pelo ponto p) 1 a expressão foi calcula 
da antes do controle atingir o ponto p e após o último cálculo 
nao houve alteração no valor de nenhuma das variáveis envolvidas. 
Tomemos o problema de identificar as expressões disponíveis 
num ponto qualquer de um procedimento. Uma vez conhecidas as ex-
pressões disponíveis no ponto de entrada do bloco onde o ponto 
se encontra, a solução desse problema torna-se trivial. Tratare-
mos então de determinar as expressÕes disponíveis no ponto de en 
trada de cada bloco do procedimento. 
Dizemos que uma expressão é geftada em um vértice v do gr~ 
fo, se ela é calculada em algum comando de v e nenhuma das va-
riáveis envolvidas no cálculo é modificada subseqÜentemente em 
v. Dizemos que uma expressão é phe~ehvada em um vértice v, se 
nenhuma das variáveis envolvidas no seu cálculo é modificada e 
a expressao nao e calculada em v. 
Note-se que, para um dado procedimento, podemos determinar 
o conjunto finito de expressões utilizadas, que constituirá o 
universo para esse problema. Denotá-lo-emas por U. 
Se representarmos por y e 
v 
X os conjuntos das expressoes 
v 
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disponíveis na entrada e na saída do bloco v, respectivamente , 
e por kv e cv os conjuntos das expressões preservadas e ger.~ 
das no bloco v, respectivamente, teremos pela definição de ex-
pressões disponíveis que: 
se v = O 
n 
uEíJv 
X 
u 
se 
X (Y n k ) u c 
v v v v 
v E VG I {O} 
• 
Note-se que, no caso particular desse problema, a condição 
Y0 = 1> e imprescindível para programas. Para procedimentos em 
geral, no entanto, pode ser introduzida urna condição de contorno 
que representa as expressões globais disponíveis na entrada do 
vértice inicial, imediatamente antes de qualquer execução do pr~ 
cedimento (ou seja, aquelas disponíveis em todos os pontos de 
ativação). Essa condição de contorno pode ser expressa por um 
conjunto y, e a equaçao para Y0 no sistema pode ser substituí 
da por Y = Y n o 
n 
uE'iJO 
X • 
u 
Por questões de simplicidade, porem, 
-iremos adotar o sistema de equaçoes apresentado originalmente. 
Sistemas de equaçoes desse tipo podem ter diversas soluções, 
que nesse caso correspondem a considerar não disp::míveis expressoes 
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qE de fato o sao. Do ponto de vista de utilização desses resul-
tados, entretanto, a solução desejada é aquela que apresenta to-
das as expressões disponíveis. Pode-se provar que existe uma úni 
ca solução maximal para sistemas desse tipo, e que nesse caso 
fornece a solução procurada. 
Na prática, os conjuntos envolvidos nesse sistema sao re-
presentados por vetores característicos (isto é, de "bits"), e 
as operações entre eles são efetuadas através da conjunção (A), 
disjunção (v) e negação (I) lógicas, preservando as prioridades 
usuais. Continuaremos utilizando os símbolos E, ~, ~' c, ~. ~ , 
comuns no contexto de conjuntos. 
Empregando essa notação operacional, o sistema para expres-
soes disponíveis terá a forma: 
y 
v 
~ y 
v 
A 
uE\7V 
A k 
v 
X 
u 
v c 
v 
se v = O 
se v E VG I {O} 
Muitos outros problemas de AGFD podem ser equacionados em 
sistemas semelhantes, diferindo possivelmente no sentido p~og~~~ 
-6ivo ou .'tegJte..&.&ivo da propagação da informação entre os vértices 
(no mesmo sentido ou no sentido contrário ao das arestas do 
grafo, respectivamente), ou quanto ao caráter eonjun~ivo ou 
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d~~juntivo com que elas sao agregadas. No caso de problemas dis-
juntivos, a solução desejada é a minimal, e no caso de problemas 
regressivos, a condição de contorno seria adotada para os vérti-
ces de saída (vértices cuja Última instrução pode encerrar a exe 
cuçao do procedimento). A figura 1.4 indica as quatro possibili-
. 
dades de combinações, Em todas temos X = Y A k v c , onde os 
v v v v 
coeficientes k e c são obtidos por simples inspeção dos pro-
gramas. Note-se que em cada uma delas há mais de um exemplo de 
aplicação, e que o problema das expressões disponíveis considera 
do anteriormente e um caso de análise progressiva conjuntiva. 
AHO [1977] apresenta diversos exemplos de problemas em AGFD. 
Progressivo 
Regressivo 
G O N J U N T I V O 
y 
v 
y 
v 
. 
-
- A 
u E V v 
A 
wE !J.v 
X 
u 
X 
w 
FIGURA l. 4. 
D I S J U N T I V O 
y 
v 
y 
v 
v 
u E IJv 
v 
wE !J.v 
X 
u 
X 
w 
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Utilizando as leis de De r-brgan é possivel transformar um pr~ 
blerna conjuntivo num problema disjuntivo (e vice-versa), cuja 
solução está relacionada de maneira simples à solução do proble-
ma original. Problemas progressivos e regressivos também p:X3em ser transfoE_ 
oodos um no outro, através de uma mudança de orientação nas ares-
• 
tas do grafo e da criação de um vértice inicial. Nesse caso, a 
solução maximal (minimal} dos dois sistemas sera idêntica, entr~ 
tanto os algoritmos que só são aplicáveis a grafos redutíveis nem 
sempre podem ser aplicados ao novo grafo obtido. 
Devido à facilidade na transformação de problemas entre as 
classes indicadas e mesmo à semelhança no processo de solução dos 
sistemas nas diferentes categorias, vamo-nos ater à análise pro-
gressiva conjuntiva (APC) desse ponto em diante. 
Para encontrar a solução maximal do sistema de equaçoes, se 
ria possível usar um algoritmo linear que constrói, para cada ex 
pressao p do universo considerado, uma sequência de conjuntos 
s tais que: j 
{v I kv [p] c [p] 
v 
O} u {O} se c 0 [p] o 
O} se c 0 [p] = l 
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onde T = {v I c [p] = ll. Existe, então, um O < m < lvG I tal 
v 
que Sm = Sm+l" Se tomarmos S = Sm, teremos que 
X [p] = O 
v 
X [p] = l 
v 
para todo 
para todo 
V E S 
vjts. • 
A construção da seqüência S. 
J 
sugere um algoritmo de busca 
em grafo que, apesar de ser linear, deveria ser repetido lul ve 
zes. Na prática, interessam algoritmos que executam operações so 
bre os conjuntos em paralelo. 
~ fácil verificar, observando a forma das equaçoes que com-
poem o sistema, que a solução maximal não muda se substituirmos 
cada par (k,c~ por (k v c, c). Suporemos, então, por conveniência 
nos dois Últimos métodos apresentados, que para todo para (k,c), 
temos k :::t c. 
CAPITULO II 
O ALGORITMO ITERATIVO DE HECHT E ULLMAN 
Apresentamos na figura 2.1 um algoritmo iterativo mÜito si~ 
ples que manipula dois vetores de vetores característicos 
Y, nos quais os u-ésimos componentes representam X 
u 
e 
pectivamente. Inicialmente é atribuído o conjunto vazio a 
X e 
Y , res 
u 
Y e 
o 
o valor <c ,u,u, ... u> ao vetor X, e em seguida sao 
o 
operadas 
aproximações sucessivas, aplicando as equações do sistema aos no 
vos valores obtidos para X e Y até convergir para a solução. 
Verificando que os valores obtidos para os vetores X e Y 
sao sucessivamente menores até convergirem para a igualdade no 
sistema, e que esses valores são sempre maiores ou iguais à solu 
ção maximal do sistema, pode-se provar que o algoritmo iterativo 
converge para essa solução maximal. 
Apesar da simplicidade, esse método pode tornar tempo da or 
dem de lvGI 2 ~ como seria, por exemplo, o caso do grafo da figu-
ra 2.2, se k = u 
u 
e c = ~ 
u 
para todo u=O,l, ... , IVGI-l , e 
o percurso escolhido fosse sempre na ordem decrescente de numera 
ção dos vértices. Seriam então necessárias lvGI/2 iterações (co-
mando 3) para obter todos os Yu ~ , e mais uma para verificar 
a convergência. Como cada i ter ação toma tempo da ordem de I VG I , o 
algoritmo seria da ordem de 
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Pode-se melhorar o algoritmo substituindo-se a referência a 
Xant por X na malJ:la mais interna. Entretanto, o tempo conti-
nuarã sendo da ordem de lvGI 2 no pior caso. O próprio exemplo 
apresentado na figura 2,2 ilustra esse fato. 
Algoritmo Iterativo (G) 
2. X -+---<c, u, ... ,u> 
o 
3. Repita 
Xant +---- X 
Para cada v 
+-
de VGI {O} faça 
A 
u E "Vv 
Xant 
u 
até que X = Xant 
4. Devolva X,Y 
-Y 
v 
A k 
v 
FIGURA 2 .l. 
v c 
v 
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FIGURA 2.2 
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o algoritmo proposto por Hecht e Ullman (algoritmo HU) e 
urna variação do algoritmo iterativo, na qual os vértices do gra-
fo são visitados a cada iteração na ordem crescente de uma nume-
ração em profundidade. Um procedimento que implementao algorit-
mo HU é apresentado na figura 2.3. Nele, supoe-se que o grafo 
G é dado pelo número jVGj-1 e pela estrutura de adjacên~ia b. 
Supõe-se também que são parâmetros de entrada dois vetores com 
IVGI vetores caracteristicos cada, representando os valores de 
k e c para os vértices de G. A variável -Yaux e usada ape-
nas para diminuir o número de subscrições na malha mais interna 
do procedimento. 
O procedimento Visita-Sucessores é usado para gerar a es-
trutura de incidência V de G e a bijeção vértice-com-Numeraçã~ 
inversa de uma numeraçao em profundidade dos vértices do grafo. 
O procedimento Inclui, para incluir um nó numa lista simplesmen-
te ligada, é omitido devido à sua simplicidade, porém aparece no 
apêndice 3. 
1 
2 
3 
4 
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procedimento HU(G 
para todo v em 
U
or-Visitar 
~[v] 
X [v] 
= {VG,l!.) ,k,c) 
VG \{0} faça 
[v] : = verdadeiro 
:= lista vazia 
::= u 
5 Por-Visitar (O] : = verdadeiro 
6 
7 
8 
9 
~[O] 
X [O] 
y [O] 
i 
:= lista vazia 
:= c [O] 
,~ . 
o= IVGI-1 
10 Visita-Sucessores (0) 
ll M: repita 
estável : = verdadeiro 
para i := 1 até IVGI-1 faça 
v := Vértice-com-Numeração [i] 
Xant := X [v] 
Yaux :::=: U 
• 
12 
l3 
14 
15 
16 
17 
18 
19 
20 
21 
22 
para toda aresta a em ~ [v] faça 
~aux :: a .origem Yaux A X (u] 
Y [v] := Yaux 
X [v] := Yaux ,... k [v] v c [v] 
se X [v] 'I xant 
23 então estável : = falso 
24 até estável 
25 devolva Y 
procedimento Visita-Sucessores (u) 
26 Por-Vi si ta r [u] : = falso 
27 para toda aresta a em 6. [u] faça 
28 
29 
30 
31 
v := a.destino 
Inclui (V' [v] , u) 
se Por-Visitar [v] 
então Visita-sucessores (v} 
32 Vértice-com-Numeração [i] : = u 
33 1 õ= i - 1 
FIGURA 2.3. 
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Como a ordem de visita é apenas uma particularização da or-
dem arbitrária utilizada no algoritmo iterativo simples, con-
cluÍrnos que o prooedinento HU está correto. 
PROPOSIÇÃO (HECHT [1975] ) . 
• 
Sejam G um grafo redutível e d o maior número de ares-
tas de retorno em qualquer caminho em G. A ordem de visita im-
porta pelo algoritmo HU estabelece um limite superior de d + 2 
no número máximo de vezes que a iteração M é executada. 
PROVA 
A princípio X = U para todo 
u 
u f O. Cada X 
u 
-50 pode 
ser alterado se, para alguma expressão p, c [p] ~ o 
u 
e além 
disso ku[p] ~O ou existe um vértice v tal que X [p] 
v 
o e 
u é alcançável de v por um caminho C (v,w1 ,w2 , ••• ,wm,u) no 
qual c [p] = O, 1 < i < m. Se tivermos 
wi 
remos X [p] = O logo apos a primeira iteração. Caso contrário, 
u 
se o caminho C não passa por arestas de retorno, a 
dos vértices e sempre crescente, e conseqÜentemente 
também após uma Única iteração. 
torno de C na ordem em que aparecem nesse caminho. 
numeraçao 
X [p] ~ O 
u 
Ao final 
da primeira iteração, ~ o para todo anterior a 
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inclusive, em C. Após cada nova iteração n, n = 2, _;3, ••• _, d' , 
X [p] = O para todo wi 
wi 
anterior a a , inclusive, em C, 
n 
de 
forma que ao final da d'-ésima iteração X [p] 
wi 
= O para todo 
X 
u 
ces 
anterior a , inclusive, em C. Após a iteração seguin-
X [p] 
w 
= o para todo w em C, inclusive u. 
• 
(Note-se - importante utilização dos valores que agora e a 
mais recentes, de forma a propagar informações entre vérti-
ligados por um caminho sem arestas de retorno, numa única 
iteração. No caso do exemplo apresentado na figura 2.2, temos que 
d = O, logo seriam necessárias duas iterações apenas para execu-
tar o procedimento HU; entretanto, se ao invés da referência a 
xu tivéssemos utilizado Xant, seriam necessárias {[VG1/2) + 1 u 
i te rações) . 
Em todos os casos, uma iteração a mais é necessária para ve 
rificar a convergência das equações. 
Corno d 1 ~ d, como uma vez igual a zero qualquer coordenada 
do vetor X 
u 
nao se altera, e como esse raciocínio se aplica a 
qualquer vértice u do grafo e qualquer expressao p, podemos 
concluir que o número máximo de iterações executadas num grafo 
redutível qualquer é d+2. 
A figura 2.4 mostra o esquema genérico de um caminho com 
origem num vértice v e término num vértice u, com d' arestas 
de retorno, num grafo redutivel. 
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• 
FIGURA 2. 4 
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Se o grafo nao for redutível, o número de vezes que a iter~ 
çao é executada tem limite D < d 1 + 2, onde d' é o maior d 
obtenível eliminando arestas de G até torná-lo redutível. Isso 
porque se G' = G \{a1 ,a2 , ... ,aj} tem no máximo d' arestas de 
retorno num caminho qualquer, então no máximo d' + 1 d:terações 
seriam necessárias para a convergência do algoritmo HU aplica-
do a G'. Corno o acréscimo de arestas a um grafo nunca retarda a 
convergência (algumas vezes até acelera), também para G o alg~ 
ri trno HU converge em no máximo d' + 1 i ter ações. 
o corpo da malha na linha 1 é executado (N -1) 
v 
vezes e o 
teste sobre a variável de controle é efetuado antes, de forma 
que teremos Nv(2wac + wat + wc + wd) e (Nv-l)war no seu contra 
le. Como já foi dito anteriormente, o corpo da malha na linha 11 
é executado (considerando o pior caso) (d+2) vezes, sendo utili 
zados no controle (d+2) (~ + ~ ) e (d+l)~d. Já o corpo da ma-
ac c 
lha na linha 13 é executado (N -1) vezes a cada uma das (d+2) e~ 
v 
tradas. Como o teste deve ser anterior à execução, e o valor li-
mite é dado por uma variável, . esse __ controle demanda (d + 2) 
N (2~ + ~ + ~c + wd) mais 
v ac at 
(d+2) (N -1) (w + war). 
v ac 
Computando todas as (d+2) (N -1) entradas na malha da linha 
v 
17, o seu corpo é executado (d+2) (Na- N1 ) vezes. Como todo vér-
tice exceto a raiz tem pelo menos um predecessor,o teste é efe-
tuado depois, e serão usadas no controle (d+2) (N- N1 ) (J-1 +J-1 +J-lc)' a ac av 
(d+2) (N -1) (w + w t), e (d+2) (N- N1 -N +l)wd' além de (d+2) (N -1) v ac a a v v 
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~ 5 que sao utilizadas na primeira atribuição à variável de con-
trole a cada entrada. 
Na linha 19 são executadas (Na- N1 ) (d+2}~0L" Esse numero 
poderia ser dirninuido de {N -1) (em detrimento de um iguãl núm~ 
v 
ro de desvios) a cada uma das d+2 iterações, se a atribuição 
da linha 16 fosse substi tulda por Yaux :=X [íl[v] .origem] , entr.§_ 
tanto por uma questão de clareza foi escolhida a forma utilizada 
no procedimento. Na linha 22 ocorrem (d+2) (N -1) comparaçoes de 
v 
vetores de bits (~C), que serão mais tarde contadas 
com as operaçoes lÓgicas sobre aqueles vetores. 
juntamente 
Finalmente, o corpo do procedimento Visita--'Sucessores e execu 
tado N vezes (é fácil comprovar que cada vértice é usado como 
v 
argumento de chamada exatamente uma vez). O corpo da malha na li 
nha 27 e executado no total N vezes, e como o :teste ocorre 
a 
antes da execução, serão necessárias N (Zw + " + w0 + wdl e v ac "at 
N 
v 
subscrições, uma a cada en-
trada na malha, para a primeira atribuição à variável de contra-
le. 
A figura 2.5 indica o numero de operaçoes por linha (ou gru 
po de linhas) no procedimento HU, e a figura 5.6 apresenta o nu-
mero de vezes que cada operação básica é executada em todo o pr~ 
cedimento. Nesse Último quadro, cada ocorrência de ~ foi subs-
av 
tituída por (~ac + w t + y 1 ) e o custo de ~I 1 . foi traduzi-a se nc Ul 
do por (9w + 2y + Sy t + Y + Yd + 2y 1 l. ac ar a c se 
l. N 
v 
2. (N -1) 
v 
2+ •• +6+8. N 
v 
7. 1 
9. 1 
10+31. N 
v 
12. (d+2) 
13. (d+2) N 
v 
(d+2) (N -1) 
v 
14+ •• +16+20+ •• +22 
22. 
17. 
(d+2) (N -1) 
v 
(N - 1) 
v 
(d+2) (N -1) 
v 
(d+2) (Na -N1 J 
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CUSTO DO PROCEDIMENTO HU 
(2~ + ~ t + ~ + ~ ) 
. ac a c d 
~ar 
( 2 ~at + ~AT + 3~ ) s 
(~AC + ~AT + 2 ~s) 
(~ + 
a c ~at) 
(lJcpl + ]Jrp ) 
~at 
(2~ + 
a c ~at + ~c + ~d) 
(~ + ~a c ) ar 
~d 
(~s + ~ + a c ~at) 
(~ + ~ + 
av ac ~c ) 
Figur_a 2. 5 a 
17. (d+2) (N -N -N +l) 
a 1 v 
2 3-
24. (d+2) 
(d+l) 
26. N 
v 
2 7- N 
v 
N 
a 
2 8- N a 
29. N 
a 
30- N 
a 
(N -N +l) 
a v 
32+33. N 
v 
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~at 
(" + ~ ) ~-'ac c 
~d 
(~at + ~ ) s 
(~s + 2].1 + J.1 t + ac a ~c + ~d) 
(~ac + Jlav + ~ + ~d) c 
(J.1ac + J..lat + J.lsel) 
(~ + ~ + ~ ) ac c s 
(2~ + ~ + 2~ t + ~ ) 
ac ar a s 
Figura 2.5b 
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SOMA VERTICAL DE OPERAÇÕES NO PROCEDIMENTO HU 
(3d+l9) N + (5d+l6) 
a 
Nv- 3(d+2)Nl- 2d 3 ~a c 
(2 (d+2) N 
a 
+ 7(d+2) N 
v 
- 2(d+2)N
1
- 7d 13 ~ AC 
• 
2 N + (d + 4) N d 3 ~ 
a v ar 
(2d+ll) N + (4d+ 14) N - 2(d+2)Nl - 2d 2 ~at a v 
(d+2) N + ( 4d + 9) N - (d+2) Nl - 4d 7 ~AT a v 
(d+S) N + (d + 4) N - (d+2)Nl + d + 2 ~ 
a v c 
(d + 2) N d 2 ~c 
v 
N ~ 
cpl v 
(d+SI N + 2 N - (d+21N1 + 2d + 3 ~d a v 
(d+2) N + (2d + 4) N - (d+2)Nl - 2d 4 ~DL a v 
N ~ 
v rp 
(d+4) N + (8d+22) N - (d+2)Nl - Bd 14 ~ 
a v s 
(2d+8) N + - (2d+4)N1 ~ a sel 
FIGURA 2.6 
CAPÍTULO III 
A ABORDAGEM POR INTERVALOS 
3 .1. INTRODUÇÃO 
uma vez que o método aqui descrito só se aplica a grafos r~ 
dutíveis, quando utilizarmos a palavra grafo nesse capítulo, es-
taremo-nos reÍerindo a essa classe. 
Ao estudar o algoritmo HU, é fácil observar que se o grafo 
não apresentasse circuitos, seria necessária uma única visita a 
cada um dos vértices v para determinar definitivamente os va-
lares de Xv e y • 
v 
Suponhamos agora que todas as arestas de retorno de um gra-
fo têm como destino um único vértice u. Após uma iteração do al 
goritmo HU, é possível que alguns dos vértices v alcançáveis 
de u {inclusive u) tenham ainda valores incorretos para os seus 
X e Y . Isso porque Y foi baseado nos Xp' s de seus prede-
v v u 
cessares, que podem ter mudado em função de um Xt I U propaga-
do pelas arestas. Entretanto, uma segunda visita a cada vértice 
será suficiente para determinar os X' s p e 
te-se que, na realidade, o algoritmo HU 
Y' s p corretos. (No 
faz uma iteração 
adicional em cada caso, para determinar se foi atingida a condi-
ção de parada) . 
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Em geral, se forem conhecidos os Y' s de todos os vértices 
u 
de um grafo que são destino de arestas de retorno, será possí-
vel determinar os X' s 
v 
e Y' s 
v 
de todos os blocos de uma úni-
ca iteração. 
O método de solução por intervalos utiliza essas idéias, e 
pode ser descrito para um grafo G = (VG, aG, n ) por: 
o 
1. Se G é trivial, então Yn + cf>. 
o 
2. Caso contrário, particione VG em subconjuntos maximais ten-
do cada um deles um único vértice 4aiz, de forma que se fos-
sem dados os Y' s 
r 
os X' s 
v 
e Y 1 s 
v 
dessas raízes, seria possível determinar 
de todos os outros vértices numa única ite 
ração. Os subgrafos gerados por esses conjuntos serão chama-
dos inteJt.va.to.6. 
3. Considere um grafo derivado G' no qual os vértices corres-
4 • 
pendem a cada um dos intervalos de G, e as arestas correspo~ 
dem à existência de arestas entre vértices de dois intervalos 
distintos, e representam os 
Use o método recursivamente 
dos vértices de G'' obtendo 
zes de intervalos no grafo 
X 1 s das origens dessas arestas. p 
para determinar os X' s e Y' s 
v v 
assim Y' s dos vértices • os ra1-
v 
G. 
5. Determine os Y • s dos vértices de cada intervalo do gra.fo G 
v 
na ordem em que .foram admitidos nestes. 
Ao mesmo tempo que há, neste algoritmo, uma trans.formação 
) 
• 
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dos grafos, deverá haver urna transÍormação das funções k e c 
associadas, de modo a possibilitar a obtenção da solução do pro-
blema no grafo original. Essas transformações serão indicadas na 
secção 3. 3. 
Passaremos agora as definições e propriedades do método . 
• 
3.2. INTERVALOS 
DEFINIÇÕES 
Dado um vértice r de um grafo G = (VG, aG, n ) , chamare-
o 
mos de .6 ubi.n.te..Jtva.e.o de naJ..z r o sub grafo maximal I (r) = G [VI] 
tal que as seguintes condições são satisfeitas: 
i) r E VI; 
ii) G[VI \{r}] nao contém circuitos ou laços (isto e, todo cir-
cuito ou laço de I(r) passa por r}; 
iii) Se v E VI\ {r} então v f= n 0 e l/v c VI. 
O subintervalo I(r) será um ~n.teJLvaia em G, com JLaiz r, 
se I(r) for maximal no conjunto dos subintervalos de G, ou se-
ja, se não existir em G um subintervalo I' (r') tal que VI 2. 
2. VI'. 
Quando nao for relevante, omitiremos a raiz nesta notação, 
indicando apenas o gra.fo I que é o subintervalo. 
A figura 3.1 apresenta um grafo G com seus oito intervalos, 
- 38 -
• 
FIGURA 3.1 
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de raízes O, 1, 3, 4, 9, 14, 15 e 17. Os subintervalos com rai-
zes 1, 2, 6, 9, 10, 12, 13, 15,16 e 17 são grafos triviais. Os 
subintervalos de G que nao sao grafos triviais nem intervalos, 
sao I(S) ~ G[{5,8,ll,l3}], I(8) ~ G[{8,11,13}], I(llJ ~G[{lll,l3}], 
e I(7) ~ G{ [7,10,12]}. 
PROPRIEDADE 3.2.1. 
Todos os vértices de um subintervalo sao dominados pela raiz. 
PROVA: ~ fácil verificar que a existência de um vértice no inter 
valo I(r) não dominado por r, implica na existência de um vér-
tice y f r em VI com predecessor u que não pertence a vr. 0 
PROPRIEDADE 3. 2. 2. 
Se I(r) e J(r) 
então I(r) ~ J(r). 
sao dois subintervalos (com a :rresma. raiz), 
PROVA: Suponhamos que I o} J. Então, pela. maxirnalidade de ambos 
teremos VI \ VJ f <P e VJ \ VI f cp. Consideremos o grafo I ~ 
= G[VI u VJJ. Claramente I satisfaz as propriedades (i) e (iii) 
dos subintervalos para a raiz r. Se (VI U VJ) \ {r} contém todos 
os vértices de um circuito C em G, então existe pelo menos um 
vértice v em VC que está em VI\ VJ. Seja C= (v,w1 ,w2 , ... ,wn,V) 
e seja w=wi tal que i e o menor elemento de {jjl~j<:n e wjEVJ}. 
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w rião satisfaz a propriedade (iii) dos subintervalos em VJ, o 
que contradiz a hipótese. Logo, I e r satisfazem as três pro-
priedades dos subintervalos. ConseqÜentemente, I e J -na o -sao 
maximais, e portanto não são subintervalos. Temos .então' que 
I = J. D 
COROLÂRIO 3. 2 .l. 
Para cada vértice r num gra:fo G, existe um único s:ubin-
tervalo de raiz r. 
PROPRIEDADE 3.2.3. 
Dados dois subintervalos I(r1 ) e J(rJ) quaisquer, ou 
VI C VJ, ou VJ C VI, ou VI n VJ = ~. 
PROVA: Sejam I (r1 ) j J(rJ) (isto é, r 1 =f rJ) tais que VInVJ=f<)l., 
e seJa v E VI n VJ. Então r 1 domina v e rJ domina v, lo-
go, pela definição da relação domina, domlna rJ ou rJ do 
mina r 1 • Sem perda de generalidade, suponhamos que r 1 
rJ. ~ fácil ver então que rJ E VI. 
domina 
Suponhamos agora que VJ \ VI j rp. Como r J domina v, para 
todo v em VJ \VI, e r J E VI, existe um w E VJ \VI com to-
dos os predecessores em VI. Então, pela maximalidade de I e 
pela propriedade (ii) de subintervalos, w é um vértice de um 
circuito C em G, tal que todos os outros vértices de C estão 
• 
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em VI, e c na o passa por ri" Mas nesse caso, o sucessor z de 
w em c na o terá todos os seus predecessores em I, logo z na o 
estará em I, e w poderia ser incluído nesse subintervalo. Don 
de se conclui que na o existe um tal w, e portanto ·vJ ~ VI.D 
• 
COROLÁRIO 3.2.2. 
Dado um grafo G = (VG, aG, n ) , existe uma única partição 
o 
de VG em conjuntos de vértices que geram intervalos. 
PROVA: Segue imediatamente do corolário 3.2.1 e da propriedade 
3.2.3.0 
O fato de que os vértices dos intervalos de G definem uma 
partição de VG, será usado nos algoritmos que determinam essa 
partição, evitando que seja identificado o subintervalo c~a raiz 
é um vértice que já foi incluído em algum outro subintervalo. 
ALGORITMO PARA IDENTIPICAÇÃO DE INTERVALOS 
A própria caracterização dos subintervalos sugere um algo-
ritmo para a sua identificação num dado grafo G. Sejam r a raiz 
dada e I o subintervalo procurado. VI pode ser obtido por: 
1. Atribua inicialmente {r} a VI; 
2. Enquanto houver {maximalidade) vértice v tal que Vv f ~ e 
Vv c VI, acrescente v a VI. 
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Note-se que a condição no passo 2 garante que todo circuito 
passará necessariamente pela raiz, porque todo vértice v f r ex!_ 
ge, em particular, a presença em VI do seu predecessor no cir-
cuito para só então entrar em VI. Essa condição garante também 
a possibilidade de cada vértice do subintervalo ser visitado ap~ 
nas quando todos os seus predecessores já o foram. Esse efeito é 
semelhante ao da numeração em profundidade, local a cada subin-
tervalo. 
O passo 2 pode ser executado observando-se cada sucessor v 
dos vértices já incluidos em VI. Isso porque pela propriedade 
(iii), um vértice v que deve estar em VI tem todos e pelo rn~ 
nos um predecessor em VI, e depois que o Último deles, u, for 
acrescentado ao subintervalo, a observação dos sucessores de u 
garantirá a inclusão de v em VI. 
Naturalmente, se r e uma raiz de intervalo no grafo G, e~ 
se algoritmo identifica o intervalo com raiz r. Esse processo 
pode, portanto, ser utilizado para identificar os intervalos de 
wn grafo G, sendo necessário apenas determinar as raízes de inter-
valo em G. Isso pode ser feito da seguinte maneira: como o vér-
tice inicial do grafo é sempre raiz de intervalo, ele será a pr~ 
meira raiz tomada. ApÕs a identificação de cada intervalo ~ aqu~ 
les vértices que são sucessores de vértices no intervalo J e 
nao foram incluídos neste, serão tornados como raizes de outros 
intervalos. Esse algoritmo baseia-se no fato de que toda raiz 
• 
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r f n
0 
tem pelo menos um predecessor em um intervalo J ~ I(r), 
-que eventualmente sera identiÍicado (logo toda raiz de intervalo 
sera detectada), e no fato de que se um subintervalo I(v) nao 
é maximal, então existe um subintervalo J tal que VI c VJ e 
Vv ~ VJ, logo v jamais será tomado como sucessor de qualquer 
• 
vértice em VG \ VJ. 
Esse algoritmo para identificação dos intervalos de um gra-
fo pode ser implementado pelo procedimento indicado na figura 3.2. 
Supõe-se que são disponíveis as estruturas de adjacência (6) e 
de incidência (V) do grafo G. Tanto a lista Raízes corno o con-
junto (vetor característico) R, representam os vértices que se-
rao raízes de intervalos,e essa redundância se deve à facilidade 
nas operaçoes de seleção (Retira) e de teste de pertinência, res 
pectivamente. A estrutura Intervalos e um vetor de listas, no 
c 
qual cada componente I apresentará os vértices do I-ésimo in-
tervalo identificado. ~ esse vetor Intervalos que será devolvido 
como resultado do procedimento. 
Serão omitidos os procedimentos Inclui e Retira, responsa 
veis respectivamente pela inclusão e pela retirada de um vértice 
numa lista simplesmente ligada. A Iunção booleana Vazio tem im-
plementação e utilização ÓbVias. 
Note-se que, apesar de aparentemente ser linear (as duas ma 
lhas mais internas, M1 e M2 , são executadas no total ]aGj VE-zes 
cada uma), o procedimento da figura 3.2. executa da ordem de jvG] 
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procedimento Identifica-Intervalos (G = (VG,ô,V)) 
Raízes := lista vazia 
Inclui (Raizes, 0) 
R := {O} 
I : = O I*' I representará o nurrero do intervalo corrente */ 
repita 
Retira (Raízes, r) 
Intervalos [I] : = lista vazia 
Inclui {intervalos [I] , r) 
VI := {r} 
para todo u em Intervalos [I} faça 
M1 : para toda aresta a 
v := a-destino 
em /',[u] :faça 
·se VvCVI A v%VI 
então íinclui {Intervalos 
Lvi := VI u {v} 
[I] , v) 
para todo u em Intervalos [I] faça 
M2 : para toda aresta a em n[u] faça 
v := a-destino 
se v ~ VI h v ~ R 
então 
I:= I+ 1 
f Inclui 
LR := R 
até Vazio (Raízes) 
devolva Intervalos 
(Raizes, v) 
u {v} 
FIGURA 3.2. 
• 
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operaçoes para verificar a condição Vv ~VI, da ordem de )aGj 
vezes. Isso porque as operações entre conjuntos são efetuadas em 
termos de operações lÓgicas sobre vetores caracteristicos, e po~ 
tanto dependem do tamanho de VG. 
Um outro algoritmo, adaptado de HECHT [1977], menos imedi~ 
to porém linear, usa uma estratégia diferente para verificar a 
condição Vv c VI para um dado vértice v f n : se durante a vi 
o 
sita aos sucessores dos vértices num certo intervalo I, o vérti 
ce v for alcançado ]Vv] vezes, então v serã incluído em VI. 
Um vértice v será acrescentado ao conjunto das raizes (R) , se 
v for visitado pela primeira vez durante a identificação de um 
intervalo I, e ao final dessa identificação v ~VI (o que sig-
nifica que v tem predecessores em mais de um intervalo) . Esse 
algoritmo está indicado na figura 3.3. 
Uma implementação desse algoritmo é apresentada na figura 
3.4. Nela, a lista Raízes e o vetor característico R sao usa-
dos conjuntamente porque um vetor cara&terístico não permite a 
seleção (Retira) de diversos elementos em tempo linear. Por ou-
tro lado, a utilização independente da lista Raízes requereria um 
vetor com apontadores para elementos da lista, para propiciar a 
eliminação de diversos elementos em tempo linear, além de seruma 
operação mais demorada que a eliminação num vetor característico. 
O vetor Cont controla o numero de visitas a cada vértice,e~ 
quanto o vetor Assoe é usado para determinar a primeira visita a 
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Algoritmo Encontra-Intervalos (G) 
l. R + {n ) 
o 
2. Para todo vértice r em R execute os passos 3 e 4 
3.VI+{r) 
4. Para todo u em VI 
parra todo v em ~u 
se v é visitado pela primeira vez 
então lassocie v 
R + R u {v} 
se v e visitado pela 
com o intervalo corrente 
I* t-emporariamente */ 
I'Vv 1-ésima vez 
então se v está associado ao intervalo corrente 
então (v} 
{v} 
FIGURA 3.3. 
• 
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procedimento Encontra-Intervalos (G = (VG,~)) 
Raizes := lista vazia 
Inclui (Raizes, 0) 
I := O 
R := {O} 
I* I é o número do intervalo corrente---*/ 
para todo 
lcont [u] 
LAssoc [u] 
u em VG · faça 
. := o 
:= 00 I* valor -indefinido *I 
para todo u em VG faça 
para toda aresta a em 6[u] faça 
[
v ·- a-destino Co~~ [v] := Cont [v] + 1 
repita 
Retira {Raizes, r) 
se r E R 
então Intervalos [I] := lista vazia 
Inclui (Intervalos [I] , r) 
para todo u em Intervalos [I] faça 
para toda aresta a em 6[u] faça 
v := a.destino 
Inclui (Raízes, v) 
• 
~ Assoe [v] = oo 
então [Assoe [v] := I 
R := R u {v} /* temporariamente */ 
Cont [v] := Cont [v] -l 
se Cont [v] = O 
então se Assoe [v] = I 
I := I+ l 
até vazio (Raízes) 
devolva Intervalos 
então 
FIGURA 3.4. 
[
Inclui 
R := R 
(Intervalos [I] , v) 
\ {v} 
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um vértice (se seu valor for indefinido), e para associá-lo a um 
dado intervalo nessa ocasião. Os procedimentos Inclui e Retira,e 
a estrutura Intervalos são compatíveis com o procedimento da fi~ 
gura 3.2. 
3.3. O GRAFO DERIVADO G' 
Como veremos adiante, é conveniente nesse método associar 
os valores k, c, e X com cada aresta de um grafo, e nao com 
os vértices deste. ~ o que faremos daqui em diante nesse capítu-
lo. 
No grafo inicial dado, o par (k,c) associado a uma ·aresta 
será acp..Ele a princípio associado à sua origem. A figura 3.5 
ilustra essa alteração, e mostra o novo sistema de equações obti 
do. Essa transformação origina um sistema com um número de variá 
veis maior oU igual ao número de variáveis no sistema origãnal, 
porém os dois sistemas são equivalentes, uma vez que as soluções 
obtidas para os Y' s do novo sistema são claramente 
u 
as mesmas 
obtidas para o sistema original, e que os X' s 
uv 
obtidos sao 
iguais aos X 1 s do grafo original. Note-se que para um vértice 
u 
sem sucessores, ou os valores de X são irrelevantes ou então 
podemos acrescentar um vértice ficticio (vazio) introduzindo ares 
tas convenientes. 
se fosse dado o Y do vértice raiz de um intervalo num 
grafo G, os 
r 
Y 1 s de todos os outros vértices 
u 
desse intervalo 
• 
X 
u 
X =X 
uv2 u ,---------,o/ 
X uv =X l u 
y 
u 
= A 
wE'Vu 
y 
u 
X 
wu 
A k 
uvi 
com k = k 
v c 
uvi 
e 
uv. u 
l 
u 
i=l,2, ... ,16ul 
c = c 
uv. u 
l 
FIGURA 3.5 
X 
u 
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poderiam ser determinados, pois todos os seus predecessores per-
tencem ao intervalo: bastaria aplicar as equações do sistema a 
esses vértices, na ordem em que foram incluidos. O método de ana 
lise por intervalos consiste justamente em determinar os Y's das 
r 
raízes dos intervalos, e porteriormente encontrar a solução to-
tal. 
Utilizando o sistema de equaçoes para G, podemos mostrar, 
por indução na ordem de entrada de um vértice u num intervalo 
e 
k 
uv 
c 
uv 
~ 
[ ( 
c 
uv 
A 
wEVu 
X = Y A k v C , onde 
uv r 1 uv uv 
(k v c ) ' k J wu wu uv 
cwu) ' k J v c uv uv 
v c 
uv 
se 
se 
se u ~ ri 
se u f ri 
Claramente teremos k :> c para toda aresta (u, v) em aG. 
uv uv 
(Note-se que se E = A (a~ A z v .Bi), onde ai e- S.; sao ex 
iEH _,_ _,_ 
pressoes quaisquer e z nao depende de i, então E = y A z v O, 
com f\ (a. v 
iEH ~ A S · ·) iEH ~ 
e ê 
• 
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Seja I(r1 ) um intervalo, e (u,v) uma aresta com u E VI , 
e denotemos por P o conjunto dos caminhos de r 1 a v, conten 
do a aresta (u,v). Podemos dizer intuitivamente, em termos do 
problema das expressÕes dispon1 veis 1 que para uma exPressão q E U, 
q E c se em todos os caminhos de C de P, q é gerada numa 
uv 
dada aresta (s,t), e preservada por todas as arestas da seçao 
de C que vai de t a v, e que q E k 
uv 
se ao longo de todos 
os caminhos c de P, ou q é preservada por todas as arestas 
de C, ou q e gerada em C e preservada posteriormente nesse 
caminho. 
Corno a única informação relevante na determinação de um y u 
-
11 influência exercida" pelos X' (a topologia si -e a s em nao e wu 
importante) , determinar Y' s das - pode-se de fi-para os ralzes, 
r 
nir um grafo G', dito derivado de G, no qual cada intervalo 
I(r1 ) de G é reduzido a um único vértice r, e as arestas de 
G que partem de vértices no intervalo I para a raiz do in 
tervalo J serao representadas pela aresta (I,J) de G'. (~fá­
cil verificar que I(n
0
} é um intervalo, e será tornado corno vér-
tice inicial de G1 ). Note-se que o grafo derivado G' nao tem 
laços. (_Todas as quantidades associadas com G' receberão após-
trofo , inclusive os parârretros N e N usados no cálculo do custo.) 
v a 
Urna vez que a nova aresta (I,J) deve substituir o efeito 
das arestas por ela representadas, tornemos 
Como para duas raízes de intervalos distintos, ternos 
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em geral VrJ n VI i VrL n VI, 
sucessores distintos J e L 
veniência de associar os X' s 
mente. (Veja a figura 3. 6) . 
y 
ri 
Y' = I 
com 
Por outro 
~ A 
wEílr 1 
Tomemos 
= Y' 11 I 
= Y' A I 
Y' A I 
= Y' A I 
X 
wri 
Y' I 
lado, pelo 
~ A 
uE (Vri \VI) 
~ A XL r . 
LE\7 1 I 
e 
A 
wE { íJr 1nvr) 
e 
obteremos X' IJ i X :i: L para dois 
do vértice I em G' . Daí a con-
- arestas, mencionada anterior -as 
sistema de equaçoes original 
' 
X A A X 
uri vE ( íJr 1nvr) 
vri 
Assim, 
= yt 
I 
v 
pela definição de XL r 
v 
A 
wE (Vr1nVI) 
A solução maximal desta equaçao é dada por: 
• 
ternos 
e 
= Y' A 
I 
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Y = Y' A K 
r 1 I I 
Retomando a definição de XfJ , teremos: 
[(Y 0 AK)A 
I I 
= (Y I A K ) A 
I I 
A (k 
wE(ílrJnvr) wrJ 
= yt A K A 
I I 
Colocando k' = K A IJ I 
= Y' A k' v c' 
I IJ IJ 
A XLI · 
LEí1 1 I 
V C. ) 
wrJ 
v c ) v 
wrJ 
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• 
L 
PIGURA 3.6 
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Dessa maneira obtivemos um sistema de equaçoes semelhante 
ao original para o grafo derivado G', de forma que se G' não for 
trivial, podemos aplicar o processo recursivamente para encon-
trar os valores Y' I para os vértices de G'. 
A figura 3.7 apresenta um esquema de vizinhança entre dois 
intervalos I e J. 
O algoritmo Grafo-Derivado, indicado na figura 3-8, e uma 
extensão do algoritmo Encontra-Intervalos que, além da partição 
dos vértices de G em subconjuntos que geram intervalos, forne-
ce a estrutura de adjacência entre esses intervalos, a influên-
cia interna de todos os vértices de cada intervalo I sobre 
a sua própria raiz, e o par (k',c') associado a cada aresta de 
G' • 
A cada aresta (u,v) de k 
uv 
G visitada, os valores de e 
de c são calculados e acumulados nas variáveis 
uv 
K e a , que 
v v 
representam valores parciais das conjunções A 
uE'Vv 
k e A c 
uv' uv 
uE'Vv 
respectivamente. Se v nao e raiz de intervalo, K e a sao 
v v 
usadas no cálculo de k e c das arestas de G com origem v. 
Se v é a raiz do intervalo J, K e 
v 
a 
v 
serão reinicia-
lizados a cada visita a rJ através de uma aresta (u,rJ), onde 
u não pertence ao mesmo intervalo L que o predecessor de rJ 
anteriormente considerado. Nesse instante, K e 
v 
tam respectivamente as conjunções A k. 
wE ('V r Jí'IVL} wrJ 
ov represen-
e A c , 
wr 
wE (9rJnVL) J 
Y' 
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Y' I 
J 
FIGURA 3.7 
A 
wE'Vr nvr 
J 
.A X 
wrr 
WE(Vr nvi) 
I 
• 
I 
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que serao usadas no cálculo de k~J e de cLJ' se L t J. Se 
L= J, o valor de Kv será guardado na variável KJ para ser 
usado corno fator no cálculo de k' para todos os sucessores de 
J em G'. 
Uma aresta (L,J) será incluida em G' se o Último predece~ 
sor de considerado pertencia a VL, e e visitado atra-
vés de uma aresta cuja origem está num intervalo I f L. Uma 
aresta {I,J) sera inclulda em G' se ,'for visitado pela 
/VrJI-ésima (Última) vez durante a identificação do intervalo I, 
se I for diferente do intervalo ao qual pertencia o primeiro 
predecessor de rJ considerado. (Antes da inclusão de uma nova 
aresta verifica-se sempre se ela não será um laço) . 
No primeiro caso, a identificação do intervalo L já foi 
concluÍda, de forma que KL já foi determinado. Como o predece~ 
ser anterior de rJ pertencia ao intervalo contém o 
fator de a 
rJ 
contém (uma vez 
que a foram reinicializadas durante a identificação 
rJ 
de L, e todas as arestas com origem em L e destino rJ foram 
visitadas até o final dessa identificação). Por conseguinte, os 
coeficientes k~J e cl estão disponíveis, e a aresta LJ 
pode ser incluída em G1 • 
(L ' J) 
No outro caso (inclusão de uma aresta (I,J)), no entanto, 
e possível que nem todas as arestas com origem em I e destino 
l. 
2. 
3. 
4. 
s. 
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Algoritmo Grafo-Derivado (G) 
R+ {no} 
Para todo r em R execute os passos 3, 4, 5 _ 
VI + {r} I* I é o intervalo corrente •/ 
Para todo u em VI 
para todo v em flu 
I• Identificação do intervalo I *I 
se v é visitado pela primeira vez 
então [associa v com I 
R + R U {v} 
inicializa K e a com u 
v v 
calcula kuv e c uv 
se v associado com I 
então 
senão 
acumula Kv e 
se v e visitado 
então se v t O 
"v 
pela I Vv 1-ésima vez 
então [VI + VI u {v} 
R + R \ {v} 
senao K [O] : == K [O] 
se v é visitado pela primeira vez em I 
então I• Seja N o intervalo associado cem v origina.J.rrente •/ 
se v é visitado pela prirreira ·~=z apês icEntificação de N 
então [atribui a v o próximo intervalo M 
inicializa ~ com U 
• 
se intervalo L do preCecessor anterior re vii,ntervalo J cE v 
então inclui aresta (L,J) com 
k' =K A KL e 
senao KJ + a v 
reinicializa 
acumula K e o 
v v 
se v é visitado pela 
então se intervalo J 
K 
v 
e a com 
v v 
] Vv j -êsima vez 
de v f I 
coeficientes 
c' =a em G' 
v 
u 
então inclui na lista de sucessores 
pendentes de I 
senao K + K 
J v 
Para todo J em sucessores pendentes de 
inclui aresta (I,J) com coeficientes k' 
FIGURA 3.8. 
I 
~K 
v 
1\ K e c' =a em G' 
I v 
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r 1 tenham sido visitadas, de forma que o valor de K1 nao e, em 
geral, conhecido nesse momento. Portanto, J é incluido numa lis 
ta de sucessores pendentes de I, que será processada após a ide!!_ 
tificação do intervalo I, quando K1 será conhecido, e o coefi 
ciente kiJ pode ser calculado. Dessa maneira, 
do algoritmo é preservada. 
a linearidade 
• 
O processo de passagem por uma fila de arestas pendentes p~ 
deria ser geral a todas as arestas de G', porém isso só diminu~ 
ria a eficiência do algoritmo sem simplificação significativa. 
No procedimento correspondente, apresentado na figura 3.9, su-
põe-se que a estrutura de adjacência !J. de G e um vetor de_ lis 
tas que suporta os vetores caracteristicos k, c, k e c 1 corres 
pendentes a cada aresta (u,v), que ainda serão denotados p::>r kuv' 
c , respecti varnente. Supõe-se também que os 
uv 
k's 
e c' s de cada aresta são fornecidos nessa estrutura. As variá-
veis K, K , e a serao implementadas como vetores de vetores ca-
racteristicos. o vetor Int-com-Raiz conterá um valor indefinido 
para os vértices de VG que não são raizes de intervalos, ou a 
identificação do intervalo do qual o vértice é raiz, caso centrá 
rio. O vetor Último-Assoe indica, para cada raiz de algum 
intervalo J em G, qual o Último vértice L de G' ao qual J 
foi associado como sucessor, e e usado para controlar a inclusão 
de arestas em G' . Se um vértice u de G não é raiz de inter-
valo, então Oltimo-Assoc[u] -sera sempre indefinido. A est:rrutura 
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procedimento Grafo-Derivado (G = (VG,~)) 
1 para todo u em VG faça 
2 
3 
4 
5 
6 
7 
B 
23 
24 
25 
26 
27 
26 
29 
30 
31 
32 
33 
34 
~ont [u] Assoe [u] Int-com-Raiz [u] último-Assoe [u] 
Sucessores-Pendentes 
:= 
:= 
:= 
:= 
.-
o 
~ 
~ 
~ 
lista vazia 
Raizes ;= lista vaZia 
Inclui-Vértice {Raízes, O) 
Oltimo-Assoc 
K [O] := u 
a [0] := u 
K [O] := u 
I :=o I* I 
M :=o I* M 
para todo u 
se r e R 
então rntervaL.:.s 
tJ.' [I] 
[I] := lista vazia 
:= lista vazia 
Inclui-Vértice (Intervalos [I] , r) 
para todo u em Intervalos [I] faça 
para toda aresta a em ó [u] faça 
[
v:= a.destino 
Trata-Aresta 
enquanto não Vazio {Sucessores-Pendentes) faça 
petira-Aresta (SUCEssores-Pententes, {J, kapj;a, sigrra)) 
L Inclui-Aresta (A' [I], (J, k~" K[I}, sigma)) 
I := I+ 1 
35 até Vazio (Raízes) 
36 devolva (Intervalos, K, (M,ll.')) 
FIGURA 3.9a. 
- 61 -
procedimento Trata-Aresta 
37 se Assoe (~ =: ~ 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
então Assoe [v] := I 
Inclui-Vértice (Raízes, v) 
R [V] := verC!.adeiro 
K [v] := u 
L a [v] :::: u 
Cont [v] . ~ c ont [v]-1 
se u = r 
então C'uv := k uv 
-
cuv := c uv 
• 
senão C' ;: (K [u] A k uv) v c uv uv 
cuv := 
(a [u] A k uv) v c uv 
~ Assoe [v] =I 
então K [v] := K [v] " k uv 
a {vl := a [v] 11 cuv 
se Co nt [v] = o 
-
então se 
v " 
o 
então I Inclui-Vértice 
R [v] := falso 
(Intervalos [I] , v) 
senao K [0] : = K {O] 
senao ~se Oltimo-Assoc [v) i I 
então 
K {v] : 
a [v] ; 
se Co 
-
então 
L 
= 
= 
nt 
se Int-com-Raiz [v] = ~ 
então M := M + 1 
Int-com-Raiz [v] := M 
Oltimo-Assoc [v] := Assoe {v] 
K [M] := u 
se último-Assoe [v] i Int-corn-Raiz [v] 
então Inclui-Aresta (l'l.' [Ültirro-Asso:::: [vj 1 , 
(Int-corn-RaiZ [v] , 
K [vJ A K [Olti.no-Assoc [v:l] ,o[v])) 
senão R [Int-corn-Raiz [v]] := K [v] 
último-Assoe [v] : = I 
K (v] := u 
a fv] := u 
K [v] A k uv 
o [v] A cuv 
[v] = o 
se v 
" 
r 
então Inclui -Aresta(Suressores-PencE.ntes~ (Int-can-Raiz [vj ~ 
-- K [vi , a [vi )) 
senao K [Int-com-Raiz [v] J := K [v] 
FIGURA 3.9b. 
- 62 -
devolvida ô' é análoga a ô, e ao final da execuçao do proced~ 
menta conterá a estrutura de adjacência de G', incluindo os va-
leres de k' e c• para cada aresta. 
A existência de dois procedimentos para incluir elementos 
em filas (Inclui-Vértice e Inclui-Aresta), e de outros dois para 
recuperar o próximo elemento (Retira-Vértice e Retira-Aresta) 
' 
justifica-se pelas diferentes estruturas das células que compõem 
as listas e das informações manipuladas. 
O procedimento Trata-Aresta foi criado apenas para facili-
tar a visão geral do procedimento Grafo-Derivado, e pode ser ex-
pandido no único ponto de ativação no corpo desse Último. 
3.4. ALGORITMO FINAL 
o algoritmo de análise por intervalos sugerido inicialmente 
por Cocke e Allen {Algoritmo CA), é apresentado na figura 3.10. 
t fácil ver que esse algoritmo termina,pela verificação de que o 
Damanho de um grafo derivado é estritamente menor que o tamanho 
do seu grafo original, a menos que este seja o grafo trli.vi·_al. 
A figura 3.11 apresenta o procedimento correspondente ao al 
goritmo CA. Note-se que ele utiliza os valores K [v) e a[vJ dei 
xados como efeito lateral pelo procedimento Grafo-Derivado. Na-
quele ponto, K [v] e a [v] representam respectivamente as con-
junções de k e de 
uv cuv' para todos os u E íJv, se v nao e 
raiz de intervalo em G. 
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Algo ri trno CA (G) 
l. se G é trivial então 
2. Caso contrário 
• determine o grafo G' derivado de G 
• use o algoritmo recursivamente para determinar 
para os vértices I de G' 
• para todo I em VG' 
Y' I 
- calcule Y (r1 é a raiz .do intervalo .I ~.do ri 
grafo G) 
- visite os vértices v f r 1 que pertencem ao 
intervalo I em G, na ordem em 
que foram colocados em I, deter-
minando Y em função de 
v 
FIGURA 3.10. 
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procedimento CA(G = (VG,~)) 
l se IVGI -1 ~O A ~[O] ~lista vazia 
2 então devolva <P 
3 senao (Intervalos, K,G' = (VG' ,11')) := Grafo-r:erivaêb (G) 
4 Y' := CA(G') 
5 para todo I em VG' faça 
6 Retira-Vértice (Intervalos [I] , r) 
I* r é raiz de I *I 
7 z := Y' [I] A K [I] 
8 Y [r] := z 
9 para todo v em Intervalos [I] faça 
lO Y [v] := z A K [v] v a [v] 
11 a.evolva y 
FIGURA 3.11. 
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As tabelas da figura 3.12 apresentam o número de operaçoes 
básicas executadas por linha (ou grupo ·de linhas), a cada ativa-
çao do procedimento CA, Grafo-Derivado e Trata-Aresta. 
No procedimento CA consideramos que VG é dado por uma 
variável cujo valor é ]vG]-1, de forma que o teste jvGj -1 = o 
• 
exige apenas um acesso àquela ~ariável e a comparação propriamen 
te dita. As atribuições das linhas 3 e 4 constam apenas para de-
signar as variáveis que conterão os valores retornados pe-
los procedimentos, logo ser ao contados apenas os custos 
de ativação e execução destes. Considerando o caso de uma entra-
da por ativação, a malha da linha 5 é executada N , vezes, e o 
v 
teste de fim de iteração e efetuado depois do corpo porque o gr~ 
fo derivado tem pelo menos um vértice. Por causa do 
especial dado às raizes de intervalo, no total das 
na malha da linha 9, acontecem (N - N ) iterações, 
v v' 
tratamento 
N 1 entradas v 
-e corno e 
possivel que um intervalo contenha apenas a raiz, o teste de fim 
de iteração é feito antes de executar o corpo. Além das opera-
coes usuais de controle da malha, ocorrem ainda 
• N ' v 
subscrições, 
para localizar as cabeças de lista nas atribuições iniciais, e 
(N - N ,} seleções, uma para cada vértice nas listas. 
v v 
se o argumento de chamada ao procedimento CA for o grafo 
-trivial, o seu custo se resume as linhas 1 e 2, caso contrário 
a linha 2 não será executada. 
No procedimento Grafo-Derivado, os corpos das malhas nas 
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linhas 1 e 18 sao executados N vezes cada, sendo o teste de 
v 
fim de iteração efetuado após cada execução. Nas N entradas na 
v 
malha da linha 19, ocorrem N 
a 
i ter ações 1 com o teste antes d3 cada 
iteração, uma vez que é possível haver vértices sem sucesSores. 
Ocorre.m ainda uma subscrição a cada entrada na malha, e uma sel~ 
çao da identificação do vértice v na lista a cada iteração. 
~ fácil ver que a malha da linha 21 é executada N 
v 
vezes, 
pois todo vértice v i O de G e argumento da chamada de proc~ 
dimento da linha 39 exatamente uma vez, enquanto que a chamada 
na linha 22 se encarrega de eliminá-los. O teste da linha 23 re-
sultarã verdadeiro Nv' vezes, porque RlvJ se torna verdadeiro 
(linha 40) sempre que o vértice v é incluído na lista Raízes, 
porém é tornado falso pelo comando na linha 55 sempre que v é 
incluído num intervalo cuja raiz não é v, e isso tudo ocorre 
sempre numa única entrada na malha da linha 27. Considerando to-
das as N , entradas na malha da linha 27, seu corpo é executa-
v 
do Nv vezes, com teste de fim de iteração após cada execuçao , 
uma vez que todo intervalo contém pelo menos a raiz. __ Além das 
operações de controle, são necessárias mais uma subscrição para 
cada atribuição ini'cial, e uma seleção do vértice u da 
de vértices do intervalo a cada iteração. No total das N 
v 
tradas, ocorrem N 
a 
iterações na malha da linha 28, com 
lista 
en-
teste 
de saída anterior a cada iteração, e uma subscrição a cada entra 
da na malha. FinaLmente, no pior caso, teremos N , execuções do 
v 
corpo da malha na linha 31. Isso porque cada vértice J do grafo 
• 
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derivado só pode ser destino de uma aresta na lista de sucesso-
res pendentes no máximo urna vez (pois a inclusão só ocorre even-
tuallTente no momento em que o Último predece~;sor da raiz de J em 
G é visitado (linha 73)). Como ocorrem N ' v entradas nessa ma-
lha e o teste de controle (Sucessores-Pendentes vazia) é executa-
• 
do antes de cada iteração, teremos no máximo 2N , (~ + y + yd) 
v ac c 
para controlar esse enquan~o. Na linha 32 foi considerado o pior 
caso, de N ' v execuçoes da chamada de procedimento. I A instrução 
da linha 33, no entanto, foi contada conjuntamente com a da li-
nha 64, totalizando o número exato de inclusões na estrutura~'. 
No procedimento Trata-Aresta, das N vezes em que a condi 
a 
çao na linha 37 é testada, ela é verdadeira uma vez para cada 
vértice de G, exceto a origem, de forma que os comandos associa 
do ao en.tão são executados (N - l) vezes, e ocorrem (N -N +l)lJd. 
v a v · 
claramente, o resultado do teste da linha 44 "'é verdadeiro 
N9 vezes, e falso (Na- N9 ). As instruções das linhas 50, 51, 52 
conjuntamente com aquelas das linhas 69, 70, 71, são executadas 
no total N vezes. O teste da linha 52 dã verdadeiro uma vez 
a 
para cada vértice do grafo G que não é raiz de região, exceto 
possivelmente o vértice inicial, logo a comparação da linha 53 é 
executada no máximo (N - N , + 1) vezes, com exatamente N -N 
v v v v' 
resultados verdadeiros, e talvez 1 falso. O teste da linha 49 re 
sulta falso para todos os predecessores de toda raiz r, que nao 
estão no intervalo ao qual pertence o vértice u, origem da 
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primeira aresta incidente a r considerada na execuçao do proc~ 
dimento Grafo-Derivado. Em outras palavras, para cada raiz r de 
intervalo em G, seja {u,r) a primeira aresta com destino r con 
siderada na execução do procedimento Grafo-Derivado, e seja N 
o intervalo de G tal que u E VN. o teste da linha 49 dá falso 
para toda aresta (v,r) E aG tal que v'/VN. O número dessas 
arestas e dado pela soma (NlO - Nll) + N13 , que é o número de ve 
zes que a comparação da linha 57 é executada. Note-se que essa 
quantidade não é função apenas da topologia do grafo, mas também 
da maneira como este foi representado. Ela só independe da repr~ 
sentação quando todos os predecessores de um vért.ice J no gra-
fo derivado contêm a mesma quantidade de predecessores da raiz 
rJ do intervalo J em G, ou quando algum desses predecessores 
domina rJ. 
A comparaçao na linha 57 dá verdadeiro para uma dada raiz 
de intervalo -v, sempre que (u,v) e a primeira aresta considera-
da cuja origem está num intervalo I qualquer, exceto a primei-
ra aresta com destino v considerada durante a execuçao do pro-
cedimento. Esta situação ocorre (Na' - Nv' + N14 + 1) vezes, com 
um erro de ~caso exista um vértice v tal que (v,O) E aG e v 
está no intervalo I(O). O teste da linha 58 dá resultado verda-
deiro (N 1 - 1) vezes, e o teste da linha 63 dá v verdadeiro 
(N - N ,) vezes, considerando o pior caso de arestas não en-
a' v 
trarem direto em~', mas passarem antes por Sucessores-Pendentes. 
As subscrições na linha 64 que não Íoram computadas junto com a 
• 
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linha 33, serao contadas em co · t ub -nJun o com as s scriçoes da linha 
73 (3Na' '· referentes aos vetores Int-com-Raiz, K, 0 ), ou sozi-
nhas, considerando o pior caso (2(N • - N ,) , referentes às duas 
a v 
subscrições no vetor Oltimo-Assoc) . As linhas 65 e 74 foram agr~ 
gadas para se considerar o pior caso, em que todas as raizes de 
intervalo r têm um predecessor em I(r) ~ O teste da linha 71 
dã verdadeiro uma vez para cada raiz de intervalo, podendo ocor-
rer um erro de 1 se VO c VI, com I= I(O). Considerando o pior 
caso, haverá N , 
v 
nha 73. 
chamadas ao procedimento Inclui-Aresta na li-
Substituindo-se os custo de ~av ' 11 rnclui-Vértice' 
11Retira-Vértice' 11 rnclui-Aresta e 11Retira-Aresta' pelos 
custos 
ae implementações típicas, como as apresentadas no apêndice 3,p~ 
de-se obter equações que expressam o número de vezes que cada 
operaçao básica é executada e cada ativação do procedimento CA. 
A figura 3.13 apresenta as equações que indicam o número de ope-
rações executadas numa ativação do procedimento CA, incluindo os 
procedimentos auxiliares e as chamadas recursivas. As equações 
obtidas têm a Íorma de somatórias nas quais o Índice ~ indica p~ 
râmetros correspondentes aos grafos da sequên.cia G ,G1 , ... ,G 1 , o m-
onde G
0 
e o grafo original. Para todo 1 2 i 2 rn-1, G. é o grafo l 
derivado de G. 1, l- e o grafo Gm' derivado 
de Gm-1' e o grafo tri-
vial, com G 
" 
G . o custo de CA para um grr_afo ·trivial é 
m-1 m 
(Z~ac + 3~ + ~ol + ~s) • c 
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CUSTO DO PROCEDIMENTO CA 
1. 1 (2~ + 3~ + ~d + ~ 1 + ~ ) ac c o s 
2. 1 ~rp 
3+4.1 ( 21-lcpl + 11 Grafo-Derivado(G) + llCA (G')) 
5. 1 
(2~ + ~ + ~ t + ~ ) ac ar a c 
(Nv' -1) ~d 
G+ • • +B. Nv' ( 3JJAc + 2 1-lAT + 41-ls + l-lol + 11Retira-Vértice) 
9. N I 
v 
N 
v 
(N -N ,) 
v v 
11. 1 
( ~ + ~ + ~d) ac c 
( lJav + 1-lsel) 
l-lrp 
FIGURA 3.12a 
l. N+l 
v 
N 
v 
N -1 
v 
2+ .. +5. 4N 
v 
6+7. 2 
8. 1 
9+ .. +17.1 
18. N +1 
v 
N 
v 
N -1 
v 
19. (N +N 
a v 
) 
N 
v 
N 
a 
20. N 
a 
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CUSTO DO PROCEDIMENTO GRAFO DERIVADO 
(~at + ~ac) 
(~ + ~c + 11 ac) ar 
~d 
(~s + ~ at) 
~at 
llrnclui-Vértice 
(~ + ~ + ~ac) ar c 
+ ~ ) 
a c 
(~ + ~ t + ~ ) ac a s 
FIGURA 3.12b 
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21. N (~ac + ~c) v 
(N -1) ~d v 
22+2 3. N (f.! a c + l-lRetira-Vértice + ~s + ~c) v 
• 
(N -N , ) 
v v ~d 
24+25. N 
v' 
2(~ + l-lat) s 
26. N 
v' ( ~s + l-lrnclui _;vértice_) 
27. N 
v' (~s + ~at + ~ac) 
N 
v (flsel + flav + flc + J-lac ) 
(N -N , ) 
v v ~d 
28. N (~ + ~ t + ~ ) v s a ac 
N +N (~ + ~d + ~ ) 
v a c ac 
N ~a v a 
29. N (vac + l-lsel + Yat) a 
FIGURA 3.12c 
31. 
32. 
2N , 
v 
N ' v 
33+64. N , 
a 
34. 
36. 
37. 
N ' v 
l 
N 
a 
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(PIOR CASO) 
lJRetira-Vértice (PIOR CASO) 
(2~ + ~ + 2~ + ~ . ) 
s OL AC Inclul-Aresta 
~rp 
(" + " + " ) 
'""ac ~c ~"'s 
(N -N +l) ~d 
a v 
38+ •• +42. (N -1) 
v I l . v- . ) nc ul- ertlce 
4 3+44. N 
a (3~ + ~ + ~ t + ~ + ~d + 2~ ) ac ar a c s 
45+46. 
49. N 
a 
(2~ + ~ + ~d + ~ ) 
ac c s 
(N -N +l) ~d 
a v 
FIGURA 3.12d 
+ 5~ + 2~ l + 2~ ) 
s se OL 
53. 
54+55. 
56. 
57. 
59+ .. +62. 
64. 
64+73. 
65+74. 
72. 
73. 
(N -N , + l) 
v v 
(N - N , ) 
v v 
l 
(N , -1) 
v 
{N I-N f) 
a v 
N ' a 
N ' v 
N ' v 
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( u + u + udl ac c 
( 11at + 2 1-ls + llrnclui-Vértice) 
(2u + u + Jl ) 
ac c s 
(4U + U t + 2uAT + 2U + 6]1 ) 
ac a c s 
2u 
s 
3)1 
s 
(2]1 + u + )ld) 
ac c 
l-lrnclui-Aresta 
FIGURA 3.12e 
• 
- 75 -
SOMA VERTICAL DE OPERAÇÕES EM TODAS AS EXECUÇÕES DE CA 
m-1 
I (26N + SSN + 2NlO 
!cO ai Vi 1 
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CAPITULO IV 
O ALGORITMO DE GRAHAM E WEGMAN 
4 .1. INTRODUÇÃO 
Como na abordagem por intervalos, o método de Graham e Weg-
man so e aplicável a grafos redutíveis, e associa as funções k 
e c às arestas do grafo. 
A idéia básica e processar uma série de transformações nas 
arestas do grafo, até a obtenção de uma estrela. A solução do 
sistema de equações para uma estrela é trivial. As transfoima~s 
sao realizadas da seguinte maneira: escolhe-se um vértice v i- n
0 
que tenha um único predecessor u diferente dele próprio, elimi 
na-se um eventual laço em v, e em seguida elimina-se cada ares-
ta (v,w) do grafo, substituindo-a por uma aresta (u,w) se esta 
ainda não existir. (Essas transformações serão descritas mais ri 
gorosamente na seção seguinte) . Os valores k e c asso.é::üidos 
a cada urna das arestas (v,w) eliminadas serao "incluídos" nos va 
lares da aresta (u,w) correspondente no novo grafo. 
Verifica-se que, dado um grafo redutível G, tem-se 
sentaremos apenas a verificação de b e d) : 
(apre-
a) ou G e uma estrela ou existe em G wn vértice nas condições 
de v acima; 
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b) o grafo resultante apos as transformações citadas também e re 
dutível; 
c) uma seqüência suficientemente grande dessas transformações 
sempre converge para uma estrela; e 
d) a solução maximal para as variáveis Y do sistema de equa-. 
çoes para o novo grafo é a mesma do grafo original G. 
Apesar de convergir para urna estrela, uma seqüência qual-
quer de transformações pode tomar tempo quadrático. Para redUzir 
esse tempo, o algoritmo determina um subgrafo de G, semelhante 
a um intervalo, chamado de região, dentro do qual é imediato iden 
tificar um vértice v com a propriedade mencionada. Após apli-
car uma transformação a cada aresta com origem v dentro da re 
gião, um novo vértice da região será tomado, até que todos já o 
tenham sido. A repetição desse processo trans.formarâ G num gr~ 
f o acíclico, e ele será facilmente reduzido a uma estrela. 
4.2. TRANSFORHAÇÕES NO GRAFO 
DEFINIÇiJES 
Seja G = (VG, aG, n ) um grafo. Diremos que uma aresta(u,v) 
o 
satisfaz a condição PDU (predecessor distinto único) se {u,v)E 
E aG e Vv \ {v} = {u} (isto e, (u,v) é a única aresta inciden-
te a v que não é um laço) . 
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Se (u,v) satisfaz a condição PDU e a = (v,v) E aG, en-
tão Tl (G, a) ~ (VG, aG \ {a} , n
0
). 
Se (u, v) satisfaz a condição PDU com v f n , e 
o 
a= (v,w) 
E aG, com v f w, então T2(G,a) ~ (VG, (aG u { (u,w) })\ {a}, n ) . 
o 
A figura 4.1 ilustra estas transformações. Note-se que, no 
caso de T2, as arestas (u,w) e (v,v) podem nao existir no grafo 
original, e que não está excluÍdo o caso u = w. 
PROPRIEDADE 4.2.1. 
Se (u,v) E aG satisfaz a condição PDU, a trans.formação 
Tl(G, (v,v)) ou T2(G, (v,w)) não cria dominância de um vértice so 
bre qualquer outro vértice de G. 
PROVA. 
A prova é simples, notando-se que a transformação Tl eli-
mina apenas laços, e esses não podem fazer parte de caminhos, e 
que todo caminho de n 0 a um vértice z que nao passava pela 
aresta (v,w) ainda permanece no grafo após uma transformação T2, 
e aqueles que passavam pela aresta (v,w) também passavam por 
(u,v), de forma que a seçao (u,v,w) pode ser substituida por (u,w). 
Assim, se havia um caminho de n a z 
o 
que nao passava por um 
determinado vértice em G, existe um caminho (possivelmente o me~ 
mo) nessas mesmas condições no grafo resultante. 
I 
I 
f 
f 
f 
I 
I 
I 
I 
I 
I 
I 
I 
' 
' 
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• 
FIGURA 4.1 
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PROPRIEDADE 4.2.2. 
Dado um grafo G = (VG, aG, n 0 ), tem-se: 
ou I) Tl ou T2 é aplicável a uma aresta de G, 
ou II) G e urna estrelai 
• 
ou III) G e irredutivel. 
Por ser relativamente extensa, a prova será omitida. 
PROPRIEDADE 4.2.3. 
As transformações Tl e T2 preservam a redutibilidade de 
um grafo. 
Claramente a transformação Tl - -nao origina um grafo nao re 
dutivel. A prova de que a transformação T2 também preserva a 
redutibilidade pode ser encontrada em GRAHAM [1976] • Apesar da 
transformação considerada na referência eliminar o vértice v e a 
aresta (u,v) se (v,w) era a única aresta com origem em v no gr~ 
fo original, verifica-se facilmente que a manutenção de (u,v) e 
de v não interfere na redutibilidade do grafo resultante. 
PROPRIEDADE 4.2.4. 
Uma seguência suficientemente grande de transformações Tl 
e T2 num grafo redutlvel sempre converge para uma estrela. 
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A prova dessa propriedade também sera omitida. 
4.3. TRANSFORMAÇÃO DAS FUNÇOES k E c 
Corno foi dito a principio, os valores k e c associados 
a aresta eliminada a cada transformação Tl ou T2 são de cer-· 
ta forma acumulados numa aresta que tem o mesmo destino da ares-
ta eliminada. Se uma aresta (u,v) satisfaz a condição PDU em G, 
e a transformação T. (G, (v,w)} é executada, os valores de k e c 
l 
propostos para a aresta {u,w) no grafo resultante G', irão re-
presentar a açao da aresta (u,w) se esta já existia em G, e ao 
mesmo tempo representar a ação da sequência (u,v), (v,w), mante~ 
do a solução maximal para as variáveis Y do sistema para G'. 
(Utilizaremos apóstrofo para designar grandezas associadas ao 
grafo resultante após uma transformação Tl ou T2). 
Consideremos a transformação Tl como indicada na figura 
4.1. Inicialmente temos, devido ã condição PDU: 
Y e X A X = (k A Y V C ) A (k A Y V C ) 
v uv vv uv u uv vv v vv 
A solução maximal dessa equaçao ê dada por: 
Y = (k A Y V C ) A (k V C ) = (k A Y V C ) A k 
v uv u uv vv vv uv u uv vv 
Como u sera o único predecessor de v no grafo resultante 
G', a solução maximal será mantida se substituirmos a -equaçao 
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original para Yv por: 
onde k' 
uv 
y = Y' 
v v 
k A 
uv 
(Note-se que 
Para tratar o 
X' = k' Y v c' 
uv uv u uv 
k e c' c 
vv uv uv 
k' ::J c' . ) 
uv uv 
caso da transformação 
A k 
vv 
• 
T2, notemos em primei-
ro lugar que a solução maximal do sistema de equações associado 
a um grafo G não se altera se introduzirmos arestas com k = U 
e c = u. AsSim podemos considerar o caso geral de T2, com a pr~ 
sença das arestas (u,w) e (v,v) no grafo original. 
e 
Temos 
Tomemos 
X 
uw 
y 
w 
X A X A 
uw vw 
X' A A 
A 
zE{9w\ {u,v}) 
Y' 
w uw zE {9'w\ {u}) 
X' 
zw 
X' = X A X 
uw uw vw 
kuw A Yu v cuw e X vw 
X 
zw 
Usando a solução maximal obtida anteriormente para 
presença do laço (v,v), teremos: 
X = k A [ {k A k ) A Y V {C A k ) ] V C 
VVl vw uv vv u uv vv vw 
y ' v 
na 
onde 
e 
Logo, 
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X' =k' I'IY vc' 
uwuw u uw 
k' 
uw 
k Ak Ak Ak Vk AC 
uw uv vv vw uw vw 
C 1 = C A C A k A k V C A C 
uw uw uv vv vw uw vw 
(Mais urna vez, note-se que k' 
uw 
::>c'.) 
uw 
• 
~ fácil ver que preservando-se os pares (k,c) associados a 
cada aresta diferente de (u,w·) no grafo G' = T2 (G, (v,w)), a solu 
ção maximal do sistema é mantida. Em particular, 
A X 
zE(VW\ {u,v}) zw 
4. 4. REGIÕES 
DEFINIÇÃO 
A 
zE(V'wl (u}) 
X' 
zw 
R de um grafo G = (VG, aG, n ) e o sub-
o 
grafo maximal gerado por um conjunto VR c VG tal que: 
a) )VR) ~ 2, 
b) R é .fortemente conexo, 
c) todos os vértices de R sao dominados por um vértice r E VR, 
dito nai= da super-região (r será adotado corno vértice ini-
cial do subgrafo R). 
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Verificam-se facilmente as seguintes propriedades: 
(1) O vértice r é único para uma super-região R, e se r e 
raiz de duas super-regiÕes R1 e R2 , então R1 = R2 . Portan-
to adotaremos a notação R(r). 
(2) Toda super-região R contém pelo menos um circuito. 
(3) Se R(r) é urna super-região, então todo circuito C em G ou 
está totalmente contido em R, ou se passa por v E VR tam-
bém passa por r (isto é, se VC n VR f ~, então VC c VR ou 
vcnVR:>{r}). 
DEFINIÇÃO 
uma super-região R(r) é uma ~egião se R é uma super-re-
gião minimal (isto é, se R nao contém outra super-região). 
A figura 4.2 apresenta um grafo com suas super-regiÕes, 
das quais apenas aquelas com raízes 3, 9, 12 e 14 são regiões. 
Note-se que os vértices 2, 6, 16 e 19 não estão em nenhuma su-
per-região do grafo. 
PROPRIEDADE 4.4.1. 
seja R (r) uma super-região do grafo redutivel G. R é uma 
região sse todo circuito c de R passa por r (ou seja, se 
VC c VR, então r E VC) • 
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FIGURA 4.2 
- 86 -
PROVA. 
Se existe circuito C tal que VC c VR e r ~ VC, então 
seja r' E VC que domina todos os vértices de VC (r' existe po.E_ 
que G é redutível). Considere o subgrafo maximal fortemente c2 
nexo R' de vértices dominados por r'. R' (r') é uma super-re-
gião pois contém pelo menos C, e portanto )VR') > 2. Pela tran 
sitividade das relações de dominância e de ligação forte, VR' c 
c VR. Pela anti-simetria de domina , r ~ VR' 1 donde VR 1 ~ VR, 
e R não é uma super-região minimal. 
Suponha agora que R contém a ·super-região R' (r'), com 
r' #r. Pela anti-simetria de domina, r~ VR'. Mas R~ contém 
um circuito, logo existe em R um circuito que -nao passa por 
r. O 
Com base na propriedade 4.4.1, pode-se construir um algori~ 
mo simples para identificar a região R(r) , dado o vértice r e 
a estrutura de incidência {V) do grafo. 
Como R é fortemente conexo, todo vértice ou aresta {que nao 
é laço) de R está num circuito. Pela propriedade 4.4.1, basta 
identificar, então, todos os circuitos que passam por r e têm 
todos os vértices dominados por r. Uma vez que num grafo redu-
tivel todo circuito c passa por uma única aresta de retorno 
(u,v) e v domina todos os vértices do circuito, é necessário 
apenas usar a estrutura de incidência de G para identificar os 
vértices que são origens das arestas de retorno com destino r, 
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e para fazer 11 busca em profundidade inversa" a partir desses vér 
tices (isto é, evoluindo no sentido oposto ao das arestas). Essa 
busca em profundidade inversa (executada pelo algoritmo Busca-
-por-Arestas-Incidentes) é sempre limitada pelo vértice r· que 
domina todos os vértices da região. A figura 4.3 apresenta o al-
goritmo Identifica-Região. O algoritmo assinala os vértices da· 
região que são destino de aresta com origem em r, a fim de evi-
tar a inclusão de arestas múltiplas quando da aplicação de uma 
transformação T2, corno será visto posteriormente. 
PROPRIEDADE 4.4.2. 
Seja ~(r) urna região no grafo G, e num urna numeraçao em 
profundidade dos vértices de G. Se v E VR \ {r} e num {v) < num(w), 
para todo w E VR \ {r ,v} 1 então a aresta (r, v) existe e satis-
faz a condição PDU. 
PROVA. 
como v E VR \ {r}, todo predeceSS.or u de v em G está 
em VR {porque r domina v, logo r domina u, e existem ca-
minhos de r a u, de u a v, e de v a r, de forma que r 
e u sao fortemente ligados). Suponha que existe {u,v) E a~ com 
u t r. (u,v) não é uma aresta de retorno, caso contrário haveria 
em R um circuito que nao passa por r. Pela propriedade NP , 
num(u) < num(v), o que contradiz a hipÓtese. Portanto, (r,v) exis 
te e satisfaz a condição PDU. 0 
- 88 -
• 
(esta página foi deixada em branco propositalmente) 
l. VR + {r) 
2.aR+cfl 
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Algoritmo Identifica-Região (r} 
3. Para cada aresta de retorno (w,r) em aG 
• 
execute o algoritmo Busca-por-Arestas-Incidentes (w,r) 
Algoritmo Busca-por-Arestas-Incidentes (u,v) 
1. aR+ aR u {(u,v)} 
2.Se uitVR 
então VR + VR u {u} 
para cada aresta (w,u) 
aplique recursivarrente o algJritrno para (w, u) 
senao se u = r 
então assinale que v ~Cebe aresta de r. 
FIGURA 4.3. 
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DEFINIÇÃO. Sejam G ~ (VG, aG, n ) 
o 
e (r,v) E aG que satisfaz 
a condição PDU, com v em R(r) = (VR, aR, r). Seja G' o gr~ 
fo obtido após a aplicação de Tl ou T2 a todas·,as. arestas com 
origem v em aR. Diremos que G' = T 12 (G,v). E: fácil mostrar 
que T 1 2 está bem definida, pois G' não depende da ordem em 
que foram escolhidas as arestas para a aplicação das transforma.a. 
çoes. 
PROPRIEDADE 4.4.3. 
Seja R(r) = (VR, aR, r) uma região do grafo G, e (r,v) E 
E aR que satisfaz a condição PDU. Se G' = T 12 (G, v), tenos que 
em G', V' v= {r} e IJ. 1 v n VR = ~ (conseqüentemente, (v,v))taG1 ). 
Além disso, 
ou I) G' [VR \{v}] =({r}, {(r,r)}, r), que nao é uma região, 
ou I!) R' G' [VR \{v}] é uma região de G' com raiz r. 
PROVA. 
Claramente a condição PDU é sempre satisfeita pela aresta 
{r,v) após cada transformação T. (G,(v,w)}, e pela definição 
l 
de 
Tl, T2 e T 12, não existe aresta (v,w) coro w E VR em G'. Se 
VR = {r,v}, então G' [VR \ {v}] = ({r}, { (r,r)}, r). Senão, 
IVR \{v} I ~ 2. As transformaçÕes mantêm a dominância de r sobre 
todos os vértices da região (uma vez que so sao acrescentadas 
eventualmente arestas partindo de r) , -e nao se originam a 
- 91 -
dominância de r sobre qualquer vértice do grafo (propriedade 
4.2.1}. Urna vez que toda aresta incluida liga vértices já forte-
mente ligados, as transformações não originam ligação forte en-
tre quaisquer vértices de G. Todo circuito de G que nao passa 
por alguma aresta com origem v em aR ê mantido, enquan~o os 
demais são "curto-circuitados" pela substituição da seção (r,v,w) 
pela aresta (r,w). Logo, todas as ligações fortes são mantidas , 
exceto aquelas que envolvem o vértice v e qualquer vértice de 
VG não alcançável a partir de v através de um caminho cuja 
primeira aresta não pertence a aR. Dessa maneira, G' [VR \ {v} J é 
uma região de G' com raiz r. 0 
DEFINIÇÃO 
Corno conseqüência da propriedade 4.4.3, podemos definir a 
transformação + Tl2 (G,R), que é o resultado da aplicação de Tl2 
a todos os vértices de VR \{r}, onde R= R(r). Também se pode 
demonstrar que Tl2+ está bem definida, pela independência do 
grafo resultante quanto à ordem de tomada dos · vértices v em 
VR \ {r}, a menos da necessidade de (r,v) satisfazer a condição 
PDU. 
PROPRIEDADE 4.4.4. 
Sejam G = (VG, aG, n ), R(r) uma região de 
o 
G, e 
(G,R). Então G' [VRJ é uma estrela com vértice inicial r e com 
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laço {r,r). 
PROVA. 
Aplicações repetidas da propriedade 4.4.3. 0 
• 
Com base nas propriedades 4.4.2, 4.4.3 e 4.4.4, pode-se de-
senvolver um algoritmo para reduzir uma região R(r) a uma estre 
la, associando a cada aresta (r,v) com v E VR, os valores k e 
c resultantes de todos os caminhos de r a v em R(r), de 
forma a manter a solução maximal dos Y no sistema de equaçoes 
' 
para o novo grafo obtido igual à solução pafa o grafo original. 
Esse algoritmo é apresentado na figura 4.4.lsupõe-se que é co-
i 
nhecida uma numeração em profundidade dos ~rtices de G, e que 
a estrutura de 
cada aresta em 
novo par (k ,c) 
ço, e elimina o 
R(r) suporta os valores k :e 
I 
c 
aR. A transformação 
para a única aresta 
laço ero questão. A 
' Tl(G(v~v)) 
com dest~no 
' 
transforkação 
' 
' 
mina a aresta {v, w) • Se {r ,w) já é uma ares~a do 
associados a 
estabelece um 
v que nao é la-
T2(G(v,w)) e li 
grafo, os valo-
res k e c correspondentes a essa aresta sãol' atualizados, caso 
contrário a aresta {r ,w) é adicionada com os valores k e c cal 
culados. Todos os novos valores de k e c são calculados como 
foi apresentado na seção 4.3. Note-se que nesse 'algoritmo as 
transformações Tl e T2, ao invés de criarem um novo grafo G', 
simplesmente modificam o grafo G dado. 
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Algoritmo Reduz-Região (R (r)) I• Tl2+(G,R(r)) *I 
1. Para cada vértice v E VR \ {r} em ordem crescente da 
nurneraçao em profundidade • 
se existe laço (v, v) 
então execute Tl(G(v,v)) 1 alterando k e c rv rv 
para cada aresta (v,w) em aR 
execute T2(G, (v,w)), dando valores convenientes 
FIGURA 4.4. 
PROPRIEDADE 4.4.5. 
a krw e c rw 
Dada uma numeraçao em profundidade dos vértices de um grafo 
redutível G = (VG, aG, n
0
), o vértice de maior numeração em VG 
que é destino de uma aresta de retorno, ·é raiz de uma região. 
PROVA. 
Seja r o vértice de maior numeração e·m VG que é destino 
de uma aresta de retorno (u,r). Como (u,r) é uma aresta de reter 
no, existe um circuito C em G que passa por (u,r). Corno r 
domina u, r domina v, para todo v em VC. Seja R o subgrafo 
- 94 -
maximal fortemente conexo de G, cujos vértices sao todos domina 
dos por r. IVR] > 2 pois R contém C, e R(r) é uma 
região. 
super-
Suponha que existe um circuito C' em R que nao passa por 
r. Como G é redutível, existe um vértice v' E VC' que domina 
todos os vértices em vc• , e v' é destino de urna aresta de re-
torno. Corno v' E VR, r domina v', e, pela propriedade NP, v' 
tem numeração maior que r, o que contradiz a hipótese. Logo, 
nao existe um tal circuito C', e pela propriedade 4.4.1, R e 
uma região de G. 0 
PROPRIEDADE 4.4.6. 
Seja R(r) uma região do grafo redutível G, e seja G' == 
Tl2+(G, R(r)). uma numeração em profundidade num dos vértices 
de G também é válida para os vértices de G'. 
PROVA. 
Se (u, v) é urna aresta de retorno em G', então v domina u 
em G', e pela propriedade 4.2.1, v domina u em G. Pela pro-
priedade NP, num (v) < num (u). 
Se (u,v), u f v, não é aresta de retorno em G1 , então: 
CASO 1: Se v E VR \{r}, então pela propriedade 4.4.4, u=r. Pela 
definição de região, r domina v em G, e pela proprie-
dade NP, num(u) < num(v). 
• 
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CASO 2: Se v E VG \ (VR ,- {r}), então (u, v) E aG. Como v nao do 
mina u em G' (caso contrário (u,v) seria uma aresta 
de retorno), existe um caminho C' de n a 
o 
u em G' ' 
que nao passa por v. 
CASO 2. a. Se C' nao passa por uma aresta {r, w) , com w 
• 
em VR, C' e um caminho em G. 
CASO 2.b. Senão existe pelo menos um caminho c de 
-a u em G, tal que C nao passa por v. C é 
facilmente identificado usando seções de C' 
que vao de n a r, e de 
o 
w a u, e um cami-
nho C" de r a w em G [VR] tal que C" nao 
passa por v. (C" existe porque se todo ca:rni-
nho de r a w em G passasse por Vi, então 
v pertenceria a VR, logo v = r, o que seria 
uma contradição, pois C' passa por r mas nao 
passa por v). 
Tanto no caso (a) como no caso (b}, v nao domina u em 
G, e portanto (u, v) não é aresta de retorno em G, donde 
num(u) < num(v). 0 
PROPRIEDADE 4.4.7. 
seja G = (VG, aG, n ) um grafo redutível, e num uma numera 
o 
ção em profundidade dos vértices de G. Seja r o vértice com 
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num(r) máximo que e destino de aresta de retorno em G. Seja 
G' + R(r)). então que (u,v) é de = Tl2 (G, Tem-se uma aresta re-
torno em aG' sse (u, v) E aGI aR e (u, v) e uma aresta de re-
torno em G. 
• 
PROVA. 
Pela maximalidade de R, todas as arestas de retorno com 
destino r no grafo G estão em aR, e pela propriedade 4.4.4 
elas são todas eliminadas pela transformação + Tl2 (G,R). Jl fácil 
ver que se um vértice v E VG \ (VR \ {r}) domina u E VG em G, 
-então v domina u em G', e como arestas em aG \ aR nao sao 
eliminadas por + Tl2 (G,R), nenhuma outra aresta de retorno de G 
deixa de sê-lo em G' . 
Agora, se v E VR\ {r}, então íl'v = r e r domina v em 
G'. Logo não existe aresta de retorno cujo destino é um vértice 
em VR \{r} no grafo G'. Como Tl2+ so afeta arestas que têm 
ambos os extremos em VR, e além disso as propriedades 4.2.1 e 
4.4.4 valem, essa transformação nao acrescenta arestas de reter 
no com destino v E VG \ (VR \ {r}) . 0 
COROLÁRIO 4. 4.1. 
Urna sequência de aplicaçÕes da transformação Tl2+ a um gra 
fo redutível sempre converge para um grafo acíclico. 
' 
' 
i 
l 
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PROVA. 
Segue imediatamente da propriedade 4.4.7 (pois diminui o nú 
mero de arestas de retorno), e da propriedade 4.4.5. 
PROPRIEDADE 4.4.8. 
• 
Seja G = (VG, aG, n ) um grafo acíclico que nao é uma es-
o 
trela e seja num uma numeraçao em profundidade dos vértices de 
G. Seja VS ~ {v E VG I {n ll~v I~). 
o 
(Pela definição de uma es-
trela, VS i~.) Se para um v E VS, num(v) < num{w), para todo 
w E VS \{v}, então a aresta (n0 ,v) existe e satisfaz a condição 
PDU. 
PROVA. 
Seja um v E VS na condição acima, e suponhamos que existe 
(u, v) e aG, com u I n . Como não existe aresta de retorno em G, 
o 
v não domina u, e pela propriedade NP, num(u) < num(v), o 
que contradiz a hi-pótese, uma vez que 
e satisfaz a condição PDU. 0 
PROPRIEDADE 4.4.9. 
u E VS. Logo, (n _,v) existe 
o 
Seja G = (VG, aG, n0 ) um grafo acíclico. G pode ser redu-
zido a uma estrela com um número finito de transformacões Tl ou 
• 
T2. 
- 98 -
PROVA. 
Seja f(G) = I { (v,w) E aGI v t' n 0 ) J. Provaremos a propried.<O 
de por indução em f(G). 
BASE : Se f (G) = o então G e uma estrela. 
PASSO: Se f (G) > l então, pela propriedade 4.4.8, existe um vé_t 
-
tice v em VG I {n o} tal que (n ' o v) satisfaz a condi-
- { (v,w) aG} çao PDU e E t ~- Com lllvl transformaçõe.s Tl 
ou T2, obtém-se um grafo G' = (VG, aG 1 , n0 ), com aG' = 
= (aG \ { (v,w) I w E VG}) u { (n
0
,w) I (v,w) E aGl. ll fácil 
ver que G' é acíclico, e que f(G') = f(G) - j{(v,w) 
w E VG}J < f(G). O 
Note-se que as propriedades 4.4.8 e 4.4.9 s.ao semelhantes 
as propriedades 4.4.2 e 4.4.4 respectivamente, mas sao aplicá-
veis a grafos acíclicos ao invés de regiões. 
4. 5. IMPLEMENTAÇÃO DO ALGORITMO GW 
Se o grafo G dado nao for acíclico, utilizando a proprie-
dade 4.4.5, um vértice r que é raiz de região em G é escolhi 
do, e a região R(r) 
tua a transformação 
e identificada. O algoritmo Reduz-Pegi'ã::> ef~ 
+ Tl2 (G,R{r)), gerando um grafo redutível 
(propriedade 4.2.3), com menos arestas de retorno (propriedade 
4.4.7), mas com a mesma solução maximal para os Y do sistema 
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associado a G (seção 4.3). Pelo corolário 4.4.1, o processo po-
de ser repetido um número finito de vezes, resultando num grafo 
aciclico. Devido à propriedade 4.4.6 não é necessário renumerar 
os vértices. 
Pela propriedade 4.4.9, um grafo acíclico G pode ser.red~ 
zido a uma estrela com um número finito de transformações Tl ou 
T2. Essa sequência final de transformações é semelhante a uma 
transformação Tl2+, e verifica-se facilmente que o algoritmo R~ 
duz-Região pode ser aplicado neste caso. Ao ~inal_, cada aresta 
(n , v) terá associados valores de k e c resultantes de to-
o 
dos os caminhos de n a v no grafo original. Usando o valor 
o 
de contorno y dado, o valor de y será: y y A (k 
n 
o 
A y v c 
no n n 
) . A solução maximal dessa 
o o 
(kn n 
o o 
v c ) 
n n ' 
o o 
e como k 
n n 
o o 
{Lembrando que se a aresta (n ,n } 
o o 
cn n = U). 
o o 
Para cada v E VG \ {n } , 
o 
y 
v 
~ k 
n v 
o 
n 
o 
equaçao é 
n n 
o o 
dada por: y 
y A k 
n n 
o o 
não existe, k 
n n 
o o 
u 
v c 
n v 
o 
A 
~ 
n 
o 
e 
·A figura 4. 5 apresenta o algoritmo GW, sem o valo.r de contor 
no. A seguir sao apresentados o procedimento GW, que irnplemen-
ta esse algoritmo, e uma série de procedimentos auxiliares, na 
figura 4.6. 
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Algoritmo GW (G) 
1. Numere em profundidade os vértices de G. 
2. Crie a estrutura de incidência, identificando os vértices 
que são destino de arestas de retorno e os que têm laços. 
3. Para cada vértice que é destino de arestas de retorno, na 
ordem decrescente de numeração 
[
execute Identifica-Região (r) 
execute Reduz-Região (R(r)) 
4. Execute o algoritmo Reduz-Região (G(n )) 
o 
S. y + ~ 
n 
o 
6. Para todo vértice v em VG \ {n } 
c 
y 
v 
FIGURA 4.5 
No procedimento GW, supoe~se que a estrutura de adjacência 
f'.. dada suporta os valores k e c associados a cada aresta do 
grafo, valores esses que poderão ser alterados durante a sua exe 
cuçao. O procedimento GW utiliza ainda a estrutura de incidên-
cia de G, particionada em dois vetores de listas: Vret, que 
contém as arestas de retorno e os laços, e Vav, que contém as 
demais arestas incidentes a cada vértice. (Os laços são colocados 
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nas listas Vret por conveniência de programação.) Cada aresta 
nessa estrutur~ contém informação quanto à localização dessa mes 
ma aresta na estrutura ~-
A cada nova raiz r considerada, a estrutura de adjacência 
l'.R da região R(r) é determinada. Cada aresta em fiR também con 
têm a localização da sua correspondente na estrutura L'. (copiada 
da estrutura de incidência), de forma a possibilitar uma atuali-
zação dos valores k e c associados a esta em tempo constante. 
Quatro vetores característicos são usados para indicar, pa-
ra cada vértice v do grafo, se este é destino de arestas de 
retorno (v será raiz de região), se contém laço (será necessá-
rio executar Tl (G, (v,v)))., se pertence à região corrente (usado 
na identificação da região),e se e destino de uma aresta com ori 
gem na raiz r da região corrente (ou com origem no vértice ini 
cial). Esse Último vetor é usado quando da execução de T2(G, (v,w) ), 
para algum sucessor v de r em R(r). Se o componente corres-
pendente ao vértice w contiver "verdadeiro", então Localiza-
-Aresta-de-r [w] conterá o localizador (ou "apontador") para a 
aresta (r,w) na estrutura de adjacência ~ de G, onde estão os 
valores k e rw c a serem atualizados. Um quinto vetor lógi-rw 
co, Por-Visitar, é utilizado durante o procedimento Numera- em-
-Profundidade, para indicar os vértices que ainda não foram visi 
tados. 
Os vetores Nurneração-G e Vértice-G-com-Numeração conterão 
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respectivamente urna numeraçao em profundidade dos vértices de G, 
e a função inversa dessa numeração, ou seja, o vértice que foi 
associado a um dado número. 
O procedimento GW consiste basicamente em identificar os 
vértices que são destino de arestas de retorno, e torná-los na or 
-.-
dem inversa da numeração em profundidade, reduzindo as regiões a 
eles associadas, a estrelas. A seguir é feita a redução do gra-
fo aciclico resultante a uma estrela, e finalmente são calcula 
dos os Y do vértice original e dos demais vértices do grafo. 
Os procedimentos Inicializa-Vetores-Auxiliares, Numera-em-
-Profundidade, Constrõi-Estrutura-de-Iricidência-e-Identifica-Raí 
zes-e-Laços, e Reduz-Grafo, existem apenas para dar mais clareza 
ao procedimento GW, mas só sao chamados em um ponto, e na prãt~ 
ca poderiam ser expandidos ali. 
Apresentamos uma única versão do procedimento Numera-em-Pro 
fundidade, que será usada tanto para regiões como para o grafo 
acÍclico. A diferença entre as duas versÕes necessárias na prát~ 
ca é apenas quanto à estrutura dos elementos das listas de adja-
cência {6R ou 6) • 
O procedimento Constrói-Estrutura-de-Incidência-e-Identifi-
ca-Raízes-e-Laços toma cada aresta (v,w) do grafo e' determina, 
através da numeração em profundidade de v e de w, se ela e de 
retorno ou não, colocando-a respectivamente numa lista de ares-
tas de retorno incidentes a w {\7ret'[w]), ou numa lista de "arestas 
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de avanço" incidentes a w (ílav [w]). (Como já foi dito, os laços 
serão colocados nas listas Vret por conveniência) . Essas lis-
tas serão us.adas para identificar rapidamente urna região do gra-
fo, dada a raiz. 
-As arestas sao tomadas em ordem decrescente de numeraçao em 
profundidade dos seus vértices de origem, para que as estruturas 
de incidência sejam ordenadas crescentemente a partir da cabeça. 
Dessa forma, se houver um laço em um vértice w, (w,w) será a 
primeira aresta da lista ílret [wJ. Uma eventual aresta (r,w), on 
de r é a raiz da região R e w E VR, ou uma aresta (n0 , w), 
ser a a primeira aresta da lista "Vav [w] • 
Os vértices w -que sao destino de uma aresta com origem no 
vértice inicial (O), sao assinalados, e a localização dessa are~ 
ta na estrutura de adjacência ~ do grafo é colocada em Localiza-
-Aresta-de-r [w] • 
O procedimento Região identifica a região com raiz r, como 
descrito no algoritmo da figura 4.3, criando a estrutura de adj~ 
cência llR, ao mesmo tempo em que assinala os vértices que sOO de.§. 
tino de aresta com origem na raiz, e a localização dessas ares-
tas na estrutura ~- Em seguida é feita uma numeração em profund~ 
dade dos vértices e a redução da região a uma estrela. Finalmen-
te são restauradas as estruturas que descrevem a região, e sao 
eliminadas todas as arestas de retorno na entrada correspondente 
a r na estrutura de incidência do grafo (~ret [r]). A e~ação 
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e efetuada nesse ponto por questões de simplicidade e desempenha.) 
A função Torna-Lista-Unitária é utilizada apenas para documentar 
a permanência do laço (r,r). Na prática, porém, a atribuição se-
ra substituida por: Vretir]. próximo+ lista vazia. 
o procedimento Reduz-Região implementa o algoritmo apresen-
tado na figura 4.4. Todas as arestas incidentes aos vértices v 
da região, com v i r, são eliminadas da estrutura Vav, exceto 
aquelas com origem r. Mais uma vez se aplicam os comentários an 
teriores quanto ao ponto de eliminação dessas arestas e quanto ã 
utilização da função Torna-Lista-Unitária. 
o procedimento Reduz-Grafo é semelhante ao procedimento 
Reduz-Região, diferenciando-se deste pela estrutura de adjacên -
cia do gr3fo a ser reduzido. As arestas incidentes aos vértices 
do grafo não são eliminadas por ser desnecessário. 
O procedimento Tl recebe como parâmetros o vértice v, que 
contém o laço a ser eliminado, e a localização da aresta {r,v) na 
estrutura A. A localização da aresta {v,v) em 6 é detenffinada uti 
lizando a informação contida na primeira aresta da lista Vret [v]. 
A função Primeiro-Elemento objetiva apenas evidenciar a referên-
cia ao primeiro elemento de uma lista, o que representa uma sim-
ples consulta à cabeça da lista. Os valores de k e c corres-
pondentes à aresta (r,v) são alterados em 6, conforme descdto na 
seção 4.3. Para eliminar o laço (v,v), só é necessário alterar 
o vetor característico Existe-Laço. 
--
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O procedimento T2 aplicado à aresta (v,w), quando o único 
predecessor de v é o vértice r, após usar o k e o c asso-
ciados à aresta (v,w) , elimina-a da estrutura ~- Se a aresta 
(r,w) jã existe, então ela é localizada através do vetor Locali 
za-Aresta-de-r, e os seus valores k e c -sao alterados. Caso 
• 
contrário, uma nova aresta (r,w) é incluida em ~ e na estrutura 
de incidência de G, além de serem atualizados os vetores Existe 
-Laço {se w = r), Recebe-Aresta-de-r, e Localiza-Aresta-de-r. 
Note-se que a variável representada por r pode ser tanto 
urna raiz de r~gião como o vértice inicial n 
o 
do grafo, 
se um vértice v é sucessor de n no grafo original, 
o 
e que 
então 
Recebe-Aresta-de-r {v] contém "verdadeiro" desde a execução de 
Constrói-Estrutura-de-Incidência-e-Identifica-Raízes-e-Laços. Is 
so porém não interfere durante as execuções de Reduz-Região, uma 
vez que a única região na qual w poderia entrar sem ser raiz 
seria a região com raiz n . 
o 
A figura 4.7 indica as operaçoes básicas necessárias para 
executar cada linha (ou grupo de linhas) do procedimento GW e 
seus auxiliares. 
Uma vez que os procedimentos ativados nas linhas 1, 2, 3 e 
7 do procedimento GW poderiam ter sido expandidos naqueles 
pontos, o custo associado a cada uma daquelas linhas irá ·repre-
sentar o custo de execuçao de cada procedimento respectivamente, 
sem considerar as chamadas e retornos. A malha da linha 4 e 
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procedimento GW(G = (VG,n)) 
1. Inicializa-Vetores-Auxiliares 
2. Numeração-G, Vértice-G-com-Numeração -:-= Numera-G-ero-Profun-
didade (VG,il) 
3. Constrõi-Estrutura-de-Incidência-e-Identifica-Raizes-e-r.aços 
4 • para i:= JVGJ-1 ·até O faça 
5. se Recebe-Aresta-de-Retorno [V"'ertire-G-o:xn-Nurreração [i]] 
6. então Região(Vértice-G-com-Numeração [i]) 
7. Reduz-Grafo 
8. se Existe Laço [O] 
9. 
lO. 
então 
[
loc := Primeiro-Elemento 
Elimina-Aresta (lo c) 
ll. Y[O] := ~ 
12. z := ~ 
(Vret [O] ) .localiza 
13. para toda aresta a em !J. [O] faça /* 1::. [O] nao contém (0 ,O) *I 
14. Y [a. destino] := z A a.k v a. c 
15. devolva Y 
FIGURA 4.6a 
• 
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procedimento Inicializa-Vetores-Auxiliares 
l. para todo v em VG faça 
2. Recebe-Aresta-de-Retorno [v] := falso 
3. Existe-Laço [v] := falso 
4. Pertence-a-R-Corrente [v] := falso 
5. Recebe-Aresta-de-r [v] := falso 
6 • Por-visitar [v] := verdadeiro 
7. Vav [v] := lista vazia 
8. V'ret [v] := lista vazia 
9. bR [v] := lista vazia 
procedimento Numera-em-Profundidade (G = (VG,b)) 
l. i ,~ IVGI -1 
2. Observa-Sucessores {0} 
3. devolva (Numeração~ Vértice-com-Numeração) 
procedimento Observa-Sucessores (u) 
4. Por-Visitar [u] := .falso 
5. para toda aresta a em ~[W faça 
6. v := a.destino 
7. se Por-Visitar [v] 
8. en·tão Observa-sucessores {v) 
9. 
lO ·l 
11. 
Numeração [u] : = i 
Vértice-com-Numeração [i] := u 
i:= i-1 
FIGURA 4 .6b 
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procedimento Constrói-Estrutura-de-Incidência-e-Identifica-Raí-
zes-e-Laços 
l. para i := IVGI-1 até 1 faça 
2. v := Vértice-G-com-Numeração [i] 
3. Por-Visitar (v] := verdadeiro 
4. 
5. 
6. 
7. 
8. 
9. 
lO. 
ll. 
para toda aresta a em IJ. [v] faça • 
w := a.destino 
se Numeração-G [w] > Nurneração-G [v] 
então Inclui {~av [w], (v, localizador (a))) 
senao Inclui (Vret [w] , (v, localizador (a)}) 
se v = w 
então Existe-laço [wJ := verdadeiro 
senao Recebe-Aresta-de-Retorno [w] := verd~iro 
12. Por-Visitar [O] :=verdadeiro 
13. para toda aresta a em IJ.[O] faça 
14. w := a.destino 
15. se w = O 
16. então 
l7. 
18. senao 
19. 
20. 
[O], (O, localizador (a))) ~Inclui (Vret 
LExiste-Laço [O] := verdadeiro 
Inclui (Vav [w] (0, localizador (a))) 
Recebe-Aresta-de-r [w] := verdadeiro 
Localiza-Aresta de r [w] := localizador {a) 
FIGURA 4.6c 
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procedimento Região (r) 
1. Pertence-a-R-Corrente [r] := verdadeiro 
2. m : = O I* m narreia os vértires da região *I 
3. VR[O] ,~r 
4. para toda aresta a em Vret [r] faça fr. Identifica R(r) *f 
5. Busca-por-Arestas-Incidentes (r, localizador {a)) 
6. Numeração-R, Vértice-R-com-Numeração := Numera-R-em-Profun 
didade (VR, 6R) 
7. Reduz-Região 
8. Vret [r] : = Torna-Lista-Unitária (Vret [r]) 
9. para i := m até O faça 
lO. 
ll. 
12. 
13. 
14. 
v , ~vR [iJ 
Pertence-a-R-Corrente [v] : = falso 
Recebe-Aresta-de-r [v] : = falso 
fl.R[v] :=lista vazia 
Por-Visitar [v] : = verdadeiro 
procedimento Busca-por-Arestas-InCidentes (w,loc-v-w) 
15. v := loc-v-w.origem 
16. i := loc-v-w.localiza 
17. Inclui (,\R [v] , (w, t)) 
18. se Pertence-a-R-Corrente [v] 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
então se v = r 
senao 
: = ve_rdadeiro então [Recebe-Aresta-de-r [w] 
Localiza-Aresta-de-r [w] : = Q. 
Pertence-a-R-Corrente [v] : = verdadeiro 
m ·= rn + l 
VR [m] := v 
para toda aresta a em Vav[v] faça 
Busca-por-Arestas-Incidentes (v, localizador (a)) 
FIGURA 4. 6d 
. , 
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procedimento Reduz-Região + I• Tl2 (G,R(r)) •I 
l. para i:= 1 até ]VR]-1 faça I* r tem nwneraçao zero *I 
2. 
3. 
4. 
S. 
6 • 
7. 
8. 
1. 
2. 
3. 
4. 
s. 
6 • 
7. 
v : Vértice-R-com-Numeração [i] 
Vav[v] :=Torna-Lista-Unitária (Vav [v]) 
loc-r-v:= Localiza-Aresta-de-r [v] 
se Existe-Laço [v] 
então Tl (v, loc-r-v) 
para toda aresta a em 6R[v] faça 
T2(r,v, loc-r-v, a.localiza) 
procedimento Reduz-Grafo 
para " :~ l até IVGI-l faça 
v := Vértice-G-com-Numeração [i] 
loc-O-v := Localiza-Aresta-de-r [v] 
se Existe-Laço [v] 
então Tl(v, loc-O-v) 
para toda aresta a em !J. [v] ·taça 
T2(0, v, loc-O-v, localizador (a)) 
FIGURA 4.6e 
l. 
2. 
3. 
4. 
l. 
2. 
3. 
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procedimento Tl (v, loc-r-v) 
loc-v-v :=Primeiro-Elemento (Vret [v] }.localiza 
c := c A k I• loc-r-v.c := loc-r-v.cA loc-v-v.k rv rv vv 
k := k A k I• lo::::-r-v. k := loc-r-v. k "' loc-v-v. k r v rv vv 
Existe-Laço [v] := falso 
procedimento T2 (r, v, loc-r-v, ·loc-v-w) 
c := c A k v c 
r v vw vw 
K := k A k v c 
rv vw vw 
w := loc-v-w. destinO 
4. Elimina-Aresta (loc-v-w) 
5. se Recebe-Aresta-de-r [w] 
6 . então loc-r-w := Localiza-Aresta-de-r [w) 
7. c := c A c 
rw rw 
8. k := k A K 
rw rw 
9. senao Irrclui-G(L\. [r], (w,C,K)) 
lO. se w i r 
ll. então Inclui (ílav [w] , (r, Primeiro-Elemento (!J. [r] ) ) ) 
12. senao Inclui (V'ret [w] , (r ,Primeiro-Elemento (.6 [r] ) ) ) 
13. Existe-Laço [r] := verdadeiro 
14. Recebe-Aresta-de-r [w] := verdadeiro 
15. I.ocaliza-Ar:esta -de-r [w] : = Primeiro-Elemento (11 [r} ) 
FIGURA 4.6f 
•I 
•I 
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executada uma vez para cada vértice do grafo, com o teste de fim 
de iteração sendo efetuado após cada execução. O teste da linha 
6 resulta verdadeiro para cada raiz de região em G. Consideran-
do o pior caso (existência de laço em n 0 ), será desprezado o 
eventual desvio na comparaçao da linha 8 e será computada a exe-
cução dos comandos nas linhas 9 e 10. Como o grafo resultante 
após a execução de Reduz-Grafo é uma estrela com vértice inicial 
n
0
, ocorrem N -1 iteraçÕes na malha da linha 13, sendo o 
v 
teste 
de controle efetuado antes de cada execução. :E necessária ainda 
uma subscrição no vetor ô antes da atribuição inicial à variável 
de controle. 
ocorrem N iterações na malha da linha 1 do procedimento 
v 
Inicializa-Vetores-Auxiliares com o teste de fim de iteração sen-
do efetuado após cada execução do corpo da malha, de forma que 
• 
seu controle demanda (2N +1)')1 , N 11 , (N +1)')1 , N Jl e (Nv-l)]ld. 
v ac v ar v at v c 
Na linha 2, mais uma vez foi utilizada urna atribuição ape-
nas para indicar as variáveis que contêm o resultado do procedi-
mente ativado. Os custos dos procedimentos Nurnera-G-em-ProfUndi-
dade e Observa-Sucessores sao avaliados de maneira análoga ao 
das linhas 9, 10, 26, 27, 28, 30, 31,32 e 33 do procedimento HU, 
acrescentando-se -N (v + ]1 t + ]1 ) , referentes à linha 
v ac a s 
9 de 
Numera-G-ero-Profundidade. 
No procedimento Constrói-Estrutura-de-Incidência-e-Identifi 
ca-Raízes-e-Laços, a malha da linha 1 é execUtada para todo 
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vértice que nao e o inicial, logo ocorrem N -1 
v 
iterações, com 
teste de controle efetuado antes de cada execução do corpo. Nas 
N 
v 
entradas nas malhas das linhas 4 e 13, ocorrem N iterações 
a 
sendo o teste efetuado antes de cada urna delas. A cada entrada 
é necessário urna subscrição para localizar a cabeça da lista. O 
• 
teste da linha 6 ocorre para toda aresta do grafo cuja origem 
nao é o vértice inicial. Cada aresta é, então incluida na fila 
~av ou na fila Vret (linhas 7, 8, 16, 18). Os laços que não es 
tão no vértice inicial e as arestas de retorno são submetidas ao 
teste da linha 9, e as arestas com origem em n 
o 
são submetidas 
ao teste da linha 15. As atribuiçÕes das linhas 10 e 17 são efe-
tuadas ao todo NL vezes, e a da linha 11 N4 vezes. Para. todo 
sucessor do vértice inicial que não é o prÓprio, ocorrem as atri 
buições das linhas 19 e 20. 
o procedimento Reduz-Grafo consiste de uma malha na qual 
ocorrem N -1 iterações sendo o teste de controle efetuado an-
v 
tes de cada execução. As eventuais chamadas ao procedimento Tl 
na linha 5 são contadas juntamente .com as chamadas na linha 6 do 
procedimento Reduz-Região. No total das N -1 entradas, a malha 
v 
da linha 6 de Reduz-Grafo é executada tantas vezes quanto seja o 
número de arestas que não são laços no grafo acíclico resultante 
após todas as reduções de regiÕes, menos o número de sucessores 
de n
0 
naquele grafo que não são laços. O teste de fim de itera 
çao é efetuado antes de cada execução, e ocorre uma subscrição a 
cada entrada na malha. 
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Na avaliação do procedimento Região e do seu auxiliar Busca 
-por-Arestas-Incidentes, serão considerados os custos referentes 
a todas as NR ativações de Região dentro de uma execução de GW. 
Para cada vértice v que entra numa região, são executadas as 
instruções nas linhas 1, 2, 3, 4 (se v for raiz de região) ou 
• 
nas linhas 22, 23, 24, 25,respectivamente. Nas N5 entradas que 
ocorrem nas malhas das linhas 4 e 25, conjuntamente, o procedi-
mente Busca-por-Arestas-Incidentes é ativado N6 vezes. Como to-
da raiz de região tem pelo menos um predecessor em l'lret, e os 
demais vértices da regiâo têm pelo rrenos um predecessor em Vav 
' 
ambas as malhas têm teste de fim de i ter ação execubado apenas 
apos o corpo da malha. 
Corno o procedimento Numera-R-em-Profundidade poderia ser es 
tendido na linha 6 de Região, não serão considerados os custos 
de ativação e retorno desse procedimento, assim como os custos 
da atribuição que foi utilizada para indicar as variáveis que 
conteriam os resultados do procedimento. Parte dessa obse~vação 
também se aplica ao procedimento Reduz-Região, que poderia ser 
eh~andido na linha 7 de Região. A malha da linha 9 e executada 
N5 vezes, com teste de fim de iteração apenas após a execução do 
corpo. Finalmente, o teste da linha 18 dá falso uma vez para ca-
da vértice de cada região que nao é a raiz da região, e a comp~ 
raçao da linha 19 resulta verdadeiro para todas as arestas de 
todas as regiÕes com origem na raiz. 
o custo de Nurrera-R-em--Profundidade é análogo ao custo de 
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Numera-G-ero-Profundidade, trocando-se apenas os coeficientes 1, 
Na malha mais externa de Reduz-Região, ocorrem (N5 - NR) it~ 
raçoes, e como toda região tem pelo menos dois vértices, o teste 
de controle só é efetuado após -cada iteração. Considerando con-
• 
juntamente as comparações da linha 5 de Reduz-Região e da linha 
4 de Reduz-Grafo, o resultado será verdadeiro N12 vezes. O cor-
po da malha na linha 7 de Reduz-Região é executado _para cada ._ares 
ta de cada região que não -e laço e que não._ tem origem na raiz (ou 
seja, (N6 - N7} vezes). Uma vez que toda região é fortemente co-
nexa, toda lista ~R tem pelo menos um elemento e o teste de fim 
de iteração só é efetuado após cada execução do corpo da malha. 
Ocorre ainda uma subscrição a cada entrada. 
O procedime:hto T2 é ativado {N6 - N7 ) vezes durante o pro-
cesso de redução de regiÕes, e {N8 - N3 ) vezes durante a redução 
do grafo aciclico resultante após aquelas transÍormações. Duran-
te as reduções de regiÕes, o teste da linha 5 dará falso exata-
mente uma vez para cada vértice de cada região que não é suces-
sor da raiz, ou seja (N5 - N7 ) vezes, e durante a redução do gr~ 
fo acíclico a uma estrela, esse mesmo teste dará falso uma vez 
para cada vértice do grafo que não é destino de uma aresta com 
origem n
0
, o que é dado por {Nv.,... N3 ) {com um erro de 1 se 
não tiver predecessor). Dessa forma, as instruções associadas ao 
(N6 + N - N - N ) vezes, enquanto que as associadas ao 8 5 v .ó e.nao 
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sao executadas (N5 - N7 + Nv - N3 ) vezes, assim como as chamadas 
de procedimento nas linhas 11 e 12 conjuntamente. Como numa tran~ 
formação T2 temos v ~ w, se a comparação da linha 10 resulta 
falso, (isto é, se w = r) então (v,w) é uma aresta de retorno, 
logo a instrução na linha 13 é executada N4 vezes. 
Pelo fato de Tl e T2 serem facilmente expandidos nos 
pontos de ativação, as chamadas e retornos desses procedimentos 
serão desconsideradas, assim como para todos os procedi~ntos p~ 
ra inclusão e retirada em lista que foram oroitiq~s no texto. Im-
plementações típicas desses procedimentos aparecem no apêndice 3. 
A figura 4.8 apresenta equações que definem o número de ope 
raçoes de cada tipo executadas numa ativação do procedimento GW, 
nas quais os custos de ~av' yinclul· , e V foram substi Inclui-G 
tuídos pelos custos das implementações no apêndice 3. 
1. (N +1) 
v 
N 
v 
(N -1) 
v 
2. 1 
3. 1 
4. (N +l) 
v 
N 
v 
(N -1) 
v 
5. N 
v 
N -N V R 
7. 1 
8. 1 
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CUSTO DO PROCEDIMENTO GW 
(~ + ~ + ~ + 8~ + 8~ t) 
ar ac c s a 
11Numera-Grafo 
11constrói-Estrutura .•• 
'" + " + " ) ~-'ar ~-"ac ~-'c 
~d 
(2~ + ~ + ~ ) 
s ac c 
(~ + ~ 1 + ~ ) 
s cp rp 
11Reduz-Grafo 
{ lls + 11ac + f-Ie) 
FIGURA 4.7a 
+ ll . ~ Reg1ao 
• 
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9+ lO. l ( llac + ~s + 1-lsel + ~at + 1-lElimina-Aresta) 
11+12. l (~s + 2 ~AT) 
13. l (~s + l-lat_ + ~ac) 
• 
N (~ + ~d + ~ac ) v c 
(N -l) 
v ~a v 
14. (N -l) (3~ + ~s + 3~ l + 2 ~0L + ~AT) -:· v AC se ~· 
FIGURA 4.7b 
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CUSTO DO PROCEDIMENTO NUMERA-EM-PROFUNDIDADE (+OBSERVA- •.. ) 
GRAFO REGIÕES 
1. l NR (~ + a c ~at) 
• 
2+8. N Ns (~ l + )Jrp ) v cp 
4. N 
v Ns (~at + ~s) 
s. N Ns (~ + ~ t + ~ ) v ac . a s 
N N6 ~av a 
(N +N ) 
v a (NS+N6) (]..lac + ~c + ~d) 
6 . N 
a N6 ( J.lac ~ + 11at + ~sel) 
7. N N6 (~ + ~ + ~s) a ac c 
(N -N +l) 
a v (N6-N5+~) ~d 
9+ .. + 11 N 
v Ns (3~ + ~ + 3~ t ac ar a + 2~ ) s 
FIGURA 4.7c 
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CUSTO DO PROCEDIMENTO CONSTRLJI -ESTRUTURA - ••• 
l. 
'" t + J..l + 211 + J..ld) a c ac 
(Nv -l) )..lar 
2. (N -1) 
v 
3+12. Nv 
4+13. N 
v 
(N +N ) 
a v 
5+14. Na 
6. 
7+8+16+18. 
9. 
10+17. NL 
11. 
15. 
19+20. N2 
20. 
(Jl + ]-! + ]ld) 
ac c 
(2)..1 + 2J..I + J..l + J..ld) 
s ac c 
FIGURA 4.7d 
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CUSTO DO PROCEDIMENTO REGIÃO (+BUSCA- POR- ... ) 
1+22. Ns lvs + vat) 
2+23. Ns ~at 
• 
(NS-NR) lvac + v ) ar 
3+24. Ns lvs + v + at 11ac} 
4+25. Ns lvs + ]Jat + vac) 
(N6 -NS) vd 
5+26. N6 1 ~cp2 + Jlrp ) 
6. 1 JJNumera-Região 
7. 1 11Reduz-Região 
8. 
9. 
FIGURA 4.7e 
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10+ •. +14. Ns ( lJac + 511 at + Sv 5 l 
15+16. N6 2 (v 1 + se l.lat + 11ac) 
17. N6 (1Js + 11Inclui) 
• 
18. N6 l-ls + l..lac + v c + ~d 
19. (N6-NS+NR) (2~ + a c ~c) 
(N6-NS+Nr -N7) vd 
20+21. [2 (v + v t) + ~ 1 s a ac 
FIGURA 4.7f 
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CUSTO DO PROCEDIMENTO REDUZ-REGIÃO 
l. Ns ~at 
NçNR (~ + 3~ + V c) ar a c 
• 
(N5-2NR) vd 
2 . NS-NR (~ s + ll at + ~ ) a c 
3. NS-NR ( ~s + ~ l + vat) se 
4. NS-NR ( vs + 11at + JJ a c) 
s. NçNR ( vs + wac + v ) c 
NçNR-Nl2 ~d 
6 . Nl2 WTl 
7. N5-NR (w s + 11 ac + W at) 
N6-N7 (l-! av + Jl c + 11 ac ) 
(N -N -N +N ) 6 7 5 R wd 
8. N6-N7 l-lsel + VT2 
FIGURA 4.7g 
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CUSTO DO PROCEDIMENTO REDUZ-GRAFO 
l. N (~at + v 2~ + ~c + ~d) a c 
N -l (1Jar + 1.lac) v 
2. N -l (~s + 1Jat + 11ac) i v I, 
3. N -l (~ + 11at + 11ac) li v s 
4 • N -l (~s + ~c + ~d + ]la c) i ' v I 
' [ 
6 • N -l (~s + 2~ + llat + ~c + ~d) t v a c 
N8-N3 (~ + ~ac + ~c + yd) a v 
CUSTO DO PROCEDIMENTO Tl 
l. ~a c + llsel + ~at + ~ s 
2. 2PAC + 3llsel + ~OL + ~AT 
3. 2 PAC + 3p l + POL + PAT se 
4. lJs + lJat 
FIGURA 4.7h 
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CUSTO DO PROCEDIMENTO T2 
• ( 3 ~sel + 2 ~oL + ~AT + 3 ~AC) 
• 
~at + 
f-!Elimina-Aresta 
+ 
13. 
(3~ + 2~ t + ~ ) s a ac 
FIGURA 4.7i 
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SOMA VERTICAL DE OPERAÇÕES NO PROCEDIMENTO GW 
N 
v 
2N + 9N -2N 
a v R 
N 
v 
SN + l2N -2N +N_ 
a v R -L 
7N + 9N 
a v 
- 8N 3 
- 4N 3 
- 2N 3 
- 4N 3 
-25N 3 
FIGURA 4. 8 
• 
- 2 
+ l 
~cpl 
~cp2 
~DL 
~sel 
CAPÍTULO V 
·COMPARAÇÃO DOS l>ffiTODOS 
Devido aos diferentes parâmetros do grafo utiliz~dos na av~ 
liação do número de operações necessário na realização de oada 
um dos métodos, não existe nenhuma comparação conclusiva qwanto 
ao algoritmo que ap~esenta o melhor desempenho. 
5 .l. OS GRAFOS DE FAMÍLIAS AUTO-REPLICANTES 
Em KENNEDY [1976] , algumas familias de _grafos di tos auto-
-replicantes são ut.ilizadas para tornar poss.ível a obtenção de 
um parâmetro único, através do qual podem ser expressos todos os 
outros parâmetros do grafo. Utilizamos aqui seis das sete farol-
lias de grafos apresentadas por Kennedy, que podem ser definidas 
recursivamente da seguinte maneira: 
l. GRAFO CONCHA ( "SEASHELL GRAPH") 
de ordem 1: G1 ~ ({O,f}, {(O,f), (f,O)}, 0) 
de ordem p > 1: Seja G p-1 = (VG 1 , aG 1 , 0) p- p-
cha de ordem p-1. Gp ~ {VGP_1 
u {(0',0), (f,O')}, O'), onde 
um grafo con-
u {0'}, aG 1 p-
O' fJ- VG 1 , e p-
f é o único vértice tal que (f,O) E aGP_ 1 • 
2. GRAFO ESPIRAL { 11 SPIRAL GRAPH") 
de ordem 1: G1 
~ ({O,v,f},{(O,v),(O,f),(v,O),(v,f)}, O) 
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de ordem p>1:Seja G p-1 = (VG 1 , p- aG 1 , O) um grafo es-p-
piral de ordem p-1. G = (VG U (0' f'} p p-1 I I 
aG 1 u {(0',0), (0
1
,.f').,(f,O'),(f,f')},O')., p-
onde O',f' a VG e y- 1' p- f é o único vértice 
em VG 1 que não tem sucessores em G p- p-1 
3. GRAFO BINJ\RIO DE HECHT E ULLMAN ( "HECHT-ULLMAN BINARY GRAPH") 
de ordem 1: G1 = ((O,f},((O,f), (f,O)}, O) 
de ordem p > 1: Sejam GA = (VGA, aGA, DA) e:· GB = (VGB, aGB, OB) 
dois· grafos binários de Hecht e Ullman de ar 
dem p-1, tais que 
u VG G U G u B' a A a B 
VGA n VGB = ~. Gp=(VGA U 
( (fA,OB)' (fB,OA)}' OA) ' 
onde fB são os únicos vértices ori 
gem de p-1 arestas de retorno em GA e em 
GB, respectivamente. 
4. GRAFO CADEIA-DUPLA ("DOUBLE-CHAIN GRAPH") 
de ordem 1: G1 = ({O,f}, ((O,f), (f,O)}, O) 
de ordem p > 1: Seja G l""(VG 1 ,aG 1 ,0) um grafo cadeia-dupla d2 p- p-- p--
ordernp-1. G ::::: (VG lU {0'}, AG 
1
u {(O' ,0), p p- p-
( O, O' ) } , O') , onde O' f/ VG 1 • p-
5. GRAFO LOSANGO ("DIAMOND GRAPH") 
de ordem 1: G1 
= {{O,v
1
,v2 ,f},{(D,v1), (O,v2 ), (v1 ,f) 
(v2 ,f), (f,Ol}, O) 
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de ordem p > 1: Sejam GA = (VGA,aGA,OA) e GB = (VGB, aGB,OB) 
dois grafos losango de ordem p-1, com 
VGA n VG8 = t. Gp = (VGA U VGB U {O,f}, aGAU 
u aG8 u {(O,OA), (0,0 8 ), (fA,f), (f8 ,f) 
(f,O)}, O), onde O,f ~ VGA U VG8 , e fA(f8 ) 
• 
é o único predecessor de OA(OB) em GA(GB). 
6. GRAFO LEQUE ("FAN GRAPH") 
de ordem 1: G1 = ({O,v1 ,v2 J, {(O,v1 J,_ (O,v2 J, 
(v
2
,0J }, O) 
dois grafos leque de ordem p-1, tais que 
VGA n VGB = t• Gp = (VGA U VGB U {O}, aGA 
U aG8 U {(O,OA),(0,08 ),(0A,0),(08 ,0)}, 0) 
onde O ~ VGA U VG8 • 
u 
A figura 5.1 apresenta uma interpretação pictórica dos gra-
fos dessas famílias, c.arn orcem p=l e p=3, enquanto a figura 5.2 
mostra os valores dos parâmetros usados no cálculo ·aos cus-tos 
dos procedimentos, em função da ordem p. 
Intuitivamente, a ordem p corresponde ao maior nível de 
encaixamento de malhas no programa, e ao número de grafos suces-
sivarnente derivados pelo método dos intervalos a partir do grafo 
original até a obtenção do grafo trivial. Sabe-se que o nível de 
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GRAFOS DE FAMlLIAS AUTO-REPLICNnES DE ORDEM p ~ 1 
GRAFO ESPIRAL 
GRAFO CONCHA 
• 
GRAFO BINÁRIO GRAFO CADEIA-DUPLA 
GRAFO LOSANGO GRAFO LEQUE 
o 
f 
FIGURA S.la 
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GRAFOS DE FAMILIAS AUTO-REPLICANTES DE ORDEM p ~ 3 
GRAFO BINÃRJO 
GRAFO CONCHA 
GRAFO ESPIRAL 
GRAFO CADEIA-DUPLA 
FIGURA S.lb 
• 
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GRAFO LOSANGO 
• 
GRAFO LEQUE 
FIGUfu"'\ 5 .lc 
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VALOR DOS PARAMETROS PARA OS GRAFOS DE FAM1LIA AUTO-REPLICANTE 
CONCHA ·-ESPIRAL BINÁRIO . CADEIA- LOSANGO LEQUE 
-DUPLA 
N p+l 2p+l 
v 
2. 2p-l p+l 6.2p-1-2 4.2P 1-1 
2p 4p 4.2"-~-2 2p p-". 8.2P-"-4 N lO. 2 -5 
a 
NL o o o o o o 
NR p p 
2p-~ p 2.2P-"-1 2. 2p-L_l 
d l p l p l p 
Nl l l p l l 2 
. 
N2 l 2 l l 2 2 
N3 {l SE p-1 {; SE p~l 2p-l l {: SE p~l 2 2 SE p>l SE p>l SE p>l 
N4 p p 2.2p-l_l p 2.2p-l_l 4.2p-l_2 
N5 3p-l 4p-2 4.2p-l_2 2p l0.2p-l_6 6.2P 1_3 
N6 3p-l 5p-3 5.2p-l_3 2p l2.2p-l_7 8.2p-l_4 
N7 p p 2
p-l p 4.2p-l_2 4.2p-l_2 
N8 p 2p+l . 2.2p-l_l p 6 .2p-l_3 4.2P 1_2 
N9 4 (p-1) 2p-l 2p-l 2 SE p~l 6 .2P-1-4 p 
G::f""J.cs SE p> l 
NlO 2 (p-1) 4 (p-1) 2. 2P-
1
-z 2p-2 5.2p-l_5 4. 2p-l_4 
Nll p-1 2 (p-1) 2p-l_l p-1 3.2p-l_3 z.zP- 1-2 
N12 p p 2 
p-1 p 2.2p-l_l 2.2p-l_l 
Nl3 l l 
zP-1 l 2p-l 2.2p-l 
Nl4 {o SE rrl {o 'SE p~l 2p-l_l ro SE IFl {o SEp~l r SE p~ 
l SE p>l l SE p>l l SE p> 2p-l SE p>l zP-l SE p> 
l 
l 
Figura 5.2 
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encaixarrento de malhas num programa tende a ser pequeno, e KNUTH 
[197~ observou que de 50 programas escritos em FORTRAN, todos 
tinham no máximo 6 grafos sucessivamente derivados, e em média 
2,75. Dessa maneira, valores pequenos de p devem merecer con-
sideração especial. 
5.2. COMPARAÇÃO DOS METODOS PARA GRAFOS DE FAMILIAS 
AUTO-REPLICANTES 
Os resultados obtidos na comparação do método iterativo com 
o método dos intervalos em KENNEDY [1976] parecem indicar que o 
método dos intervalos e mais eficiente. Entretanto, na constru-
ção do grafo de fluxo de controle daquela comparação, cada -ver-
tice representa um "bloco estendido 11 que equivale a uma árvore 
de blocos como definidos neste texto. Acreditamos que o argumen-
to apresentado quanto à redução do tamanho do problema pela uti-
lização de tais blocos estendidos não é válido, uma vez que para 
diferentes sucessores v de um vértice u no grafo assim form~ 
do, X e potencialmente diferente, e esses diferentes valores 
uv 
precisam ser calculados, num processo similar a uma redução do 
grafo original a um grafo derivado, que envolve, entre outras , 
operações com vetores de bits, que foram desconsideradas. Também 
as operações de atribuição sobre vetores de bits, que tomam tem-
po proporcional ao tamanho do universo do problema, -nao foram 
avaliadas, assim como as operaçÕes que não manipulam diretamente 
• 
i 
I 
' 
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aqueles vetores. Nessa seçao, essa avaliação será feita, consid~ 
rando que os vértices dos grafos representam blocos, como descri 
tos no capitulo 1. 
-Utilizando a tabela da figura 5.2 e as equaçoes apresenta-
das ao final dos capítulos 2, 3 e 4, que definem o número de ope 
. -
raçoes básicas efetuadas pelos procedimentos HU, CA e GW, res-
pectivamente, em função de parâmetros do grafo G dado, pode-se 
construir tabelas com o número de operações necessâri.as aos três 
procedimentos para grafos de cada uma das famílias auto-replic~ 
tes, em função apenas da , ordem p do grafo_ G. o exemplo de 
urna tabela desse tipo para os grafos concha pode ser visto na 
figura 5.3. 
' Ainda com uma tabela assim, um confronto direto dos proced~ 
mentes é dificultado pela ocorrência de diÍerentes tipos de ope-
ração. Associando-se a cada operação básica um custo relativo 
(tomado sem rigor, porém com base em um computador típico), é 
possível obter uma eguaçao única de custo para cada procedimento 
quando aplicado a um grafo de uma dada Íamília. (Os custos rela-
tivos das operações básicas são apresentados no apêndice 2.) Es-
sa equação de custo compÕe-se de duas parcelas, uma reÍerente às 
operaçoes sobre vetores de bits, e outra referente àsdemais ope-
rações. A Íigura 5.4 mostra as equações obtidas, nas quais o va-
lar de 9 representa uma relação entre o tamanho do universo con-
siderado e o tamanho da palavra de. memória do computador. 
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ÇUSTO DOS ALGORITMOS PARA L~ ~~O CONCHA 
ALGORITMO HU ALGORITMO CA llGORITMO GW 
(SE P"1) 
"ac 
65p + 7 54,Sp2 + 74,5p-2 27Sp - 81 (+31) 
' 
"Ac 33p - 5 
2 16p + 12p . 3lp - 26 
i 
(+8) 
9p 2 ll,Sp 37p - 11 I (+4) "ar + 1 9 ,Sp + 
' 
44p + 8 2 52p-l 20Sp - 50 i (+21) "at 3lp + I 
"AT 19p - 1 12p
2 + 12p-2 9p - 6 I (+2) . 
"c 
17p + 5 16p2 + 29p+l 68p - 16 
I 
( + 7} 
"c 
3p 
' 
"cp1 p + 1 2p Sp -
3p - 1 -
"cp2 --
% 14p + 4 13p
2 
+ 13p+7 i 52p 
- 14 (+6) 
' 
' 
. 
"a1 -- p+1 
' 
~OL 12p - 3 S,Sp2 + S,Sp ' 16p - 14 (+4) 
"rp p + 1 2p Bp - 1 -
"· 
40p + 5 3Sp2 + 39p-5 114p - 16 ( + 7) 
llsel 20p - 6 24p
2 + 26p 129p - 71 (+25) 
FIGURA 5.3 
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CUSTO DOS PROCEDIMENTOS PARA UM GRAFO DE FAM!LIA AUTO-REPLICANTE DE ORDEM p 
HU: (1087p + 2 44) + (307p - 44) 8 
CONCHA CA: (823p2 +' 1377p-7) + 2 (15.5,5p + !35 ,sp-SJ e 
GW: (5177p + 1344) + (27lp - 224) e (+(457+689) SE p = 1) • 
HU: {352p 2 + 1813p + 163) + (202p2 + 393p - 25)6 
ESPIRAL CA: (1626p2 + 164lp - 39) + (27lp2 + 289p - 8) e 
GW: (8588p - 3966) + (532p - 428) 8 (+(914 + 1368) SE p = 1) 
HU: {2174.2p-l - 132p - 711) + (614.2p- 1 - 57p - 294)6 
BINÂRIO CA' (5488.2p-l - 574p - 2721) + (1096.2p-1 - 265p- 548)8 
GW: (8622.2p-1 - 914p - 3418) + {532.2p-l - l36p - 2Bll e 
HU: (176p 2 + 902p + 253) + (10lp2 + 187p - 25) e 
CADEIA-
(813p2 2 CA' + 1419p - 39) + (135,5p + 155,5p - 8) 8 
-DUPLA 
GW: (3877p + 413) + (203p - as> e 
HU: (5956.2p-l - 2729) + 17.28.2p-l - 90BJ e 
LOSANGO CA: (l4550.2p-l - 3269p - 7334) + (2550.2p-l - 622p - 132 JJ e 
GW: (21430.2p-l - 13422) + (1258.2p-l- 1057)9 (+(914 + 1369) SE p=1) 
HU: [c 704p + 3644) .zp-l- 3B9p- 16571 + [c 404p+824J . 2p-l_ 240p- 4751 e 
LEQUE CA' (10692 .2p-l - 2098p - 5 385) + (1856 .2p-l- 448p - 936)8 
GW: {l3758.2p-l - 6915) + (792.2p-l- 552)8 
FIGURA 5.4 
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Nas figuras 5.5 e 5.6 sao tabelados os valores das duas pa~ 
celas quando p < 6. 
CONSIDERAÇÕES ACERCA DE OPERAÇaES SOBRE VETORES DE BITS 
-Com base nas equaçoes de custo dos procedimentos para os 
grafos de famílias auto-replicantes, pode-se verificar que, para 
valores grandes de p, o custo de operações sobre vetores de bits 
e sempre menor para o procedimento GW que para os demais. Para o 
-procedimento HU, esse custo é maior que para o procedimento CA 
em apenas uma das famílias. Considerando valores de p 2 6 {fig~ 
ra 5.5), todas essas relações se mantêm, com exceçao apenas para 
o grafo espiral com p = 1 e para o grafo losango com p = 1 e 2, 
quando o procedimento HU apresenta um custo maior que o prece-
dimento CA. 
OPERAÇÕES INDEPENDENTES DO TAMANHO DO UNIVERSO 
-As operaçoes que nao manipulam os vetores de bits sao impoE 
tantes porque são um indicativo de "overhead" necessário para 
implementar cada algoritmo e espelham de certa Íorma a complexi-
dade das estruturas de dados. 
As equações obtidas para os graÍos das ÍaiDÍlias auto~repli-
cantes indicam que quando p é grande, o procedimento HU apr~ 
senta um custo menor que os demais em três das ÍaiDÍlias, tendo 
• 
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CUSTO RELATIVO A OPERAÇ0ES SOBRE VETORES DE BITS (6) 
GRAFO CONCHA GRAFO ESPIRAL 
p HU CA GW p HU CA GW 
l 263 283 115 l 570 552 I 240 
2 570 885 318 2 1. 569 1. 654 ! 636 
3 877 1. 798 589 3 2. 972 3.298 1.16 8 
4 1.184 3,02:2 860 4 4. 779 5. 484 1. 700 
5 1.491. 4.557 1.131 5 6.990 8. 212 2,232 
' 
1. 798 6.403 1.402 
' 
9.605 11.482 I 2. 764 
GRAFO BINÂRIO GRAFO CADEIA-DUPLA 
p HU CA I GW p HU CA. I GW 
1 263 I 283 115 1 263 283 I 115 
2 820 I 1.114 511 2 753 845 318 
3 1. 991 3.041 1. 4 39 3 1. 445 1. 678 521 
4 4.390 7.160 3.431 4 2. 339 2. 782 724 
5 9. 245 15.663 7.551 5 3.435 4,157 
"' 
' 
19.012 32.934 15.927 6 4. 733 5.803 1..130 
GRAFO LOSJ\NGO GRAFO LEQUE 
p HU CA GW p HU CA GW 
1 
'" 
605 337 1 
"' 
472 240 
2 2.548 2.533 1.459 2 2. 309 l. 8'80 1. 032 
3 6.004 I 7.011 3. 975 3 6. 949 5.144 I 2.616 
4 12.916 16.589 9,007 4 18.085 12.120 5. 784 
I ' 5 26,740 36,367 l'L 071 5 43.829 26.520 12 ,120 
' 
54.388 76.545 39.199 6 102.021 55.768 24.792 
FIGURA 5.5 
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um custo maior que o procedimento GW em outras duas, e sendo 
o de maior custo para a família de grafos leque, que e a única 
familia de grafos para a qual o procedimento CA é melhor que 
os demais. Ainda para valores grandes de p, o procedimento CA 
tem desempenho pior que os outros dois para três das "famílias. 
• 
Já para valores de p 2 6 (figura 5.6), o procedimento HU 
apresenta um custo relativo menor que os outros dois em todas as 
famílias, e o procedimento CA só apresenta um custo maior que 
o procedimento GW em três das faJTÚlias quando p = 5 ou p = 6, 
e para duas delas quando p = 4. 
5.3. CONSIDERAÇÕES GERAIS 
Em resumo, usando como referência os grafos de famílias au-
to-replicantes, pode-se dizer que o procedimento HU apresenta 
menor custo de "overhead'', e que o procedimento GW -e o mais 
eficiente em termos de operações sobre vetores de bits. Cabe 
lembrar aqui, entretanto, que esses resultados não podem ser es-
tendidos diretamente para um grafo qualquer. 
Como observações de caráter geral, pode-se dizer que na av~ 
liação do método iterativo foi utilizada a pior situação de pro-
pagação de dados no grafo. Esse limite é, porém, atingível. No 
caso dos intervalos foi efetuada uma estimativa real. Em ambos, 
o pior caso toma tempo quadrático no tamanho do grafo. 
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CUSTO RELATIVO A OPERAÇ0ES INDEPENDENTES DO TAMANHO DO UNIVERSO 
GRAFO CONCHA GRAFO ESPIRAL 
p HU CA GW p HU CA GW 
1 1.331 2.193 4.290 1 I 2. 328 I 3. 228 5.536 I 
2 2.418 6 .039 I 9. 010 2 i 5.197 9. 747 13.210 
J 3.505 11.531 14.187 J 8. 770 19.518 21.798 
• 4. 592 18.669 19. 364 4 I 13.047 32.541 30.386 
5 5 .6 79 27.453 24.541 5 I 18.028 48.816 38.974 
' 
6. 766 37.883 29.718 6 
I 23.713 68.343 47.562 
' 
. 
GRAFO EINARIO GRAFO CADEIA-DUPLA 
p HU I CA GW p I HU CA I GH 
1 1. 331 I 2.193 4.290 1 1.331 2.193 4.290 
2 3.373 I 7.107 11.99 8 2 I 2. 761 6.051 8.167 
3 7.589 I 17.509 28.328 3 4.543 11.535 12.044 
• 16.153 I 38.887 61.902 4 I 6.677 18.645 15.921 
5 33.413 I 82.217 129.964 5 I 9 .163 27.381 19.798 
I ' ' 68.065 169.451 267.002 6 12.001 37.743 23.675 
GRAFO LOSANGO GRAFO LEQUE 
p 
"" I CA GH p HU CA I GW 
1 ],227 3.947 8.922 1 2. 302 3.209 6.843 
2 9.183 I 15.228 29.438 ' 7.669 11.803 I 20.601 
3 21.{195 I 41,059 72.298 J 20.200 31.089 -18.117 I 
• H.919 I 95.990 158.018 • I 48.467 n. 759 103.149 
5 92.567 I 209.121 329.458 5 111.022 155.197 213.213 i 
' 
187.863 438.652 672.138 6 247.785 324-171 433.341 
FIGURA 5.6 
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Para o número de transformações T2 executadas na redução 
das regiÕes fortemente conexas do procedimento GW, que foi des-
cri to neste trabalho como (N 6 - N7), existem dois limites supe-
riores apresentados em GRAHAM [1976] , que em geral são bem maio-
res que os números reais: O{N log N) e 
a a 
N + 
a 
E f(u,G)- E g(r,G), 
uEVG rERG • 
onde VR(u,G) é conjunto dos vértices da região R com raiz u 
em G, f(u,G) = I { (v,w) E aGI v E VR(u,G) e w <; VR(u,G)} I, RG = 
= {v E VG J existe uma aresta de retorno (u,v) em AG}, e g(r,G) = 
j{(r,v) E aG}]. 
Intuitivamente, a função f(u,G) conta as arestas cuja ori-
gern pertence aos vértices da região -com raiz u em G, mas .o 
destino não está nesse conjunto, o que corresponde a possibiljd~ 
des de saída das malhas do programa, e a função g(r,G) conta os 
sucessores de um vértice r que é raiz de região. 
• COMENTÂRIOS FINAIS 
Certamente cada um dos métodos discutidos tem importância 
considerável. O algoritmo HU pela sua extrema simplicidade e 
também pela generalidade, manipulando grafos irredutíveis sem es 
forças adicionais (requeridos pelos outros métodos). O algoritmo 
CA representa um primeiro avanço no sentido de orientar a -ana-
lise pela forma do grafo, e dividir o problema em outros menores. 
E o algoritmo GW refina a consideração a forma, procurando 
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adaptar o trajeto da análise a partir das malhas mais internas 
até as mais externas, sem no entanto tomar tempo quadrático (o 
algoritmo GW para programas sem saídas múltiplas de malhas e 
linear) . 
Para procedimentos escritos em uma linguagem estruturada,e~ 
• 
sa 11 consideração à forma" pode ser feita de maneira nat.i.lral, pe-
la análise estruturada de fluxo-·de dados, que explora as estrut~ 
ras de controle da linguagem (KOWALTOWSKI [1984], ROSEN [1977] 
' 
SHARIR [19 80] ) , 
APllNDICE l 
'TABELA DE PARÂHETROS DO GRAFO 
PARÂMETRO N!MERO (DE ) 
vértices do grafo • 
arestas do grafo • 
laços do grafo . 
vértices destinos de arestas de retorno (número de 
regiÕes). 
d máximo de arestas de retorno num caminho do grafo. 
predecessores de n
0 
sucessores de 
sucessores v de n , v f n , no grafo 
o o 
acíclico 
resultante de todas as reduções ae regiCes no grafo G. 
arestas de retorno. 
total de vértices em todas as regiões. 
total de arestas em todas as regiões menos laços 
que não estão nas raízes. 
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arestas que saem de todas as raízes para vért.i-
ces na sua própria região. 
arestas no grafo acíclico resultante de todas as 
reduÇões de regiÕes no grafo G, que não são laços. 
sucessores de raizes de intervalos ,incluindo n •• 
o 
arestas entre vértices de intervalos distintos. 
predecessores de cada raiz rfn
0 
no "primeiro" in 
tervalo predecessor de I(r). 
vértices destino de arestas de retorno ou laços. 
predecessores de cada raiz rfn
0 
no seu próprio 
intervalo, incluindo laços. 
raízes de intervalo r '=In que têm predecesso -
o 
res no seu próprio intervalo. 
AP>:NDICE 2 
AS OPERAÇÕES BÂSICAS E SEUS CUSTOS RELATIVOS 
• 
uac acesso a memória, ou seja uma transferência da memória p~ 
ra um registrador. Custo relativo S. 
~ar aritmét·ica, como soma ·ou subtração, sem incluír acessos 
à memória e deixando o resultado num,registrador. Custo 
relativo S. 
uat atribuição, ou transferência de um registrador para a me-
mória. Custo relativo 4. 
~av avanço em lista, que corresponde a p := p·próximo. Seu 
custo nas somas verticais é substituído por (u +u t+~ 1l. ac a se 
uc comparação do tipo =, t, >, <, ~ , ~~ sem incluir aces-
sos à memória. Custo relativo 2. 
chamada de Erocedimento com i parâmetros, incluindo sal 
varnento de contexto (registradores de indice e de base, 
acumulador e 11 flags") e desvio, além da passagem dos par~ 
metros. custo relativo u 1 = 80, u 2 = 90. cp cp 
~esvio na seqüência de execução das instruções. Custo 
relativo 4. 
uol Qperaçao lógica do tipo A ou v. Custo relativo 2. 
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~rp retorno de Erocedimento, incluindo a restauração do con-
texto e desvio. Custo relativo 71. 
~s ~ubscrição, incluindo o acesso ao valor do subscrito além 
da alteração do .en~ereço propriamente dito. Custo relati-
vo 5. 
• 
).lsel seleção de campo, incluindo o.acesso ao valor do desloca-
menta referente ao campo selecionado, além da alteração de 
endereço propriamente dita. Custo relativo 5. 
As operaçoes sobre vetores de bits (Jl Jl )l Jl ) têm, em AC' AT' C' OL 
geral, custo relativo igual ao custo das operações sobre variá-
veis simples, multiplicada pelo número de palavras de memóría 
ocupadas pelo universo considerado, que no texto foi representa-
do por 8. Exceção é feita à operação Jl L' que por ser irnplemen o -
tada através de uma instrução diferente de ~ol' tem custo rela-
tivo 58. 
APllNDICE 3 
IMPLEllliNTAÇÕES TÍPICAS E CUSTOS DE PROCEDIMENTOS SIMPLES 
• 
Em todos os procedimentos, supoe-se que ·foram declaradas 
estruturas de dados convenientes. 
Um trecho de procedimento usado por todas as rotinas de in-
clusão em lista, denominado GERA, e respons~yel pela alocação de 
espaço, pode ser traduzido por: 
procedimerito Gera (p) 
se {topo + tam) < lim 
então [ :opo := topo := topo + tam 
senao ERRO 
que, considerando a nao ocorrência de erro, apresenta ·um custo 
de' (6~ + 2~ + 2~ t + ~c + ~d). ac ar a 
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• PROCEDIMENTO USADO NO CAPITULO II 
procedimento Inclui(lista, v) 
Gera (p) 
p·vértice := v 
p·próxirno := lista • 
lista := p 
Custo associado: (9v + 2p + Su t + p + v + 2v 1 ) ac ar a c d se 
• PROCEDIMENTOS USADOS NO CAPITULO III 
procedimento Inclui-Vértice(lista, v) 
Gera (p) 
p·vértice := v 
p-prõxirno := lista 
lista :~ p 
Custo associado: (9p + 2u + Sp t + v + ud + 2~ 1 l ac ar a c se 
procedimento Retira-Vértice (lista, v) 
lista-vértice 
lista-próximo 
Custo associado: (2p + 2p t + 2~ 1 l ac a se 
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procedimento Inclui-Aresta (lista, v, K, a) 
Gera (p) 
p-destino := v 
p·k 
P•C 
:= K. 
:= a 
p.próximo := lista 
lista := p 
custo associado: (91Jac + 2JJAC + 211ar + 5]Jat + 21JAT + J.lc + 
+ ~d + 4 ~sel) 
procedimento Retira-Aresta (lista, (v, K, a)) 
v := lista·destino 
K := lista·k 
a := lista·c 
lista := lista-próximo 
• 
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• PROCEDIMENTOS USADOS NO CAP1TULO IV 
procedimento Inclui(lista, (v, loc)) 
Gera (p) 
p-vértice :== v 
p.localiza := loc • 
p·próxirno := lista 
lista := p 
procedimento Inclui-G(lista, (v, c, K)) 
C-era (p) 
p.destino := v 
p-c := c 
p·k := K 
lista·predec ·- p .
p.próximo := lista 
p·predec := nil 
lista := p 
Custo associado: (10')1 + 2y C + 2]J + 5JJ t + 2~AT + Jl + lld + 6~ 1 l ac A ar a c se 
- 152 -
procedimento Elimina-Aresta(loc) 
se loc.predec = nil 
então 6 [v] := loc-próximo 
se loc.próximo f nil 
então loc-próximo-predec := nil 
senão loc-predec.próximo := loc.próximo 
se loc.próximo ~ nil 
então loc.próximo-predec := loç.predec /*"PIOR CASO *I 
Custo associado: (4~ + 2-w t + 21-1 + Jld + 8~ 1 l ac a c se 
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