In this paper, we propose a method for automatically annotating slide images from colorectal tissue samples. Our objective is to segment glandular epithelium in histological images from tissue slides submitted to different staining techniques, including usual haematoxylin-eosin (H&E) as well as immunohistochemistry (IHC). The proposed method makes use of Deep Learning and is based on a new convolutional network architecture. Our method achieves better performances than the state of the art on the H&E images of the GlaS challenge contest, whereas it uses only the haematoxylin colour channel extracted by colour deconvolution from the RGB images in order to extend its applicability to IHC. The network only needs to be fine-tuned on a small number of additional examples to be accurate on a new IHC dataset. Our approach also includes a new method of data augmentation to achieve good generalisation when working with different experimental conditions and different IHC markers. We show that our methodology enables to automate the compartmentalisation of the IHC biomarker analysis, results concurring highly with manual annotations.
Introduction
Immunohistochemistry (IHC) is an efficient and routinely used technique to localise a specific antigen in a tissue sample and its cell components. This staining technique is commonly employed for diagnostic and prognostic purposes in histopathology as well as for biomarker validation in clinical research. Whole slide scanning and image analysis tools now enable to objectively and quantitatively evaluate IHC biomarkers in a whole tissue slide or a specific region of interest delineated by a pathologist. Compartmentalising the quantitative evaluation of IHC biomarkers in a specific histological structure, such as glandular epithelium in colorectal, breast or prostatic lesions, is often required in histopathology to provide more relevant and informative measurements for clinical research, as evidenced by Verset et al. (2013 Verset et al. ( , 2015 . For this purpose, pathol- * Corresponding author at: DIAPath, Center for Microscopy and Molecular Imaging, Université Libre de Bruxelles (ULB), CPI 305/1, Rue Adrienne Bolland, 8, 6041 Gosselies, Belgium.
E-mail addresses: yveycke@ulb.ac.be (Y.-R. Van Eycke), cdecaes@ulb.ac.be (C. Decaestecker). ogists have to annotate thousands of structures present in histological slide series, a long, tedious and potentially biased task that would greatly benefit from automation. Through different public challenges, such as GLaS (2015) , CAMELYON16 (2016) , TUPAC16 (2016) and CAMELYON17 (2017) , deep learning approaches recently demonstrated their efficiency to automatize such annotation tasks performed on haematoxylin-eosin (H&E)-stained slides in the context of computer-aided diagnosis as shown in CAMELYON16 (2016) , CAMELYON17 (2017) and Sirinukunwattana et al. (2017) . In the present work, we propose a new method, also based on deep learning, for automatically annotating glandular epithelium in colorectal tissue samples. Regarding the state-of-the-art, we designed our method to be more generic, i.e. to be applicable on H&E as well as any IHC staining. To validate our method and to compare its performance with the state of the art, we first used the public data set provided by the GlaS challenge and based on H&E staining. Secondly, to apply our method in the context of IHC staining, we created a second dataset in our lab by making use of tissue microarray slides that we submitted to IHC to reveal the expression of different antigens on colorectal tumour samples. An expert manually annotated the whole slide images to delineate the glandular epithelium. Using Lin's concordance correlation score we analysed the concordance between a quantification made on the expert annotations and that obtained on the automatic annotations. In addition to be efficient in terms of segmentation, our approach aims to be sufficiently fast to enable its use on large series of whole slide images with a typical size of 1 gigapixel (at 20 × magnification), such as those that we generally use for IHC biomarker quantification.
Previous work and novel contributions
The automated delineation of histological structures, such as glandular tissue, in tissue slide images is a problem that was first raised in by Doyle et al. (2007) and Naik et al. (2008) . These first methods relied exclusively on handcrafted image characteristics and conventional supervised machine learning methods. Later on, graph-based approaches were used in supervised ( Altunbay et al., 2010; Tosun and Gunduz-Demir, 2011 ) and unsupervised methods ( Simsek et al., 2012 ) . These approaches have the advantage of taking into account the positioning of the various structures in relation to each other within the tissue. Similarly, Olgun et al. (2014) proposed a method based on "local object pattern" in order to take into account the neighbourhood of each object detected. By 2015, Sirinukunwattana et al. (2015) proposed a method using a Monte Carlo simulation to more accurately detect the glands. During this same year we saw a huge increase in the number of methods using Deep Learning, especially on the occasion of the GlaS Challenge Contest where 106 teams proposed methods for gland segmentation ( Sirinukunwattana et al., 2017 ) . Chen et al. (2017) presented the most effective methods at that time as DCAN. This deep convolutional network uses a network inspired by the "VGG" architecture proposed by Simonyan and Zisserman (2014) and for which particular care was taken for edge detection in order to separate the different glandular structures. U-Net from Ronneberger et al. (2015) , which was proven efficient on other medical image segmentation problems, also yielded very good results in the GlaS Challenge Contest. Likewise, the ExB team proposed a network composed of two branches, one, deep and working on a local part of the image, and the other, shallower, working on larger image areas ( Sirinukunwattana et al., 2017 ) . More recently, Xu et al. (2017b) proposed a deep learning method, which was the most accurate at the moment of its publication on the data used in the GlaS segmentation challenge. This method makes use of an additional channel to detect a bounding box around objects in addition to the two channels used by DCAN to segment the edges of objects and the objects themselves. In contrast to DCAN, each of these channels is the output of a particular convolutional network. Using as inputs the information provided by the three channels, an additional convolutional network is then required to produce the final segmentation. All the introduced changes resulted in a wider and deeper network than DCAN.
To solve image-related problems deep learning usually uses data augmentation in order to avoid overfitting and to increase generalizability and robustness with respect to spatial and colour variations. In the context of histological image processing, current practices often focus on geometric variations applied to the training images, such as affine transformation (e.g., flip, rotation and translation) and blurring, in order to make the model invariant for these transforms ( Sirinukunwattana et al., 2017 ) . Recently, Xu et al. (2017b) show that the additional use of elastic transformations is beneficial for gland instance segmentation. Colour augmentation is also investigated to take into account stain variations. It usually consists in random transformations applied in the RGB or HSV colour space (see e.g., Sirinukunwattana et al., 2016; Sirinukunwattana et al., 2017; Lafarge et al., 2017 ) or on principal components ( Xu et al., 2017a; Mishra et al., 2017 ) . It should be noted that random variations in the RGB space should be small to prevent from producing aberrant colours out of the range of the H&E or IHC histological staining. Concerning principal components, studies on colour normalisation show that the principal components do not provide an appropriate representation of the colour space for H&E ( Rabinovich et al., 2004 ) and IHC staining ( Van Eycke et al., 2017 ) . Furthermore, the colour alterations proposed in previous studies are generally based on linear transformations applied to the whole image without specifically targeting the stained tissue. As detailed below ( Section 3.2.2 ), studies on colour normalisation suggest more realistic ways to alter the colours of histological images. Alternatively to colour augmentation, image preprocessing for colour normalisation is applied using simple techniques like in Xu et al. (2017b) using per channel zero mean or more complex ones like proposed by Ciompi et al. (2017) .
All the previous works on histological structure segmentation mentioned above were designed to work with H&E staining only. Our first contribution aims to increase the application field by developing a more generic method that applies directly to H&E and IHC staining using haematoxylin (HEM) for tissue counterstaining, regardless of the targeted protein expression and the used chromogen. This contribution includes a new method of realistic data augmentation, which was developed to tackle the issue of stain and acquisition variability. Our second contribution is a new network architecture, which integrates the efficient properties proposed in three methods, namely DCAN , U-Net ( Ronneberger et al., 2015 ) and the identity mappings proposed by He et al. (2016a,b) in the Residual Neural Network architectures. In addition, the resulting network was adapted to be much less resource intensive than the state of the art ( Xu et al., 2017b ) by paying special attention to merge the layers that can be, while aiming to be more accurate than DCAN and U-Net. The third contribution consists in a quantitative comparison of compartmentalised characterisation of IHC staining carried out on the basis of manual vs. automatic segmentation. Fig. 1 shows the fully convolutional network that we implemented where two parts can be distinguished. The upper part carries out pixel classification. It allows the network to extract information related to the 2D structure of the input data, while the lower part propagates and combines the information obtained at increasing levels in the upper part. The input resolution of 480 × 480 pixels was chosen because it can easily be divided by powers of 2 (for the successive network layers) while being large enough to cover most of the areas of the GlaS challenge images with reasonable memory consumption. If the input image is smaller than 480 × 480 pixels (e.g. after random crops carried out in the data augmentation process, see below), the image is padded by reflecting the borders. Each convolutional layer in the network, including those in the residual units, uses 3 by 3 kernels with the stride equal to 1, except the very first layer which uses a 7 by 7 kernel. A Rectified Linear Unit layer (ReLu) follows each convolutional layers, except the last two ones which are followed by a softmax unit layer. Each max-pooling layer uses 2 by 2 kernels with a stride equal to two. The residual units are those proposed by He et al. (2016b) .
Methods

Network architecture
The upper part is composed mainly of max-pooling layers and residual units. The deepest layers of this part contain more accurate information at the expense of spatial resolution. This part of the network is very close to the architecture proposed in the VGG architecture ( Simonyan and Zisserman, 2014 ) except for the inclu- sion of residual units. These units avoid the problem of vanishing gradient descent and thus allow us to propose a network that is much deeper than those proposed in DCAN and U-Net, i.e. 25 convolutional layers solely in the upper part of the network. The upper part of our network can also be seen as a simplified version of the Residual Network proposed by He et al. (2016a) but with the residual units they introduced later ( He et al., 2016b ) .
Contrary to the other networks that use 3 colour channels to process H&E staining images, our network has only one input channel corresponding to blue HEM extracted from the RGB images by colour deconvolution, using colour vectors set according to Ruifrok et al. (2001) , as detailed in Section 3.2.2 below. Focusing on HEM, which is common to both H&E and IHC staining, thus enables us to make the network invariant to any staining component additional to HEM (eosin in H&E or any chromogen, such as DAB, in IHC) and thus to any IHC target. One challenging task for the method developed in this study is therefore to identify glandular structures using the HEM channel only.
The lower part of the network is inspired by DCAN and combines four channels that have their source at different information levels provided by the upper part. Each channel starts with a transposed convolution whose kernel size is chosen so that the spatial resolution of the resulting feature map corresponds to the spatial resolution of the original image. In DCAN the set of channels coming from the upper part are duplicated in order to output two different segmentation masks, one for objects and one for contours. In our architecture the four paths are first concatenated and a series of residual units then reduce the number of features (from 128 to 16). The network finally separates into two parts, both composed of a 1 by 1 convolution and a softmax function as activation. In the first channel, the gland edges are segmented while in the second, the complete glandular objects are segmented. As already shown with DCAN , this double segmentation has the advantage of allowing a better separation of the individual objects. By comparison, the method of Xu et al. (2017b) uses different networks that are trained independently for different segmentation tasks before being combined using an additional network. Our architecture has the advantage to be common for the two segmentation tasks up to the output layers and thus computationally thrifty. In addition, during training, the errors in edge segmentation impact the common network parameters and thus contribute to improving object segmentation (see Section 3.2.3 ).
Training
Optimisation algorithm
Training is done using Adam (Adaptive Moment Estimation, proposed by Kingma and Ba (2014) ) as optimiser with a learning rate set to 0.0 0 03 and mini-batches of size 2. We kept the default values proposed by the authors for the other parameters (i.e., β 1 = 0 . 9 , β 2 = 0 . 999 and = 10 −8 ). The mini-batch size resulted from hardware limitations whereas the learning rate was chosen empirically. The configuration of the computer we used is given in Supplementary materials E .
Realistic data augmentation
For training, we heavily rely on data augmentation for two reasons. First because only very small data sets are available for our application. Second because it enables us to develop a robust and generalizable method with respect to different staining and acquisition conditions. To this end, we propose a data augmentation methodology able to mimic the physical reality encountered in the specific context of our application. This method is divided into 4 stages involving random crops, deformations at the tissue level (using rotations and elastic transformations) and transformations at both the staining and the acquisition levels. We first crop a random image area of 480 × 480 pixels as our network is optimised for this input size. To transform the staining at colour and intensity levels, we mimic the staining variations that we previously observed and quantitatively characterised between different IHC staining batches in a series of IHC experiments targeting five different proteins expressed in different tissue types ( Van Eycke et al., 2017 ) . These variations were characterized at the level of the colour vectors representative of the standard IHC stains (i.e. DAB and HEM). An adaptive colour decomposition method was used to extract the colour vectors characterizing each IHC batch. The inter-batch variations concerned both the vector directions and the distribution of the OD values. In terms of the HEM vector direction, we observed small variations similar to those shown in Fig. 2 a. After matching the colour vectors representative of different IHC batches, we also evidenced nonlinear deformations of the deconvoluted OD value distribution in the realistic case where different lots of reagents were used between the IHC batches. We were able to correct these deformations using B-spline regression on quantile-quantile plots ( Van Eycke et al., 2017 ) . Similar variations were reported for the colour vectors representative of the H&E staining (e.g. see Macenko et al., 2009; Khan et al., 2014 ) . Our colour augmentation method aims to simulate all these variations. In fact, the proposed method reverses the normalisation technique that we developed to correct staining variations ( Van Eycke et al., 2017 ) . Our approach is thus based on alterations of the colour vectors extracted by colour deconvolution with the aim to introduce realistic variations in terms of staining. As our network only uses the HEM channel, we only process this one to alter the colour and the intensity of this stain.
In the present study, the original colour vectors are defined according to Ruifrok et al. (2001) . Two specific deconvolution matrices are used for H&E and IHC staining (see Supplementary materials A ). The first two transposed vectors (i.e. lines in the matrices) are the specific colour vectors of the staining, the first one corresponding to HEM in both cases and the second to eosin (A.1) or DAB (A.2), respectively. The third vector is the cross-product of the two others. Unlike what we previously developed for image normalization ( Van Eycke et al., 2017 ) , a perfect matching between the used colour vectors and the colours of the processed image is not necessary since they will be modified by our colour augmentation methodology.
To generate modified HEM vectors, we pick two angles: the first one, g , according to a Gaussian distribution centred on the origin We then map the initial quantile distributions to the new one using B-spline regression that we then apply on all the pixel OD of the image ( Van Eycke et al., 2017 ) . All the parameter values were experimentally chosen, with visual controls of the results, to mimic the variations previously observed ( Van Eycke et al., 2017 ) .
Elastic deformations followed by random rotations are also used to produce morphological variations that aim to mimic the deformations observed in the glandular structures of colorectal cancers. To this end, we create a grid with a random number of meshes according to a uniform distribution between [1, 10[. We then distort each mesh randomly around its origin according to a 2D Gaussian distribution ( σ = 15 pixels in each direction). The pixels are then mapped according to the grid using cubic splines for the interpolation of the coordinates. The tissue deformation so implemented is similar to the one proposed for U-Net ( Ronneberger et al., 2015 ) except that we randomly set the number of meshes in the grid.
To simulate different acquisition conditions, the exposure and temperature values of the images are randomly changed and image blurring is introduced. New values are chosen using Gaussian distributions centred on the origin ( σ exposure = 0 . 1 , σ white balance = 100 Kelvin , σ Gaussian blur = 1 ). Fig. 3 illustrates the impact of these image transformations including some strong geometric distortions to ease visualization.
Since the elastic deformations involve random perturbations based on a Gaussian distribution, most of the images generated by our algorithm exhibit smaller distortions. It should also be noted that a new transformed version of the training set is generated for each training epoch.
Cost function
The used cost function corresponds to a modified version of the cross-entropy between the network and the desired outputs. As introduced in the U-net method, a term is added to increase the contribution of edge touches. In the present work, we propose a simplified version of this function to allow a faster calculation (see Eqs. (1) - (7) ).
with p clipped into the interval
If pixel i belongs to class 0 and is at less than I pixels from pixels belonging to class 1 0 0 Otherwise
Where c tot is the average of two cost functions, labelled c a and c b , which are weighted cross-entropy criteria with respect to the Y ai and Y ai are 1 × 2 matrices. It should be noted that we use indices 0 and 1 to indicate the matrix elements in direct relation to the class membership. Y ai indicates the true label for pixel i using the conventional binary coding, i.e.
(1,0) for class 0 and (0,1) for class 1, whereas ˆ Y ai specifies the class prediction made by the network for pixel i , with the two elements representing the probabilities to belong to class 0 and class 1, respectively, and summing to 1 thanks to the softmax function. p is the percentage of the image pixels classified in class 1 by the network. Eq. (7) implements touching objects regularisation, where k and l are constants chosen experimentally as k = 4 and l = 16 . l corresponds to the resolution difference between the shallowest and the deepest layers of the network (480 × 480 and 30 × 30 in our case). This expression increases the weight of the pixels close to the edges of the glands and of the less represented class. For c b class 1 is the gland edges and class 0 is the rest of the image. True edge labels are computed by applying morphological operations on the true gland label image comparable to what has been done for the DCAN architecture but with a larger disk radius, since the resolution of the deepest layers of the upper part of our network is lower than for DCAN. The edges are 16 pixels large. ˆ Y bi and Y bi are similarly defined as ˆ Y ai and Y ai but for the edge objects.
Output combination and post-processing
If the input image is larger than 480 × 480 pixels, it is cut into overlapping tiles of 480 × 480 pixels, which are submitted to the network. The outputs of each tile are then merged to recreate an output image of the same size than the input one. For the overlapping part, we assign the value of the corresponding pixel in the tile with the nearest centre.
A threshold of 0.5 is applied to the two outputs of the network to determine the class membership of each pixel (see Fig. 4 cd ). The thresholded edge output is subtracted to the thresholded gland output to improve the division of the touching glands. Holes are filled using morphological operations. Each object is then numbered and this unique value is used to label each pixel of the object. The obtained segmentation mask is padded by 32 pixels on each side so that its new padded border is the reflection of the object close to the image border. This helps to mitigate problems caused by glands that are cut by the image border. A morphological dilation is applied to each label to compensate the edge subtraction. Finally, the objects that are too small to be a gland (i.e. size < 2048 pixels, experimentally chosen and corresponding to about 45 μm of diameter at the image resolution used in the GlaS challenge) are removed. The padding is finally removed. Fig. 4 e illustrates the final result showing improvements in gland segmentation for some touching objects, whereas the network output detecting the glands already provides a very good result ( Fig. 4 c) , probably due to the combined training targeting both the glands and the gland edges. In Section 4.2 we evaluate the contribution of the edge output in the network performance and investigate the possibility to optimise the output combination using an additional layer or network.
Evaluation methodology and results
Comparison with the state of the art on H&E images
We used the data and the evaluation methodology used in the GlaS segmentation challenge to compare our method to those which competed in the contest ( Sirinukunwattana et al., 2017 ) . The data consist of a training set (n = 85), labelled WQUD, and two test sets labelled Part A (n = 60, composed of normal and tumour areas) and Part B (n = 20, with a large majority of tumour areas). These sets are made of images of various sizes (from 567 × 430 to 775 × 522 pixels) but with a common resolution of 0.620 μm.
Table 1
Performance on the GlaS challenge images in comparison with the methods obtaining the best results ( Sirinukunwattana et al., 2017 ) , including on top a more recent study (2nd line) in addition to our results (1st line).
1 Chen et al. (2017) , 2 Ronneberger et al. (2015) , 3 Xu et al. (2017b For the performance evaluation, three different scores are computed as previously detailed ( Sirinukunwattana et al., 2017 ) . Briefly, the standard F1 score (combining precision and recall) is adapted to compute the detection accuracy for each individual gland. To be considered as "true/false positive" a segmented object has to overlap a ground truth annotation with at least/less than 50% of areas. The Object Dice index reflects the segmentation accuracy. This index combines an evaluation of how well each ground truth object is overlapped by a segmented object and of how well each segmented object is overlapped by a ground truth object. The Object Hausdorff score is based on the Hausdorff distance, which is the average distance for each pixel of an object with the closest pixel of another object. The distance is computed at the object level, similarly to the Object Dice index, and evaluates boundary correspondence between the ground truth and segmented objects. High values (i.e. near to 1) for the F1 score and the object Dice index indicate high accuracy and inversely for the object Hausdorff score.
The results are detailed in Table 1 , which includes the best challenge results provided by Sirinukunwattana et al. (2017) and completed by new results recently published in the literature by Xu et al. (2017b) . After ranking each method with respect to the others for a specific criterion, the rank-sum is computed to characterise each method. The partial rank-sums obtained on the two parts of the test set are also provided because Part B, which includes a majority of tumour areas where the gland architecture may be strongly deformed, is more difficult. Alternatively, the weighted rank-sum weights the ranks of each criterion according to the number of images in datasets A and B (i.e. using 3/4 and 1/4, respectively), as also used by Xu et al. (2017b) . Our method comes first for all the rank-sums, whereas it uses only the HEM channel of the images, contrasting with all the other methods that use multiple colour channels. Compared to DCAN (labelled CUMedVision2 in Table 1 ), our method is more accurate on all the criteria except a slight decrease in the F1 score on Part A. The improvements on Part B are substantial as shown by the rank-sum computed on this specific dataset only, i.e. 20 for DCAN and 4 for our method. With regard to the results obtained by Xu et al. (2017b) , our far simpler network produces similar results with an advantage for the Hausdorff scores showing an improvement of 10% on Part B. In the next section we analyse the contributions provided by different com ponents of our approach, such as the data augmentation strategy and some network features. Fig. 5 qualitatively illustrates the results obtained with our method. In agreement with the quantitative results in Table 1 , this figure shows the accurate segmentation obtained on different images including objects with very diversified aspects, except in the 3rd line where several complex and partially visible objects are erroneously merged.
It should be noted that the GlaS challenge focused attention on individual gland object segmentation in order to provide relevant diagnostic information based on gland size, shape, etc. Consequently, all the evaluation criteria provided in Table 1 are object-based variants of standard pixel-based criteria ( Sirinukunwattana et al., 2017 ). Our aim is quite different and more specifically targets pixel membership to gland object. Indeed, the objective is to delineate the glandular epithelium area in order to quantify the expression of an IHC biomarker in (or out of) this specific histological component without requiring the separate identification of each gland. It is thus interesting to note that our method obtains very good performances in terms of standard F1 scores computed for pixel membership to gland class. Indeed, the F1 scores are 0.922 for Part A and 0.912 for Part B.
Contributions of different features of the proposed methodology
We conducted additional experiments on the GlaS challenge images to assess the contributions of different features and reported all the results in Table 2 .
First, we clarified the contribution of the "edge" output of our network after training. To this end, we only used the "object" output and its post-processing as detailed in Section 3.2.4 (but without output combination) to segment the glands in the H&E test set. The results evidence a substantial decrease in performance for each criterion that results in strongly higher rank-sums as compared to those of our initial method. The "edge" output thus contributes to segmentation accuracy.
Second, we evaluated the contribution of the different components of our augmentation strategy. For this purpose, we distinguished the augmentation method related to either acquisition, staining or morphology characteristics. We then trained our network with augmented image sets of the same size but in which one component was systematically omitted to increase the data. To further evaluate our augmentation strategy we also tested simplified versions concerning morphology and colour. For morphology we implemented simpler deformations consisting of horizontal and vertical symmetries, random translations (according to a 2D Gaussian distribution with σ = 15 pixels in each direction) and random rotations (using uniform distribution between 0 and π ). Concerning colour, the simpler method consisted of random modifications of the hue and saturation of the image, according to a Gaussian distribution ( σ = 0 . 05 ) for each parameter. We did not modify the intensity because it was already modified in the acquisition 
Table 2
Contribution of different features of the proposed approach. Performances on the GlaS challenge images when removing the contribution of the "edge" output, removing or simplifying a data augmentation component, or when adding a fusion layer to combine the outputs. The last line exhibits the best result which was independently obtained for each score in the original GlaS challenge across all the methods. transform. The results show that the omission of each component strongly impacts the performances with the largest effect observed for the morphological deformations using elastic transformations. The simplified augmentation methods also degrade performance, this time with greater impact for simplified colour augmentation. These data evidence the usefulness of the complete data augmentation strategy that we propose. Interestingly, the comparison with the DCAN results in Table 1 evidences that all the variants of our method remain more accurate on Part B except if elastic deformations, which are also used by DCAN , are not included in the augmentation strategy. In contrast, only our complete approach is able to compete advantageously with the more complex architecture used by Xu et al. (2017b) . These latter authors used elastic deformations for data augmentation and also image normalisation by performing per channel zero mean.
Method
Finally, we tried to optimize the processing of the network outputs in place of using the simple output combination described in Section 3.2.4 . To this end, we added at the bottom of our trained network a 1x1 convolution layer to combine the two raw outputs, i.e. without thresholding. This layer was subsequently trained with the cost function defined by Eq. (2) . Post-processing of the final output was finally applied as described in Section 3.2.4 , except the steps which directly concern the output combination (i.e., subtraction and dilatation). As shown in Table 2 , a result deterioration can be observed when comparing this latter methodology with our initial approach, ranking the new results between the best ones and those obtained when the edge output is not considered. These data suggest that the last 1x1 layer did not efficiently learn how to combine the two outputs of our network and is not able to outclass the logical output combination that we propose in Section 3.2.4 . We also tested the method proposed by Xu et al. (2017b) , which consists in using a 7-layer "fusion" network to combine the two network outputs, without obtaining more satisfactory results. It should be noted that Xu et al. (2017b) observed a degradation of the performances of their method when the third output (targeting a bounding box around each gland object) was not considered, as it was the case in our experiments. All the previous data evidence that the different f eatures that we investigated positively contribute to colonic gland segmentation accuracy and justify their use for the next experiments on the IHC images.
Evaluation on IHC images
Since our method uses only the HEM channel, it is able to work on any type of staining that uses HEM as tissue counterstaining, especially IHC regardless of the targeted antigen. To evaluate this ability, we built new datasets based on colorectal tissue microarray (TMA) slices on which three different biomarkers were revealed by means of IHC. The three targeted proteins are Bcl-2-associated X protein (BAX), insulin-like growth factor binding protein 2 (IGFBP2) and α-smooth muscle actin ( α-SMA). They have been chosen because they are expressed by different cell types from the glandular and/or stromal compartments. BAX and IGFBP2 are mostly expressed in the glandular epithelium, while α-SMA is mostly present in the stroma. In addition, the staining was carried out using different automata and different HEM compounds for counterstaining (see Supplementary materials B for details). The TMA slides were digitised using a Nanozoomer 2.0 HT slide scanner (Hamamatsu, Hamamatsu City, Japan), which is different from the one used for the GlaS challenge. From this material, we designed four datasets, two for BAX and one for each of the two other proteins. Each set consists of slightly more than 30 TMA cores of 600 μm in diameter, taken from normal and tumoural colorectal tissue samples. There is no intersection between the four core sets, meaning that the glands from one dataset are all different from those in the other sets. All the glands have been annotated by an expert using the NDP.View 2 Software (Hamamatsu) and a Cintiq 13 HD Tablet (Wacom, Portland, USA) for increased accuracy.
We tested our method on the IHC images in three different conditions of network training. The first two conditions are previous training with the H&E images without or with the addition of finetuning using a small IHC set; the third one is training from scratch with this small IHC set. Fine-tuning was investigated because of changes in expert annotations as well as deep changes in the tissue processing and morphology, such as TMA core vs standard tissue slice images, the presence of tissue tearing in the IHC images unlike that of the GlaS dataset, etc. The small IHC set used for finetuning or training from scratch is the first BAX dataset (counting 43 cores) that we artificially augmented ( Fig. 6 ) . The other three independent sets were used for testing (see Supplementary materials C for details). All the images were used with a 10 × magnification (resolution of 0.904 μm) in order to be close, without being equal, to the GlaS challenge image resolution (0.620 μm). At each training epoch a 4 80x4 80 image was randomly cropped from each core of the training set and submitted to full augmentation.
According to the above-mentioned specificity of our application, we computed pixel-based F1 scores to evaluate segmentation accuracy. The results detailed in Table 3 indicate that the network pre-trained with the H&E images and fine-tuned with a small IHC set provides the best performances with few variability across the 3 test sets. In addition, these data exhibit no advantage for the marker used in the training set, i.e. BAX, and thus evidence a good ability to generalise across different experimental conditions, including different IHC biomarkers with different expression levels as quantified below. These results also evidence the substantial impact of the fine-tuning step on the network pre-trained with the H&E images. The network trained from scratch on IHC images also exhibits very good performances.
Most of the differences with the expert annotations concern lumen and possible intraluminal secretions occurring in tumour glands. Indeed, while our expert usually included these areas in their annotations, our algorithm excluded them as illustrated in Figure D .1 in Supplementary materials . In doing so, our algorithm is more accurate in epithelium segmentation than the expert is. This precision is beneficial for IHC staining quantification because secretions can introduce artefacts in staining or can erroneously be considered as tissue area and so biases the computation of quantitative staining features. To decrease the bias due to the expert annotations, we recomputed the scores of the best network by excluding the "empty" areas (i.e. without tissue) from both the expert and the automated annotations. The results added in Table 3 (see the first line) show slight performance increases for BAX and IGFBP2 resulting in a clear decrease in the score variability across the 3 markers (see STD values). We can conclude that the expert annotations mainly contribute to the results variability across the markers. Fig. 7 shows the concordance obtained for the compartmentalised IHC staining evaluation computed on the basis of either the expert or the automatic annotations. The measure used for ( Lin, 1989 ) . Fig. 8 . Network convergence on the H&E dataset: c tot values were smoothed using a moving average to reduce noise. The negative values are due to regularisation for touching objects (see Eq. (7) ).
this evaluation is the labelling index, which is the percentage of immunoreactive tissue area computed in and/or out the epithelial compartment. This evaluation requires identifying the immunoreactive (i.e. DAB-stained) pixels and the tissue ones to compute the ratio of the two respective areas, as previously detailed in Van Eycke et al. (2017) . Briefly, three segmentation parameters were manually set in the deconvoluted (HEM-DAB) plane, which was fine-tuned for each IHC biomarker. The tissue pixels have a distance to the origin larger than a small value arbitrarily chosen at 0.015. DAB staining consists of pixels for which their brown value exceeds both a given threshold and their blue value by a given factor. These two parameters were set by a pathologist for each IHC biomarker.
The concordance levels between the two series of measurements were quantified using Lin's concordance correlation ( r c ), for which values near 1 indicate strong fitting to the Y = X line and thus high concordance, where agreement occurring by chance is neutralised ( Lin, 1989 ) . The data illustrated in Fig. 7 show high concordance level ( r c > 0.90) between the measurements while some lack of fit occurs in complex tumour tissue where the exact delimitation of the gland is not clear.
Additionally, we carried out qualitative tests on prostate tissue samples where different proteins were evidenced by IHC. Like in colon, prostate tissue includes glandular epithelium but with a different morphology. The IHC markers are also different from those in the colon datasets and include nuclear proteins. Supplementary materials Figure D .2 illustrates the promising results which were obtained with our network fine-tuned on the BAX colon image set. They could most likely be further improved by fine-tuning the network on annotated images of prostate tissue samples.
Convergence and computation time
With the configuration detailed in Supplementary materials E , training with the WQUD dataset (from the GlaS challenge) was completed in a bit more than a day and took around 20 0,0 0 0 iterations to converge. Fig. 8 shows the evolution of the c tot criterion values with respect to the iteration numbers. It evidences the negative impact on the convergence of removing the skip connections in the residual units (i.e. the shortcuts without any convolution). These results agree with those previously reported by Szegedy et al. (2017) . Concerning the IHC experiments, the finetuning stage with the (first) BAX dataset required only 40 0 0 additional iterations, whereas training from scratch with this dataset took 20,0 0 0 iterations. These numbers of iterations were determined by using the second BAX dataset as validation set and applied to the IGFBP2 and α-SMA datasets.
Prediction time for an image of about 250,0 0 0 pixels without the overhead necessary to read the image was 0.09 s in average on GPU, with additional 0.43 s for the post-processing on CPU using scikit-image. Prior to that, 32 s were required, once for each prediction run, to implement the network on GPU using Tensorflow. In contrast, 4 to 5 h was required for manually annotating the images of 75 TMA cores of 600 μm of diameter, i.e. an average of about 3 to 4 min per core against less than 1 s for automatic segmentation.
Discussion and conclusion
In the present study we propose a new deep learning method for epithelium segmentation in colorectal tissue slide images. We opted for a pixel-based method instead of patch classification, whereas this latter approach was also used for performing epithelium-stroma distinction ( Kather et al., 2016; Ciompi et al., 2017; Huang et al., 2017 ) . One advantage of the patch-based approach is that labelling patches is far less heavy for experts than manually segmenting all the regions of interest present in an image. However, patch classification provides less precise results than pixel-based segmentation and this lack of precision could strongly affect IHC quantification. To address this shortcoming, patches sliding across the image can be used but may strongly increase the processing time. In addition, working on small image patches limits deep learning ability to extract informative high-level features. It should be noted that in the top-ten results shown in Table 1 , only the CVML method, which is ranked 10th, uses small (19 × 19 pixels) patches sliding across the image undergoing processing as input.
Our contribution consists in three major points. First, in the matter of robustness and generalisation, we propose a new method for increasing training data. The most novel aspect concerns the introduction of realistic variations affecting colour vectors extracted by colour deconvolution combined with changes in exposure and temperature values. Our experiments evidence that each component of our augmentation strategy contributes to the performances and that the complete augmentation strategy is required to be able to compete advantageously with the state-of-the-art. Our results suggest that this strategy successfully limits the effect of changes in tissue processing, staining and image acquisition, such as those encountered between the different datasets tested. By introducing blur and elastic transformations, our method also effectively limits the impact of image resolution changes.
Second, we developed a new convolutional network architecture, which integrates efficient properties proposed in previous works and some simplifications to avoid an excessive increase in the network size. Because DCAN achieved the best results in the GlaS challenge, we based our architecture on this network in which we introduced elements from two other networks (ResNet and Unet). In particular, the introduction of residual units enabled us to improve the training convergence of our deeper network in agreement with previous studies ( He et al., 2016a; Szegedy et al., 2017 ) . Our results clearly point out the advantageous impacts of the architecture changes on gland segmentation accuracy. It should also be noted that during our developments we tried to include gradual upsampling like in U-net. However, this approach did not improve the segmentation performances while consuming a lot of memory. From our experiments, we can hypothesise that the good performances of U-net (but worse than DCAN in the GlaS challenge) would rather be due to concatenations between layers on either side of the network that actually act as skip connections like in the residual units. The last architecture modification that we investigated was to replace the output combination step that we initially proposed by a 1 × 1 convolution layer or the more complex fusion network proposed by Xu et al. (2017b) , which were submitted to subsequent training. The deteriorated results obtained with those modifications evidence the efficiency of our simple but logical output combination step. A distinctive feature of our approach is that it makes use of the HEM channel only. In preliminary tests we did not observe significant variations in the GlaS challenge scores when the 3 deconvoluted channels were used, probably because of the hematoxylin that stains the cell nuclei, making the HEM channel sufficiently representative of the tissue structure. By using the HEM channel only, combined with strong data augmentation, our approach reduces the re-training time when a learning transfer is required. Indeed, we illustrate application transfer from the H&E dataset to the IHC one, where numerous characteristics had changed, such as tissue processing, staining, acquisition device, and resolution, as well as the expert for annotation. However, this transfer only required 40 0 0 additional training iterations whereas about 20 0,0 0 0 iterations were necessary for the initial training. Due to our intensive data augmentation strategy, a quite similar accuracy can be obtained by training our network from scratch on the small IHC dataset used for fine-tuning. This latter result suggests that intensive data augmentation is able to compete with transfer learning.
Third, with regard to speed, our automatic segmentation method takes less than 3 min for processing 150 TMA cores, i.e. less than 1.2s per image of about 950 × 950 pixels. This is slightly faster than the speed reported for DCAN, i.e. about 1.5s for an image of 755 × 522 pixels , whilst being more accurate. (No processing time is provided by Xu et al., 2017b .) These results allow the efficient analysis of a large amount of tissue within a reasonable time frame.
A potential limitation of our approach concerns the visibility of the cell nuclei in the HEM channel. This visibility requires sufficiently strong counterstaining in the case of nuclear DAB staining, in particular in the epithelial cells. Nevertheless, our additional tests on the prostate tissue show that the nuclear DAB staining evidencing ERG expression in numerous epithelial cells does not prevent gland segmentation. If the HEM channel exhibits clear defects in the detection of epithelial cell nuclei, image preprocessing could be applied to enrich the HEM channel with the positive cell nuclei identified in the DAB channel.
The present study focuses on colonic gland segmentation in normal and cancer tissue samples. Preliminary tests on epithelium segmentation in prostate tissue are encouraging. In future works our approach could be applied to other segmentation tasks on histological images (e.g., nuclei segmentation such as in the MICCAI 2017 challenge) or on other biomedical imaging modalities such as in Ronneberger et al. (2015) .
In conclusion, we proposed a new network architecture and a new data augmentation algorithm. When coupled, we achieved state-of-the-art performances on the GlaS challenge datasets as well as high concordance in IHC staining quantification when comparing the data obtained on the basis of either the expert annotation or the automatic segmentation. Being based exclusively on the HEM channel, the method effectively processes IHC images regardless of the targeted antigen and without marker-specific training. Finally, the method is fast and able to process large batches of images in a reasonable amount of time. Together with Isabelle Salmon, she coheads DIAPath in the CMMI (Gosselies, Belgium). She develops a multidisciplinary research in computational pathology, aiming at the characterization and validation of histological biomarkers involving image analysis, machine learning and biostatistics.
