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20 ON NON-COMMUTATIVE EULER SYSTEMS
DAVID BURNS AND TAKAMICHI SANO
Abstract. Let p be a prime, T a p-adic representation over a number field K and K an
arbitrary Galois extension of K. Then for each non-negative integer r we define a natural
notion of a ‘non-commutative Euler system of rank r’ for T relative to the extension K/K.
We prove that if p is odd and T and K/K satisfy certain mild hypotheses, then there exist
non-commutative Euler systems that control the Galois structure of cohomology groups
of T over intermediate fields of K/K and have rank that depends explicitly on T . As a
first concrete application of this approach, we (unconditionally) extend the classical Euler
system of cyclotomic units to the setting of arbitrary totally real Galois extensions of Q
and describe explicit links between this extended cyclotomic Euler system, the values at
zero of derivatives of Artin L-series and the Galois structures of ideal class groups. As an
important preliminary to the formulation and proof of these results, we introduce natural
non-commutative generalizations of several standard constructions in commutative algebra
including higher Fitting invariants, higher exterior powers and the Grothendieck-Knudsen-
Mumford determinant functor on perfect complexes that are of independent interest.
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1. Introduction
1.1. Background and the main result. Ever since its introduction by Kolyvagin, Rubin
and Thaine in the late 1980’s, the theory of Euler systems has played a vital role in the
proof of results concerning the structure of Selmer groups attached to p-adic representations
T that are defined over a number field K and satisfy a variety of technical hypotheses.
In an attempt to axiomatise, and extend, the use of Euler systems, Mazur and Rubin
[26] developed an associated theory of ‘Kolyvagin systems’ and showed both that Kolyvagin
systems play the key role in obtaining structural results about Selmer groups and that the
link to Euler systems is pivotal for the supply of Kolyvagin systems that are related to the
special values of L-series.
However, for many natural representations, Euler and Kolyvagin systems are not sufficient
to control Selmer groups and in such ‘higher rank’ cases authors have considered collections
of elements in suitable higher exterior powers of the relevant cohomology groups.
The theory of higher rank Euler systems was first studied systematically by Perrin-Riou
[36] after significant contributions were made by Rubin [40] in an important case related
to Stark’s Conjecture (and hence to the multiplicative group). An associated theory of
higher rank Kolyvagin systems was subsequently developed by Mazur and Rubin [27] and
Sakamoto and the present authors have recently [11] strengthened this theory of Mazur
and Rubin and also described a canonical higher rank extension of the fundamental link
between classical Euler and Kolyvagin systems.
All of these important theories are, however, intrinsically ‘commutative’ in nature (since
systems arise as families of elements in exterior powers of cohomology modules over abelian
extensions of K) and are therefore not well-suited to the study of leading term conjectures
that are relevant to non-abelian Galois extensions.
3We remind the reader that such conjectures include the equivariant refinement of the
Tamagawa number conjecture of Bloch and Kato [2] that has been described by Flach and
the first author [5], the ‘non-commutative Tamagawa number conjecture’ formulated by
Fukaya and Kato [19] and the ‘main conjecture of non-commutative Iwasawa theory’ for
elliptic curves without complex multiplication formulated by Coates, Fukaya, Kato, Sujatha
and Venjakob [15] as well as, in a more classical setting, the ‘Ω(3)-Conjecture’ of Galois
module theory formulated by Chinburg [14] and the ‘non-abelian Brumer-Stark Conjecture’
that was formulated, independently, by Nickel [33] and by the first author [4].
For this reason at least, it would seem to be of interest to extend the theories of (higher
rank) Euler and Kolyvagin systems beyond the setting of abelian extensions. With this in
mind, the main aim of the present article is to take the first steps in the development of a
theory of (higher rank) Euler systems in the setting of arbitrary Galois extensions.
In order to do so, we find it necessary to first describe natural non-commutative general-
izations of several well-known constructions in commutative algebra including higher Fitting
invariants (as discussed, for example, by Northcott [35]), higher exterior powers, the notion
of ‘Rubin lattice’ that was introduced in [40] (and plays a key role in the theory of [11] via
the associated notion of ‘exterior power bidual’) and the Grothendieck-Knudsen-Mumford
determinant functor on perfect complexes (from [22, 23]).
These constructions are of independent interest and have arithmetic uses beyond the
theory of Euler systems. For example, the ‘reduced determinant functor’ described here can
be used to give a more concrete formulation of the central conjectures of [5] (thereby avoiding
techniques of relative K-theory and the use of Deligne’s category of ‘virtual objects’) and
[19] (thereby avoiding the theory of ‘localized K1-groups’ developed in loc. cit). For brevity,
however, these applications will not be discussed here.
To discuss Euler systems we assume T is endowed with the action of a commutative
Gorenstein Zp-order A. We also fix an algebraic closure Q
c of Q and an arbitrary Galois
extension K of K and for each Qc-valued character χ of Gal(K/K) with open kernel, we fix
an associated representation Gal(K/K)→ GLχ(1)(Q
c).
To each such collection of representations we can then associate a compatible family of
‘reduced exterior powers’ and ‘reduced Rubin lattices’ relative to the group rings over A of
finite Galois extensions of K in K.
These constructions will in turn allow us to define for each non-negative integer r a natural
notion of ‘non-commutative Euler system of rank r’ for the A-module T and extension K/K.
In our main result (Theorems 6.11 and 6.14), we shall then show that if p is odd, all
archimedean places of K split completely in K and T is both projective as an A-module
and satisfies certain mild hypotheses relating to its invariants at archimedean places and
to the extension K/K, then there exist non-commutative Euler systems of rank depending
explicitly on T that control the Galois structure of cohomology groups of T over p-adic
analytic extensions of K in K.
The proof of this result is modelled on an argument used in [12] (in the setting of abelian
extensions) and relies on the construction of the reduced determinant functor, on an analysis
of the compactly supported p-adic e´tale cohomology complexes of T over finite extensions of
K in K and on the Hermite-Minkowski Theorem (that there are only finitely many number
fields of any given absolute discriminant).
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This result leads one naturally to the questions of whether it is reasonable to expect the
development of an analogous theory of ‘(higher rank) non-commutative Kolyvagin systems’
for p-adic representations and whether there exist non-commutative Euler systems that are
explicitly linked to the leading terms of L-series?
At this stage we have nothing to say about the first of these questions but can, fortunately,
say something about the second question, at least in an important special case.
To state a result in this direction we assume to be given for each natural number n a
choice of primitive n-th root of unity ζn in Q
c with the property that ζm = (ζn)
n/m for all
divisors m of n. We then recall that for any finite abelian totally real extension F of Q of
conductor f (so that F ⊂ Q(ζf )) the classical cyclotomic element of F is the element of F
×
obtained by setting
ǫF := NormQ(ζf )/F (1− ζf ).
In the following result we use for each finite Galois extension F of Q, with GF :=
Gal(F/Q), the canonical ‘ideal of denominators’ δ(Z[GF ]) in the centre of Z[GF ] that is
defined in §3.1.2 and the construction of non-commutative exterior powers
∧1
Q[GF ]
(−) from
§4.2.4. For each finite set Σ of places of Q that contains ∞ we write OF,Σ for the subring
of F comprising elements that are integral at all places of F that do not restrict to give
a place in Σ. For each integer a and each irreducible complex character χ of GF we also
write LaΣ(χ, 0) for the coefficient of z
a in the Laurent expansion at z = 0 of the Σ-truncated
Artin L-series LΣ(χ, z) of χ. Finally, we fix an isomorphism of fields C ∼= Cp (that we do
not explicitly indicate) and so regard each complex character of GF as taking values in Cp.
We fix embeddings of Qc into C and into Qcp and use the restriction of these embeddings
to define an archimedean place w∞,F and a p-adic place wp,F of each field F as above. For
each such field we also write S(F ) for the set of places of Q comprising∞, p and the primes
that ramify in F .
This result will follow as an easy consequence of stronger results that are derived in §8.2
from Theorem 6.11 in the case that T = Zp(1) and A = Zp.
Theorem 1.1. There exists a rank one non-commutative Euler system
εcyc = (εcycF )F
for the Galois representation Zp(1) and the maximal totally real extension of Q in Q
c that
has all of the following properties at each finite totally real Galois extension F of Q in Qc.
(i) If GF is abelian, then one has
εcycF =
{
ǫF , if p ramifies in F,
(ǫF )
1−σp,F , if p is unramified in F
where, in the second case, σp,F denotes the inverse of the Frobenius automorphism
of p in GF .
(ii) For every ϕ in HomGF (O
×
F,S(F ),Z[GF ]) and every x in δ(Z[GF ]) the element
x ·
(∧1
Q[GF ]
ϕ
)
(εcycF )
belongs to Zp[GF ] and annihilates Zp ⊗Z Cl(OF [1/ℓ]) for every prime ℓ in S(F ).
5(iii) For every irreducible complex character χ of GF one has
(
∧χ(1)
Cp
RegχF )(eχ(ε
cyc
F )) = uF,χ · L
χ(1)
S(F )(χˇ, 0) · eχ(
∧1
Cp[GF ]
(w∞,F − wp,F )).
Here RegχF is a canonical isomorphism of Cp-vector spaces that is induced by the
Dirichlet regulator map (and defined in §8.2.2), eχ is the primitive central idempo-
tent χ(1)|GF |
−1 ·
∑
g∈GF
χ(g)g−1 of C[GF ], χˇ is the contragredient of χ and uF,χ is
an element of C×p that satisfies∏
ω∈Gal(Q(χ)/Q)
uF,χω ∈ Z
×
p .
We shall refer to an Euler system of the sort constructed in the above result as an
‘extended cyclotomic Euler system’. We note that, since the map RegχF is injective, claim
(iii) implies that for any such system εcyc one has
eχ(ε
cyc
F ) 6= 0⇐⇒ L
χ(1)
S(F )(χˇ, 0) 6= 0
for all F and all χ. In addition, if all values of χ belong to Q (as is automatically the case,
for example, if GF is isomorphic to a quotient of a symmetric group), then it implies uF,χ
belongs to Z×p .
More generally, the proof of Theorem 1.1 will show that the ‘Strong-Stark Conjecture’
of Chinburg [14] implies that the equality in claim (iii) should be valid with each element
uF,χ a p-adic unit in any subfield of Q
c
p over which χ can be realised (cf. Remark 8.10) and
also strongly suggests the existence of a non-commutative Euler system εcyc for which the
same is true with uF,χ = 1 for all F and χ.
We will return to consider these, and other related, issues in a sequel [10] to this article,
jointly authored with Macias Castillo.
In particular, in [10] we will further develop the p-adic methods used here and apply
them to the ‘Weil-e´tale cohomology complexes for Z’ that are constructed by Kurihara and
the present authors in [7] (in place of the p-adic e´tale cohomology complexes of Zp(1) that
are used here) in order to define a notion of non-commutative Euler system for Gm and to
prove a stronger version of Theorem 1.1 in which the factor 1 − σp,F is omitted from the
equality in claim (i) and the set S(F ) is replaced by the subset comprising∞ and all primes
that ramify in F in the statement of claim (iii).
We will also show that the algebraic methods developed here can be used to define (in
general, conjecturally) for any number field K a canonical ‘extended Rubin-Stark Euler
system’ over the maximal algebraic extension of K in which all archimedean places split
completely and to formulate a natural generalization of the ‘refined class number formula
for Gm’ that was independently conjectured (in the setting of abelian extensions) by Mazur
and Rubin [28] and by the second author [42]. We will then show that this approach leads
to a concrete strategy for proving the equivariant Tamagawa number conjecture for the
untwisted Tate motive over arbitrary finite Galois extensions of totally real fields, thereby
extending the main result of Kurihara and the present authors in [8].
At the same time we will also explain in [10] how the methods developed here can be
used to give a unifying approach to, and a significant refinement of, the existing theory of
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refined versions of Stark’s Conjecture, thereby strongly improving the main results of the
first author in [4].
1.2. The main contents. For the reader’s convenience we shall now give a little more
detail concerning some of the general results that are obtained in this article.
1.2.1. In the first part of the article (§2-§5) we generalize several well-known constructions
in commutative algebra to the categories of modules over certain non-commutative rings.
To be more precise we let R be a Dedekind domain with field of fractions F that is a finite
extension of either Q or Qp for some prime p. Then our generalized algebraic constructions
are made in the setting of modules over R-orders A that span finite dimensional separable
F -algebras. However, for simplicity, we shall in this summary restrict attention to the case
that R is either Z or Zp for some prime p and that A = R[G] for a finite group G.
In this setting we shall (in §3) use the reduced norms of matrices with coefficients in R[G]
to define a canonical order ξ(R[G]) in ζ(F [G]) that will play a key role in our theory. Here,
and in the sequel, we write ζ(Λ) for the centre of a ring Λ.
If G is abelian, then one has ξ(R[G]) = ζ(R[G]) = R[G]. In general, however, ξ(R[G])
is not contained in ζ(R[G]) but, motivated by results of Nickel in [32], we can show that
δ(R[G]) · ξ(R[G]) ⊆ ζ(R[G]) for a certain explicitly defined ideal δ(R[G]) of finite index in
ζ(R[G]) (this motivates us to refer to δ(R[G]) as the ‘ideal of denominators’ of ξ(R[G])).
Then, as a first application of ξ(R[G]), we use it to construct a natural theory of ‘higher
non-commutative Fitting invariants’ for finitely generated R[G]-modules, as summarized in
the following result.
Theorem 1.2 (See Theorem 3.17). For any finitely generated R[G]-module M and any
non-negative integer a, there exists a canonical ‘a-th non-commutative Fitting invariant’
FitaR[G](M) of M that has all of the following properties.
(i) FitaR[G](M) is an ideal of ξ(R[G]).
(ii) FitaR[G](M) ⊆ Fit
a+1
R[G](M).
(iii) FitaR[G](M) = ξ(R[G]) for all sufficiently large a.
(iv) For each x in δ(R[G]), one has x · Fit0R[G](M) ⊆ AnnR[G](M).
(v) For any surjective homomorphism of R[G]-modules M →M ′ one has FitaR[G](M) ⊆
FitaR[G](M
′).
(vi) If G is abelian, then FitaR[G](M) is equal to the classical a-th Fitting ideal of the
R[G]-module M .
We shall next use ξ(R[G]) in §4 to construct a well-behaved theory of ‘(reduced) exterior
powers’ on the category of R[G]-modules. To do this we fix an algebraic closure F c of F
and a set of representations of the form
(1.2.1) {ρχ : G→ GLχ(1)(F
c)}χ∈IrF (G),
where IrF (G) is the set of irreducible F
c-valued characters of G and ρχ has character χ.
We show that each such choice of representations can be used to define, for each finitely
generated F [G]-module W and each non-negative integer r, a canonical ‘r-th reduced exte-
rior power’
∧r
F [G]W of W that is a finitely generated module over ζ(F [G]), for each s with
70 ≤ s ≤ r a canonical pairing of ζ(F [G])-modules∧r
F [G]
W ×
∧s
F [G]op
HomF [G](W,F [G]) →
∧r−s
F [G]
W,
and for each subset {wi}1≤i≤r of W a canonical ‘reduced exterior product’ ∧
j=r
j=1wj in∧r
F [G]W of the elements wj .
A key difficulty is then to show that the choice of a full R[G]-lattice M in W gives rise
to a useful integral structure on
∧r
F [G]W . We resolve this problem by using ξ(R[G]) to
construct a natural generalization of the notion of ‘Rubin lattice’ in commutative algebra,
as summarized in the following result.
Theorem 1.3 (See Theorem 4.17). For any finitely generated R[G]-module M and any non-
negative integer r, there exists an ‘r-th reduced Rubin lattice’
⋂r
R[G]M of M that depends
only on M, r and the representations (1.2.1) and has all of the following properties.
(i)
⋂r
R[G]M is a finitely generated ξ(R[G])-submodule of
∧r
F [G](F ⊗R M).
(ii) For any subset {ϕj}1≤j≤s of HomR[G](M,R[G]) with s ≤ r, the reduced exterior
product ∧j=sj=1ϕj induces a homomorphism of ξ(R[G])-modules
⋂r
R[G]M →
⋂r−s
R[G]M.
(iii) If M is locally-free of rank r, then
⋂r
R[G]M is an invertible ξ(R[G])-module.
(iv) If G is abelian and R = Z, then
⋂r
R[G]M is the lattice ∧
r
0M introduced by Rubin in
[40, §1.2].
The result of Theorem 1.3(iii) will then play an important role in a construction made in
§5 in order to establish an explicit, and computationally useful, theory of ‘non-commutative
determinants’ for perfect complexes of R[G]-modules, as summarized in the following result.
Theorem 1.4 (See Theorem 5.2). Let Dlf(R[G])is denote the subcategory of the derived
category of finitely generated locally-free R[G]-modules in which morphisms are restricted to
be isomorphisms, and P(ξ(R[G])) the category of graded invertible ξ(R[G])-modules.
Then for each set of representations (1.2.1) there exists a canonical determinant functor
dR[G] : D
lf(R[G])is → P(ξ(R[G]))
with the property that for each locally-free R[G]-module P of rank r one has
dR[G](P [0]) = (
⋂r
R[G]
P, r′),
where r′ is the ‘reduced rank’ of the F [G]-module F ⊗R P (as defined in §2.2).
1.2.2. In the second part (§6-§8) of the article we describe arithmetic applications of the
algebraic theory developed in earlier sections and finally deduce a proof of Theorem 1.1.
To describe the general arithmetic setting we fix a number field K and a p-adic represen-
tation T of Gal(Kc/K) that is unramified outside a finite set S of places of K that contains
all archimedean and p-adic places and (for simplicity) has coefficients in Zp.
We also fix a Galois extension K/K such that all archimedean places ofK split completely
in K, and let Ω(K/K) be the set of all finite Galois subextensions of K inside K. For each
F in Ω(K/K) we set S(F ) := S ∪ Sram(F/K), where Sram(F/K) is the set of places of K
that ramify in F , and write GF in place of Gal(F/K).
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We first use the notion of reduced Rubin lattice from Theorem 1.3 to define for each
non-negative integer r a module of ‘non-commutative Euler systems of rank r for (T,K)’
ESr(T,K) ⊆
∏
F∈Ω(K/K)
⋂r
Zp[GF ]
H1(OF,S(F ), T )
(see Definition 6.4). This module has a natural action of the algebra
ξ(Zp[[Gal(K/K)]]) := lim←−
F∈Ω(K/K)
ξ(Zp[GF ]),
where the transition morphisms are induced by the natural projection maps GF → GF ′ for
F and F ′ in Ω(K/K) with F ′ ⊆ F .
Our main arithmetic contribution is then to describe an unconditional construction of
elements of ESr(T,K) in the case that the rank r is equal to
rT :=
∑
v
rankZp(H
0(Kv, T
∗(1))),
where in the sum v runs over all archimedean places of K.
The key idea for this is to apply the reduced determinant functors from Theorem 1.4 to
complexes that arise from the compactly supported p-adic e´tale cohomology of T over the
fields F in Ω(K/K).
In this way we shall construct a non-commutative generalization VS(T,K) of the module
of ‘vertical determinantal systems’ that was introduced by the present authors in [12]. The
module VS(T,K) is constructed as an explicit inverse limit and has an natural action of
ξ(Zp[[Gal(K/K)]]) (for details see Definition 7.2).
Some of the main aspects of the general theory that we establish in this setting are
summarized in the following result (which also relies on aspects of Theorem 1.2).
Theorem 1.5 (See Theorem 6.11, Proposition 7.4 and Theorem 7.5). We assume that
for every F in Ω(K/K) the module H0(F, T ) vanishes and the module H1(OF,S(F ), T ) is
Zp-free. We also set r := rT .
Then the ξ(Zp[[Gal(K/K)]])-module VS(T,K) is free of rank one and there is a canonical
homomorphism of ξ(Zp[[Gal(K/K)]])-modules
ΘT,K : VS(T,K)→ ESr(T,K)
such that each generator ε = (εF )F of im(ΘT,K) has the following properties.
(i) The annihilator of ε in ξ(Zp[[Gal(K/K)]]) is equal to
ξ(Zp[[Gal(K/K)]]) ∩
∏
F∈Ω(K/K)
ζ(Qp[GF ])(1− eF ),
where eF is equal to the sum of primitive idempotents in ζ(Qp[GF ]) that annihilate
H2(OF,S(F ), T )⊗Zp Qp.
(ii) For every F in Ω(K/K), every subset {ϕj}1≤j≤r of HomZp[GF ](H
1(OF,S(F ), T ),Zp[GF ])
and every x in δ(Zp[GF ]) one has
(∧j=rj=1ϕj)(εF ) ∈ Fit
0
Zp[GF ]
(H2(OF,S(F ), T )),
9and hence also
x · (∧j=rj=1ϕj)(εF ) ∈ AnnZp[GF ](H
2(OF,S(F ), T )).
The proof of claim (ii) of Theorem 1.5 will actually establish a more precise result in which
elements of the form (∧j=rj=1ϕj)(εF ) completely determine the r-th non-commutative Fitting
invariant of a presentation of the Zp[GF ]-module H
2(OF,S(F ), T ) ⊕ Zp[GF ]
r (for details see
Remark 6.12). In addition, we will show (in Theorem 6.14) that any system ε constructed as
in Theorem 1.5 also encodes information about the concrete structure of Iwasawa modules
that arise from the cohomology of T in arbitrary p-adic analytic extensions of K in K.
We can now finally sketch the construction of the extended cyclotomic system εcyc in
Theorem 1.1.
In this regard we first apply Theorem 1.5 with K = Q, T = Zp(1) (so that rT = 1)
and K equal to either the maximal totally real extension Qc,+ of Q in Qc or the maximal
absolutely abelian subfield Qab,+ of Qc,+ in order to obtain canonical homomorphisms of
ξ(Zp[[Gal(Q
c,+/Q)]])-modules ΘZp(1),Qc,+ and ΘZp(1),Qab,+.
Next we note that the natural restriction map Gal(Qc,+/Q) → Gal(Qab,+/Q) induces a
surjective homomorphism of ξ(Zp[[Gal(Q
c,+/Q)]])-modules
(1.2.2) VS(Zp(1),Q
c,+)։ VS(Zp(1),Q
ab,+).
In addition, one can check that the known validity of the equivariant Tamagawa Number
Conjecture in this setting implies the existence of a canonical ξ(Zp[[Gal(Q
ab,+/Q)]])-basis
ηab ∈ VS(Zp(1),Q
ab,+)
of VS(Zp(1),Q
ab,+) which ΘZp(1),Qab,+ sends to the classical cyclotomic unit Euler system.
We can therefore fix a lift
η ∈ VS(Zp(1),Q
c,+)
of ηab through the surjective homomorphism (1.2.2) and then set
εcyc := ΘZp(1),Qc,+(η) ∈ ES1(Zp(1),Q
c,+).
In this way we obtain an unconditional construction of a non-commutative Euler system
that ‘lifts’ the classical cyclotomic unit Euler system.
We can then check that this system εcyc has all of the properties stated in Theorem 1.1,
and thereby complete the proof of the latter result.
Acknowledgements. Much of this article constitutes a natural continuation of earlier
joint work with Masato Kurihara and both authors are extremely grateful to him for his
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Part I: Non-commutative Algebra
2. Semisimple algebras
For a ring R we write Rop for its opposite ring and ζ(R) for its centre (so that ζ(Rop) =
ζ(R)).
For natural numbers d′ and d we write Md′,d(R) for the set of d
′ × d matrices over R. In
the case that d = d′ we often abbreviate the ring Md,d(R) to Md(R) and write GLd(R) for
its unit group.
2.1. Simple rings.
2.1.1. We first review relevant facts from Morita theory (and for more details see, for
example, [16, §3]).
Let E be a field and V an E-vector space of dimension d. Then V has a natural structure
as a (simple) left module over the E-algebra A := EndE(V ).
The linear dual V ∗ := HomE(V,E) of V has a structure of right A-module via the rule
(v∗ · a)(v) := v∗(a · v),
for a ∈ A, v∗ ∈ V , and v ∈ V .
There are also natural pairings
(−,−)E : V
∗ × V → E,
(−,−)A : V × V
∗ → A,
given by
(v∗, v)E := v
∗(v) and (v, v∗)A(v
′) := v∗(v′) · v,
for v, v′ ∈ V and v∗ ∈ V ∗.
The pairing (−,−)E (resp. (−,−)A) induces an isomorphism of E-vector spaces (resp.
two-sided A-modules):
V ∗ ⊗A V
∼
→ E
(resp. V ⊗E V
∗ ∼→ A).
The ‘Morita functor’ V ∗ ⊗A − from the category of left A-modules to that of E-vector
spaces gives an equivalence of categories.
2.1.2. Let now K be a field of characteristic zero and A a finite-dimensional simple K-
algebra.
All simple left A-modules are isomorphic and for any such module M the K-algebra
(2.1.1) D := EndA(M)
is a division ring (that is unique up to isomorphism).
By using a slightly more general version of the Morita theory recalled above one finds
that there exists a canonical ring isomorphism
A
∼
→ EndD(M); a 7→ (m 7→ am).
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The centre F := ζ(D) of D is a field and is canonically isomorphic to ζ(A). An extension
field E of F is said to be a ‘splitting field’ for A if D ⊗F E is isomorphic to a matrix ring
Mm(E) for some m.
Such a field E always exists and can be taken to be of finite degree over K (see Remark
2.1 below) and the integer m is independent of E and referred to as the ‘Schur index’ of A.
In addition, there exists a composite isomorphism
(2.1.2) A⊗F E ∼= EndD(M)⊗F E ∼= Mn(D
op)⊗F E ∼= Mn(Mm(E)) = Mnm(E),
where n is the dimension of the (free) left D-module M , via which one can regard A as a
subalgebra of Mnm(E).
Remark 2.1. Any choice of an algebraic closure Kc of K is a splitting field for A. In
addition, there are canonical choices of finite extensions of K in Kc that are splitting fields
for A. For example, the composite of all extensions of K in Kc that are isomorphic (as a
K-algebra) to a maximal subfield of any division ring D as in (2.1.1) is a splitting field for
A that is of finite degree and Galois over K. In this regard see also Remark 4.9.
2.1.3. The behaviour under scalar extension of a finite-dimensional simple K-algebra A is
described in the following result.
Lemma 2.2. Let K ′ be an extension of K and Ω an algebraic closure of K ′. Set F := ζ(A)
and consider the (finite) set Σ(F/K,K ′) of equivalence classes of K-embeddings F → Ω
under the relation
σ ∼ σ′ ⇔ σ = τ ◦ σ′ for some τ ∈ AutK ′(Ω).
Then, for each σ in Σ(F/K,K ′), the K ′-algebra A⊗F σ(F )K
′ is a simple artinian ring with
center the composite field σ(F )K ′ of σ(F ) and K ′ (this is independent of a representative
of σ), and there is a product decomposition of K ′-algebras
A⊗K K
′ ∼=
∏
σ∈Σ(F/K,K ′)
(A⊗F σ(F )K
′).
Proof. Since F is separable over K, we have an isomorphism
F ⊗K K
′ ∼=
∏
σ∈Σ(F/K,K ′)
σ(F )K ′.
Hence we have
A⊗K K
′ ∼= A⊗F (F ⊗K K
′) ∼=
∏
σ∈Σ(F/K,K ′)
(A⊗F σ(F )K
′).
Since A is a central simple algebra over F , A ⊗F σ(F )K
′ is also a central simple algebra
over σ(F )K ′. 
2.1.4. If M is a finitely generated left A-module, then there exists a canonical composite
homomorphism
EndA(M)→ EndA⊗FE(M ⊗F E)
∼
→ EndE(V
∗ ⊗(A⊗FE) (M ⊗F E))→ E,
in which the second arrow is induced by the Morita functor and the last by taking deter-
minants.
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One checks that the image of this map factors through the inclusion F ⊆ E and that the
induced ‘reduced norm’ map
NrdEndA(M) : EndA(M)→ F
is such that
NrdEndA(M)(θ1 ◦ θ2) = NrdEndA(M)(θ1) ·NrdEndA(M)(θ2)
for all θ1 and θ2 in EndA(M).
Remark 2.3. If M = Aop and one identifies A with EndAop(A
op), then for each element a
of A one can check that NrdA(a) is equal to the determinant of the image of a under the
isomorphism (2.1.2). This is the classical definition of reduced norm.
Remark 2.4. For a natural number n we shall often abbreviate NrdMn(A) to NrdA. Since
the algebras Mn(A
op) and Mn(A)
op are isomorphic and NrdA = NrdAop , we shall also
sometimes write NrdA for NrdMn(Aop).
The ‘reduced rank’ of a finitely generated left A-module M is the non-negative integer
obtained by setting
(2.1.3) rrA(M) := dimE
(
V ∗ ⊗(A⊗FE) (M ⊗F E)
)
.
Remark 2.5. One can check, by explicit computation, that if M is a simple left A-module,
then rrA(M) is equal to the Schur index
√
dimF (D) of A. This implies, in particular, that
rrA(A) = dimD(M) ·
√
dimF (D).
2.2. Semisimple rings. In the sequel we shall use ‘module’ to mean ‘left module’.
A moduleM over a ring A is said to be semisimple if it is a direct sum of simple modules.
A ring A is said to be semisimple if every nonzero A-module is semisimple and this is true
if and only if A decomposes as a direct product
(2.2.1) A ∼=
∏
i∈I
Ai,
in which the index set I is finite and each ring Ai is simple (and unique up to isomorphism).
In particular, Lemma 2.2 shows that simple rings naturally give rise to semisimple rings
under scalar extension.
The ‘Wedderburn decomposition’ (2.2.1) of A induces an identification ζ(A) =
∏
i∈I ζ(Ai)
and can be used to define (componentwise) generalizations of the above notions of reduced
norm and reduced rank. In this way one obtains a reduced norm NrdA for the algebra A
that is valued in ζ(A) and defines a reduced rank rrA(M) of a finitely generated A-module
M that is an integer-valued function on Spec(ζ(A)).
It is known that this reduced norm in turn induces a reduced norm (which we denote by
the same symbol)
NrdA : K1(A)→ ζ(A)
×
from the Whitehead group K1(A) of A (cf. [16, §45A]).
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3. Higher non-commutative Fitting invariants
In this section we introduce a non-commutative generalization of the classical notion of
‘higher Fitting invariant’, as discussed by Northcott in [35].
This construction is natural, has many of the same properties as the classical commutative
construction (see Proposition 3.17) and is also, as we will see later, well-suited to arithmetic
applications.
Throughout the section we fix a Dedekind domain R with field of fractions F that is
a finite extension of either Q or Qp for some prime p. We also fix a finite-dimensional
semisimple F -algebra A and an R-order A in A (in the sense of [16, Def. (23.2)]).
For each prime ideal p of R we respectively write R(p) and Rp for the localization and
completion of R at p. For each A-moduleM and each p we then setM(p) := R(p)⊗RM and
Mp := Rp⊗RM . We regard these modules as respectively endowed with natural actions of
the algebras A(p) = R(p) ⊗R A and Ap = Rp ⊗R A.
In particular, the localisation M(0) of M at the zero prime ideal of R is equal to the
A-module generated by M and will often be written as MF .
3.1. The Whitehead order.
3.1.1. We first introduce a canonical R-submodule of ζ(A).
Definition 3.1. For each prime ideal p of R the ‘Whitehead order’ ξ(A(p)) of A(p) is the
R(p)-submodule of ζ(A) that is generated by the elements NrdA(M) as M runs over all
matrices in
⋃
n≥1Mn(A(p)).
The ‘Whitehead order’ of A is then defined by the intersection
ξ(A) :=
⋂
p
ξ(A(p)),
where p runs over all prime ideals of R.
The basic properties of this module are described in the following result.
Lemma 3.2. The following claims are valid.
(i) ξ(A) is an R-order in ζ(A).
(ii) For every prime ideal p of R one has ξ(A)(p) = ξ(A(p)).
(iii) If A is commutative, then ξ(A) = ζ(A) = A.
(iv) If A is a maximal R-order, then ξ(A) is the (unique) maximal R-order in ζ(A).
(v) Any surjective homomorphism of R-orders ̺ : A → B induces, upon restriction, a
surjective homomorphism ξ(A)→ ξ(B).
Proof. The integral closure M of R in ζ(A) is the maximal R-order in ζ(A) and M(p) is
the maximal R(p)-order in ζ(A) for every p. In addition, by [16, Th. (26.5)], we can fix a
choice of maximal R-order M in A that contains A as a submodule of finite index. Then,
for every p, the localisationM(p) is a maximal R(p)-order in A (by [16, Th. (26.21)(ii)]) and
so the arithmetic of local division algebras (as in the proof of [16, Prop. (45.8)]) implies
that ξ(M(p)) = M(p).
In particular, for every p the R(p)-module ξ(A(p)) is contained in M(p) and so is finitely
generated. It is also straightforward to check that ξ(A(p)) is closed under multiplication,
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that it contains R(p) and that it has finite index in M(p) (since it contains NrdA(x · M(p))
for a non-zero element of R). This shows that each ξ(A(p)) is an R(p)-order in ζ(A) and
also implies that ξ(A) is an R-order in ζ(A) if and only if one has ξ(A)F = ζ(A).
At this stage, it is thus clear that the assertions of both claims (i) and (ii) follow from
the general result of [16, Prop. (4.21)(vii)] and the fact that A(p) = M(p), and hence also
ξ(A(p)) = M(p), for almost all p.
Next we note that if A is commutative, then for every p and every matrix M in Mn(A(p))
one has NrdA(M) = det(M) ∈ A(p). In this case it is therefore clear that ξ(A) is equal to⋂
pA(p) and hence (by [16, Prop. (4.21)(vi)]) to A = ζ(A), as required to prove claim (iii).
Claim (iv) is true since if A is a maximal R-order in A, then A(p) is a maximal R(p)-order
in A for every p and so
ξ(A) =
⋂
p
ξ(A(p)) =
⋂
p
M(p) = M,
where in both intersections p runs over all prime ideals.
We next note claim (v) makes sense since the surjectivity of ̺ implies that the F -algebra
B = BF is a quotient of A so that B is semisimple (and hence the order ξ(B) is defined).
This also implies that ̺ restricts to give a surjective homomorphism ̺′ : ζ(A)→ ζ(B) and
claim (ii) implies that the claimed equality ̺′(ξ(A)) = ξ(B) is valid if for every p one has
̺′(ξ(A(p))) = ξ(B(p)). This equality is in turn true since ̺ induces, for each n, a surjective
ring homomorphism ̺n : Mn(A(p)) → Mn(B(p)) with the property that ̺
′(NrdA(M)) =
NrdB(̺n(M)) for every M in Mn(A(p)). 
Remark 3.3. In the case that R is a discrete valuation ring, Johnston and Nickel [21, §3.4]
consider the R-order I(A) in ζ(A) that is generated over ζ(A) by the elements NrdA(M) as
M runs over all matrices in
⋃
n≥1Mn(A). In this case one therefore has I(A) = ζ(A) · ξ(A)
and also I(A) = ξ(A) if and only if ζ(A) ⊆ ξ(A). Whilst it seems likely that there exist
R-orders A for which ζ(A) 6⊂ ξ(A), we do not at this stage know a concrete example for
which this is true.
3.1.2. The order ξ(A) is not, in general, contained in ζ(A). However, to bound the ‘de-
nominators’ of its elements one can proceed as follows.
For every natural number m and every matrixM in Mm(A) there is a unique matrixM
∗
in Mm(A) with
(3.1.1) M ·M∗ =M∗ ·M = NrdA(M) · Im
and such that for every primitive central idempotent e of A the matrix M∗e is non-zero
if and only if NrdA(M)e is non-zero. The following definition is motivated by a result of
Nickel (see the proof of Proposition 3.17(iii) below).
Definition 3.4. For each prime ideal p of R the ‘ideal of denominators’ of A(p) is the subset
of ζ(A) obtained by setting
δ(A(p)) := {x ∈ ζ(A) : ∀ d ≥ 1, ∀M ∈Md(A(p)) one has x ·M
∗ ∈ Md(A(p))}.
The ‘ideal of denominators’ of A is then defined by the intersection
δ(A) =
⋂
p
δ(A(p))
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where p runs over all primes.
The basic properties of these sets are described in the following result.
Lemma 3.5.
(i) δ(A) is an ideal of finite index in ζ(A).
(ii) For every prime ideal p of R one has δ(A)(p) = δ(A(p)).
(iii) For each prime p an element x of ζ(A) belongs to δ(A)(p) if and only if there exists
a non-negative integer mx = mp,x such that for all a ≥ mx and all M ∈ Ma(A(p))
one has x ·M∗ ∈ Ma(A(p)).
(iv) δ(A) · ξ(A) = δ(A).
(v) If A is commutative, then δ(A) = ξ(A) = A.
(vi) If A is a maximal R-order, then δ(A) = ξ(A).
(vii) Any surjective homomorphism of R-orders ̺ : A → B induces, upon restriction, a
homomorphism δ(A)→ δ(B).
Proof. For each p the set δ(A(p)) is clearly an additive subgroup of ζ(A) that is stable under
multiplication by ζ(A(p)). One also has δ(A(p)) ⊆ ζ(A(p)) since if M is the 1 × 1 identity
matrix, then x = x ·M = x ·M∗ and so x = x ·M∗ ∈ M1(A(p)) implies x ∈ A(p) ∩ ζ(A) =
ζ(A(p)). This proves δ(A(p)) is an ideal of ζ(A(p)) and we next show it has finite index.
We first consider the special case that A(p) is maximal (as will be the case for all but
finitely many p). In this case ζ(A(p)) = M(p), where M is the integral closure of R in ζ(A),
and for everyM in Md(A(p)) and each primitive idempotent e of ζ(A) for which Nrd(M)e is
non-zero, the defining property (3.1.1) implies that eM∗ belongs to Md(eA(p)) ⊆ Md(A(p))
(see, for example, the discussion of [21, §3.6]). In this case, therefore, it follows that d(A(p))
contains, and is therefore equal to, M(p). To deal with the general case, we fix a maximal
R(p)-orderM in A that contains A(p) and write n for the (finite) index of A(p) inM. Then
for each M in Md(A(p)), the above argument implies that M
∗ belongs to Md(M) and hence
that n ·M∗ belongs to Md(A(p)). This implies n · ζ(A(p)) ⊆ δ(A(p)) and hence that δ(A(p))
has finite index in ζ(A(p)) = ζ(A)(p).
At this stage we know that δ(A) =
⋂
p δ(A(p)) is an ideal of
⋂
p ζ(A)(p) = ζ(A) and
that (as a consequence of [16, Prop. (4.21)(vi)]) its index is finite and for every p one has
δ(A)(p) = δ(A(p)). This proves claims (i) and (ii).
To prove claim (iii) it obviously suffices (in view of claim (ii)) to show that the stated
condition is sufficient to imply x belongs to δ(A(p)). To do this we fix a natural number d
and a matrix M in Md(A(p)) and note that in Md+mx(A) one has
x
(
M 0
0 Imx
)∗
= x
(
M∗ 0
0 NrdA(M) · Imx
)
=
(
x ·M∗ 0
0 x · NrdA(M) · Imx
)
.
In particular, since d + mx > mx, the stated condition on x (with a = d + mx and M
replaced by
(
M 0
0 Imx
)
) implies that x ·M∗ belongs to Md(A(p)), as required.
In view of claim (ii) and Lemma 3.2(ii), it is enough to prove the equality in claim (iv)
after replacing A by A(p) for each p. Since 1 belongs to ξ(A(p)), it is then enough to show
that for any x in δ(A(p)), any natural number n, and any matrix N in Mn(A(p)), the element
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x′ := x ·NrdA(N) belongs to δ(A(p)). We do this by showing that x
′ satisfies the condition
described in claim (iii) with mx′ taken to be n.
We thus fix an integer d with d ≥ n and choose N ′ in Md(A(p)) with NrdA(N
′) =
NrdA(N). Then, for any M in Md(A(p)) one has M
∗ · (N ′)∗ = (N ′ ·M)∗ and hence
x′ ·M∗ = x ·NrdA(N)M
∗ = x · NrdA(N
′)M∗ = x ·M∗((N ′)∗N ′) = (x · (N ′M)∗)N ′.
In particular, since x belongs to δ(A(p)) one has x · (N
′M)∗ ∈ Md(A(p)), and hence x
′ ·M∗ ∈
Md(A(p)), as required.
In view of claim (i) and Lemma 3.2(iii), claim (v) is reduced to showing that if A is
commutative, then δ(A) contains A. This follows directly from the fact that, in this case,
for every prime p and everyM in Md(A(p)) the adjoint matrixM
∗ also belongs to Md(A(p)).
Claim (vi) is true since (as already observed above) if A(p) is a maximal R(p)-order in
A, then δ(A)(p) = δ(A(p)) = M(p) = ξ(A(p)) = ξ(A)(p), where the last two equalities follow
from the proof of Lemma 3.2(iv) and from Lemma 3.2(ii) respectively.
Finally, to prove claim (vii) we write A and B for the F -algebras that are respectively
spanned by A and B and we consider the ring homomorphisms ̺′ : ζ(A) → ζ(B) and
̺d : Md(A)→ Md(B) for each natural number d that are induced by ̺.
It is enough to show that ̺′(δ(A(p))) = δ(B(p)) for all p. Then, since ζ(B) is a direct
factor of ζ(A) (see the proof of Lemma 3.2(v)), for any matrix M in Md(A(p)) the defining
equality (3.1.1) implies that ̺d(M
∗) = ̺d(M)
∗. By using this last equality, the required
equality ̺′(δ(A(p))) = δ(B(p)) follows directly from the definition of the respective ideals
δ(A(p)) and δ(B(p)) and the fact that ̺d
(
Md(A(p))
)
= Md(B(p)). 
Remark 3.6. The ideal δ(A) differs from an ideal H(A) defined (in the case that R is a
discrete valuation ring) by Johnston and Nickel in [21] (since our definition of M∗ differs
slightly from the ‘generalized adjoint matrices’ defined in loc. cit.) Nevertheless, the ex-
tensive computations of H(A) made in loc. cit can be used to give concrete information
about δ(A). For example, the arguments of [21, Prop. 4.3 and 4.8] combine with claim (ii)
of Lemmas 3.2 and 3.5 to imply that if Γ is a finite group and p a prime ideal of R with
residue characteristic prime to the order of the commutator subgroup of Γ, then one has
ξ(R[Γ])(p) = ξ(R(p)[Γ]) = ζ(R(p)[Γ]) = δ(R(p)[Γ]) = δ(R[Γ])(p).
3.2. Locally-free modules.
Definition 3.7. A finitely generated moduleM over an R-orderA will be said to be ‘locally-
free’ if M(p) is a free A(p)-module, or equivalently (as an easy consequence of Maranda’s
Theorem - see [16, Prop. (30.17)]) if Mp is a free Ap-module, for all prime ideals p of R. In
the sequel we write Modlf(A) for the category of locally-free A-modules.
For any module M in Modlf(A) the rank of the (finitely generated) free A(p)-module
M(p) is independent of p and equal to the rank of the (free) A-module MF . We refer to this
common rank as the ‘rank’ of M and denote it rkA(M).
A locally-free A-module of rank one will sometimes be referred to as an ‘invertible’ A-
module.
Since localization at p is an exact functor a locally-free A-module is automatically pro-
jective. We record two important examples for which the converse is also true.
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Example 3.8.
(i) If A = R, then every finitely generated torsion-free A-module M is locally-free, with
rkA(M) equal to the dimension of the F -space spanned by M .
(ii) If G is a finite group for which no prime divisor of |G| is invertible in R and A = R[G]
then, by a fundamental result of Swan [43] (see also [16, Th. (32.11)]), a finitely generated
projective A-module is locally-free. For any such module M the product rkR[G](M) · |G| is
equal to the dimension of the F -space spanned by M .
3.3. Fitting invariants of locally-free presentations.
3.3.1. Let M be a matrix in Md′,d(A) with d
′ ≥ d. Then for any integer t with 0 ≤ t ≤ d
and any ϕ = (ϕi)1≤i≤t in HomA(A
d′ ,A)t we write Mindϕ(M) for the set of all d× d minors
of the matrices M(J, ϕ) that are obtained from M by choosing any t-tuple of integers
J = {i1, i2, . . . , it} with 1 ≤ i1 < i2 < · · · < it ≤ d, and setting
(3.3.1) M(J, ϕ)ij :=
{
ϕa(bi), if j = ia with 1 ≤ a ≤ t
Mij , otherwise.
where, for any natural number n, we write {bi}1≤i≤n for the standard basis of the free
A-module An.
Then the set of all d × d minors of all matrices that are obtained from M by replacing
at most a of its columns by arbitrary elements of A is equal to
Sa(M) :=
⋃
0≤t≤a
⋃
ϕ∈HomA(Ad
′ ,A)t
Mindϕ(M).
We note, in particular, that S0(M) is the set of all d× d minors of M .
Definition 3.9. For any non-negative integer a the ‘a-th (non-commutative) Fitting in-
variant of M ’ is the ideal of ξ(A) obtained by setting
FitaA(M) := ξ(A) · {NrdA(N) : N ∈ S
a(M)}.
3.3.2. A ‘free presentation’ Π of a finitely generated A-module X is an exact sequence of
A-modules of the form
(3.3.2) Π : Ar
′
Π
θΠ−→ ArΠ
ρΠ−→ X → 0
in which (without loss of generality) one has r′Π ≥ rΠ.
We write MΠ for the matrix of the homomorphism θΠ with respect to the standard bases
of Ar
′
Π and ArΠ.
3.3.3. A ‘locally-free presentation’ Π of a finitely generated A-module X is a collection of
data of the following form:
- an exact sequence of A-modules
(3.3.3) Πseq : P ′
θΠ−→ P
ρΠ
−→ X → 0
in which P ′ and P belong to Modlf(A);
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- for each prime ideal p of R fixed isomorphisms of A(p)-modules
ι′Π,p : P
′
(p)
∼= A
rkA(P
′)
(p) and ιΠ,p : P(p)
∼= A
rkA(P )
(p) .
Such a presentation will be said to be ‘locally-quadratic’ if rkA(P
′) = rkA(P ).
Example 3.10. Let ̺ : A → B be a surjective homomorphism of R-orders. Then the
induced exact sequence of B-modules
B ⊗A,̺ Π
seq : B ⊗A,̺ P
′ id⊗θΠ−−−−→ B ⊗A,̺ P −→ B ⊗A,̺ X → 0
and isomorphisms B⊗A,̺ ι
′
Π,p and B⊗A,̺ ιΠ,p together constitute a locally-free presentation
B ⊗A,̺ Π of B ⊗A,̺ X that is locally-quadratic if Π is locally-quadratic.
Definition 3.11. For each non-negative integer a, the a-th Fitting invariant of the locally-
free presentation Π is the ideal of ξ(A) obtained by setting
FitaA(Π) :=
⋂
p
FitaA(p)(MΠ(p)),
where the intersection is over all prime ideals p of R and Π(p) denotes the free resolution
of the A(p)-module X(p) that is obtained by localising Π
seq and using the isomorphisms ι′Π,p
and ιΠ,p.
The basic properties of these ideals are recorded in the following result.
Lemma 3.12. Let Π be a locally-free presentation of an A-module. Then the following
claims are valid for every non-negative integer a.
(i) FitaA(Π) is contained in Fit
a+1
A (Π).
(ii) FitaA(Π) = ξ(A) for all large enough a.
(iii) For any homomorphism ̺ as in Example 3.10 one has ̺(FitaA(Π)) ⊆ Fit
a
B(B⊗A,̺Π).
Proof. For each prime p we set Mp :=MΠ(p).
Then claim (i) follows directly from the fact that in the definition of the set of matrices
Sa(Mp) that occurs in Definition 3.9 the variable t runs over all integers in the range
0 ≤ t ≤ a.
For the module P in (3.3.3) we set n := rk(P ). Then to prove claim (ii) it is enough to
show that for every a ≥ n and every prime p one has FitaA(p)(Mp) = ξ(A(p)). This is true
because for any such a the n× n identity matrix belongs to Sa(Mp).
In a similar way, claim (iii) is true since for every prime p the induced projection map
̺n : Mn(A)→ Mn(B) sends any matrix in S
a(Mp) to a matrix in S
a(̺n(Mp)). 
3.3.4. In the next result we explain the connection between this definition and the notion
of non-commutative Fitting invariants of presentations introduced (in the case that R is
a discrete valuation ring and a = 0) by Nickel in [32] and then subsequently studied by
Johnston and Nickel in [21].
Proposition 3.13. Assume that R is a discrete valuation ring and let Π be a free presen-
tation of an A-module X. Then all of the following claims are valid.
(i) ζ(A) · Fit0A(Π) = ξ(A) · FitA(Π), where FitA(Π) is the noncommutative Fitting
invariant of Nickel.
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(ii) If Π is quadratic, then Fit0A(Π) is equal to ξ(A) · NrdA(MΠ) and depends only on
the isomorphism class of the A-module X.
(iii) Let 0→ X1 → X2 → X3 → 0 be a short exact sequence of A-modules. If X1 and X3
have quadratic presentations Π1 and Π3, then there exists a quadratic presentation
Π2 of X2 and one has Fit
0
A(Π2) = Fit
0
A(Π1) · Fit
0
A(Π3).
Proof. We write ξ′(A) for the R-order in ζ(A) that is generated over ζ(A) by the elements
NrdA(M) as M runs over matrices in
⋃
n≥1GLn(A).
Then, setting r := rΠ, the invariant FitA(Π) is defined in [21, (3.3)] to be the ξ
′(A)-
submodule of ζ(A) that is generated by the elements NrdA(N) as N runs over all r×r minors
of the matrix MΠ. Thus, since Fit
0
A(Π) is defined to be the ideal of ξ(A) that is generated
over R by the same elements NrdA(N), the required equality ζ(A)·Fit
0
A(Π) = ξ(A)·FitA(Π)
of claim (i) follows directly from the obvious fact that ζ(A) · ξ(A) = ξ(A) · ξ′(A).
In the context of claim (ii) one has r′Π = rΠ (in the notation of (3.3.2)) and so Fit
0
A(Π)
is, by its very definition, equal to ξ(A) · NrdA(MΠ). Claim (ii) is therefore true provided
that the latter ideal depends only on the isomorphism class of the A-module given by the
cokernel of θΠ and this follows from the argument used by Nickel to prove [32, Th. 3.2ii)].
The key idea in the proof of claim (iii) is to construct a suitable locally-quadratic pre-
sentation Π2 of X2 from given locally-quadratic presentations of X1 and X3 and then to
compute the respective zeroth Fitting invariants via the formula in claim (ii). The precise
argument mimics that of Nickel in [32, Prop. 3.5iii)] and so will be left to the reader. 
3.4. Fitting invariants of modules.
3.4.1. In this section we assume to be given a finitely generated A-module Z.
Definition 3.14. For each non-negative integer a, the ‘a-th Fitting invariant’ of Z is the
ideal of ξ(A) obtained by setting
FitaA(Z) :=
∑
Π
FitaA(Π),
where in the sum Π runs over all locally-free presentations of finitely generated A-modules
Z ′ for which there exists a surjective homomorphism of A-modules of the form Z ′ → Z.
The basic properties of these ideals are described in the next result. Before stating this
result we introduce the following useful definition.
Definition 3.15. The ‘central pre-annihilator’ of an A-module Z is the ξ(A)-submodule
of ζ(A) obtained by setting
pAnnA(Z) := {x ∈ ζ(A) : x · δ(A) ⊆ AnnA(Z)},
where δ(A) is the ideal of ζ(A) from Definition 3.4 and AnnA(Z) denotes the annihilator
of Z in A.
Remark 3.16. IfA is commutative, then Lemma 3.5(v) implies that pAnnA(Z) = AnnA(Z).
Theorem 3.17. The following claims are valid for every non-negative integer a.
(i) FitaA(Z) is contained in Fit
a+1
A (Z).
(ii) FitaA(Z) = ξ(A) if a is large enough.
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(iii) Fit0A(Z) is contained in pAnnA(Z).
(iv) Let e be a primitive central idempotent of A. Then the ideal e · FitaA(Z) vanishes if
rrAe(e · ZF ) > a · rrAe(Ae).
(v) For any surjective homomorphism of R-orders ̺ : A → B one has ̺(FitaA(Z)) ⊆
FitaB(B ⊗A,̺ Z).
(vi) For any surjective homomorphism of A-modules Z → Z ′ one has FitaA(Z) ⊆ Fit
a
A(Z
′).
(vii) If A is commutative, then FitaA(Z) is equal to the a-th Fitting ideal of the A-module
Z, as discussed by Northcott in [35, §3].
Proof. Claims (i), (ii) and (v) follow directly from the corresponding results in Lemma 3.12
and claim (vi) from the nature of the sum in Definition 3.14.
Since each of the remaining claims can be proved after localizing at each prime ideal p of
R we shall in the sequel assume (without explicit comment) that R is local. We also then
fix a free presentation Π of a finitely generated A-module X of the form (3.3.2) and set
r := rΠ and r
′ := r′Π.
Claim (iii) is quickly reduced to proving that if Π is quadratic, so that r′ = r, then for
any given element a of δ(A) the product a ·NrdA(MΠ) belongs to ζ(A) and annihilates X.
We set M :=MΠ. Then claims (i) and (iv) of Lemma 3.5 combine to imply a ·NrdA(M)
belongs to ζ(A) and so it suffices to prove this element annihilates X. To do this we follow
an argument used by Nickel to prove [32, Th. 4.2].
Specifically, it is enough to show that for every element y of Ar the product
a · NrdA(M) · y = a ·MM
∗(y) =M(a ·M∗(y))
belongs to im(θΠ), where the matrix M
∗ is as defined in (3.1.1). This is in turn a direct
consequence of the fact that the definition of δ(A) ensures a ·M∗ belongs to Mr,r(A) and
hence that M(a ·M∗(y)) belongs to im(θΠ).
To prove claim (iv) we set m := rrAe(Ae). Then it is enough to prove that for any
non-negative integer a one has e · FitaA(Π) = 0 whenever rrAe(e ·XF ) > a ·m.
To show this we let M denote any matrix obtained from MΠ by replacing at most a of
its columns by arbitrary elements of A. We set d := rΠ, fix a d× d minor N of M (so that
N is a typical matrix of the set Sa(MΠ)) and write NΠ for the corresponding minor of MΠ.
We fix a splitting field E for Ae and an isomorphism of algebras of the form Ae⊗ζ(A)e E
∼= Mm,m(E). This isomorphism induces a map ι : Md,d(A)→ Mdm,dm(E) and e ·Fit
a
A(Π) is,
by its definition, generated over ξ(A) by the determinants of all matrices of the form ι(N).
In addition, it is clear that
rank(ι(N)) ≤ rank(ι(NΠ)) + a ·m ≤
(
d ·m− rrAe(e ·XF )
)
+ a ·m.
Hence, if rrAe(e ·XF ) > a ·m, then rank(ι(N)) < d ·m and so det(ι(N)) = 0, as required
to prove claim (iv).
Finally, to prove claim (vii), we assume A is commutative and note that FitaA(Π) is
generated over A by elements of the form det(N) where N is an r× r matrix, at least r− a
columns of which coincide with the columns of an r × r minor of MΠ.
The Laplace expansion of det(N) therefore shows that it is contained in the ideal of A
generated by the set of (r − a)× (r − a) minors of MΠ. Thus, since the latter ideal is, by
definition, equal to FitaA(X) one has Fit
a
A(Π) ⊆ Fit
a
A(X).
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To prove the reverse inclusion it suffices to show that for each (r− a)× (r− a) minor N
of MΠ the term det(N) belongs to Fit
a
A(Π).
For any natural number n and any non-negative integer t we write [n]t for the set of
subsets of {1, 2, . . . , n} that are of cardinality min{t, n}.
Then we assume that N is obtained by first deleting fromMΠ the columns corresponding
to a subset J = {i1, i2, . . . , ia} of [r]a with i1 < i2 < · · · < ia, and then taking the rows
corresponding to an element J1 of [r
′]r−a. We choose an element J
′
1 of [r
′]r that contains
J1, label the elements of J
′
1 \J1 as k1 < k2 < · · · < ka and then define an element (ϕi)1≤i≤a
of HomA(A
r′ ,A)a by setting ϕi(bj) = δjki for each j with 1 ≤ j ≤ r
′.
Then an explicit computation shows that, with these choices, the determinant of the
matrix MΠ(J, ϕ) defined in (3.3.1) is equal to ±det(N) and hence implies that det(N)
belongs to FitaA(Π), as required. 
3.4.2. Let Γ be a finite group. In this section we discuss a construction of presentations for
modules over the Gorenstein order A = R[Γ]. The observations made here are subsequently
useful in arithmetic applications, both in this article and elsewhere.
If Π is a locally-free presentation of an R[Γ]-module X (as described in §3.3.3), then the
‘transpose’ Πtr of Π is the locally-free presentation of the R[Γ]-module cok(HomR(θΠ, R))
that is given by the following data:
- the exact sequence of R[Γ]-modules
(Πtr)seq : HomR(P,R)
HomR(θΠ,R)
−−−−−−−−→ HomR(P
′, R) −→ cok(HomR(θΠ, R))→ 0,
where the linear duals are endowed with the contragredient action of Γ;
- for each prime p the composite isomorphisms
HomR(P,R)(p) ∼= HomR(R[Γ]
rk(P ), R)(p) ∼= R(p)[Γ]
rk(P )
and
HomR(P
′, R)(p) ∼= HomR(R[Γ]
rk(P ′), R)(p) ∼= R(p)[Γ]
rk(P ′)
where the first maps are respectively induced by the R(p)-linear duals of ιΠ,p and
ι′Π,p and the second by the standard isomorphism HomR(R[Γ], R)
∼= R[Γ].
Remark 3.18. It is clear Πtr is locally-quadratic if and only if Π is locally-quadratic. In
addition, since HomR(HomR(θΠ, R), R) identifies naturally with θΠ, there exists a choice of
isomorphism of R[Γ]-modules cok(θΠ) ∼= X that induces an identification of (Π
tr)tr with Π.
Definition 3.19. For a finitely generated R[Γ]-module Z and non-negative integer a, the
‘transpose’ of the a-th Fitting invariant of Z is the ideal
FitaR[Γ](Z)
tr :=
∑
Π
FitaR[Γ](Π
tr),
of ξ(A), where the sum is as in Definition 3.14.
We next recall that the Wedderburn decomposition of Cp[Γ] induces an identification of
ζ(Cp[Γ]) with the product
∏
ψ Cp where ψ runs over all irreducible Cp-valued characters of
Γ. For each x in ζ(Cp[Γ]) we write the corresponding element of the product as (xψ)ψ.
We then write x 7→ x# for the involution of ζ(Cp[Γ]) that is specified by the condition
that at every ψ one has (x#)ψ = xψˇ where ψˇ denotes the contragredient of ψ.
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Lemma 3.20. Assume R is contained in Cp. Let a be a non-negative integer. Then if
either a = 0 or Γ is abelian one has
FitaR[Γ](Z)
tr = FitaR[Γ](Z)
#
for every finitely generated R[Γ]-module Z.
Proof. For each matrixM in Md′,d(R[Γ]) we writeM
tr for the transpose matrix in Md,d′(R[Γ])
and ι#(M) for the matrix in Md′,d(R[Γ]) that is obtained from M by applying to each of
its components the R-linear anti-involution of R[Γ] that inverts elements of Γ.
It is then easily checked that for all M in Md(R[Γ]) one has
(3.4.1) NrdF [Γ](ι#(M
tr)) = NrdF [Γ](ι#(M)) = NrdF [Γ](M)
#.
Now, after localizing at each prime ideal of R, it is enough to prove the claimed equality
in the case that Z has a free presentation.
To consider this case we fix a homomorphism of R[Γ]-modules θ : R[Γ]r
′
→ R[Γ]r and
write Mθ for its matrix with respect to the standard bases of R[Γ]
r′ and R[Γ]r. Then the
matrix of HomR(θ,R) with respect to the standard (dual) bases of HomR(R[Γ]
r, R) and
HomR(R[Γ]
r′ , R) is equal to ι#(M
tr
θ ).
In the case a = 0, the claimed result therefore follows directly from the equality (3.4.1).
In the case that Γ is abelian (and a > 0) it follows in a similar way after taking account of
Theorem 3.17(vii). 
Remark 3.21. The second equality in (3.4.1) implies directly that ξ(R[Γ]) = ξ(R[Γ])#. In
a similar way, since the defining equality (3.1.1) implies that (ι#(M))
∗ = ι#(M
∗) for every
M in Md(R[Γ]) one has δ(R[Γ]) = δ(R[Γ])
#. In particular, if Z is an R[Γ]-module, then the
last equality combines with the exactness of Pontryagin duality to imply that, with respect
to the contragredient action of R[Γ] on Z∨ = HomR(Z,F/R), one has pAnnR[Γ](Z
∨) =
pAnnR[Γ](Z)
#.
4. Reduced exterior powers
In this section we discuss the basic properties of an explicit construction of ‘exterior
powers’ over semisimple rings.
4.1. Exterior powers over commutative rings. We first quickly review relevant aspects
of the classical theory of exterior powers over commutative rings.
Let R be a commutative ring, and M be an R-module. Then for every positive integer
r, an element f ∈ HomR(M,R) induces the homomorphism∧r
R
M →
∧r−1
R
M
which is defined by
m1 ∧ · · · ∧mr 7→
r∑
i=1
(−1)i+1f(mi)m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr.
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This homomorphism is also denoted by f . Using this construction, we define the following
pairing:∧r
R
M ×
∧s
R
HomR(M,R)→
∧r−s
R
M ; (m,∧i=si=1fi) 7→ (fs ◦ · · · ◦ f1)(m),
where r and s are non-negative integers with r ≥ s. We then set
(∧i=si=1fi)(m) := (fs ◦ · · · ◦ f1)(m).
We shall also use the following convenient notation: for any natural numbers r and s
with s ≤ r we write
[r
s
]
for the subset of Sr comprising permutations σ which satisfy both
σ(1) < · · · < σ(s) and σ(s + 1) < · · · < σ(r).
(This notation is motivated by the fact that the cardinality of
[r
s
]
is equal to the binomial
coefficient
(
r
s
)
.)
We can now record two results that play an important role in the sequel.
Lemma 4.1. If s ≤ r, then for all subsets {fi}1≤i≤s of HomR(M,R) and {mj}1≤j≤r of M
one has
(∧i=si=1fi)(∧
j=r
j=1mj) =
∑
σ∈[rs]
sgn(σ) det(fi(mσ(j)))1≤i,j≤smσ(s+1) ∧ · · · ∧mσ(r).
In particular, if r = s, then we have
(∧i=ri=1fi)(∧
j=r
j=1mj) = det(fi(mj))1≤i,j≤r.
Proof. This is verified by means of an easy and explicit computation. 
Lemma 4.2 ([7, Lem. 4.2]). Let E be a field and W an n-dimensional E-vector space. Fix
a non-negative integer m with m ≤ n and a subset {ϕi}1≤i≤m of HomE(W,E). Then the
E-linear map
Φ =
m⊕
i=1
ϕi : W −→ E
⊕m
is such that
im(∧1≤i≤mϕi :
∧n
E
W −→
∧n−m
E
W ) =
{∧n−m
E ker(Φ), if Φ is surjective,
0, otherwise.
4.2. Reduced exterior powers over semisimple rings. In this subsection, we define a
notion of exterior powers for finitely generated modules over semsimple rings.
The underlying idea is as follows. If Λ is a non-commutative ring for which there exists a
functor Φ from the category of Λ-modules to the category of modules over some commutative
ring Ω that gives an equivalence of the categories, then the exterior power of a Λ-module
M should be defined via a suitable exterior power of the Ω-module Φ(M). (In our case, we
shall take Φ to be the Morita functor defined at the end of §2.1.1.)
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4.2.1. Let K be a field of characteristic zero and A a finite-dimensional simple K-algebra.
Definition 4.3. Take a splitting field E of A, set AE := A ⊗ζ(A) E and fix a simple left
AE-module V . Then for each left A-module M and each non-negative integer r, we define
the ‘r-th reduced exterior power’ of M over A to be the E-vector space∧r
A
M :=
∧rd
E
(V ∗ ⊗AE ME),
where d := dimE(V ), ME := M ⊗ζ(A) E, and V
∗ := HomE(V,E).
Remark 4.4. If A is commutative, and hence a field, then our convention will always
be to take E, and hence also V , to be A so that the above definition coincides with the
standard r-th exterior power of M as an A-module. In the general case, whilst our chosen
notation
∧r
AM suppresses the dependence of the definition on the splitting field E and
simple AE-module V we feel that this should not lead to confusion. Firstly, for a fixed
E, all simple AE-modules V are isomorphic and so lead to isomorphic reduced exterior
powers. In addition, each K-embedding of splitting fields σ : E → E′ induces a canonical
isomorphism E′ ⊗E,σ
∧r
AM
∼=
∧r
AM where the exterior powers are respectively defined via
the pairs (E,V ) and (E′, E′⊗E,σV ). Aside from this, one can also define
∧r
AM with respect
to a ‘canonical’ choice of splitting field E as in Remark 2.1 (and see also Remark 4.9 below
in this regard).
Remark 4.5. Reduced exterior powers are functorial in the following sense. Any homo-
morphism of A-modules θ : M → M ′ induces for each natural number r a homomorphism
of E-modules∧r
A
M =
∧rd
E
(V ∗ ⊗AE ME)
∧rdE (idV ∗⊗θ)−−−−−−−−→
∧rd
E
(V ∗ ⊗AE M
′
E) =
∧r
A
M ′.
4.2.2. To make analogous constructions for linear duals we use the fact that HomA(M,A)
has a natural structure as left Aop-module. In particular, since V ∗ is a simple left AopE -
module and V ∗∗ is canonically isomorphic to V , the r-th reduced exterior power (in the
sense of Definition 4.3) of HomA(M,A) is equal to∧r
Aop
HomA(M,A) =
∧rd
E
(V ⊗AopE
HomAE(ME , AE)).
The natural isomorphism
V ⊗AopE
HomAE (ME , AE)
∼
→ HomE(V
∗ ⊗AE ME , E); v ⊗ f 7→ (v
∗ ⊗m 7→ v∗(f(m)v))
therefore induces an identification∧r
Aop
HomA(M,A) =
∧rd
E
HomE(V
∗ ⊗AE ME , E) =
∧rd
E
Homζ(A)(V
∗ ⊗AE ME , ζ(A)),
where the last identification is induced by the trace map E → ζ(A).
By using this identification, the construction discussed in §4.1 applies to the E-vector
space V ∗ ⊗AE ME to give a pairing
(4.2.1)
∧r
A
M ×
∧s
Aop
HomA(M,A)→
∧r−s
A
M.
We shall denote the image under this pairing of a pair (m,ϕ) by ϕ(m).
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4.2.3. We now fix an ordered E-basis {vi}1≤i≤d of V and write {v
∗
i }1≤i≤d for the corre-
sponding dual basis of V ∗.
For any subsets {mi}1≤i≤r of M and {ϕi}1≤i≤r of HomA(M,A) we then set
(4.2.2) ∧i=ri=1 mi := ∧1≤i≤r(∧1≤j≤dv
∗
j ⊗mi) ∈
∧rd
E
(V ∗ ⊗AE ME) =
∧r
A
M
and
(4.2.3) ∧i=ri=1 ϕi := ∧1≤i≤r(∧1≤j≤dvj ⊗ ϕi) ∈
∧r
Aop
HomA(M,A),
where mi and ϕi are regarded as elements of ME and HomAE (ME , AE) in the obvious way.
Lemma 4.6. The E-vector spaces
∧r
AM and
∧r
Aop HomA(M,A) are respectively spanned
by the sets {∧i=ri=1mi : mi ∈M} and {∧
i=r
i=1ϕi : ϕi ∈ HomA(M,A)}.
Proof. We only prove the claim forM since exactly the same argument works for HomA(M,A)
(after replacing A by Aop).
Then, since there exists a surjective homomorphism of A-modules of the form At → M
(for any large enough t) it is enough to prove the claim in the case that M is free of rank t.
In this case, if we fix an A-basis {bi}1≤i≤t of M , then V
∗ ⊗AE ME has as an E-basis the
set {xij := v
∗
j ⊗ bi}1≤j≤d,1≤i≤t and so
∧r
AM is generated over E by the exterior powers of
all rd-tuples of distinct elements in this set.
It is thus enough to show that for any d distinct elements X := {xikjk}1≤k≤d of the above
set, there exists an element mX of ME with ∧
y=d
y=1(v
∗
y ⊗mX) = ±∧
k=d
k=1xikjk .
To do this we set Xc := {xikjk : ik = c} and nc := |Xc| for each index c with 1 ≤ c ≤ t.
We also set Y := {v∗i }1≤i≤d.
We order the indices c for which nc 6= 0 as c1 < c2 < · · · < cs (for a suitable integer s)
and for each integer ℓ with 0 ≤ ℓ ≤ s we set Nℓ :=
∑j=ℓ
j=1 ncj (so that N0 = 0 and Ns = d).
For each index k we then choose ack to be an element of AE whose image under the
isomorphism (2.1.2) maps the elements {v∗i : Nk−1 < i ≤ Nk} to the (Nk − Nk−1 = nck
distinct) elements v∗j that occur as the first components of the elements in Xck and maps
the remaining d− nck elements of Y to zero.
It is then straightforward to check the element mX :=
∑k=s
k=1 ack · bck of ME is such that
∧y=dy=1(v
∗
y ⊗mX) =∧
y=d
y=1(
k=s∑
k=1
v∗yack ⊗ bck)
= ± ∧k=sk=1
(
∧Nk−1<y≤Nk(v
∗
yack ⊗ bck)
)
= ± ∧k=dk=1xikjk ,
as required. 
Remark 4.7. If A is commutative, then our convention is that E = V = A (see Remark
4.4). In particular, in this case d = 1 and we will always take the basis {v1} fixed above
to comprise the identity element of A so that the elements defined in (4.2.2) and (4.2.3)
coincide with the classical definition of exterior products.
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4.2.4. We assume now that A is a semisimple ring, with Wedderburn decomposition (2.2.1).
In this case, each finitely generated A-module M decomposes as a direct sum M =⊕
i∈I Mi where each summand Mi := Ai ⊗A M is a finitely generated Ai-module. For any
non-negative integer r, we then define the r-th reduced exterior power of the A-module M
by setting ∧r
A
M :=
⊕
i∈I
∧r
Ai
(Ai ⊗A M),
where each component exterior power in the direct sum is defined with respect to a given
choice of splitting field Ei for Ai over ζ(Ai) and a given choice of simple Ei⊗ζ(Ai)Ai-module
Vi. The associated reduced exterior power
∧r
Aop HomA(M,A) is defined in a similar way.
Whilst these constructions depend on the choice of splitting fields, the following result
shows that they behave functorially under scalar extension.
Lemma 4.8. For any extension K ′ of K there exists an injective homomorphism from∧r
AM to
∧r
A⊗KK ′
(M ⊗K K
′).
Proof. We can assume, without loss of generality, that A is simple. We then set F := ζ(A)
and A′ := A⊗KK
′ and M ′ :=M ⊗KK
′. We assume
∧r
AM is defined by using an algebraic
extension E of F in Kc and a simple left AE-module V , and we set d = dimE(V ). We also
use the notation of Lemma 2.2. In particular, we write Ω for an algebraic closure of K ′.
For each σ in Σ(F/K,K ′) we fix a K-embedding σ˜ of E into Ω that extends σ. Then
the field Eσ := σ˜(E)K
′ splits the simple ring A ⊗F σ(F )K
′. In addition, Vσ := V ⊗E Eσ
is a simple left module over AEσ := A ⊗F Eσ and so, by Lemma 2.2 and the definition of
reduced exterior powers, one has∧r
A′
M ′ =
⊕
σ∈Σ(F/K,K ′)
∧rd
Eσ
(V ∗σ ⊗AEσ MEσ),
with MEσ :=M ⊗F Eσ.
For each σ ∈ Σ(F/K,K ′), there is a canonical embedding
V ∗ ⊗AE ME → V
∗
σ ⊗AEσ MEσ .
This induces an embedding
fσ :
∧rd
E
(V ∗ ⊗AE ME)→
∧rd
Eσ
(V ∗σ ⊗AEσ MEσ)
and we define the required scalar extension∧r
A
M =
∧rd
E
(V ∗ ⊗AE ME)→
⊕
σ∈Σ(F/K,K ′)
∧rd
Eσ
(V ∗σ ⊗AEσ MEσ) =
∧r
A′
M ′
to be the tuple
⊕
σ fσ. 
Upon combining the duality pairings (4.2.1) for each simple component Ai of A one
obtains a duality pairing
(4.2.4)
∧r
A
M ×
∧s
Aop
HomA(M,A)→
∧r−s
A
M
that we continue to denote by (m,ϕ) 7→ ϕ(m).
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For each subset of elements {ma}1≤a≤r of M and {ϕa}1≤a≤r of HomA(M,A) we also set
(4.2.5) ∧a=ra=1 ma := (∧1≤a≤rmai)i∈I ∈
∧r
A
M
and
(4.2.6) ∧a=ra=1 ϕa := (∧1≤a≤rϕai)i∈I ∈
∧r
Aop
HomA(M,A),
where mai and ϕai are the projection of ma and ϕa to Mi and HomAi(Mi, Ai) and the
component exterior powers are defined (via (4.2.2) and (4.2.3)) with respect to a fixed
ordered Ei-basis of Vi (and its dual basis).
Remark 4.9. In each simple component of A that is commutative, we will always fix
conventions regarding the bases used in (4.2.5) and (4.2.6) as in Remark 4.7. In addition,
for the non-commutative algebras that arise in the arithmetic settings that are considered
in later sections, the specification of a splitting field for A, of a simple AE-module V and
of an ordered E-basis of V arises naturally in the following way.
Let G be a finite group of exponent e and write E for the field generated over Qp by a
primitive e-th root of unity and Irp(G) for the set of irreducible Q
c
p-valued characters of G.
Then, by a classical result of Brauer [3], for each χ in Irp(G) there exists a representation
ρχ : G→ GLχ(1)(E)
of character χ. The induced homomorphisms of E-algebras ρχ,∗ : E[G]→ Mχ(1)(E) combine
to give an isomorphism
E[G]
(ρχ,∗)χ
−−−−→
∏
χ∈Irp(G)
Mχ(1)(E).
This decomposition shows E is a splitting field for Qp[G], that the spaces Vχ := E
χ(1),
considered as the first columns of the component Mχ(1)(E), are a set of representatives of
the simple E[G]-modules and that one can specify the standard basis of Eχ(1) to be the
ordered basis of Vχ. In this way, the specification of a representation ρχ for each χ in Irp(G)
leads to a canonical choice of the data necessary to define reduced exterior powers.
4.3. Basic properties. In this section we record several useful technical properties of the
reduced exteriors powers defined above.
Lemma 4.10. Let A be a semisimple ring and W be an A-module. Then for all subsets
{wi}1≤i≤r of W and {ϕj}1≤j≤r of HomA(W,A) one has
(∧i=ri=1ϕi)(∧
j=r
j=1wj) = NrdMr(Aop)((ϕi(wj))1≤i,j≤r).
Proof. We may assume that A is simple (and use the notation of Definition 4.3) so that
there is a canonical isomorphism AE := A ⊗ζ(A) E ∼= EndE(V ). In particular, after fixing
an ordered E-basis {vi}1≤i≤d of V , we can identify AE with the matrix ring Md(E).
Then the definitions (4.2.2) and (4.2.3) combine to imply
(∧i=ri=1ϕi)(∧
j=r
j=1wj) = (∧1≤i≤r(∧1≤j≤dvj ⊗ ϕi))(∧1≤i≤r(∧1≤j≤dv
∗
j ⊗ wi)).
Next we note that the element (vi′ ⊗ ϕi)(v
∗
j′ ⊗ wj) = v
∗
j′(ϕi(wj)vi′) of E is equal to
the (j′, i′)-component of the matrix ϕi(wj) ∈ A ⊂ Md(E). Hence, writing
tϕi(wj) for the
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transpose of ϕi(wj) ∈ Md(E) and regarding (
tϕi(wj))1≤i,j≤r as a matrix in Mrd(E), Lemma
4.1 implies that
(∧i=ri=1ϕi)(∧
j=r
j=1wj) = det(
tϕi(wj))1≤i,j≤r.
It is therefore enough to note that the last expression is equal to NrdMr(Aop)((ϕi(wj))1≤i,j≤r)
by the definition of reduced norm. 
Remark 4.11. Lemma 4.10 implies both that the value (∧i=ri=1ϕi)(∧
j=r
j=1wj) belongs to ζ(A)
and also only depends on the elements w1, . . . , wr and homomorphisms ϕ1, . . . , ϕr.
Lemma 4.12. Let A be a semisimple ring and W a free A-module of rank r. Then there
is a canonical isomorphism of ζ(A)-modules
ιW :
∧r
Aop
HomA(W,A) ∼= Homζ(A)(
∧r
A
W, ζ(A))
with the following property: for any A-basis {bi}1≤i≤r of W one has ιW (∧
i=r
i=1b
∗
i )(∧
j=r
j=1bj) = 1
where for each index i we write b∗i for the element of HomA(W,A) that is dual to bi.
Proof. In this case the pairing (4.2.4) with s = r induces a homomorphism of free rank one
ζ(A)-modules ιW :
∧r
Aop HomA(W,A)
∼= Homζ(A)(
∧r
AW, ζ(A)).
Both the bijectivity of this homomorphism and the equality ιW (∧
i=r
i=1b
∗
i )(∧
j=r
j=1bj) = 1
follow directly from Lemma 4.10. 
Lemma 4.13. Let A be a semisimple ring and W a free A-module of rank r. Fix an A-basis
{bi}1≤i≤r of W . Then for each ϕ in EndA(W ) one has
∧i=ri=1ϕ(bi) = NrdEndA(W )(ϕ) · (∧
i=r
i=1bi) ∈
∧r
A
W.
Proof. The algebra isomorphism
EndA(W )
∼
−→ Mr(A
op); ψ 7→ (b∗i (ψ(bj)))1≤i,j≤r
implies that
NrdEndA(W )(ϕ) = NrdMr(Aop)((b
∗
i (ϕ(bj)))1≤i,j≤r).
By applying Lemma 4.10, one therefore has
(∧i=ri=1b
∗
i )(∧
j=r
j=1ϕ(bj)) = NrdEndA(W )(ϕ).
This in turn implies the claimed equality since one also has (∧i=ri=1b
∗
i )(∧
j=r
j=1bj) = 1 as a
consequence of Lemma 4.10. 
Finally we establish a useful non-commutative generalization of Lemma 4.2.
Lemma 4.14. Let A be a semisimple ring and W a free A-module of rank r. For a natural
number s with s ≤ r and a subset {ϕi}1≤i≤s of HomA(W,A) consider the map
Φ :=
i=s⊕
i=1
ϕi : W → A
⊕s.
Then the image of the map∧r
A
W →
∧r−s
A
W ; b 7→ (∧1≤i≤sϕi)(b)
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is contained in
∧r−s
A ker(Φ).
In addition, if A is simple and Φ is surjective, respectively not surjective, then the image
of this map is equal to
∧r−s
A ker(Φ), respectively vanishes.
Proof. We can assume, without loss of generality, that A is simple (and then use the notation
of Definition 4.3). Then, by Morita equivalence, the kernel of the induced linear map of
E-vector spaces
Φ1 :=
i=s⊕
i=1
(id⊗ ϕi) : V
∗ ⊗AE WE → (V
∗)⊕s.
is equal to V ∗ ⊗AE ker(Φ)E and Φ1 is surjective if and only if Φ is surjective.
We write {vj}1≤j≤d for the ordered basis of V with respect to which the exterior product
∧1≤i≤sϕi is defined (in (4.2.3)) and consider the E-linear map
Φ2 :=
i=s⊕
i=1
(
j=d⊕
j=1
vj ⊗ ϕi) : V
∗ ⊗AE WE → E
⊕sd.
Then it is clear that ker(Φ2) = ker(Φ1) = V
∗ ⊗AE ker(Φ)E and that Φ2 is surjective if
and only if Φ1 is surjective, and hence if and only if the given map Φ is surjective.
Given this facts, and the explicit definition of the reduced exterior power
∧r−s
A ker(Φ),
the claimed results follow directly upon applying Lemma 4.2 with the data W,n,m and Φ
respectively replaced by V ∗ ⊗AE WE , dr, ds and the above map Φ2. 
4.4. Reduced Rubin lattices. We now define a canonical integral structure on the re-
duced exterior powers of A-modules. This structure will play a key role in the sequel.
4.4.1. For the reader’s convenience we first review notation. Just as in §3, we assume to
be given a Dedekind domain R whose fraction field F is a finite extension of either Q or Qp
for some prime p. We also fix an R-order A that spans a (finite-dimensional) semisimple
F -algebra A and for each finitely generated left A-module M we set MF := F ⊗R M .
Definition 4.15. Let r be a non-negative integer. Then the r-th reduced Rubin lattice of
the A-module M is the ξ(A)-module obtained by setting⋂r
A
M := {a ∈
∧r
A
MF : (∧
i=r
i=1ϕi)(a) ∈ ξ(A) for all ϕ1, . . . , ϕr ∈ HomA(M,A)}.
Remark 4.16. If A is a split semisimple F -algebra, then the results of Lemmas 4.6 and
4.12 combine to imply that the map⋂r
A
M
∼
−→ Homξ(A)
(
ξ(A) · {∧i=ri=1ϕi : ϕi ∈ HomA(M,A)}, ξ(A)
)
; a 7→ (Φ 7→ Φ(a))
is an isomorphism of ξ(A)-modules. In particular, if A is commutative, then ξ(A) = A
(by Lemma 3.2(iii)) and, with the conventions fixed in Remark 4.7, there is a canonical
isomorphism of A-modules⋂r
A
M ∼= HomA
(∧r
A
HomA(M,A),A
)
.
We recall that modules of this form were first considered (in the setting of group rings of
abelian groups) by Rubin in [40] in order to formulate refined versions of Stark’s Conjecture.
These lattices are in turn a special case of the formalism of ‘exterior power biduals’ that
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has subsequently played a key role in the theory of higher rank Euler, Kolyvagin and Stark
systems developed by Sakamoto and the present authors (cf. [11]).
The basic properties of reduced Rubin lattices in the general case are recorded in the
next result.
Theorem 4.17. For each finitely generated A-module M and each non-negative integer r
the following claims are valid.
(i) If r = 0, then
⋂r
AM = ξ(A).
(ii) The module
⋂r
AM is both finitely generated and torsion-free over R. It is also
independent, in a natural sense, of the choice of E-bases (of the simple AE-modules
V ) that occur in the definition (4.2.3) of exterior powers.
(iii) For every prime ideal p of R one has (
⋂r
AM)(p) =
⋂r
A(p)
M(p). Hence one has⋂r
A
M :=
⋂
p
(⋂r
A(p)
M(p)
)
,
where the intersection runs over all p and takes place in (
⋂r
AM)F .
(iv) An injective homomorphism ι : M → M ′ of finitely generated A-modules induces
injective homomorphisms of ξ(A)-modules
ιr∗,F :
∧r
A
MF →
∧r
A
M ′F and ι
r
∗ :
⋂r
A
M →
⋂r
A
M ′.
If Ext1A(cok(ι),A) vanishes, then one has
ιr∗
(⋂r
A
M
)
= ιr∗,F
(∧r
A
MF
)
∩
⋂r
A
M ′.
(v) Let s be a natural number with s ≤ r and {ϕi}1≤i≤s a subset of HomA(M,A). Then
the map ∧r
A
MF →
∧r−s
A
MF ; x 7→ (∧1≤i≤sϕi)(x)
sends
⋂r
AM into
⋂r−s
A M .
(vi) If M is a free A-module of rank d with d ≥ r, then for any choice of basis b =
{bj}1≤j≤d of M there is a natural split surjective homomorphism of ξ(A)-modules
θb :
⋂r
A
M →
⊕
σ∈[dr]
ξ(A).
This homomorphism is bijective if and only if either A is commutative or r = d.
Proof. To prove claim (i) we fix for each index i that occurs in the Wedderburn decom-
position (2.2.1) of A a splitting field Ei for Ai over ζ(Ai). Then, with respect to these
choices, one has
∧0
AMF =
⊕
i∈I Ei ⊗ζ(Ai) Ai and, by convention, the exterior power of the
empty subset of HomA(M,A) is the identity element of the algebra
∧0
Aop HomA(MF , A) =⊕
i∈I Ei⊗ζ(Ai)A
op
i . In view of these descriptions, claim (i) follows directly from the explicit
definition of
⋂r
AM in the case r = 0.
Given this result, we can assume in the rest of the proof that r > 0. It is also convenient
to prove claim (iv) next. To do this we note that the existence of an injective homomorphism
of ζ(A)-modules ιrF,∗ of the stated form is a consequence of the fact that for every simple
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AE-module V the given map ι induces an injective homomorphism of E-vector spaces
V ∗ ⊗AE ME → V
∗ ⊗AE M
′
E .
To prove the rest of claim (iv) we apply the functor HomA(−,A) to the tautological exact
sequence 0→M
ι
−→M ′ → cok(ι)→ 0 to obtain an exact sequence
HomA(M
′,A)
ι∗
−→ HomA(M,A)→ Ext
1
A(cok(ι),A).
The fact that the restriction of ιrF,∗ to
⋂r
AM factors through the inclusion
⋂r
AM
′ ⊂∧r
AM
′
F , thereby inducing a map ι
r
∗ of the required form, is then a consequence of the fact
that for each x in
⋂r
AM and each subset {ϕ
′
i}1≤i≤r of HomA(M
′,A) one has
(∧i=ri=1ϕ
′
i)(ι
r
F,∗(x)) = ∧
i=r
i=1(ι
∗(ϕ′i))(x).
This equality also implies the final assertion of claim (iii) since if Ext1A(cok(ι),A) vanishes,
then the exact sequence displayed above implies ι∗ is surjective.
Turning now to claim (ii), it is clear that
⋂r
AM is R-torsion-free and to prove it is finitely
generated we observe there exists a natural number d and an injective homomorphism of
A-modules of the form Mtf → A
d. To justify this we note that the semisimplicity of A
implies the existence, for any large enough d, of an injective homomorphism of A-modules
ι′ : MF → A
d. Hence, since Mtf is a finitely generated R-submodule of MF , there exists a
non-zero element x of R such that the composite homomorphism Mtf ⊂MF
ι′
−→ Ad
×x
−−→ Ad
factors through the inclusionAd ⊆ Ad and so gives an injective homomorphism ι :Mtf → A
d
of the required form.
Upon applying claim (iv) to ι one sees that it is enough to prove the finite generation of⋂r
AM =
⋂r
AMtf in the case M = A
d. To deal with this case we fix a splitting field E for
A that has finite degree over F and set AE := E ⊗ζ(A) A. Then Lemma 4.12 implies it is
enough to prove
∧r
Aop HomA(A
d, A) is the ζ(AE)-linear span of elements of the form ∧
i=r
i=1ϕi
as ϕi ranges over HomA(M,A). In view of Lemma 4.6 it thus suffices to show that for any
subset {ϕ′j}1≤j≤r of HomAE(A
d
E , AE) there exists a subset {ϕi}1≤i≤r of HomA(A
d,A) and
an element x of ζ(AE) such that ∧
j=r
j=1ϕ
′
j = x · ∧
i=r
i=1ϕi.
To prove this we choose, as we may, a free AopE -submodule Θ of HomAE (A
d
E , AE) that has
rank r and contains {ϕ′j}1≤j≤r. Then Θ∩HomA(A
d, A) is a free Aop-module of rank r and
we can choose a basis {ϕi}1≤i≤r contained in HomA(A
d,A). Then {ϕi}1≤i≤r is an A
op
E -basis
of Θ and, writing λ for the AopE -module endomorphism of Θ that sends each element ϕj to
ϕ′j , Lemma 4.13 implies that ∧
j=r
j=1ϕ
′
j = x · (∧
i=r
i=1ϕi) with x = NrdEndAop
E
(Θ)(λ) ∈ ζ(AE), as
required. This therefore completes the proof that
⋂r
AM is finitely generated.
To (make precise and) prove the second assertion of claim (ii) we assume to be given
some other choice of ordered E-bases {bV }V of the simple AE-modules V and write τ for
the automorphism of the ζ(AE)-module
∧r
AMF that sends each element ∧
j=r
j=1mj to ∧˜
j=r
j=1mj ,
where each mj belongs toM and ∧˜ indicates that the exterior power is defined with respect
to the bases {bV }V . Then, writing
⋂˜r
AM for the reduced Rubin lattice defined using exterior
powers with respect to {bV }V , Remark 4.11 implies that τ(
⋂r
AM) =
⋂˜r
AM .
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We note next that HomA(M,A) is contained in HomA(M,A)(p) = HomA(p)(M(p),A(p)).
In particular, since ξ(A)(p) = ξ(A(p)) (by Lemma 3.2(ii)) it is easily seen that (
⋂r
AM)(p)
contains
⋂r
A(p)
M(p).
To show the reverse inclusion we fix an element a of (
⋂r
AM)(p), a subset {ϕj}1≤j≤r of
HomA(p)(M(p),A(p)) = HomA(M,A)(p) and an element x of R ∩ R
×
(p) such that each x · ϕj
belongs to HomA(M,A). Then Lemma 4.13 implies
(∧j=rj=1ϕj)(a) = NrdA(x)
−1 · (∧j=rj=1(x · ϕj))(a) ∈ NrdA(x)
−1 · ξ(A)(p) = ξ(A)(p),
where the containment is valid because a belongs to (
⋂r
AM)(p) and the last equality because
NrdA(x) is a unit of ξ(A(p)) = ξ(A)(p). This shows
⋂r
A(p)
M(p) contains (
⋂r
AM)(p) and hence
completes the proof that
⋂r
A(p)
M(p) = (
⋂r
AM)(p). Given this, the displayed equality in
claim (iii) then follows directly from the general result of [16, Prop. (4.21)(vi)].
Next we note that claim (v) is true because the definition of the lattice
⋂r
AM ensures
that for any subset {ϑj}1≤j≤r−s of HomA(M,A) and any x in
⋂r
AM one has
(∧1≤j≤r−sϑj)
(
(∧1≤i≤sϕi)(x)
)
=
(
(∧1≤j≤r−sϑj) ∧ (∧1≤i≤sϕi)
)
(x) ∈ ξ(A).
To prove claim (vi) we define θb to be the homomorphism of ξ(A)-modules that satisfies
θb(x) = ((∧
i=r
i=1b
∗
σ(i))(x))σ∈[dr]
for all x in
⋂r
AM .
We also write θ′b for the homomorphism of ξ(A)-modules
⊕
σ∈[dr]
ξ(A) →
⋂r
AM which
satisfies
θ′b((cσ)σ) =
∑
σ∈[dr]
cσ · ∧
i=r
i=1bσ(i)
for all (cσ)σ in
⊕
σ∈[dr]
ξ(A).
Then Lemma 4.10 implies that (∧j=rj=1b
∗
σ(j))(∧
i=r
i=1bτ(i)) = δστ for all σ and τ in
[d
r
]
and so
the composite θb ◦ θ
′
b is the identity on
⊕
σ∈[dr]
ξ(A). This shows that θ′b is a section to θb,
as required.
Next we note that if A is commutative, then
⋂r
AM =
∧r
AM (asM is free) and ξ(A) = A
and using these equalities it is easily seen that θb is an isomorphism.
To complete the proof of claim (vi) it is therefore enough to fix a primitive central
idempotent e of A for which eA is not commutative and to show that e(F ⊗R ker(θb))
vanishes if and only if r = d.
We fix a splitting field for Ae and a simple E ⊗ζ(A)e Ae module V . We set n := dim(V )
so that n > 1. Then V ∗ ⊗AE ME is an E-vector space of dimension nd and so e
(⋂r
AM
)
spans an E-vector space of dimension
(nd
nr
)
.
Since e
(⊕
σ∈[dr]
ξ(A)
)
spans an E-vector space of dimension
(d
r
)
it is therefore enough to
show that
(
nd
nr
)
is equal to
(
d
r
)
if and only if r = d and we leave this as an (easy) exercise
for the reader. 
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4.4.2. Lemma 4.14 gives rise to a useful construction of elements in reduced Rubin lattices.
To describe this we identify each matrix M in Md′,d(A) with the homomorphism of A-
modules
θM : A
d′ → Ad
that sends each (row) vector x to x ·M .
For each primitive central idempotent e of A we fix a non-zero simple (left) A-module
V (e) upon which e acts as the identity and we write D(e) for the associated division ring
EndA(V (e)). (We recall that such a module V (e) is unique up to isomorphism.)
Then Remark 2.5 implies that for any non-negative integer r and any finitely generated
A-module W , one has rrAe
(
eW )
)
= rrAe
(
(Ae)r
)
if and only if V (e) occurs with exact
multiplicity r · dimD(e)(V (e)) in the Wedderburn decomposition of W .
Proposition 4.18. Fix natural numbers d′ and d with d′ > d and set r := d′ − d > 0.
Then for each matrix M in Md′,d(A) for which Ext
1
A(im(θM ),A) vanishes, there exists a
canonical element εM of
⋂r
A ker(θM ) that has both of the following properties.
(i) For each primitive central idempotent e of A one has
e · εM 6= 0⇐⇒ rrAe
(
e(ker(θM )F )
)
= rrAe
(
(Ae)r
)
.
(ii) Write 0d′,r for the d
′ × r zero matrix. Then for the block matrix (0d′,r | M) in
Md′(A) one has
FitrA((0d′,r |M)) = ξ(A) · {(∧
i=r
i=1ϕi)(εM ) : ϕi ∈ HomA(ker(θM ),A)}.
In particular, for each subset {ϕi}1≤i≤r of HomA(ker(θM ),A) one has
(∧i=ri=1ϕi)(εM ) ∈ Fit
0
A(cok(θM )).
Proof. For each integer i with 1 ≤ i ≤ d we write θiM for the element of HomA(A
d′ ,A) that
sends x to the i-th component of the element θM(x) of A
d.
Then Lemma 4.14 implies that the image of the homomorphism
ΘM :
⋂d′
A
Ad
′
→
⋂r
A
Ad
′
; b 7→ (∧1≤i≤d θ
i
M )(b)
coming from Theorem 4.17(iv) is contained in the submodule
∧r
A ker(θM ) of
∧r
AA
d′ .
Thus, since Ext1A(im(θM ),A) is assumed to vanish, Theorem 4.17(iii) implies that im(ΘM )
is contained in
⋂r
A ker(θM ).
In particular, if we write {bi}1≤i≤d′ for the canonical basis of A
d′ , then ∧i=d
′
i=1 bi belongs
to
⋂d′
AA
d′ (by Lemma 4.10) and so we can define
εM := ΘM
(
∧i=d
′
i=1 bi
)
∈
⋂r
A
ker(θM ).
We now fix a primitive central idempotent e of A and a splitting field E for the simple alge-
bra Ae. Then one has rrAe
(
e(ker(θM )F )
)
≥ rrAe
(
(Ae)r
)
and so the E-space e ·
∧r
A ker(θM )F
does not vanish. Thus, since e · ∧i=d
′
i=1 bi is an E-basis of e ·
∧d′
AA
d′ , the final assertion of
Lemma 4.14 implies that e ·εM 6= 0 if and only if one has rrAe
(
e(ker(θM )F )
)
= rrAe
(
(Ae)r
)
,
as required to prove claim (i).
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To prove claim (ii), we note first that the assumed vanishing of Ext1A(im(θM ),A) implies
the restriction map HomA(A
d′ ,A) → HomA(ker(θM ),A) is surjective. This fact combines
with the definition of εM and the result of Lemma 4.10 to imply that
(4.4.1) ξ(A) · {(∧i=ri=1ϕi)(εM ) : ϕi ∈ HomA(ker(θM ),A)}
= ξ(A) · {NrdA((M
′ |M)) :M ′ ∈Md′,r(A)},
and Definition 3.9 implies directly that the latter ideal is equal to FitrA((0d′,r |M)).
For each M ′ in Md′,r(A) we write θM ′,M for the endomorphism of A
d′ represented, with
respect to the standard basis, by the block matrix (M ′ | M). Then NrdA((M
′ | M))
belongs to Fit0A(cok(θM ′,M )) (see Definition 3.14) and so Theorem 3.17(vi) implies that
the final assertion of claim (ii) will follow as a consequence of (4.4.1) if there exists a
surjective homomorphism of A-modules from cok(θM ′,M) to cok(θM ). The existence of
such a homomorphism is in turn a consequence of the commutative diagram of A-modules
Ad
′ θM′,M
−−−−→ Ad
′∥∥∥ ̺y
Ad
′ θM−−−−→ Ad
in which ̺ is the (surjective) map that sends bi for each i with 1 ≤ i ≤ r, respectively
r < i ≤ d′, to zero, respectively to the (i− r)-th element of the standard basis of Ad. 
5. Reduced determinant functors
The theory of determinant functors for complexes of modules over commutative noether-
ian rings was established by Knudsen and Mumford in [22], with later clarifications provided
by Knudsen in [23], in both cases following suggestions of Grothendieck.
It was subsequently shown by Deligne in [17] that the category of ‘virtual objects’ provides
a universal determinant functor for any exact category (cf. Remark 5.5). For the category of
projective modules over certain non-commutative rings, Deligne’s construction has played
a key role in the formulation of refined ‘special value conjectures’ in arithmetic, such as the
equivariant Tamagawa number conjecture from [5].
The latter conjecture takes the form of an equality in a relative algebraic K-group, and
an alternative approach to the formulation of conjectures in such groups was later described
by Fukaya and Kato in [19] via a theory of ‘localized K1-groups’.
In this section we shall use the theory of reduced Rubin lattices to prove the existence of
a ‘reduced determinant functor’ on the derived category of perfect complexes over a non-
commutative order that is much more explicit than either of the approaches of Deligne or
Fukaya and Kato (but will depend on the same sort of auxiliary data as was fixed in our
construction of reduced exterior powers in §4).
This determinant functor will later play a key role in our construction of non-commutative
Euler systems.
In addition, in the supplementary article [13], the reduced determinant functor con-
structed here will be used to define a natural non-commutative generalization of the notion
of ‘zeta element’ that underlies all of the work of Kurihara and the present authors in
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[7, 8] and thereby to shed new light on the content of the equivariant Tamagawa number
conjecture relative to non-abelian Galois extensions.
Throughout this section we fix data R,F,A and A as in §3.
5.1. Statement of the main result.
5.1.1. For a commutative ring Λ we write P(Λ) for the category of graded invertible Λ-
modules. This is a Picard category and, for the reader’s convenience, we first quickly review
its basic properties.
An object of P(Λ) comprises a pair (L,α) where L is an invertible Λ-module and α is a
continuous function from Spec(Λ) to Z. (Here we recall that an Λ-module L is said to be
is ‘invertible’ if for every prime ideal ℘ of Λ the Λ(℘)-module L(℘) is free of rank one.)
A homomorphism θ : (L,α) → (M,β) in P(Λ) is a homomorphism of Λ-modules such
that θ(℘) = 0 whenever α(℘) 6= β(℘).
The tensor product of two objects (L,α) and (M,β) in P(Λ) is given by
(L,α) ⊗ (M,β) = (L⊗Λ M,α + β)
and for each such pair there is an isomorphism
ψ(L,α),(M,β) : (L,α) ⊗ (M,β)
∼
−→ (M,β)⊗ (L,α)
in P(Λ) such that for every ℘ and every ℓ in L(℘) and m in M(℘) one has
ψ(L,α),(M,β)(ℓ⊗m) = (−1)
α(℘)·β(℘) · (m⊗ ℓ).
The unit object 1P(Λ) is the pair (Λ, 0) and the natural ‘evaluation map’ isomorphism
L⊗Λ HomΛ(L,Λ) ∼= Λ induces an isomorphism in P(Λ)
(L,α) ⊗ (HomΛ(L,Λ),−α) ∼= 1P(Λ).
This isomorphism is used to regard (HomΛ(L,Λ),−α) as a right inverse to (L,α) and it
is then also regarded as a left inverse by means of the isomorphism ψ(HomΛ(L,Λ),−α),(L,α).
5.1.2. In the sequel we write the Wedderburn decomposition of A as
∏
i∈I Ai so that each
algebra Ai is of the form Mni(Di) for a division ring Di.
For each index i we choose a splitting field Ei for Di so that Di ⊗ζ(Di) Ei = Mmi(Ei).
We then fix an indecomposable idempotent fi of Mmi(Ei) and an Ei-basis {wa}1≤a≤mi of
Wi := fi ·Mmi(Ei). (When making such a choice we always follow the convention of Remark
4.7 on each simple component Ai that is commutative.)
Then the direct sum Vi := W
ni
i of ni-copies of Wi is a simple left Ai ⊗ζ(Ai) Ei-module
and has as an Ei-basis the set ̟i = {̟aj}1≤a≤ni,1≤j≤mi where ̟aj denotes the element of
Vi that is equal to wj in its a-th component and is zero in all other components.
We order each set ̟i lexicographically and will apply the constructions of §4 with respect
to the collection ̟ of ordered bases {̟i : i ∈ I}.
The following straightforward observation will also be useful.
Lemma 5.1. Let R be an R-order in ζ(A). Then the reduced rank rrA(Z) of a finitely
generated A-module Z determines a locally-constant function on Spec(R).
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Proof. The maximal R-order M in ζ(A) is
∏
i∈I Oi, where Oi is the integral closure of R
in the field ζ(Ai).
Since the inclusion R → M is an integral ring extension, the going-up theorem implies
that every prime ideal of A has the form ℘ = A ∩ ℘′ for a prime ideal ℘′ of M, and then
A(℘) is a finite index subgroup of M(℘′). The key point now is that there exists a unique
index i(℘) in I such that the kernel of the projection M → Oi(℘) is contained in ℘
′ and
hence that (A(℘))F = (M(℘′))F identifies with Ai(℘).
One then obtains a well-defined locally-constant function on Spec(R) by sending each ℘
to the i(℘)-th component rrAi(℘)(Ai(℘) ⊗A Z) of rrA(Z). 
5.1.3. We write D(A) for the derived category of (left) A-modules. We also write C lf(A)
for the category of bounded complexes of objects of the category Modlf(A) of locally-free
A-modules, as discussed in §3.2, and Dlf(A) for the full triangulated subcategory of D(A)
comprising complexes that are isomorphic to an object of C lf(A). We then write Dlf(A)is
for the subcategory of Dlf(A) in which morphisms are restricted to be isomorphisms.
We next write K lf0 (A) for the Grothendieck group of the category of finitely generated
locally-free A-modules. We observe that each object C of Dlf(A) gives rise to a canonical
‘Euler characteristic’ in K lf0 (A) and we write this element as χA(C).
We recall that the ‘reduced locally-free classgroup’ SKlf0 (A) of A is defined to be the kernel
of the homomorphism K lf0 (A)→ Z that is induced by sending each locally-free module M
to rkA(M).
We write C lf,0(A) for the subcategory of C lf(A) comprising complexes P • for which
χA(P
•) belongs to SKlf0 (A) and D
lf,0(A) for the full triangulated subcategory of Dlf(A)
comprising complexes C for which χA(C) belongs to SK
lf
0 (A). (The latter condition is
equivalent to requiring that C be isomorphic in D(A) to an object of C lf,0(A).)
Finally, we note that the concept of ‘extended determinant functor’ is made precise in
Definition 5.10 below.
We can now state the main result of §5.
Theorem 5.2. For each set of ordered bases ̟ as above, there exists a canonical extended
determinant functor
dA,̟ : D
lf(A)is → P(ξ(A))
that has all of the following properties.
(i) For each exact triangle
C ′
u
−→ C
v
−→ C ′′
w
−→ C ′[1]
in Dlf(A) there exists a canonical isomorphism
dA,̟(C
′)⊗ dA,̟(C
′′)
∼
−→ dA,̟(C)
in P(ξ(A)) that is functorial with respect to isomorphisms of triangles.
(ii) Let ̺ : A → B be a surjective homomorphism of R-orders and ̺∗ : ξ(A)→ ξ(B) the
induced homomorphism. Then for each C in Dlf(A) the complex B ⊗LA,̺ C belongs
to Dlf(B) and there exists a canonical isomorphism
ξ(B)⊗ξ(A),̺∗ dA,̟(C)
∼= dB,̟′(B ⊗
L
A,̺ C)
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in P(ξ(B)), where ̟′ is the ordered subset of ̟ that corresponds to all simple
modules Vi that factor through the scalar extension of ̺.
(iii) If P belongs to Modlf(A), then
⋂rkA(P )
A P is an invertible ξ(A)-module and one has
dA,̟(P [0]) =
(⋂rkA(P )
A
P, rrA(PF )
)
.
Here the reduced Rubin lattice
⋂rkA(P )
A P is defined with respect to ̟ and rrA(PF )
is regarded as a locally-constant function on Spec(ξ(A)) via Lemma 5.1.
(iv) The restriction of dA,̟ to D
lf,0(A)is is independent of the choice of ̟.
Our proof of this result adapts an argument used by Flach and the first author in [5, §2]
and so is closely modelled on the original constructions of Knudsen and Mumford in [22].
Remark 5.3. Let R be any R-order in ζ(A) with the property that for each prime ideal
p of R the localization R(p) contains the reduced norms of all matrices in
⋃
n≥1GLn(A(p)).
(Note that ξ(A) is, by its very definition, an example of such an order R but that there
can also, in principle, exist such orders that are strictly contained in ξ(A).) Then a closer
analysis of our proof of Theorem 5.2 will show that there exists a determinant functor
dA,̟,R : D
lf(A)is → P(R)
that satisfies analogues of all of the properties of dA,̟ listed above and is, in addition, such
that if R′ is any order in ζ(A) that contains R, then one has
dA,̟,R′ = ιR′,R ◦ dA,̟,R
where ιR′,R is the natural scalar extension functor P(R)→ P(R
′). However, we shall make
no use of this additional generality in the sequel and so, for simplicity, only consider ξ(A).
5.2. Determinant functors.
5.2.1. Let E be an exact category in the sense of Quillen [37, p. 91] and write E is for the
subcategory of E in which morphisms are restricted to isomorphisms.
Then the following definition is equivalent to that given in [5, §2.3].
Definition 5.4. A determinant functor on E is a Picard category P, with unit object 1P
and product ⊠, together with the following data.
(a) A covariant functor d : E is → P.
(b) For each short exact sequence E′
α
−→ E
β
−→ E′′ in E a morphism
i(α, β) : d(E)
∼
−→ d(E′)⊠ d(E′′)
in P that is functorial for isomorphisms of short exact sequences.
(c) For each zero object 0 in E an isomorphism
ζ(0) : d(0)
∼
−→ 1P .
This data is subject to the following axioms.
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(d) For each isomorphism φ : E → E′ in E , the induced exact sequences
0→ E
φ
−→ E′ and E
φ
−→ E′ → 0
are such that d(φ) and d(φ−1) respectively coincide with the composite maps
d(E)
i(0,φ)
−−−→ d(0)⊠ d(E′)
ζ(0)⊠id
−−−−→ d(E′)
and
d(E′)
i(φ,0)
−−−→ d(E)⊠ d(0)
id⊠ζ(0)
−−−−→ d(E).
(e) Given a commutative diagram of objects in E
E′1
α′
−−−−→ E′2
β
−−−−→ E′3
γ′
y γy γ′′y
E1
α
−−−−→ E2
β
−−−−→ E3
δ′
y δy δ′′y
E′′1
α′′
−−−−→ E′′2
β′′
−−−−→ E′′3
in which each row and column is a short exact sequence, the diagram
d(E2)
i(γ,δ)
−−−−→ d(E′2)⊠ d(E
′′
2 )
i(α,β)
y y(1⊠ψd(E′3),d(E′′1 )⊠1)·(i(α′,β′)⊗i(α′′,β′′))
d(E1)⊠ d(E3)
i(γ′,δ′)⊗i(γ′′,δ′′)
−−−−−−−−−−→ d(E′1)⊠ d(E
′′
1 )⊠ d(E
′
3)⊠ d(E
′′
3 )
commutes.
Remark 5.5. The terminology of ‘determinant functor’ used above is borrowed from the
key example in which E is the category of vector bundles on a scheme, P is the category
of line bundles and the functor is taking the highest exterior power. However, as was
shown by Deligne in [17, §4], there exists a universal determinant functor for any given
exact category E . More precisely, there exists a Picard category V (E), called the ‘category
of virtual objects’ of E , together with data (a)-(c) which in addition to (d) and (e) also
satisfies the following universal property.
(f) For any Picard category P the category of monoidal functors Hom⊠(V (E),P) is
naturally equivalent to the category of determinant functors E is → P.
Although comparatively inexplicit, this construction has played a key role in the formulation
of special value conjectures in the literature.
The category Modlf(A) is exact (in the sense of [37]) and in the remainder of this section
we shall construct a canonical determinant functor
d⋄A,̟ : Mod
lf(A)is → P(ξ(A)).
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5.2.2. We start by establishing several useful technical properties of the reduced Rubin
lattices of modules in Modlf(A).
In the following result we assume that all reduced exterior power constructions are made
with respect to the fixed bases ̟ but will not usually indicate this dependence explicitly.
Proposition 5.6. Fix an object P of Modlf(A) and set r := rkA(P ). Then the following
claims are valid.
(i) If P is a free A-module, with basis {bj}1≤j≤r, then
⋂r
AP is a free rank one ξ(A)-
module with basis ∧j=rj=1bj.
(ii) For each prime ideal p of R fix an A(p)-basis {bp,j}1≤j≤r of P(p). Then the ξ(A)(p)-
module (
⋂r
AP )(p) is free of rank one, with basis ∧
j=r
j=1bp,j. Hence one has⋂r
A
P =
⋂
p
(
ξ(A)(p) · ∧
j=r
j=1bp,j
)
,
where the intersection runs over all p and takes place in (
⋂r
AP )F .
(iii)
⋂r
AP is an invertible ξ(A)-module.
(iv) Let ̺ : A → B be a surjective homomorphism of R-orders. Write B for the F -algebra
spanned by B and ̺1 : A→ B, ̺2 : ζ(A)→ ζ(B) and ̺3 : ξ(A)→ ξ(B) for the sur-
jective ring homomorphisms induced by ̺. Then B⊗A,̺ P is a locally-free B-module
and the natural isomorphism of ζ(B)-modules ζ(B)⊗ζ(A),̺2
∧r
APF
∼=
∧r
B(B⊗A,̺1PF )
restricts to give an isomorphism of invertible ξ(B)-modules ξ(B) ⊗ξ(A),̺3
⋂r
AP
∼=⋂r
B(B ⊗A,̺ P ), where the exterior powers in the latter module are defined with re-
spect to the same ordered E-bases of those simple AE-modules that factor through
the scalar extension of ̺1.
(v) If P1
θ
−→ P2
φ
−→ P3 is a (split) short exact sequence in Mod
lf(A), and we set ri :=
rkA(Pi) for i = 1, 2, 3, then there exists an isomorphism of ξ(A)-modules
i⋄̟(θ, φ) :
⋂r2
A
P2 ∼=
⋂r1
A
P1 ⊗ξ(A)
⋂r3
A
P3
that has the following properties:
(a) i⋄̟(θ, φ) is functorial with respect to isomorphisms of short exact sequences;
(b) If P3
φ′
−→ P2
θ′
−→ P1 is any exact sequence of A-modules obtained by choosing a
splitting of the given sequence, then the following diagram commutes⋂r2
AP2
i⋄̟(θ,φ)−−−−→
⋂r1
AP1 ⊗ξ(A)
⋂r3
AP3∥∥∥ yx⊗y 7→α·y⊗x⋂r2
AP2
i⋄̟(φ
′,θ′)
−−−−−→
⋂r3
AP3 ⊗ξ(A)
⋂r1
AP1.
Here α is the element ((−1)ρ1,i·ρ3,i)i∈I of
∏
i∈I ζ(Ai) = ζ(A), where ρj,i denotes
the i-th component of the reduced rank rrA(Pj,F ).
Proof. Claim (i) follows directly from the proof of Theorem 4.17(vi). (We note also that
Lemma 4.13 implies that the ξ(A)-module generated by ∧j=rj=1bj is indeed independent of
the choice of basis {bj}1≤j≤r.)
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After replacing A and P by A(p) and P(p) for a prime ideal p, the same argument implies
that the ξ(A(p))-module
⋂r
A(p)
P(p) is free of rank one, with basis ∧
j=r
j=1bp,j where the elements
bp,j are chosen as in claim (ii). Given this fact, claim (ii) follows directly from the general
result of Theorem 4.17(iii).
To prove claim (iii) we fix a prime ideal ℘ of ξ(A). Then p := R ∩ ℘ is a prime ideal of
R and by Roiter’s Lemma (cf. [16, Lem. (31.6)]) there exists a free A-submodule P ′ of P
such that P(p) = P
′
(p). This equality combines with Theorem 4.17(iii) to imply that(⋂r
A
P
)
(℘)
=
((⋂r
A
P
)
(p)
)
(℘)
=
((⋂r
A
P ′
)
(p)
)
(℘)
=
(⋂r
A
P ′
)
(℘)
.
In particular, since claim (i) implies
⋂r
AP
′ is a free ξ(A)-module of rank one, the ξ(A)(℘)-
module
(⋂r
AP
)
(℘)
is also free of rank one, as required to prove claim (iii).
Claim (iv) is verified by a straightforward exercise and, for brevity, we leave this to the
reader.
Turning to claim (v) we fix an A-module section σ to φ. We note that the given exact
sequence implies r2 = r1 + r3 and also that for any given A-bases bj := {bj,a}1≤a≤rj of
Pj,F for j = 1, 3 we obtain an A-basis b2 := {b2,a}1≤a≤r2 of P2,F by setting b2,a = θ(b1,a) if
1 ≤ a ≤ r1 and b2,a = σi(b3,a−r1) if r1 < a ≤ r3.
Write E for the algebra
∏
i∈I Ei. Then for each j ∈ {1, 2, 3}, the E-module
∧rj
APj,F is
free of rank one, with basis ∧
a=rj
a=1 bj,a, and so there is a unique isomorphism of E-modules
∆ :
∧r2
A
P2,F =
(∧r1
A
P1,F
)
⊗E
(∧r3
A
P3,F
)
that sends ∧j=r2j=1 b2,j to (∧
s=r1
s=1 b1,s) ⊗ (∧
t=r3
t=1 b3,t). In addition, by using Lemma 4.13, one
checks that this isomorphism is independent both of the choices of bases b1 and b3 and of
the choice of section σ.
In particular, if one fixes a prime ideal p of R and then chooses the elements {b1,s}1≤s≤r1
and {b3,t}1≤t≤r3 to be A(p)-bases of P1,(p) and P3,(p), then the choice of σ implies that the
set {b2,j}1≤j≤r2 defined above is an A(p)-basis of P2,(p) and so the explicit descriptions in
claim (ii) imply that(
∆
(⋂r2
A
P2
))
(p)
= ∆
((⋂r2
A
P2
)
(p)
)
=
(⋂r1
A
P1
)
(p)
⊗ξ(A)(p)
(⋂r3
A
P3
)
(p)
=
(⋂r1
A
P1 ⊗ξ(A)
⋂r3
A
P3
)
(p)
.
Since this is true for all primes p, one therefore has ∆
(⋂r2
AP2
)
=
⋂r1
AP1 ⊗ξ(A)
⋂r3
AP3 and so
we can define i⋄̟(θ, φ) to be the isomorphism induced by restricting ∆.
It is then straightforward to see that this isomorphism is functorial with respect to
isomorphisms of short exact sequences, as required by claim (v)(a).
To justify the property in claim (v)(b) we set ρ2,i := rrAi(Ai⊗AP2,F ) for each index i in I.
Then the definition (2.1.3) of reduced rank combines with the given exact sequence to imply
ρ2,i = ρ1,i + ρ3,i. In addition, it combines with the explicit definitions of reduced exterior
powers to imply
∧r2
Ai
(Ai ⊗A P2,F ) =
∧ρ2,i
Ei
Wi, with Wi the Ei-space V
∗
i ⊗Ai⊗ζ(Ai)Ei P2,Ei of
dimension ρ2,i, and that the i-th components (∧
s=r1
s=1 b2,s)i and (∧
t=r3
t=r1+1
b2,t)i of the elements
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∧s=r1s=1 b2,s and ∧
t=r3
t=r1+1
b2,t are respectively the exterior products of ρ1,i and ρ3,i distinct
elements of Wi. In the space
∧r2
Ai
(Ai ⊗A P2,F ) one therefore has
(∧s=r1s=1 b2,s)i ∧ (∧
t=r3
t=r1+1
b2,t)i = (−1)
ρ1,i·ρ3,i · (∧t=r3t=r1+1b2,t)i ∧ (∧
s=r1
s=1 b2,s)i.
Taken together, these equalities imply that the diagram in claim (v)(b) commutes, as re-
quired to complete the proof. 
Remark 5.7. Let P be a free A-module of rank one. If A is commutative, then there is
a natural identification
∧1
AP
∼= P . In general, however,
∧1
AP is a module over ξ(A) and
hence different from P .
5.2.3. The results of Lemma 5.1 (with R = ξ(A)) and Proposition 5.6(iii) combine to
imply that for each P in Modlf(A) one obtains a well-defined object of P(ξ(A)) by setting
d⋄A,̟(P ) :=
(⋂rkA(P )
A
P, rrA(PF )
)
.
For each short exact sequence P1
θ
−→ P2
φ
−→ P3 in Mod
lf(A) the construction in Proposition
5.6(v) also gives rise to a commutative diagram of isomorphisms in P(A) of the form
d⋄(P2)
i⋄̟(θ,φ)−−−−→ d⋄(P1)⊗ d
⋄(P3)∥∥∥ yψd⋄(P1),d⋄(P3)
d⋄(P2)
i⋄̟(φ
′,θ′)
−−−−−→ d⋄(P3)⊗ d
⋄(P1).
in which we abbreviate d⋄A,̟ to d
⋄.
Proposition 5.8. The associations P 7→ d⋄A,̟(P ) and (θ, φ) 7→ i
⋄
̟(θ, φ) give a well-defined
determinant functor d⋄A,̟ : Mod
lf(A)is → P(ξ(A)).
In addition, for any homomorphism ̺ : A → B as in Theorem 5.2(ii), and any module
P in Modlf(A), there exists a canonical isomorphism in P(ξ(B)) of the form
ξ(B)⊗ξ(A),̺∗ d
⋄
A,̟(P )
∼= d⋄B,̟′(B ⊗A,̺ P ).
Proof. The above associations combine with the result of Theorem 4.17(i) to give data as
in (a), (b) and (c) of Definition 5.4.
It is clear that this data satisfies condition (d) in the latter definition and also straight-
forward to check that it satisfies condition (e) by using the general result of Lemma 5.9
below (with Λ = A) to make a compatible choice of sections when computing each of the
maps i⋄̟(γ
′, δ′), i⋄̟(γ
′′, δ′′), i⋄̟(α
′, β′), i⋄̟(α
′′, β′′), i⋄̟(α, β) and i
⋄
̟(γ, δ) .
Finally, the existence of the displayed isomorphism follows directly from the result of
Proposition 5.6(iv). 
Lemma 5.9. We assume to be given a ring Λ and a commutative diagram of short exact
sequences of finitely generated projective Λ-modules of the form
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M1
d′1−−−−→ N1
d1−−−−→ P1
ǫ1
y φ1y κ1y
M2
d′2−−−−→ N2
d2−−−−→ P2
ǫ2
y φ2y κ2y
M3
d′3−−−−→ N3
d3−−−−→ P3.
Then there exist Λ-equivariant sections σi : Pi → Ni to di for i = 1, 2 and 3 such that there
are commutative diagrams of Λ-modules
(5.2.1)
N1
σ1←−−−− P1
φ1
y yκ1
N2 ←−−−−
σ2
P2
and
N2
σ2←−−−− P2
φ2
y yκ2
N3 ←−−−−
σ3
P3.
Proof. First choose any Λ-equivariant section σ to d2 and write θ for the composite homo-
morphism φ2 ◦ σ ◦ κ1 : P1 → N3.
The commutativity of the given diagram implies that there exists a unique homomorphism
θ1 in HomΛ(P1,M3) such that θ = d
′
3 ◦ θ1. Since P1 is a projective Λ-module we can then
choose a homomorphism θ2 in HomΛ(P1,M2) with θ1 = ǫ2 ◦ θ2.
Next we note that, since P3 is a projective Λ-module, the group Ext
1
Λ(P3,M2) vanishes
and so there exists a homomorphism θ3 in HomΛ(P2,M2) with θ2 = θ3 ◦ κ1.
We now set σ2 := σ− d
′
2 ◦ θ3 ∈ HomΛ(P2, N2). Then σ2 is a section to d2 since d2 ◦ σ2 =
d2 ◦ σ − (d2 ◦ d
′
2) ◦ θ3 = d2 ◦ σ. In addition, for x in P1 one has
φ2(σ2(κ1(x))) = φ2(σ(κ1(x))) − φ2(d
′
2 ◦ θ3(κ1(x)))
= θ(x)− d′3(ǫ2(θ3 ◦ κ1)(x))
= θ(x)− d′3((ǫ2 ◦ θ2)(x))
= θ(x)− (d′3 ◦ θ1)(x)
= θ(w′)− θ(w′) = 0.
Since P1 is a projective Λ-module this implies there exists a unique homomorphism σ1 in
HomΛ(P1, N1) which makes the first diagram in (5.2.1) commute (with respect to our fixed
map σ2) and hence that κ1(d1 ◦ σ1) = (d2 ◦ σ2) ◦ κ1 = κ1 so that σ1 is a section to d1.
Finally we note that the commutativity of the first diagram in (5.2.1) implies there exists
a (unique) homomorphism σ3 in HomΛ(P3, N3) which makes the second diagram in (5.2.1)
commute and one checks easily that this homomorphism is a section to d3, as required. 
5.3. Extended determinant functors.
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5.3.1. Let Λ be a noetherian ring. We write Mod(Λ) for category of finitely generated
(left) Λ-modules.
We assume to be given an abelian subcategory Mod†(Λ) of Mod(Λ) that is exact in the
sense of Quillen [37] and a determinant functor on Mod†(Λ) in the sense of Definition 5.4.
We write P for the target category of this determinant functor and d⋄, i⋄ (and ζ) for the
associated data as in Definition 5.4 (a), (b) (and (c)).
We write D†(Λ) for the full triangulated subcategory of D(Λ) comprising complexes
that are isomorphic to a bounded complex of modules belonging to Mod†(Λ). We also
write D†(Λ)is for the subcategory of D
†(Λ) in which morphisms are restricted to be quasi-
isomorphisms of complexes.
We regard Mod†(Λ)is as a subcategory ofD
†(Λ)is by identifying each objectM of Mod
†(Λ)
with the complex that comprises M in degree zero and is zero in all other degrees.
In what follows we use the term ‘true triangle’ as synonymous for ‘short exact sequence
of complexes’.
Definition 5.10. An ‘extension’ of the determinant functor comprising d⋄ and i⋄ to the
category D†(Λ) comprises data of the following form.
(a) A covariant functor d : D†(Λ)is → P.
(b) For each true triangle X
u
−→ Y
v
−→ Z in which X,Y and Z are objects of D†(Λ) an
isomorphism in P
i(u, v) : d(Y )
∼
−→ d(X)⊗ d(Z).
This data is subject to the following axioms:
(i) If
X
u
−−−−→ Y
v
−−−−→ Z
f
y gy hy
X ′
u′
−−−−→ Y ′
v′
−−−−→ Z ′
is a commutative diagram of true triangles and f, g, h are all quasi-isomorphisms,
then d(f)⊗ d(h) ◦ i(u, v) ◦ d(g)−1 = i(u′, v′).
(ii) If u, respectively v, is a quasi-isomorphism, then i(u, v) = d(u)−1, respectively
i(u, v) = d(v).
(iii) For any commutative diagram of complexes
X
u
−→ Y
v
−→ Z
f
y gy hy
X ′
u′
−→ Y ′
v′
−→ Z ′
f ′
y g′y h′y
X ′′
u′′
−→ Y ′′
v′′
−→ Z ′′
in which all of the rows and columns are true triangles and all terms are objects of
D†(Λ), the following diagram in P commutes.
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d(Y ′)
i(g,g′)
−−−−→ d(Y )⊗ d(Y ′′)
i(u′,v′)
y y(1⊗ψd(Z),d(X′′)⊗1)·(i(u,v)⊗i(u′′,v′′))
d(X ′)⊗ d(Z ′)
i(f,f ′)⊗i(h,h′)
−−−−−−−−−→ d(X)⊗ d(Z)⊗ d(X ′′)⊗ d(Z ′′).
(iv) On the subcategory Mod†(Λ)is one has d = d
⋄ and i = i⋄.
A collection of data as in (a) and (b) that satisfies the conditions (i), (ii), (iii) and (iv) with
respect to any choice of determinant functor d⋄ and i⋄ on Mod†(Λ) will be referred to as an
‘extended determinant functor’ on D†(Λ).
We can now state the main result of this section.
Proposition 5.11. The determinant functor constructed in Proposition 5.8 has a canonical
extension to the category Dlf(A).
We write dA,̟ and iA,̟ for the data associated to this extension as in Definition 5.10(a)
and (b). Then the extended determinant functor has the following additional properties.
(i) Fix a homomorphism ̺ : A → B as in Theorem 5.2(ii). Then for any complex
X in Dlf(A) the complex B ⊗LA,̺ X belongs to D
lf(B) and there exists a canonical
isomorphism in P(ξ(B)) of the form
ξ(B)⊗ξ(A),̺∗ dA,̟(X)
∼= dB,̟′(B ⊗
L
A,̺ X).
(ii) The restriction of dA,̟ to D
lf,0(A)is is independent of the choice of bases ̟.
Proof. This argument follows the approach used by Flach and the first author to prove the
same result in the setting of virtual objects (see [5, Prop. 2.1]).
The essential point is therefore that, excluding the assertions (i) and (ii), the claimed
result follows directly from the general result [22, Prop. 4] of Knudsen and Mumford and
the formal constructions that are used to prove [22, Th. 2], via which the same statements
are proved for the determinant functor over a commutative ring.
To be more precise, if one removes the condition (iv) (regarding compatibility with scalar
extensions) from the definition of extended determinant functor that is given in [22, Def.
4], then the only properties of the determinant functor that are used in the constructions
that underlie the proof of [22, Th. 2] are those listed in [loc. cit., Prop. 1 (excluding claim
(iii))] and Proposition 5.8 implies that d⋄A,̟ and i
⋄
A,̟ have all of these necessary properties.
In addition, since the restriction of dA,̟ to Mod
lf(A)is is equal to d
⋄
A,̟ the property in
claim (i) follows from the final assertion of Proposition 5.8.
Lastly, we note that the property in claim (ii) follows directly from the result of Lemma
5.13(ii) below. 
Remark 5.12. Proposition 5.11 implies that for any object X of Dlf(A) there is a natural
isomorphism dA,̟(X[1])
∼
−→ dA,̟(X)
−1 in P(ξ(A)). This is because if we write ConeX for
the mapping cone of the identity endomorphism of X, then the associated true triangle
X
u
−→ ConeX
v
−→ X[1] induces a composite isomorphism
dA,̟(X) ⊗ dA,̟(X[1])
i̟(u,v)
−−−−→ dA,̟(ConeX)
∼
−→ 1P(ξ(A)),
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where the second isomorphism is induced by the acyclicity of ConeX .
5.3.2. For the reader’s convenience, we give a more explicit description of the construction
in Proposition 5.11.
Lemma 5.13.
(i) Let P • be a complex in C lf(A). Then for each quasi-isomorphism u : P • → X of
complexes of A-modules, the map dA,̟(u) induces an isomorphism⊗
i∈Z
(⋂rkA(P i)
A
P i, rrA(P
i
F )
)(−1)i ∼
−→ dA,̟(X)
in P(ξ(A)), where each lattice
⋂rkA(P i)
A P
i is defined with respect to the bases ̟.
(ii) If X belongs to Dlf,0(A), then dA,̟(X) is independent of the choice of bases ̟.
Proof. To prove claim (i) it is enough to show that there is a canonical isomorphism in
P(ξ(A)) of the form
(5.3.1)
⊗
i∈Z
(
d⋄A,̟(P
i)
)(−1)i ∼
−→ dA,̟(P
•).
To show we can clearly assume that P • in non-zero. We then let d denote the largest
integer for which P d is non-zero and write P •<d for the complex obtained from P
• by
replacing P d by 0 and leaving all other terms unchanged.
Then there is a natural true triangle P d[−d]
u
−→ P •
v
−→ P •<d in D
lf(A) and hence an
isomorphism
i̟(u, v) : dA,̟(P
d[−d]) ⊗ dA,̟(P
•
<d)
∼
−→ dA,̟(P
•)
in P(ξ(A)).
By an induction on the number of non-zero terms of P • we are therefore reduced to prov-
ing that dA,̟(P
d[−d]) identifies with
(
d⋄A,̟(P
d)
)(−1)d
. This follows directly from (repeated
application of) Remark 5.12 and the fact that dA,̟(P
d[0]) = d⋄A,̟(P
d).
To prove claim (ii) it is enough to fix a quasi-isomorphism P • → X as in claim (i) and
show that the graded module
⊗
i∈Z
(
d⋄A,̟(P
i)
)(−1)i
is independent of the choice of ordered
bases ̟. Since it is enough to prove this after localising at each prime ideal of R we can
also assume, without loss of generality, that each A-module P i is free. In each degree i we
then set ri := rkA(P
i), fix an ordered A-basis {bi,j}1≤j≤ri of P
i and write {b∗i,j}1≤j≤ri for
the A-basis of HomA(P
i,A) that is dual to {bi,j}1≤j≤ri .
Then Lemma 4.12 combines with Proposition 5.6(i) to imply the natural isomorphism
Homζ(A)(
∧ri
AP
i
F , ζ(A))
∼=
∧r
Aop HomA(P
i
F , A) identifies the module Homξ(A)(
⋂ri
AP
i, ξ(A))
with ξ(A) · ∧j=rij=1 b
∗
i,j. Setting b
1
i,j := bi,j and b
−1
i,j := b
∗
i,j for each i and j, it is therefore
enough to prove that if the image of χA(P
•) in K0(A) vanishes, then the element
(5.3.2)
⊗
i∈Z
∧j=rij=1 b
(−1)i
i,j
is independent of the choice of bases ̟ used in the definition of exterior products.
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It suffices to verify this after projecting to each simple component of A and so we shall
assume A is simple (and use the notation of Definition 4.3). We then fix bases {vj}1≤j≤d and
{v˜j}1≤j≤d of the E-space V and write M = (Mst) for the matrix in GLd(E) that satisfies
v˜s =
∑t=d
t=1Mstvt for each integer s. Then, writing N for the matrix in GLd(E) that is equal
to the inverse of the transpose of M , one has v˜∗s =
∑t=d
t=1Nstv
∗
t for each integer s and by
using these equalities one computes that in each even degree i there is an equality
∧1≤j≤ri(∧1≤s≤dv˜
∗
s ⊗ bi,j) = det(N)
ri · ∧1≤j≤ri(∧1≤s≤dv
∗
s ⊗ bi,j)
and in each odd degree i an equality
∧1≤j≤ri(∧1≤s≤dv˜s ⊗ b
∗
i,j) = det(M)
ri · ∧1≤j≤ri(∧1≤s≤dvs ⊗ b
∗
i,j).
Since det(M) = det(N)−1 this implies that the difference between the elements (5.3.2) when
the exterior products are computing using the basis {vj}1≤j≤d, respectively {v˜j}1≤j≤d, of
V is the factor det(M)
∑
i∈Z(−1)
iri . To complete the proof it is therefore enough to note that
if the image of χA(P
•) in K0(A) vanishes, then the sum
∑
i∈Z(−1)
iri is equal to 0. 
5.4. The proof of Theorem 5.2. To complete the proof of Theorem 5.2 we must show
that the construction of Proposition 5.11 retains the properties (i), (ii) and (iii) in Definition
5.10 (with Mod†(Λ) = Modlf(A)) after one replaces true triangles and quasi-isomorphisms
by arbitrary exact triangles and isomorphisms in Dlf(A).
5.4.1. As a key preliminary step, we consider similar results for the semisimple algebra A.
To do this we recall that, for any choice of ordered bases ̟ as in §5.1.2 the argument of
Flach and the first author in [5, Lem. 2] constructs a determinant functor on Mod(A).
To recall the explicit construction we use the notation of §5.1.2. In particular, we assume
first that A = A1 is simple and hence equal to Mn1(D1) for a division ring D1 with Schur
index m1 and splitting field E1. We set n := n1, m := m1, D := D1, E := E1, W := W1,
V := V1 =W
n
1 and use the ordered E-bases {wa}1≤a≤m of W and ̟ = ̟1 of V .
Then for each M in Mod(A) the (left) D-module Dn ⊗A M is free of rank r := rkD(M)
and so, since rrD(D
n ⊗A M) = rrA(M), one has rrA(M) = r ·m. If we fix an ordered D-
basis {ba}1≤a≤r of D
n ⊗AM , then Lemma 4.13 implies that the dimension one ζ(D)-space
spanned by ∧a=ra=1(∧
s=m
s=1 (w
∗
s ⊗ ba)) is independent of the choice of {ba}1≤a≤r and we set
(5.4.1) d⋄A,̟(M) :=
(
ζ(D) · ∧a=ra=1(∧
s=m
s=1 (w
∗
s ⊗ ba)), rrA(M)
)
.
We next assume to be given a short exact sequence M1 →M2 →M3 in Mod(A) and set
rj := rkD(Mj) for each j = 1, 2, 3. Then, by following the same approach as the proof of
Proposition 5.6(v), we can use a choice of splitting σ of the induced short exact sequence
of free D-modules Dn ⊗AM1 → D
n ⊗AM2 → D
n ⊗AM3 to construct a basis {b2a}1≤a≤r2
of Dn ⊗A M2 from given bases {bja}1≤a≤rj of D
n ⊗A Mj for j = 1, 3. We then define
i⋄A,̟ : d
⋄
A,̟(M2)→ d
⋄
A,̟(M1)⊗ d
⋄
A,̟(M3)
to be the unique isomorphism of graded ζ(D)-spaces with
i⋄A,̟(∧
a=r2
a=1 (∧
s=m
s=1 (w
∗
s ⊗ b2a)), rrA(M2))
= (∧a=r1a=1 (∧
s=m
s=1 (w
∗
s ⊗ b1a)), rrA(M1))⊗ (∧
a=r3
a=1 (∧
s=m
s=1 (w
∗
s ⊗ b3a)), rrA(M3)).
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(Lemma 4.13 implies that this map is independent of the splitting σ and bases {bja}1≤a≤rj
for j = 1, 3 that are used.)
In the more general case that A is not simple, one uses its Wedderburn decomposition
A =
∏
i∈I Ai to define d
⋄
A,̟ and i
⋄
A,̟ componentwise. With this construction, the image
under d⋄A,̟ of a module M in Mod(A) has grading equal to rrA(M), regarded as a function
on Spec(ζ(A)) =
⋃
i∈I Spec(ζ(Di)) in the obvious way.
In the following result we write Dperf(A) for the full triangulated subcategory of D(A)
comprising complexes that are isomorphic to a bounded complex of finitely generated A-
modules.
Proposition 5.14. There exists a canonical extension to Dperf(A) of the determinant func-
tor given by d⋄A,̟ and i
⋄
A,̟. The associated functor
dA,̟ : D
perf(A)is → P(ζ(A))
has the following properties.
(i) For any object X of Dperf(A) there exists a canonical isomorphism
dA,̟(X)
∼
−→
⊗
i∈Z
d⋄A,̟(H
i(X))(−1)
i
in P(ζ(A)) that is functorial with respect to quasi-isomorphisms.
(ii) The following diagram
Dperf(A)is
dA,̟
−−−−→ P(ζ(A))x x
Dlf(A)is
dA,̟
−−−−→ P(ξ(A))
commutes, where the vertical maps are the natural scalar extension functors.
Proof. The first claim is proved by using exactly the same formal argument that establishes
the first claim of Proposition 5.11.
Then, since A is semisimple, every cohomology moduleH i(X) of an object X in Dperf(A)
is also itself an object of Dperf(A) (regarded as a complex concentrated in degree zero) and
so the general argument of Knudsen and Mumford in [22, Rem. b) after Th. 2] shows that
the associated functor dA,̟ has the property in claim (i).
Finally, the commutativity of the scalar extension diagram in claim (ii) is verified by
means of a direct comparison of the explicit construction of the functors d⋄A,̟ and d
⋄
A,̟
(the latter from Proposition 5.8).
The key point in this comparison is that if A = A1 =Mn(D) is simple (as in the explicit
construction made above) and M is a free A-module of rank k, with basis {mj}1≤j≤k, then
the D-module Dn ⊗A M has as a basis the lexicographically-ordered set {bj,t}1≤j≤k,1≤t≤n,
with bj,t := xt ⊗mj where {xt}1≤t≤n is the standard D-basis of D
n. In particular, if one
uses this basis as the set {ba}1≤a≤nk that occurs in the definition (5.4.1) of d
⋄
A,̟(M), then
one has
∧a=nka=1 (∧
s=m
s=1 (w
∗
s ⊗ ba)) = ∧
j=k
j=1((∧
t=n
t=1 (∧
s=m
s=1 (w
∗
s ⊗ xt))) ⊗mj) = ∧
j=k
j=1mj,
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where the exterior product on the right hand side is as defined in (4.2.2) with respect to
the ordered basis ̟ = ̟1 specified in §5.1.2. 
5.4.2. Turning now to the proof of Theorem 5.2 we note that Proposition 5.11 directly
implies all assertions except for claim (i).
In addition, the argument used by Knudsen and Mumford to prove [22, Prop. 6] shows
that claim (i) of Theorem 5.2 will also follow formally upon combining Proposition 5.11
with the following technical observation.
Proposition 5.15. Let X and Y be complexes in Dlf(A) and α and β quasi-isomorphisms
X → Y of complexes of A-modules with the following property: in each degree i there are
finite filtrations F •(H i(X)) and F •(H i(Y )) that are compatible with the maps H i(α) and
H i(β) and such that gr(H i(α)) = gr(H i(β)) for all i.
Then the morphisms dA,̟(α) and dA,̟(β) coincide.
Proof. We note first that, since dA,̟(α) and dA,̟(β) are homomorphisms between invertible
ξ(A)-modules, they coincide if and only if they are equal after applying the scalar extension
functor ζ(A)⊗ξ(A) −.
Given the commutativity of the diagram in Proposition 5.14(ii) we are therefore reduced
to showing that the given hypotheses imply dA,̟(α
′) = dA,̟(β
′) with α′ := ζ(A) ⊗ξ(A) α
and β′ := ζ(A)⊗ξ(A) β.
The result of Proposition 5.14(i) then reduces us to showing that in each degree i the
maps d⋄A,̟(H
i(α′)) and d⋄A,̟(H
i(β′)) coincide.
This in turn follows easily from the given hypotheses and the general property of the
functor d⋄A,̟ that is described in Definition 5.4(b). 
This completes the proof of Theorem 5.2.
Part II: Non-commutative Euler Systems
6. The general theory
6.1. The definition of non-commutative Euler systems.
6.1.1. In this section we fix a number field K, with algebraic closure Kc, and set GK :=
Gal(Kc/K).
For each non-archimedean place v of K we write σv for the inverse of a fixed choice of
Frobenius automorphism of v in the Galois group of the maximal extension of K in Kc that
is unramified at v.
We also write Irp(K) for the set of distinct irreducible Q
c
p-valued characters of GK that
have open kernel.
For a Galois extension K of K in Kc we write Ω(K/K) for the set of finite Galois
extensions of K in K.
For F in Ω(Kc/K) we set GF := Gal(F/K) and write Irp(GF ) for the subset of Irp(K)
comprising characters that factor through the restriction map GK → GF .
For χ in Irp(K) we write K(χ) for the subfield of K
c that is fixed by ker(χ) and nχ for
the exponent of GK(χ). We also write Eχ for the subfield of Q
c
p generated by a choice of
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primitive nχ-th root of unity and, following [3], we fix a representation
ρχ : GK(χ) → GLχ(1)(Eχ)
of character χ.
For F in Ω(K/K) we write EF for the composite of the fields Eχ as χ runs over Irp(GF ).
Then, for any subfield L of Qcp, the discussion of Remark 4.9 shows that the fixed choice of
representation ρχ for each χ in Irp(GF ) induces for each index i an isomorphism of LEF -
algebras
(LEF )[GF ] ∼=
∏
χ∈Irp(GF )
Mχ(1)(LEF ),
and hence determines a natural choice of the auxiliary data needed to define reduced exterior
powers (as in §4.2), reduced Rubin lattices (as in §4.4) and reduced determinant functors
(as in §5) over the semisimple algebra L[GF ].
We assume throughout the sequel, and without further explicit comment, that for any
finite set of extensions {Li}i∈I of K in K
c and any F in Ω(Kc/K) the constructions of §4.2,
§4.4 and §5 for the semisimple algebra
∏
i∈I Li[GF ] are made relative to this choice of data.
6.1.2. We next assume to be given a finite extension Q of Qp in Q
c
p, with valuation ring O,
and an O-order A. We assume that A spans a finite-dimensional semisimple commutative
Q-algebra A and also satisfies the following condition.
Hypothesis 6.1. HomO(A,O) is a free module of rank one with respect to the natural
action of A.
Remark 6.2. If Hypothesis 6.1 is satisfied, then for each field F in Ω(Kc/K) the O-
order A[GF ] is a one-dimensional Gorenstein ring. In particular, in each such case, the
group Ext1A[GF ](M,A[GF ]) vanishes for every finitely generated A[GF ]-module M that is
O-torsion-free. (For more details see either [12, §A.3] or [16, §37].)
We also assume to be given a continuous O-representation T of GK that satisfies the
following condition.
Hypothesis 6.3. T is endowed with a (commuting) action of A with respect to which it is
projective.
We write S∞(K) and Sp(K) for the sets of archimedean and p-adic places of K and
Sbad(T ) for the (finite) set of places of K at which T has bad reduction. For each field F in
Ω(Kc/K) we write Sram(F/K) for the set of places of K that ramify in F and then consider
the finite set of places of K given by
S(F ) = S(T, F ) := S∞(K) ∪ Sp(K) ∪ Sbad(T ) ∪ Sram(F/K).
Now for each F in Ω(Kc/K) the induced representation
TF := Ind
GF
GK
(T )
is naturally a module over A[GF ], and identifies with the tensor product A[GF ]⊗A T upon
which A[GF ] acts via left multiplication on the first factor whilst GK acts by
σ · (a⊗ t) := aσ−1 ⊗ σt (σ ∈ GK , a ∈ A[GF ], and t ∈ T ),
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where σ ∈ GF is the image of σ.
In particular, for each place v of K outside S(F ) there is a natural action of the auto-
morphism σv on TF (that commutes with the action of A[GF ]).
Hypothesis 6.3 implies that for each integer a the representation T (a) := T ⊗Zp Zp(a) is
a projective A-module and hence that the induced representation
T (a)F ∼= (TF )(a) ∼= A[GF ]⊗A T (a)
is a projective A[GF ]-module.
Setting T ∗ := HomO(T,O), Hypotheses 6.1 and 6.3 combine to imply that the Kummer
dual representations T ∗(1) and T ∗(1)F are respectively projective modules over A and
A[GF ].
We shall also use the A-linear representations V := Q ⊗O T and V
∗(1) := Q ⊗O T
∗(1)
and for each F in Ω(K/K) also VF := Q⊗O TF and V
∗(1)F := Q⊗O T
∗(1)F .
6.1.3. In the sequel we fix a Wedderburn decomposition A =
∏
i∈I Li where each Li is a
finite extension of Qp in Q
c
p that contains Q.
Then for each place v of K outside S(F ) the reduced norm
NrdA[GF ](1− σv | V
∗(1)F )
over the semisimple algebra A[GF ] =
∏
i∈I Li[GF ] can be computed as the reduced norm of
an endomorphism of the projective A[GF ]-module T
∗(1)F and so belongs to ξ(A[GF ]).
We also note that for any pair of fields F and F ′ in Ω(K/K) with F ⊆ F ′, Remark 4.5
applies to each simple component of A[GF ] to imply that the natural corestriction map
CorF ′/F : H
1(OF ′,S(F ′), T )→ H
1(OF,S(F ′), T )
induces a homomorphism of ζ(A)-modules
CoraF ′/F :
∧a
A[GF ′ ]
H1(OF ′,S(F ′), V )→
∧a
A[GF ]
H1(OF,S(F ′), V ).
In the sequel we write x 7→ x# for the involution of ζ(A[GF ]) that is induced by restricting
the A-linear anti-involution of A[GF ] that inverts elements of GF (cf. Remark 3.21).
We can now introduce the definition of non-commutative (p-adic) Euler systems.
Definition 6.4. Let a be a non-negative integer. Then a non-commutative Euler system
of rank a for the pair (T,K) is a collection of elements{
cF ∈
⋂a
A[GF ]
H1(OF,S(F ), T )
∣∣∣∣ F ∈ Ω(K/K)}
with the property that for every F and F ′ in Ω(K/K) with F ⊂ F ′ one has
(6.1.1) CoraF ′/F (cF ′) =
 ∏
v∈S(F ′)\S(F )
NrdA[GF ](1− σv | V
∗(1)F )
#
 (cF )
in
∧a
A[GF ]
H1(OF,S(F ′), V ).
We write ESa(T,K) for the set of Euler systems of rank a for (T,K).
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Remark 6.5. If K/K is abelian, then Remark 4.16 implies that the above definition of an
Euler system of rank a for (T,K) agrees with that given in [12, Def. 2.3] (with T replaced
by T ∗(1)). In particular, if K/K is abelian and a = 1, then the above definition recovers
the classical definition of Euler systems for p-adic representations given by Rubin in [41,
Def. 2.1.1].
Remark 6.6. It is clear that, in all cases, the set ESa(T,K) is an abelian group that is
endowed with a natural action of the algebra
ξ(A[[Gal(K/K)]]) := lim
←−
L∈Ω(K/K)
ξ(A[GL])
where the (surjective) transition morphisms are induced by the natural projection maps
A[GL′ ]→ A[GL] for L ⊆ L
′ (and Lemma 3.2(v)).
Remark 6.7. If T = Zp(1), then Kummer theory identifies H
1(OF,S(F ), T ) with the pro-p
completion of the group of S(F )-units of F . In this classical setting, it is possible to develop
a finer version of the theory that we describe below by considering compatible families of
elements that are defined just as above but with S(F ) replaced by the subset comprising
S∞(K) and all places that ramify in F . Such ‘non-commutative Euler systems for Gm’ will
be studied in the supplementary article [10].
6.1.4. In the sequel it is often convenient to assume that T and K satisfy the following
hypothesis.
Hypothesis 6.8. For all fields F in Ω(K/K)
(i) H0(OF,S(F ), T ) vanishes, and
(ii) H1(OF,S(F ), T ) is O-torsion-free.
Remark 6.9. This hypotheses is automatically satisfied in many cases of interest. (For
example, if p is odd and K is the maximal totally real extension of K = Q, then it is
satisfied in the context of Remark 6.7). In general, if Hypothesis 6.8(ii) fails to be valid
but there exists a finite non-empty set of places Σ of K that is unramified in K, then
the ‘Σ-modification’ construction described in [12, §2.3] defines a canonical torsion-free
submodule H1Σ(OF,S(F ), T ) of H
1(OF,S(F ), T ) for each F in Ω(K/K). By systematically
replacing groups of the form H1(OF,S(F ), T ) by H
1
Σ(OF,S(F ), T ) in what follows, one can
establish an analogue of the theory below without assuming the validity of Hypothesis
6.8(ii). However, since this extended theory is obtained in just the same way, we prefer to
avoid the extra technicalities and do not discuss it further.
Lemma 6.10. Assume T and K satisfy Hypothesis 6.8. Then for every pair of fields F and
F ′ in Ω(K/K) with F ⊂ F ′ and every natural number a the following claims are valid.
(i) The restriction map H1(OF,S(F ′), T ) → H
1(OF ′,S(F ′), T ) identifies H
1(OF,S(F ′), T )
with the submodule of Gal(F ′/F )-invariant elements of H1(OF ′,S(F ′), T ).
(ii) The corestriction map CoraF ′/F restricts to give a homomorphism of ξ(A[GF ])-modules⋂a
A[GF ′ ]
H1(OF ′,S(F ′), T )→
⋂a
A[GF ]
H1(OF,S(F ′), T ).
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(iii) The inflation map H1(OF,S(F ), T )→ H
1(OF,S(F ′), T ) induces an identification⋂a
A[GF ]
H1(OF,S(F ), T ) =
(⋂a
A[GF ]
H1(OF,S(F ′), T )
)
∩
(∧a
A[GF ]
H1(OF,S(F ), V )
)
.
Proof. We set ∆ := Gal(F ′/F ), X1 := H
1(OF,S(F ′), T ) and X2 := H
1(OF ′,S(F ′), T ).
Hypothesis 6.8(i) implies that the complex RΓ(OF ′,S(F ′), T ) is acyclic in degrees less
than one. Given this fact, claim (i) follows from the fact that the fixed point functor
M 7→ HomO[∆](O,M) = H
0(∆,M) is left exact and that there is a canonical isomorphism
RHomO[∆]
(
O,RΓ(OF ′,S(F ′), T )
)
∼= RΓ(OF,S(F ′), T )
in D(O[GF ]).
We next recall a general fact: for any commutative ring R, finite group G and left R[G]-
module M , there is a natural isomorphism of R[G]-modules
(6.1.2) HomR(M,R)
∼
→ HomR[G](M,R[G]); f 7→
∑
σ∈G
f(σ(−))σ−1,
where G acts on the dual modules HomR(M,R) and HomR[G](M,R[G]) via the rules
(σ · f)(m) := f(σ−1m) (σ ∈ G, f ∈ HomR(M,R), m ∈M),
and
(σ · θ)(m) := θ(m)σ−1 (σ ∈ G, θ ∈ HomR[G](M,R[G]), m ∈M).
Turning to claim (ii) we note first that claim (i) combines with Hypothesis 6.8(ii) to imply
the cokernel of the restriction map ̺F ′/F : X1 → X2 is O-torsion-free. (This is because if x
is any element of X2 such that for some n > 1 one has (δ− 1)(n · x) = 0 for all δ ∈ ∆, then
n((δ − 1)(x)) = 0 and hence, since X2 is torsion-free, also (δ − 1)(x) = 0 for all δ ∈ ∆.)
The assumption thatA is Gorenstein therefore implies that Ext1A
(
cok(̺F ′/F ),A
)
vanishes
(cf. Remark 6.2) and hence that the composite homomorphism
̺F ′/F : HomA[GF ′ ](X2,A[GF ′ ])
∼= HomA(X2,A)→ HomA(X1,A) ∼= HomA[GF ](X1,A[GF ])
is surjective, where the two isomorphisms are as in (6.1.2) and the central map is HomA(̺F ′/F ,A).
One can also check that for each θ in HomA[GF ′ ](X2,A[GF ′ ]) the diagram
(6.1.3)
X2
θ
−−−−→ A[GF ′ ]
CorF ′/F
y y
X1
̺F ′/F (θ)
−−−−−→ A[GF ]
commutes, where the unlabelled arrow is the natural projection map. This diagram in turn
implies that for every subset {θi}1≤i≤a of HomA[GF ′ ](X2,A[GF ′ ]) and every element x of∧a
A[GF ′ ]
H1(OF,S(F ), V ) =
∧a
A[GF ′ ]
(Q⊗O X2) one has
(6.1.4)
(
∧i=ai=1̺F ′/F (θi)
)(
CoraF ′/F (x)
)
= πF ′/F
(
(∧i=ai=1θi)(x)
)
where πF ′/F is the natural projection map ζ(A[GF ′ ])→ ζ(A[GF ]).
In particular, this equality combines with the surjectivity of ̺F ′/F to imply if x belongs
to
⋂a
A[GF ′ ]
X2, then Cor
a
F ′/F (x) belongs to
⋂a
A[GF ]
X1, as required to prove claim (ii).
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To prove claim (iii) we use the canonical exact sequence
0→ H1(OF,S(F ), T )
ιF,S,S′
−−−−→ H1(OF,S(F ′), T )→
⊕
w∈(S(F ′)\S(F ))F
H1/f (Fw, T ),
in whichH1/f (Fw, T ) denotes the cokernel of the inflation mapH
1(F urw /Fw, T )→ H
1(Fw, T ),
where F urw is the maximal unramified extension of Fw in F
c
w.
In addition, since each O-module H1/f (Fw, T ) is free (by [41, Lem. 1.3.5(ii)]) the O-
module cok(ιF,S,S′) is also free and so the group Ext
1
A[GF ]
(
cok(ιF,S,S′),A[GF ]
)
vanishes (by
Remark 6.2).
Given this last fact, the identification in claim (iii) follows immediately from the result
of Theorem 4.17(iv) with ι = ιF,S,S′. 
6.2. Statement of the main results.
6.2.1. For each E in Ω(K/K) we define an idempotent in ζ(A[GE ]) by setting
(6.2.1) eE = eE,T :=
∑
e
e
where in the sum e runs over all primitive central idempotents of A[GE ] that annihilate the
space H2(OE,S(E), V ), and we use the A[GE ]-module
YE(T
∗(1)) :=
⊕
w∈S∞(E)
H0(Ew, T
∗(1)).
Theorem 6.11. Assume that T and K satisfy all of following conditions:
(a) Hypothesis 6.8 is satisfied;
(b) the A-module T is projective;
(c) the A-module YK(T
∗(1)) is free of rank r = rT ;
(d) all archimedean places of K split completely in K.
Then there exists an Euler system
ε = εK/K(T )
in ESr(T,K) that is canonical up to multiplication by an element of ξ(A[[Gal(K/K)]])
× and
has both of the following properties.
(i) The annihilator of ε in ξ(A[[Gal(K/K)]]) is equal to
ξ(A[[Gal(K/K)]]) ∩
∏
L∈Ω(K/K)
ζ(A[GL])(1− eL).
(ii) For each L in Ω(K/K) one has(
∧i=ri=1ϕi
)
(εL) ∈ Fit
0
A[GL]
(
H2(OL,S(L), T )
)
for every subset {ϕi}1≤i≤r of HomA[GL](H
1(OL,S(L), T ),A[GL]).
Remark 6.12. The proof of claim (ii) of Theorem 6.11 that is given in §7.3 will establish
(in the equality (7.3.2)) a more precise result in which elements of the form
(
∧i=ri=1ϕi
)
(εL)
determine the r-th Fitting invariant of a presentation of the moduleH2(OL,S(L), T )⊕A[GL]
r
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6.2.2. We next describe some Iwasawa-theoretic properties of the Euler systems con-
structed in Theorem 6.11.
To do this we fix a p-adic analytic extension L of K in K and use the Iwasawa algebra
A[[L/K]] := lim
←−
L∈Ω(L/K)
A[GL]
where the transition morphisms are the natural projection maps.
We recall that this ring is both left and right noetherian (by [25, V, 2.2.4]) and has a
total quotient ring that we denote by Q(A[[L/K]]). In fact, if Gal(L/K) is a torsion-free
prop-p group, then O[[L/K]] has no proper zero-divisors (by [31]) and so Q(O[[L/K]]) is a
skew field (see [20]).
In the general case, there exists a field L0 in Ω(L/K) such that Gal(L/L0) is a torsion-
free pro-p group. One then has S(L) = S(L0) for all L in Ω(L/L0) and in each degree i we
set
H i(OL, T ) := lim←−
L∈Ω(L/L0)
H i(OL,S(L), T )
where the limit is taken with respect to the natural corestriction maps.
Taking account of Lemma 6.10(ii), we also define⋂r
A[[L/K]]
H1(OL, T ) := lim←−
L∈Ω(L/L0)
⋂r
A[GL]
H1(OL,S(L), T )
where the transition morphisms are induced by corestriction.
Finally, we set
Hom∗A[[L/K]]
(
H1(OL, T ),A[[L/K]]
)
:= lim
←−
L∈Ω(L/L0)
HomA[GL]
(
H1(OL,S(L), T ),A[GL]
)
where the limit is taken with respect to the maps ̺L′/L that occur in diagram (6.1.3) with
F ′/F replaced by L′/L for L0 ⊆ L ⊆ L
′ ⊂ L.
Then for any subset {ϕi}1≤i≤r of Hom
∗
A[[L/K]]
(
H1(OL, T ),A[[L/K]]
)
and any element
η = (ηL)L of
⋂r
A[[L/K]]H
1(OL, T ) the commutativity of (6.1.4) implies that we obtain a
well-defined element of the limit
lim
←−
L∈Ω(L/L0)
ζ(A[GL]),
where the transition morphisms are the natural projection maps, by setting(
∧i=ri=1ϕi
)
(η) := (
(
∧i=ri=1ϕi,L
)
(ηL))L
where ϕi,L is the projection of ϕi to HomA[GL]
(
H1(OL,S(L), T ),A[GL]
)
.
Remark 6.13. It is easily seen that all of the definitions made above are independent of
the choice of the field L0. In addition, an explicit description of the image of the natural
homomorphism
Hom∗A[[L/K]]
(
H1(OL, T ),A[[L/K]]
)
→ HomA[[L/K]]
(
H1(OL, T ),A[[L/K]]
)
is given in Lemma 7.11 below.
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In the following result we shall say that an A[[L/K]]-module is ‘central torsion’ if it is
annihilated by a non-zero divisor of ζ(A[[L/K]]).
We will also write δ(A[[L/K]]) for the ideal of ζ(A[[L/K]]) that is given by the limit
lim
←−L
δ(A[GL]) as L runs over Ω(L/K) and the transition morphisms are induced by (Lemma
3.5(vii) and) the natural projection maps A[GL′ ]→ A[GL] for L ⊆ L
′.
Theorem 6.14. Fix a p-adic analytic extension L of K in K.
Then the Euler system ε that is constructed (under the stated hypotheses) in Theorem
6.11 has all of the following properties.
(i) The element
εL :=
(
εL
)
L∈Ω(L/L0)
belongs to
⋂r
A[[L/K]]H
1(OL, T ).
In the remainder of the result we assume A = O and set RL := O[[L/K]].
(ii) Assume that Gal(L/K) has rank one. Then the RL-module H
2(OL, T ) is a torsion
module if and only if there exists a subset {ϕi}1≤i≤r of Hom
∗
RL
(
H1(OL, T ), RL
)
for
which
(
∧i=ri=1ϕi
)
(εL) is a unit of Q(RL).
(iii) Assume that Gal(L/K) has rank at least two. Then the RL-module H
2(OL, T ) is a
central torsion module if there exists a subset {ϕi}1≤i≤r of Hom
∗
RL
(
H1(OL, T ), RL
)
for which
(
∧i=ri=1ϕi
)
(εL) is a non-zero divisor in the ideal δ(RL) of ζ(RL).
(iv) If L/K is abelian, then the following conditions are equivalent:
(a) εL has the property stated in claim (ii), respectively claim (iii).
(b) εL is a generator of the Q(RL)-module generated by
∧r
RL
H1(OL, T ).
(c) εL is not annihilated by any non-zero divisor of RL.
7. The proofs of Theorems 6.11 and 6.14
Throughout this section we assume the conditions stated in Theorem 6.11.
7.1. Vertical reduced determinantal systems. For each bounded below complex of
O-modules C we set C∗ := RHomO(C,O).
7.1.1. For each field F in Ω(K/K) and a finite set Σ of places of K with S(F ) ⊂ Σ, we
write RΓc(OF,Σ, T ) for the compactly supported e´tale cohomology of T on Spec(OF,Σ).
We then define an object of D(A[GF ]) by setting
CF,Σ(T ) := RΓc(OF,Σ, T
∗(1))∗[−2],
regarded as endowed with the natural action of A and the contragredient action of GF .
We also write Dperf(A[GF ]) for the subcategory of D(A[GF ]) comprising perfect com-
plexes.
Lemma 7.1. For each E in Ω(K/K) and each finite set of places Σ of K that contains
S(E) the complex CE,Σ(T ) has all of the following properties.
(i) CE,Σ(T ) belongs to D
perf(A[GE ]).
(ii) The Euler characteristic of CE,Σ(T ) in K0(A[GE ]) vanishes.
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(iii) CE,Σ(T ) is acyclic outside degrees zero and one and there exists a canonical identi-
fication
H0(CE,Σ(T )) = H
1(OE,Σ, T )
and short exact sequence of A[GE]-modules
0→ H2(OE,Σ, T )→ H
1(CE,Σ(T ))→ YE(T
∗(1))∗ → 0.
(iv) Given a finite set Σ′ of places of K that contains Σ there exists a canonical exact
triangle in Dperf(A[GE ]) of the form⊕
v∈Σ′\Σ
RΓ(Kurv /Kv , T
∗(1)E)
∗[−2]→ CE,Σ(T )→ CE,Σ′(T )→ .
(v) For all fields E and E′ in Ω(K/K) with E ⊆ E′ there exists a natural isomorphism
A[GE]⊗
L
A[GE′ ]
CE′,S(E′)(T ) ∼= CE,S(E′)(T ) in D
perf(A[GE]).
Proof. Shapiro’s Lemma identifies RΓc(OE,Σ, T
∗(1)) with C(E) := RΓc(OK,Σ, T
∗(1)E) and
the result of Flach [18, Th. 5.1] implies C(E) belongs to Dperf(A[GE ]). Claim (i) is therefore
true since A[GE] is Gorenstein and so D
perf(A[GE ]) is preserved by the exact functor C 7→
C∗[−2].
For the same reason, claim (ii) will follow if one can show that the Euler characteristic
of C(E) in K0(A[GE ]) vanishes. Set a := A/(p). Then, since p is contained in the Jacobson
radical of A[GE ] the natural reduction map K0(A[GE]) → K0(a[GE ]) is injective (by [1,
Chap. IX, Prop. 1.3]) and so it is enough to note [18, Th. 5.1] also implies that the
Euler characteristic in K0(a[GE ]) of the complex Z/(p)⊗
L
ZC(E)
∼= RΓc(OK,Σ, (T
∗(1)E)/(p))
vanishes.
The fact that CE,Σ(T ) is acyclic outside degrees zero and one is well-known and the
existence of a canonical isomorphism and short exact sequence as in claim (iii) follows
directly from the Artin-Verdier Duality theorem (and is also well-known).
The exact triangle in claim (iv) is obtained by applying the exact functor X 7→ X∗[−2]
to the canonical exact triangle in Dperf(A[GE ])
RΓc(OE,Σ′ , T
∗(1))→ RΓc(OE,Σ, T
∗(1))→
⊕
v∈Σ′\Σ
RΓ(Kurv /Kv , T
∗(1)E)→ .
The isomorphisms in claim (v) result from combining the canonical isomorphisms
A[GE ]⊗
L
A[GE′ ]
C(E′)∗[−2] ∼= RHomA[GE′ ](A[GE ], C(E
′))∗[−2]
and RHomA[GE′ ](A[GE ], C(E
′)) ∼= C(E). 
7.1.2. For each field F in Ω(Kc/K) we abbreviate the determinant functor dA[GF ],̟(−)
constructed in §5 to dA[GF ](−), where we assume that the set of ordered bases ̟ are as
specified in §6.1.1.
For each pair of fields F and F ′ in Ω(Kc/K) with F ⊆ F ′ we then write
νF ′/F : dA[GF ′ ](CF ′,S(F ′)(T ))→ dA[GF ](CF,S(F )(T ))
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for the composite surjective homomorphism of (graded) ξ(A[GF ′ ])-modules
dA[GF ′ ](CF ′,S(F ′)(T ))
→ ξ(A[GF ])⊗ξ(A[GF ′ ]) dA[GF ′ ](CF ′,S(F ′)(T ))
∼= dA[GF ](CF,S(F ′)(T ))
∼= dA[GF ](CF,S(F )(T ))⊗
⊗
v∈S(F ′)\S(F )
dA[GF ](RΓ(K
ur
v /Kv , T
∗(1)F )
∗[−2])−1
∼= dA[GF ](CF,S(F )(T )).
Here the first arrow denotes the natural projection map, the first isomorphism is induced
by the quasi-isomorphism in Lemma 7.1(iv) and the general result of Theorem 5.2(ii) and
the second isomorphism is induced by the exact triangle in Lemma 7.1(iii) and the result
of Theorem 5.2(i). Finally, the third isomorphism is induced by the fact that for each v in
S(F ′) \ S(F ) the complex RΓ(Kurv /Kv , T
∗(1)F )
∗[−2] is represented by
(T ∗(1)F )
∗ 1−σv−−−→ (T ∗(1)F )
∗,
where the first term is placed in degree one, and so there is a canonical composite isomor-
phism
(7.1.1) dA[GF ](RΓ(K
ur
v /Kv , T
∗(1)F )
∗[−2])−1
∼= d⋄A[GF ]((T
∗(1)F )
∗)⊗ d⋄A[GF ]((T
∗(1)F )
∗)−1
∼
→ (ξ(A[GF ]), 0)
in which the first isomorphism results from (5.3.1) and the second is the natural ‘evaluation
map’.
Definition 7.2. For any Galois extension K of K in Kc the module of vertical reduced
determinantal systems for (T,K) is the inverse limit
VS(T,K) := lim
←−F∈Ω(K/K)
dA[GF ](CF,S(F )(T )),
where the transition morphism for F and F ′ in Ω(K/K) with F ⊂ F ′ is νF ′/F .
We shall refer to an element of VS(T,K) as a ‘vertical reduced determinantal system’ for
the pair (T,K).
Remark 7.3. If K/K is abelian, the above definition recovers the module VS(T,K) dis-
cussed in [12, §2.4]. We also recall that the terminology of ‘vertical determinantal systems’
is introduced in [12] in order to contrast these systems with the ‘horizontal determinan-
tal systems’ that play a key role in loc. cit. (but for which we currently know of no
non-commutative analogue).
It is clear that VS(T,K) has a natural action of the algebra ξ(A[[Gal(K/K)]]) and the
following result describes this structure explicitly.
Proposition 7.4. The ξ(A[[Gal(K/K)]])-module VS(T,K) is free of rank one.
Proof. For each natural number n we write K(n) for the composite of all finite extensions
of K inside K with the property that the absolute value of the discriminant of K/Q is at
most n.
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Then K(n)/K is a Galois extension and has finite degree as a consequence of the Hermite-
Minkowski Theorem (cf. [30, §III.2]).
In addition, one has K(n) ⊂ K(n+1) for all n and the normal subgroups {Gal(K/K(n))}n≥1
form a base of neighbourhoods of the identity in Gal(K/K).
Thus, if for each n we set Gn := GK(n) and Ξn := dA[Gn](CK(n),S(K(n))(T )) and write τn for
the (surjective) transition morphism Ξn+1 → Ξn used in the definition of VS(T,K), then
there is a canonical identification
(7.1.2) VS(T,K) = lim
←−n≥1
Ξn,
where the limit is taken with respect to the morphisms τn.
For every n the ξ(A[Gn])-module Ξn is, by construction, free of rank one. We may
therefore assume that, for some fixed n, we have made a choice for each natural number
m with m ≤ n of an ξ(A[Gm])-basis xm of Ξm in such a way that τm(xm+1) = xm for all
m < n.
If now x′n+1 is any choice of ξ(A[Gn+1])-basis of Ξn+1, then τn(x
′
n+1) is a ξ(A[Gn])-basis
of Ξn and so there exists a unit un of ξ(A[Gn]) such that xn = un · τn(x
′
n+1).
But, since ξ(A[Gn+1]) is semi-local and the projection map ξ(A[Gn+1]) → ξ(A[Gn]) is
surjective (by Lemma 3.2(v)), Bass’ Theorem (cf. [24, Chap. 7, (20.9)]) implies that the
homomorphism ξ(A[Gn+1])
× → ξ(A[Gn])
× induced by the projection map is also surjective
and so we may fix a pre-image un+1 of un under this map.
It is then easily checked that the element xn+1 := un+1 · x
′
n+1 is a ξ(A[Gn+1])-basis of
Ξn+1 with the property that (τm ◦ τm+1 ◦ · · · ◦ τn)(xn+1) = xm for all m < n+ 1.
Continuing in this way we inductively define an element (xn)n≥1 that the isomorphism
(7.1.2) implies is a ξ(A[[Gal(K/K)]])-basis of VS(T,K), as required. 
7.2. A construction of non-commutative Euler systems. In this section we describe
the crucial link between reduced determinantal systems and non-commutative Euler sys-
tems.
7.2.1. At the outset we note that condition (c) of Theorem 6.11 combines with Hypothesis
6.1 to imply that the A-module YK(T
∗(1))∗ is free and we fix an (ordered) basis {ai}1≤i≤r.
In addition, for each E in Ω(K/K) there is a decomposition of A[GE ]-modules
YE(T
∗(1)) =
⊕
v∈S∞(K)
⊕
w|v
H0(Ew, T
∗(1))

where w runs over all places of E above v. This decomposition implies, in particular, that
if we assume condition (d) of Theorem 6.11 and then fix a set of representatives of the GK -
orbits of embeddings K → Qc, we obtain (by restriction of the embeddings) a compatible
family of isomorphisms of A[GE ]-modules
(7.2.1) YE(T
∗(1))∗ ∼= A[GE ]⊗A YK(T
∗(1))∗ ∼= A[GE]
r,
where the second map is induced by the chosen A-basis {ai}1≤i≤r of YK(T
∗(1))∗.
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Theorem 7.5. If the conditions (a), (b), (c) and (d) of Theorem 6.11 are satisfied, then
for each fixed set of isomorphisms (7.2.1) as above there exists a canonical homomorphism
of ξ(A[[Gal(K/K)]])-modules
ΘT,K : VS(T,K)→ ESr(T,K).
This homomorphism is non-zero if and only if there exists a field F in Ω(K/K) and a
non-zero primitive idempotent e of ζ(A[GF ]) for which the space e ·H
2(OF,S(F ), V ) vanishes.
The proof of this result will occupy the rest of this section. The basic strategy will be to
define for each L in Ω(K/K) a canonical homomorphism of ξ(A[[Gal(K/K)]])-modules
ΘL : VS(T,K)→ Q⊗O
⋂r
A[GL]
H1(OL,S(L), T )
and then to prove that the image of the diagonal homomorphism
ΘT,K : VS(T,K)
(ΘL)L
−−−−→
∏
L∈Ω(K/K)
Q⊗O
⋂r
A[GL]
H1(OL,S(L), T )
belongs to ESr(T,K) and to determine when this homomorphism is zero.
7.2.2. In this section we use the idempotent eL of ζ(A[GL]) defined in (6.2.1). We also set
CL,S(L)(V ) := Q⊗O CL,S(L)(T )
Lemma 7.6. For each L in Ω(K/K) set rrL := rrA[GL]eL((A[GL]eL)
r). Then the following
claims are valid.
(i) The isomorphism (7.2.1) induces an isomorphism in P(ζ(A[GL])eL)
d⋄A[GL]eL(eL ·H
1(CL,S(L)(V ))) ∼= (ζ(A[GL])eL, rrL).
(ii) d⋄A[GL]eL(eL ·H
0(CL,S(L)(V ))) ⊆ eL(Q⊗O
⋂r
A[GL]
H1(OL,S(L), T ), rrL).
Proof. Set AL := A[GL], AL := A[GL] and rr
′
L := rrAL(A
r
L).
To prove claim (i) we note that the definition of eL combines with the exact sequence in
Lemma 7.1(iii) to give an identification of spaces eL ·H
1(CL,S(L)(V )) = eL(Q⊗OYL(T
∗(1))∗)
and hence also an identification in P(ζ(AL)eL)
d⋄ALeL(eL ·H
1(CL,S(L)(V ))) =d
⋄
ALeL
(eL(Q⊗O YL(T
∗(1))∗))
= eL(Q⊗O d
⋄
AL(YL(T
∗(1))∗)).
Given this, the isomorphism in claim (i) is induced by the isomorphism in P(ξ(AL))
(ξ(AL), rr
′
L)
∼=
(⋂r
AL
YL(T
∗(1))∗, rr′L
)
= d⋄AL(YL(T
∗(1))∗)
obtained by applying Proposition 5.6(i) to the module M = YL(T
∗(1))∗ with {bj}1≤j≤r
equal to the basis that (7.2.1) sends to the standard basis of ArL.
To prove claim (ii) we note that Lemma 7.1(ii) and (iii) combine to imply the existence of
an AL-submodule X of H
1(OL,S(L), T ) that is free of rank r and such that eL · (Q⊗OX) =
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eL ·H
0(CL,S(L)(V )). Then, just as above, one has
d⋄ALeL(eL ·H
0(CL,S(L)(V ))) = eL · (Q⊗O d
⋄
AL(X))
=
(
eL
(
Q⊗O
⋂r
AL
X
)
, rrL
)
⊆
(
eL
(
Q⊗O
⋂r
AL
H1(OL,S(L), T )
)
, rrL
)
,
where the final inclusion follows from the general result of Theorem 4.17(iv). This proves
claim (ii). 
We define Θ′L to be the composite homomorphism of ζ(A[GL])-modules
dA[GL](CL,S(L)(V ))(7.2.2)
∼=d⋄A[GL](H
0(CL,S(L)(V )))⊗ d
⋄
A[GL]
(H1(CL,S(L)(V )))
−1
→d⋄A[GL]eL(eL ·H
0(CL,S(L)(V ))) ⊗ d
⋄
A[GL]eL
(eL ·H
1(CL,S(L)(V )))
−1
∼=d⋄A[GL]eL(eL ·H
0(CL,S(L)(V )))
→ eL
(
Q⊗O
⋂r
A[GL]
H1(OL,S(L), T )
)
,
where the first map is the ‘passage to cohomology’ map from Proposition 5.14(i), the second
is induced by multiplication by eL and the final two by the results in Lemma 7.6.
We can now finally define ΘL to be the composite homomorphism
VS(T,K)→ dA[GL](CL,S(L)(T )) ⊂ dA[GL](CL,S(L)(V ))
Θ′L−−→ eL
(
Q⊗O
⋂r
A[GL]
H1(OL,S(L), T )
)
,
where the first arrow is the canonical projection.
Then we need to prove that this definition implies that for every η in VS(T,K) and every
pair of fields F and F ′ in Ω(K/K) with F ⊂ F ′ one has both
(7.2.3) ΘF ′(η) ∈
⋂r
A[GF ′ ]
H1(OF ′,S(F ′), T )
and
(7.2.4) CorrF ′/F (ΘF ′(η)) =
(∏
v∈Σ
Pv
)
·ΘF (η),
where we set Σ := S(F ′) \ S(F ) and
Pv := NrdA[GF ](1− σv | V
∗(1)F )
#
for each v in Σ.
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7.2.3. The following result plays a key role in the proof of these facts.
Lemma 7.7. For each L in Ω(K/K) there exists an exact sequence of A[GL]-modules
(7.2.5) 0→ H1(OL,S(L), T )
ιL−→ PL
θL−→ PL
πL−−→ H1(CL,S(L)(T ))→ 0
that satisfies all of the following properties.
(i) PL is finitely generated and free of rank dL > r.
(ii) Consider the composite surjective homomorphism of A[GL]-modules
PL
πL−−→ H1(CL,S(L)(T ))→ YL(T
∗(1))∗ ∼= A[GL]
r,
where the second map comes from the exact sequence in Lemma 7.1(iii) and the
isomorphism is induced by (7.2.1) and Hypothesis 6.1. Then there exists an ordered
basis {bi,L}1≤i≤dL of PL such that the above homomorphism sends bi,L to the i-th
element of the standard basis of A[GL]
r if 1 ≤ i ≤ r and to zero otherwise.
(iii) Write P •L for the complex PL → PL, where the first term is placed in degree zero,
the differential is θL and H
0(P •L) and H
1(P •L) are identified with H
0(CL,S(L)(T )) =
H1(OL,S(L), T ) and H
1(CL,S(L)(T )) by using the maps ιL and πL. Then there exists
an isomorphism in Dperf(A[GL]) from P
•
L to CL,S(L)(T ) that induces the identity
map in all degrees of cohomology.
(iv) The matrix in MdL(A[GL]) that represents θL with respect to the basis {bi,L}1≤i≤dL
is a block matrix
(
0dL,r ML
)
where ML belongs to MdL,dL−r(A[GL]) and is such
that, in the notation of Proposition 4.18, one has ker(θML) = H
1(OL,S(L), T ).
Proof. Claims (i), (ii) and (iii) of Lemma 7.1 combine to imply that the (−1)-shift of
CL,S(L)(T ) is an ‘admissible’ complex in the sense of [9]. Given this fact, the existence of
an exact sequence with all of the properties in (i), (ii) and (iii) follows from the general
construction of [9, §3.1].
The property in claim (ii) implies that im(θL) is contained in the submodule of PL
generated by {bi,L}r<i≤dL and hence that θL is represented by a block matrix M
′
L of the
form
(
0dL,r ML
)
stated in claim (iv). For this representation it is then also clear that
H1(OL,S(L), T ) = ker(θL) is equal to ker(θML), as required. 
Since the image of the endomorphism θ = θF ′ in Lemma 7.7 (with L = F
′) is O-free, and
the algebra A is Gorenstein, the group Ext1A[GF ′ ]
(im(θ),A[GF ′ ]) vanishes (cf. Remark 6.2).
The construction of Proposition 4.18 can therefore be applied to the matrix M = MF ′ in
Lemma 7.7(iv).
In view of the latter result, the containment (7.2.3) will follow if we can show the existence
of an element xη of ξ(A[GF ′ ]) such that
(7.2.6) ΘF ′(η) = xη · εM ,
where εM is the element constructed in Proposition 4.18.
To prove this we note that claims (ii) and (iii) of Lemma 7.1 combine to imply the
existence of an (in general, non-canonical) isomorphism of A[GF ′ ]eF ′-modules
(7.2.7) eF ′ ·H
1(OF ′,S(F ′), V ) ∼= eF ′ · (Q⊗O YF ′(T
∗(1))∗) ∼= (A[GF ′ ]eF ′)
r
so that eF ′ ·H
1(OF ′,S(F ′), V ) is a free A[GF ′ ]eF ′-module of rank r.
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Thus, since ΘF ′(η) and εM both belong to
eF ′ ·
∧r
A[GF ′ ]
H1(OF ′,S(F ′), V ) =
∧r
A[GF ′ ]eF ′
eF ′ ·H
1(OF ′,S(F ′), V ),
Lemma 4.12 combines with the argument of Theorem 4.17(ii) to imply that the equality
(7.2.6) is valid if ΘF ′(η) and xη · εM have the same image under the map ∧
i=r
i=1φi for every
φi in HomA[GF ′ ](H
1(OF ′,S(F ′), T ),A[GF ′ ]).
To check this we note that, setting d := dF ′ , the explicit definition of εM implies (via
Lemma 4.10) that
(7.2.8) (∧i=ri=1φi)(εM ) = NrdA[GF ′ ]
((
M ′ M
))
where M ′ =M ′({φi}1≤i≤r) is the matrix in Md,r(A[GF ′ ]) with ji-entry equal to φi(bj,F ′).
On the other hand, if we set CF ′ := CF ′,S(F ′)(T ) and βF ′ := ((∧
i=d
i=1bi,F ′)⊗ (∧
i=d
i=1b
∗
i,F ′), 0),
then Lemma 7.7(iii) allows us to identify dA[GF ′ ](CF ′) with
dA[GF ′ ](P
•
F ′) = d
⋄
A[GF ′ ]
(PF ′)⊗Homξ(A[GF ′ ])
(
d⋄A[GF ′ ]
(PF ′), ξ(A[GF ′ ])
)
= ξ(A[GF ′ ]) · βF ′
(where the first equality follows from (5.3.1) and the second from Proposition 5.6(i)), and
then the argument of [4, Lem. 7.3.1] implies that
(∧i=ri=1φi)
(
Θ′F ′(βF ′)
)
= NrdA[GF ′ ]
((
M ′ M
))
.
This equality combines with (7.2.8) to imply that the equality (7.2.6), and hence also the
containment (7.2.3), is valid since the image of any element η of VS(T,K) in dA[GF ′ ](CF ′) =
dA[GF ′ ](P
•
F ′) is of the form xη · βF ′ for a unique element xη of ξ(A[GF ′ ]).
To prove (7.2.4) it is enough to prove an equality of maps
(7.2.9) CorrF ′/F ◦Θ
′
F ′ =
(∏
v∈Σ
Pv
)
· (ΘF ◦ νF ′/F ).
To do this we set ∆ := Gal(F ′/F ) and write T∆ for the (central) element
∑
δ∈∆ δ of
A[GF ′ ]. We then identify A[GF ] with the subalgebra T∆ · A[GF ′ ] of A[GF ′ ].
Then, since an idempotent e of ζ(A[GF ]) annihilates im(Θ
′
F ′), respectively im(Θ
′
F ), if and
only if e · eF ′ = 0, respectively e · eF = 0, the result of Lemma 7.8 below implies it is enough
to verify the above equality after multiplying by a primitive idempotent e of ζ(A[GF ]) with
the property that e · Pv 6= 0 for all v in Σ.
But, for any such e, the required equality is true since the result of Lemma 7.9 below
combines with the explicit definitions of the maps Θ′F ′, νF ′/F and Θ
′
F to imply the commu-
tativity of the diagram
e · dA[GF ′ ](CF ′,S(F ′)(V )))
νF ′/F

Θ′
F ′
// e ·
∧r
A[GF ′ ]
H1(OF ′,S(F ′), V )
Corr
F ′/F

e · dA[GF ](CF,S(F )(V )) (
∏
v∈Σ Pv)×Θ
′
F
// e ·
∧r
A[GF ]
H1(OF,S(F ′), V ).
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At this stage we have shown that the image of the diagonal map ΘT,K = (ΘL)L is
contained in ESr(T,K) and so to complete the proof of Theorem 7.5 it is enough to prove
its final claim.
However, this claim is equivalent to asserting that ΘT,K is non-zero if and only if there
exists a field F ′ in Ω(K/K) for which eF ′ is non-zero and this follows directly from the fact
that the isomorphism (7.2.7) implies that the annihilator in ζ(A[GF ′ ]) of the image of Θ
′
F ′
is equal to ζ(A[GF ′ ])(1− eF ′).
This completes the proof of Theorem 7.5.
Lemma 7.8. For each primitive idempotent e of ζ(A[GF ]) one has e · eF ′ 6= 0 if and only
if both e · Pv 6= 0 for all v in Σ and also e · eF 6= 0.
Proof. Claims (iii) and (v) of Lemma 7.1 combine to induce an identification
H2(OF,S(F ′), V ) ∼= A[GF ]⊗A[GF ′ ] H
2(OF ′,S(F ′), V ) = T∆ ·H
2(OF ′,S(F ′), V )
and so the definition of eF ′ implies that e · eF ′ 6= 0 if and only if e ·H
2(OF,S(F ′), V ) = 0.
To study this condition we set WF := HomQ(V
∗(1)F ,Q) and note that the exact coho-
mology sequence of the triangle in Lemma 7.1(iv) gives rise to an exact sequence⊕
v∈Σ
ker
(
φv |WF )
θ
−→ H2(OF,S(F ), V )→ H
2(OF,S(F ′), V )→
⊕
v∈Σ
cok
(
φv |WF )→ 0,
where we set φv := 1− σv.
This sequence implies e·H2(OF,S(F ′), V ) = 0 if and only if both e·cok
(
φv | WF ) = 0 for all
v ∈ Σ and also e ·cok(θ) = 0. In addition, for each such v the condition e ·cok
(
φv | WF ) = 0
is equivalent to e · ker
(
φv |WF ) = 0 and hence also to the non-vanishing of e · Pv.
Taken together, these facts imply that e ·H2(OF,S(F ′), V ) = 0 if and only if one has both
e ·H2(OF,S(F ), V ) = 0 (or equivalently, e · eF 6= 0) and also e · Pv 6= 0 for each v in Σ, as
claimed. 
Lemma 7.9. Fix a field F in Ω(K/K), a place v of K outside S(F ) and a primitive idempo-
tent e of ζ(A[GF ]) such that e ·Pv 6= 0. Write Cv for the complex RΓ(K
ur
v /Kv , V
∗(1)F )
∗[−2]
and set WF := HomQ(V
∗(1)F ,Q).
Then Cv is represented by the complex WF
1−σv−−−→ WF , where the first term is placed in
degree one. In addition, the complex e ·Cv is acyclic and (e · Pv, 0) is equal to the image of
(e, 0) under the composite isomorphism
(ζ(A[GF ])e, 0) ∼= e ·
(
d⋄A[GF ](WF )⊗ d
⋄
A[GF ]
(WF )
−1
)
∼= e · dA[GF ](Cv)
−1
=dA[GF ]e(e · Cv)
−1
∼=d⋄A[GF ]e(0) ⊗ d
⋄
A[GF ]e
(0)−1
=(ζ(A[GF ])e, 0).
Here the first isomorphism is induced by the canonical identification
d⋄A[GF ](WF )⊗ d
⋄
A[GF ]
(WF )
−1 ∼= (ζ(A[GF ]), 0),
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the second by the identification (5.3.1) (with A replaced by A[GF ]) and the third by Propo-
sition 5.14(i) (with A replaced by A[GF ]e) and the acyclicity of e · Cv.
Proof. It is clear that Cv is represented by the given complex WF
1−σv−−−→WF and hence that
e · Cv is acyclic whenever e · Pv 6= 0.
The remaining assertion is then verified by a straightforward, and explicit, computation
(following [5, Lem. 10]). The key point is that, since WF = HomQ(V
∗(1)F ,Q) is a finitely
generated free Q[GF ]-module, the same argument as in Lemma 3.20 implies that
NrdA[GF ]
(
1− σv |WF
)
= NrdA[GF ]
(
1− σv | V
∗(1)F
)#
= Pv.

7.3. The proof of Theorem 6.11. Following Proposition 7.4, we can fix a basis element
η ∈ VS(T,K)
of the ξ(A[[Gal(K/K)]])-module VS(T,K) and then use the homomorphism
ΘT,K : VS(T,K)→ ESr(T,K)
constructed in Theorem 7.5 to define a system
ε := ΘT,K(η) ∈ ESr(T,K).
It suffices to show that this system has the properties in claims (i) and (ii) of Theorem 6.11.
In addition, the fact that ε has the property in claim (i) follows directly from the argument
used to verify the final assertion of Theorem 7.5.
Turning to claim (ii) we note that Lemma 7.1(iii) combines with the isomorphism (7.2.1)
for E = L to imply the existence of an isomorphism of A[GL]-modules
(7.3.1) H1(CL,S(L)(T )) ∼= H
2(OL,S(L), T )⊕A[GL]
r =: X.
This isomorphism implies that the block matrix
(
0dL,r ML
)
that occurs in Lemma 7.7(iv)
constitutes a free presentation ΠT,L of X and that (in the notation of §4.4.2) the A[GL]-
module cok(θML) is isomorphic to H
2(OL,S(L), T ).
Thus, since the choice of η implies the element xη in (7.2.6) (with F
′ replaced by L) is a
unit of ξ(A[GL]), the result of Proposition 4.18(ii) can be applied to deduce both that
ξ(A[GL]) · {(∧
i=r
i=1ϕi)(εL) : ϕi ∈ HomA[GL](H
1(OL,S(L), T ),A[GL])}(7.3.2)
= ξ(A[GL]) · {(∧
i=r
i=1ϕi)(εML) : ϕi ∈ HomA[GL](H
1(OL,S(L), T ),A[GL])}
=FitrA[GL]
(
ΠT,L
)
and that
(∧i=ri=1ϕi)(εL) = xη · (∧
i=r
i=1ϕi)(εML) ∈ Fit
0
A[GL]
(
H2(OL,S(L), T )
)
for every subset {ϕi}1≤i≤r of HomA[GL](H
1(OL,S(L), T ),A[GL]).
This completes the proof of Theorem 6.11.
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7.4. The proof of Theorem 6.14. Claim (i) is a direct consequence of the distribution
relation (6.1.1) and the fact that S(L) = S(L0) for all fields L in Ω(L/L0).
However, in order to prove the remaining assertions of Theorem 6.14 we must first refine
the construction of Lemma 7.7.
In the rest of this section we shall assume that A = O. We also set RL := O[[L/K]] and
RL := O[GL] for each L in Ω(L/K).
7.4.1. For each pair of fields L and L′ in Ω(L/L0) with L ⊆ L
′ the isomorphism
(7.4.1) RL ⊗
L
RL′
CL′,S(L0)(T )
∼= CL,S(L0)(T )
coming from Lemma 7.1(v) induces a surjective homomorphism
(7.4.2) H1(CL′,S(L0)(T ))→ H
1(CL,S(L0)(T )).
The isomorphisms (7.3.1) can be chosen to be compatible with these homomorphisms as
L varies and hence combine to induce an isomorphism of RL-modules
(7.4.3) lim
←−
L∈Ω(L/L0)
H1(CL,S(L)(T )) ∼= H
2(OL, T )⊕R
r
L
where the inverse limit is taken with respect to the homomorphisms (7.4.2).
Lemma 7.10. There exists an exact sequence of RL-modules
(7.4.4) 0→ H1(OL, T )
ιL−→ PL
θL−→ PL
πL−−→ lim
←−
L∈Ω(L/L0)
H1(CL,S(L)(T ))→ 0
that has all of the following properties.
(i) The RL-module PL is free of (finite) rank d with d > r.
(ii) There exists an ordered basis {bi,L}1≤i≤d of PL with the property that the composite
of πL and the isomorphism (7.4.3) sends bi,L to the i-th element of the standard
basis of RrL if 1 ≤ i ≤ r and to an element of H
2(OL, T ) otherwise.
(iii) For each field L in Ω(L/L0), with ΓL := Gal(L/L), there exists an exact sequence
of the form (7.2.5) with the following properties: PL = H0(ΓL, PL) (so dL = d),
θL = H0(ΓL, θL), πL is the map induced by (taking ΓL-coinvariants of) the surjective
composite homomorphism
PL
πL−−→ lim
←−
L′∈Ω(L/L0)
H1(CL′,S(L′)(T ))→ H
1(CL,S(L)(T ))
where the last map is induced by the surjections (7.4.2), and the image of {bi,L}1≤i≤d
in PL is an RL-basis of PL with all of the properties required by Lemma 7.7(ii).
Proof. At the outset we fix a surjective homomorphism of RL-modules
πL : PL → lim←−
L∈Ω(L/L0)
H1(CL,S(L)(T ))
that has the properties in claims (i) and (ii).
For each L in Ω(L/L0) we then set PL := H0(Gal(L/L), PL) and define πL to be the
displayed composite homomorphism in claim (iii).
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We now set S0 := S(L0) and choose an ordered set of fields {Li : i ∈ N} in Ω(L/L0) that
is cofinal with respect to inclusion and for each n abbreviate CLn,S0(T ), RLn , PLn and πLn
to Cn(T ), Rn, Pn and πn. We then consider the diagrams
(7.4.5)
0 −→ H1(OLn+1,S0 , T )
ιn+1
−−−→ Pn+1
θn+1
−−−→ Pn+1
πn+1
−−−→ H1(Cn+1(T )) −→ 0
κ
y ̺′y y̺ yλ
0 −→ H1(OLn,S0 , T )
ιn−→ Pn
θn−→ Pn
πn−−→ H1(Cn(T )) −→ 0.
Here the rows are the respective sequences constructed in Lemma 7.7 (with πn+1 and πn
taken to be the maps specified above), ̺ is the natural projection map, λ the relevant case of
(7.4.2) and κ the corestriction map. Finally, ̺′ is a homomorphism of Rn+1-modules chosen
so that the second square commutes and the resulting morphism of complexes represented
by the pair (̺′, ̺) induces the isomorphism (7.4.1) for the extension Ln+1/Ln.
One checks that this construction guarantees that the diagram commutes and also that
̺′ induces an isomorphism of Rn-modules H0(Gal(Ln+1/Ln), Pn+1) ∼= Pn.
Hence, if by induction we fix a compatible family of such diagrams for all n, then we can
pass to the inverse limit over n of the diagrams to obtain an exact sequence of the form
(7.4.4). We note that exactness is preserved by this limiting process since each module in
the diagram (7.4.5) is compact, and also that the resulting morphism πL coincides with the
morphism fixed at the start of this argument.
For each L in Ω(L/L0) we now choose n so that L ⊆ Ln. Then the isomorphism (7.4.1)
with L′ = Ln implies that one obtains an exact sequence of the form (7.2.5) for the field L
by taking Gal(Ln/L)-coinvariants of the complex Pn
θn−→ Pn fixed above.
With this construction it is also clear that the image of {bi,L}1≤i≤d in PL is an RL-basis
of PL with the properties stated in Lemma 7.7(ii). 
To proceed we note that the exactness of the sequence (7.4.4) combines with Lemma
7.10(ii) to imply that the matrix of the endomorphism θL with respect to the basis {bi,L}1≤i≤d
of PL is a block matrix of the form
(
0d,r ML
)
. HereML belongs to Md,d−r(RL) and is such
that for each L in Ω(L/L0) its projection to Md,d−r(O[GL]) is the matrix ML that occurs
in Lemma 7.7(iv).
The sequence (7.4.4) therefore combines with the isomorphism (7.4.3) to imply the RL-
module H2(OL, T ) is torsion if and only if there exists a matrix M
′
L in Md,r(RL) such
that
(7.4.6)
(
M ′L ML
)
∈ GLd(Q(RL)).
Finally we note that each column of M ′L corresponds (via the fixed basis of PL) to
an element of HomRL(PL, RL) and hence, by restriction through ιL, to an element of
HomRL(H
1(OL, T ), RL).
The following result describes the set of homomorphisms that can arise in this way. This
result uses the inverse limit Hom∗RL
(
H1(OL, T ), RL
)
defined in §6.2.2.
Lemma 7.11. The image of the restriction map
HomRL(PL, RL)→ HomRL(H
1(OL, T ), RL)
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that is induced by ιL coincides with the image of the natural map
Hom∗RL
(
H1(OL, T ), RL
)
→ HomRL(H
1(OL, T ), RL).
Proof. The exact sequence (7.4.4) gives rise to an exact commutative diagram
(7.4.7)
HomRL(PL, RL)
ι∗
L−→ HomRL(H
1(OL, T ), RL) −→ Ext
1
RL
(im(θL), RL)
α
y∼= βx
lim
←−L
HomRL(PL, RL)
(ι∗L)L−−−→ Hom∗RL
(
H1(OL, T ), RL
)
.
Here the inverse limit runs over all L in Ω(L/L0) and is taken with respect to the projection
maps that are induced by the fact each RL-module PL = H0(ΓL, PL) is free of rank d, ι
∗
L
denotes the restriction map induced by ιL, α the natural isomorphism (which exists since
PL ∼= lim←−L∈Ω(L/L0)
PL is a free RL-module), (ι
∗
L)L the inverse limit of the homomorphisms
ι∗L : HomRL(PL, RL)→ HomRL(H
1(OL,S(L), T ), RL)
that are induced by restriction through ιL and β is the natural map.
To prove the claimed result it is therefore enough to show that (ι∗L)L is surjective. But,
for each L, the image of the endomorphism θL in the sequence (7.2.5) is torsion-free and
so, since RL is Gorenstein, the group Ext
1
RL
(im(θL), RL) vanishes (cf. Remark 6.2). From
the exactness of (7.2.5) one can therefore deduce that ι∗L is surjective and this surjectivity
is then preserved upon passing to the inverse limit over L since each of the modules ker(ι∗L)
is compact. 
7.4.2. To prove claim (ii) of Theorem 6.14 we assume until further notice that Gal(L/K)
has rank one. In this case we also assume, as we may, that Gal(L/L0) is central in Gal(L/K).
Since Gal(L/K) has rank one the central conductor formula of Nickel [34, Th. 3.5] implies
(via [34, Cor. 4.1]) that the group Ext1RL(im(θL), RL) is annihilated by a power of p.
From the diagram (7.4.7) it therefore follows that the condition (7.4.6) is satisfied by a
matrixM ′L in Md,r(RL) if and only if it is satisfied by such a matrix with the property that,
for each i with 1 ≤ i ≤ r, its i-th column corresponds to an element of HomRL(PL, RL)
whose image under ι∗L is equal to β(ϕi) for some ϕi = (ϕi,L)L in Hom
∗
RL
(
H1(OL, T ), RL
)
.
In addition, in this case the algebra Q(RL) is semisimple and so (7.4.6) is satisfied by
any such matrix M ′L if and only if NrdQ(RL)
((
M ′L ML
))
belongs to ζ(Q(RL))
×.
To complete the proof of Theorem 6.14(ii) it is thus enough to prove the existence of a
unit u of ξ(RL) for which one has
(7.4.8)
(
∧i=ri=1ϕi
)
(εL) = u · NrdQ(RL)
((
M ′L ML
))
.
To show this we note that the explicit description of NrdQ(RL) that is given by Ritter
and Weiss in [38], and reviewed by Nickel in [34, §1], implies that
NrdQ(RL)
((
M ′L ML
))
= (NrdQ[GL]
((
M ′L ML
))
L∈Ω(L/L0)
where M ′L denotes the image of M
′
L in Md,r(RL) and the right hand side is regarded as an
element of ξ(RL).
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In addition, for each L in Ω(L/L0) the equality (7.2.8) combines with our choice of
homomorphisms ϕi = (ϕi,L)L to imply that
(7.4.9) NrdQ[GL]
((
M ′L ML
))
= (∧i=ri=1ϕi,L)(εML).
Next we note that, by an explicit comparison of the definitions of the elements εL and
εML for each L in Ω(L/L0), one deduces the existence of a (unique) unit u of ξ(RL) for
which one has εL = u · εML for all such L.
Hence, since (
∧i=ri=1ϕi
)
(εL) =
(
(∧i=ri=1ϕi,L)(εL)
)
L∈Ω(L/L0)
,
the last two displayed equalities then combine to imply that this element u validates the
required equality (7.4.8), and hence completes the proof of Theorem 6.14(ii).
7.4.3. To prove claim (iii) of Theorem 6.14 we no longer assume that Gal(L/K) has rank
one but we do assume to be given a subset {ϕi}1≤i≤r of Hom
∗
RL
(
H1(OL, T ), RL
)
for which(
∧i=ri=1ϕi
)
(εL) is a non-zero divisor in the ideal δ(RL) = lim←−L∈Ω(L/L0)
δ(RL) of ζ(RL).
Then the square of
(
∧i=ri=1ϕi
)
(εL) is a non-zero divisor in ζ(RL) and so it is enough to
prove that this element annihilates H2(OL, T ).
To show this we note the given assumption on the homomorphisms ϕi = (ϕi,L)L∈Ω(L/L0)
implies that for all L in Ω(L/L0) one has
(
∧i=ri=1ϕi,L
)
(εL) ∈ δ(RL). For each such L, Theorem
6.11(ii) therefore implies that((
∧i=ri=1ϕi,L
)
(εL)
)2
∈ δ(RL) · Fit
0
RL
(H2(OL,S(L), T )) ⊆ AnnRL(H
2(OL,S(L), T )),
where the inclusion follows from the general result of Theorem 3.17(iii).
This containment in turn implies that the square of
(
∧i=ri=1ϕi
)
(εL) annihilates the module
H2(OL, T ) = lim←−L∈Ω(L/L0)
H2(OL,S(L), T ), as required to prove claim (iii).
7.4.4. Turning now to claim (iv) of Theorem 6.14 we assume that L/K is abelian so that
Q(RL) is a finite product of fields.
In this case the exact sequence (7.4.4) combines with the isomorphism (7.4.3) to imply
that H1(OL, T ) spans over each field component of Q(RL) a vector space of dimension at
least r and that this dimension is equal to r in each component if and only if H2(OL, T ) is
a torsion RL-module.
This implies, in particular, that H2(OL, T ) is a torsion RL-module if and only if the
Q(RL)-module spanned by
∧r
RL
H1(OL, T ) is free of rank one.
Thus, since the earlier argument showed that H2(OL, T ) is a torsion RL-module if εL
satisfies the condition stated in claim (ii), respectively in claim (iii), it is clear that the
condition in (iv)(a) implies the condition in (iv)(b). Since it is obvious that (iv)(b) implies
the condition in (iv)(c) it is therefore enough to show that the latter condition implies that
εL satisfies the condition in either claim (ii) or claim (iii).
To do this we note that the exact sequence (7.4.4) implies the existence of a unit u of RL
such that
εL = u ·
(
∧r<i≤d(b
∗
i,L ◦ θL)(∧
i=d
i=1bi,L)
)
.
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In particular, if this element is not annihilated by any non zero-divisor of RL, then for
each field component of Q(RL) there exists an r-tuple {ij}1≤j≤r of integers with 1 ≤ ij ≤ d
such that the corresponding component of (∧1≤j≤r(b
∗
ij ,L
))(εL) is non-zero.
By using this fact it is then easy to construct a subset {ϕi}1≤i≤r of HomRL(PL, RL),
and hence via the diagram (7.4.7), of Hom∗RL(H
1(OL, T ), RL) such that
(
∧i=ri=1ϕi
)
(εL) is a
non-zero divisor in RL = δ(RL), as required to verify the condition in (ii)(a).
This completes the proof of Theorem 6.14.
8. Extended cyclotomic Euler systems
In this final section we shall use the techniques developed above to construct (uncon-
ditionally) an extension of the classical Euler system of cyclotomic units to the setting of
general totally real Galois extensions of Q and verify that this extended system has all of
the properties that are stated in Theorem 1.1.
We fix an odd prime p and write Ap for the pro-p completion of an abelian group A.
We also fix an isomorphism of fields C ∼= Cp and use it to identity (without further ex-
plicit comment) the set Ir(Γ) of irreducible complex characters of a finite group Γ with the
corresponding set Irp(Γ) of irreducible Cp-valued characters of Γ.
8.1. The construction.
8.1.1. For any finite non-empty set of places Σ of Q and any number field F we write ΣF
for the set of places of F lying above those in Σ, YF,Σ for the free abelian group on the set
ΣF and XF,Σ for the submodule of YF,Σ comprising elements whose coefficients sum to zero.
If Σ contains ∞, then we write OF,Σ for the subring of F comprising elements integral
at all places outside ΣF . (If Σ = {∞}, then we usually abbreviate OF,Σ to OF .)
For any such Σ the Σ-relative Selmer group SelΣ(F ) for Gm over F is defined in [7, §2.1]
to be the cokernel of the homomorphism∏
w/∈ΣF
Z −→ HomZ(F
×,Z),
where w runs over all places of F that do not belong to ΣF and the arrow sends (xw)w to
the map (u 7→
∑
w ordw(u)xw) with ordw the normalised additive valuation at w. (This
group is a natural analogue for Gm of the integral Selmer groups of abelian varieties that
are defined by Mazur and Tate in [29].)
We recall that SelΣ(F )p lies in a canonical exact sequence
(8.1.1) 0→ Cl(OF,Σ)
∨
p → SelΣ(F )p → HomZp(O
×
F,Σ,p,Zp)→ 0
and has a subquotient that is canonically isomorphic to Cl(OF )
∨
p (cf. [7, Prop. 2.2]).
If F is Galois over Q (so that F ∈ Ω(Qc/Q)), then we set GF := Gal(F/Q) and
CF := CF,S(F )(Zp(1)),
where the latter complex is as defined in §7.1.1, and also C∗F := RHomZp(CF ,Zp).
In this case, for each character χ in Ir(GF ), and each integer a, we also write L
a
S(F )(χ, 0)
for the coefficient of za in the Laurent expansion of LaS(F )(χ, z) at z = 0. We recall that χˇ
denotes the contragredient of χ.
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Lemma 8.1. For every finite Galois extension F of Q the following claims are valid.
(i) H0(OF,S(F ),Zp(1)) vanishes.
(ii) H1(OF,S(F ),Zp(1)) = H
0(CF ) identifies with O
×
F,S(F ),p.
(iii) There exists a canonical exact sequence
0→ Cl(OF,S(F ))p → H
1(CF )→ XF,S(F ),p → 0.
(iv) H2(C∗F [−2]) = H
2
c (OF,S(F ),Zp) identifies with SelS(F )(F )p.
(v) YF (Zp) = YF,S∞(F ),p and if F is totally real, then the idempotent eF = eF,Zp(1)
defined in (6.2.1) is equal to
∑
χ eχ where χ runs over all characters in Ir(GF ) for
which L
χ(1)
S(F )(χˇ, 0) 6= 0.
Proof. Claim (i) is obvious and the existence of the identification in claim (ii) and exact
sequence in claim (iii) are well-known, being respectively induced by Kummer theory and
class field theory.
Since the complex C∗F [−2] = (RΓc(OF,S(F ),Zp)
∗[−2])∗[−2] is canonically isomorphic to
RΓc(OF,S(F ),Zp) the identification in claim (iv) is proved by the argument of [7, Prop.
2.4(iii)].
The first assertion of claim (v) is obvious. To prove the second assertion, we note that the
exact sequence in claim (iii) combines with that in Lemma 7.1(iii) to imply eF is equal to∑
χ eχ where χ runs over all characters of GF for which the natural map eχ(C⊗XF,S(F ))→
eχ(C ⊗ YF,S∞(F )) is bijective.
In addition, if F is totally real, then the GF -module YF,S∞(F ) is free of rank one and so
Remark 2.5 implies rrC[GF ]eχ(eχ(C⊗ YF,S∞(F ))) = χ(1).
Given these observations, the second assertion of claim (v) follows directly from the
formula
(8.1.2) ordz=0LS(F )(χˇ, z) = rrC[GF ]eχ(eχ(C⊗XF,S(F )))
that is proved, for example, in [44, Chap. I, Prop. 3.4]. 
Remark 8.2. If Σ is any finite set of places of F that contains all archimedean and p-adic
places, then the same approach as above shows that H0(CF,Σ(Zp(1))) = O
×
F,Σ,p and that
there is a canonical exact sequence
0→ Cl(OF,Σ)p → H
1(CF,Σ(Zp(1))) → XF,Σ,p → 0.
8.1.2. Since p is fixed we shall in the sequel set
Λ := Zp[[Gal(Q
c,+/Q)]] and Λab := Zp[[Gal(Q
ab,+/Q)]].
We also abbreviate the sets Ω(Qc,+/Q) and Ω(Qab,+/Q) to Ω and Ωab respectively.
For each field F in Ω we assume that the constructions of reduced exterior powers, reduced
Rubin lattices and reduced determinants over the group ring Qp[GF ] are normalized via the
choice of data fixed in §6.1.1 (with K = Q).
At the outset we check that the conditions of Theorem 6.11 (and Theorem 7.5) are
satisfied with K = Q,K = Qc,+, T = Zp(1) (so that T
∗(1) = Zp) and A = Zp.
Firstly, since p is odd, for each L in Ω the group O×L,S(L),p is torsion-free and so Lemma
8.1(ii) implies condition (a) of Theorem 6.11 is satisfied. In addition, since A = Zp is
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local, condition (b) is clear and condition (c) is satisfied with r := rZp(1) equal to 1 since
YQ(Zp) = Zp. Finally, condition (d) is true by the very definition of K = Q
c,+.
Next we fix a field embedding
(8.1.3) σ : Qc → C.
Then for each L in Ω the restriction of σ gives an embedding σL : L→ R. This embedding
σL defines a place wL in S∞(L) that constitutes, via Lemma 8.1(v), a Zp[GL]-basis of YL(Zp).
In this way the fixed embedding σ gives rise to a compatible family of isomorphisms of the
form (7.2.1). By applying Theorem 7.5 with respect to this family of isomorphisms, we
obtain canonical homomorphisms of ξ(Λ)-modules
Θ := ΘZp(1),Qc,+ and Θ
ab := ΘZp(1),Qab,+ .
For each natural number n we write ζn for the unique primitive n-th root of unity in Q
c
that satisfies
(8.1.4) σ(ζn) = e
2πi/n.
(It is then clear that ζm = (ζn)
n/m for all divisors m of n.) For each field L in Ωab, of
conductor f(L), we then define an element of L× by setting
ǫL := NormQ(ζf(L))/Q(1− ζf(L)).
The following result will be deduced from the validity of the equivariant Tamagawa
Number Conjecture for abelian fields, as proved by the first author and Greither in [6].
Theorem 8.3. There exists a basis element ηab of the Λab-module VS(Zp(1),Q
ab,+) with
the property that for every L in Ωab one has
ΘL(η
ab) =
{
ǫL, if p ramifies in L,
(ǫL)
1−σp,L , if p is unramified in L,
where ΘL denotes the L-component of Θ
ab and σp,L the restriction of σp to L.
Proof. For E in Ωab we write ϑE for the composite morphism in P(Cp[GE ])
Cp ⊗Zp dZp[GE ](CE)
∼
−→ d⋄Cp[GE ](Cp ⊗Z O
×
E,S(E))⊗ d
⋄
Cp[GE ]
(Cp ⊗Z XE,S(E))
−1
∼
−→ d⋄Cp[GE ](Cp ⊗Z XE,S(E))⊗ d
⋄
Cp[GE ]
(Cp ⊗Z XE,S(E))
−1
∼
−→ (Cp[GE ], 0).
Here the first morphism is induced by the descriptions in Lemma 8.1(ii) and (iii) and the
natural passage-to-cohomology map (as in Proposition 5.14(i)), the final morphism is the
canonical evaluation map and the second morphism is induced by the scalar extension of
the Dirichlet regulator isomorphism
(8.1.5) RegE,S(E) : R⊗Z O
×
E,S(E)
∼= R⊗Z XE,S(E)
that sends u in O×E,S(E) to −
∑
w log(|u|w) · w, where in the sum w runs over S(E)E and
| · |w denotes the absolute value with respect to w (normalized as in [44, Chap. 0, 0.2]).
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We write ηE for the pre-image under ϑE of the element
θ∗E,S(E)(0) := (
∑
χ∈Ir(GE)
L∗S(E)(χ
−1, 0)eχ, 0)
of (Cp[GE]
×, 0), where L∗S(E)(χ
−1, 0) denotes the leading term in the Taylor expansion at
z = 0 of the series LS(E)(χ
−1, z).
Then, since p is odd, Lemma 8.4 below implies that the collection
ηab := (η2E)E∈Ωab
constitutes a Λab-basis of VS(Zp(1),Q
ab,+). The claimed result will therefore follow if we
can show that for every L in Ωab one has
ΘL(η
ab) = (ǫL)
xL
with xL = 1 if p ramifies in L and xL = 1− σp otherwise.
To do this we fix L, abbreviate its conductor f(L) to f and write Q(f) for the maximal
real subfield of Q(ζf ). We also write S(f) for the subset of S(L) comprising∞ and all prime
divisors of f (so that S(L) = S(f) if p is ramified in F and otherwise S(L) \ S(f) = {p}).
We set Gf := GQ(f), xf := xQ(f) and ef := eQ(f).
Then it is enough to prove the above equality with L replaced by Q(f). The key point
now is to recall (from, for example [44, Chap. 3, §5]) that for each χ in Ir(Gf ) the first
derivative L1S(f)(χ, z) of LS(f)(χ, z) is holomorphic at z = 0 and that the normalization
(8.1.4) implies
L1S(f)(χ, 0) = −
1
2
∑
g∈Gf
χ(g) log |σ(1− ζgf )
1+τ |
where τ denotes complex conjugation.
Now L1S(Q(f))(χ, 0) = χ(xf ) · L
1
S(f)(χ, 0) and so Lemma 8.1(v) implies that eχ · ef 6= 0 if
and only if both χ(xf ) 6= 0 and L
1
S(f)(χ, 0) 6= 0.
The above displayed equality therefore implies, firstly, that the image in Q · O×
Q(f),S(f)
of (1− ζf )
xf (1+τ)/2 is stable under the action of the idempotent ef then, secondly, that its
image under the isomorphism (8.1.5) is equal to (ef · θ
∗
Q(f),S(Q(f))(0) · (wQ(f) −w0), 0) where
w0 is any choice of p-adic place of Q(f). This latter fact then combines with the explicit
definition (via (7.2.2)) of the map ΘQ(f) to imply that
ΘQ(f)(η
ab) = ef ((1− ζf )
xf (1+τ)) = (1− ζf )
(1+τ)xf = (ǫQ(f))
xf ,
as required. 
Lemma 8.4. The Λab-module VS(Zp(1),Q
ab,+) is free of rank one, with basis (ηE)E∈Ωab .
Proof. At the outset, we fix E in Ωab and recall (from [7, Prop. 3.4]) that the equivariant
Tamagawa Number Conjecture for the pair (h0(Spec(E)),Zp[GE ]) asserts that dZp[GE ](CE)
is a free (graded) Zp[GE ]-module with basis ηE . We further recall that, since p is odd, this
conjecture is known to be valid by the main result of [6].
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Given the explicit definition (in Definition 7.2) of VS(Zp(1),Q
ab,+) as an inverse limit,
the claimed result will therefore follow if we can show that for each pair of fields E and E′
in Ωab with E ⊆ E′ one has νE′/E(ηE′) = ηE.
To prove this we note that for each place v in S(E′) \ S(E) the discussion before (7.1.1)
identifies RΓ(κ(v),Zp[GE ])
∗[−1] with the complex Ψv that is equal to Zp[GE ] in degrees
zero and one (upon which each element g of GE acts as multiplication by g
−1) and has the
differential x 7→ (1− σv)x.
We write Yv for the free abelian group on the set of places of E above v and, fixing a
place wv of E above v, note there are isomorphisms ι
i
v : H
i(Ψv) ∼= Yv for i ∈ {0, 1} with
ι0v(x) = |GE,v|
−1x(wv) and ι
1
v(x) = x(wv) where GE,v denotes the decomposition subgroup
of v in GE .
The key fact now is that the Gal(E′/E)-invariants of ϑE′ differs from the composite
ϑE ◦ (Cp ⊗Zp νE′/E) only in that for each v in S(E
′) \ S(E) and χ in Hom(GE ,C
×
p ) these
maps respectively use the upper and lower composite homomorphisms in the diagram
eχ(Cp · dZp[GE ](Ψv))
α1−−−−→ d⋄Cp(eχ(Cp · Yv))⊗ d
⋄
Cp
(eχ(Cp · Yv))
−1 α2−−−−→ (Cp[GE ]eχ, 0)∥∥∥ y·ǫχv
eχ(Cp · dZp[GE ](Ψv))
α3−−−−→ d⋄Cp(Cp[GE ]eχ)⊗ d
⋄
Cp
(Cp[GE ]eχ)
−1 α4−−−−→ (Cp[GE ]eχ, 0).
Here we abbreviate d⋄
Cp[GE ]eχ
(−) to d⋄Cp(−), α1 is the standard ‘passage to cohomology’
isomorphism induced by (Proposition 5.14(i) and) the maps ι0v and ι
1
v, α2 is the morphism
induced by multiplication by log(N(wv)) on eχ(Cp · Yv), α3 is the identification resulting
from (5.3.1) and the fact that each non-zero term of eχ(Cp ⊗Ψv) identifies with Cp[GE ]eχ,
α4 is the standard isomorphism and we have set
ǫχv :=
{
1− χ−1(σv), if χ(σv) 6= 1
|GE,v|
−1 · log(N(wv)) = log(N(v)), otherwise.
The claimed result then follows from the fact that the argument of Lemma 7.9 implies
the above diagram commutes, whilst an explicit computation shows that for every χ in
Hom(GE ,C
×
p ) one has
L∗S(E′)(χ
−1, 0) =
 ∏
v∈S(E′)\S(E)
ǫχv
 · L∗S(E)(χ−1, 0).

8.1.3. Following Proposition 7.4 we fix a Λ-basis element η′ of VS(Zp(1),Q
c,+).
Then the image of η′ under the natural projection map
(8.1.6) VS(Zp(1),Q
c,+)→ VS(Zp(1),Q
ab,+)
is a basis of the latter module over ξ(Λab) = Λab and hence, following Theorem 8.3, equal
to v · ηab for some element v of Λab,×.
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Since the natural projection map ξ(Λ)× → ξ(Λab)× = Λab,× is surjective (by Lemma 8.5
below) we can then choose a pre-image u of v−1 under this map. The element
η := u · η′
is then a pre-image of ηab under the map (8.1.6).
By applying Theorem 6.11 in this setting we therefore obtain an element
(8.1.7) εcyc := Θ(η)
of ES1(Zp(1),Q
c,+) and, with this definition, Theorem 8.3 implies directly that εcyc has the
property stated in Theorem 1.1(i).
Lemma 8.5. The natural projection map Λ → Λab induces a surjective homomorphism
from ξ(Λ)× to ξ(Λab)× = Λab,×.
Proof. We use the same notation as in the proof of Proposition 7.4 (with K = Q). For each
natural number n we also set Γn := Gal(Q(n)/Q).
Then, since for each n the Zp-algebra ξ(Zp[Γn]) is semi-local, Bass’s Theorem implies
that the natural (surjective) projection map πn : ξ(Zp[Γn])→ ξ(Zp[Γ
ab
n ]) = Zp[Γ
ab
n ] restricts
to give a surjective homomorphism
π×n : ξ(Zp[Γn])
× → Zp[Γ
ab
n ]
×.
It suffices for us to show that the inverse limit over n of these maps π×n is itself surjective,
and for this it is enough to show, by the Mittag-Leffler criterion, that the natural projection
map ̺n : ξ(Zp[Γn])→ ξ(Zp[Γn−1]) is such that ̺n(ker(π
×
n )) = ker(π
×
n−1).
As a first step we claim that ̺n(ker(πn)) = ker(πn−1). To show this we consider the exact
commutative diagram
0 −−−−→ ker(πn) −−−−→ ξ(Zp[Γn])
πn−−−−→ Zp[Γ
ab
n ] −−−−→ 0y ̺ny ̺abn y
0 −−−−→ ker(πn−1) −−−−→ ξ(Zp[Γn−1])
πn−1
−−−−→ Zp[Γ
ab
n−1] −−−−→ 0
in which the first vertical arrow is the restriction of ̺n and ̺
ab
n is the natural projection
map. In particular, since ̺n is surjective, the Snake Lemma implies it is enough to show
that πn(ker(̺n)) = ker(̺
ab
n ).
Next we note that the kernel of ̺abn is generated over Zp by elements of the form γ(δ− 1)
where γ belongs to Γabn and δ to the kernel of the projection Γ
ab
n → Γ
ab
n−1.
We choose elements γ′ and δ′ of Γn which project to γ and δ in Γ
ab
n . Then ̺n(δ
′) belongs
to the commutator subgroup of Γn−1 and so we can choose a finite set of commutators
{[δ′i1, δ
′
i2]}1≤i≤m in Γn such that the element δ
′
∏
1≤i≤m[δ
′
i1, δ
′
i2]
−1 projects to the identity
element of Γn−1.
It is then easy to check that, writing M1 and M2 for the 1 × 1 matrices with entries
γ′δ′
∏
1≤i≤m[δ
′
i1, δ
′
i2]
−1 and γ′ respectively, the element NrdQ[Γn](M1) − NrdQ[Γn](M2) of
ξ(Zp[Γn]) belongs to ker(̺n) and is sent by πn to γ(δ − 1). It follows that πn(ker(̺n)) =
ker(̺abn ), as claimed above.
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To proceed we now decompose ξ(Zp[Γn]) as a finite product of local rings
∏
j∈J Rj .
Then for each index j there are ideals Ij, I
′
j and I
†
j of Rj such that ker(πn) =
∏
j∈J I
†
j ,
ξ(Zp[Γn−1]) =
∏
j∈J Rj/Ij and ker(πn−1) =
∏
j∈J I
′
j/Ij .
In addition, for any index j and any proper ideal I of Rj one has 1 + I ⊂ R
×
j and so
ker(π×n ) =
∏
j∈J1
R×j ×
∏
j∈J\J1
(1 + I†j )
and
ker(π×n−1) =
∏
j∈J2
(Rj/Ij)
× ×
∏
j∈J3\J2
(1 + I ′j/Ij)
with J1 := {j ∈ J : I
†
j = Rj}, J2 := {j ∈ J : I
′
j = Rj 6= Ij} and J3 := {j ∈ J : I
′
j 6= Ij} .
Now, since ̺n(ker(πn)) = ker(πn−1), one has J2 ⊆ J1, J3 \ J2 ⊆ J \ J1 and I
†
j + Ij = I
′
j
for all j ∈ J3 \ J2. These facts then combine with the above decompositions to imply that
̺n(ker(π
×
n )) = ker(π
×
n−1), as required to complete the proof. 
8.2. The proof of Theorem 1.1. It remains to check that the system εcyc defined by
(8.1.7) has the properties described in Theorem 1.1(ii) and (iii).
Regarding the field F as fixed we henceforth set G := GF and S := S(F ). In the sequel
we also write M∗ for the linear dual HomZp(M,Zp) of a Zp[G]-module M and regard it as
endowed with the contragredient action of Zp[G].
8.2.1. The fact that εcyc has the property in Theorem 1.1(ii) follows directly from the
following stronger result.
In this result we use the notion of transpose Fitting invariant from §3.4.2. For each ϕ in
HomQp[G](Qp ⊗Zp O
×
F,S,p,Qp[G]) we also set∧1
Qp[G]
ϕ := ∧i=1i=1ϕi,
where ϕ1 := ϕ and the right hand side is defined as in (4.2.6).
Proposition 8.6. For each ϕ in HomZp[G](O
×
F,S,p,Zp[G]) and each prime ℓ in S one has(∧1
Qp[G]
ϕ
)
(εcycF ) ∈ Fit
1
Zp[G]
(SelS(F )p)
tr ∩ pAnnZp[G](Cl(OF [1/ℓ])p).
Proof. Set ǫ := εcycF . Then for each ϕ in HomZp[G](O
×
F,S,p,Zp[G]) the equality (7.3.2) that
is used to prove Theorem 6.11(ii) implies the existence of an element u of ξ(Zp[G])
× that
is independent of ϕ and such that
(8.2.1)
(∧1
Qp[G]
ϕ
)
(ǫ) = u · NrdQp[G]
((
Mϕ MF
))
.
Here Mϕ is the d× 1 column vector with i-th entry equal to ϕ(bi,F ) and MF is the matrix
in Md,d−1(Zp[G]) such that the block matrix
(
0d,1 MF
)
is the matrix of the differential in
the complex P •F in Lemma 7.7(iii) with respect to the basis {bi,F}1≤i≤d of PF .
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Now the sequence (7.2.5) gives a free presentation Π of the Zp[G]-moduleH
1(CF,S(Zp(1)))
and Lemma 8.1(iv) implies that the transpose Πtr of Π (in the sense of §3.4.2) is a presen-
tation of the Zp[G]-module SelS(F )p. One therefore has(∧1
Qp[G]
ϕ
)
(ǫ) ∈ Fit1Zp[G](Π) ⊆ Fit
1
Zp[G]
(SelS(F )p)
tr
where the containment follows directly from (7.3.2) and the inclusion from the definition of
transpose Fitting invariant and the fact Π identifies with (Πtr)tr (by Remark 3.18).
To prove the second containment in the claimed result we first note that (8.2.1) implies
(8.2.2)
(∧1
Qp[G]
ϕ
)
(ǫ)# = u# · NrdQp[G]
((
Mϕ MF
))#
= u# ·NrdQp[G]
(( ι#(M trϕ )
ι#(M
tr
F )
))
,
where we have used the same notation as in the proof of Lemma 3.20 and the second equality
follows directly from (3.4.1).
Now the argument used above implies that the block matrix
( 01,d
ι#(M
tr
F )
)
represents, with
respect to the dual basis {b∗i,F}1≤i≤d of P
∗
F , the endomorphism θ
∗
F in an exact sequence of
the form
P ∗F
θ∗F−→ P ∗F
π
−→ SelS(F )p → 0.
It is also easily checked that π sends the element of P ∗F whose co-ordinate vector with respect
to {b∗i,F }1≤i≤d is ι#(Mϕ) to an element ϕˆ that the homomorphism SelS(F )p → (O
×
F,S,p)
∗ in
(8.1.1) sends to ϕ.
The block matrix
(
ι#(M
tr
ϕ )
ι#(M
tr
F )
)
is therefore the matrix of a free presentation of the quotient
module SelS(F )p/(Zp[G] · ϕˆ) and so (8.2.2) combines with Theorem 3.17(iii) to imply that
(8.2.3)
(∧1
Qp[G]
ϕ
)
(ǫ)# ∈ pAnnZp[G]
(
SelS(F )p/(Zp[G] · ϕˆ)
)
.
We now write Σ for the subset {∞, ℓ} of S and recall that the results of [7, Prop. 2.4(ii)
and (iii)] combine to imply the existence of a canonical surjective homomorphism of Zp[G]-
modules ρ′ℓ : SelS(F )p → SelΣ(F )p and hence also a surjective homomorphism
(8.2.4) SelS(F )p/(Zp[G] · ϕˆ)։ SelΣ(F )p/(Zp[G] · ρ
′
ℓ(ϕˆ)).
In addition, since the exact sequences (8.1.1) imply that Qp ⊗Zp ρ
′
ℓ is equal to the scalar
extension of the natural restriction map ρℓ : (O
×
F,S,p)
∗ → (O×F,Σ,p)
∗, the result of Lemma 8.7
below allows us to assume that ρ′ℓ(ϕˆ) spans a free Qp[G]-module.
In particular, in this case Zp[G]·ρ
′
ℓ(ϕˆ) is torsion-free and so the natural map SelΣ(F )p,tor →
SelΣ(F )p/(Zp[G] · ρ
′
ℓ(ϕˆ)) is injective. Since SelΣ(F )p,tor is isomorphic to Cl(OF [1/ℓ])
∨
p (by
(8.1.1)), the homomorphism (8.2.4) therefore implies that SelS(F )p/(Zp[G] · ϕˆ) has a sub-
quotient isomorphic to Cl(OF [1/ℓ])
∨
p and so the containment (8.2.3) implies(∧1
Qp[G]
ϕ
)
(ǫ)# ∈ pAnnZp[G]
(
Cl(OF [1/ℓ])
∨
p
)
= pAnnZp[G]
(
Cl(OF [1/ℓ])p
)#
,
where the last equality follows from Remark 3.21.
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Upon applying the involution x 7→ x# to this containment we deduce the second claimed
containment, as required to complete the proof. 
In the next two results we set U := O×F,S,p.
Lemma 8.7. It suffices to prove the second containment of Proposition 8.6 in the case that
ρℓ(ϕ) spans a free Qp[G]-module.
Proof. We set ǫ := εcycF and claim first that there exists a natural number n with the
property that if ϕ and ϕ′ are any elements of U∗, then one has
(8.2.5) ϕ− ϕ′ ∈ n· U∗ ⇒
(∧1
Qp[G]
ϕ
)
(ǫ)−
(∧1
Qp[G]
ϕ′
)
(ǫ) ∈ |Cl(OF [1/ℓ])| · ξ(Zp[G]).
To see this, we note that the equality (8.2.1) implies that(∧1
Qp[G]
ϕ
)
(ǫ)−
(∧1
Qp[G]
ϕ′
)
(ǫ) = u ·
(
NrdQp[G]
((
Mϕ ML
))
−NrdQp[G]
((
Mϕ′ ML
)))
whereMϕ′ is the d×1 column vector with i-th entry ϕ
′(bi,F ). To prove (8.2.5) it is therefore
enough to prove the existence of a natural number n such that for any matrices M and M ′
in Md(Zp[G]) one has
M −M ′ ∈ n ·Md(Zp[G])⇒ NrdQp[G](M)−NrdQp[G](M
′) ∈ |Cl(OF [1/ℓ])| · Zp[G].
This is in turn an easy exercise that we leave to the reader.
With n as in (8.2.5), we can then apply the result of Lemma 8.8 below to deduce the
existence for any given ϕ in U∗ of an element ϕ′ of U∗ with the property that ρℓ(ϕ
′) spans
a free Qp[G]-module and, in addition, one has(∧1
Qp[G]
ϕ
)
(ǫ)−
(∧1
Qp[G]
ϕ′
)
(ǫ) ∈ |Cl(OF [1/ℓ])| · ξ(Zp[G]).
Since any element of |Cl(OF [1/ℓ])| · ξ(Zp[G]) belongs to pAnnZp[G](Cl(OF [1/ℓ])p), the
claimed result is therefore clear. 
Lemma 8.8. Fix ϕ in U∗ and a natural number n. Then there exists ϕ′ in U∗ such that
ϕ′ − ϕ ∈ n · U∗ and ρℓ(ϕ
′) spans a free Qp[G]-module.
Proof. Set V := O×F,Σ,p. Then, since F is totally real, we may choose a free Zp[G]-submodule
F of V ∗ of rank one. We then choose a homomorphism f in U∗ with Qp[G] ·ρℓ(f) = Qp ·F .
For any integer m we set ϕm := ϕ + mnf and note it suffices to show that for any
sufficiently large m the element ρℓ(ϕm) spans a free Qp[G]-module.
Consider the composite homomorphism of Qp[G]-modules Qp · F → Qp · V
∗ → Qp · F
where the first arrow sends the basis element ρℓ(f) to ρℓ(ϕm) and the second is induced by
a choice of Qp[G]-equivariant section to the projection Qp · V
∗ → Qp ·
(
V ∗/F).
This map sends ρℓ(f) to (λϕ+mn) ·ρℓ(f) for an element λϕ of Qp[G] that is independent
of m. In particular, if m is large enough to ensure λϕ − mn is invertible in Qp[G], then
the composite homomorphism is injective and so ρℓ(ϕm) must span a free Qp[G]-module,
as required. 
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8.2.2. In order to prove claim (iii) of Theorem 1.1 we must first specify the map RegχF that
occurs in that result.
The representation ρχ fixed in §6.1.1 gives rise to a (left) Cp[G]-module Vχ of character
χ and we write V ∗χ for HomCp(Vχ,Cp), endowed with the natural right action of Cp[G]. For
each Zp[G]-module M we write Cp ·M for the Cp[G]-module generated by M and consider
the associated Cp-vector space
(Cp ·M)
χ := V ∗χ ⊗Cp[G] (Cp ·M).
In particular, setting U := O×F,S,p and X := XF,S,p we write
RegχF : (Cp · U)
χ ∼= (Cp ·X)
χ
for the isomorphism of Cp-vector spaces that is induced by the Dirichlet regulator map
RegF = RegF,S recalled in (8.1.5).
Now, in view of the description of H0(CF ) given in Lemma 8.1(ii), the construction of
Lemma 7.7 (with T = Zp(1) and L = F ) gives an exact sequence of Zp[G]-modules
(8.2.6) 0→ U
ι
−→ P
θ
−→ P
π
−→ H1(CF )→ 0.
Since YF (Zp) = YF,S∞(F ),p we can also ensure that the Zp[G]-basis {bi}1≤i≤d of P fixed
in Lemma 7.7(ii) is such that the surjective composite homomorphism
̟ : P
π
−→ H1(CF )→ X,
in which the second map comes from the exact sequence in Lemma 8.1(iii), sends b1 to
w∞,F − wp,F .
Since the algebra Qp[G] is semisimple we can fix Qp[G]-equivariant sections ι1 and ι2 to
the surjections Qp · P → Qp · im(θ) and Qp · P → Qp ·X that are respectively induced by θ
and ̟ and we can assume that ι2(w∞,F − wp,F ) = b1.
These sections then give a direct sum decomposition of Cp[G]-modules
Cp · P = (Cp · U)⊕ (Cp ⊗Qp ι1)(Cp · im(θ))
and, via this decomposition, we define
〈θ, ι1, ι2〉
to be the automorphism of Cp ·P that is equal to (Cp⊗Qp ι2) ◦ (Cp⊗RRegF ) on Cp ·U and
to Cp ⊗Zp θ on (Cp ⊗Qp ι1)(Cp · im(θ)).
Finally, as in §3.4.2, we use the canonical Wedderburn decomposition ζ(Cp[G]) =
∏
Irp(G)
Cp
to decompose each element x of ζ(Cp[G]) as a vector (xψ)ψ∈Irp(G) with each xψ in Cp.
The key point in the proof of Theorem 1.1(iii) is then the following observation.
Lemma 8.9. One has eχ(ε
cyc
F ) 6= 0 if and only if L
χ(1)
S (χˇ, 0) 6= 0. In addition, if eχ(ε
cyc
F ) 6=
0, then the element uF,χ that occurs in the equality of Theorem 1.1(iii) is non-zero and there
exists a unit v of ξ(Zp[G]) that is independent of χ and such that
uF,χ = vχ · (NrdCp[G](〈θ, ι1, ι2〉))χ · L
∗
S(χˇ, 0)
−1,
where L∗S(χˇ, 0) denotes the leading coefficient in the Laurent expansion of LS(χˇ, z) at z = 0.
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Proof. Given the explicit definition of εcycF , the first claim follows directly from the proof of
Theorem 7.5(i) and the description of the idempotent eF given in Lemma 8.1(v).
We therefore assume eχ(ε
cyc
F ) 6= 0 and hence that the element uF,χ is both non-zero and
uniquely specified by the equality in Theorem 1.1(iii).
To compute uF,χ we note that the element y := w∞,F−wp,F generates a free Zp[G]-module
direct summand Y of X.
In addition, since L
χ(1)
S (χˇ, 0) does not vanish, the formula (8.1.2) implies both that
L
χ(1)
S (χˇ, 0) = L
∗
S(χˇ, 0) and dimCp((Cp ·X)
χ) = χ(1) and then the isomorphism RegχF implies
that dimCp((Cp ·U)
χ) = χ(1). The Cp-spaces
∧χ(1)
Cp
(Cp ·X)
χ and
∧χ(1)
Cp
(Cp ·U)
χ are therefore
of dimension one and have as respective bases the elements eχ(∧
1
Cp[G]
y) and eχ(ε
cyc
F ).
In particular, if we define λ to be the non-zero element of Cp · eχ that is specified by
(
∧χ(1)
Cp
RegχF )(eχ(ε
cyc
F )) = λ
(∧1
Cp[GF ]
y
)
,
then the equality in Theorem 1.1(iii) implies uF,χ ·eχ = λ ·L
∗
S(χˇ, 0)
−1. It is therefore enough
to prove the existence of a unit v of ξ(Zp[G]) that is independent of χ and such that
(8.2.7) λ = eχ(v ·NrdCp[G](〈θ, ι1, ι2〉)).
To do this we use the composite homomorphism of Cp[G]-modules
Θ : Cp · P → Cp · U → Cp ·X,
where the first and second maps are respectively induced by ι1 and RegF . We also fix
a section ̺ : Cp · X → Cp · Y to the inclusion Cp · Y ⊆ Cp · X and write Θ1 for the
homomorphism Cp · P → Cp[G] given by y
∗ ◦ ̺ ◦Θ.
Then Lemma 4.10 implies that
λ =
(∧1
Cp[G]
y∗
)(
λ
(∧1
Cp[G]
y
))
(8.2.8)
=
(∧1
Cp[G]
y∗
)(
(
∧χ(1)
Cp
RegχF )(eχ(ε
cyc
F ))
)
=
(∧1
Cp[G]
(y∗ ◦ RegF )
)
(eχ(ε
cyc
F ))
= eχ
((∧1
Cp[G]
(y∗ ◦Θ)
)
(εcycF )
)
,
= eχ
((∧1
Cp[G]
Θ1
)
(εcycF )
)
,
where the third equality follows from the explicit construction of the reduced exterior prod-
ucts
∧1
Cp[G]
(−), the fourth from the fact that εcycF belongs to
∧1
Cp[G]
(Cp · U) and the last
from the fact that the surjective homomorphism eχ(Cp · X) → eχ(Cp · Y ) induced by ̺ is
bijective since both dimCp((Cp ·X)
χ) and dimCp((Cp ·Y )
χ) = dimCp(V
∗
χ ) are equal to χ(1).
On the other hand, the argument used to prove (8.2.1) implies the existence of a unit v
of ξ(Zp[G]) (that is independent of χ and) such that(∧1
Cp[G]
Θ1
)
(εcycF ) = v · NrdCp[G]
((
M ′ M
))
.
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Here M ′ is the d× 1 column vector with i-th entry equal to Θ1(bi). In addition, if P
′ is the
submodule of P generated by {bi}2≤i≤d, then one has im(θ) ⊆ P
′ and M is the matrix in
Md,d−1(Zp[G]) that represents θ : P → P
′ with respect to the bases {bi}1≤i≤d and {bi}2≤i≤d.
The key point now is that, since the section ι2 is chosen so that ι2(y) = b1, an explicit
check shows eχ ·
(
M ′ M
)
to be the matrix, with respect to the basis {eχ(bi)}1≤i≤d, of the
endomorphism of the Cp · eχ-module eχ(Cp · P ) that is induced by 〈θ, ι1, ι2〉.
Given these facts, the required equality (8.2.7) follows directly from the computation
(8.2.8). 
Remark 8.10. The general result of [4, Lem. A.1(iii)] combines with Lemma 7.7(iii) (with
L = F ) to imply that the equivariant Tamagawa number conjecture for (h0(Spec(F )),Zp[G])
is valid if and only if the element
z :=
(
(NrdCp[G](〈θ, ι1, ι2〉))χ · L
∗
S(χˇ, 0)
−1
)
χ∈Irp(G)
of ζ(Cp[G])
× belongs to NrdQp[G](K1(Zp[G])). The observations made in [4, Rem. 6.1.1]
therefore imply that if M is any maximal Zp-order in Qp[G] with Zp[G] ⊆ M, then the
‘Strong-Stark Conjecture’ of Chinburg [14, Conj. 2.2] implies z belongs to NrdQp[G](K1(M)).
In view of the formula in Lemma 8.9, it would therefore follow from the latter conjecture
that if eχ(ε
cyc
F ) 6= 0, then the element uF,χ = vχ · zχ in Theorem 1.1(iii) is a p-adic unit in
any extension of Qp over which χ can be realised.
8.2.3. To proceed with the proof of Theorem 1.1(iii) we note the character
∑
ω∈Gal(Q(χ)/Q) χ
ω
takes values in Q. Hence, by the Artin induction theorem (see [44, Chap. II, Th. 1.2]),
there exists a natural number m and an integer nL for each field L in Ω(F/Q) for which
one has an equality of characters
m ·
∑
ω∈Gal(Q(χ)/Q)
χω =
∑
L∈Ω(F/Q)
nL · 1
F
L ,
where we write 1FL for the induction to G of the trivial character 1L of G(L) := Gal(F/L).
In particular, if we consider each of the maps from Irp(G) to C
×
p that are respectively given
by sending ψ to uF,ψ, to vψ, to (NrdCp[G](〈θ, ι1, ι2〉))ψ and to L
∗
S(ψˇ, 0) as homomorphisms
from the group of virtual Cp-valued characters of G to C
×
p (in the obvious way), then the
result of Lemma 8.9 implies that
(8.2.9)
 ∏
ω∈Gal(Q(χ)/Q)
uF,χω
m = ∏
L∈Ω(F/Q)
(
v1FL
· (NrdCp[G](〈θ, ι1, ι2〉))1FL
L∗S(1
F
L , 0)
)nL
.
Now the behaviour of Artin L-series under induction of characters implies that
(8.2.10) L∗S(1
F
L , 0) = ζ
∗
L,S(0) = −(1/2) ·RL,S · |Cl(OL,S)|,
where we write ζ∗L,S(0) for the leading coefficient in the Laurent expansion at z = 0 of the
S-truncated zeta function of L and RL,S for the S-regulator of L, and the second equality
follows directly from the analytic class number formula for L (as recalled, for example, in
[44, Chap. I, Cor. 2.2]).
Next we recall that there exists a commutative diagram
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(8.2.11)
K1(Cp[G]) −−−−→ K1(Cp[G(L)])
NrdCp[G]
y yNrdCp[G(L)]
ζ(Cp[G])
× −−−−→ ζ(Cp[G(L)])
×
in which the upper and lower horizontal maps are respectively the natural restriction of
scalars map and the composite homomorphism
ζ(Cp[G])
× =
∏
Irp(G)
C×p
iLF−→
∏
Irp(G(L))
C×p = ζ(Cp[G(L)])
×
where for each x = (xχ)χ in ζ(Cp[G])
× and each φ in Irp(G(L)) one has
iFL (x)φ =
∏
χ∈Irp(G)
x
〈χ,IndGG(L)φ〉G
χ
with 〈·, ·〉G the standard scalar product on characters of G.
We write eG(L) for the central idempotent |G(L)|
−1
∑
g∈G(L) g of Qp[G(L)]. Then the
commutativity of (8.2.11) implies firstly that
(8.2.12) (NrdCp[G](〈θ, ι1, ι2〉))1FL
= (NrdCp[G(L)](〈θ, ι1, ι2〉))1L = detCp
(
〈θ, ι1, ι2〉G(L)
)
where 〈θ, ι1, ι2〉G(L) denotes the Cp-automorphism of eG(L)(Cp · P ) induced by 〈θ, ι1, ι2〉.
In addition, if M is as in Remark 8.10, then Lemma 3.2(iv) implies the existence of an
element x of M× such that v = NrdCp[G](x) and so the commutativity of (8.2.11) implies
v1FL
= (NrdCp[G](x))1FL
= (NrdCp[G(L)](x))1L = NrdCp(xG(L))
where xG(L) denotes the automorphism of Cp[G(L)]eG(L) that is induced by (right) multi-
plication by x. In particular, since xG(L) restricts to give an automorphism of the free rank
one Zp-module MeG(L), the last displayed equalities imply that v1FL
belongs to Z×p .
Given this fact (and the fact that p is assumed to be odd), the result of Theorem 1.1(iii)
is obtained by substituting into the equality (8.2.9) each of (8.2.10), (8.2.12) and the con-
tainment established in the following result.
Lemma 8.11. For each L in Ω(F/Q) one has
detCp
(
〈θ, ι1, ι2〉G(L)
)
·
(
RL,S · |Cl(OL,S)|
)−1
∈ Z×p ,
where RL,S is the S-regulator of L.
Proof. We set J := G(L) and for each G-module M abbreviate the modules of J-invariants
H0(J,M) and J-coinvariants H0(J,M) to M
J and MJ respectively.
Then, since the functors M → MJ and M 7→ MJ are respectively left and right exact,
the exact sequence (8.2.6) gives rise to an exact commutative diagram of Zp[G/J ]-modules
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0 −→ O×L,S,p
ιJ
−→ P J
θJ
−→ P J
∼=
x x∼=
PJ
θJ−→ PJ
̟
−→ H1(CL,S(Zp(1))) −→ 0.
Here the two vertical maps are induced by sending each element x of P to
∑
g∈J g(x) and
so are bijective since P is a free J-module, and ̟ denotes the composite of πJ and the
isomorphism H1(CF )J ∼= H
1(CL,S(Zp(1))) induced by the relevant case of Lemma 7.1(v).
We also recall (from, for example, [44, Chap. I, §6.5]) that there is a commutative
diagram of R[G]-modules
R · O×F,S
RegF−−−−→ R ·XF,S
∪
x x
R · O×L,S
RegL−−−−→ R ·XL,S
in which the right hand vertical homomorphism is induced by sending each place v of SL
to
∑
g∈J g(w) where w is any fixed place of F lying above v.
In particular, the above two diagrams combine to imply that 〈θ, ι1, ι2〉J identifies with
the automorphism of
Cp · P
J = (Cp · P )
J = (Cp · O
×
L,S,p)⊕ (Cp ⊗Qp ι1)(Cp · im(θ
J))
that is equal to the composite (Cp⊗Qp ι
J
2 )◦ (Cp⊗RRegL) on Cp ·O
×
L,S,p and to Cp⊗Zp θ
J on
(Cp ⊗Qp ι1)(Cp · im(θ
J)). In addition, if we write P • for the complex P •F that is considered
in Lemma 7.7(iii) (with T = Zp(1)), then Lemma 7.1(v) implies that the complex (P
•)J ∼=
(P •)J identifies with CL,S(Zp(1)) in such a way that Cp⊗Qp ι
J
2 is a section to the composite
homomorphism
Cp · P
J ∼= Cp · PJ → Cp ·H
1((P •)J) = Cp ·H
1(CL,S(Zp(1))) ∼= Cp ·XL,S,p ∼= Cp ·X
J
in which the arrow denotes the tautological map, the second isomorphism is induced by the
exact sequence in Remark 8.2 (with F and Σ replaced by L and S) and the final isomorphism
is induced by the right hand vertical map in the diagram above.
Given this explicit description of 〈θ, ι1, ι2〉J , and the description of the cohomology groups
of CL,S(Zp(1)) in Remark 8.2, the claimed result is verified by an explicit computation of
detCp
(
〈θ, ι1, ι2〉J
)
using the methods, for example, of [4, Lem. A.1 and Lem. A.3]. However,
since this computation is entirely routine we leave details to the reader. 
This completes the proof of Theorem 1.1.
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