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CHAPTER 1
Introduction
1.1 Importance of particle physics in thermal background
The study of elementary particles in vacuum is based on quantum field theory. How-
ever, there are situations in which it is necessary to consider these particles in a non-trivial
background consisting of a large number of particles at finite temperature and/or density.
Such temperatures and densities of significance occur in stellar interiors and were also
present in the early universe. Another relevant situation occurs in the laboratory during
heavy-ion collisions. The formalism needed for the study of these situations is provided
by thermal field theory, also known as finite temperature field theory [1, 2, 3].
From a theoretical point of view (as we will see in the course of the present work), two
major features are induced by the background medium. These are the occurrence of an
additional four-vector in the form of the four-velocity of the medium, and the breaking
of discrete symmetries like C, P and T even when the underlying Lagrangian respects
these symmetries. As a result, self-energies, vertex functions and other Green’s functions
involve new tensor structures and associated form factors, together with a relaxation of
some of the constraints restricting the form factors. A third important feature induced
by the medium (also to be encountered in the present work) is the breaking of flavour
symmetry. All these features give rise to rich physics which was absent in the vacuum.
A modified self-energy, for example, gives rise to modification of the dispersion relation
(energy-momentum relation). This, in turn, among other things, can open up the phase
space, and allow processes which were kinematically forbidden in the vacuum to take
place in the medium.
Let us now turn to some specific illustrations of changes in the properties of elementary
particles due to a thermal background. Gauge symmetry spontaneously broken in vacuum
can be restored by finite temperature corrections. The masses of the fermions and gauge
1
bosons of the Standard Model vanish when this happens [4]. In the phase of restored
chiral invariance, one finds the generation of thermal effective masses of the particles,
different effective masses of left-handed and right-handed leptons, and different dispersion
relations of transverse and longitudinal modes of gauge bosons [5, 6]. Modification of
photon dispersion relations leads to Cerenkov radiation (emission of a photon) by even
a single neutrino in a medium [7]. The dispersion relation of neutrinos become flavour
dependent in a medium containing electrons but not the other charged leptons [8, 9].
In such a flavor asymmetric background, the electromagnetic [10] and gravitational [11]
interactions of the neutrinos in response to external fields are also flavor dependent, while
the radiative decay of a massive neutrino is strongly enhanced compared to the decay
in vacuum (as the leptonic GIM mechanism becomes inoperative) [12]. When neutrinos
travel in a background of electrons with a static external magnetic field also present,
the latter causes an anisotropy of the neutrino dispersion relation [10]. An entirely new
property of the Standard Model neutrino acquired in a background of electrons is an
effective electric charge [13]. A CPT -asymmetric background medium causes rotation of
the plane of polarization of light passing through it [14], a phenomenon known as optical
activity.
There are a number of extremely important applications of background-induced parti-
cle physics, some of which we now mention. The temperature dependence of the effective
potential for the Higgs field gives rise to the inflationary scenario in the early universe
[15]. The flavour dependence of the neutrino dispersion relation in matter leads to the
MSW effect, with consequences for the solar neutrino problem [16]. The decay of a pho-
ton propagating through a medium, known as plasmon, into neutrino-antineutrino pair is
the major cooling mechanism in white dwarfs and red giants [17, 18]. The anisotropy of
neutrino dispersion relation in matter with background magnetic field has been suggested
as a possible explanation for the large birth velocities of pulsars [19].
1.2 The problems considered in this thesis and their motivations
The major problem considered in this thesis is the gravitational interaction of charged
leptons in a medium. Gravitational interactions (in the vacuum) are universal in the sense
that the ratio of the inertial and the gravitational masses of any particle is a constant. This
fact, expressed in the form of the equivalence principle, is one of the basic axioms of the
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general theory of relativity. Although this is a feature of the theory at the classical level, it
has been shown by Donoghue, Holstein and Robinett (DHR) [20] that the corresponding
linearized quantum theory of gravity also respects this ratio, at least to O(α).
However, it was also shown by DHR [20, 21] that this property is lost when the particles
are in the presence of a thermal background rather than the vacuum. To arrive at this idea,
the inertial and the gravitational masses must be defined in the context of quantum field
theory. We consider in Chapters 4 and 5 their precise definitions in terms of the particle
propagator and the gravitational vertex, which we will need in the subsequent work. For
the moment, let us denote the mass in vacuum by m, the inertial mass by M and the
gravitational mass by M ′, and summarize the results of DHR. These authors considered
the case of the electron, and calculated Me and M
′
e to O(α), in a background with a
temperature T ≪ me and zero chemical potential. Thus, the background contained only
photons, but not electrons or any other matter particles. Although in those calculations
only the case of the electron was considered explicitly, the results are equally applicable
to other charged leptons, namely, the muon and the tau lepton. Thus for any charged
lepton ℓ, the DHR results imply
Mℓ = mℓ +
απT 2
3mℓ
, (1.1)
M ′ℓ = mℓ −
απT 2
3mℓ
, (1.2)
M ′ℓ
Mℓ
= 1− 2απT
2
3m2ℓ
(1.3)
to O(α). Therefore, not only the inertial and gravitational masses of a given charged
lepton cease to be equal when the background effects are taken into account, but, in
addition, the ratio of these two quantities is no longer the same for all the particles; i.e.,
universality is lost as well.
Now, the DHR results, as mentioned before, were obtained by considering only pho-
tons in the thermal background. But in a matter background with a non-zero chemical
potential (such as the Sun), one can no longer neglect the matter particles in medium,
even when T ≪ me. It is then possible that the matter contribution to the charged lepton
masses will dominate over the photon background contribution (the latter being, as the
above results indicate, quite small for T ≪ me). Moreover, since a medium with non-zero
chemical potential is asymmetric with respect to charge conjugation, the matter-induced
corrections will not be the same for the corresponding antileptons.
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Motivated by these considerations, in this work we calculate the leading matter-
induced QED corrections to the inertial and gravitational masses of charged fermions
in a medium that consists of a photon background and a matter background of electrons
and nucleons [22]. These represent the dominant corrections for charged leptons and
antileptons (weak interaction corrections being negligible in comparison). For strongly
interacting particles such as the quarks, gluon exchange corrections are expected to be
even stronger and our results will not apply. After finding the general expressions for the
matter-induced corrections in a generic matter background, we give explicit formulas for
the corrections in terms of the macroscopic parameters of the background medium for a
few special cases of the background gases.
While these calculations are performed for low temperatures and densities, in the last
part of the thesis, we turn to a background at high temperature. We consider high-
temperature QED with exact chiral invariance and at zero chemical potential, and inves-
tigate gauge independence of th one-loop electron dispersion relation in this situation.
It is well-known that the one-loop electron dispersion relation is gauge independent to
leading order in the temperature T . This was demonstrated by Weldon [5], by showing
that the leading part of the one-loop electron self-energy (the self-energy being the field-
theoretic input to the dispersion relation) goes like T 2 and is gauge independent, while
the gauge dependent part goes like T . Now, a somewhat similar situation occurs for
the one-loop self-energy of neutrinos in material medium, which is gauge independent
at O(1/M2W ) but gauge dependent when the O(1/M
4
W ) terms are included. However, it
has been shown [9] that the one-loop dispersion relation following from the latter is still
independent of the gauge parameter. This raises the possibility that the gauge dependence
of the part of the one-loop electron self-energy subleading in T may also not show up in
the one-loop dispersion relation. This possibility is explored in the present work in two
different limiting cases [23]. One of theses cases is the limit of momenta much larger than
eT . The other is the zero momentum limit, when we investigate the gauge independence
of the effective mass.
It may be mentioned in this context that the demonstration of gauge independence of
the properties of elementary particles in material medium has turned out to be of extreme
importance in thermal field theory. In particular, the gauge dependence of the gluon
damping rate at one loop was a long-standing problem. In Ref. [24], the Ward identities
determining the gauge dependence of the gluon dispersion relations were deduced and
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used to prove gauge independence in a self-consistent perturbative expansion. In Refs.
[25] and [26], it was shown that such a consistent expansion requires resummation of
the hard thermal loops. The use of this idea finally led to a gauge-independent gluon
damping rate to leading order in the coupling constant [27]. It will be seen that the gauge
dependence identities of Ref. [24], although dealing with gluons, are still relevant for the
case studied by us.
1.3 Outline of the thesis
In Chapter 2, we introduce the real-time formulation of thermal field theory. After
working out the thermal averages of bilinears of ladder operators, we deduce the time-
ordered thermal propagators for various fields. Additional vertex and propagators in the
real-time formulation are then briefly mentioned.
In Chapter 3, we discuss the linearized theory of gravity. The linearization of the
metric and how it gives rise to the graviton are explained. Photons and spinors in curved
space are discussed, leading to the QED Lagrangian of curved space. This Lagrangian
is then linearized, and the Feynman rules for the lowest order interaction of the graviton
with photons and fermions are deduced.
In Chapter 4, we consider charged leptons in thermal QED. General expressions for
the dispersion relation, the inertial mass, the spinor and the wavefunction renormaliza-
tion factor are obtained at O(e2) for a fermion as well as an antifermion. Relations
between the fermion and antifermion properties are then deduced for both C-symmetric
and C-asymmetric backgrounds. Explicit O(e2) calculation of the inertial masses and
wavefunction renormalization factors of charged leptons and antileptons are performed.
In Chapter 5, we turn to gravitational couplings in a medium. We show in detail
how the gravitational mass is determined from the gravitational vertex function, and
obtain an operational formula for the gravitational mass at O(e2). We then calculate the
gravitational vertex of the leptons, and use it to find the gravitational masses of charged
leptons and antileptons in a medium. Since the terms involving the fermion distribution
function cannot be evaluated exactly, we evaluate the corrections in two different limits,
viz., the classical and the degenerate limits for the electron gas.
In Chapter 6, we consider some aspects of high-temperature QED. The expression for
the one-loop self-energy of the electron in a general linear covariant gauge is deduced.
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The gauge dependence relation for the one-loop electron dispersion relation is obtained,
and gauge independence is proved for momenta much larger than eT . After obtaining a
formula for the effective mass of the electron, gauge independence of the one-loop effective
mass is investigated.
In Chapter 7, we present our conclusions.
1.4 Some notations and conventions
We now summarize some notations and conventions which will be frequently used in
this thesis. Although these will be mentioned again in the appropriate places, it was felt
that a separate summary of them may be useful as a ready reference in going through the
present work.
Throughout this work, we will denote four-momenta by lower case letters, and the
corresponding three-momenta by upper case letters. For example, we write pµ = (p0, ~P ).
The magnitude of ~P is denoted by P . Also, we use the notation EP ≡
√
P 2 +m2, where
m is the mass of the particle concerned.
The mass in the vacuum, the inertial mass in a medium and the gravitational mass in
a medium are denoted by m, M and M ′ respectively. They come with various subscripts:
f denotes a generic fermion, p a proton, ℓ a charged lepton and ℓ¯ a charged antilepton.
Further, ℓ can be e or µ or τ .
The notations for the thermal corrections to m, as defined in Eqs. (4.104) and (5.84),
contain the additional subscripts 1 and 2. Here 1 stands for the contribution from the
photon background, and 2 stands for the contribution from the electron background. The
symbols 1 and 2 are used in this way for various other medium effects also. Thus, it
is used to denote the contributions from a diagram: the B1 contribution, for example,
denotes the photon background contribution to the diagram B, and the A2 contribution
denotes the electron background contribution to the diagram A.
Finally, in our work on high-temperature QED, the effective mass of the electron is
denoted by M , while M0 denotes the effective mass to leading order in temperature.
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CHAPTER 2
Thermal field theory
2.1 Introduction
Thermal field theory is the theoretical framework for studying a large number of
quantum mechanical and relativistic particles in thermodynamic equilibrium. The two
well-known versions of this subject are the imaginary-time formalism [1, 2, 3, 28, 29] and
the real-time formalism [2, 3, 28, 29, 30], of which we are going to discuss only the latter.
The real-time formalism has the following advantages. The calculations are manifestly
covariant, the effects of the medium are separated out at the very beginning from the
part already present in the vacuum, and it can be easily understood that the medium
does not introduce any new ultraviolet divergence. The particular approach to the real-
time formalism to be discussed by us is the canonical approach [30, 31]. This approach
involves a generalization of the canonical quantization formalism of ordinary quantum
field theory, by defining the Green’s functions as thermal averages instead of vacuum
expectation values.
2.2 Thermodynamic equilibrium
Thermal field theory makes use of quantum field theory as well as statistical mechanics.
As mentioned in Sec. 2.1, we are going to use the canonical quantization formalism of
quantum field theory. For doing statistical mechanics, we have to choose a particular
ensemble according to our convenience. In the present case, each of the systems making up
the ensemble is in some state of the Fock space, and the calculations are the simplest (see
below) if the ensemble contains all the states of the Fock space, without any restriction on
the total number of particles in a system. Consequently, we consider the grand canonical
7
ensemble, which is characterized by the temperature
T ≡ 1
β
(2.1)
and the chemical potential µ. (We have chosen our units such that the Boltzmann constant
is equal to unity.) The thermal expectation value (ensemble average) of any operator O
is
〈O〉 = Tr(ρGO) , (2.2)
with the density operator ρG in the grand canonical ensemble given by
ρG =
e−βJ
Tr e−βJ
, (2.3)
where
J = H − µQ. (2.4)
Here H is the normal-ordered hamiltonian, and Q the normal-ordered charge operator,
i.e., the total number operator for the particle minus that for the antiparticle.
We shall now consider the case of free fields. Let us begin with a real scalar field, for
which (and, in general, for any self-conjugate field) µ = 0. For the sake of convenience, we
shall consider quantization with discrete momenta in this section. (From Sec. 2.3 onward,
we shall consider quantization with continuous momenta; Appendix A relates the two
approaches.) We therefore have
H =
∑
~K
EKa
†
~K
a ~K . (2.5)
Here
EK ≡
√
K2 +m2 , (2.6)
m being the mass of the quantum of the scalar field, and a†~Ka ~K is the number operator
for quanta of momentum ~K.
We are now going to find out the thermal average of the bilinears of the ladder oper-
ators. First consider
〈
a†~Pa~P
〉
=
Tr[a†~Pa~P exp(−β
∑
~K
EKa
†
~K
a ~K)]
Tr[exp(−β∑
~K
EKa
†
~K
a ~K)]
, (2.7)
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where Eqs. (2.2)-(2.5) (with µ = 0) were used. The trace is in the Fock space, which is
spanned by the direct product of the eigenstates of the number operators a†~Ka ~K for the
various modes ~K. Therefore for any operator O ′,
Tr O ′ = ∑
n ~K1
,n ~K2
,···
〈n ~K1|〈n ~K2| · · ·O ′ · · · |n ~K2〉|n ~K1〉 . (2.8)
Here 〈n ~K1 |〈n ~K2| · · · denotes the direct product of the states 〈n ~K1|, 〈n ~K2|, · · · . Also, since
we are considering a bosonic field, the sum over each eigenvalue n ~K runs from zero to ∞.
Use of Eq. (2.8) in both the numerator and denominator of Eq. (2.7) leads to
〈
a†~Pa~P
〉
=
∑
n~P
n~P e
−βEPn~P
∏
~K 6=~P
∑
n ~K
e−βEKn ~K
∏
~K
∑
n ~K
e−βEKn ~K
=
∑
n~P
n~P e
−βEPn~P∑
n~P
e−βEPn~P
(2.9)
= − ∂
∂(βEP )
ln
∑
n~P
e−βEPn~P (2.10)
The sum over n~P is an infinite geometric series, and equals 1/(1− e−βEP ). So〈
a†~Pa~P
〉
=
1
eβEP − 1 , (2.11)
which is the Bose distribution function. Using
[
a~P , a
†
~P
]
−
= 1, this leads to
〈
a~Pa
†
~P
〉
= 1 +
1
eβEP − 1 . (2.12)
Also using Eqs. (2.2)-(2.5) and Eq. (2.8), it follows at once that
〈
a†~Pa~P ′
〉
=
〈
a~Pa
†
~P ′
〉
= 0 for ~P 6= ~P ′ (2.13)
〈a~Pa~P ′〉 =
〈
a†~Pa
†
~P ′
〉
= 0 . (2.14)
For a complex scalar field with the number operators a†~Ka ~K for the particle and b
†
~K
b ~K
for the antiparticle of momentum ~K, Eq. (2.4) gives
J =
∑
~K
[(EK − µ)a†~Ka ~K + (EK + µ)b
†
~K
b ~K ] , (2.15)
The Fock space states are now the direct product of the eigenstates of a†~Ka ~K and b
†
~K
b ~K
for various ~K. The only change in Eqs. (2.11) – (2.14) is then found to be EP → EP −µ.
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For the bilinears of the antiparticle ladder operators, relations similar to (2.11) – (2.14)
hold with EP → EP + µ. Also, averages of mixed operators, like 〈a~P b~P ′〉, are all zero.
We next turn to the case of the Majorana fermion field, which is analogous to the
real scalar field, and has µ = 0 necessarily. The important difference from the case of
the real scalar field relevant for our purpose is that the number operator c†~K,sc ~K,s for any
given mode can only have the eigenvalues 0 and 1. Consequently, the geometric series
represented by the sum in Eq. (2.10) now contains only two terms and equals 1 + e−βEP .
So 〈
c†~P ,sc~P ,s
〉
=
1
eβEP + 1
, (2.16)
which is the Fermi distribution function. Using
[
c~P ,s, c~P ,s
†
]
+
= 1, this leads to
〈
c~P ,sc
†
~P ,s
〉
= 1− 1
eβEP + 1
. (2.17)
The other thermal averages are zero, as for the real scalar field.
Finally, for a fermion field which is not self-conjugate,
J =
∑
~K,s
[(EK − µ)c†~K,sc ~K,s + (EK + µ)d
†
~K,s
d ~K,s] (2.18)
(analogous to Eq. (2.15)), so that the replacements EP → EP ∓ µ result, just as in the
case of the complex scalar field.
2.3 Time-ordered thermal propagators
2.3.1 Scalar field
Time-ordered thermal propagators are defined by replacing the vacuum expectation
value in the definitions of the vacuum propagators by a thermal average. Beginning with
scalar fields, we shall first work out the more complicated case of the complex scalar field
in detail, and then state the result for the case of the real scalar field. We shall use the
Fourier expansion
φ(x) =
∫
d3P√
(2π)32EP
(
a(~P )e−ip·x + b†(~P )eip·x
)
, (2.19)
for the complex scalar field, where pµ = (p0, ~P ) and p0 = EP . Since we are now considering
continuous momenta, the thermal averages read〈
a†(~P )a(~P ′)
〉
= δ(3)(~P − ~P ′)fB(EP , µ) , (2.20)
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〈
a(~P )a†(~P ′)
〉
= δ(3)(~P − ~P ′)[1 + fB(EP , µ)] , (2.21)〈
b†(~P )b(~P ′)
〉
= δ(3)(~P − ~P ′)fB(EP ,−µ) , (2.22)〈
b(~P )b†(~P ′)
〉
= δ(3)(~P − ~P ′)[1 + fB(EP ,−µ)] , (2.23)
with the other thermal averages equalling zero. Here the Bose distribution function for
the particle is given by
fB(EP , µ) =
1
eβ(EP−µ) − 1 . (2.24)
Eqs. (2.20) and (2.21), consistent with Eq. (A.1), correspond to Eqs. (2.11)–(2.13).
The time-ordered thermal propagator for the complex scalar field is defined by
iD(x− y) ≡ 〈T [φ(x)φ†(y)]〉 (2.25)
= θ(x0 − y0)〈φ(x)φ†(y)〉+ θ(y0 − x0)〈φ†(y)φ(x)〉 . (2.26)
Using Eqs. (2.19) – (2.23), we can obtain 〈φ(x)φ†(y)〉 and 〈φ†(y)φ(x)〉. After substituting
these in Eq. (2.26), let us split up the resultant expression as
iD(x− y) = iDF (x− y) +DT (x− y) , (2.27)
where iDF (x − y) is the part independent of fB, and DT (x − y) is the part arising out
of the medium. Now, if fB were set equal to zero in Eqs. (2.20) – (2.23), the thermal
averages would reduce to the vacuum expectation values, and the thermal propagator to
the propagator in the vacuum. So, we can immediately write down
DF (x− y) =
∫ d4p
(2π)4
e−ip·(x−y)DF (p) ,
DF (p) =
1
p2 −m2 + iǫ . (2.28)
On the other hand,
DT (x− y) =
∫
d3P
(2π)32EP
[fB(EP , µ)e
−ip·(x−y) + fB(EP ,−µ)eip·(x−y)] . (2.29)
(One can also get Eq. (2.29) by using Eq. (A.9) and the discretized versions of Eqs.
(2.20) – (2.23), and finally using Eq. (A.4) in reverse.) Now, Eq. (2.29) can be rewritten
as
DT (x− y) =
∫
d4p
(2π)32EP
[δ(p0 −EP )fB(p0, µ)e−ip0(x0−y0)+i ~P ·(~x−~y)
+δ(p0 + EP )fB(−p0,−µ)e−ip0(x0−y0)−i ~P ·(~x−~y)] . (2.30)
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Changing ~P to −~P in the second term, and using
θ(±p0)δ(p2 −m2) = 1
2EP
δ(p0 ∓ EP ) , (2.31)
we obtain
DT (x− y) =
∫
d4p
(2π)4
e−ip·(x−y)DT (p) ,
DT (p) = 2πδ(p
2 −m2)ηB(p) ,
ηB(p) = θ(p0)fB(p0, µ) + θ(−p0)fB(−p0,−µ) . (2.32)
Thus, the thermal propagator is given by Eqs. (2.27), (2.28) and (2.32). However,
this form is not manifestly covariant since the distribution function (2.24) was written
in the rest frame of the medium. Therefore we introduce the four-velocity vµ of the
centre-of-mass of the medium. In the rest frame of the medium,
vµ = (1,~0 ) . (2.33)
Then carrying out the replacement
p0 → p · v (2.34)
in Eq. (2.32), we arrive at the manifestly covariant form of the thermal propagator.
For the real scalar field, we have to use the Fourier expansion
φ(x) =
∫
d3P√
(2π)32EP
(
a(~P )e−ip·x + a†(~P )eip·x
)
, (2.35)
and the thermal averages (2.20) and (2.21) with µ = 0. This leads to the thermal propa-
gator
〈T [φ(x)φ(y)]〉 =
∫
d4p
(2π)4
e−ip·(x−y)
[
i
p2 −m2 + iǫ + 2πδ(p
2 −m2) 1
eβ |p·v| − 1
]
, (2.36)
which is seen to be the thermal propagator of the complex scalar field at µ = 0.
2.3.2 Fermion field
For the fermion field, we shall use the Fourier expansion
ψ(x) =
∫ d3P
(2π)3/2
∑
s
(
cs(~P )us(~P )e
−ip·x + d†s(
~P )vs(~P )e
ip·x
)
(2.37)
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and normalize the spinors as
u†s(
~P )us′(~P ) = δss′, v
†
s(
~P )vs′(~P ) = δss′ . (2.38)
(This normalization will be later extended to the spinors in a medium; see Eqs. (4.27)
and (4.46).) The thermal averages then read
〈
c†s(
~P )cs′(~P
′)
〉
= δss′δ
(3)(~P − ~P ′)ff(EP ) , (2.39)〈
cs(~P )c
†
s′(
~P ′)
〉
= δss′δ
(3)(~P − ~P ′)[1− ff (EP )] , (2.40)〈
d†s(
~P )ds′(~P
′)
〉
= δss′δ
(3)(~P − ~P ′)ff¯(EP ) , (2.41)〈
ds(~P )d
†
s′(
~P ′)
〉
= δss′δ
(3)(~P − ~P ′)[1− ff¯ (EP )] , (2.42)
with the other thermal averages equalling zero. Here the distribution functions for a
fermion and an antifermion are given by
ff,f¯ (EP ) =
1
eβ(EP∓µf ) + 1
, (2.43)
respectively. (We have denoted the fermion chemical potential by µf , since we will later
deal with several species of the fermion f .) Eqs. (2.39) and (2.40), consistent with Eq.
(A.10), correspond to Eqs. (2.16) and (2.17).
The thermal propagator for the fermion is defined by
iSfab(x) ≡ 〈T [ψa(x)ψ¯b(y)]〉 (2.44)
= θ(x0 − y0)〈ψa(x)ψ¯b(y)〉 − θ(y0 − x0)〈ψ¯b(y)ψa(x)〉 . (2.45)
Using Eq. (2.37), Eqs. (2.39) – (2.42), and the spin-sum relations
∑
s
us(~P )u¯s(~P ) =
EPγ0 − ~P · ~γ +mf
2EP
,
∑
s
vs(~P )v¯s(~P ) =
EPγ0 − ~P · ~γ −mf
2EP
(2.46)
following from Eq. (2.38), we can find the R.H.S. of Eq. (2.45). The expression is then
split up into the vacuum part and the thermal part:
Sf (x− y) =
∫ d4p
(2π)4
e−ip·(x−y)Sf (p) , (2.47)
iSf (p) = iSFf(p) + STf(p) . (2.48)
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The vacuum part is
SFf =
/p+mf
p2 −m2f + iǫ
, (2.49)
while, following the derivation in the case of the complex scalar field, the thermal part is
found to be
STf(p) = −2π(/p+mf)δ(p2 −m2f )ηf (p) , (2.50)
ηf (p) =
θ(p · v)
eβ(p·v−µf ) + 1
+
θ(−p · v)
e−β(p·v−µf ) + 1
. (2.51)
2.3.3 Photon field
In this case, the thermal propagator in the Feynman gauge is the same as that for
the real scalar field, except for the facts that the photon is massless, and that there is an
extra factor of −ηµν (as in the vacuum). Thus, we have the propagator
iDµν(k) = −ηµν [i∆F (k) + ∆T (k)] , (2.52)
where
∆F (k) =
1
k2 + iǫ
, (2.53)
∆T (k) = 2πδ(k
2)ηγ(k) , (2.54)
ηγ(k) =
1
eβ |k·v| − 1 . (2.55)
The factor ηγ(k) arises out of the photon distribution function
fγ(K) =
1
eβK − 1 , (2.56)
where K is the magnitude of the three-momentum of the photon.
We end this section with the following observation. At any finite temperature, the
distribution function contained in the medium-dependent part of the thermal propagator
becomes an exponential damping factor for momenta much larger than T . Consequently,
the corresponding loop integration will have an effective cut-off of O(T ). If T = 0, we can
still have a Fermi gas; in that case, the Fermi momentum provides a cut-off. Thus, the
medium does not introduce any new ultraviolet divergence, and renormalization in the
vacuum suffices to make the theory finite in the presence of thermal background.
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2.4 Additional vertex and propagators
The full structure of the real-time formulation of thermal field theory is more compli-
cated than the replacement of vacuum propagators with time-ordered thermal propaga-
tors. However, as will be seen later, the additional features of the full structure do not
play a role in the present work. So, in this section, we shall just outline the main results
involving those additional features [32].
Ultimately, one has to calculate an n-point Green’s function like 〈T [φ(x1)φ†(x2)
· · ·φ(xn)]〉, where φ(xi) are the Heisenberg picture fields. (We shall consider only complex
scalar fields in this section. Similar results hold for other fields.) In a medium, as in the
vacuum, one can prove Wick’s theorem and reduce the n-point function to a sum of fully
contracted terms. But the fact that the Green’s function in the present case involves a
thermal average over all the Fock space states, rather than a vacuum expectation value,
leads to four types of contractions or “propagators.” They are defined as
iD11(x− y) = 〈T [φ(x)φ†(y)]〉 , (2.57)
iD22(x− y) = 〈T [φ(x)φ†(y)]〉 , (2.58)
iD12(x− y) = 〈φ†(y)φ(x)〉 , (2.59)
iD21(x− y) = 〈φ(x)φ†(y)〉 . (2.60)
Here T stands for anti-time ordering. In Eqs. (2.57) – (2.60), the fields are the interaction
picture fields, which can be expressed in terms of the ladder operators. Thus, in addition
to the time-ordered propagator of Sec. 2.3, we also have anti-time ordered propagator, as
well as propagators without any ordering in time. As given by Eqs. (2.27), (2.28) and
(2.32)
iD11(p) =
i
p2 −m2 + iǫ + 2πδ(p
2 −m2)ηB(p) . (2.61)
The others are found to be
iD22(p) = − i
p2 −m2 − iǫ + 2πδ(p
2 −m2)ηB(p) , (2.62)
iD12(p) = 2πδ(p
2 −m2)[ηB(p) + θ(−p · v)] , (2.63)
iD21(p) = 2πδ(p
2 −m2)[ηB(p) + θ(p · v)] . (2.64)
Here it is to be understood that the replacement (2.34) has been carried out in ηB(p).
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The Feynman diagrams now contain two types of vertices: the 1-type vertex is the
usual one, while the 2-type vertex has a vertex factor which differs from that for the
1-type vertex by a sign. Green’s functions can now be evaluated with these two types of
vertices and four types of propagators. However, the external legs representing physical
particles can only be connected to 1-type vertices.
The importance of this doubling of degrees of freedom manifests itself in diagrammatic
calculations in the following way. If one uses only the 1-type vertex and “11” propagator,
one sometimes ends up with singular expressions involving products of delta functions
with the same argument. However the use of the additional vertex and propagators leads
to the cancellation of such singularities [33].
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CHAPTER 3
Linearized theory of gravity
3.1 Introduction
Gravity is governed by the general theory of relativity which tells us how the geometry
of space-time, as given by the metric tensor gµν(x), is affected by the presence of matter.
The Einstein field equations for gµν in the absence of external source, derived from the
action for pure gravity, are
Rµν − 1
2
Rgµν = 0. (3.1)
Here Rµν is the Ricci tensor and R is the curvature scalar. One important point is
that these equations are non-linear in gµν . This is in contrast with the linear free-field
equations for the scalar, fermion and photon fields, where we use the principle of linear
superposition to write down the general solution before quantizing the field. The reason
for this non-linearity in the case of gravity is that the gravitational field possesses energy
and hence effective mass, and therefore produces gravitational field. The gravitational field
thus contributes to its own source. To ignore this feedback effect, we have to consider
a weak gravitational field. One thus considers only small deviations from the flat space
metric, and writes
gµν(x) = ηµν + 2κhµν(x) (3.2)
with |κhµν | ≪ 1. Here κ is related to the Newton constant G. The approximation stated
in Eq. (3.2) is the starting point of the linearized theory of gravity [34, 35]. Now ηµν , and
hence from Eq. (3.2), hµν , are symmetric flat space tensors, but not coordinate tensors (in
contrast with gµν , which is a symmetric coordinate tensor, and so, as a special case, also
a tensor in flat space). Consequently, all tensors in an expression should be regarded only
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as flat space tensors after we use the approximation of Eq. (3.2) to perform an expansion
of the expression in powers of κ, and we will adopt the convention of raising and lowering
the indices of such tensors with the flat space metric.
The precise value of κ, to be deduced in the next section by identifying hµν with the
graviton field, is given by
κ =
√
8πG. (3.3)
Since
√
G = 1/mPlanck in natural units, it is clear that the weak field approximation
given by Eq. (3.2) is valid when all mass-scales in the problem are much smaller than the
Planck mass. These mass-scales include not only particle masses, but also temperature
and chemical potential, as we shall later perform calculations in the presence of a thermal
background. Since mPlanck is O(10
19) GeV, the weak field approximation holds in all
physical situations except in the very early universe.
At this point, it is interesting to consider the case of the Yang-Mills theory for com-
parison, because the equation of motion for the non-Abelian gauge field derived from the
pure Yang-Mills Lagrangian is also non-linear. However, there the equation of motion
is linear when one considers the free gauge fields, setting the coupling constant equal to
zero, and so the need to linearize does not arise. In contrast, the flat space metric tensor
ηµν , being a constant, does not have any dynamics (and the LHS of Eq. (3.1) reduces to
zero in this case). So, to do quantum field theory with gravity it is essential to impose
the condition (3.2), which considers linear deviations from the flat space metric case.
3.2 Graviton
The field equations (3.1) follow from the Einstein-Hilbert action given by
A =
∫
d4x L , (3.4)
L =
1
16πG
√−gR. (3.5)
The curvature scalar, the Ricci tensor and the affine connection are respectively given by
R = gµνRµν , (3.6)
Rµν = ∂νΓ
λ
µλ − ∂λΓλµν + ΓηµλΓλνη − ΓηµνΓλλη, (3.7)
Γλµν =
1
2
gλσ(∂µgνσ + ∂νgµσ − ∂σgνµ), (3.8)
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while
g ≡ detgµν . (3.9)
In anticipation of the transition to quantum field theory, here and elsewhere we always
write the action in the form (3.4) (although L is not a coordinate scalar).
From the weak field condition (3.2), we obtain
gµν = ηµν − 2κhµν +O(κ2) (3.10)
(since gµνgνλ = δ
µ
λ), and
√−g = 1 + κh+O(κ2) (3.11)
where
h ≡ hµµ = ηµνhµν . (3.12)
Note that we are raising and lowering the indices of the graviton field with the flat space
metric [36]; this is in accord with the convention stated in Sec. 3.1.
Use of Eqs. (3.2) and (3.10) in Eq. (3.8) leads to
Γλµν = κ(η
λσ − 2κhλσ)(∂µhνσ + ∂νhµσ − ∂σhνµ) +O(κ3). (3.13)
Putting this in Eq. (3.7), one can determine Rµν to O(κ
2). Let us write
Rµν = Rµν
(1) +Rµν
(2) +O(κ3) (3.14)
with Rµν
(1) and Rµν
(2) denoting the parts linear and quadratic in κ respectively.
Following again the convention stated in Sec. 3.1, we shall now raise and lower the
indices of Rµν
(1), Rµν
(2) and ∂/∂xµ with the flat space metric [36]. Then
16πGL =
√−ggµνRµν
= Rµµ
(1) + κhRµµ
(1) − 2κhµνRµν (1) +Rµµ(2) +O(κ3). (3.15)
The first term on the RHS is the only term of O(κ). In fact,
Rµµ
(1) = 2κ∂µ(∂
µh− ∂λhλµ), (3.16)
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and this, being a surface term, does not contribute to the Einstein-Hilbert action. So we
now turn to the three O(κ2) terms on the RHS of Eq. (3.15). First consider Rµµ
(2). After
leaving out surface terms, we obtain
Rµµ
(2) = κ2[(∂µhηλ + ∂λhµη − ∂η hλµ)(∂µhηλ − ∂λhµη + ∂η hλµ)
+(∂µh)(∂
µh− 2∂λhλµ)]. (3.17)
Carrying out of several partial integrations with discarding of surface terms [for example,
(∂λhµη)(∂
ηhλµ)→ −hµη(∂λ∂ηhλµ)→ (∂ηhµη)(∂λhλµ)] leads to
Rµµ
(2) = −κ2[(∂µhηλ)(∂µhηλ)− 2(∂λhµλ)(∂ηhµη) + 2(∂µh)(∂λhµλ)− (∂µh)(∂µh)]. (3.18)
Similarly one can write κhRµµ
(1) and 2κhµνRµν
(1) in terms of the combinations contained
on the R.H.S. of Eq. (3.18). Putting everything back into Eq. (3.15), we get
16πGL = κ2[(∂µhηλ)(∂
µhηλ)− 2(∂λhµλ)(∂ηhµη) + 2(∂µh)(∂λhµλ)− (∂µh)(∂µh)]. (3.19)
Here and henceforth it is to be understood that the expression for 16πGL has been
written neglecting the O(κ3) terms.
With the aim of arriving at the propagator, we carry out further partial integrations
to obtain
16πGL = κ2hαβP
αβµνhµν , (3.20)
P
αβµν = −1
2
[(ηαµηβν + ηανηβµ − 2ηαβηµν)✷− (ηβν∂α∂µ + ηαν∂β∂µ + ηβµ∂α∂ν
+ηαµ∂β∂ν) + 4ηαβ∂µ∂ν ]. (3.21)
We have explicitly symmetrized Pαβµν with respect to α↔ β and with respect to µ↔ ν
(such symmetrization helps one to guess the form of the inverse; see later). But this
operator does not possess an inverse! This is easily seen from the fact that
P
αβµν∂α∂β∂µ∂νΛ(x) = 0 (3.22)
where Λ(x) is any function of x, i.e., the operator has a zero eigenvalue.
The problem is similar to the one encountered in quantizing the photon field, and the
solution also is the same, viz., gauge-fixing. To this end, one chooses the harmonic or de
Donder gauge
F µ ≡ ∂νhµν − 1
2
∂µh = 0 (3.23)
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and adds to 16πGL the gauge-fixing term [37]
16πGLGF = 2κ
2F µFµ. (3.24)
Before proceeding further, let us dwell a little on gauge invariance.
While the Einstein-Hilbert action is invariant under general coordinate transforma-
tions, the allowed coordinate transformations in the present case are only those which
sustain the weak field approximation. Thus, we consider
xµ → x′µ = xµ + 2κǫµ(x) (3.25)
and demand that
g′µν = ηµν − 2κh′µν +O(κ2). (3.26)
Using these relations in
g′µν =
∂x′ µ
∂xλ
∂x′ ν
∂xρ
gλρ, (3.27)
we arrive at the following gauge transformation of hµν which keeps the action invariant:
h′µν = hµν − (∂µǫν + ∂νǫµ), (3.28)
where ǫµ ≡ ηµνǫν . It can easily be checked that if hµν does not satisfy the gauge condition
stated in Eq. (3.23), h′µν does, provided
✷ǫµ = F µ. (3.29)
So it is always possible to implement the harmonic gauge condition. Another point to be
confirmed is that the gauge-fixing term given in Eq. (3.24) does break the gauge invariance
of the action. This readily follows from
gµνΓλµν = −4κF λ +O(κ2). (3.30)
Since the affine connection is not a coordinate tensor, the square of the L.H.S. is not
a coordinate scalar. (Note that AGF involves d
4x which also is not a scalar. But the
transformation of d4x cannot compensate the breaking of gauge invariance, as 16πGLGF
is already of O(κ2).)
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We now explore the consequences of fixing the gauge. Addition of the gauge non-
invariant term given in Eq. (3.24) immediately yields the correctly normalized kinetic
terms for the massless spin-2 field, to be identified as the graviton field:
L + LGF =
1
2
(∂µhνλ)(∂
µhνλ)− 1
4
(∂µh)(∂
µh), (3.31)
provided we set κ equal to the value stated in Eq. (3.3).
We conclude this section by obtaining the graviton propagator. Partial integration of
the last expression leads to
A + AGF =
∫
d4x
1
2
hαβQ
αβµνhµν , (3.32)
Q
αβµν = −1
2
(ηαµηβν + ηανηβµ − ηαβηµν)✷. (3.33)
So the graviton propagator iDαβ,µν is i/k
2 times the inverse of
Mαβ,µν ≡ 1
2
(ηαµηβν + ηανηβµ − ηαβηµν). (3.34)
The inverse must be determined from
Mαβ,µν(M−1)αβ.λρ =
1
2
(δµλδ
ν
ρ + δ
µ
ρδ
ν
λ). (3.35)
Guided by the fact that M−1 must be symmetric under α ↔ β and (separately) under
λ↔ ρ, one can write down
(M−1)αβ.λρ = A(ηαληβρ + ηαρηβλ) +Bηαβηλρ. (3.36)
We then obtain A = 1/2 = −B. Therefore the graviton propagator is given by
iDαβ,λρ = i
ηαληβρ + ηαρηβλ − ηαβηλρ
2k2
. (3.37)
One should now compare the photon propagator in the Feynman gauge, given by iDµν =
−iηµν/k2. Clearly D00 is negative, while D00,00 is positive. This has the consequence that
the fermion-fermion interaction in the non-relativistic limit is repulsive when mediated
by the photon and attractive when mediated by the graviton [38].
3.3 Photons in curved space
For the electromagnetic field, the Lagrangian in curved space is given by
L
(γ)
G = −
1
4
√−gFµνFαβgµαgνβ (3.38)
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where
Fµν = ∂µAν − ∂νAµ. (3.39)
This has been written down following the standard prescription of passing from flat space
to curved space, i.e., by replacing all flat space tensors with coordinate tensors, all or-
dinary derivatives with covariant derivatives (by which we shall mean gravity-covariant
derivatives) and the flat space metric tensor with gµν . The additional
√−g in Eq. (3.38)
comes because d4x in the action gets replaced with the coordinate scalar d4x
√−g. It may
be noted that the use of covariant derivative and ordinary derivative in Eq. (3.39) are
equivalent due to the symmetry of the Christoffel symbol in the two lower indices.
3.4 Spinors in curved space
The procedure of replacing flat space tensors with coordinate tensors cannot be ex-
tended to the the case of spinors. The procedure works with tensors because the ten-
sor representations of GL(4,R), the group of 4 × 4 real matrices, behave like tensors
under the subgroup SO(3,1). Thus, considering the vector representation as an exam-
ple, V ′µ(x′) = (∂x′ µ/∂xν)V ν(x) becomes V ′µ(x′) = ΛµνV
ν(x) if we restrict ourselves to
x′µ = Λµνx
ν . But there are no representations of GL(4,R) which behave like spinors
under SO(3,1) (there is no function of x and x′ which reduces to D(Λ) for x′µ = Λµνx
ν).
Consequently, spinors have to be considered as scalars under general coordinate trans-
formations. But the problem of incorporating the flat space spinorial property into curved
space remains. This is tackled by making use of the tangent space formalism, to be de-
scribed now [39, 40, 41].
At any given point of the curved space, we can choose a locally inertial coordinate
system. Let the locally inertial coordinates at the point xµ be be ξa(x) with a = 0, 1, 2, 3.
Since the locally inertial coordinate system at each point may be redefined by an arbitrary
Lorentz transformation (LT), the action must be invariant under the local LT
ξa(x)→ ξ′a(x) = Λab(x)ξb(x), (3.40)
with Λab(x) a real matrix satisfying
ηabΛ
a
c(x)Λ
b
d(x) = ηcd. (3.41)
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The action, of course, has to be also invariant under the general coordinate transformation
xµ → x′µ, which is independent of the local LT. The requirement of invariance under local
LT does not affect the actions discussed earlier, since coordinate tensors like gµν and Aµ
are taken to be local Lorentz scalars (i.e. scalars under local LT).
Let us now consider the vierbein or tetrad, defined by
eaµ(X) ≡ ∂ξ
a(x)
∂xµ
∣∣∣∣∣
x=X
. (3.42)
These constitute a set of four coordinate vectors, forming a basis for the (flat) tangent
space to the curved space at the point x = X . Under xµ → x′µ, they transform as
e′ aµ(x
′) =
∂xν
∂x′ µ
eaν(x), (3.43)
since ξ′a(x′) = ξa(x). Under local LT, the vierbein transforms just like ξa(x):
e′ aµ(x) = Λ
a
b(x)e
b
ν(x), (3.44)
since xµ does not transform. From the definition given by Eq. (3.42), it follows that
raising or lowering of the local Lorentz index a (in general, a latin index) and the general
coordinate index µ (in general, a greek index) of the vierbein must be done with ηab and
gµν respectively.
The metric gµν is given by
gµν(x) = ηabe
a
µ(x)e
b
ν(x). (3.45)
Therefore δµν = eb
µebν , i.e., eb
µ is the inverse of ebµ. We can rewrite this as 1µν =
(E−1)µbEbν , where the indices now denote matrix indices. It then also follows that 1ab =
Eaµ(E
−1)µb. This means that δ
a
b = e
a
µeb
µ, or,
ηab = gµν(x)eaµ(x)e
b
ν(x). (3.46)
Eq. (3.45), or equivalently, Eq. (3.46), expresses the orthonormality of the vierbeins.
The vierbeins turn out to be necessary for constructing the curved space Lagrangian
for the Dirac fermion. This will involve modifying the flat space Dirac Lagrangian
L
(f)
0 =
[ i
2
ψ¯γµ∂µψ + h.c.
]
−mf ψ¯ψ (3.47)
such that the action is both a coordinate scalar and a local Lorentz scalar. With this aim
in mind, we turn to the transformation properties of the spinor field.
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Spinor fields are coordinate scalars which transform under local LT as
ψα(x)→ ψ′α(x) = Dαβ(Λ(x))ψβ(x). (3.48)
Here Dαβ(Λ) is the spinor representation of the Lorentz group. Note that we use α and
β to denote the components of ψ, D(Λ) and other quantities associated with the spinor
representation; they must not be confused with general coordinate indices. Eq. (3.48) is
the relation which incorporates the flat space spinorial property into general relativity.
Since Λ is a function of xµ, ∂µψα does not transform like ψα under local LT. Hence
one defines the covariant derivative
Dµψα ≡ ∂µψα + [Ωµ]αβψβ (3.49)
with the connection matrix Ωµ transforming as
Ω′µ = D(Λ)ΩµD
−1(Λ)− (∂µD(Λ))D−1(Λ), (3.50)
so that
Dµψα(x)→ Dαβ(Λ(x))Dµψβ(x). (3.51)
The connection matrix can be written as
[Ωµ]αβ(x) =
i
2
[Sab]αβ ωµ
ab(x) (3.52)
where Sab are the generators of the Lorentz group in the spinor representation:
Sab =
1
2
σab =
i
4
[γa, γb] (3.53)
(with γa denoting the ordinary gamma matrices), and ωµ
ab is a coordinate vector field
antisymmetric in a and b, called the spin connection.
From Eq. (3.51), it follows that ψ¯γaDµψ is a local Lorentz vector (just like ψ¯γ
aψ). It
is also a coordinate vector (as ψ is a coordinate scalar). So when we contract it with ea
µ,
we get a quantity which is a local Lorentz scalar and a coordinate scalar. We can now
modify Eq. (3.47) to write down the curved space Lagrangian
L
(f)
G =
√−g
[( i
2
ψ¯γaea
µ
Dµψ + h.c.
)
−mf ψ¯ψ
]
(3.54)
=
√−g
[( i
2
ψ¯γaea
µ
(
∂µ +
i
4
σbcωµbc
)
ψ + h.c.
)
−mf ψ¯ψ
]
(3.55)
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The latin indices of the spin connection are by definition raised and lowered with the flat
space metric.
We now explain why we started with the explicitly hermitian form L
(f)
0 of the flat
space Dirac Lagrangian. As long as we stay in flat space, the form L
(f) ′
0 = ψ¯(iγ
µ∂µ−mf )ψ
can also be used, since it differs from L
(f)
0 by
i
2
∂µ(ψ¯γ
µψ) which contributes a surface term
to the action. But this difference is modified to i
2
√−geaµ∂µ(ψ¯γaψ) in curved space, which
is no longer a surface term. Thus we would have missed some contribution if we naively
modified L
(f) ′
0 to make the transition to curved space.
Our next aim is to express the spin connections in terms of the vierbeins. The proce-
dure to be adopted by us will involve the covariant derivative of the vierbein. So we first
discuss the covariant derivative of a local Lorentz vector.
We have already discussed the covariant derivative of a local Lorentz spinor, and
similar considerations apply for other representations of the Lorentz group. The analogues
of Eqs. (3.48)-(3.52) for a local Lorentz vector field V a are
V a(x)→ V ′ a(x) = Λab(x)V b(x), (3.56)
DµV
a ≡ ∂µV a + [ΩVµ ]abV b, (3.57)
[ΩV ′µ ]
a
b
= Λac[Ω
V
µ ]
c
d
(Λ−1)db − (∂µΛac)(Λ−1)cb (3.58)
DµV
a(x)→ Λab(x)DµV b(x), (3.59)
[ΩVµ ]
a
b
(x) =
i
2
[Jcd]
a
b ωµ
cd(x). (3.60)
Here ΩVµ is the connection matrix and Jcd the Lorentz group generators in the vector
representation:
[Jcd]
ab = i(δacδ
b
d − δadδbc). (3.61)
The spin connection is representation-independent and the same as that in Eq. (3.52).
Eqs. (3.60) and (3.61) yield
[ΩVµ ]
ab = −ωµab (3.62)
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and so Eq. (3.57) reduces to
DµV
a = ∂µV
a − ωµabV b. (3.63)
For completeness we now give the transformation of ωµab (which are the analogues of
the gauge fields of Yang-Mills theory) under an infinitesimal local LT, parametrized by
Λab(x) = δ
a
b + θ
a
b(x). (3.64)
Eq. (3.41) then gives the condition
θba = −θab. (3.65)
where θab ≡ ηacθcb. Using Eq. (3.62), Eq. (3.64) and (Λ−1)ab = δab − θab in Eq. (3.58), we
obtain
ω′µab = ωµab + ∂µθab − ωµacθcb + ωµbcθca. (3.66)
One can check that the same transformation is obtained on using Eq. (3.52),
D(Λ(x)) = 1− i
2
Sabθ
ab(x), (3.67)
and the fact that Sab satisfy the Lorentz algebra
[Sab, Scd] = i(ηbcSad − ηacSbd − ηbdSac + ηadSbc) (3.68)
in Eq. (3.50). (It is necessary to make ω′µab manifestly antisymmetric in a and b for having
a complete agreement with Eq. (3.66).) Note that Eq. (3.67) is consistent with Eq. (3.64),
since the analogue of the former, viz., Λab(x) = δ
a
b − i2 [Jcd]abθcd(x) leads to the latter on
use of Eq. (3.61).
Let us now return to Eq. (3.63). From this equation, it is straightforward to write
down the covariant derivative of the vierbein:
Dµe
a
ν = ∂µe
a
ν − Γλµνeaλ − ωµabebν (3.69)
Here we have added the usual affine connection term for the covariant derivative of a
coordinate vector. Since the vierbein is like the square-root of the curved space metric,
it is natural to demand that its covariant derivative be zero. Put in another way,
Dµe
a
ν = 0 (3.70)
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ensures that the covariant derivative of the metric is zero, since Eq. (3.45) holds and the
covariant derivative obeys the Leibniz rule. The spin connections can now be determined
in terms of the vierbeins by making use of the above condition.
Actually, instead of using the condition (3.70), it is more convenient to use the weaker
condition
Dµeaν −Dνeaµ = 0. (3.71)
The antisymmetrization on the L.H.S. of Eq. (3.71) ensures that the Christoffel symbol
does not appear when we use Eq. (3.69) in it:
∂µeaν − ∂νeaµ − ωµabebν + ωνabebµ = 0. (3.72)
Now we multiply with ec
µed
νeaλ to get
ec
µed
νeaλ(∂µeaν − ∂νeaµ) + ωµdaecµeaλ − ωνcaedνeaλ = 0. (3.73)
Here we used the vierbein orthonormality relation Eq. (3.46). Next we use Eq. (3.72) to
replace ωµdae
a
λ and ωνcae
a
λ in Eq. (3.73). After using Eq. (3.46) again, this gives
ωµab =
1
2
[
ea
ν(∂νebµ − ∂µebν)− ebν(∂νeaµ − ∂µeaν) + eaνebλecµ(∂νecλ − ∂λecν)
]
. (3.74)
Finally we note that the Lagrangian given in Eq. (3.55) accounts only for the gravita-
tional interaction of the Dirac fermion. Electromagnetic interaction is introduced in the
usual way by further demanding invariance under U(1)EM gauge transformation:
L
(f)
G,EM =
√−g
[( i
2
ψ¯γaea
µ
(
∂µ + ieQfAµ + i
4
σbcωµbc
)
ψ + h.c.
)
−mf ψ¯ψ
]
(3.75)
where Qf is the charge of the fermion. Since Aµ is a local Lorentz scalar and a coordinate
vector, the new term maintains the symmetries we already had.
3.5 Interaction vertices
QED in curved space is governed by the Lagrangians L
(γ)
G and L
(f)
G,EM given by Eqs.
(3.38) and (3.75) respectively. In this section, we expand these Lagrangians to O(κ) in
the approximation of linearized gravity, and obtain the Feynman rules for the lowest order
interaction of the graviton with photons and fermions.
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Aµ(k)
Aν(k
′)
hλρ
= −iκCµνλρ(k, k′)
Figure 3.1: Feynman rule for the coupling of the photon with the graviton. Cµνλρ(k, k
′)
is given in Eq. (3.79).
3.5.1 Photon-photon-graviton vertex
On use of Eqs. (3.11) and (3.10) in Eq. (3.38), the O(κ) term in L
(γ)
G turns out to be
LAAh = −κhλρ(x)T̂ (A)λρ (x) (3.76)
with the energy-momentum tensor operator for the photon given by
T̂
(A)
λρ =
1
4
ηλρFαβF
αβ + FλαF
α
ρ. (3.77)
Writing in terms of the photon field,
T̂
(A)
λρ =
1
2
ηλρ
[
(∂αAβ)(∂
αAβ)− (∂αAβ)(∂βAα)
]
+ (∂λAα)(∂
αAρ) + (∂ρAα)(∂
αAλ)
−(∂αAλ)(∂αAρ)− (∂λAα)(∂ρAα) (3.78)
Let us now consider the vertex given in Fig. 3.1. Each term of LAAh gives two
contributions to this vertex, depending on which of the two photon field operators in
the term destroys the photon and which creates it. Let us take, as an example, the
(∂αAβ)(∂
αAβ) part in Eq. (3.78). When Aβ destroys the photon of momentum k and A
β
creates the photon of momentum k′, the contribution is (−ikα)ηβµ(ik′α)δβν ; while for the
reverse case, it is (ik′α)ηβν(−ikα)δβµ . Adding up, we find that the total contribution to the
vertex from the −κhλρ 1
2
ηλρ(∂αAβ)(∂
αAβ) term of LAAh is −iκηλρηµνk · k′. Carrying out
a similar exercise for the other terms of LAAh, we finally obtain [37, 42]
Cµνλρ(k, k
′) = ηλρ(ηµνk · k′ − k′µkν)− ηµν(kλk′ρ + k′λkρ) + kν(ηλµk′ρ + ηρµk′λ)
+k′µ(ηλνkρ + ηρνkλ)− k · k′(ηλµηρν + ηλνηρµ). (3.79)
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3.5.2 Fermion-fermion-graviton vertex
This vertex emerges from the Lagrangian L
(f)
G,EM given by Eq. (3.75), which involves
the vierbein. In the weak field approximation, the vierbein can be written as
eaµ(x) = δ
a
µ + κφ
a
µ(x). (3.80)
Here and below, we drop terms of higher order than what is necessary to determine the
vierbein to O(κ). Note that δaµ, and hence φ
a
µ, are neither local Lorentz vectors nor
coordinate vectors, but only flat space tensors of rank two. Consequently, all tensors in
an expression should be regarded only as flat space tensors after we use the approximation
of Eq. (3.80) to perform an expansion of the expression in powers of κ. The distinction
between greek and latin indices would then be dropped, and they would be raised and
lowered with the flat space metric.
The vierbein is determined from the orthonormality relation given by Eq. (3.45) or
Eq. (3.46). Thus, use of Eqs. (3.80) and (3.2) in Eq. (3.45) leads to
φµν + φνµ = 2hµν . (3.81)
Eq. (3.81) does not determine the antisymmetric part of φµν . This freedom corresponds
to the fact that the curved space action for the Dirac field is invariant under local LT: a
new vierbein, given by Eq. (3.44), is as good as the old one. The ambiguity is removed
by imposing the condition
φµν = φνµ. (3.82)
This is called the Lorentz symmetric gauge [43]. Let us now dwell a little on this condition.
The allowed local LT’s in the weak field approximation are only those which sustain
the closeness of the vierbein to the unit matrix. So we consider the local LT
Λab(x) = δ
a
b + κθ
a
b(x). (3.83)
Using this and Eq. (3.80) in Eq. (3.44), we arrive at the transformation
φ′aµ = φaµ + θaµ. (3.84)
Because θaµ is antisymmetric (see Eq. (3.65)), we can always choose it to cancel out the
antisymmetric part of φaµ and implement the gauge condition given by Eq. (3.82). An-
other point to note is that the gauge condition does not allow any further transformation
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like (3.84), and so it does break the local LT invariance. Finally we remark that the
harmonic gauge condition, which was implemented earlier using general coordinate trans-
formation invariance, is not disturbed by the implementation of the Lorentz symmetric
gauge condition, since gµν is a local Lorentz scalar.
Let us now return to Eq. (3.80). Since Eqs. (3.81) and (3.82) give φµν = hµν , we have
eaµ(x) = δ
a
µ + κh
a
µ(x). (3.85)
This implies that eaµ = ηaµ + κhaµ. And use of Eq. (3.10) in ea
µ = gµνeaν gives
ea
µ = δµa − κhaµ. (3.86)
Now we are in a position to expand the Lagrangian L
(f)
G,EM to O(κ). First consider
the terms in Eq. (3.75) involving the spin connection:
− 1
8
√−geaµωµbc(ψ¯γaσbcψ + h.c.). (3.87)
On using the weak field expressions for the vierbeins in Eq. (3.74), we obtain
√−geaµωµbc = κ(∂chba − ∂bhca). (3.88)
Also,
ψ¯γaσbcψ + h.c. = ψ¯[γa, σbc]+ψ
=
i
2
ψ¯
(
(γaγbγc − γcγbγa) + (γbγcγa − γaγcγb)
)
ψ
= 2ǫabcdψ¯γdγ5ψ, (3.89)
using
γaγbγc = ηabγc + ηbcγa − ηcaγb − iǫabcdγdγ5. (3.90)
The product of the expressions given by Eq. (3.88) and (3.89) vanish because the graviton
field is symmetric. Thus the expression (3.87) vanishes at O(κ).
The other terms in Eq. (3.75) not involving Aµ are
√−g
[( i
2
ψ¯γaea
µ∂µψ + h.c.
)
−mf ψ¯ψ
]
. (3.91)
Using Eqs. (3.11) and (3.86), the O(κ) term in the above expression turns out to be
Lffh = −κhλρ(x)T̂ (f)λρ (x) (3.92)
31
hλρ
f(p) f(p′)
= −iκVλρ(p, p′)
Figure 3.2: Feynman rule for the tree-level gravitational vertex of a fermion. Vλρ(p, p
′) is
given in Eq. (3.95).
with the energy-momentum tensor operator for the fermion given by
T̂
(f)
λρ (x) =
( i
4
ψ¯(x)[γλ∂ρ + γρ∂λ]ψ(x) + h.c.
)
− ηλρL (f)0 (x). (3.93)
(see Eq. (3.47) for L
(f)
0 ). Here we have explicitly symmetrized the term within square
brackets in Eq. (3.93), making use of the fact that it comes multiplied with hλρ. Writing
out in full,
T̂
(f)
λρ =
i
4
(
ψ¯γλ∂ρψ + ψ¯γρ∂λψ − (∂ρψ¯)γλψ − (∂λψ¯)γρψ
)
−ηλρ
( i
2
(ψ¯γµ∂µψ − (∂µψ¯)γµψ)−mf ψ¯ψ
)
. (3.94)
Let us now consider the vertex given in Fig. 3.2. Each term of Lffh gives a contribution
to this vertex, with ψ destroying the fermion and ψ¯ creating it. We thus obtain [43, 44, 11]
Vλρ(p, p
′) =
1
4
[γλ(p+ p
′)ρ + γρ(p+ p
′)λ]− 1
2
ηλρ[(/p−m) + (/p′ −m)]. (3.95)
3.5.3 Fermion-fermion-photon-graviton vertex
The term involving Aµ in Eq. (3.75) is
− eQf
√−geaµψ¯γaψAµ. (3.96)
Using Eqs. (3.11) and (3.86), the O(κ) term in this expression turns out to be [42, 44]
LffAh = −eκQfaµνλρhλρψ¯γνψAµ, (3.97)
with
aµνλρ = ηµνηλρ − 1
2
(ηµληνρ + ηµρηνλ). (3.98)
Here we have explicitly symmetrized aµνλρ in λ and ρ. The Lagrangian of Eq. (3.97) gives
rise to the fermion-fermion-photon-graviton vertex with the vertex factor −ieκQfaµνλργν .
32
Figure 3.3: Diagrams of O(eκ) with two fermions, one photon and one graviton in the
external lines. These are the tree-level diagrams for the photoproduction of gravitons off
electrons.
3.5.4 Important features of the vertex factors
All the three vertex factors deduced by us are seen to be symmetric under the exchange
of λ and ρ. This is because they represent the coupling to hλρ, which is a symmetric tensor.
We now proceed to discuss the other important features of these vertex factors.
The photon-photon-graviton vertex factor −iκCµνλρ(k, k′), with Cµνλρ(k, k′) given by
Eq. (3.79), is also symmetric under the simultaneous exchange of µ and ν, and, k and k′.
This reflects the Bose symmetry under the interchange of the two photons. The vertex
factor also satisfies electromagnetic gauge invariance:
kµCµνλρ(k, k
′) = 0 = k′νCµνλρ(k, k
′) . (3.99)
It also satisfies gravitational gauge invariance:
(k − k′)λǫµ(k)ǫν(k′)Cµνλρ(k, k′) = 0 = (k − k′)ρǫµ(k)ǫν(k′)Cµνλρ(k, k′) , (3.100)
k − k′ being the four-momentum of the graviton. In writing Eq. (3.100), we have taken
the polarization vectors of the photons to be real. To prove Eq. (3.100), one has to use
the on-shell conditions k2 = 0 = k′2 and k · ǫ(k) = 0 = k′ · ǫ(k′) for the photons.
It may be noted that to prove a given kind of gauge invariance, the particles carrying
the corresponding charge must be put on-shell. Since neither the photon nor the graviton
carries electric charge, it was not necessary to put them on-shell in Eq. (3.99). On the
other hand, the photon has gravitational coupling, i.e. carries “gravitational charge” (this
is in fact true for any particle, as all particles possess energy). So the photons were put
on-shell in Eq. (3.100).
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We now turn to the fermion-fermion-graviton vertex factor −iκVλρ(p, p′), with
Vλρ(p, p
′) given by Eq. (3.95). Here again one can check gravitational gauge invariance:
(p− p′)λu¯(~P ′)Vλρ(p, p′)u(~P ) = 0 = (p− p′)ρu¯(~P ′)Vλρ(p, p′)u(~P ) (3.101)
with the electrons put on-shell for reasons stated just now.
Finally we consider the fermion-fermion-photon-graviton vertex factor ieκaµνλργ
ν with
aµνλρ given by Eq. (3.98). The checking of gauge invariance is now less trivial. This is
because there are three other diagrams of O(eκ) with the same external lines. These four
diagrams, given in Fig. 3.3, represent the photoproduction of gravitons off electrons at
tree-level (note that the third diagram from the left is just the vertex under consideration).
When all the four diagrams are taken together, it is possible to prove electromagnetic and
gravitational gauge invariance [42].
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CHAPTER 4
Charged leptons in thermal QED
4.1 Dispersion relation and inertial mass
We saw in Chapter 2 that in the real-time formulation of thermal field theory, there
are four free-field propagators. Similarly there are four full or exact propagators with
the Heisenberg picture fields replacing the interaction picture fields in the definitions of
the free-field propagators. There are also four self-energies Σab with −iΣab (a, b = 1, 2)
denoting the 1PI self-energy diagram in which the momentum enters at a b-type vertex
and leaves at an a-type vertex. (We are now dealing with the specific case of fermions.)
Thus the free-field propagator, the full or exact propagator and the self-energy are all
2 × 2 matrices [28, 30]. The poles of the full propagator for a fermion of momentum pµ
occur at the poles of the function
S ′f(p) = [/p−mf − Σf (p)]−1 (4.1)
where Σf(p) is related to the components of the self-energy matrix. Let us define
ReΣf ≡ 1
2
(Σf + γ
0Σ†fγ
0) (4.2)
and
ImΣf ≡ 1
2i
(Σf − γ0Σ†fγ0), (4.3)
and likewise for Σab. Then the aforementioned relations are [28, 30]
ReΣf (p) = ReΣ11(p), (4.4)
ImΣf (p) =
ImΣ11(p)
1− 2ηf(p) , (4.5)
35
with ηf(p) given by Eq. (2.51).
Considering the analogy of Eq. (4.1) to the vacuum case, we shall call Σf (p) the
self-energy of the fermion. It has the general form
Σf (p) = a/p+ b/v + c (4.6)
at one loop in an isotropic medium with four-velocity vµ. Here a, b and c are Lorentz-
invariant functions of the two Lorentz scalars
ω ≡ p · v, (4.7)
P ≡ [(p · v)2 − p2]1/2. (4.8)
ω and P are the Lorentz-invariant energy and three-momentum respectively, which satisfy
p2 = ω2 − P 2. (4.9)
Eq. (4.6) can contain an additional term proportional to σµνpµvν in the more general case.
However, such a term does not appear at the level of the one-loop calculations [5] that
we are considering in this work, and therefore we omit it.
We shall be interested only in the dispersive part of the self-energy. This means that
the corresponding term ψ¯Σfψ of the Lagrangian in momentum space is hermitian, which
translates to the condition
Σf (p) = γ
0Σ†f(p)γ
0. (4.10)
Thus, the dispersive part of the self-energy is given by ReΣf . On the other hand, when
one is also interested in the absorption of the fermion in the medium, the Lagrangian
must no longer be hermitian, and so one has to consider the entire Σf . For the relation
between ImΣf and the damping rate of the fermion, see, for example, Refs. [45] and [23].
We shall deal only with ReΣf and by Σf , we shall henceforth refer only to ReΣf . Clearly,
the Lorentz scalars a, b and c of Eq. (4.6) are real in our case.
Now S ′f (p) of Eq. (4.1) can be written in the form
S ′f(p) = N(p)[D(p)]
−1 (4.11)
with
N(p) = (1− a)/p− b/v + (mf + c), (4.12)
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D(p) = [(1− a)p− bv]2 − (mf + c)2. (4.13)
The poles of S ′f(p) are given by D(p) = 0. At O(e
2) (i.e., on keeping only the terms
independent of or linear in a, b and c), this leads to
ω2 = P 2 +m2f + 2[a(ω
2 − P 2) + bω +mfc] (4.14)
= P 2 +m2f +
1
2
Tr[(/p+mf )Σf ] . (4.15)
Taking the square root, we obtain the pair of solutions
ω± = ±
√
P 2 +m2f ±
1
4
√
P 2 +m2f
Tr[(/p+mf )Σf ]. (4.16)
These are implicit equations for ω as function of P , since the R.H.S. contains a, b and c
which are again functions of ω. We now write
ω±(P ) = ±Ef,f¯ (P ) (4.17)
Eq. (4.16) can then be used to solve for Ef(P ) and Ef¯ (P ). These are the dispersion
relations corresponding to the fermion and the antifermion respectively. In perturbation
theory, the justification for Eq. (4.17) is that it reduces to the usual dispersion relations
at the tree-level. (See also Secs. 4.3 and 4.4 on charge conjugation. For justification at
a non-perturbative level, see the last paragraph of this section.) The inertial masses are
defined as
Mf,f¯ ≡ Ef,f¯(0) = ±ω±(0). (4.18)
Eq. (4.16) then gives
Mf,f¯ = mf +
1
4mf
{
Tr[(/p+mf )Σf ]
}
ω=±mf
P=0
, (4.19)
using the tree-level values of ω in the O(e2) part.
We shall perform all calculations in the rest frame of the medium, in which vµ has the
components given by Eq. (2.33), and in that frame, we define the components of pµ by
writing
pµ = (p0, ~P ). (4.20)
(Eq. (4.8) shows that the magnitude of the rest-frame three-momentum ~P is indeed equal
to the Lorentz-invariant three-momentum P . So our notations are consistent.) Then
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a, b, c are functions of the variables p0 and P , which we will indicate by writing them as
a(p0, P ), and similarly for the other ones, when we need to show it explicitly. In the same
way, N(p) and D(p) of Eqs. (4.12) and (4.13) will be written as N(p0, ~P ) and D(p0, P ).
Since the condition ω = ±mf now reduces to p0 = ±mf , we have
Mf,f¯ = mf +
1
4
{
Tr[(1± γ0)Σf ]
}
pµ=(±mf ,~0)
(4.21)
Defining
Ef,f¯(p0, ~P ) =
1
4
Tr[(γ0 ± 1)Σf ] (4.22)
= ap0 + b± c, (4.23)
the inertial masses to O(e2) are given by
Mf = mf + Ef(mf ,~0),
Mf¯ = mf − Ef¯(−mf ,~0). (4.24)
Eq. (4.22) is a useful formula that allows us to extract the matter-induced corrections to
the inertial mass directly from the one-loop expression for Σf . As we will see later, the
wavefunction renormalization factor is determined in terms of the same quantities Ef and
Ef¯ .
It may be noted CPT symmetry, if present, ensures that Ef(P ) = Ef¯ (P ), and con-
sequently, Mf = Mf¯ . However, normal matter is CPT -asymmetric, and, as we shall see
from explicit calculations, Mf no longer equals Mf¯ .
The antifermion dispersion relation of Eq. (4.17) and the hole dispersion relation of
Ref. [46] (see also Ref. [47]) are based on the same concept, namely, the removal of a
particle from the thermal background. However, Ref. [46] considers a different situation:
high-temperature massless QED (or QCD) at zero chemical potential. In this situation,
while one can decompose the propagator as D(p) = (ω−ω+)(ω−ω−) such that ω± = ±P
at the tree-level, there are some important differences from our case. Firstly, one gets
two dispersion relation from ω+ itself. One relation, of course, is obtained by writing
ω+ = Ef(P ). The other is obtained by writing ω+ = −Eh(P ). The form of ω+ is
such that there is an Eh(P ) which is positive for all P . This is the hole state, also called
plasmino [48]. Secondly, ω− does not give dispersion relations distinct from those obtained
from ω+, since the medium is CPT symmetric.
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4.2 Spinor and wavefunction renormalization factor
Consider the momentum-space Dirac equation(
p0γ0 − ~P · ~γ −mf − Σf(p0, ~P )
)
ξ(~P ) = 0 (4.25)
in a medium. Requiring Eq. (4.25) to have non-trivial solutions yields the condition
D(p0, P ) = 0 (see Eq. (4.13)). This equation, as we have seen, possesses the two solutions
p0 = Ef (P ) and p0 = −Ef¯ (P ). Now ξ(~P ) for p0 = Ef(P ) is the fermion spinor Us(~P ).
On the other hand, ξ(~P ) for p0 = −Ef¯ (P ) is the antifermion spinor at three-momentum
−~P .
Thus, the fermion spinor Us(~P ) in a medium satisfies the equation(
/p−mf − Σf (p)
)
Us(~P ) = 0 (4.26)
with pµ = (Ef(P ), ~P ). We choose the normalization
U †s(~P )Us(~P ) = 1 . (4.27)
The hermitian conjugate of Eq. (4.26) is
U s(~P )
(
/p−mf − Σf(p)
)
= 0 (4.28)
where the condition (4.10) was used. We now use the general form of Eq. (4.6). Multi-
plying Eq. (4.26) from the left with Us(~P )γµ and Eq. (4.28) from the right with γµUs(~P ),
and adding the two resulting equations, one then arrives at the identity
U s(~P )γµUs(~P ) =
[
(1− a)pµ − bvµ
mf + c
]
Us(~P )Us(~P ). (4.29)
The time-component of Eq. (4.29), together with the normalization adopted in Eq. (4.27),
give
U s(~P )Us(~P ) =
mf + c
(1− a)Ef − b, (4.30)
which, when fed back into Eq. (4.29), yields
U s(~P )γµUs(~P ) =
(1− a)pµ − bvµ
(1− a)Ef − b . (4.31)
For future reference, we note that in particular, in the frame specified by Eq. (2.33),[
Us(~P )Us(~P )
]
~P=0
= 1 (4.32)
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(use Eq. (4.23) and the first of Eqs. (4.24), or use Eq. (4.34) below), and
[
Us(~P )γµUs(~P )
]
~P=0
= vµ. (4.33)
From Eq. (4.26), the explicit form of Us(~P ) can easily be worked out in the rest frame
of the medium, using any particular representation of the gamma matrices. The condition
for Eq. (4.26) to possess non-trivial solution is given by
[(1− a)Ef − b]2 = (1− a)2P 2 + (mf + c)2 (4.34)
which, of course, is nothing but the equation D(p0, P ) = 0 with p0 = Ef . The U -spinors
in the Dirac-Pauli representation are then given by
U±(~P ) =
√√√√(1− a)Ef − b+mf + c
2[(1− a)Ef − b]
 χ±(1− a)~σ · ~P
(1− a)Ef − b+mf + cχ±
 (4.35)
with the prefactor chosen in accord with the normalization condition of Eq. (4.27). Here
χ+ =
(
1
0
)
, χ− =
(
0
1
)
. (4.36)
The solutions in Eq. (4.35) can be used to find that
∑
s
Us(~P )U s(~P ) =
N(Ef , ~P )
2 [(1− a)Ef − b] . (4.37)
This relation is representation-independent.
Eq. (4.37) is useful in finding out the fermion wavefunction renormalization factor
Zf(P ). In a medium Zf is defined through the behaviour of the propagator at the one-
particle pole p0 = Ef (P ) [46]:
S ′f (p)
∣∣∣∣
1−particle
≈
Zf(P )
∑
s
Us(~P )U s(~P )
p0 − Ef . (4.38)
(See App. B for a proof of this relation in vacuum.) Note that we have explicitly indicated
the fact that Zf depends on ~P , but only on the magnitude of it, in an isotropic medium.
This will be checked below. Near the pole considered in Eq. (4.38), Eq. (4.11) reduces to
S ′f(p) ≈
N(Ef , ~P )
(p0 − Ef )
(
∂D
∂p0
)
p0=Ef
. (4.39)
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The requirement that the residues of these two expressions coincide, then yields
Zf (P ) =
2[(1− a)Ef − b]
(
∂D
∂p0
)−1
p0=Ef
, (4.40)
where we have used Eq. (4.37). Note that since a, b, c and (hence) D depend on ~P only
through P , so also does Zf . Now use
D(p0, P ) = (1− 2a)(p20 − P 2)− 2bp0 −m2f − 2mfc (4.41)
to O(e2). Then, to this order,
Zf(P ) = 1 +
[
a+
(
p0 − P
2
p0
)
∂a
∂p0
+
∂b
∂p0
+
mf
p0
∂c
∂p0
]
p0=Ef
. (4.42)
For the particular case ~P = 0 in which we shall be interested, Eq. (4.42) reduces to
Zf = 1 + ζf , (4.43)
where
ζf =
∂Ef
∂p0
∣∣∣∣∣
pµ=(mf ,~0)
, (4.44)
with Ef given by Eq. (4.22) or Eq. (4.23). From now on whenever we omit the dependence
of Zf on P in an equation, it is to be understood as the quantity evaluated at P = 0.
In this context, we note that in vacuum one can use the result Zf
−1 = 1−(dΣf/d/p)/p=m
just as well as Eq. (4.40) in order to determine the wavefunction renormalization factor.
But since in a medium a, b and c depend on p·v, one cannot define dΣf/d/p unambiguously,
and so Eq. (4.40) is the result to be used in the present case.
We now consider the case of the antiparticles. We have already defined the antifermion
spinor in the beginning of this section (see after Eq. (4.25)). Thus, the antifermion spinor
Vs(~P ) satisfies the equation
(
/p+mf + Σf (−p)
)
Vs(~P ) = 0 , (4.45)
where pµ = (Ef¯ (P ), ~P ). The normalization is chosen to be
V †s (
~P )Vs(~P ) = 1 . (4.46)
41
The analogy of Eq. (4.29) in the present case is
V s(~P )γµVs(~P ) = −
[
(1− a(−p))pµ + b(−p)vµ
mf + c(−p)
]
V s(~P )Vs(~P ) . (4.47)
From Eqs. (4.47) and (4.46), one can obtain the expressions for V s(~P )Vs(~P ) and
V s(~P )γ
µVs(~P ) just as in the case of the U -spinors. It may be noted that since a(p)
depends on ~P only through P , the quantity a(−p) essentially translates to a(p) evaluated
at p0 = −Ef¯ . Similar remarks hold for b and c.
The condition for Eq. (4.45) to possess non-trivial solution is given by
[(1− a(−p))Ef¯ + b(−p)]2 = (1− a(−p))2P 2 + (mf + c(−p))2 (4.48)
which is the equation D(p0, P ) = 0 with p0 = −Ef¯ . The normalized V -spinors in the
Dirac-Pauli representation are then given by
V±(~P ) =
√√√√(1− a(−p))Ef¯ + b(−p) +mf + c(−p)
2[(1− a(−p))Ef¯ + b(−p)]
×
 (1− a(−p))~σ · ~P(1− a(−p))Ef¯ + b(−p) +mf + c(−p)χ ′±
χ ′±
 . (4.49)
Here
χ ′+ = −
(
0
1
)
, χ ′− =
(
1
0
)
. (4.50)
(The choice of χ ′± is motivated by consideration of charge conjugation; this will be ex-
plained at the end of Sec. 4.3.) Eq. (4.49) leads to
∑
s
Vs(~P )V s(~P ) = −
N(−Ef¯ ,−~P )
2
[
(1− a(−p))Ef¯ + b(−p)
] . (4.51)
Zf¯(P ) is defined through the relation
S ′f(p)
∣∣∣∣
1−antiparticle
≈
Zf¯(P )
∑
s
Vs(−~P )V s(−~P )
p0 + Ef¯
. (4.52)
(See App. B for a proof of this relation in vacuum.) Near the pole considered in Eq.
(4.52), Eq. (4.11) reduces to
S ′f (p) ≈
N(−Ef¯ , ~P )
(p0 + Ef¯)
(
∂D
∂p0
)
p0=−Ef¯
. (4.53)
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Eqs. (4.51), (4.52) and (4.53) give
Zf¯(P ) = −
2[(1− a(p))Ef¯ + b(p)]
(
∂D
∂p0
)−1
p0=−Ef¯
. (4.54)
Hence we obtain, to O(e2),
Zf¯ (P ) = 1 +
[
a +
(
p0 − P
2
p0
)
∂a
∂p0
+
∂b
∂p0
+
mf
p0
∂c
∂p0
]
p0=−Ef¯
. (4.55)
At P = 0, this reduces to
Zf¯ = 1 + ζf¯ , (4.56)
where
ζf¯ =
∂Ef¯
∂p0
∣∣∣∣∣
pµ=(−mf ,~0)
. (4.57)
The tree-level spinors us and vs are the limiting cases of the spinors Us and Vs when the
effects of the medium are neglected. They satisfy the free Dirac equation in the vacuum,
as well as the relations
u¯sγµus =
pµ
mf
u¯sus (4.58)
u¯sus =
mf
Ef
(4.59)
(where p0 =
√
P 2 +m2f), with similar relations for vs but with the substitution pµ → −pµ
in the above equations.
We conclude this section by pointing out why a medium is expected to impart new
features to the wavefunction renormalization factor which are absent in vacuum. Firstly,
had the wavefunction renormalization factor been a function of momentum in vacuum, it
would have led to new kinds of divergence, spoiling the renormalizability of the theory.
But there is no such problem in a medium, since the thermal corrections do not involve
ultraviolet divergences. Secondly, CPT invariance in vacuum ensures that Zf = Zf¯ . But
since a medium can be CPT -asymmetric, this equality may not generally hold.
4.3 Effect of charge conjugation invariance
In this section, we consider the consequences of charge conjugation invariance for the
self-energy, the dispersion relations, the wavefunction renormalization factors and the
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antifermion spinor. C invariance is present when the background contains only photons,
and also when it contains, in addition, charged leptons at zero chemical potential. So
these consequences can be checked in such cases.
We begin by writing down the effect of the charge conjugation operator C on a spinor
field:
ψC(x) ≡ Cψ(x)C = Cγ0Tψ∗(x) . (4.60)
(Note that C2 = 1, so that C−1 = C.) C invariance of the free Dirac Lagrangian is
ensured by the relation
C−1γµC = −γµT (4.61)
where the matrix C is unitary:
C−1 = C† . (4.62)
Using (ψC)C = ψ, one can then show that the matrix C is also antisymmetric:
CT = −C . (4.63)
It will be useful to first go through the demonstration of the C invariance of the
tree-level Dirac action
Af =
∫
d4xψ¯(x)(iγµ∂µ −mf )ψ(x) . (4.64)
Let us define the Fourier transform of the spinor field by
ψ(x) =
∫
d4p
(2π)4
e−ip·xψ(p) . (4.65)
Putting this in Eq. (4.64), we obtain
Af =
∫ d4p
(2π)4
ψ¯(p)(/p−mf )ψ(p) . (4.66)
Now from Eqs. (4.60) and (4.65),
ψC(x) =
∫
d4p
(2π)4
eip·xCγ0
Tψ∗(p) , (4.67)
and so,
ψ¯C(x) = ψC
†(x)γ0 = −
∫
d4p
(2π)4
e−ip·xψT(p)C−1 , (4.68)
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where we used Eqs. (4.61) and (4.62). Substitution in Eq. (4.64) with ψ → ψC gives
AfC = −
∫ d4p
(2π)4
ψT(p)C−1(−/p−mf )Cγ0Tψ∗(p) . (4.69)
Note that we have −/p −mf in the place of /p−mf of Eq. (4.66), due to the presence of
eip·x in Eq. (4.67) in the place of e−ip·x in Eq. (4.65). A little rearrangement in Eq. (4.69)
leads to
AfC = −
∫
d4p
(2π)4
ψ¯(p)[C−1(/p+mf )C ]
Tψ(p) , (4.70)
which, on using Eq. (4.61), is found to equal Af , as it should.
Now consider the full Dirac action
A
′
f =
∫
d4p
(2π)4
ψ¯(p)
(
/p−mf − Σf(p)
)
ψ(p) , (4.71)
Following the derivation of Eq. (4.69), we can write down
A
′
fC = −
∫
d4p
(2π)4
ψT(p)C−1
(
− /p−mf − Σf (−p)
)
Cγ0
Tψ∗(p) . (4.72)
Rearranging as in the case AfC and demanding that
A
′
f = A
′
fC , (4.73)
we arrive at the condition for C invariance:
Σf (p) = [C
−1Σf (−p)C]T . (4.74)
Using the general form of Σf (p) given in Eq. (4.6), and also using Eq. (4.61), it follows
that the Lorentz scalars a, b and c then satisfy
a(−p) = a(p) , b(−p) = −b(p) , c(−p) = c(p) . (4.75)
Substitution of these conditions in Eq. (4.48) and comparison of the resulting equation
with Eq. (4.34) show that Ef and Ef¯ satisfy identical equations under C invariance, i.e.,
the fermion and antifermion dispersion relations are then the same.
Turning to the wavefunction renormalization factor, we rewrite Eq. (4.55) as
Zf¯(P ) = 1 +
[
a(−p) +
(
p0 − P
2
p0
)
∂a(−p)
∂p0
− ∂b(−p)
∂p0
+
mf
p0
∂c(−p)
∂p0
]
p0=Ef¯
. (4.76)
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Substitution of the conditions of Eq. (4.75) and comparison with Eq. (4.42) then shows
that Zf¯(P ) = Zf(P ) (on using Ef¯ = Ef ). So C invariance also leads to the equality of
the fermion and antifermion wavefunction renormalization factors.
Such symmetries between the properties of the particle and the antiparticle are, in
general, the consequence of CPT invariance. However, the form of the self-energy as
given by Eq. (4.6) already implies invariance of the action under parity and time reversal.
So the additional imposition of C invariance through Eq. (4.75) is, in fact, equivalent to
the requirement of CPT invariance.
Finally we consider the antifermion spinor. At the tree-level, the fermion spinor is
related to the antifermion spinor by
vs(~P ) = Cγ0
Tu∗s(
~P ) . (4.77)
To verify this, start with the equation (/p−mf )us(~P ) = 0. Then vs(~P ), as defined above,
satisfies
(
pµCγ0
Tγµ
∗(Cγ0
T)−1 −mf
)
vs(~P ) = 0 . (4.78)
This, on using the hermitian conjugation property of the gamma matrices and then Eq.
(4.61), reduces to the familiar equation (/p+mf )vs(~P ) = 0.
Let us now try to generalize this exercise in the presence of radiative corrections. That
is, let us start with Eq. (4.26), and write
Vs(~P ) = Cγ0
TU∗s(
~P ) . (4.79)
Then one can find an equation for Vs(~P ) just as we found Eq. (4.78). Demanding that this
equation for Vs(~P ) be the same as Eq. (4.45) leads, on using Ef = Ef¯ , to the condition
Σf (p) = Cγ0
TΣf
∗(−p)γ0TC−1 . (4.80)
Use Eq. (4.10) and then Eq. (4.63) in Eq. (4.80). This reduces it to Eq. (4.74). We
therefore conclude that the tree-level definition (4.77) of the antifermion spinor can be
extended to (4.79) in the presence of C invariance. In the Dirac-Pauli representation,
one can choose C = iγ2γ0 (thereby fixing the overall phase in C which is left arbitrary by
Eqs. (4.61), (4.62) and (4.63)), while the explicit solutions for the spinors have already
been given in Eqs. (4.35) and (4.49). One can then verify Eq. (4.79), making use of the
conditions of Eq. (4.75) together with Ef = Ef¯ .
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4.4 Relations when background is not C invariant
Let us now consider the case when the background contains charged leptons at non-
zero chemical potential. This breaks the invariance under charge conjugation, even though
the underlying Lagrangian, being that of QED, is C invariant.
Recall from Sec. 2.2 that the effect of the medium is introduced through the operator
J given by Eq. (2.4), which occurs in the density operator. The operator J is made up of
H and Q, which transform under charge conjugation as
CHC = H, CQC = −Q . (4.81)
The relations (4.81) can be explicitly checked at the tree-level, as follows. Considering the
contribution from the charged leptons only, the expressions for H and Q are those given
in Eq. (A.11). Let us now consider Eq. (4.60) and substitute the expansion (2.37) into it.
Using Eq. (4.77), and us(~P ) = Cγ0
Tv∗s(
~P ) (following from Eq. (4.77) and the properties
of the matrix C), we obtain
Ccs(~P )C = ds(~P ), Cds(~P )C = cs(~P ) , (4.82)
so that
Cc†s(~P )cs(~P )C = d
†
s(~P )ds(~P ) , Cd
†
s(~P )ds(~P )C = c
†
s(~P )cs(~P ) . (4.83)
(For these steps, it is convenient to use C† = C, which follows from C2 = 1 and the fact
that C is a unitary operator.) Use of Eqs. (4.83) in Eqs. (A.11) at once leads to Eqs.
(4.81).
From Eqs. (2.4) and (4.81), it is clear that CJC does not equal J when µ 6= 0. Note,
however, that J stays the same if charge conjugation is followed by a reversal of the sign
of µ. Consequently, while the relation in Eq. (4.73) breaks down, the relation
A
′
f = [A
′
fC ] µ→−µ (4.84)
holds. Eq. (4.75) is then modified to
[a(−p)] µ→−µ = a(p) , [b(−p)] µ→−µ = −b(p) , [c(−p)] µ→−µ = c(p) . (4.85)
Retracing the subsequent steps of Sec. 4.3, one then arrives at
[Ef¯ (P )]µ→−µ = Ef(P ) , (4.86)[
Zf¯(P )
]
µ→−µ
= Zf(P ) , (4.87)[
Vs(~P )
]
µ→−µ = Cγ0
TU∗s(
~P ) . (4.88)
47
(A)
ℓ(p)ℓ(p+ k)ℓ(p)
γ(k)
(B)
ℓ(p)ℓ(p)
γ
f(k)
Figure 4.1: One-loop diagrams for the self-energy of a charged lepton ℓ in a medium.
4.5 Calculations at O(e2)
4.5.1 Self-energy
The self-energy diagrams are shown in Fig. 4.1. In view of Eq. (4.4), we need to
concern ourselves only with the 1-type vertex. (Actually, the upper vertex of Fig. 4.1B
can still be of 2-type, but we shall see that there is no contribution in this case.) The
propagators for the internal lines are therefore the “11” propagators of Chap. 2. For a
fermion, the propagator is thus given by Eqs. (2.48), (2.49), (2.50) and (2.51), while for
the photon, the propagator in the Feynman gauge is given by Eqs. (2.52), (2.53), (2.54)
and (2.55).
The contribution for Fig. 4.1B vanishes because the photon tadpole is zero. There are
several reasons for the vanishing of the photon tadpole in vacuum, but, as we shall see,
only one of these arguments continue to hold in normal matter. First consider Lorentz
invariance. The photon tadpole must equal a four-vector, but there being no four-vector
available in vacuum (the photon line of the tadpole carries zero momentum), the tadpole
has to vanish. However in a medium, we do have a four-vector, namely, the four-velocity vµ
of the medium, and the tadpole can be proportional to it. Next consider invariance under
the action of the charge conjugation operator C. Using C|0〉 = 0 and CAµC = −Aµ, it is
clear that 〈0|Aµ|0〉 vanishes. But in a medium, the expectation value is with respect to the
thermal state which need not be C-invariant (normal matter, e.g., contains electrons but
no positrons) and in that case this argument also is invalidated. Finally one must realize
that the photon tadpole, since it has no other external lines, represents the coupling of
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the photon to the net current in vacuum or in the medium, as the case may be. This net
current is zero not only in vacuum, but also in an electrically neutral medium, thereby
ensuring the vanishing of the photon tadpole.
As an illustration of the formal reasoning presented above, let us now explicitly eval-
uate the photon tadpole contained in Fig. 4.1B. The tadpole is given by
T µ =
∑
f
∫
d4k
(2π)4
Tr
[
ieQfγµiSf(k)
]
. (4.89)
Here the sum is over all species of fermions in the medium, the charge of each species
being denoted by Qf with the convention that Qe = −1. The vacuum part of Eq. (4.89),
coming from iSFf(p) of Eq. (2.48), vanishes separately for each fermion in the loop. On
the other hand, the thermal part, coming from STf (p) of Eq. (2.48), equals
T µ = −i4e∑
f
Qf
∫ d4k
(2π)3
δ(k2 −m2f )ηf (k)kµ . (4.90)
Let us write T µ = vµT where T is a scalar, so that T = vµT
µ. It is easy to evaluate T by
going over to the rest frame given by Eq. (2.33), and performing the k0 integration. We
thus obtain
T µ = −ievµ∑
f
Qf
[
2
∫
d3K
(2π)3
[ff (EK)− ff¯ (EK)]
]
(4.91)
The distribution functions are given by Eq. (2.43). Here, as elsewhere, we write the
components of a four-vector as kµ = (k0, ~K), and use the notation EK ≡
√
K2 +m2f .
Since the number densities are given by
nf,f¯ = 2
∫ d3K
(2π)3
ff,f¯(E) , (4.92)
Eq. (4.91) shows that T µ is proportional to the total charge density of the medium, and
indeed vanishes for an electrically neutral medium such as normal matter.
At this point, we consider the case when the upper vertex in Fig. 4.1B is a 2-type
vertex. Because the thermal part of the “22” propagator is the same as that of the “11”
propagator, and the 2-type vertex differs from the 1-type vertex by a sign, the photon
tadpole in this case is just the negative of the value given in Eq. (4.91), and therefore
again vanishes in a neutral medium.
However, in anticipation of the calculation of the gravitational interaction of the
fermion in Chap. 5, we mention here that in the presence of the gravitational poten-
tial, the diagram of Fig. 4.1B is not zero by itself. This is because the condition of
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the vanishing of the photon tadpole (which is equivalent to require that the medium be
electrically neutral) involves other diagrams. This will be discussed in detail in Sec. 5.4.3.
Let us now return to our present calculation of the self-energy (in the absence of
gravitational potential), for which we need to consider only Fig. 4.1A. Thus the charged
lepton self-energy is given by
− iΣℓ(p) = (ie)2
∫
d4k
(2π)4
γµiSℓ(p+ k)γ
νiDµν(k) . (4.93)
When Eqs. (2.48) and (2.52) are substituted into Eq. (4.93), four terms are produced.
Since we are interested in the background induced contributions only, we disregard the
term involving both SFℓ and ∆F . Among the other three, the one involving both STℓ and
∆T contributes only to the absorptive part of the self-energy (see Eq. (4.5)), and does
not concern us here. The contributions to the dispersive part of the self-energy (see Eq.
(4.4)) arises from the remaining two terms, which can be written in the form
Σ′ℓ(p) = Σ
′
ℓ1(p) + Σ
′
ℓ2(p) , (4.94)
where
Σ′ℓ1(p) = 2e
2
∫
d4k
(2π)3
δ(k2)ηγ(k)
/p + /k − 2mℓ
p2 + 2k · p−m2ℓ
, (4.95)
Σ′ℓ2(p) = − 2e2
∫
d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
/k − 2mℓ
p2 − 2k · p+m2ℓ
. (4.96)
We shall now write
Σ′ℓ1(p) = a1(p)/p+ b1(p)/v + c1(p) (4.97)
and check the conditions of C invariance stated in Eq. (4.75). Eq. (4.97) can be inverted
to express a1(p), b1(p) and c1(p) in terms of Tr[/pΣ
′
ℓ1(p)], Tr[/vΣ
′
ℓ1(p)] and Tr[Σ
′
ℓ1(p)]. Then
using the expression of Eq. (4.95), we obtain
a1(p) =
2e2
(p · v)2 − p2
∫
d4k
(2π)3
δ(k2)ηγ(k)
(p · v)(k · v + p · v)− (k · p+ p2)
p2 + 2k · p−m2ℓ
,
b1(p) =
2e2
(p · v)2 − p2
∫
d4k
(2π)3
δ(k2)ηγ(k)
(p · v)(k · p)− p2k · v
p2 + 2k · p−m2ℓ
,
c1(p) = −4e2mℓ
∫
d4k
(2π)3
δ(k2)ηγ(k)
1
p2 + 2k · p−m2ℓ
. (4.98)
Changing p to −p, and, simultaneously, k to −k, in each of these expressions, one can
readily check the properties given by Eq. (4.75).
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Let us next write
Σ′ℓ2(p) = a2(p)/p+ b2(p)/v + c2(p) . (4.99)
We then have
a2(p) =
2e2
(p · v)2 − p2
∫ d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
k · p− (p · v)(k · v)
p2 − 2k · p+m2ℓ
,
b2(p) =
2e2
(p · v)2 − p2
∫ d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
p2k · v − (p · v)(k · p)
p2 − 2k · p +m2ℓ
,
c2(p) = 4e
2mℓ
∫ d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
1
p2 − 2k · p+m2ℓ
. (4.100)
To check the conditions of Eq. (4.85), we first have to change µℓ to −µℓ. Eq. (2.51) shows
that this is equivalent to changing ηℓ(k) to ηℓ(−k). After making this change, one only
has to change p to −p, and, simultaneously, k to −k, and the conditions check out.
4.5.2 Calculation of inertial mass
Using Eq. (4.22), and according to the decomposition given in Eq. (4.94), we write
Eℓ = Eℓ1 + Eℓ2 , (4.101)
where
Eℓ1 = 2e2
∫ d4k
(2π)3
δ(k2)ηγ(k)
p0 + k0 − 2mℓ
p2 + 2k · p−m2ℓ
, (4.102)
Eℓ2 = −2e2
∫ d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
k0 − 2mℓ
p2 − 2k · p+m2ℓ
. (4.103)
We can make a similar decomposition of Eℓ¯. The quantities Eℓ¯1 and Eℓ¯2 are obtained from
Eℓ1 and Eℓ2 by replacing mℓ by −mℓ.
The inertial mass is determined by applying Eq. (4.24), and, according to the decom-
position given in Eq. (4.101), we write it as
Mℓ = mℓ +mℓ1 +mℓ2 , (4.104)
and similarly for the anti-leptons. Substituting pµ = (mℓ,~0) in Eq. (4.102), and using the
fact that the terms in the integrand that are odd in k yield zero, we obtain
mℓ1 ≡ Eℓ1(mℓ,~0) = e
2
mℓ
∫ d4k
(2π)3
δ(k2)ηγ(k)
=
e2T 2
12mℓ
. (4.105)
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This is the contribution to the inertial mass from the photons in the background, in
agreement with the result quoted in Eq. (1.1), and it is non-zero for any the charged
lepton propagating through the medium. In a similar fashion we find
mℓ¯1 ≡ −Eℓ¯1(−mℓ,~0) =
e2T 2
12mℓ
, (4.106)
and therefore the photon contribution for the anti-particle is the same as for the corre-
sponding particle.
In order to justify the usage of the term “inertial mass,” we now deduce the O(e2)
dispersion relation when only photons are present in the background. For this purpose,
Eq. (4.95) has to be used in Eq. (4.15). Since the tree-level dispersion relation p2 =
ω2 − P 2 = m2ℓ can be used in O(e2) terms, we obtain
Tr[(/p+mℓ)Σ
′
ℓ1] =
e2T 2
3
, (4.107)
after a term odd in the integration variable drops out, leading to the same integral as in
Eq. (4.105). Consequently, Eq. (4.15) reads
ω2 = P 2 +m2ℓ +
e2T 2
6
, (4.108)
and the dispersion relations are
Eℓ(P ) = Eℓ¯(P ) =
√
P 2 +m2ℓT (4.109)
with
mℓT = mℓ +
e2T 2
12mℓ
. (4.110)
Thus the dispersion relations in photon background are of the same form as in vacuum,
and reduce to Eℓ = Eℓ¯ = mℓT + P
2/2mℓT in the non-relativistic limit. From this, it
is clear that mℓT is the inertial mass. Now, from Eq. (4.109), mℓT also equals Eℓ(0) or
Eℓ¯(0), thereby justifying our definition of inertial mass given in Eq. (4.18). Note that Eq.
(4.110) is in agreement with the results given in Eqs. (4.105) and (4.106).
When the medium also contains fermions, one finds that the dispersion relations no
longer possess the form given in Eq. (4.109). This is because, unlike in Eq. (4.107),
Tr[(/p +mℓ)Σ
′
ℓ2] is a function of momentum. We have chosen to call Eℓ(0) and Eℓ¯(0) the
inertial masses even in this case, by a generalization of the usual application of the term.
Sometimes these quantities are called the phase-space masses [20].
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In passing, we remark that the first equality in Eq. (4.109) is as expected from C
invariance, which is present in the case of a photon background.
We now turn to the fermion background term given in Eq. (4.103), and find its effect
on the inertial mass. In a background that contains electrons but not the other charged
leptons, the distribution functions for the muon and the tau vanish. As a result,
mµ2 = mτ2 = mµ¯2 = mτ¯2 = 0 . (4.111)
For the electron, we obtain
me2 ≡ Ee2(me,~0) = e
2
me
∫ d4k
(2π)3
δ(k2 −m2e)ηe(k)
[
k0 − 2me
k0 −me
]
(4.112)
Performing the integrations over k0 and the angular variables, we obtain
me2 =
e2
2π2me
∫ ∞
0
dK
K2
2EK
[(
EK − 2me
EK −me
)
fe(EK) +
(
EK + 2me
EK +me
)
fe¯(EK)
]
. (4.113)
Here EK is given by Eq. (2.6) (with m replaced by me) and the distribution functions by
Eq. (2.43). Similarly,
me¯2 ≡ −Ee¯2(−me,~0)
=
e2
2π2me
∫ ∞
0
dK
K2
2EK
[(
EK + 2me
EK +me
)
fe(EK) +
(
EK − 2me
EK −me
)
fe¯(EK)
]
.
(4.114)
The integration over K can be performed only when the distribution functions are
specified, and we will consider some examples in Sec. 5.6. Here we only note the general
result of Eq. (4.86), obtained by charge conjugation, is borne out at P = 0 by Eqs. (4.113)
and (4.114): the inertial mass corrections for the particle and the antiparticle are the same
only after we implement µe → −µe, or equivalently,
fe ↔ fe¯ , (4.115)
in one of them.
4.5.3 Calculation of wavefunction renormalization factor
We decompose
ζℓ = ζℓ1 + ζℓ2 (4.116)
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with a similar decomposition for the anti-leptons, where, from Eq. (4.44),
ζℓi =
∂Eℓi
∂p0
∣∣∣∣∣
pµ=(mℓ,~0)
for i = 1, 2, (4.117)
and, from Eq. (4.57),
ζℓ¯i =
∂Eℓ¯i
∂p0
∣∣∣∣∣
pµ=(−mℓ,~0)
for i = 1, 2. (4.118)
From Eq. (4.102), we obtain
∂Eℓ1
∂p0
∣∣∣∣∣
pµ=(mℓ,~0)
=
∂Eℓ¯1
∂p0
∣∣∣∣∣
pµ=(−mℓ,~0)
= − e
2
m2ℓ
∫
d3K
(2π)3
fγ(K)
K
(
1− m
2
ℓ
K2
)
, (4.119)
which implies
ζℓ1 = ζℓ¯1 = −
e2T 2
12m2ℓ
+
e2
2π2
∫ ∞
0
dK
K
fγ(K) , (4.120)
the photon distribution function being given by Eq. (2.56). Notice that the integral in
Eq. (4.120) is infrared divergent. This divergence will turn out to be of importance in
Chap. 5, since there it will cancel a similarly divergent term in the gravitational vertex
contribution to the gravitational mass (see Eq. (5.59)).
Since the electron background terms do not contribute to the self-energy of the muon
or the tau, it follows that
ζµ2 = ζτ2 = ζµ¯2 = ζτ¯2 = 0 . (4.121)
For the electron, Eq. (4.103) implies
∂Ee2
∂p0
∣∣∣∣∣
pµ=(me,~0)
= −Ee2(me,
~0)
me
∂Ee¯2
∂p0
∣∣∣∣∣
pµ=(−me,~0)
=
Ee¯2(−me,~0)
me
, (4.122)
which yield
ζe2 = −me2
me
ζe¯2 = −me¯2
me
, (4.123)
with me2 and me¯2 given in Eqs. (4.113) and (4.114) respectively. The result (4.120) shows
that Ze = Ze¯ in a photon background, while the result (4.123) shows that Ze transforms
to Ze¯ under fe ↔ fe¯ (so that me2 becomes me¯2) as expected from considerations of charge
conjugation.
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CHAPTER 5
Gravitational couplings of charged
leptons in a medium
5.1 Introduction
The underlying Lagrangian for the calculations of this chapter is that of the weak
gravitational field version of QED in curved space, which was discussed in Chapter 3.
Thus we shall use the graviton couplings of Sec. 3.5, in addition to, of course, the flat
space QED coupling. Since the coupling constant κ is of mass dimension −1, the theory
we are considering is non-renormalizable. But this will not be a problem, since our
calculations will be confined to the lowest order in κ, and the radiative corrections to be
considered will involve an expansion in the electromagnetic coupling constant e. All our
calculations will be valid at energies low compared to κ−1 ≈ mPlanck, as stated in Sec.
3.1. (This is comparable, to some extent, to tree-level calculations using the four-Fermi
interaction, which are valid at energies much less than mW .)
5.2 Gravitational mass
The gravitational mass is a measure of the strength of the coupling of the fermion
to the graviton. It can be determined in terms of the fermion’s vertex function for the
gravitational interaction. For this purpose, we are going to consider the S-matrix element
of quantum field theory for the case of scattering of a slowly moving fermion, by a weak
and static external gravitational field (these conditions define the Newtonian limit of
gravitational interaction). Since our aim is to calculate gravitational mass in a medium,
we must consider this scattering to take place in the presence of a thermal background.
So, let us first consider the relevant part
Leff = −κhλρ(x)T̂λρ(x) (5.1)
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of the interaction Lagrangian. Here T̂λρ(x) is the total energy-momentum tensor operator,
involving quantized fermion and photon fields, such that Leff represents the possible
interactions of these fields with the classical field hλρ(x) to all orders in e. The S-matrix,
to lowest order in κ, is then
S = 1− iκ
∫
d4xhλρ(x)T̂λρ(x). (5.2)
Eq. (5.2) follows from the well-known S-matrix expansion
S = T [exp(i
∫
d4xLint)] (5.3)
where T denotes time-ordering. The standard derivation of this formula assumes that the
interaction Lint does not contain derivatives of fields, so that the commutation relations of
the interacting theory are the same as those in the free-field theory, and also Hint = −Lint.
In the present case, Leff does contain derivatives through T̂λρ (see, for example, Eqs. (3.78)
and (3.93)). However the formula (5.3) can be shown to be generally valid, irrespective
of Lint containing derivatives or not, provided one uses the commutation relations of the
free theory in calculating the S-matrix elements [49]. This justifies our use of Eq. (5.3),
and also the derivation of the interaction vertices in Secs. 3.5.1 and 3.5.2.
Returning to Eq. (5.2), we now consider the S-matrix element between incoming and
outgoing fermion states:
Sff ≡ 〈f(~P ′, s)|S|f(~P, s)〉 (5.4)
= −iκ〈f(~P ′, s)|T̂λρ(0)|f(~P , s)〉
∫
d4x e−iq·xhλρ(x) , (5.5)
where we have used the relation
T̂λρ(x) = e
iP̂ .xT̂λρ(0)e
−iP̂ .x, (5.6)
P̂µ being the momentum operator, and also defined
q = p− p′ . (5.7)
Here q0 = Ef − E ′f , each of the energies satisfying the dispersion relation of charged
leptons in thermal QED.
At zeroth order in e, the matrix element of Eq. (5.5) equals u¯s(p
′)Vλρ(p, p
′)us(p) with
Vλρ(p, p
′) given by Eq. (3.95). When higher orders in e are taken into account, we write
〈f(~P ′, s)|T̂λρ(0)|f(~P , s)〉 =
√
Zf(P )Zf(P ′) U s(~P
′)Γλρ(p, p
′)Us(~P ) (5.8)
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following the LSZ reduction formula of vacuum field theory. Here Γλρ(p, p
′) is the 1PI
vertex function: it is the sum of all connected, amputated diagrams contributing to the
fermion-fermion-graviton vertex. Though the vertex function can be defined in general
for off-shell momenta (see Eq. (C.11)), the arguments of Γλρ in Eq. (5.8) are on-shell
momenta, and satisfy the dispersion relation of the charged lepton. It may be noted that
the replacement of the tree-level spinor us(p) with
√
Zf(P )Us(~P ) in going beyond the
lowest order, as done in Eq. (5.8), also gives the residue of the one-particle pole of the
dressed propagator in Eq. (4.38) [50].
Using Eq. (5.8) in Eq. (5.5), and also taking hλρ to be independent of time, we obtain
Sff = −iκ(2π)δ(Ef − E ′f)Zf(P )Us(~P ′)Γλρ(p, p′)Us(~P )hλρ( ~Q). (5.9)
Here we have denoted the three-vector part of qµ by upper case letter, and also defined
the Fourier transform by
f(~x) =
∫
d3Q
(2π)3
f( ~Q)e−i
~Q·~x (5.10)
for any function f(~x). Note that Ef = E
′
f implies that P = P
′, so that the wavefunction
renormalization factors for the initial and the final states are the same.
Now we relate hλρ to an external gravitational potential φext. First consider Poisson’s
equation
∇2φext(~x) = 4πGρext(~x), (5.11)
the static mass density ρext(~x) being the source of the gravitational potential. In momen-
tum space, this becomes
− 2Q2φext( ~Q) = κ2ρext( ~Q). (5.12)
Next, the energy-momentum tensor corresponding to ρext is
Tλρ = vλvρρ
ext (5.13)
where vλ is the four-velocity of the mass density. This Tλρ determines the desired hλρ
through the linearized Einstein field equations, which, in the harmonic gauge, read
✷hλρ = −κ(Tλρ − 1
2
ηλρT
µ
µ). (5.14)
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(To obtain Eq. (5.14), one starts with the field equations in the form
Rλρ = −8πG(Tλρ − 1
2
gλρT
µ
µ), (5.15)
and evaluates each side to the lowest order in κ. Thus, one puts Rλρ correct to O(κ)
(from Eqs. (3.7) and (3.13)) on the L.H.S. Since the R.H.S. is already of O(κ2), one can
put gλρ = ηλρ on this side. Then the gauge condition (3.23) is used.) After noting that ✷
becomes −∇2 for the static case, we write Eq. (5.14) in momentum space, and use first
Eq. (5.13) and then Eq. (5.12) in it. In this way, we finally arrive at
κhλρ( ~Q) = (2vλvρ − ηλρ)φext( ~Q) (5.16)
It may be noted that in the frame in which the mass distribution is at rest, i.e. for
vλ = (1,~0), Eq. (5.16) immediately leads to g00 = 1 + 2φ
ext, which can also be deduced
by demanding that the geodesic equation reduces to Newton’s equation of motion in the
appropriate limit [51]. Another important point is that we shall take vλ equal to the
four-velocity of the medium, which occurs in the thermal propagators. This means that
we shall take the medium to be at rest relative to the mass distribution producing the
external gravitational field (a special case being that the medium itself is the source of
the gravitational field). Eqs. (5.9) and (5.16) constitute our end-result for the S-matrix
element.
We now define the gravitational mass of the fermion. The mass density operator for
the fermion, ρ̂f(t, ~x), is determined by writing another effective Lagrangian
L
′
eff = −ρ̂f (t, ~x)φext(~x) (5.17)
such that it reproduces Sff as given by Eqs. (5.9) and (5.16). The gravitational mass M
′
f
is then defined through the matrix element of the mass operator (obtained by integrating
ρ̂f at any particular instant tρ over all space) in the zero-momentum limit as follows:
lim
~P→0
〈f(~P ′, s)|
∫
d3x ρ̂f (tρ, ~x)|f(~P , s)〉 = (2π)3[δ(3)(~P − ~P ′)]~P→0M ′f . (5.18)
A number of remarks on this definition are in order. Firstly, the normalization of one-
particle states adopted by us, as given by Eq. (B.8), is consistent with the definition given
in Eq. (5.18). Secondly, the mass operator is independent of ~x (as it involves integration
over all space) and so carries zero momentum. Consequently, on the L.H.S. of Eq. (5.18)
we have P = ~P ′. The delta function on the R.H.S. embodies this fact (see also the
58
derivation of Eq. (5.21) below.) Thirdly, we shall see thatM ′f is independent of the choice
of tρ.
The remaining task is to find an expression for the gravitational mass. Eqs. (5.3),
(5.4) and (5.17) give, to lowest order in interaction,
Sff = −i2πδ(E ′f − Ef)φext(~P − ~P ′)〈f(~P ′, s)|ρ̂f(tρ,~0)|f(~P , s)〉 , (5.19)
where we used
ρ̂f(t, ~x) = e
iĤ(t−tρ)−i ~̂P ·~xρ̂f(tρ,~0)e
−iĤ(t−tρ)+i ~̂P ·~x , (5.20)
and the definition of Fourier transform given in Eq. (5.10). Again Eq. (5.18) gives (on
using Eq. (5.20) with t = tρ)
M ′f = lim
~P→0
[
〈f(~P ′, s)|ρ̂f(tρ,~0)|f(~P , s)〉
]
~P ′=~P
. (5.21)
Now ~P ′ = ~P implies that E ′f = Ef . So the matrix element occurring on the R.H.S. of
Eq. (5.21) can be determined by using Eq. (5.19) on one hand, and Eqs. (5.9) and (5.16)
on the other hand. We are thus led to
M ′f = (2v
λvρ − ηλρ) lim
~P→0
Zf (P )
{
Us(~P
′)Γλρ(p, p
′)Us(~P )
}
E′
f
=Ef
~P ′→P
. (5.22)
Note that in the last step we have relaxed the equality ~P ′ = ~P to a limiting procedure,
while retaining the weaker condition E ′f = Ef . The significance of this exercise will be
explained in detail at the end of Sec. 5.3.
We end this section with the comment that our aim was only to get the expression for
the gravitational mass in a medium [52]. Calculation of scattering cross-section, which
also involves modification of phase space factors at finite temperature, does not concern
us here.
5.3 Operational definition at O(e2)
We write the complete 1PI vertex function at one-loop in the form
Γλρ = Vλρ + Γ
′
λρ . (5.23)
Since Vλρ denotes the tree-level vertex function, Γ
′
λρ is the O(e
2) contribution. Then,
using Eqs. (5.23) and (4.43), the formula given by Eq. (5.22) can be rewritten at O(e2)
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in the form
M ′f = (2v
λvρ − ηλρ)× lim
~P→0
{
U s(~P )Vλρ(p, p)Us(~P ) + ζf u¯s(~P )Vλρ(p, p)us(~P )
+
[
u¯s(~P
′)Γ′λρ(p, p
′)us(~P )
]
E′
f
=Ef
~P ′→P
}
. (5.24)
Since ζf and Γ
′
λρ are O(e
2), in any term that contains either of these factors we have
substituted the tree-level expressions for the other quantities. Now, the terms involving
Vλρ can be evaluated immediately with the help of the identities given in Eqs. (4.32) and
(4.33). Remembering that Ef (0) = Mf , we finally obtain the operational definition to
O(e2)
M ′f = 3Mf − 2mf + ζfmf + (2vλvρ − ηλρ) lim
~P→0

[
us(~P
′)Γ′λρ(p, p
′)us(~P )
]
E′
f
=Ef
~P ′→P
 , (5.25)
where we can set Ef =
√
P 2 +m2f in the last term.
We now turn to the derivation of an operational definition atO(e2) for the gravitational
mass of the antilepton. We first aim to write down an expression for 〈f¯(~P , s)|S|f¯(~P ′, s)〉
from Eq. (5.9) by crossing. To this end, let us note the action of the field operators
ψ and ψ¯, contained, through Leff , in S. In the S-matrix element of Eq. (5.9), ψ kills
f(~P , s) and gives
√
Zf(P )Us(~P )e
−ip·x, while in 〈f¯(~P , s)|S|f¯(~P ′, s)〉, ψ creates f¯(~P , s) and
gives
√
Zf¯(P )Vs(~P )e
ip·x (see the tree-level Fourier expansion for ψ given in Eq. (2.37)).
This does not only identify the external leg factors, but also shows that the incoming
momentum p in the amputated vertex corresponding to the first case gets replaced in the
second case with an outgoing momentum p, equivalent to an incoming momentum −p.
Similarly, one can go through the action of ψ¯. Note also that the graviton comes out with
three-momentum ~P ′ − ~P in 〈f¯(~P , s)|S|f¯(~P ′, s)〉, while the fermion exchange rule gives
an extra minus sign. We therefore have
〈f¯(~P , s)|S|f¯(~P ′, s)〉 = (−1)(−iκ)2πδ(Ef¯ − E ′f¯ )
×Zf¯ (P ) V s(~P ′)Γλρ(−p,−p′)Vs(~P )hλρ(~P ′ − ~P ) . (5.26)
Note that p and p′, of which Γλρ is a function of in Eq. (5.26), are on-shell, and satisfy
the antifermion dispersion relation.
60
Next, we simply interchange ~P and ~P ′ in Eq. (5.26) to obtain the antiparticle equation
corresponding to Eq. (5.9):
Sf¯ f¯ ≡ 〈f¯(~P ′, s)|S|f¯(~P , s)〉
= (−1)(−iκ)2πδ(Ef¯ − E ′f¯ )Zf¯(P ) V s(~P )Γλρ(−p′,−p)Vs(~P ′)hλρ(~P − ~P ′)(5.27)
This leads to an equation that is analogous to Eq. (5.24), but with an extra minus sign
in front and some obvious changes in the corresponding symbols, which in turn lead to
the O(e2) formula
M ′f¯ = 3Mf¯ − 2mf + ζf¯mf
−(2vλvρ − ηλρ) lim
~P→0

[
vs(~P )Γ
′
λρ(−p′,−p)vs(~P ′)
]
E′
f¯
=E
f¯
~P ′→P
 . (5.28)
Using the usual relation between the free particle and antiparticle spinors given in Eq.
(4.77), and the properties of the charge conjugation matrix C given by Eqs. (4.61), (4.62)
and (4.63), the spinor matrix element that appears in Eq. (5.28) can be rewritten in the
form
vs(~P )Γ
′
λρ(−p′,−p)vs(~P ′) = −us(~P ′)CΓ′Tλρ(−p′,−p)C−1us(~P ) . (5.29)
Finally, using Eq. (C.20) (which actually holds at all orders and even for off-shell mo-
menta) in Eq. (5.29), and substituting the relation in Eq. (5.28), we arrive at
M ′f¯ = 3Mf¯ − 2mf + ζf¯mf
+(2vλvρ − ηλρ) lim
~P→0

[ [
us(~P
′)Γ′λρ(p, p
′)us(~P )
]
µ→−µ
]
E′
f
=Ef
~P ′→P
 . (5.30)
From Eqs. (5.25) and (5.30), it follows that M ′f¯ and M
′
f are related by
[M ′f¯ ] µ→−µ = M
′
f . (5.31)
Since the gravitational mass of the antiparticle should equal that of the particle for C
symmetric Lagrangian and medium, Eq. (5.31) is expected from the discussion of Sec. 4.4
for C symmetric Lagrangian and C violating background. The consequence of Eq. (5.31)
is that we can just obtain M ′f¯ from M
′
f by implementing the prescription of Eq. (4.115)
in the O(e2) correction.
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We take the opportunity to emphasize the following point. In the calculations that
follow, we will find expressions for the various contributions to Γ′λρ(p, p
′), which are given
as integrals over the propagators and thermal distribution functions. In general, such
expressions do not have a unique limiting value as we let p′ → p in an arbitrary way [53].
More importantly, some of the integrals involve ill-defined expressions if the limit is not
taken properly. In our case, the precise order in which the various limits must be taken
has been dictated by the physical issue at hand. Thus, since we are interested in the
interaction of the particle with a static gravitational potential, the quantity that enters
is Γ′λρ(p, p
′) evaluated for E ′f = Ef . Next we set
~P ′ = ~P since we want the gravitational
field to vary slowly over a macroscopic region. Finally we set ~P → 0 to obtain the
coupling at zero momentum, which determines the gravitational mass. This justifies the
somewhat cumbersome notation regarding the limits in Eq. (5.25), but it is meant to
indicate precisely what we have just explained. We will see that this prescription allowed
us to evaluate all the integrals involved (including those that superficially seem to be
ill-defined) in a unique and well-defined way, without having to introduce any special
regularization technique. Our result for the case of the photon background agrees with
the result of DHR [20], who used a special regularization technique, while our result for
the case of the electron background agrees with the answer obtained by the use of a
regularization technique similar to that of DHR (see Appendix E.4).
5.4 Gravitational vertex
5.4.1 Irreducible diagrams
The irreducible one-loop diagrams for the vertex function are given in Figs. 5.1 and
5.2. The four-vector qµ, which has been defined in Eq. (5.7), gives the momentum of the
outgoing graviton.
We calculate only the terms that contribute to the dispersive part of the vertex func-
tion. To determine the condition for this, let us return to Eq. (5.1), and demand that
Leff be hermitian. This means T̂
†
λρ(x) = T̂λρ(x). Next consider Eq. (5.8). Exchange of p
and p′ in this equation, followed by complex conjugation, gives
〈f(~P , s)|T̂λρ(0)|f(~P ′, s)〉∗ =
√
Zf(P )Zf(P ′) U s(~P
′)γ0Γ
†
λρ(p
′, p)γ0Us(~P ) . (5.32)
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(A)
ℓ(p)ℓ(k)ℓ(k − q)ℓ(p′)
q
γ
(B)
ℓ(p)ℓ(p− k)ℓ(p′)
q
γγ
(C)
ℓ(p)ℓ(k)ℓ(p′)
γ
q
(D)
ℓ(p)ℓ(k)ℓ(p′)
γ
q
Figure 5.1: Bubble diagrams for the one-loop gravitational vertex of charged leptons. These
diagrams contribute in a background of photons and electrons. The braided line represents
the graviton.
(A)
ℓ(p)ℓ(p′)
γ
f(k)f(k − q)
(B)
ℓ(p)ℓ(p′)
γ
f(k)
(C)
ℓ(p)ℓ(p′)
γ
f(k)
(D)
ℓ(p)ℓ(p′)
γ
f(k)
Figure 5.2: Tadpole diagrams for the one-loop gravitational vertex of charged leptons. These
diagrams contribute to the vertex of any charged lepton in a background of electrons and
nucleons.
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But since T̂λρ is a hermitian operator, the left hand sides of Eqs. (5.8) and (5.32) are equal.
So equating the right hand sides of these equations, we are led to the desired condition
Γλρ(p, p
′) = γ0Γ
†
λρ(p
′, p)γ0 (5.33)
for the dispersive part of the vertex function. The absorptive part, on the other hand,
corresponds to antihermitian Leff and satisfies Γλρ(p, p
′) = −γ0Γ†λρ(p′, p)γ0. It contributes
to fermion damping, with which we are not concerned in the present work.
When the formulas given in Eqs. (2.48) and (2.52) for the propagators are substituted
in the expressions corresponding to the diagrams, we obtain terms of different kind. One
of them is independent of the background medium, in which we are not interested. Those
involving two factors of the thermal part of the propagators contribute to the absorptive
part of the vertex, while those involving three factors of the thermal part vanish because
of the various δ-functions appearing in it. Thus, the background induced contribution to
the dispersive part of the vertex contains the thermal part of only one of the propagators,
and they are the only kind of term that we retain.
We have omitted the one-particle reducible diagrams in which the graviton line comes
out from one of the external fermion legs, because they do not contribute to Γλρ. The
proper way to take them into account in the calculation of the amplitude for any given
process, is to choose the external spinor to be the solution of the effective Dirac equation
for the propagating fermion mode in the medium (instead of the spinor representing the
free-particle solution of the equation in vacuum), and multiply it with the square-root of
the wavefunction renormalization factor, as discussed in Sec. 5.2.
5.4.2 Bubble diagrams given in Fig. 5.1
Diagram 5.1A
The amplitude of the diagram in Fig. 5.1A can be written as
− iκΓ(A)λρ (p, p′) =
∫
d4k
(2π)4
ieγα iSℓ(k
′) (−iκ)Vλρ(k, k′) iSℓ(k) ieγβ iDαβ(k − p)(5.34)
where
k′ ≡ k − q . (5.35)
As already explained, to determine the contribution to the dispersive part of the vertex
function we need to retain the terms that contain the thermal part of only one of the
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propagators. Any of them contains some combination of the form
Λλρ(k1, k2) ≡ γα(/k2 +mℓ)Vλρ(k1, k2)(/k1 +mℓ)γα . (5.36)
After some straightforward algebra, this can be written as
Λλρ(k1, k2) = −1
2
[
(k1 + k2)ρ(/k1γλ/k2 +m
2
ℓγλ) + (k1 + k2)λ(/k1γρ/k2 +m
2
ℓγρ)
]
+ηλρ
[
(k21 −m2ℓ)(/k2 − 2mℓ) + (k22 −m2ℓ)(/k1 − 2mℓ)
]
+2mℓ(k1 + k2)λ(k1 + k2)ρ . (5.37)
For the sake of convenience, we divide the total contribution into two parts
Γ
′(A)
λρ (p, p
′) = Γ
′(A1)
λρ (p, p
′) + Γ
′(A2)
λρ (p, p
′) , (5.38)
where Γ
′(A1)
λρ contains the distribution function of the photon and therefore contributes
to the gravitational vertex for all charged leptons, and Γ
′(A2)
λρ contains the distribution
function of the electrons and contributes only to the vertex for the electrons. Changing
the integration variable from k to k + p, we obtain
Γ
′(A1)
λρ (p, p
′) = −e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
[(k + p′)2 −m2ℓ ][(k + p)2 −m2ℓ ]
Λλρ(k + p, k + p
′)(5.39)
and similarly,
Γ
′(A2)
λρ (p, p
′) = e2
∫
d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
×
(
Λλρ(k, k − q)
[(k − q)2 −m2ℓ ](k − p)2
+
Λλρ(k + q, k)
[(k + q)2 −m2ℓ ](k − p′)2
)
. (5.40)
Diagram 5.1B
For this diagram
− iκΓ(B)λρ (p, p′) =
∫
d4k
(2π)4
ieγα iSℓ(p− k) ieγβ(−iκ)Cµνλρ(k, k′) iDνα(k)iDµβ(k′) ,(5.41)
and we decompose it in analogy with Eq. (5.38). The part that contains the photon
distribution function is
Γ
′(B1)
λρ (p, p
′) = e2
∫
d4k
(2π)4
γνSFℓ(p− k)γµCµνλρ(k, k′)
[
∆F (k)∆T (k
′) + ∆F (k
′)∆T (k)
]
.(5.42)
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Making a change of the integration variable in one of the terms, this can be written as
Γ
′(B1)
λρ (p, p
′) = e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
[
γν(/p′ − /k +mℓ)γµCµνλρ(k + q, k)
[(p′ − k)2 −m2ℓ ](k + q)2
+
γν(/p− /k +mℓ)γµCµνλρ(k, k − q)
[(p− k)2 −m2ℓ ](k − q)2
]
, (5.43)
while
Γ
′(B2)
λρ (p, p
′) = e2
∫
d4k
(2π)4
γνSTℓ(k)γ
µCµνλρ(p− k, p′ − k)∆F (p− k)∆F (p′ − k)
= −e2
∫
d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
×γν(/k +mℓ)γµ Cµνλρ(p− k, p
′ − k)
(p− k)2(p′ − k)2 (5.44)
gives the lepton background part.
Diagrams 5.1C and 5.1D
For these two diagrams the manipulations are similar and, omitting the details, the
results are
Γ
′(C1+D1)
λρ (p, p
′) = − e2aµνλρ
∫
d4k
(2π)3
δ(k2)ηγ(k)
×
[
γµ(/k + /p′ +mℓ)γ
ν
(k + p′)2 −m2ℓ
+
γν(/k + /p+mℓ)γ
µ
(k + p)2 −m2ℓ
]
, (5.45)
and
Γ
′(C2+D2)
λρ (p, p
′) = e2aµνλρ
∫
d4k
(2π)3
δ(k2 −m2ℓ)ηℓ(k)
×
[
γµ(/k +mℓ)γ
ν
(k − p′)2 +
γν(/k +mℓ)γ
µ
(k − p)2
]
. (5.46)
5.4.3 Tadpole diagrams given in Fig. 5.2
The question of the photon tadpole
The calculation of the diagrams of Fig. 5.2 leads to an immediate problem. While the
contributions from the diagrams 5.2B, 5.2C and 5.2D appear to vanish due to the charge
neutrality of the medium (see Sec. 4.5), the contribution from the diagram 5.2A appears
to diverge for q = 0 (due to the divergence of the photon propagator in this limit). The
following discussion is devoted to the setting up of a framework of calculation which leads
to the disappearance of the aforementioned divergence.
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(A)
γ
f(k)f(k)
(B)
γ
f(k)f(k)
(C)
γ
f(k)f(k)
Figure 5.3: The one-loop diagrams that contribute to order κ to the photon tadpole in a medium, in
the presence of a static and homogeneous (q = 0) gravitational potential. The fermion loop involves
a sum over all the species of fermions present in the medium.
Let us recall from the discussion of Sec. 4.5 that the electrical neutrality of the medium
requires the vanishing of the photon tadpole. The one-loop diagrams that contribute to
the photon tadpole in the presence of a static and homogeneous gravitational potential
are shown in Fig. 5.3, where the graviton line represents represents the q = 0 background
field. In the absence of the background field, only the diagram 5.3A contributes to the
photon tadpole. In that case, the requirement that the tadpole vanishes yields the familiar
condition (see Eq. (4.91))
Q(5.3A) ≡∑
f
Qf
[
2
∫
d3K
(2π)3
[ff(EK)− ff¯(EK)]
]
= 0 . (5.47)
and the quantity Q(5.3A) is identified with the total charge of the medium. However, in
the presence of the background field, and to the order that we are calculating, we have to
take into account the contributions of the diagrams 5.3B and 5.3C to the photon tadpole
or, equivalently, to the total charge of the system. If we denote them by Q(5.3B) and
Q(5.3C) respectively, the condition for the vanishing of the photon tadpole is
Q(5.3A) +Q(5.3B) +Q(5.3C) = 0 , (5.48)
instead of Eq. (5.47). Physically, this means that the number density of the particles are
not determined by their free distribution functions. The particle distributions rearrange
themselves in a way that depends on the background gravitational field.
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Consider now the problem of finding out the dispersion relation of the fermion in
an external gravitational field. The dispersion relation is determined by the poles of
the function given in Eq. (4.1), with Σf (p) now denoting the fermion self-energy in an
external gravitational field. Thus, the one-loop diagrams contributing to Σf (p) at O(κ)
are the diagrams of Fig. 4.1, Fig. 5.1 and Fig. 5.2. Let us confine our attention to
the tadpole diagrams, i.e., the diagram of Fig. 4.1B and the diagrams of Fig. 5.2, and
consider the implications of the charge neutrality condition of Eq. (5.48) for the sum of
the contributions arising from these diagrams.
Firstly, the unadorned tadpole of Fig. 5.3A is now itself of order κ because of the
condition (5.48). Since the diagrams 5.2C and 5.2D contain an explicit factor of κ apart
from the unadorned tadpole, their contribution is actually of order κ2 and therefore we
can neglect them. Secondly, the diagram 4.1B cancels the q-independent contributions
from the diagrams 5.2A and 5.2B. Since the loop in diagram 5.2B in independent of q,
this diagram is totally cancelled.
In summary, the only contribution from the various tadpole diagrams arises from the
q-dependent part of the tadpole subdiagram of Fig. 5.2A (by subdiagram, we mean that
the lower part, beginning with the photon propagator, is amputated). It seems reasonable
to assume that this holds true also when we consider the gravitational vertex function and
its contribution to the gravitational mass. It then turns out that the q-dependent part of
the tadpole subdiagram of Fig. 5.2A, when multiplied with 2vλvρ− ηλρ, and evaluated at
q0 = 0 and ~Q → 0, is proportional to vαQ2 (see Eqs. (5.82), (E.40) (E.41) and (E.49)).
When multiplied with the photon propagator at q0 = 0, it gives zero for the δ(Q
2) part
of the propagator, and cancels the 1/Q2 in the other part. This latter contribution will
be labeled by the letter ‘X’ in order not to confuse it with the contributions of Fig. 5.1A.
The non-vanishing contribution
We denote the vertex contribution coming from Fig. 5.2A by
Γ
(X)
λρ (p, p
′) =
e2γα
q2
Xλρα(q) , (5.49)
where Xλρα(q) is the photon-graviton mixing diagram with external momentum q
Xλρα(q) =
∑
f
∫
d4k
(2π)4
Tr
[
Vλρ(k, k
′)iSf (k)iQfγαiSf(k′)
]
. (5.50)
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Then, taking the above discussion above into account, the quantity which will appear in
the expression for the gravitational mass is given by
Γ˜
(X)
λρ (p, p
′) =
e2γα
q2
[
Xλρα(q)−Xλρα(0)
]
. (5.51)
(As mentioned in Sec. 4.5, the sum in Eq. (5.50) is over all species of fermions in the
medium, the charge of each species being denoted by Qf with the convention that Qe =
−1.) The medium-dependent contribution to Xλρα(q) can be written as
Xλρα(q) =
∑
f
Qf
∫
d4k
(2π)3
δ(k2 −m2f)ηf (k)
[
Aλρα(k, k − q)
q2 − 2k · q +
Aλρα(k + q, k)
q2 + 2k · q
]
, (5.52)
where, for arbitrary 4-momenta k1 and k2, we have defined
Aλρα(k1, k2) = Tr
[
Vλρ(k1, k2)(/k1 +mf )γα(/k2 +mf )
]
=
[
(2k1λk1ρ + k1λk2ρ + k2λk1ρ)k2α + (m
2
f − k1 · k2)(ηλαk1ρ + ηραk1λ)
−2ηλρ(k21 −m2f)k2α
]
+
[
k1 ↔ k2
]
. (5.53)
Putting k2 = m2f , we obtain
Aλρα(k, k − q) = [8kλkρ − 4(kλqρ + kρqλ) + 2qλqρ]kα − [4kλkρ − (kλqρ + kρqλ)]qα
+k · q[ηλα(2k − q)ρ + ηρα(2k − q)λ]− 2ηλρ(q2 − 2k · q)kα . (5.54)
Since Aλρα(k1, k2) = Aλρα(k2, k1) by definition, Aλρα(k+ q, k) is obtained by changing the
sign of q in this expression.
5.4.4 Additional remarks
This is an appropriate point to consider the cases when 2-type vertices can occur in
the diagrams contributing to the gravitational vertex. Since the vertices connected to the
external legs can only be of 1-type, a 2-type vertex cannot occur in any of the diagrams
of Fig. 5.1 or in the diagram of Fig. 5.2B. However, in Figs. 5.2A, 5.2C and 5.2D, the
vertex where the photon line connects to the fermion loop can be of 2-type.
Now, due to the reason given in Sec. 4.5.1 (see after Eq. (4.92)), the unadorned tadpole
with a 2-type vertex is just the negative of the unadorned tadpole with a 1-type vertex,
and hence of O(κ) because of the charge neutrality condition. So the diagrams of Figs.
5.2C and 5.2D, even with a 2-type vertex, are of O(κ2), and can be neglected.
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In Fig. 5.2A, the occurrence of the 2-type vertex makes the photon propagator a “12”
propagator. So the photon propagator is proportional to δ(q2), which becomes δ(Q2) for
q0 = 0. However, the value of the graviton momentum is taken to be ~Q → 0, and not
Q = 0 (having Q = 0 in addition to q0 = 0 would mean a potential constant in space and
time, resulting in zero gravitational field). Consequently, δ(Q2) in the “12” propagator
causes this contribution to vanish. Therefore, 2-type vertices do not play any role in the
present calculation.
Next, we make some comments on the expressions deduced in this section.
Firstly, one can easily check that the expressions given in Eqs. (5.39), (5.40), (5.43),
(5.44), (5.45), (5.46), and (5.49) (coupled with (5.52)), all satisfy the dispersive condition
of Eq. (5.33). (Similarly, it can be checked that the terms involving the thermal parts of
two propagators from Γ
′(A)
λρ , Γ
′(B)
λρ , Γ
′(C+D)
λρ and Γ
′(X)
λρ are all absorptive.)
Secondly, it can be verified that the different contributions to the dispersive part of
Γ′λρ also satisfy the charge conjugation relation given by Eq. (C.20).
Thirdly, the complete one-loop vertex function satisfies the transversality condition,
which is implied by the gravitational gauge invariance of the theory. This is shown in
Appendix D.
5.5 Calculation of the gravitational mass
As seen in Eq. (5.25), there are three types of O(e2) correction to the gravitational
mass. One of them is proportional to the inertial mass that was calculated in Sec. 4.5.2,
and another one involves the wave function renormalization factor derived in Sec. 4.5.3.
In this section we find the contributions from the irreducible one-loop vertex diagrams.
Since the expressions for those already have an explicit factor of e2 outside the integral, to
evaluate them we can use the tree-level values for the dispersion relation and the spinors
associated with the external lepton.
5.5.1 Terms with the photon distribution from Fig. 5.1
We first evaluate those terms obtained in Sec. 5.4 that contain the photon distribution
function. In fact, if the temperature of the ambient medium is low (T ≪ me) and the
chemical potential of the background electrons is zero, these are the only terms that
contribute and they are precisely the ones that were calculated in Ref. [20]. Since we have
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performed the calculations in a different way, using 1-particle irreducible diagrams only,
the following results serve as a good checkpoint between the earlier calculations of Ref.
[20] and ours.
Contribution (A1)
From the formula for the gravitational mass given in Eq. (5.25), it follows that we
need to calculate the vertex only for p = p′, in which case
Γ
′(A1)
λρ (p, p) = −e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
4(k · p)2 Λλρ(k + p, k + p) . (5.55)
From Eq. (5.37) it follows that, for any 4-vector yµ,
Λλρ(y, y) = −4yλyρ(/y − 2mℓ) + (y2 −m2ℓ)
[
(γλyρ + γρyλ) + 2ηλρ(/y − 2mℓ)
]
, (5.56)
which leads to[
us(~P )Γ
′(A1)
λρ (p, p)us(
~P )
]
pµ=(mℓ,~0)
= −e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
(k · p)2 us(
~P )
[
− k · p
mℓ
kλpρ
+mℓ(kλkρ + pλpρ) +
(k · p)2
mℓ
ηλρ
]
us(~P ) , (5.57)
where we have used Eq. (4.58) and omitted the terms odd in k, which integrate to zero.
Using the notation
m′(A1) = (2v
λvρ − ηλρ)
[
us(~P )Γ
′(A1)
λρ (p, p)us(
~P )
]
pµ=(mℓ,~0)
, (5.58)
we obtain
m′(A1) = e
2
∫
d3K
(2π)3
fγ(K)
[
1
mℓK
− mℓ
K3
]
=
e2T 2
12mℓ
− e
2mℓ
2π2
∫ ∞
0
dK
K
fγ(K) . (5.59)
The remaining integral is infrared divergent, but its contribution to the gravitational mass
is canceled by a similar term that arises from the wavefunction renormalization, as we
show below.
Contribution (B1)
This term has to be treated carefully because the denominators in the integrand of
Eq. (5.43) vanish for q = 0. Indeed, by using the formulas
Pr
(
1
x
)
= lim
ǫ→0
x
x2 + ǫ2
,
δ(x) = lim
ǫ→0
1
π
ǫ
x2 + ǫ2
(5.60)
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(with Pr denoting the principal value), one can show that [54]
Pr
(
1
k2 −m2
)
δ(k2 −m2) = 1
2
d
dm2
δ(k2 −m2) (5.61)
which is ill-defined even for m 6= 0, whereas for m = 0, one can interpret the R.H.S. of
Eq. (5.61) only as a limiting form with m→ 0. However, a careful evaluation of the term
given in Eq. (5.43), following the procedure indicated in Eq. (5.25), shows that the limit
exists. Denoting
m′(B1) ≡ (2vλvρ − ηλρ) lim
~P→0

[
us(~P
′)Γ
′(B1)
λρ (p, p
′)us(~P )
]
E′
ℓ
=Eℓ
~P ′→P
 , (5.62)
the result is
m′(B1) = −
e2T 2
3mℓ
. (5.63)
The details of the derivation of this result are given in Appendix E.1. This result can
also be obtained by means of a special regularization at q = 0 (following Eq. (5.61)), as
shown in Appendix E.4.
Contributions (C1+D1)
We can proceed as in the evaluation of m′(A1) above. Thus, from Eq. (5.45),[
us(~P )Γ
′(C1+D1)
λρ (p, p)us(
~P )
]
pµ=(mℓ,~0)
= − e2aµνλρ
∫
d4k
(2π)3
δ(k2)ηγ(k)
k · p
×
[
us(~P )γ
µ/kγνus(~P )
]
, (5.64)
using the fact that aµνλρ is symmetric in the indices µ, ν. Then using
(2vλvρ − ηλρ)aµνλρ = −ηµν − 2vµvν (5.65)
it follows that
m′(C1+D1) ≡ (2vλvρ − ηλρ)
[
us(~P )Γ
′(C1+D1)
λρ (p, p)us(
~P )
]
pµ=(mℓ,~0)
= 0 . (5.66)
5.5.2 Terms with the electron distribution from Fig. 5.1
These terms contribute only to the gravitational vertex involving electrons and
positrons. The integration over k0 and the angular variables can be done exactly. The
remaining integral can be evaluated analytically only for special cases of the distribution
functions, some of which we consider afterwards.
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Contribution (A2)
As can be seen from Eq. (5.40), the denominators of the integrand of this term vanish
as q → 0. Consequently, the prescription indicated in Eq. (5.25) has to be followed
carefully in this case. As we show in detail in Appendix E.2, defining
m′(A2) ≡ (2vλvρ − ηλρ) lim
~P→0

[
us(~P
′)Γ
′(A2)
λρ (p, p
′)us(~P )
]
E′
ℓ
=Eℓ
~P ′→P
 , (5.67)
the final result for this term is
m′(A2) =
e2
me
∫
d3K
(2π)32EK
{
2E2K −m2e
EK
(
EK − 2me
EK −me
∂fe
∂EK
+
EK + 2me
EK +me
∂fe¯
∂EK
)
+
2E4K − E3Kme − 5E2Km2e + 2EKm3e − 2m4e
meE
2
K(EK −me)
fe
− 2E
4
K + E
3
Kme − 5E2Km2e − 2EKm3e − 2m4e
meE2K(EK +me)
fe¯
}
, (5.68)
where EK is defined in Eq. (2.6). This result is also derived in Appendix E.4 by means
of a special regularization at q = 0.
Contribution (B2)
From Eq. (5.44) it is seen that the integrand is not singular in the limit q → 0.
Therefore we can evaluate directly
Γ
′(B2)
λρ (p, p) = −e2
∫
d4k
(2π)3
δ(k2 −m2e)ηe(k)γν(/k +me)γµ
Cµνλρ(p− k, p− k)
(p− k)4 (5.69)
and the contribution to the gravitational mass is given by
m′(B2) = (2v
λvρ − ηλρ)
[
us(~P )Γ
′(B2)
λρ (p, p)us(
~P )
]
pµ=(me,~0)
. (5.70)
In the expression for Cµνλρ, any term having a factor of (p − k)µ or (p − k)ν does not
contribute to the integral. This is because, within the spinors, we can write
γν(/k +me)γ
µ(p− k)µ = γν(/k +me)(me − /k) = γν(m2e − k2) , (5.71)
which vanishes because of the δ-function. The argument is similar for (p− k)ν . Thus,
(2vλvρ − ηλρ)us(~P )γν(/k +me)γµCµνλρ(p− k, p− k)us(~P )
= us(~P )
{
8(/k − 2me)(p · v − k · v)2 + 4(me − 2k · v/v)(p− k)2
}
us(~P ) , (5.72)
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ignoring all terms which have a factor of k2 −m2e. Using Eqs. (4.58) and (4.59), we then
obtain
m′(B2) = −
2e2
m2e
∫
d4k
(2π)3
δ(k2 −m2e)ηe(k)
(
k0 +
m2e
k0 −me
)
= − e
2
m2e
∫ d3K
(2π)3
(fe − fe¯)− e
2
2π2
∫
dK
K2
EK
[
fe(EK)
EK −me −
fe¯(EK)
EK +me
]
.(5.73)
Contributions (C2+D2)
Similarly, for this term we can evaluate directly
m′(C2+D2) = (2v
λvρ − ηλρ)
[
us(~P )Γ
′(C2+D2)
λρ (p, p)us(
~P )
]
pµ=(me,~0)
, (5.74)
with
Γ
′(C2+D2)
λρ (p, p) = 2e
2aµνλρ
∫ d4k
(2π)3
δ(k2 −m2e)ηe(k)
γµ(/k +me)γ
ν
(k − p)2 . (5.75)
By straight forward algebra
(2vλvρ − ηλρ)aµνλργµ(/k +me)γν = 4/k − 6me − 4k · v/v , (5.76)
and using Eqs. (4.58) and (4.59),
m′(C2+D2) = 6e
2
∫ d4k
(2π)3
δ(k2 −m2e)ηe(k)
1
k0 −me
=
3e2
2π2
∫
dK
K2
EK
[
fe(EK)
EK −me −
fe¯(EK)
EK +me
]
. (5.77)
5.5.3 Terms from Fig. 5.2
The contribution to the gravitational mass due to this term is
m′(X) ≡ (2vλvρ − ηλρ) lim
~P→0

[
us(~P
′)Γ˜
(X)
λρ (p, p
′)us(~P )
]
q0=0
~Q→0
 , (5.78)
where, from Eq. (5.51),
Γ˜
(X)
λρ (p, p
′)
∣∣∣∣∣
q0=0
= − e
2γα
Q2
[
Xλρα(q)
∣∣∣
q0=0
−Xλρα(0)
]
. (5.79)
Using the expression for Aλρα from Eq. (5.54) we obtain
(2vλvρ − ηλρ)Xλρα(q)
∣∣∣
q0=0
= 8
∑
f
Qf
∫
d4k
(2π)3
δ(k2 −m2f )ηf (k)k0vα
[
(2k20 −m2f −
1
2
Q2)
×
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
)]
, (5.80)
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where we have omitted the terms that vanish by symmetric integration over ~K, as well
as all those terms that are independent of q, because they drop out of Eq. (5.79), and
in addition all the terms that are proportional to qα, because in Eq. (5.78) they yield a
factor of /q which vanishes between spinors. Performing the integration over k0,
(2vλvρ − ηλρ)Xλρα(q)
∣∣∣
q0=0
= 4vα
∑
f
Qf
∫
d3K
(2π)3
(
ff − ff¯
)
(2E2K −m2f −
1
2
Q2)
×
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
)
. (5.81)
For the term that contains an explicit factor of Q2 in the numerator we use the angular
integration formula of Eq. (E.9), which yields
(2vλvρ − ηλρ)Xλρα(q)
∣∣∣
q0=0
= vα
∑
f
Qf
[
Q2
2π2
∫
dK
(
ff − ff¯
)
+4
∫
d3K
(2π)3
(
ff − ff¯
)
×(2E2K −m2f)
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
)]
. (5.82)
The evaluation of the rest of the integral is presented in Appendix E.3. Substituting the
results into Eq. (5.79), the contribution of this diagram to the gravitational mass is found
to be given by
m′(X) = −e2
∑
f
Qf
6π2
∫
dK
[(
ff − ff¯
)
− 2E
2
K −m2f
2EK
∂
∂EK
(
ff − ff¯
)]
. (5.83)
5.5.4 Summary
Starting from Eq. (5.25), the total contribution to the gravitational mass of charged
leptons can be written in the form
M ′ℓ = mℓ +m
′
ℓ1 +m
′
ℓ2 +m
′
(X) , (5.84)
where m′(X) is the contribution from Eq. (5.83), which is the same for all charged leptons,
m′ℓ1 represents the terms that contain the photon distribution function, and m
′
ℓ2 contains
the terms that depend on the electron distribution function. They are given as follows.
Substituting into Eq. (5.25) the results given in Eqs. (5.59), (5.63) and (5.66), and
using the expression for the wave-function normalization and the correction to the inertial
mass given in Eqs. (4.120) and (4.105), we find
m′ℓ1 = −
e2T 2
12mℓ
, (5.85)
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in agreement with the DHR result[20], quoted in Eq. (1.2). Notice that the infrared
divergence contained in the m′(A1) term cancels with a similar one that arises from the
wave function renormalization correction ζℓ1.
The terms from the diagrams in Fig. 5.1 that involve the fermion distribution function
contribute only to the gravitational mass of the electron, and therefore
m′µ2 = m
′
τ2 = 0 . (5.86)
The individual contributions of this type to the electron gravitational mass appear in Eqs.
(5.68), (5.73) and (5.77). Substituting those results into Eq. (5.25), and using the results
for the inertial mass and the wave-function normalization factor, given in Eqs. (4.113)
and (4.123) respectively, we obtain
m′e2 =
e2
π2me
∫ ∞
0
dK
K2
2EK
{(
3
2
+
m2e
E2K
− me
EK −me
)
fe(EK)
+
(
3
2
+
m2e
E2K
+
me
EK +me
)
fe¯(EK)
+
2E2K −m2e
2EK
(
EK − 2me
EK −me
∂fe
∂EK
+
EK + 2me
EK +me
∂fe¯
∂EK
)}
. (5.87)
The corresponding formulas for the antileptons are obtained by making the substitu-
tion given in Eq. (4.115), as explained after Eq. (5.31). Thus,
M ′ℓ¯ = mℓ +m
′
ℓ1 +m
′
ℓ¯2 −m′X , (5.88)
where
m′µ¯2 = m
′
τ¯2 = 0 , (5.89)
while the result for m′e¯2 is obtained from Eq. (5.87) by making the substitution fe ↔ fe¯.
5.6 Results for particular cases
In contrast with the mℓ1 and m
′
ℓ1 terms, which depend on the photon momentum dis-
tribution, me2, me¯2, m
′
e2, m
′
e¯2 and m
′
(X) depend on the fermion distribution functions and
cannot be evaluated exactly in the general case. Therefore, for illustration, we consider
in detail their calculation for the specific situation in which the background is composed
of non-relativistic protons and electrons. In this case we can set (for f = e, p)
ff¯(E) ≈ 0 (5.90)
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and
EK ≈ mf + K
2
2mf
. (5.91)
We consider in detail two cases separately, according to whether the electron gas is classical
or degenerate.
5.6.1 Classical electron gas and classical proton gas
In this situation we can set
ff(E) = e
−β(E−µf ) (5.92)
for both f = e, p. This implies the relation
∂ff
∂E
= −βff , (5.93)
as well as the integration formula
∫
dK K2rff = 2π
3/2Γ
(
r +
1
2
)(
β
2mf
)1−r
nf , (5.94)
where nf is the number density, given by
nf = 2
∫
d3K
(2π)3
ff (E) ≈ 2
(
mf
2πβ
)3/2
e−β(mf−µf ) . (5.95)
Let us consider me2 and me¯2, given in Eqs. (4.113) and (4.114), respectively. Setting
fe¯ = 0 and using Eq. (5.91) to expand the co-efficients of fe in the integrands in powers
of K, the remaining integrals are evaluated by means of Eq. (5.94) to yield
me2 = − e
2ne
2meT
+O(e2ne/m
2
e) ,
me¯2 =
3e2ne
8m2e
+O(e2neT
2/m4e) . (5.96)
(Note that the subleading terms are small because they are suppressed by powers of T/me,
and T < me for the electrons to be non-relativistic.) Similarly, from Eq. (5.83) we obtain
for this case
m′(X) = −
7e2
24T
∑
f=e,p
Qfnf
mf
+O(e2neT/m
3
e)
≈ 7e
2ne
24meT
, (5.97)
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where we have used the charge-neutrality condition which, neglecting terms O(κ), is
simply
∑
f Qfnf = 0. Applying the same procedure in Eq. (5.87), the leading contribution,
in powers of T/me, comes from the ∂fe/∂EK term in that equation, and leads to
m′e2 =
e2ne
2T 2
+O(e2ne/Tme) . (5.98)
By the substitution indicated in Eq. (4.115), the corresponding result for the positron is
m′e¯2 = −
3e2ne
8meT
+O(e2ne/m
2
e) . (5.99)
Therefore, using Eqs. (4.104), (5.84) and (5.88), the inertial and gravitational masses for
charged leptons ℓ other than the electron are obtained as
Mℓ¯ =Mℓ = mℓ +
e2T 2
12mℓ
,
M ′ℓ,ℓ¯ = mℓ −
e2T 2
12mℓ
± 7e
2ne
24meT
, (5.100)
where the upper sign corresponds to the leptons and the lower one to the anti-leptons.
The corresponding formulas for the electron are
Me = me +
e2T 2
12me
− e
2ne
2meT
,
M ′e = me −
e2T 2
12me
+
e2ne
2T 2
, (5.101)
and for the positron they are
Me¯ = me +
e2T 2
12me
+
3e2ne
8m2e
,
M ′e¯ = me −
e2T 2
12me
− 2e
2ne
3meT
. (5.102)
We now estimate how large these corrections could be for the electron. Those due to
the photon background were estimated by DHR [20] and were found to be very small.
This is because the fractional changes in the inertial and gravitational masses in that case
are O(e2T 2/m2e), and T < me. Therefore, neglecting that contribution, the fractional
changes are given by ∣∣∣∣Me −meme
∣∣∣∣ = e2ne2m2eT (5.103)∣∣∣∣∣M ′e −meme
∣∣∣∣∣ = e2ne2meT 2 . (5.104)
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Although it may seem that the effects are more noticeable as the temperature decreases,
they are bounded by the conditions that the electron gas is non-degenerate and non-
interacting, which require that
T >
n2/3e
me
(5.105)
and
T >
e2
rav
∼ e2n1/3e , (5.106)
since rav ∼ n−1/3e [55]. Using the fact that np = ne, it follows that the corresponding con-
ditions for the proton gas do not imply further restrictions, because they are automatically
satisfied whenever Eqs. (5.105) and (5.106) hold.
By writing the right-hand side of Eq. (5.103) in the alternative forms
e2ne
2m2eT
=
1
2
(
e2n1/3e
T
)(
n1/3e
me
)2
=
(
n2/3e
meT
)2 (
T
2me
)(
e2me
n
1/3
e
)
, (5.107)
it is seen that
∣∣∣∣Me −meme
∣∣∣∣ <

e4/2 if n1/3e < e
2me ,
T/2me if n
1/3
e > e
2me .
(5.108)
Similarly, writing
e2ne
2meT 2
=
1
2
(
e2n1/3e
T
)2 (
n1/3e
e2me
)
=
1
2
(
n2/3e
meT
)2 (
e2me
n
1/3
e
)
, (5.109)
it follows that ∣∣∣∣∣M
′
e −me
me
∣∣∣∣∣ < 12 (5.110)
in either case. Therefore, while the fractional correction to the electron’s inertial mass is
likely to be small in most situations with the conditions that we are presently considering,
the fractional change in the gravitational mass could be substantial. For example, if we use
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the temperature and density at the solar core, i.e., T = 1.57×107K, ne = 9.5×1025 cm−3,
we obtain ∣∣∣∣Me −meme
∣∣∣∣ = 9.8× 10−5 ,∣∣∣∣∣M ′e −meme
∣∣∣∣∣ = 3.5× 10−2 , (5.111)
which shows that the correction to the gravitational mass of the electron can at least be
appreciable in realistic physical situations.
5.6.2 Degenerate electron gas and classical proton gas
For a degenerate electron gas,
T <
n2/3e
me
∼ K
2
F
me
, (5.112)
where KF is the Fermi momentum of the electron gas. We assume
KF < me (5.113)
so that the electrons are non-relativistic. We also assume the electron gas to be non-
interacting. This requires that the average kinetic energy ∼ K2F/me of an electron is
larger than the average Coulomb interaction energy ∼ e2n1/3e ∼ e2KF . (Unlike the case
of the classical gas, T contributes negligibly to the average kinetic energy in the present
case; see Eq. (5.112).) This implies that [56]
KF > e
2me . (5.114)
We now show that, under these conditions, the protons can be treated as a non-interacting,
non-relativistic, classical gas [57]. The only additional condition we have to impose is the
condition for non-interaction for a classical proton gas:
T > e2n1/3p ∼ e2KF (5.115)
(using np = ne). Since Eqs. (5.112) and (5.113) only imply that T < KF , it is still possible
to satisfy Eq. (5.115). Eqs. (5.112) and (5.113) also imply that T < me. So the non-
relativistic condition for the classical proton gas is automatically satisfied. Finally, since
KF < me ≪ mp, Eq. (5.115) gives T ≫ e2K2F/mp, so that the non-degeneracy condition
T >
K2F
mp
∼ n
2/3
p
mp
(5.116)
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is satisfied as well.
Therefore, Eq. (5.92) applies to the proton, while for the electron
fe = Θ(KF −K) (5.117)
with
KF = (3π
2ne)
1/3 , (5.118)
which in turn imply the relation
dfe
dK
= −δ(KF −K) . (5.119)
We repeat the calculation of the quantities me2, me¯2, m
′
e2, m
′
e¯2 and m
′
X for this case,
neglecting the terms that are a factor ∼ O(K2F/m2e) smaller than the ones that we retain.
From Eqs. (4.113) and (4.114), setting fe¯ = 0 and using Eq. (5.91), we obtain
me2 = −e
2KF
2π2
,
me¯2 =
e2K3F
8π2m2e
. (5.120)
From Eq. (5.83),
m′(X) =
e2
6π2
∫
dK
[
fe −
(
K +
m2e
2K
)
dfe
dK
]
− 7e
2
24T
np
mp
, (5.121)
where we have borrowed the result for the proton contribution from Eq. (5.97), while in
the electron term we have expressed EK in terms of K and used
d
dEK
=
EK
K
d
dK
(5.122)
for any function of EK . Using Eqs. (5.117) and (5.119) this finally yields
m′(X) =
e2m2e
12π2KF
. (5.123)
Here we have neglected the proton contribution because it is ∼ e2K3F/(Tmp) < e2KF
from Eq. (5.116). In a similar fashion, from Eq. (5.87),
m′e2 =
e2m2e
2π2KF
, (5.124)
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and by the substitution indicated in Eq. (4.115), the corresponding result for the positron
is
m′e¯2 = −
3e2KF
8π2
. (5.125)
Thus, substituting these results into Eqs. (4.104), (5.84) and (5.88), we obtain the
following expressions for the inertial and gravitational masses, retaining only the leading
terms in powers of KF/me. For the charged leptons ℓ other than the electron,
Mℓ¯ = Mℓ = mℓ +
e2T 2
12mℓ
M ′ℓ,ℓ¯ = mℓ −
e2T 2
12mℓ
± e
2m2e
12π2KF
, (5.126)
with the upper sign corresponding to the leptons and the lower one to the anti-leptons,
while for the electron
Me = me +
e2T 2
12me
− e
2KF
2π2
,
M ′e = me −
e2T 2
12me
+
7e2m2e
12π2KF
, (5.127)
and for the positron
Me¯ = me +
e2T 2
12me
+
e2K3F
8π2m2e
,
M ′e¯ = me −
e2T 2
12me
− e
2m2e
12π2KF
. (5.128)
It is interesting to note that Eqs. (5.112) and (5.113) imply that the photon contribu-
tions in Eqs. (5.126)-(5.128) are much smaller than the contribution due to the electron
background in each case. In fact, using Eq. (5.114), we see that the fractional corrections
to the gravitational mass can be as large as about 7/12π2 for the electron and 1/12π2 for
the positron and the other leptons.
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CHAPTER 6
Some aspects of high-temperature
QED
6.1 Introduction
So far in this work, we have considered low temperatures and densities. Such thermal
backgrounds ensure the validity of a straightforward expansion in e2, something we have
always assumed. A negative illustration of this point is provided by Eqs. (4.104) and
(4.105) for the inertial mass of the charged lepton in photon background. It is clear from
these equations that if T exceeds mℓ by a large amount, the change in inertial mass can
no longer be treated as a perturbation.
In this chapter, we turn to an entirely different kind of thermal background, namely, a
background at high temperature. More specifically, we will now consider high-temperature
QED with exact chiral invariance and at zero chemical potential. In this case, the medium
effects are not, in general, of O(e2) (see, for example, Sec. 6.5.1). Exact chiral invariance
means that the full Dirac action of Eq. (4.71) is invariant under ψ → eiγ5θψ for any real
constant θ. So, the electron is massless in vacuum, and the self-energy cannot have the
constant term on the R.H.S. of Eq. (4.6). (Chiral symmetry also rules out the σµνpµvν
term in the self-energy, which, anyway, is absent at one-loop, beyond which we will not
be interested in.) Thus, we now have the general form
Σ(k) = a/k + b/v (6.1)
for the self-energy of the electron. We shall use kµ to denote the electron four-momentum
in this chapter [58]. The scalars a and b are then functions of
ω ≡ k · v , K ≡ [(k.v)2 − k2]1/2 (6.2)
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which satisfy
k2 = ω2 −K2 . (6.3)
The pole in the full propagator is given by
f(ω,K) ≡ (ω −K)(1− a)− b = 0 . (6.4)
(This is nothing but Eq. (4.34) at zero mass. Since we now take the chemical potential to
be zero, C symmetry is unbroken, and the particle and antiparticle dispersion relations
are the same. So, instead of Ef and Ef¯ , we just use ω to denote the energy.) To leading
order in T and at one-loop, it was shown by Weldon in his seminal work [5] that
a = −e
2T 2
8K2
[
1− ω
2K
ln
(
ω +K
ω −K
)]
,
b =
e2T 2
8K
[
ω
K
− 1
2
(
ω2
K2
− 1
)
ln
(
ω +K
ω −K
)]
. (6.5)
Substitution of Eq. (6.5) into Eq. (6.4) then gives the electron dispersion relation
ω −K = e
2T 2
8K
[
1 +
1
2
(
1− ω
K
)
ln
(
ω +K
ω −K
)]
. (6.6)
An important point is that if we write ω−K = b/(1−a) ≈ b from Eq. (6.4) by neglecting a2
and ab, and then substitute Eq. (6.5), we do not get the correct answer given in Eq. (6.6).
This is an example of what we meant by the invalidity of a straightforward expansion in
e2 at the beginning of this section.
In the same work, Weldon demonstrated the gauge independence of this leading order
dispersion relation, by showing that gauge dependence appears in the self-energy only at
subleading order in temperature. However, one expects that even this subleading order
gauge dependence should not show up in the dispersion relation. We are therefore going to
investigate the gauge independence of the dispersion relation after taking the subleading
temperature dependence into account [23].
6.2 One-loop electron self-energy in a general linear covariant
gauge
ReΣ is defined through the equations
a(ω,K) = aR(ω,K) + iaI(ω,K) , (6.7)
b(ω,K) = bR(ω,K) + ibI(ω,K) , (6.8)
ReΣ = aR/k + bR/v . (6.9)
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To obtain the dispersion relation, we need to consider only ReΣ and, consequently, only
the “11” propagators, at one-loop [59]. As in Chapter 4, we will denote ReΣ by just Σ.
Because of the additional features of masslessness of the fermion, zero chemical potential,
and inclusion of gauge dependence in the photon propagator, it will be convenient for
us to rewrite the “11” propagators for the purpose of the calculations in this chapter.
Thus, we are going to use the free-particle massless fermion propagator at zero chemical
potential given by
S(p) = /p
[
1
p2 + iǫ
+ 2πiδ(p2)fF (p)
]
, (6.10)
fF (p) = [e
|p0|/T + 1]−1 , (6.11)
and the free photon propagator in a general covariant gauge given by [60]
Dµν(p) = DµνFG(p) +D
µν
ξ (p) , (6.12)
DµνFG(p) = −ηµν
[
1
p2 + iǫ
− 2πiδ(p2)fB(p)
]
, (6.13)
Dµνξ (p) = −ξpµpν
[
1
(p2 + iǫ)2
+ 2πifB(p)
dδ(p2)
dp2
]
, (6.14)
fB(p) = [e
|p0|/T − 1]−1 . (6.15)
Here ξ is the gauge parameter and FG denotes the Feynman gauge (ξ = 0). Since the
calculation will be performed in the rest-frame of the medium, we have used p0 in the place
of p · v in Eqs. (6.11) and (6.15). In this frame, we define the components of the electron
four-momentum by writing
kµ = (k0, ~K) . (6.16)
Note that this choice of frame will not lead to any loss of generality in the proof of gauge
independence, since the dispersion relation is Lorentz invariant.
Let us write
Σ = ΣT=0 + Σ′. (6.17)
We now evaluate the real parts of these functions by putting the expressions for the
fermion and the photon propagators in the expression for the self-energy given by Eq.
(4.93). Let us first consider the T = 0 part
ΣT=0 = aT=0(k2)/k , (6.18)
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and write aT=0 = aT=0FG + a
T=0
ξ . Dimensional regularization of Σ
T=0
FG in 4 − ǫ′ dimensions
gives
aT=0FG = −
e2
(4π)2
[
2
ǫ′
− γ − 1 + ln(4π)− 2
∫ 1
0
dx x ln
(
x(1 − x)k2
)
+O(ǫ′)
]
(6.19)
where γ is the Euler-Mascheroni constant. On the other hand, one easily obtains
ΣT=0ξ = −iξe2
∫
d4p
(2π)4
1
(p2 + iǫ)2
[
/p− p
2/k + k2/p
(p+ k)2 + iǫ
]
. (6.20)
The odd /p term vanishes on integration. Evaluation of the rest leads to
aT=0ξ = −
ξe2
(4π)2
[
2
ǫ′
− γ − 1 + ln(4π)−
∫ 1
0
dx ln
(
x(1 − x)k2
)
+O(ǫ′)
]
. (6.21)
Finally adding the counter-term to aT=0, as fixed by the renormalization condition
aT=0ren (k
2 = σ2) = 0, (6.22)
we arrive at
aT=0ren (k
2) = (1 + ξ)
e2
(4π)2
ln
k2
σ2
. (6.23)
where σ is the renormalization scale.
We now turn to the T -dependent part, and write
Σ′ = Σ′FG + Σ
′
ξ. (6.24)
To obtain Σ′FG, one has to put Eqs. (6.10) and (6.13) in the expression (4.93) for the
self-energy, and consider the relevant terms. It is then convenient to change p to −p−K
in the fF -containing term. Finally setting p
2 = 0, as allowed by δ(p2), yields
Σ′FG = 2e
2
∫ d4p
(2π)4
[(/p+ /k)fB(p) + /pfF (p)]2πδ(p
2) Re
1
2p.k + k2 + iǫ
. (6.25)
Putting (6.10) and (6.14) in (4.93), one arrives at Σ′ξ. Its fF -containing part and fB-
containing part will be indicated explicitly:
Σ′ξ = Σ
′
ξ,F + Σ
′
ξ,B. (6.26)
In Σ′ξ,F , changing p to −p −K and then setting p2 = 0 (allowed by the delta function)
gives us
Σ′ξ,F = ξe
2
∫
d4p
(2π)4
[k2/p− 2p.k/k]2πδ(p2)fF (p) Re 1
(2p.k + k2 + iǫ)2
. (6.27)
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In Σ′ξ,B, simplification leads to
Σ′ξ,B = ξe
2
∫
d4p
(2π)3
fB(p)
dδ(p2)
dp2
[
/p− (p2/k + k2/p) Re 1
(p+ k)2 + iǫ
]
. (6.28)
The /p term, being odd, drops out on integration. To deal with the remaining part, we
first write down
dδ(p2)
dp2
= lim
ǫ→0
1
2πi
[
1
(p2 + iǫ)2
− 1
(p2 − iǫ)2
]
(6.29)
and then use the regularization
1
(p2 ± iǫ)2 = limλ→0
∂
∂λ2
1
p2 − λ2 ± iǫ (6.30)
so that
dδ(p2)
dp2
= − lim
λ→0
∂
∂λ2
δ(p2 − λ2). (6.31)
Let us now make use of Eq. (6.31) in Eq. (6.28). We then commute the integration over
p0 with the limit and the differentiation involving λ , and set p
2 = λ2 (allowed by the
delta function). This gives
Σ′ξ,B = ξe
2
∫
d3P
(2π)3
lim
λ→0
∂
∂λ2
∫
dp0fB(p)δ(p
2 − λ2)(k2/p+ λ2/k)
×Re 1
k2 + 2p.k + λ2 + iǫ
. (6.32)
After integrating over p0, the operations involving λ are carried out. While this last step
is easily performed for the part proportional to λ2 (since
lim
λ→0
∂
∂λ2
(λ2f(λ2)) = f(0) (6.33)
with f denoting a function with finite ∂f/∂λ2 at λ = 0 [61]), a more tedious algebra is
to be worked out for the remaining part, finally giving
Σ′ξ,B = ξ
e2
2
∫
d3P
(2π)3
1
eβP − 1
1
P
[(
/k +
k2 ~P .~γ
2P 2
)
Re
(
1
D+
+
1
D−
)
−k2Pγ0Re
(
1 + k0/P
D+
2 −
1− k0/P
D−
2
)
+ k2 ~P .~γ Re
(
1 + k0/P
D+
2 +
1− k0/P
D−
2
)]
−ξ e
2β
4
∫
d3P
(2π)3
eβP
(eβP − 1)2
1
P 2
[
k2Pγ0Re
(
1
D+
− 1
D−
)
−k2 ~P .~γRe
(
1
D+
+
1
D−
)]
. (6.34)
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Here
D± = k
2 ± 2Pk0 − 2~P . ~K + iǫ. (6.35)
While the expressions (6.25) and (6.27) are the same as those in Ref. [5] (except that we
have carefully incorporated the iǫ, which will be needed for the calculations in Appendix
F), the expression (6.34) is a different one. We have found this form of Σ′ξ,B convenient
for actually carrying out the integration (this, again, is done in Appendix F).
Let us now investigate the high-T behaviour of (6.25), (6.27) and (6.34). Following
Ref. [5], this behaviour can be inferred from the degree of ultraviolet divergence of the
integral in each expression in the absence of the cut-off of O(T ) provided by fB or fF
or eβP/(eβP − 1)2. One then finds that Σ′FG goes like T 2, while Σ′ξ,F and Σ′ξ,B go like
T . It may be noted that one cannot obtain the correct high-T behaviour of Σ′ξ,B without
removing the regulator λ, and this can be done only after performing the p0-integration,
as in (6.34).
At high T , one can neglect the renormalized ΣT=0 compared to Σ′ [46]. Actually ΣT=0
depends on the renormalization scale σ, but since the dependence is logarithmic, we can
still ignore it vis-a-vis the power law dependences on T in the various parts of Σ′. We
shall, however, see that it is not necessary to neglect ΣT=0 for proving gauge independence
at K ≫ eT . We shall also use (6.23) to incorporate the σ-dependence in the equation for
the effective mass.
6.3 Equation governing gauge dependence of dispersion relation
at one loop, and general considerations
Inverting Eq. (6.1), one obtains
a =
1
4K2
[−Tr(/kΣ) + ωTr(/vΣ)] , (6.36)
b =
1
4K2
[ωTr(/kΣ)− (ω2 −K2) Tr(/vΣ)] . (6.37)
The dispersion relation is obtained by putting a, b in Eq. (6.4). Let us now write the
function f in Eq. (6.4) as
f = fFG + fξ, (6.38)
fFG = (ω −K)(1− aFG)− bFG, (6.39)
fξ = −(ω −K)aξ − bξ. (6.40)
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Next using Eqs. (6.26), (6.27) and (6.34), one readily sees that k2 factors out from the
expression for Tr(/kΣ′ξ). Therefore in view of Eq. (6.3), one can write from Eq. (6.37) that
bξ = (ω −K)(1-loop function of ω, K) (6.41)
(note that b, being zero at T = 0, is determined by the Σ′ part only). Consequently
fξ = −(ω −K)[aξ + (1-loop function of ω, K)]. (6.42)
This is the equation governing the gauge-dependence of the electron dispersion relation
at one-loop. This equation is of the form
(fξ)1−loop = ftree × [1-loop ξ-dependent function]. (6.43)
As we shall see in the next section, the fact that ftree factors out on the R.H.S. of Eq.
(6.43) is crucial to the proof of gauge independence.
Ref. [24] contains a general, nonperturbative derivation of the identities determining
the gauge dependence of the gluon dispersion relations (see Eqs. (16) and (17) of [24]).
To one loop these gauge dependence identities are shown to reduce to relations (see Eq.
(20) of [24]) which are analogous to Eq. (6.43) above. It is therefore likely that a general
gauge dependence identity for the electron dispersion relation, reducing to Eq. (6.43) at
one loop, can be derived and used to arrive at a general proof of gauge independence of
the dispersion relation (as in the gluon case). In this paper, however, we confine ourselves
to one-loop calculations.
6.4 Gauge independence of one-loop dispersion relation at mo-
menta much larger than eT
Since we shall consider K ≫ eT in this section, let us first note that for sufficiently
small e there always exists a domain eT ≪ K ≪ T , so that the restriction K ≫ eT does
not contradict the high-T approximation.
The basic premise for the considerations of this section is that when the finite-
temperature effects are small, the dispersion relation should involve a deviation from
ω = K primarily by powers of e2. We have used the phrase “primarily” because the
terms in the deviation may come multiplied with powers of ln(1/e) (originating from
powers of ln(ω−K); see, for example, Eqs. (6.5) and (6.6)). Now, to first order in e2, Eq.
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(6.6) becomes ω −K = e2T 2/8K. This, when used in the remaining term on the R.H.S.
of Eq. (6.6), results in [5]
ω = K +
M0
2
K
− M0
4
2K3
ln
2K2
M0
2 + · · · (6.44)
where M0
2 = e2T 2/8. The terms on the R.H.S. of the above expansion clearly indicate
that the expansion is valid for K ≫ M0 i.e. K ≫ eT . This can be understood in the
following way. As shown in Ref. [5] and as we shall see in Sec. 6.5.3,M0 is the leading-order
effective electron mass [62] and thus can be considered a measure of finite-temperature
effects. So, K ≫ eT ensures that the finite-temperature effects are small (even though T
is large), and only then the expansion in e2 given by Eq. (6.44) is valid. (As we will see
in Sec. 6.5.1, such an expansion does not exist for K ≪ eT .)
Now we turn to gauge independence. The expected general form of the one-loop
dispersion relation for K ≫ eT when the terms subleading in T are kept is
ω = K + e2f1(e,K, T ) (6.45)
where the e-dependence of f1 involves only powers of ln(1/e). Equation (6.44) (without
the last term on its R.H.S., which is actually of order e4 ln(1/e)) is a special case of Eq.
(6.45), where f1 turned out to be totally e-independent. Let us now take Eq. (6.45) to
be the relation in the Feynman gauge i.e. assume that it satisfies fFG = 0. Then to prove
that (6.45) is gauge independent we have to show that it also satisfies fFG + fξ = 0. It
suffices to show that, at (6.45), fξ is of order e
4 (with or without powers of ln(1/e)) [63].
This follows readily from Eq. (6.42), since the portion of the R.H.S. of Eq. (6.42) within
the square brackets involves terms of the order of e2 and e2(ln(1/e))n (n is an integer),
and so also does (ω −K) at (6.45).
Digressing briefly from high-temperature QED, we mention that the above demonstra-
tion of gauge independence is actually sufficient also for the case which involves not large
T but large momenta. Thus for K ≫ T , a one-loop relation of the key form (6.45) should
still hold. Note that the rest of the proof, namely, arriving at Eq. (6.42), did not assume
large T (in particular, we did not neglect the vacuum contribution to a). The proof of
gauge independence continues to be valid if, in addition, we have a chemical potential µ
such that K ≫ µ as well. Then the relevant changes are that f1 in (6.45) depends on µ
as well, fF is modified and we have fF (−p) in place of fF (p) in (6.27), but none of these
affect the proof outlined above.
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6.5 Gauge independence of effective mass at one-loop
6.5.1 Subtleties at zero momentum
The effective electron mass is the value of ω at K = 0. (Here we are following the
nomenclature used in much of the literature on high-temperature quantum field theory,
including Ref. [5], though this quantity has been called the inertial mass earlier in this
work.) The analysis of the previous section does not prove the gauge independence of the
effective mass because the form (6.45) does not hold near K = 0. For example, to leading
order in T , the one-loop dispersion relation for K ≪ eT is [5]
ω =M0 +
K
3
+
K2
3M0
+ · · · (6.46)
(This is obtained by substituting in Eq. (6.6) a trial solution of the form (6.53) and
determining the coefficients.) Eq. (6.46) suggests that the leading order values of a and
b are not of O(e2) (with or without powers of ln(1/e)) in the K ≪ eT limit; indeed
the values at K = 0 are a = −1/3 and b = −2M0/3 [64]. This apparently surprising
behaviour can be understood in a simple way, without performing a detailed calculation,
as follows.
At leading order a and b are e2T 2 times some function of ω and K (T 2 being deduced
from ultraviolet power counting in Σ′). Therefore, to have the correct dimensions, aK=0 ∼
e2T 2/M0
2 and bK=0 ∼ e2T 2/M0 (remembering M0 = ωK=0 at leading order). Putting
these in the dispersion relation (6.4) at K = 0, namely,
M0 −M0aK=0 − bK=0 = 0, (6.47)
gives us M0 ∼ eT . Using this, it follows that aK=0 is of O(1) and bK=0 is of O(eT ).
6.5.2 Formula for the effective mass
The traces Tr(/kΣ) and Tr(/vΣ) are functions of ω and K. The expressions for them
are obtained from Eqs. (6.18), (6.23), (6.25), (6.27) and (6.34). First of all we show that
these traces are both even functions of K. For the ΣT=0 part, this is obvious from (6.3).
For the Σ′ part, first note that kµ can occur in the expressions for the traces only through
k · p, k · v and k2 (pµ being the integration variable). Next, let us go to the rest frame
of the medium (in which K is the magnitude of the three-momentum) and note that ~K
can now occur in the expressions for the traces only through ~K.~P and K2. Odd power of
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K can come from ~K.~P = KP cos θ where θ is the angle between ~K and ~P . This is also
the only place where θ occurs in the integrand. So changing θ to π − θ together with the
change K → −K, we establish the even nature as a function of K.
For small K, therefore, we can write
1
4
Tr(/kΣ) = h0 + h1K
2 + h2K
4 + · · · (6.48)
1
4
Tr(/vΣ) = g0 + g1K
2 + g2K
4 + · · · (6.49)
where hi and gi are functions of ω. Substitution of the above expressions into Eqs. (6.36)
and (6.37) gives
a = − 1
K2
(h0 − ωg0)− (h1 − ωg1) +O(K2), (6.50)
b =
ω
K2
(h0 − ωg0) + (ωh1 − ω2g1 + g0) +O(K2). (6.51)
For the form factors a and b to remain analytic at K = 0, the relation
h0 = ωg0 (6.52)
must hold. We now put (6.50) and (6.51), subject to the constraint (6.52), in the dispersion
relation (6.4). Then we use the fact that for any small K, the solution
ω =M + ω1K + ω2K
2 + · · · (6.53)
where M and ωi are constants, must satisfy the dispersion relation. We also expand hi
and gi in K by first doing a Taylor expansion of them around ω = M as functions of ω,
and then putting (6.53). Thus
hi(ω) = hi(M) + h
′
i(M)ω1K +O(K
2) (6.54)
with a similar equation for gi. The equation that now results from the dispersion relation
(6.4) has a series in powers of K alone on the L.H.S. Equating the coefficient of each
power of K separately to zero will determine the constants M and ωi of (6.53). Thus,
equating the constant term to zero gives
M = g0(M). (6.55)
Multiplying both sides by M , we make use of
h0(M) =Mg0(M) (6.56)
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(which follows from (6.52)) to finally arrive at
M2 = h0(M). (6.57)
One can use either (6.57) or (6.55) as the formula for the effective mass. We shall use
(6.57), which, by using Eq. (6.48), can be written as [65]:
M2 =
1
4
lim
K→0,ω→M
Tr[/kΣ] . (6.58)
We comment that one should not attempt to compare this formula with the formula for
the inertial mass of Sec. 4.1, since the latter was deduced by assuming a straightforward
expansion in e2 and neglecting various terms accordingly.
6.5.3 Investigation of gauge independence
Let us now substitute the expression for the self-energy in Eq. (6.58). On using Eqs.
(6.17) and (6.18) in Eq. (6.58), we obtain
M2 = M2aT=0(M2) +M ′
2
, (6.59)
M ′
2 ≡ 1
4
lim
K→0,ω→M
Tr[/kΣ′]. (6.60)
At T = 0, M ′ = 0 and so Eq. (6.59) is correctly satisfied by M = 0.
Putting in Eq. (6.60) the expressions for Σ′FG, Σ
′
ξ,F and Σ
′
ξ,B given by Eqs. (6.25), (6.27)
and (6.34), and noting that the limit ω → M translates to k0 → M in the rest-frame of
the medium, we obtain
M ′
2
= M ′FG
2
+M ′ξ,F
2
+M ′ξ,B
2
, (6.61)
M ′FG
2
= 2e2
∫
d4p
(2π)3
[(p0 +M)fB(p) + p0fF (p)]δ(p
2) Re
1
2p0 +M + i
ǫ
M
, (6.62)
M ′ξ,F
2
= −ξe2M
∫
d4p
(2π)3
p0fF (p)δ(p
2) Re
1
(2p0 +M + i
ǫ
M
)2
, (6.63)
M ′ξ,B
2
= M ′ξ,B(I)
2
+M ′ξ,B(II)
2
+M ′ξ,B(III)
2
, (6.64)
M ′ξ,B(I)
2
=
ξe2M
2
∫
d3P
(2π)3
1
P
1
eβP − 1 Re
(
1
E+
+
1
E−
)
, (6.65)
M ′ξ,B(II)
2
= −ξe
2M
2
∫
d3P
(2π)3
1
eβP − 1 Re
[
M
P
(
1
E+
2 +
1
E−
2
)
+
(
1
E+
2 −
1
E−
2
)]
,
(6.66)
M ′ξ,B(III)
2
= −ξe
2M2β
4
∫
d3P
(2π)3
1
P
eβP
(eβP − 1)2 Re
(
1
E+
− 1
E−
)
. (6.67)
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Here
E± = M ± 2P + iǫ
M
. (6.68)
We now investigate the high-T behaviour of the three terms on the R.H.S. of Eq.
(6.61). This can be arrived at from the ultraviolet behaviour, as explained towards the
end of Sec. 6.2. However there is a constraint that each term on the R.H.S. of Eq. (6.61)
is an even function of M . (This can be seen by changing p0 to −p0 together with the
change M → −M in (6.62), in (6.63) and in
M ′ξ,B
2
= −ξe2M2
∫
d4p
(2π)3
(p2 + p0M)fB(p)
dδ(p2)
dp2
Re
1
p2 + 2p0M +M2 + iǫ
, (6.69)
the last equation having been obtained by putting (6.28) in (6.60).) These considera-
tions, plus dimensional analysis, tell us that at high T , M ′FG
2 goes like T 2, M ′ξ,F
2 like
M2(ln |T/M |)n1 and M ′ξ,B2 like M2(ln |T/M |)n2 (n1, n2 being positive integers). Since
after T 2, the next allowed term in M ′FG
2 is M2(ln |T/M |)n3 (n3 a positive integer), the
general expression for M ′2 at high T can be written as
M ′
2
= e2
[
c0T
2 + c3M
2
(
ln
T
M
)n3
+ ξM2
(
c1
(
ln
T
M
)n1
+ c2
(
ln
T
M
)n2)]
(6.70)
where c0, c1, c2, c3 are constants, and we have dropped the modulus of the arguments of
the logarithms since T/M is positive. Terms independent of T have been neglected on
the R.H.S. of Eq. (6.70).
In principle there could be further constraints ruling out some term(s) in Eq. (6.70),
but a detailed calculation, described in Appendix F, reveals that all these terms are indeed
present and that n1 = 1 = n2 = n3. Thus we actually have the high temperature equation
M ′
2
= e2
[
T 2
8
+
M2
8π2
ln
T
M
+ ξ
M2
8π2
ln
T
M
]
. (6.71)
The detailed calculation may also be viewed as a check on the argument involving the
degree of ultraviolet divergence mentioned before.
Using Eqs. (6.23) and (6.71) in Eq. (6.59), we then have
M2 = e2
[
T 2
8
+ (1 + ξ)
M2
8π2
ln
T
σ
]
. (6.72)
On the R.H.S. of Eq. (6.72) (as also in Eq. (6.71)), we have not given the term ∼ e2M2;
all other terms contributing to the R.H.S. of Eq. (6.72) (and (6.71)) vanish in the limit of
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large T/M . It is interesting to note that in Eq. (6.72), the ln(M/σ) term from ΣT=0 and
the ln(T/M) term from Σ′ have exactly combined to yield just a ln(T/σ) term, because it
has been observed that similar combination also takes place in the case of the gauge boson
self-energy in the Yang-Mills theory [66]. A discussion of similar behaviour in the case of
three-point function, and, in general, N -point function of gauge boson in the Yang-Mills
theory, is to be found in Ref. [67].
The first important observation from Eq. (6.72) is that M2 = e2T 2/8 to leading order
in T , which, of course, is a well-known result [5]. Now, the gauge dependent part of
Σ′ goes like T . Therefore in view of Eq. (6.58), one would expect an e2ξMT term in
Eq. (6.72). The absence of such a term shows that the part of Σ′ξ leading in T does not
contribute to M .
To quantify the effect of this absence let us consider the equation
M2 = e2(
T 2
8
+ cMT ) (6.73)
where c is a constant. To leading order in T , the second term on the R.H.S. is negligible,
so that M = O(eT ). This can now be used as an approximation in the second term, to
give
M2 = e2
T 2
8
[1 +O(e)] (6.74)
showing that there is a correction of O(e2T ) to M . (This conclusion can also be arrived
at by solving Eq. (6.73) for M .) So the absence of the e2MT term means that there is no
O(e2T ) correction to the effective mass in any linear covariant gauge. It may be noted
that the consequences of the presence or absence of various powers of T in Eq. (6.72) are
to be taken seriously despite the presence of the scale σ, since the σ dependence is only
logarithmic and is not multiplied with any power of T .
Finally, (6.72) shows that only the subleading lnT dependence of Σ′ξ contributes to
M . Using the leading order result M = O(eT ) as before to approximate the remaining
terms on the R.H.S. of Eq. (6.72), we infer that the ξ-dependence in Eq. (6.72) is O(e4T 2),
apart from the logarithm. As one certainly expects O(e4T 2) contribution to Eq. (6.72)
from two loops, it is possible that the ξ-dependence which we have obtained will be canceled
by two-loop contribution. But it seems that this issue can be decided only by an actual
two-loop calculation. It is however clear that an e2ξMT term, being of O(e3T 2), was less
likely to be canceled by two-loop contribution. This shows the significance of the absence
of such a term.
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CHAPTER 7
Conclusions
In this thesis, we studied some aspects of particle physics in the presence of a back-
ground medium, using the real-time formulation of thermal field theory. We studied the
O(e2) corrections to the gravitational interactions of a charged lepton in the presence
of a matter background. We also investigated gauge independence of one-loop electron
dispersion relation in high-temperature QED. These calculations complement and extend
previous calculations along similar lines, in various useful ways. The usefulness, as we
will explain, is both theoretical and phenomenological.
We first discuss the importance of the various aspects of our work from a theoretical
point of view. The calculation of gravitational couplings in a medium, as presented by us,
employed several thermal field theoretic techniques that can be useful in other contexts
also. For example, we made explicit use of only the 1PI diagrams in our calculation
of the gravitational mass. The effect of the one-particle reducible diagrams were taken
into account by choosing each external spinor to be the solution of the effective Dirac
equation in a medium, and multiplying the spinor with the square-root of the wavefunction
renormalization factor. It was then seen that the wavefunction renormalization factors
are instrumental in cancelling an infrared divergent contribution in the 1PI gravitational
vertex function.
Again, we dealt extensively with the limiting case of the finite-temperature gravita-
tional vertex function in which the graviton carries zero momentum. The ambiguity of
the finite-temperature Green’s functions evaluated at zero momentum is a well-known
problem in thermal field theory. This property is usually due to the fact that the different
mathematical limits correspond to different physical situations, so that the resolution of
the apparent paradox lies in recognizing the appropriate correspondence with the physical
situation at hand. In our case also, the 1PI gravitational vertex at zero graviton momen-
tum turned out to contain contributions which superficially seemed to be ill-defined, and
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the problem was resolved by taking the relevant physical situation into account. Thus,
taking the various limits in the precise order indicated in the operational formula for
the gravitational mass, given by Eq. (5.25), we obtained unique and well-defined expres-
sions for all the contributions. We also reproduced these expressions by using the special
regularization technique given in Eq. (E.50).
On the other hand, our work on high-temperature QED gives credence to the idea
that any gauge dependence present in the self-energy should not show up in the dispersion
relation. This idea motivated us to focus on the subleading part of the self-energy of the
electron at one-loop, which (unlike the leading, O(T 2) part) depends on the choice of
gauge.
We obtained an equation which governs the gauge dependence of the one-loop disper-
sion relation, stressed its analogy with the corresponding equation in the gluon case, and
consequently pointed out the possibility of a generalization of our equation to all orders.
From this equation obtained by us, the gauge independence in the K ≫ eT limit followed
in a straightforward way. We then showed that the effective mass is not affected by the
leading part (going like T ) of the gauge-dependent part of the self-energy and hence does
not receive O(e2T ) correction in any gauge. While the effective mass was found to be
influenced by the subleading part (going like lnT ) of the gauge-dependent part of the
self-energy, it is possible that this will be canceled by two-loop contribution. Exploration
of this possibility can be a problem for further investigation.
Our calculations and results are also important from a phenomenological point of view.
We found that the contribution to the gravitational mass of the electron from a matter
background with a non-zero chemical potential, such as the Sun, can be quite appreciable.
An interesting problem, combining the various aspects covered in this thesis, would be
the study of the gravitational interactions of charged leptons in a background at high
temperature. The results can then be estimated for the case of a supernova, which is an
example of such a background.
Moreover, the matter-induced corrections to the gravitational mass are different for
the various charged lepton flavors, and are not the same for the corresponding antiparti-
cles. There are situations in which mass differences, intrinsic or induced, have important
physical implications, such as the neutron-proton mass difference in the context of the
nucleosynthesis calculations in the Early Universe. Although our work has focused in the
case of the charged leptons, similar considerations can be applied to the other fermions
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as well. Our calculations have provided a necessary ingredient for being able to consider
them in a systematic manner, and set the stage for their further study on a firm basis.
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APPENDIX A
Field quantization using discrete
momenta
In this Appendix, we relate the quantization with discrete momenta, used in Sec. 2.2,
to the quantization with continuous momenta, used in Sec. 2.3 onward [68].
Beginning with the complex scalar field, we consider the Fourier expansion given in
Eq. (2.19). The equal-time commutation relations then force
[a(~P ), a†(~P ′)]− = δ
(3)(~P − ~P ′) , [b(~P ), b†(~P ′)]− = δ(3)(~P − ~P ′) , (A.1)
all other commutators being zero. Also, Eq. (2.19) leads to
H =
∫
d3PEP
(
a†(~P )a(~P ) + b†(~P )b(~P )
)
,
Q =
∫
d3P
(
a†(~P )a(~P )− b†(~P )b(~P )
)
. (A.2)
If we instead use quantization in a volume V , the plane-wave states can only possess
the discrete momenta
~P =
2π
V 1/3
~n , (A.3)
where n1, n2, n3 are integers. Integrals are then replaced by sums∫ d3P
(2π)3
→ 1
V
∑
~P
(A.4)
and delta functions by Kronecker symbols
(2π)3δ(3)(~P − ~P ′)→ V δ~P , ~P ′ . (A.5)
Note that the left-hand sides of Eqs. (A.4) and (A.5) taken together give unity, and so
also do the right-hand sides.
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Let us now redefine the ladder operators through
a(~P ) =
√
V
(2π)3
a~P , b(
~P ) =
√
V
(2π)3
b~P . (A.6)
Eqs. (A.1), (A.5) and (A.6) give
[a~P , a~P ′]− = δ~P , ~P ′ , [b~P , b~P ′ ]− = δ~P , ~P ′ , (A.7)
while Eqs. (A.2), (A.4) and (A.6) give
H =
∑
~P
EP
(
a†~Pa~P + b
†
~P
b~P
)
,
Q =
∑
~P
(
a†~Pa~P − b
†
~P
b~P
)
. (A.8)
(Alternatively, one can use Eqs. (2.19), (A.4) and (A.6) to arrive at
φ(x) =
∑
~P
1√
2EPV
(
a~Pe
−ip·x + b†~P e
ip·x
)
, (A.9)
the discretized Fourier expansion for the field. Eqs. (A.7) and (A.8) then follow from this
expansion.) Eqs. (A.7) and (A.8) are the key expressions used in Sec. 2.2.
Turning next to the fermion field, we consider the Fourier expansion of Eq. (2.37) and
the spinor normalization given in Eq. (2.38). The equal-time canonical anticommutation
relations then force
[cs(~P ), c
†
s′(
~P ′)]+ = δss′δ
(3)(~P − ~P ′) , [ds(~P ), d†s′(~P ′)]+ = δss′δ(3)(~P − ~P ′) , (A.10)
all other anticommutators being zero. (In more general terms, the choice N1 = 1 = N2
forces N3 = 1 in Eqs. (B.16) – (B.18).) Also, Eq. (2.37) leads to
H =
∫
d3PEP
∑
s
(
c†s(
~P )cs(~P ) + d
†
s(
~P )ds(~P )
)
,
Q =
∫
d3P
∑
s
(
c†s(
~P )cs(~P )− d†s(~P )ds(~P )
)
. (A.11)
Use of Eqs. (A.4) and (A.5), and redefinitions similar to those in Eq. (A.6) then give the
fermionic counterparts of Eqs. (A.7) and (A.8), which were used in Sec. 2.2.
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APPENDIX B
Full propagator and wavefunction
renormalization factor in vacuum
We start with the definition of the full fermion propagator in vacuum
iS ′fαβ(x) ≡ 〈0|T [ψα(x)ψ¯β(0)]|0〉 (B.1)
= θ(x0)〈0|ψα(x)ψ¯β(0)|0〉 − θ(−x0)〈0|ψ¯β(0)ψα(x)|0〉 (B.2)
where ψ(x) is the Heisenberg picture field, and |0〉 the vacuum of the full interacting
theory. The wavefunction renormalization factor Z is defined through
〈0|ψα(0)|f(~P , s)〉 =
√
Z usα(~P ) , (B.3)
where the 1-particle state |f(~P , s)〉 is again an eigenstate of the full interacting hamilto-
nian. The tree-level spinor us(~P ) is actually the analogue of Us(~P ) (see Eq. (4.26)), since
the sum of the bare mass and the self-energy correction in vacuum is set equal to the
physical mass of the fermion.
Eq. (B.3) implies that
〈0|ψα(x)|f(~P , s)〉 =
√
Z usα(~P )e
−ip·x , (B.4)
with p0 = EP ≡
√
P 2 +m2f . (We used an identity similar to the one in Eq. (5.6).) It then
follows that
〈f(~P , s)|ψ¯α(x)|0〉 =
√
Z u¯sα(~P )e
ip·x . (B.5)
Similar relations involving the 1-antiparticle state are |f¯(~P , s)〉 are
〈f¯(~P , s)|ψα(x)|0〉 =
√
Z vsα(~P )e
ip·x , (B.6)
〈0|ψ¯α(x)|f¯(~P , s)〉 =
√
Z v¯sα(~P )e
−ip·x . (B.7)
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In Eqs. (B.6) and (B.7) also, p0 = EP . It may be noted that in vacuum, Z is independent
of momentum and also the same for the fermion and the antifermion, properties which
may not hold in a medium.
We shall take the normalization of 1-particle states to be
〈f(~P ′, s′)|f(~P , s)〉 = (2π)3δ(3)(~P − ~P ′)δs,s′ , (B.8)
with a similar normalization for |f¯(~P , s)〉 as well. The completeness relation is then given
by
1 = |0〉〈0|+∑
s
∫ d3P
(2π)3
|f(~P , s)〉〈f(~P, s)|+∑
s
∫ d3P
(2π)3
|f¯(~P , s)〉〈f¯(~P , s)|+ · · · , (B.9)
where the ellipsis stands for multiparticle state contributions, which we shall not be
interested in.
Let us now insert Eq. (B.9) in each of the two terms of Eq. (B.2). A look at Eqs.
(B.4)-(B.7) then reveals that the 1-particle intermediate states contribute to the first term
in Eq. (B.2) and the 1-antiparticle intermediate states to the second term (there is no
contribution from |0〉〈0| since the fermion field cannot have a vacuum expectation value).
Thus,
iS ′fαβ(x)
∣∣∣∣
1−particle
= θ(x0)
∑
s
∫
d3P
(2π)3
〈0|ψα(x)|f(~P , s)〉〈f(~P, s)|ψ¯β(0)|0〉 , (B.10)
iS ′fαβ(x)
∣∣∣∣
1−antiparticle
= −θ(−x0)
∑
s
∫ d3P
(2π)3
〈0|ψ¯β(0)|f¯(~P , s)〉〈f¯(~P , s)|ψα(x)|0〉 . (B.11)
In Eq. (B.10), use Eqs. (B.4) and (B.5), and also
θ(x0) = i
∫
dp0
2π
e−ip0x0
p0 + iǫ
. (B.12)
Changing p0 to p0 − EP then leads to
S ′f(x)
∣∣∣∣
1−particle
=
∫ d4p
(2π)4
e−ip·x
Z
∑
s us(~P )us(~P )
p0 − Ep + iǫ . (B.13)
In Eq. (B.11), use Eqs. (B.6) and (B.7), and also put θ(−x0) from Eq. (B.12). Changing
p0 to −p0 − EP and ~P to −~P then leads to
S ′f(x)
∣∣∣∣
1−antiparticle
=
∫
d4p
(2π)4
e−ip·x
Z
∑
s vs(−~P )vs(−~P )
p0 + Ep − iǫ . (B.14)
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We are now going to check Eqs. (B.13) and (B.14) at the tree-level, for which Z = 1.
We first note that Eqs. (B.4) and (B.8) imply that
u†s(
~P )us(~P ) = 1 . (B.15)
(This can be seen in the following way. Let us introduce the factors N1, N2, N3, N4
through
u†s(~P )us′(~P ) = N1δss′ , (B.16)
ψ(x) =
∑
s
∫
d3P√
(2π)3N2
[
cs(~P )us(~P )e
−ip·x + · · ·
]
, (B.17)
[
cs(~P ), c
†
s′(
~P ′)
]
+
= N3δss′δ
3(~P − ~P ′) , (B.18)
|f(~P , s)〉 =
√
N4c
†
s(
~P )|0〉 , (B.19)
omitting the antiparticle parts for brevity. Then, [ψ(~x, t), ψ(~y, t)]+ = δ
3(~x − ~y) gives
N1N3 = N2, Eq. (B.4) (with Z = 1) gives N3
2N4 = (2π)
3N2, and Eq. (B.8) gives N3N4 =
(2π)3. It then follows that N1 = 1.)
Similarly, v†s(p)vs(~P ) = 1. For these normalizations, the spin-sum relations are given
by Eq. (2.46). Since
Sf(p0, ~P ) =
p0γ0 − ~P · ~γ +mf
p20 − E2P + iǫ
≈ EPγ0 −
~P · ~γ +mf
2EP (p0 −EP + iǫ) (B.20)
near the pole p0 = EP − iǫ, Eq. (B.13) (with Z = 1) checks out. Similarly one can check
Eq. (B.14).
In a medium , Eqs. (B.13) and (B.14) are generalized to Eqs. (4.38) and (4.52) respec-
tively, while maintaining the relations given by Eq. (B.8) (see remark after Eq. (5.18))
and Eq. (B.15) (see Eq. (4.27)) which do not depend on the wavefunction renormalization
factor.
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APPENDIX C
Charge conjugation and the 1PI
gravitational vertex
The aim of this Appendix is to derive the charge conjugation property of the 1PI
gravitational vertex, given by Eq. (C.20), or Eq. (C.21), below.
We begin by considering the case of a C invariant Lagrangian and a C symmetric
background. Since µ = 0, Eqs. (2.2) – (2.4) reduce to
〈O〉 = Tr(e
−βHO)
Tr e−βH
. (C.1)
Using C2 = 1, this can be rewritten as
〈O〉 = Tr(Ce
−βHC COC)
Tr(Ce−βHC)
. (C.2)
Use of CHC = H (see Eq. (4.81)) and C2 = 1 then gives
〈O〉 = 〈COC〉 . (C.3)
It will be instructive to first apply this equation to the definition of the full fermion
propagator S ′f (p), given by
i(2π)4δ(4)(p− p′)S ′fnm(p) =
∫
d4y d4z eip·ye−ip
′·z〈T [ψn(y)ψ¯m(z)]〉 , (C.4)
where the fermion fields are the Heisenberg picture fields. (This is equivalent to the
definition
〈T [ψn(y)ψ¯m(z)]〉 = i
∫
d4k
(2π)4
e−ik·(y−z)S ′fnm(k) (C.5)
used elsewhere in this work.) Using Eq. (C.3) and C2 = 1, we can write
〈T [ψn(y)ψ¯m(z)]〉 = 〈T [Cψn(y)C Cψ¯m(z)C]〉 . (C.6)
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Now, CψC is given by Eq (4.60). Also, Cψ¯C = (CψC)†γ0, since (as explained below Eq.
(4.83)) C is hermitian. So, using Eqs. (4.60), (4.61) and (4.62), we obtain
Cψ¯C = −ψTC−1 . (C.7)
One can now use Eqs. (4.60) and (C.7) to determine the R.H.S. of Eq. (C.6). Consequently,
the R.H.S. of Eq. (C.4) equals
Cnb(C
−1)am
∫
d4z d4y e−ip
′·zeip·y〈T [ψa(z)ψ¯b(y)]〉 . (C.8)
The double integral is just i(2π)4δ(4)(p − p′)S ′fab(−p), by the definition (C.4). So the
expression given in Eq. (C.8) equals
i(2π)4δ(4)(p− p′)[CS ′Tf (−p)C−1]nm . (C.9)
Since this equals the L.H.S. of Eq. (C.4), we arrive at
S ′f (p) = CS
′T
f (−p)C−1 . (C.10)
As a check, we note that the use of Eq. (4.1) reduces Eq. (C.10) to Eq. (4.74), which was
deduced by demanding the action to be C invariant.
Now we shall apply Eq. (C.3) to the definition of the 1PI gravitational vertex function
Γλρ(p, p′), given by
(2π)4δ(4)(p− p′ − q)S ′fnn′(p)Γλρn′m′(p, p′)S ′fm′m(p′)
=
∫
d4x d4y d4z e−iq·xeip·ye−ip
′·z〈T [T̂ λρ(x)ψn(y)ψ¯m(z)]〉 . (C.11)
Using Eq. (C.3), C2 = 1, and CT̂ λρC = T̂ λρ, we can write
〈T [T̂ λρ(x)ψn(y)ψ¯m(z)]〉 = 〈T [T̂ λρ(x)Cψn(y)C Cψ¯m(z)C]〉 . (C.12)
One can now use Eqs. (4.60) and (C.7) to determine the R.H.S. of Eq. (C.12). Conse-
quently, the R.H.S. of Eq. (C.11) equals
Cnb(C
−1)am
∫
d4x d4z d4y e−iq·xe−ip
′·zeip·y〈T [T̂ λρ(x)ψa(z)ψ¯b(y)]〉 . (C.13)
The triple integral is just (2π)4δ(4)(p − p′ − q)S ′fan′(−p′)Γλρn′m′(−p′,−p)S ′fm′b(−p), by the
definition (C.11). So the expression given in Eq. (C.13) equals
(2π)4δ(4)(p− p′ − q)[CS ′Tf (−p)ΓλρT(−p′,−p)S ′Tf (−p′)C−1]nm . (C.14)
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Since this equals the L.H.S. of Eq. (C.11), we arrive at
S ′f(p)Γλρ(p, p
′)S ′f (p
′) = CS ′Tf (−p)ΓTλρ(−p′,−p)S ′Tf (−p′)C−1 . (C.15)
Using Eq. (C.10), this leads to
Γλρ(p, p
′) = CΓTλρ(−p′,−p)C−1 . (C.16)
Now, consider the case of C symmetric Lagrangian and C asymmetric background.
Then
〈O〉 = Tr(e
−β(H−µQ)O)
Tr e−β(H−µQ)
, (C.17)
instead of Eq. (C.1). Since CQC = −Q (see Eq. (4.81)), we now have
〈O〉 = [〈COC〉]µ→−µ (C.18)
in the place of Eq. (C.3). It is easy to see that this results in
S ′f (p) = [CS
′T
f (−p)C−1]µ→−µ , (C.19)
Γλρ(p, p
′) = [CΓTλρ(−p′,−p)C−1]µ→−µ . (C.20)
Since µ enters through the thermal propagator of the fermion given by Eqs. (2.50) and
(2.51), and µ→ −µ in the propagator is equivalent to v → −v, one can also write Eq.
(C.20) in the form
Γλρ(p, p
′, v) = CΓTλρ(−p′,−p,−v)C−1 , (C.21)
where we have explicitly indicated the dependence of the vertex function on the vector
vµ.
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APPENDIX D
Transversality of the gravitational
vertex
It is useful to verify that the complete vertex function to O(e2), obtained in Sec. 5.4,
satisfies the transversality conditions
qλU(~P ′) Γλρ(p, p
′)U(~P ) = 0 = qρU(~P ′) Γλρ(p, p
′)U(~P ) (D.1)
to this order. The wavefunction renormalization factors associated with the external lines,
being scalars, do not play any role in these relations (in other words, they just cancel out).
Also, since the vertex is symmetric in the Lorentz indices λ, ρ, either of these relations
guarantees the other. In order to simplify the notation, in this Appendix we omit the
subscript s in the spinors.
In order to verify this relation, the important point is that we must include all the
terms upto O(e2). Since the one-loop terms in the induced vertex are already O(e2), for
them we can adopt the tree-level definition of the spinors, i.e.
/p u(~P ) = mu(~P ) , u(~P ′)/p′ = mu(~P ′) , (D.2)
as well as the tree-level on-shell conditions
p2 = p′2 = m2 . (D.3)
In this appendix, as well as in Appendix E, we use the tree level mass m without any
subscript, implying mℓ, me or mf which should be understood from the context. Also
note that the photon distribution function as well as the associated δ-function are even
in k, and therefore those terms which are odd in k in the rest of the integrand do not
contribute.
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We first show that the vertex contribution from Fig. 5.2A is transverse by itself. From
Eq. (5.54),
qλAλρα(k, k − q) = −(q2 − 2k · q)(4kρkα + k · qηρα) , (D.4)
where we omit the terms that are proportional to qα because, in Eq. (5.49), they will yield
/q which vanishes between the spinors. Changing the sign of q in the last equation yields
qλAλρα(k + q, k) = (q
2 + 2k · q)(4kρkα − k · qηρα) , (D.5)
and as a result qλu(~P ′)Γ
(X)
λρ (p, p
′)u(~P ) turns out to be proportional to
∑
f Qf(nf − nf¯),
which is zero to this order.
As for the other diagrams, straightforward algebra gives the following results:
qλu(~P ′)Γ
′(A1)
λρ (p, p
′)u(~P ) = − e
2
4
∫
d4k
(2π)3
δ(k2)ηγ(k)
× u(~P ′)
[
4mkρ − (p+ 5p′)ρ/k + 2k · pγρ
k · p′ −
(
p↔ p′
)]
u(~P )
qλu(~P ′)Γ
′(A2)
λρ (p, p
′)u(~P ) =
e2
4
∫
d4k
(2π)3
δ(k2 −m2)ηf (k)
× u(~P ′)
[
4(/k − 2m)kρ + /k(p+ p′)ρ − 2k · p′γρ
m2 − k · p
−
(
p↔ p′
)]
u(~P ) ,
qλu(~P ′)Γ
′(B1)
λρ (p, p
′)u(~P ) = e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
× u(~P ′)
[
mkρ − /kp′ρ
k · p′ −
mkρ − /kpρ
k · p
]
u(~P )
qλu(~P ′)Γ
′(B2)
λρ (p, p
′)u(~P ) = − e2
∫ d4k
(2π)3
δ(k2 −m2)ηf (k)
× u(~P ′)
[
(/k − 2m)kρ +mpρ
m2 − k · p −
(/k − 2m)kρ +mp′ρ
m2 − k · p′
]
u(~P ) ,
qλu(~P ′)Γ
′(C1+D1)
λρ (p, p
′)u(~P ) =
e2
2
∫ d4k
(2π)3
δ(k2)ηγ(k)
(
1
k · p′ +
1
k · p
)
× u(~P ′)
[
/kqρ + k · qγρ
]
u(~P ) ,
qλu(~P ′)Γ
′(C2+D2)
λρ (p, p
′)u(~P ) = − e
2
2
∫ d4k
(2π)3
δ(k2 −m2)ηf (k)
×
(
1
m2 − k · p′ +
1
m2 − k · p
)
× u(~P ′)
[
(/k − 3m)qρ + k · qγρ
]
u(~P ) . (D.6)
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Therefore, adding all the one-loop contributions to the vertex, we obtain
qλu(~P ′)Γ
′(1)
λρ (p, p
′)u(~P ) =
e2
4
∫
d4k
(2π)3
δ(k2)ηγ(k)
× u(~P ′)
[
/k
k · p′
(
3pρ − p′ρ
)
−
(
p↔ p′
)]
u(~P ) , (D.7)
qλu(~P ′)Γ
′(2)
λρ (p, p
′)u(~P ) =
e2
4
∫
d4k
(2π)3
δ(k2 −m2)ηf(k)
× u(~P ′)
[
(/k − 2m)(3p′ρ − pρ)− 2k · pγρ
m2 − k · p −
(
p↔ p′
)]
u(~P ) .
(D.8)
We need to add to these the tree-level contribution to the gravitational vertex that
appears in Eq. (3.95). In this case, we must include the O(e2) corrections to the equation
for the spinors, which arise from the self-energy diagrams of Sec. 4.5. Thus, for this part,
using Eq. (4.26) and its hermitian conjugate
U(~P ′)
(
/p′ −m− Σ(p′)
)
= 0 , (D.9)
we obtain
U(~P ′)/qU(~P ) = U(~P ′)
(
Σ′(p)− Σ′(p′)
)
U(~P ) , (D.10)
which in turn yields
qλU(~P ′) Vλρ(p, p
′)U(~P ) =
1
4
U(~P ′)
[
(3p′ − p)ρΣ′(p) + p2γρ −
(
p↔ p′
)]
U(~P ) . (D.11)
This can be cast in a different form by multiplying Eq. (4.26) from the left by U(~P ′)γρ(/p+
m) and Eq. (D.9) from the right by (/p′ + m)γρU(~P ) and taking the difference of the
resulting equations. This gives
(p2 − p′2) U(~P ′)γρU(~P ) = U(~P ′)
[
γρ(/p+m)Σ
′(p)− Σ′(p′)(/p′ +m)γρ
]
U(~P ) , (D.12)
and substituting this result into Eq. (D.11), we obtain
qλU(~P ′) Vλρ(p, p
′)U(~P ) =
1
4
U(~P ′)
[
(3p′ − p)ρΣ′(p)− (3p− p′)ρΣ′(p′)
+γρ(/p+m)Σ
′(p)− Σ′(p′)(/p′ +m)γρ
]
U(~P ) . (D.13)
Since Σ′ is explicitly of O(e2) while we are interested in results to O(e2) only, we can use
the tree-level spinors on the right-hand side. Using Eq. (D.3) in Eq. (4.95), we can write
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the self-energy contribution involving the photon distribution function as
Σ′1(p) = e
2
∫
d4k
(2π)3
δ(k2)ηγ(k)
/k
k · p , (D.14)
disregarding terms odd in k. Similarly, from Eq. (4.96), the part containing the Fermi
distribution function can be written as
Σ′2(p) = − e2
∫
d4k
(2π)3
δ(k2 −m2)ηf(k) /k − 2m
m2 − k · p . (D.15)
Substituting these forms into Eq. (D.13) and using the identities
u(~P ′)γρ(/p+m)/ku(~P ) = 2k · p u(~P ′)γρu(~P )
u(~P ′)/k(/p′ +m)γρu(~P ) = 2k · p′ u(~P ′)γρu(~P ) , (D.16)
we see that Eq. (D.13) cancels the contribution from the loop diagrams given in Eqs.
(D.7) and (D.8) to this order. This proves the transversality of the effective vertex.
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APPENDIX E
Apparently ill-defined contributions
to the gravitational vertex
E.1 The B1 contribution
We start from the formula given in Eq. (5.43), from which it follows that
Γ
′(B1)
λρ (p, p) = −
e2
2
lim
~Q→0
∫ d4k
(2π)3
δ(k2)ηγ(k)
[
γν(/p− /k +m)γµCµνλρ(k, k − q)
k · p(2 ~K · ~Q−Q2)
−γ
ν(/p− /k − /q +m)γµCµνλρ(k + q, k)
(k · p + ~K · ~Q)(2 ~K · ~Q+Q2)
]
, (E.1)
where we have put
qµ = (0, ~Q) kµ = (k0, ~K) . (E.2)
In order to take the limit ~Q→ 0, our strategy is to expand the coefficients of the factors
1/(2 ~K · ~Q±Q2) in powers of ~Q. Of the resulting terms in the coefficients, those which
are quadratic in ~Q do not contribute in the ~Q → 0 limit and therefore we need to keep
only the terms that are at most linear in ~Q.
Using the property Cµνλρ(k + q, k) = Cνµλρ(k, k + q), we can write
Cµνλρ(k, k − q) = Cµνλρ(k, k)− C ′µνλρ(k, q)
Cµνλρ(k + q, k) = Cµνλρ(k, k) + C
′
νµλρ(k, q) , (E.3)
where
C ′µνλρ(k, q) = ηλρ(ηµνk · q − qµkν)− ηµν(kλqρ + qλkρ) + kν(ηλµqρ + ηρµqλ)
+qµ(ηλνkρ + ηρνkλ)− k · q(ηλµηρν + ηλνηρµ) . (E.4)
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To first order in Q, we can also put
1
k · p+ ~K · ~Q =
1
k · p −
~K · ~Q
(k · p)2 . (E.5)
This enables us to decompose Γ
′(B1)
λρ (p, p) in the following four terms:
Γ
′(B1a)
λρ (p) = −
e2
2
lim
~Q→0
∫ d4k
(2π)3
δ(k2)ηγ(k)
Cµνλρ(k, k)γ
ν(/p− /k +m)γµ
k · p
×
[
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q +Q2
]
Γ
′(B1b)
λρ (p) = −
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2)ηγ(k)
Cµνλρ(k, k)γ
ν/qγµ
k · p(2 ~K ·Q +Q2)
Γ
′(B1c)
λρ (p) = −
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2)ηγ(k)
Cµνλρ(k, k)γ
ν(/p− /k +m)γµ
(k · p)2
 ~K · ~Q
2 ~K · ~Q +Q2

Γ
′(B1d)
λρ (p) = −
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2)ηγ(k)
γν(/p− /k +m)γµ
k · p
×
[
− C
′
µνλρ(k, q)
2 ~K · ~Q−Q2 −
C ′νµλρ(k, q)
2 ~K · ~Q+Q2
]
. (E.6)
We carry out these integrals one by one.
Eliminating the manifestly k-odd terms from the integrand and performing the k0-
integration, we obtain
Γ
′(B1a)
λρ (p) = e
2 lim
~Q→0
∫
d3K
(2π)32K
fγ(K)
4kλkρ/k
k · p
[
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
]
, (E.7)
using k2 = 0. The expression within the square brackets is finite for Q → 0. Therefore,
in the spinors we can set p = p′, and using Eq. (4.58) we then obtain
m′(B1a) =
4e2
m
lim
~Q→0
∫
d3K
(2π)3
fγ(K)K
[
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q +Q2
]
. (E.8)
We can perform the integration over the angular variables in ~K, the integral being un-
derstood, as usual, in terms of the principal value part. That gives∫
dΩ
1
2 ~K · ~Q−Q2 = −
∫
dΩ
1
2 ~K · ~Q+Q2 = −
π
K2
+O(Q2) , (E.9)
so that
m′(B1a) = −
e2
π2m
∫
dK fγ(K)K = − e
2T 2
6m
. (E.10)
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As for the next contribution, it is straightforward to verify that
(2vλvρ − ηλρ)γν/qγµCµνλρ(k, k) = 4 ~K · ~Q(/k − 2k · v/v) , (E.11)
using q · v = q0 = 0. So
(2vλvρ − ηλρ)Γ′(B1b)λρ (p) = e2
∫
d4k
(2π)3
δ(k2)ηγ(k)
(−/k + 2k · v/v)
k · p . (E.12)
Now using Eqs. (4.58) and (4.59), carrying out the integral over k0, and finally putting
P = 0, we get
m′(B1b) =
2e2
m
∫
d3K
(2π)32K
fγ(K) =
e2T 2
12m
. (E.13)
Similarly,
Γ
′(B1c)
λρ (p) = −
e2
2
∫ d3K
(2π)32K
fγ(K)γ
ν(/p+m)γµCµνλρ(k, k)
1
(k · p)2 , (E.14)
and
(2vλvρ − ηλρ)Γ′(B1c)λρ (p) = −
2e2
m
∫
d3K
(2π)32K
fγ(K)
1
(k · p)2
×
[
−(k · p)2 − 2m2(k · v)2 + 4(k · p)(k · v)(p · v)
]
(E.15)
so that
m′(B1c) = −
2e2
m
∫
d3K
(2π)32K
fγ(K) = −e
2T 2
12m
. (E.16)
For Γ
′(B1d)
λρ we first perform the integral over k0. Remembering that in the remaining
integral we can change ~K to − ~K and using the fact that C ′µνλρ(−k, q) = −C ′µνλρ(k, q), we
obtain
Γ
′(B1d)
λρ (p) =
e2
2
lim
~Q→0
∫ d3K
(2π)32K
fγ(K)
(
1
k · p
)
×
{
γν(/p+m)γµ
[
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
]
[C ′µνλρ(k, q)− C ′νµλρ(k, q)]
+γν(−/k)γµ
[
1
2 ~K · ~Q−Q2 +
1
2 ~K · ~Q+ Q2
]
[C ′µνλρ(k, q) + C
′
νµλρ(k, q)]
}
= −e
2
2
lim
~Q→0
∫
d3K
(2π)32K
fγ(K)
1
k · p
×
{
γν/kγµ
~K · ~Q
[
C ′µνλρ(k, q) + C
′
νµλρ(k, q)
]
+O(Q)
}
. (E.17)
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We now use
(2vλvρ − ηλρ)γν/kγµ
[
C ′µνλρ(k, q) + C
′
νµλρ(k, q)
]
= 8(k · v)( ~K · ~Q)/v . (E.18)
Then, using Eq. (4.58) and putting ~P = 0, we get
m′(B2d) = −
4e2
m
∫
d3K
(2π)32K
fγ(K) = −e
2T 2
6m
. (E.19)
Adding the results given in Eqs. (E.10), (E.13), (E.16) and (E.19), we get the total
contribution from the B1 term presented in Eq. (5.63).
E.2 The A2 contribution
For this contribution, we start from Eq. (5.40). Using Eq. (E.2), we can write it as
Γ
′(A2)
λρ (p, p) =
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2 −m2)ηf(k)
×
[
Λλρ(k, k − q)
(2 ~K · ~Q−Q2)(m2 − k · p) −
Λλρ(k + q, k)
(2 ~K · ~Q+Q2)(m2 − k · p′)
]
.(E.20)
Following the strategy stated below Eq. (E.2), let us now write
Λλρ(k, k − q) = Λλρ(k, k) + Λ′λρ(k, q) ,
Λλρ(k + q, k) = Λλρ(k, k) + Λ
′′
λρ(k, q) , (E.21)
and, in the denominator, expand m2 − k · p′ in powers of ~Q:
1
m2 − k · p′ =
1
m2 − k · p +
~K · ~Q
(m2 − k · p)2 +O(Q
2) . (E.22)
Then we can decompose Γ
′(A2)
λρ (p, p) into the following terms, omitting higher powers of
Q which anyway will not contribute:
Γ
′(A2a)
λρ (p) =
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2 −m2)ηf(k)
× Λλρ(k, k)
m2 − k · p
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+ Q2
)
,
Γ
′(A2b)
λρ (p) = −
e2
4
∫
d4k
(2π)3
δ(k2 −m2)ηf(k) Λλρ(k, k)
(m2 − k · p)2 ,
Γ
′(A2c)
λρ (p) =
e2
2
lim
~Q→0
∫
d4k
(2π)3
δ(k2 −m2)ηf(k)
× 1
m2 − k · p
(
Λ′λρ(k, q)
2 ~K · ~Q−Q2 −
Λ′′λρ(k, q)
2 ~K · ~Q+ Q2
)
, (E.23)
We discuss these contributions one by one.
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The A2a contribution
Using Eq. (5.56) and the δ-function appearing in the integrand, we can write
Γ
′(A2a)
λρ (p) = −2e2 lim
~Q→0
∫
d4k
(2π)3
δ(k2 −m2)ηf(k)
×kλkρ(/k − 2m)
m2 − k · p
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
)
. (E.24)
As argued before Eq. (E.8), we can put ~Q = 0 in the spinors, and use Eq. (4.58). Per-
forming the k0-integration, we obtain
(2vλvρ − ηλρ)Γ(A2a)λρ (p) =
2e2
m
lim
~Q→0
∫
d3K
(2π)3
F ( ~K)
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+Q2
)
,
(E.25)
where the expression on the left is understood to equal the one on the right only between
the spinors, and
F ( ~K) =
2E2K −m2
2EK
[(
1 +
m2
m2 − k · p
)
fe +
(
1 +
m2
m2 + k · p
)
fe¯
]
, (E.26)
with k0 = EK . Since the integrand contains ~K · ~P , and we must set ~P = 0 only after
taking the limit Q → 0, the angular integrations cannot be performed using Eq. (E.9).
So we shift the integration variable to ~K ± 1
2
~Q in the terms having 2 ~K · ~Q ∓ Q2 in the
denominator. This gives
(2vλvρ − ηλρ)Γ(A2a)λρ (p) =
2e2
m
lim
~Q→0
∫
d3K
(2π)3
~Q · ~∇KF
2 ~K · ~Q . (E.27)
Clearly the magnitude of ~Q now cancels out. The derivative with respect to ~K can be
taken easily, using
~∇KEK =
~K
EK
,
~∇K
(
1
m2 ± k · p
)
=
∓1
(m2 ± k · p)2
EP ~K
EK
− ~P
 . (E.28)
The term proportional to ~P from the last derivative does not contribute because it mul-
tiplies a factor whose integrand is odd in ~K at ~P = 0. Putting ~P = 0 in the other terms,
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we obtain the contribution to the gravitational mass:
m′(A2a) =
2e2
m
∫
d3K
(2π)32EK
×
{
2E2K −m2
2EK
(
EK − 2m
EK −m
∂fe
∂EK
+
EK + 2m
EK +m
∂fe¯
∂EK
)
+
2E2K −m2
2EK
(
m
(EK −m)2fe −
m
(EK +m)2
fe¯
)
+
2E2K +m
2
2E2K
(
EK − 2m
EK −m fe +
EK + 2m
EK +m
fe¯
)}
. (E.29)
The A2b contribution
The integral in the (A2b) term is independent of Q. So, in a straight forward way, we
obtain
m′(A2b) =
e2
m2
∫
d3K
(2π)32EK
(2E2K −m2)
[
EK − 2m
(EK −m)2 fe(EK)−
EK + 2m
(EK +m)2
fe¯(EK)
]
.
(E.30)
The A2c contribution
For the (A2c) contribution, first we use the expression for Λλρ from Eq. (5.37) to find
Λ′λρ(k, q) = ηλρ(q
2 − 2k · q)(/k − 2m) + (kλqρ + kρqλ)(/k − 4m) + kλ/kγρ/q + kρ/kγλ/q ,
Λ′′λρ(k, q) = ηλρ(q
2 + 2k · q)(/k − 2m)− (kλqρ + kρqλ)(/k − 4m)− kλ/qγρ/k − kρ/qγλ/k ,
(E.31)
dropping irrelevant O(q2)-terms and using k2 = m2. In the ηλρ terms, the integrand
becomes independent of q. Thus, these terms give a regular contribution. Let us denote
it by (A2r):
m′(A2r) =
2e2
m
∫
d3K
(2π)32EK
[
EK − 2m
EK −m fe(EK) +
EK + 2m
EK +m
fe¯(EK)
]
. (E.32)
The terms which appear next will be called (A2s). For these, we use the fact that
(2vλvρ − ηλρ)(kλqρ + kρqλ) = −2k · q = 2 ~K · ~Q , (E.33)
using q · v = q0 = 0. The Q→ 0 limit can then be taken easily, and we obtain
m′(A2s) = −
e2
m
∫ d3K
(2π)32EK
[
EK − 4m
EK −m fe(EK) +
EK + 4m
EK +m
fe¯(EK)
]
. (E.34)
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Finally, we come to the terms with three γ-matrices, which we denote by (A2t). For
these, first we note that
(2vλvρ − ηλρ)(kλ/kγρ/q + kρ/kγλ/q) = 4k · v/k/v/q − 2m2/q , (E.35)
and a similar expression with the other term. Since the /q term vanishes between the
spinors, we can write
m′(A2t) = 2e
2 lim
P→0
lim
Q→0
∫ d4k
(2π)3
δ(k2 −m2)ηf (k)
× k0
m2 − k · p
1
2 ~K · ~Q u(
~P ′)
(
/k/v/q + /q/v/k
)
u(~P ) , (E.36)
omitting the Q2 terms in the denominator since they will not contribute for Q→ 0. Using
the identity
γκγµγν = ηκµγν + ηµνγκ − ηκνγµ − iεκµναγαγ5 , (E.37)
we obtain
/k/v/q + /q/v/k = 2 ~K · ~Q/v (E.38)
between the spinors, since q · v = 0 and /q terms vanish. Putting this back into Eq. (E.36)
and using Eqs. (4.58) and (4.59), we obtain
m′(A2t) = −
2e2
m
∫
d3K
(2π)32EK
[
EK
EK −mfe(EK) +
EK
EK +m
fe¯(EK)
]
. (E.39)
The sum of Eqs. (E.29), (E.30), (E.32), (E.34) and (E.39) gives the total contribution of
the A2 term, given in Eq. (5.68) in the text.
E.3 The X contribution
The part of the integral from Eq. (5.82) that we consider here is given by
I(f)(Q) =
∫ d3K
(2π)3
F (EK)
(
1
2 ~K · ~Q−Q2 −
1
2 ~K · ~Q+ Q2
)
, (E.40)
where
F (E) ≡
(
ff(E)− ff¯(E)
)
(2E2 −m2) . (E.41)
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Shifting the variables, the integral can be written as
I(f)(Q) =
∫
d3K
(2π)3
F (E ~K+ 1
2
~Q)− F (E ~K− 1
2
~Q)
2 ~K · ~Q . (E.42)
We have to expand the numerator to O(Q3) in order to obtain the integral to O(Q2).
Writing ∂i to denote a partial derivative with respect to K
i,
F (E ~K± 1
2
~Q) = F (E)±
1
2
Qi∂iF +
1
2
(
1
4
QiQj
)
∂i∂jF ± 1
3!
(
1
8
QiQjQl
)
∂i∂j∂lF . (E.43)
The derivatives we need to use are:
∂iF = K
i
(
1
E
∂
∂E
)
F ,
∂i∂j∂lF = (δ
ijK l + δilKj + δjlKi)
(
1
E
∂
∂E
)2
F +KiKjK l
(
1
E
∂
∂E
)3
F . (E.44)
Using
KiKj → 1
3
K2δij (E.45)
within the integrand, we have
I(f)(Q) =
∫
d3K
(2π)3
[
1
2
(
1
E
∂
∂E
)
F +
1
3!
Q2
8
3
(
1
E
∂
∂E
)2
F +
1
3
K2
(
1
E
∂
∂E
)3
F

]
.(E.46)
Therefore, the quantity that we must substitute in Eq. (5.79) is
I(f)(Q)− I(f)(Q→ 0) = 1
3!
Q2
8
∫ d3K
(2π)3
3
(
1
E
∂
∂E
)2
F +
K2
3
(
1
E
∂
∂E
)3
F
 .(E.47)
We now use the identity
∫ ∞
0
dK Kn
(
1
E
∂
∂E
)ν
F = −(n− 1)
∫ ∞
0
dK Kn−2
(
1
E
∂
∂E
)ν−1
F , (E.48)
which holds for n ≥ 2, so that the surface term vanishes. It is obtained by using Eq.
(5.122) and performing a partial integration. Using it repeatedly, we can rewrite Eq.
(E.47) as
I(f)(Q)− I(f)(Q→ 0) = − Q
2
48π2
∫ ∞
0
dK
(
1
E
∂
∂E
)
F . (E.49)
Putting this back into Eq. (5.82), we obtain the total X contribution given in Eq. (5.83).
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E.4 Alternative evaluation of the B1 and A2 contributions
If we straightaway put q = 0 in Eqs. (5.43) and (5.40), they are seen to involve singular
expressions of the form Pr(1/x)δ(x) with x = k2 and x = k2 −m2 respectively. Using
Eqs. (5.60), we can obtain the following regularized form for such expressions [69]:
Pr
(
1
x
)
δ(x) = lim
ǫ→0
ǫx
π(x2 + ǫ2)2
= lim
ǫ→0
lim
λ→0
ǫ(x− λ2)
π[(x− λ2)2 + ǫ2]2
= lim
ǫ→0
lim
λ→0
1
2
ǫ
π
d
dλ2
1
(x− λ2)2 + ǫ2
=
1
2
lim
λ→0
d
dλ2
δ(x− λ2). (E.50)
We shall find that the use of Eq. (E.50) leads to expressions for m′(B1) and m
′
(A2) which
are identical to the ones deduced earlier in this Appendix. Let us also compare Eq. (E.50)
with Eq. (5.61). It is clear that Eq. (E.50) for x = k2 is identical with Eq. (5.61) for
m → 0. For the case of m 6= 0, Eq. (5.61) is quite convenient to use if the rest of the
expression in which it occurs does not involve m2 (so that d/dm2 can be performed at the
end, as in Ref. [54]). But in our problem, the rest of the expression involves not only m2,
but m and m3 as well (see Eqs. (E.51) and (E.52) below). Consequently, we have found
it convenient to use Eq. (E.50) with x = k2 −m2.
It may be noted that it is the form (E.50) which was essentially employed by DHR
to regularize Pr(1/k2)δ(k2) in Γ
′(B1)
λρ (p, p) [70], who, however, made a detour into the
imaginary-time formulation for this purpose. Here we first give the m′(A2) calculation, and
then, for the sake of completeness, summarize the m′(B1) calculation.
Putting q = 0 in Eq. (5.40), we get
Γ
′(A2)
λρ (p, p) = 2e
2
∫
d4k
(2π)3
Λλρ(k, k)Pr(
1
(k − p)2 )Pr(
1
k2 −m2 )δ(k
2 −m2)ηf(k)
= e2
∫
d3K
(2π)3
lim
λ→0
d
dλ2
∫
dk0Λλρ(k, k)
1
2m2 + λ2 − 2p · k
×δ(k2 −m2 − λ2)ηf(k), (E.51)
using Eq. (E.50) and also setting k2 = m2 + λ2 as dictated by the delta function.
Making use of the delta function and Eqs. (4.58) and (4.59), we obtain, from Eq.
(5.56),
(2vλvρ − ηλρ)u¯(~P )Λλρ(k, k)u(~P ) = −8k30 + 20mk20 − 8m3 + 2k0(2m2 + λ2 − 2mk0)(E.52)
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at vµ = (1,~0) and pµ = (m,~0).
Use of Eq. (E.52), and of pµ = (m,~0), in Eq. (E.51) then leads to
m′(A2) = e
2(−8I1 + 20mI2 − 8m3I3 + 2I4), (E.53)
where
I1 =
∫
[d4k]λ
k30
2m2 + λ2 − 2mk0 , (E.54)
I2 =
∫
[d4k]λ
k20
2m2 + λ2 − 2mk0 , (E.55)
I3 =
∫
[d4k]λ
1
2m2 + λ2 − 2mk0 , (E.56)
I4 =
∫
[d4k]λk0. (E.57)
We have used the notation∫
[d4k]λfunction(k0, λ) ≡
∫
d3K
(2π)3
lim
λ→0
d
dλ2
∫
dk0δ(k
2
0 − E2Kλ)ηf(k)
×function(k0, λ), (E.58)
with
EKλ ≡ (K2 +m2 + λ2)1/2. (E.59)
Performing the k0 integration first, and then removing the regulator λ in Eqs. (E.54) –
(E.57) (it is useful to make note of
lim
λ→0
d
dλ2
fe,e¯(EKλ) =
1
2EK
∂
∂EK
fe,e¯(EK), (E.60)
for this purpose), we arrive at
I1 = − 1
8m2
∫
d3K
(2π)3
[
EK + 2m
EK −m fe(EK)−
EK − 2m
EK +m
fe¯(EK)
+mEK
(
1
EK −m
∂fe
∂EK
+
1
EK +m
∂fe¯
∂EK
)]
, (E.61)
I2 = − 1
8m2
∫
d3K
(2π)3
[
1
EK
(
Ek +m
Ek −mfe(EK) +
EK −m
EK +m
fe¯(EK)
)
+m
(
1
EK −m
∂fe
∂EK
− 1
EK +m
∂fe¯
∂EK
)]
, (E.62)
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I3 = − 1
8m2
∫
d3K
(2π)3
[
1
E3K
(fe(EK) + fe¯(EK))
+
m
E2K
(
1
EK −m
∂fe
∂EK
− 1
EK +m
∂fe¯
∂EK
)]
, (E.63)
I4 =
1
4
∫
d3K
(2π)3
1
EK
∂
∂EK
(fe − fe¯). (E.64)
Substitution in Eq. (E.53) finally gives m′(A2), which is found to be the same as the result
given by Eq. (5.68).
For Γ
′(B1)
λρ (p, p), given by Eq. (5.43), similar steps are to be carried out. Thus the
analogues of Eqs. (E.51), (E.52) and (E.53) are
Γ
′(B1)
λρ (p, p) = e
2
∫
d3K
(2π)3
lim
λ→0
d
dλ2
∫
dk0γ
ν(/p− /k +m)γµCµνλρ(k, k)
× 1
λ2 − 2p · kδ(k
2 − λ2)ηγ(k), (E.65)
(2vλvρ − ηλρ)u¯(~P )γν(/p− /k +m)γµu(~P )Cµνλρ(k, k) = 2λ2(k0 − 2m) + 4mk20 − 8k30,(E.66)
m′(B1) = e
2(2J1 + 4mJ2 − 8J3). (E.67)
Here
J1 =
∫
[d4k]λ
λ2(k0 − 2m)
λ2 − 2mk0 , (E.68)
J2 =
∫
[d4k]λ
k20
λ2 − 2mk0 , (E.69)
J3 =
∫
[d4k]λ
k30
λ2 − 2mk0 . (E.70)
The notation [d4k]λ is now defined by Eq. (E.58) with ηf → ηγ , and the notation EKλ by
Eq. (E.59) with m = 0.
The evaluation of the above three integrals is straightforward. Each one reduces to
the standard integral ∫ ∞
0
dK Kfγ(K) =
π2T 2
6
, (E.71)
while J3 also involves∫ ∞
0
dK K2
eβK
(eβK − 1)2 = −
∂
∂β
∫ ∞
0
dK Kfγ(K) (E.72)
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We then have J1 = −T 2/24m, J2 = −T 2/48m2 and J3 = T 2/48m, so that the value of
m′(B1) is the same as the one stated in Eq. (5.63).
Finally, we comment that the regularization presented above is not useful for evaluat-
ing the X-contribution, as we need the O(Q2) contribution from the fermion loop in that
case, and not the the value at q = 0.
122
APPENDIX F
Thermal contribution to the
equation for the effective mass at
high temperature
In this appendix we arrive at Eq. (6.71), which expresses the high T contribution to
the equation for the effective mass, by explicit calculation of the expressions given in Eqs.
(6.62), (6.63), (6.65), (6.66) and (6.67).
We begin with M ′FG
2, given by Eq. (6.62). After the p0 integration is carried out,
the integrand is a function of P (the magnitude of the three-momentum) alone. Then
integrating over the angles trivially, we are left with a one-dimensional integral. On doing
some rearrangement, and making use of the identity
fB(P )− fF (P ) = 2fB(2P ) (F.1)
(here and elsewhere in this appendix, fF (P ) and fB(P ) denote (6.11) and (6.15) with |p0|
replaced by P ), we obtain
M ′FG
2
=
e2
2π2
∫ ∞
0
dP P [fB(P ) + fF (P )]− e
2M2
4π2
∫ ∞
0
dP PfB(P ) Re
1
P 2 −M2 − iǫ .(F.2)
Now the first part of the R.H.S. of Eq. (F.2) can be evaluated exactly by using∫ ∞
0
dP PfB(P ) =
π2T 2
6
, (F.3)∫ ∞
0
dP PfF (P ) =
π2T 2
12
. (F.4)
The second part of the R.H.S. of Eq. (F.2) involves the integral
I ≡
∫ ∞
0
dP P
1
eP/T − 1Pr
1
P 2 −M2 (F.5)
=
∫ ∞
0
dx x
1
ex − 1Pr
1
x2 − (M/T )2 . (F.6)
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Here Pr denotes the principal value. The functional dependence of I on T/M was
determined on a computer for large T/M , yielding
I ≈ −1
2
ln
T
M
. (F.7)
Note that this logarithmic behaviour is in accord with the ultraviolet behaviour of (F.5)
without the distribution function. Thus at high T
M ′FG
2
= e2
(T 2
8
+
M2
8π2
ln
T
M
)
(F.8)
neglecting terms independent of T .
Next we turn to M ′ξ,F
2, given by Eq. (6.63). Integrating over p0 and the angles, we
are led to
M ′ξ,F
2
=
ξe2M2
8π2
∫ ∞
0
dP PfF (P ) Re
1
P 2 − M2
4
− iǫ
2
+
ξe2M4
32π2
∫ ∞
0
dP PfF (P ) Re
1
(P 2 − M2
4
− iǫ
2
)2
. (F.9)
Moving on to M ′ξ,B
2, integration over the angles in Eqs. (6.65), (6.66) and (6.67) lead to
M ′ξ,B(I)
2
= −ξe
2M2
8π2
∫ ∞
0
dP PfB(P ) Re
1
P 2 − M2
4
− iǫ
2
, (F.10)
M ′ξ,B(II)
2
= −ξe
2M4
32π2
∫ ∞
0
dP PfB(P ) Re
1
(P 2 − M2
4
− iǫ
2
)2
, (F.11)
M ′ξ,B(III)
2
= −ξe
2M2β
8π2
∫ ∞
0
dP P 2
eβP
(eβP − 1)2 Re
1
P 2 − M2
4
− iǫ
2
. (F.12)
Using the identity (F.1) we then arrive at
M ′ξ,F
2
+M ′ξ,B(I)
2
+M ′ξ,B(II)
2
= −ξe
2M2
4π2
∫ ∞
0
dP PfB(P ) Re
1
P 2 −M2 − 2iǫ
−ξe
2M4
4π2
∫ ∞
0
dP PfB(P ) Re
1
(P 2 −M2 − 2iǫ)2 .
(F.13)
While the first part again involves (F.5), the second part, being ill-defined, is regularized
in a way similar to (6.30):∫ ∞
0
dP PfB(P ) Re
1
(P 2 −M2 − 2iǫ)2 = limλ→M
∂
∂λ2
∫ ∞
0
dP PfB(P ) Re
1
P 2 − λ2 − 2iǫ .
(F.14)
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The integral on the R.H.S. of Eq. (F.14) is similar to I in Eq. (F.5) and equals −1
2
ln(T/λ)
for high T . So the second part of (F.13) equals −ξe2M2/16π2 which can be neglected as
it is independent of T . Thus we are left with the first part of (F.13), so that
M ′ξ,F
2
+M ′ξ,B(I)
2
+M ′ξ,B(II)
2
=
ξe2M2
8π2
ln
T
M
. (F.15)
In M ′ξ,B(III)
2, we encounter the integral
J ≡ 1
T
∫ ∞
0
dP P 2
eP/T
(eP/T − 1)2Pr
1
P 2 −M12
(F.16)
where M1 =M/2. Converting J into a function of T/M1 alone (as we did in the case of I
in Eq. (F.6)), the functional dependence was found out for large T/M1 using a computer,
which gave J ≈ −1
2
. This constancy again agrees with the expectation from the argument
involving the ultraviolet behaviour. Alternatively one can note that
J = T
∂
∂T
∫ ∞
0
dP P
1
eP/T − 1Pr
1
P 2 −M12
. (F.17)
Then using our knowledge of I (see Eqs. (F.5) and F.7)), we obtain J ≈ −1
2
at large T .
Thus M ′ξ,B(III)
2 equals ξe2M2/16π2 and can be neglected.
Therefore in the high-T limit,M ′2 receives contribution from (F.8) and (F.15), thereby
leading us to Eq. (6.71).
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