We study the Hamiltonian system of two point vortices, embedded in external strain and rotation. This external deformation field mimics the influence of neighboring vortices or currents in complex flows. When the external field is stationary, the equilibria of the two vortices, symmetric with respect to the center of the plane, are determined. The stability analysis indicates that two saddle points lie at the crossing of separatrices, which bound streamfunction lobes having neutral centers.
Introduction
In laboratory experiments and numerical simulations of 2D turbulence, vortices have been recognized as vectors of the energy cascade towards larger scale, and, via the interaction of like-signed vortices, the formation of long vorticity filaments mediates the enstrophy cascade towards small scales ( [12, 13] ). The roll-up of such filaments can form small vortices, as does the interaction of unequal likesigned vortices ( [15, 9, 20] ). Vortices of different sizes constitute the 2 X PERROT AND X CARTON inertial range where the energy spectrum progressively becomes steeper than the statistical k −3 law. A fine description of vortex interactions is therefore necessary to the rationalization of the turbulent field.
The interaction of two like-signed vortices in isolation has already been studied at length, in particular for piecewise-constant vortices ( [19, 8, 10, 18, 16] ). These studies showed that Rankine vortices would merge when closer than about 3.2 radii. This critical merger distance obviously depends on other factors such as unequal size of vortices (see above), spatially-variable fluid thickness ( [3] ), beta-effect ( [2] ), barotropic instability of the vortices ( [4] ) or flow divergence ( [6] ).
But merger of vortices in isolation is very idealized compared to vortex interactions in 2D turbulence. Moreover, the surrounding flow is then only sheared, it is also variable with time. This shear can have a major effect against vortex merger in tearing each vortex apart before it interacts with its partner. The interaction of two vortices in a steady large scale flow has been addressed by [5] , [14] . They showed that positive strain (or shear) favors vortex deformation on an elliptical mode, and therefore merger. Nevertheless, their study was still idealized in that it did not incorporate time-variation of the external flow, nor did it consider all possible configurations for this flow.
Recently, the interaction of two identical point-vortices in a steady strain field was studied ( [11] ): this study identified the initial and external conditions for which a minimal distance between vortices will be reached. It also illustrated that this two-vortex advection is an essential first stage for merger. In time-varying flows, resonance and chaotic dynamics of point-vortex systems are possible as shown in [1] . Therefore, this first stage may be considerably modified by the non stationarity of the external flow. This unsteady external flow mimics at first order the effect of drifting neighboring vortices on the two interacting central vortices.
Therefore, how influential is an unsteady shear or strain field on the dynamics of two vortices is an open and important question. This question is addressed here with analytical and numerical tools for two point vortices, which represent well the behavior of two extended vortices before they collide. Firstly, their equation of motion is given ; their equilibria and stability are determined under stationary external flow. Then, an oscillatory external flow may resonate with the periodic rotation of vortices around their neutral points. Such a resonance is investigated via a multiple time scale expansion. The resulting slow-time equation is solved and compared with direct numerical simulations. In the following section, the transition to chaos is investigated when the amplitude of the periodic external flow is increased. Finally, conclusions are provided.
2. Equations and point-vortex modeling.
Vorticity equation.
For an inviscid, incompressible and homogeneous fluid, the vorticity equation governing two-dimensional motions, is :
where ζ = ∇ 2 ψ is the relative vorticity, ψ is the streamfunction, and J(a, b) = ∂ x a∂ y b − ∂ x b∂ y a is the Jacobian operator (x, y are Cartesian coordinates referenced to the center of the plane). Velocity is u = ∂ y ψ, v = ∂ x ψ. Multiplying the vorticity equation by ψ or by ζ and integrating over the plane, shows that energy (the square norm of velocity) and enstrophy (the square norm of vorticity) are conserved.
2.2. Point vortex modeling. In this framework, we consider two identical point vortices with circulation Γ, initially located at x = ±d/2, y = 0. The choice of identical vortices is motivated by the necessity to retain only two degrees of freedom for the mathematical tractability of the problem. The streamfunction is the sum of the flow of these two point-vortices, and of unsteady strain and solid-body rotation: Figure 1 . The two vortices in the deformation field.
Pure external shear corresponds to S = ±Ω. Since the whole flow is initially center-symmetric, it remains so at all times, and only two variables are required for the equations of motion : the radius ρ and the angle θ of one vortex relatively to the origin of the plane (see Fig:1 ). The equations of motion for the two point vortices, normalized by π/Γ form the following Hamiltonian system:
where we have set v *
2.3. Fixed points and their stability. For δ = 0 (s = s 0 and ω = ω 0 ), fixed points are obtained by settingρ = 0 andθ = 0, leading to :
with n ∈ Z; in fact, because of symmetry, only cases n = 0, 1 are considered. Notice that the existence of the fixed points depends on the signs of s 0 and of ω 0 (as summarized on Fig:2) .
We determine the stability of the fixed points by expanding the equation of motion (2) in ε :
A differential equation for ρ 1 is obtained :
leading to :
These results, summarized on Fig:2 , agree with a study of the Jacobian matrix in each case.
3. Dynamics of point vortices under increasing unsteady shear or strain (at harmonic resonance).
3.1. Harmonic resonance.
3.1.1. Derivation of the slow time equation. This resonance is studied near the neutral point. With s 0 > 0 (an arbitrary choice authorized by symmetry) it corresponds to n = 1 and ω 0 < −s 0 (ρ 0n = ρ 0 , θ 0n = θ 0 ). The equation of motion is now expanded at higher order than in the previous section. Introducing multiple time scales ∂ t = ∂ t0 + ε∂ t1 + ε 2 ∂ t2 + ε 3 ∂ t3 , a preliminary calculation and inspection of the form of the equations show that the following expansion must be used for harmonic resonance : σt = f 0 t 0 + f 2 t 2 and
By gathering terms at each order, we obtain, -at first order, the equations for the harmonic oscillations
with solutions
and
2s0ρ0 .
-at second order, the equations contain the nonlinear terms of the first order
They can be transformed into
and, the absence of linear growth of the solution leads to ∂ t1 A = 0. The solution of the system at second order is then
6 X PERROT AND X CARTON -at third order, the system of equations is
the right-hand-side terms which resonate harmonically with the oscillations (in e πif0t0 ) cancel ; this yields a differential equation on A(t 2 ) :
and its complex conjugate (as imposed by theory). Note that this equation was presented once earlier, but without its complete derivation ( [17] ). This equation describes the slow time modulation of oscillations around the equilibrium (a similar equation is given for subharmonic resonance in A).
Study of the slow time equation.
To study the variations of A, we set A = ue iβ , so that ∂ t2 A = (∂ t2 u)e iβ + iu(∂ t2 β)e iβ and we obtain the final system of equations by separating real and imaginary parts
with G = Note : We have H > 0 and G < 0 (resp. > 0) for
We study the variations of u with t 2 when f 2 = 0; this yields the simplified system
Initial conditions are u(0) = u 0 et β(0) = 0 ; we call δ c the value of δ such that ∂ t2 u = ∂ t2 β = 0. The objective here is to show that for a given sign of δ − δ c , u is always larger (or smaller) that u 0 (with u and β of period T 2 ). In the case δ > δ c , a detailed analysis of the relations between u and β and their derivatives leads to the table of variation
which shows that u ≥ u 0 ; conversely, for δ < δ c we have u ≤ u 0 . This is verified numerically (see Fig:3 ). Hysteresis. From the original system, using the change of variable γ = f 2 t 2 − β which renders it autonomous, we have
A steady solution will obey
and by eliminating γ, one obtains
This cubic equation in u 2 provides u for given f 2 and δ. We observe several solutions in certain ranges of f 2 and δ. This corresponds to a hysteresis cycle (see Fig:4 ). Figure 4 . Response u of the forced vortex system to variations in frequency f 2 evidencing hysteresis. Stable (resp. unstable) solutions are in solid (resp. dashed) lines.
The stability of these various equilibria is given by the Jacobian matrix at each fixed point
The sign of λ 2 (u 0 ) gives the stability of each branch of the hysteresis cycle.
• case where f 2 et G are like-signed
Stability is obtained outside of the two roots.
• case where f 2 et G are opposite-signed
For G > 0, we have λ 2 < 0, ∀u 0 and the equilibria are neutral. On the contrary, for G < 0, λ 2 > 0, ∀u 0 and the equilibria are unstable.
Note: In the limit case f 2 = 0 we have
. again, this result is confirmed by direct numerical integration of the equations (see Fig:5 ). 3.2. Runge-Kutta integration of point vortex motion. The equations of vortex motion (2) are now integrated numerically with a fourth-order Runge-Kutta scheme, and δ is progressively increased.
Preliminary work was a test to check the accuracy of numerical integration against analytical results. The position of fixed points and the frequency of oscillations about these fixed points were accurately restituted by the numerical model. Once the model was validated, harmonic resonance was studied. a) the amplitude and period of slow-time evolution of the vortex trajectories around the fixed points correspond to the theoretical solution : ρ 1 = 2u(t 2 ) cos(f 0 t 0 +β(t 2 )) (see Fig:6 ). Figure 9 . The large sensitivity of vortex motion to initial conditions as the system becomes chaotic.
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confined, and rotate around the center of the plane, and/or around the other neutral point. This evolution is irregular with time and large sensitivity to initial conditions is observed (see Fig:9 ). These features suggest chaotic motion. 
4.2.
The origin of chaos. Since transition to chaos occurs at finite δ, the multiple time-scale expansion cannot suffice to explain the mechanism. At finite δ, the differences in vortex trajectories from those with zero or small δ reach a finite amplitude; changes of topology affect the heteroclinic curves. These curves start and end at the saddle points (see Fig:10 ). In the stationary case, they are the separatrices which bound the two basins around the neutral points. Fig:11 shows the evolution of the minimum and maximum radii (or distances from the center of the plane) attained by the vortex for increasing values of δ. These radii are calculated via direct numerical integrations of equations (2a-b) with equations (6-7) (note that in these equations, δ is not separated from ε). These numerical simulations are run for 10 7 time steps (with ∆t = 0.1, ω 0 = −0.1, s 0 = −0.05, σ = f 0 ; thus ω and s are not fixed). For weak unsteady strain and rotation (small ε 3 δ), the vortex oscillation occurs within the initial trajectory; as these unsteady strain and rotation increase, the vortex distance from the center (and from the neutral points) grow linearly. Finally, when the unsteady strain and rotation become of order unity, these distances vary irregularly, indicating chaos. At the transition to chaos, the maximum and minimum distances, ρ max and ρ min , do not depend on the initial conditions ρ 0 and θ 0 . In fact, ρ min corresponds to vortices reaching the vicinity of the heteroclinic curves. Since that it may have changed basin several times. This induces large sensitivity of vortex trajectories, especially near the heteroclinic curves, a feature characteristic of chaos ([1]). In the chaotic region (for even larger values of δ than those presented on figure 11) , the values of minimum and maximum radii are similar for a given value of δ, no matter what initial conditions are given, provided the integration is long enough (which is the case here). In Fig:12 the influence of periodic forcing on the heteroclinic curves calculated with the numerical model is shown. The curves cross, as will be shown with the Melnikov function hereafter, and the area occupied by these trajectories increases with δ.
Melnikov function.
These numerical results are confirmed analytically by a determination of heteroclinic curve crossing via the Melnikov method (see [7] ). Expanding (2), we obtain:
The distance between two heteroclinic curves is:
where θ 0 is the solution of the stationary equation of motion at the saddle-point (46): 
W is Lambert W function. In the range of parameters of two neutral points and two saddle-nodes t 1 and t 2 exist and are finite (see B). After some algebra, we obtain the Melnikov function :
where g(τ ) = ln((|s0|−ω0) τ )+1+ω0τ s0τ
. Thus M (t 0 ) has the form:
If δ is non-zero, the heteroclinic curves will intersect and allow chaotic motion, thus confirming numerical results. KAM torus remains thus bounded at all times, for a given value of δ). KAM tori are described by the following equations : for δ = 0, the Hamiltonian of the stationary problem is set in action-angle variables (J, θ) with H(ρ, θ) = H 0 (J); then, the iteration on the Poincaré section is described by the discrete relation
(see [7] ). When the Hamiltonian is perturbed (see C)
the iteration becomes
In the Poincaré section, an invariant curve J(θ) will satisfy
The existence of such a curve requires a condition on ϕ which is always satisfied if ϕ/2π is a solution of a Diophantine equation. This ensures that invariant curves (and thus KAM tori) will survive small-amplitude perturbations. KAM tori which do not satisfy an algebraic equation disappear first as δ grows and are replaced by Cantori (curves in dashed lines) which are invariant sets, composed of quasi-periodic trajectories, and which have a fractal structure. Cantori are unstable and disappear as δ is increased again, leaving a chaotic region (dotted region on Fig13). The Poincaré section indicates where chaos appears and how it spreads to the whole plane. As shown with the Melnikov method, however small δ is, chaos appears near the heteroclinic curves (Fig14). When δ increases, chaos progressively fills the plane (by replacing KAM tori and cantori, as indicated hereabove). In the course of this process, resonances are observed locally, as shown on Fig15. For even larger values of δ, regular trajectories appear in the physical plane, corresponding to closed curves in the Poincaré section (Fig:16) . These "windows of periodicity" are well-known features in the different field of forced-dissipative chaos (see [1] ). Their order of appearance with varying δ is not investigated here.
5. Conclusions and future directions. Motivated by the importance of vortex interactions in unsteady deformation fields in turbulence or planetary fluids, an analytical and numerical study of two point vortex interaction in a steady, or in a periodic, strain and global rotation, was conducted. For mathematical tractability of the problem, the two vortices were chosen identical and the strain and global rotation had the same axis of symmetry as the vortex pair. A generalization of this problem to unequal vortices or to off-center symmetric external flow will require further numerical studies. Under steady strain and global rotation, the existence and stability of fixed points depend on the sign of the external flow. For opposite-signed strain and rotation, two unstable saddle-points and two neutral centers were found. Under unsteady strain and global rotation, the rotation of vortices around the neutral centers can resonate with the forcing and slowly vary if the time-varying component of the external flow has a weak amplitude δ. The slow-time equation describing this resonance was found to agree accurately with numerical integrations of the motion Figure 14 . The localisation of chaos near the heteroclinic curves for small δ (top : δ = 0.001, bottom : δ = 0.01).
equations. Hysteresis was also observed near resonance. As δ is increased, the deviation of vortex trajectories from circles is amplified and vortices reach the vicinity of the former separatrices of the steady flow. In that region, chaos has developped due to the crossing of heteroclinic trajectories. This crossing is proved by the calculation of the Melnikov function. Thus large sensitivity of vortex trajectories to initial conditions is observed. In particular, the vortices can remain in their streamfunction lobe, or escape and orbit around the center of the plane. The development of chaos was investigated more qualitatively. Poincaré sections evidenced this development from the vicinity of the former separatrices. They also showed the destabilisation of KAM tori into cantori, and then into chaos. An expansion of the perturbed Hamiltonian near resonance showed that the behavior of the system is that of a nonlinear oscillator in this case. Chaos results from the interaction of resonances. Once chaos has fully developped, a further increase of external unsteady flow amplitude can generate windows of periodicity which manifest themselves as regular trajectories in the physical plane. The occurence of these windows along the δ axis was not investigated.
For application to oceanic vortices, a finite vortex size must be considered. But as long as vortices remain distant (in practice, more than 3 radii apart), their deformation remains weak and their motion is close to that of point vortices. Therefore, the point vortex model is an essential starting point in the study of finite vortex interactions in shear or strain. Preliminary experiments with a nonlinear model of 2D fluid flow have shown that, contrary to vortex interaction without external shear or strain, the motion of vortices can be complex. In particular, they can Figure 15 . Islands of periodic motion near the boundary of the chaotic region. considerably drift apart before converging and merging. This delay in merger is related to the complex trajectories followed by the finite-area vortices and which can be described by point-vortex dynamics. The point vortex model used here will be coupled with a vortex deformation model to quantify these behaviors. An elliptical vortex model will also be used to determine the vortex deformation along its trajectory (before merger). In the case of finite-amplitude oscillatory strain and global rotation, chaotic trajectories will be searched for finite-area vortices. This extension of the present study will be reported in another paper.
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Appendix A. Subharmonic resonance. Subharmonic resonance occurs for σ = 2f 0 . With now s = s 0 (1 + ε 2 δ cos(2f 0 t)) (37) ω = ω 0 (1 + ε 2 δ cos(2f 0 t)) 
Subharmonic resonance is clearly evidenced by a Fourier spectrum of θ 1 (see Fig:17 ) which appears in the trajectory of the point vortices (see Fig:18 ). We also checked 
