Abstract
Introduction
Accelerated urbanization and continuous improvements in living standards have resulted in an increasing demand on energy used in buildings. In china, energy consumption for buildings accounts for about 40% of the total energy use [1] . HVAC systems are one of the critical systems used in modern buildings and account for approximately 60% of the total energy consumption in a typical building [2] . As a result, the prediction on cooling load of air conditioning systems in buildings is significant for improving their energy performance, with the aim of achieving energy conservation and reducing environmental impact.
For air conditioning systems, one of the main methods to improve energy efficiency is reasonable operations including adjusting the starting time of cooling to meet start-up . Load prediction forms the foundation for optimizing the operations of air conditioning systems. However, accurately predicting the building cooling load is a challenging work. Cooling load in buildings is affected by many factors, which are quite complex, and they can be grouped into two main categories: the meteorological data and the optical and thermal properties of buildings.
In recent years, the artificial neural networks(ANNs), a kind of intelligent bionic model, have been widely concerned, and their practical applications in many fields have gained remarkable results. ANNs have represented a new paradigm in the load prediction. They work as a black-box model. Thus, it is not necessary to have detailed information about the system because ANNs learn the relationship between input and output parameters by means of historical data. Another advantage is the ability to manage large complex systems with many parameters interrelated between themselves, since they may ignore the excess of information with minor importance.
In this paper, a building cooling load prediction model based on BP neural networks is developed at first. And the optimal parameter setting in the proposed model is studied. Then, the BP neural network model is used for the summer hourly cooling load prediction of a business building in Beijing, China.
Related Work
At present, forecasting methods can be generally divided into two broad categories [6] : qualitative and quantitative prediction. Qualitative methods are also known as intuitive prediction. Quantitative forecasting methods are similar to statistical prediction. For applications in the field of HVAC systems, quantitative predictions are often used and mathematical methods and statistics along with probability theory are applied to collect and deal with large amount of historical data [7] . In the HVAC field, how to predict the building cooling load accurately attracts researchers' attention all the way [8] [9] [10] [11] [12] [13] [14] [15] . Several prediction methods have ever been adopted, such as the Admittance and Fourier methods [16] , the correlation method [17, 18] , the transfer function method [19] , the Monte Carlo simulation method [20] , and so on. Regression analysis [21, 22] , time series analysis [21, 23] and "gray box" theory [24] are traditional load prediction methods, and to use these methods requires the establishment of accurate mathematical models of different kinds of buildings. However, the cooling load prediction is a difficult task due to the complexity in the time series of load, which presents a high non-linearity among the factors, as well as seasonality. And in practical engineering, it is very difficult to quantitatively describe or measure all influencing factors very well during the whole building prediction process. Therefore, when using these traditional methods to forecast the load of air conditioning systems, not only the process of establishing model is rather complicated, but also the accuracy of the results is often not satisfied.
The ANN method is convenient, and fits for an ordinary operator to implement after the model has been established. The practical success of ANNs can be attributed to their distinctive features: learning, self-adaptative, fault tolerance, flexibility and real time response [25] [26] [27] . What is more, ANNs are widely accepted as a technology offering an alternative way to tackle complex and ill-defined problems because of their strong nonlinear mapping ability. They are especially good at capturing the non-linear relationships and changing trends of the building load. Neural network models can realize any nonlinear mapping between the input and output, and there is no need to know the mathematical equation describing the load and the influence factors in advance. Hence it has been popularly applied to predict the building cooling load [28] [29] [30] [31] [32] [33] [34] and building energy consumption [35, 36] .
Output from a neuron in the hidden layer is shown as Eq. (2)
Output from a neuron in the output layer is shown as Eq. (3)
where, m is the hidden neurons' number; W kj and W k are the connection weight from the jth input neuron to the kth hidden neuron, and that from kth hidden neuron to the output neuron, respectively; f ( ) is the sigmoid transfer function given by Eq. (4)
The BP algorithm is designed to solve the problem of determining the connection weight values. Through training, the non-linear relationship between the buildings cooling loads and their correlative influence parameters is established.
Data Collection
In order to obtain an appropriate neural network model, a set of historic data acquired at the building has been used. More specifically, the historic data set is composed by 2928 points from 06/01/2007 to 09/30/2007, with load reports generated at 1-hour intervals, 24h a day. In addition, the historic data has been split into three different data-sets to train, validate and test the neural network model. The first data set is the Training Data Set and it is used for obtaining the ANNs parameters. The second one is the Validation Data Set, which is necessary in the training and post-training processes in order to prevent the over-training in the ANNs. The final data set is the Test Data Set, whose objective is to provide an independent data set for benchmarking and testing purposes.
DeST [37] is used to calculate the business building's hourly cooling loads, which are taken as the basic values to compare with the predicted values from the BP model. DeST is a building environment and energy consumption simulation software developed by Tsinghua University. It adopts the state space method for the load simulation [38] . Stage design and simulation are its basic features [39] . Its reliability has ever been proven by Copyright ⓒ 2015 SERSC analytical test, inter-model comparison and experiment results [40] . In the past 10 years, DeST has played an important role in the prediction of building energy consumption in many projects [41] [42] [43] . By collecting data from the flow meters and temperature sensors, the total volume flow of chilled water and the system total return/supply water temperatures are known. Therefore, the real-time cooling load of air-conditioning system can be calculated by equation (5) .
where load: the real-time cooling load, 103Kal/h; Q:the total chilled water volume flow of air-conditioning system, m 3 /h; p:the density of water, Kg/m 3 ; C:the specific heat capacity of water, Kal/Kg·℃; T 2 :the return water temperature of air-conditioning system,℃; T 1 : the supply water temperature of air-conditioning system,℃.
ANN Model Inputs Selection
When the construction of a building is complete, the envelope and construction material are fixed, and the most important parameters affecting cooling load are the outdoor climate parameters and indoor change of occupancy, starting and stopping of the equipments. The selection of input parameters has a critical role in the ANN modeling. To predict the cooling load for an air-conditioning system, the potential input parameters will be the following ones:
1.outdoor temperature; 2.atmospheric pressure; 3.cloud state; 4.cloud cover (0-10 levels); 5.relative humidity; 6.outdoor air enthalpy; 7.outdoor air density; 8.wind speed; 9.wind direction; 10.intensity of solar radiation; 11.indoor load; 12.indoor equipment heat load. Theoretically combed, any factors that impact the cooling loads can be used as input parameters of neural network model. Generally speaking, the nonlinear mapping ability of neural networks will be stronger with much more input information, and the prediction accuracy will be higher. However, it will increase the computer solving time, and also increase the difficulty of control system and the initial investment due to the added measurement points and sensors. Meanwhile, in the practical engineering applications, a lot of input parameters cannot be often available.
There is a group of independent parameters, and the selection of inputs has to be done in order to avoid the use of parameters with few relevance in the prediction and, at the same time, including the most relevant ones. One of the distinguished methods for feature selection could be Principle Component Analysis (PCA) methods, which directly apply on the data without the need to build and test models. After several data analysis techniques, the initial list of potential parameters has been reduced to the following ones:
1. outdoor temperature(℃); 2. relative humidity (%) ; 3. intensity of solar radiation(W/m 2 ); 4. speed and direction of the wind(m/s); 5. indoor electrical load(W/m 2 ).
Outdoor Temperature and Relative Humidity:
Outdoor temperature is the primary factor, which greatly decides the cooling load of an air conditioning system. Meanwhile, the outdoor temperature presents positive correlations with the hourly load. Relative humidity is also one of the main external disturbance factors affecting the cooling load, and it is shown as the quantity of latent heat. Hence, this paper takes both outdoor temperature and relative humidity as the input parameters of the building cooling load prediction model.
Intensity of Solar Radiation:
Solar radiation is the most basic and important energy on earth, and the distribution and changes of it play a vital role in the formation and changes of climate. Solar radiation is the main factor causing the outdoor temperature changing, and its influence on the cooling load is larger. Therefore, this paper chooses the intensity of solar radiation as an input parameter.
Speed and Direction of the Wind:
The wind direction refers to the direction of the wind blowing. Meteorological offices commonly use eight directions to release the forecast of the wind, namely the east (E), south (S), west (W), north (N), southeast (SE), southwest (SW), northwest (NW) and northeast (NE).Wind direction observation is represented with 16 bearing, that is, among the eight azimuth add north-northeast (NNE), east-northeast (ENE), east-southeast (ESE), south-southeast (SSE),south-southwest (SSW),west-southwest (WSW), west-northwest (WNW) and north-northwest (NNW).Actually, wind report also often use Arabic numerals to show the wind direction within the scope of 0° ~ 360 °. 0 ° is on behalf of the north, 90 ° is on behalf of the east, 180 ° is on behalf of the south, and 270 °is on behalf of the west, and the rest is deduced. Sometimes, such names "PianNanFeng", "PianBeiFeng" are used in the weather forecast, and "Pian" said that the wind moved around a certain position for a small range.The16 wind direction is shown in figure 1 . 
Indoor Electrical Load:
In addition to the above meteorological data, internal disturbance factors account for a large proportion in the air conditioning load. Thus the internal disturbance is considered as one of the input variables. Because of lack of actual measurement data, the experience value of indoor electric load was used, and more specifically, the experience value takes 40 w/m 2 . The indoor total electrical load of working hours is 0.14957 million m 2 x40W/m 2 , and the non-working time for 20% of working time.
Data Preprocessed
Because the actual measurement data are easily affected by the error of collecting instruments, and the instability of monitoring platform may also lead to the data error or bias, in order to eliminate abnormal data, the pretreatment to the actual measurement data must be carried on. In this paper, the method of similarity [44] for both longitudinal and transverse waveforms of air conditioning system operation parameters is used to judge whether there is abnormal data. Longitudinal similarity refers that the operation parameters of similar time generally have not particularly big mutation, and have smoothness. Transverse similarity refers that the peak and valley for the same type of daily operation parameters curve have the same time in the adjacent days, and the curve shapes are similar. Therefore, for those data compared with its adjacent two sets of data or the same time data of two days before and after, if the relative error is more than the engineering threshold(generally 150%),the data is considered as abnormal data. For abnormal data, the general approach is to eliminate it directly, and then use the average of reliable data instead.
In the training stage for ANN, in order to improve the calculation efficiency, and prevent individual data from overflowing during the calculation, it need to normalize [45] the input data and the known corresponding output values, namely processing the data into numerical value between 0 ~ 1. Assuming that the original input and output value of the neural network is xdi and ydi, after the normalization processing they become
and
where, x i is the normalized neural network input value; x di is the original input value; x dmin is the minimum of the original input values; x dmax is the maximum of the original input values; t i is the normalized neural network target value(teacher value);y di is the original target value; y dmin is the minimum of the original target values; y dmax is the maximum of the original target values. After training, the neural network gets the predicted value oi from BP model, which range from 0 to 1. Then, it should be de-normalized into the actual prediction value by Eq. (8).
where, y pi is the de-normalized value of the predictive value; o i is the predicted output value of the neural network.
Evaluation Indices
Suppose that all the normalized input parameters compose a vector Xi (i represents one input sample), and Yi is the normalized building cooling load under the input sample i. When the total number of samples is N, the sample set is defined as {(Xi, Yi)} i=1 N . The performance evaluation indices to BP neural network models adopted throughout this paper is the root mean square error (RMSE), which is defined as follows:
x 100% (9) where q î is the predicted value of q i .
Neural Network Construction
After the input parameters selection, the hourly building cooling load chosen as the model's output, a BP neural network cooling load prediction model is established. A limited number of hidden layer is enough to solve the problem of nonlinear and hysteresis, and three-layered neural network has the ability to approximate any functions, including non-linear function [46] . In this study, three-layered BP neural network is used, consisting of an input layer, a hidden layer and an output layer. The number of neurons in a hidden layer drastically affects the outcome of the network training. It must be sufficient for correct modeling of the problem, and on the other hand, it should be low to ensure generalization. However there is no general rule for selecting the number in a hidden layer [47] , but only experience and trial & error method. So, experience and a large number of experiments are usually relied on for practical guidance.
The optimal number of neurons in a hidden layer is not known beforehand. Hence, some kind of model selection (parameter search) must be done. The goal is to identify optimal number of neurons in a hidden layer so that the model can accurately predict the unknown data. By constantly trying to change the number of hidden layer nodes, the convergence speed and the ability to fit the model are improved. This process will not be stopped until the network output error meets the requirement. Considering the input neurons' number of six, and the output neuron's number of one, this paper explores the hidden layer neurons' number in the range of 10 ~18 using stepwise searching method, and finds that the optimal number is 16.
More specifically, for these nine cases, BP model with input parameters determined above is established. And the established BP model is used to predict the hourly building cooling load for the next 1 week and 1 day. The RMSE of the training sample under various cases are compared, which is shown in Table 1 . From Table 1 , we can see there is the same lowest RMSE point in terms of both 1 week and 1 day cooling load prediction. From these results, we can choose the number of neurons in the hidden layer to be 16, considering the accuracy.
Table 1. The Prediction Errors of BP Model in Different Cases (%)
Case (the number of neurons in the hidden layer) Because the wind direction is not the digital quantity parameter. In order to reduce the neural network training error, there will be wind speed vector toward two direction(the north and the east)respectively for projection. After projection, the wind speed(North) and wind speed (East) will be regarded as two inputs of the network instead of the original wind speed and direction. The topology of the three-layered ANN model for hourly load prediction is shown in figure 2 . 
Neural Network Training
Training is the process to calibrate the connection weights using an adequate learning method. For the standard BP neural network algorithm, there exist a few shortcomings such as being easy to fall into a local minimum point, slow learning and convergence speed, difficulty to determine the network topology structure, overtraining and so on [48, 49] . For this reason, researchers put forward many improved algorithms to speed up the network training speed and avoid falling into a local minimum value. The steepest descent BP algorithm, the elasticity BP algorithm, the momentum BP algorithm, the variable gradient BP algorithm, Newton algorithm, L-M ( Levenberg -Marquardt )algorithm and bayesian regularization methods are part of the improved algorithms. For specific issues, choosing what kind of algorithm depends on many factors. In general, for the small or medium-sized neural network, which contains hundreds of network weights, the appropriate one is L-M algorithm, who has the fastest convergence speed [50] and a smaller mean square error (MSE), while the bayesian regularization algorithm can effectively improve the generalization ability of neural network [51] . The nature of neural network modeling is to find out the relationship(the mapping relations between the inputs and outputs), which is included in limited sample data. Then the neural network can give appropriate output for untrained input, which is known as the function of generalization [52] .The generalization ability of BP neural network based on the above algorithms (except for the bayesian regularization algorithm) did not achieve the ideal effect, while the generalization ability is the important symbol to measure whether the performance of neural network is good or not. So, this paper uses Bayesian regularization [52, 53] algorithm to train BP network load prediction model. With the regularization method the performance index is modified to include a term which penalizes network complexity. The most common penalty term is the sum of squares of the network weights:
(10) This performance index forces the weights to be small, which produces a smoother network response. The trick with this method is to choose the correct regularization parameter . If the value is too large, then the network response will be too smooth and will not accurately approximate the underlying function. If the value is too small, then the network will overfit.
In the same conditions, this paper used different functions to train the neural network. The results show that using the function of trainbr to train neural network can get better fitting effect and generalization ability than other training functions. Trainbr (Bayesian regulation backpropagation) is a network training function that updates the weight and bias values according to L-M optimization. It minimizes a combination of squared errors and weights, and then determines the correct combination so as to produce a network that generalizes well. The process is called Bayesian regularization.
Bayesian regularization minimizes a linear combination of squared errors and weights. It also modifies the linear combination so that at the end of training the resulting network has good generalization qualities. See MacKay [53] for more detailed discussions of Bayesian regularization.
This Bayesian regularization takes place within the L-M algorithm. Backpropagation is used to calculate the Jacobian jX of performance perf with respect to the weight and bias variables X. Each variable is adjusted according to L-M, jj = jX * jX je = jX * E dX = -(jj+I*mu) \ je where E is all errors and I is the identity matrix.
The adaptive value mu is increased by mu_inc until the change shown above results in a reduced performance value. The change is then made to the network, and mu is decreased by mu_dec.
The parameter mem_reduc indicates how to use memory and speed to calculate the Jacobian jX. If mem_reduc is 1, then trainlm runs the fastest, but can require a lot of memory. Increasing mem_reduc to 2 cuts some of the memory required by a factor of two, but slows trainlm somewhat. Higher values continue to decrease the amount of memory needed and increase the training times.
Training stops when any of these conditions occurs: * The maximum number of epochs (repetitions) is reached. * The maximum amount of time is exceeded. * Performance is minimized to the goal. * The performance gradient falls below min_grad. * mu exceeds mu_max. * Validation performance has increased more than max_fail times since the last time it decreased (when using validation). The logsig (as shown in the formula 4) and purelin (f(x) = x) transfer functions are selected as the excitation function. The neural network topology and parameters selection of the load prediction model are shown in table 2. 
Analysis of Load Prediction Results
In this paper, a business building located in Beijing, China is selected to justify the feasibility of the proposed model. The study analyzes the prediction errors between the predicted and measured results as well as the prediction errors sources.
Building Descriptions
As shown in figure 3 , the business building is mainly used for financial administration, whose total area is 0.14957 million m 2 .The ground area is 0.08839 million m 2 (with a large atrium), and the underground area is 0.06118 million m 2 . Its building shape coefficient is 0.15. The air-conditioning is operated from 8:00 to 18:00 every day. The whole building is all for self-use offices and the staff number is around 4000. 
Prediction for the Next 1Week Load
By the constructed model, this paper makes prediction for the next 1 week hourly cooling load. In the network training courses, based on the parameters in table 2, the changing curves of each parameter for cooling load prediction are displayed in figure 4 . Figure 5 shows the linear regression about the network output and the corresponding expected output. The figure shows that the tracking effect of the network output to the expected output is good and the corresponding linear correlation R = 0.96369. The collected cooling load data are mainly concentrated in the hot summer time, and the temperature and load demand change every day are similar and regular, so the neural network can be well fitting the nonlinear mapping relationship between the inputs and the outputs.
Figure 5. The Linear Regression about the Network Output and the Corresponding Expected Output
This paper uses the trained BP neural network to test the 168 sets (1 week) samples, and the test results are shown in figure 6 . It can be seen from it that although there exists a certain deviation between the prediction values and the real values, most deviation is in the range of -0.05 ~ 0.05. The difference between the prediction value and the real value is small, and the average prediction error (RMSE) of the test samples is 1.60%. The results testify that BP prediction model is established well to describe the complex relationship between the building cooling load and input parameters. For the engineering application, the prediction error has been very well filled the bill, so the prediction method has practical value.
Outside the training sample sets, the test sample sets are the real air conditioning system data. Therefore, the test error shows that the network model and the training methods used in this paper are better, which can reflect the inherent nonlinear mapping relationship at a relatively high precision. Figure 7 shows the cooling load comparison results of the calculated output load with the predicted cooling load in the test samples. In the figure, the solid line connection represents the actual output curve, and the '+' represents the simulation output values of the ANN model. The results show that the fitting between the actual output and the model output is good. When there is a sudden change in the hourly load, the load prediction values follow well. It shows that this model can be used to predict the cooling load of air conditioning system. Through the comparison with measured results, the practicability of the model is verified well. Through the comparison with actual output results, the practicability of the model is verified well.
Figure 6. The Results about Cooling Load Prediction Error of 168 Sets Test Samples

Figure 7. The Cooling Load Comparison Results of the Calculated Output
Load with the Prediction Output Load
Prediction for the Next 1day Load
By the constructed model, this paper makes prediction for the next 1 day hourly cooling load. In the network training courses, the changing curves of each parameter for load prediction are displayed in figure 8 . Figure 11 shows the cooling load comparison results in the testing samples. The results show that the fitting between the actual output and the model output is good. When there is a sudden change in the hourly load, the load prediction values follow well. It shows that this model can be used to predict the cooling load of air conditioning systems. Through the comparison with actual output results, the practicability of the model is verified well. 
Analysis of Prediction Errors Sources
By the above results, it can be seen that the model constructed in this paper has a simple structure. And the required input parameters are outdoor temperature, relative humidity, speed and direction of the wind, intensity of solar radiation and indoor electrical load, etc., which can avoid the complicated calculation of unsteady heat transfer. But there are still many factors making the error exist for the prediction results. The analysis is as follows:
(1)When considering internal disturbance factors of the air conditioning system load, this paper only considers the indoor electrical load data, while the actual internal disturbance factors include the body's heat moisture quantity, etc. At the same time the number of indoor personnel and its flow should be considered.
(2)The input of the model does not consider the time delay of the cooling load caused by building thermal capacity, namely the delayed effect of meteorological parameters. In especial, the delayed effect of outdoor temperature, relative humidity and intensity of solar radiation has a great influence on the hourly load of air conditioning system, which may cause the existence of the error.
Allowing for the transition season (such as in October and November), the weather change is larger and every day or every time the cooling load demand mutation is larger. And the model proposed is not suitable for the load prediction of the transition season .So, it need to collect the transition season data in the future.
Conclusion
This paper studies the hourly load prediction of air conditioning systems and constructs a load prediction model based on BP neural networks. Taking a business building in Beijing as the actual research object, this paper had collected a total of 2928 hours of cooling load data from June to September. After the data preprocessed, for improving the generalization ability of the network, the load prediction model is trained by bayesian regularization algorithm. Then based on the constructed model, this paper makes the prediction test for the next 1 week and 1 day hourly cooling load. The results show that the prediction model can accurately predict the future hourly load of 1 week and 1 day, with the prediction error at 1.60% and 1.18% respectively. The model can be used for hourly load prediction of air conditioning systems, and the prediction accuracy is suitable. The model constructed has a simple structure, and less input parameters are needed, which can avoid complicated calculation of unsteady heat transfer. In the case of lack of the building information, it can still make a accurate prediction. This model is suitable for
