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a b s t r a c t
The stability of a class of stochastic Recurrent Neural Networks with time-varying delays is
investigated in this paper.With the help of the Lyapunov function and theDini derivative of
the expectation of V (t, X(t)) ‘‘along’’ the solution X(t) of themodel, a set of novel sufficient
conditions on mean square exponential stability has been established. An example is also
given to illustrate the effectiveness of our results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Recurrent Neural Networks can be represented as differential equations that describe the evolution of the model as
functions of time. These differential equations have received increasing interest due to their promising potential applications
in areas such as classification, combinatorial optimization, parallel computing, signal processing and pattern recognition, see
e.g. [1–3]. Such applications heavily depend on the dynamic behavior of networks, therefore, the analysis of these dynamic
behaviors is a necessary step for practical design of neural networks. Up to now, many important results on the stability
have been reported in the literature, see e.g. [4–10] and references therein, where the models studied have been largely
restricted to deterministic differential equations. These models do not take into account the inherent randomness that is
associated with signal transmission.
Just as is pointed out by Haykin [11], in real nervous systems and in the implementation of artificial neural networks,
synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and
other probabilistic causes, hence, noise is unavoidable and should be taken into consideration in modeling. Therefore, it
is of significant importance to consider stochastic effects on the stability of neural networks [12,13]. On the other hand,
during hardware implementation, time delays occur due to the finite switching speed of the amplifiers and communication
time. They are often the source of oscillation and instability in neural networks. Although various stability issues of neural
networks have been extensively investigated by many authors in the past two decades, the issue of stochastic effects on the
stability has not been studied until very recently (see [12–16]). However, in [14–16], the delays considered are constants. It
is well known that the delays in artificial neural networks are usually time-varying, and sometimes vary wildly with time
due to the finite switching speed of amplifiers and faults in the electrical circuit.
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Motivated by the above discussions, in this paper, we consider Stochastic Recurrent Neural Networks with time-varying
delays (SRNN) described by the following stochastic functional differential equations
dxi(t) = −cixi(t)dt +
n∑
j=1
aijfj(xj(t))dt +
n∑
j=1
bijfj(xj(t − τj(t)))dt +
n∑
j=1
σij(t, xj(t)), xj(t − τj(t))dwj(t), (1.1)
where t ≥ 0, i = 1, . . . , n; n corresponds to the number of units in a neural network; xi(t) denotes the potential (or
voltage) of cell i at time t; fj(·) denotes a non-linear output function between cell i and j; ci > 0 denotes the rate with which
cell i resets its potential to the resting state when isolated from other cells and inputs; aij and bij denotes the strengths
of connectivity between cell i and j respectively; τj(t) is time delay and satisfies 0 ≤ τj(t) ≤ τ · σ(t, x(t), x(t − τ(t))) =
(σij(t, x(t), x(t−τ(t))))n×n is the diffusion coefficientmatrix andω(t) = (ω1(t), . . . , ωn(t))T is anm-dimensional Brownian
motion defined on a complete probability space (Ω,F , P)with a natural filtration {Ft}t≥0 (i.e. Ft = σ {w(s) : 0 ≤ s ≤ t}).
There are at least three different types of stochastic stability to describe limiting behaviors of stochastic differential
equations: stability in probability, moment stability and almost sure stability. The mean square exponential stability is one
of themost useful concepts because it is closer to the real situation (see [17]). For instance,mean square exponential stability
means that the second moment of the solution will tend to the trivial solution exponentially fast. By employing a Lyapunov
function, stochastic analysis and an inequality technique, the criteria ensuring mean square exponential stability is derived
for the considered system. These proposed results are generalized and improve some of the earlier publications.
The remainder of this article is organized as follows. In Section 2, the basic notation and assumptions are introduced.
After giving the criteria for checking the mean square exponential stability for (1.1) in Section 3, one illustrative example is
given in Section 4. We conclude this paper in Section 5.
2. Preliminaries
Let C , C([−τ , 0], Rn) be the Banach space of continuous functions which map [−τ , 0] into Rn with the topology of
uniform convergence. For any (x1(t), . . . , xn(t))T ∈ Rn, we define ‖x(t)‖ = (∑ni=1 |xi(t)|2) 12 .
System (1.1) can be rewritten as the following vector form:
dx(t) = [−Cx(t)+ AF(x(t))+ BF(x(t − τ(t)))]dt + σ(t, x(t), x(t − τ(t)))dw(t) (2.1)
where, x(t) = (x1(t), . . . , xn(t))T, C = diag(c1, . . . , cn), A = (aij)n×n, B = (bij)n×n, F(x(t)) = (f1(x1(t)), . . . , fn(xn(t)))T,
σ(t, x(t), x(t− τ(t))) = (σij)n×n. The initial conditions for system (2.1) are x(t) = ϕ(t),−τ ≤ t ≤ 0, ϕ ∈ L2F0([−τ , 0], Rn),
here L2F0([−τ , 0], Rn) is regarded as a Rn-valued stochastic process ϕ(t),−τ ≤ t ≤ 0, moreover, ϕ(t) is F0 measurable,∫ 0
−τ E|ϕ(t)|2dt < ∞.
Throughout this paper, we always assume that F(x(t)) and σ(t, x(t), x(t−τ(t))) satisfy the local Lipschitz condition and
the linear growth condition. This implies that (2.1) has a unique global solution on t ≥ 0 for the initial conditions [17]. As
usual, we will also assume that F(0) = 0, σ (t, 0, 0) = 0 for all t in this paper. So system (2.1) admits a zero solution or
trivial solution x(t, 0) ≡ 0.
Let C2,1([−τ ,∞)×Rn; R+) denote the family of all nonnegative functions V (t, x) on [−τ ,∞)×Rn which are continuous
twice differentiable in x and once differentiable in t . If V ∈ C2,1([−τ ,∞)× Rn; R+), define an operatorLV associated with
(2.1) as
LV (t, x) = Vt + Vx[−Cx(t)+ AF(x(t))+ BF(x(t − τ(t)))] + 12 trace[σ
TVxxσ ] (2.2)
where Vt = ∂V (t,x)∂t , Vx = ( ∂V (t,x)∂x1 , . . . ,
∂V (t,x)
∂xn
), Vxx = ( ∂2V (t,x)∂xi∂xj )n×n, σ = σ(t, x(t), x(t − τ(t))).
We assume the following conditions are satisfied:
(H1) There exist positive constants pi, i = 1, . . . , n, such that
|fi(u)− fi(v)| ≤ pi|u− v|, ∀u, v ∈ R.
(H2) There are nonnegative constants vi, ui, for ∀(t; x, y) ∈ R+ × Rn × Rn, such that
trace[σ T(t; x, y)σ (t; x, y)] ≤
n∑
i=1
(vix2i + uiy2i ).
Definition 2.1 ([17]). The trivial solution of (1.1) is said to be exponentially stable inmean square if there is a pair of positive
constants λ and G such that
E‖x(t; t0, x0)‖2 < G‖x0‖2e−λ(t−t0), on t ≥ t0
for all x0 ∈ Rn.
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3. Main results
In this section, we will apply the Dini derivative of the expectation of V (t, X(t)) ‘‘along’’ X(t) to deal with the mean
square exponential stability of the Stochastic Recurrent Neural Networks with time-varying delays. In order to prove the
main result, we would like first to present two lemmas.
Lemma 3.1. The following equation
λ = a− beλτ (3.1)
has a unique positive solution if a and b are positive constants and a > b.
Proof. Let F(µ) = µ − a + beµτ . It is easy to see that F(0) = −a + b < 0, F(a) = beµτ > 0, F˙(µ) = 1 + bτeµτ > 0.
Thus, F(µ) is strictly increasing on [0,∞). Therefore, Eq. (3.1) has a unique positive solution, furthermore, which belongs
to (0, a). 
Lemma 3.2. Assume that y(t) is nonnegative continuous function on [t0 − τ , t] and satisfies the following inequality:
D+y(t) ≤ −ay(t)+ b sup
t−τ≤s≤t
y(s) for t ≥ t0, (3.2)
then y(t) ≤ supt0−τ≤s≤t0 y(s)e−λ(t−t0), where a, b are positive constants, a > b and λ is the unique positive root of Eq. (3.1), the
Dini-derivative D+y(t) is defined as
D+y(t) = lim sup
ε→0+
y(t + ε)− y(t)
ε
.
Proof. The inequality (3.2) also called Halanay-type inequality, we reprove it as follows. For ∀β > 0, let z(t) =
supt0−τ≤s≤t0 y(s)e
−λ(t−t0), t0 − τ ≤ t < β . We have
y(t) < kz(t) for t0 − τ ≤ t ≤ t0, (3.3)
where ∀k > 1 is a constant. Now assume there exists some t2 ∈ (t0, β), such that
y(t) < kz(t) for t0 − τ ≤ t < t2, y(t2) = kz(t2).
So we have the following two cases to analyze further.
Case one: if
D+(kz(t2)− y(t2)) ≤ 0. (3.4)
From (3.2), we have
D+y(t2) ≤ −ay(t2)+ b sup
t2−τ≤s≤t2
y(s)
< −akz(t2)+ b sup
t2−τ≤s≤t2
kz(s)
≤ −akz(t2)+ bkz(t2 − τ) = kz˙(t2).
This implies
D+(kz(t2)− y(t2)) > 0, (3.5)
which is a contradiction to (3.4).
Case two: if
D+(kz(t2)− y(t2)) > 0. (3.6)
Then we can find a positive constant , such that the function kz(t) − y(t) is increasing on (t2, t2 + ]. That is to say that
y(t) < kz(t) on (t2, t2 + ]. For (t2 + , β], as just discussed before, it is easy to prove that y(t) ≤ kz(t). At last, letting
k → 1, we have y(t) ≤ z(t) = supt0−τ≤s≤t0 y(s)e−λ(t−t0). This completes the proof. 
Theorem 3.3. Under the assumptions (H1)–(H2), if there are a set of constants kij, k∗ij, lj, l
∗
j and a positive diagonal matrix
M = diag(m1, . . . ,mn) such that
N1 > N2 > 0, (3.7)
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where
N1 = min
1≤i≤n
{
2ci −
n∑
j=1
a
2kij
ij p
2lj
j −
n∑
j=1
mj
mi
a
2−2kji
ji p
2−2li
i −
n∑
j=1
b
2k∗ij
ij p
2l∗j
j −
vi
mi
max
1≤i≤n
{mi}
}
and
N2 = max
1≤i≤n
{
n∑
j=1
mj
mi
b
2−2k∗ji
ji p
2−2l∗i
i +
ui
mi
max
1≤i≤n
{mi}
}
,
then the trivial solution of system (2.1) is exponentially stable in mean square.
Proof. Consider the following Lyapunov function
V (t, x) = xT(t)Mx(t). (3.8)
Then the operatorLV (t, x) associated with system (2.1) has the form as follows
LV (t, x) = 2xTM{−Cx(t)+ AF(x(t)+ BFx(t − τ(t)))} + trace(σ TMσ)
= −2
n∑
i=1
mixi(t)ci
{
xi(t)−
n∑
j=1
aijfj(xj(t))
}
+ 2
n∑
i=1
mixi(t)
n∑
j=1
bijfj(xj(t − τj(t)))+ trace(σ TMσ)
≤ −2
n∑
i=1
mi
{
cix2i (t)−
n∑
j=1
|akijij pljj xi(t)a1−kijij p1−ljj xj(t)|
−
n∑
j=1
|bk
∗
ij
ij p
l∗j
j xi(t)b
1−k∗ij
ij p
1−l∗j
j xj(t − τj(t))|
}
+m
n∑
i=1
[vix2i (t)+ uix2i (t − τi(t))]
≤ −
n∑
i=1
mi
{
2cix2i (t)−
n∑
j=1
[
a
2kij
ij p
2lj
j x
2
i (t)+ a2−2kijij p2−2ljj x2j (t)
]
−
n∑
j=1
[
b
2k∗ij
ij p
2l∗j
j x
2
i (t)+ b
2−2k∗ij
ij p
2−2l∗j
j x
2
j (t − τj(t))
]}
+m
n∑
i=1
[
vix2i (t)+ uix2i (t − τi(t))
]
= −
n∑
i=1
mi
{
2ci −
n∑
j=1
a
2kij
ij p
2lj
j −
n∑
j=1
mj
mi
a
2−2kji
ji p
2−2li
i −
n∑
j=1
b
2k∗ij
ij p
2l∗j
j −
m
mi
vi
}
x2i (t)
+
n∑
i=1
mi
{
n∑
j=1
mj
mi
b
2−2k∗ji
ji p
2−2l∗i
i +
m
mi
ui
}
x2i (t − τi(t)), (3.9)
where m = max1≤i≤n{mi}. For δ ≥ 0, since E(
∫ t+δ
t Vx(s, x(s))σ (s, x(s), x(s − τ(s)))dw(s)) is an Itô stochastic calculus, it is
a martingale by stochastic analysis theory, using the result of the P344 in [17], we can get
E
(∫ t+δ
t
Vx(s, x(s))σ (s, x(s), x(s− τ(s)))dw(s)
)
= 0.
Denote y(t) := E(V (t, x(t))) ≡ E(V (t, x(t; t0, x0))) and apply the inequality (3.9), the preceding result leads directly to
D+y(t) ≤ −N1y(t)+ N2 sup
t−τ≤s≤t
y(s). (3.10)
Hence, from Lemma 3.2, we have
y(t) ≤ sup
t0−τ≤s≤t0
y(s)e−λ(t−t0). (3.11)
That is to say
E‖x(t; t0, x0)‖2 < G‖x0‖2e−λ(t−t0), on t ≥ t0, (3.12)
where
G =
max
1≤i≤n
{mi}
min
1≤i≤n{mi}
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and λ is the unique positive root of the following equation
λ = N1 − N2eλτ . (3.13)
Therefore, the trivial solution of system (2.1) is exponentially stable in mean square. 
Corollary 3.4. In Theorem 3.3, let li = l∗i ≡ 0, kij = k∗ij ≡ 0.5 for all i, j, if there is a positive diagonal matrix M =
diag(m1, . . . ,mn) such that
N1 > N2 > 0, (3.14)
where
N1 = min
1≤i≤n
{
2ci −
n∑
j=1
|aij| −
n∑
j=1
mj
mi
|aji|p2i −
n∑
j=1
|bij| − vimi max1≤i≤n{mi}
}
and
N2 = max
1≤i≤n
{
n∑
j=1
mj
mi
|bji|p2i +
ui
mi
max
1≤i≤n
{mi}
}
,
then the trivial solution of system (2.1) is exponentially stable in mean square.
Corollary 3.5. In Theorem 3.3, let N1 = min1≤i≤n{2ci − ∑nj=1 |aij| − ∑nj=1 |aji|p2i − ∑nj=1 |bij| − vi} and N2 =
max1≤i≤n{∑nj=1 |bji|p2i + ui}, if N1 > N2 > 0, then the trivial solution of system (2.1) is exponentially stable in mean square.
Remark 3.6. To the best of our knowledge, few authors have considered the exponential stability for Stochastic Neural
Networks with time-varying delays. We can find recent papers [14–16] in this direction. However, it is assumed in [14–16]
that all delays are constants, the activation functions appearing in [15] are bounded. Obviously, we have dropped out the
two basic assumptions in this paper.
Remark 3.7. In view of (3.13), one can see that the globally exponential convergence rate (λ) of system (2.1) can be
computed easily. Moreover, in order to improve the network’s performance, through modifying the parameters ci, aij, bij,
we can increase the exponentially convergent rate to reduce the time that is required for the system to recall.
Remark 3.8. From our results in this paper, we need not even know the particular form related to the delays, we only need
to know that the delays are bounded (0 ≤ τij(t) ≤ τ ). Our results are all independent of the delays and may possess highly
important significance in the design of neural network circuits.
Remark 3.9. This paper tell us, through computing the expectation, that some stochastic system can be transformed into
deterministic systems, therefore, some deterministic dynamic analysis techniques can be applied to solve some stochastic
stability problems.
4. An illustrative example
Example 4.1. Consider the following stochastic recurrent neural networks with time-varying delays
dx(t) = −
(
4 0
0 5
)(
x1(t)
x2(t)
)
dt +

1
5
4
3
3
5
1
(tanh(x1(t))tanh(x2(t))
)
dt +

2
5
4
3
3
5
1
3
(tanh(x1(t − τ1(t)))tanh(x2(t − τ2(t)))
)
dt
+ σ(t, x(t), x(t − τ(t)))dw(t), (4.1)
where, τ(t) is any bounded positive function and σ : R+ × R2 × R2 −→ R2 × R2 satisfies
trace[σ T(t, x, y)σ (t, x, y)] ≤ x21 + x22 + y21 + y22.
By simple computation, we can easily get that
N1 = min
1≤i≤n
{
2ci −
n∑
j=1
|aij| −
n∑
j=1
|aji|p2i −
n∑
j=1
|bij| − vi
}
= 44
15
,
N2 = max
1≤i≤n
{
n∑
j=1
|bji|p2i + ui
}
= 8
3
.
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Fig. 1. Numerical solution E(x21(t)), E(x
2
2(t)) of system (4.1).
Therefore, N1 > N2, it follows by Corollary 3.5 that system (4.1) is exponentially stable in mean square. These conclusion
can be verified by the numerical simulation (see Fig. 1).
5. Conclusions
The recurrent neural networks (RNN) can be viewed as the speciality of the SRNNwhen the stochastic disturbance σ = 0,
but there have been few conclusions on the SRNN (especially when the delays are time-varying) until now. In this paper,
we have derived sufficient conditions for checking exponential stability in mean square of the trivial solution of SRNN with
time-varying delays. If we remove noise from the system, the derived conditions for stability of general DRNN can be viewed
as byproducts of our results, and the method of this paper can be applied to some other stochastic or deterministic neural
networks.
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