Finite mixture models have been used for unsupervised learning for over 60 years, and their use within the semi-supervised paradigm is becoming more commonplace. Clickstream data is one of the various emerging data types that demands particular attention because there is a notable paucity of statistical learning approaches currently available. A mixture of first order continuous time Markov models is introduced for unsupervised and semi-supervised learning of clickstream data. This approach assumes continuous time, which distinguishes it from existing mixture model-based approaches; practically, this allows account to be taken of the amount of time each user spends on each website. The approach is evaluated, and compared to the discrete time approach, using simulated and real data.
Introduction
Clickstream data present an important means of investigating users' internet behaviour. Unsupervised or semi-supervised learning -also known as clustering and semi-supervised classification, respectively -of such data can be very useful in many different areas of endeavour. Examples can be found in areas as diverse as online marketing and anti-terrorism. Early examples of clustering clickstream data can be found in the work of Banerjee and Ghosh (2000) and Banerjee and Ghosh (2001) , which looked at concept based clustering, and longest common sequences respectively. Other examples clustering and classification of clickstreams can be found in Montgomery et al. (2004) , Aggarwal et al. (2003) and Wei et al. (2012) -none of these approaches draw on mixture models.
The first use of mixture models for clustering for clickstreams can be found in Cadez et al. (2003) , who considered a mixture of first order Markov models. One problem that was mentioned in Cadez et al. (2003) was that when the number of website categories is very large, the number of parameters can become very high. To alleviate this potential problem, Melnykov (2016) looked at biclustering of the clickstreams and the states to effectively reduce the number of states. Although this was shown to be successful in simulations, in the real data analyses, only two states were grouped together.
Herein, a mixture of first order continuous time Markov models is introduced for unsupervised and semi-supervised learning of clickstream data. In practice, the incorporation of continuous time can prove beneficial in detecting the true underlying group structure for internet users. The basis of the proposed methodology rests on the work done in Albert (1960) , who considered the estimation of the infinitesimal generator in a continuous time Markov model. The balance of this paper is laid out as follows. In Section 2, we look at a background of model-based clustering as well as the mixture of first order Markov models and the extension to semi-supervised classification. In Section 3, we discuss the extension to continuous time. In Section 4, we look at three different simulations as well as dataset with simulated time points. Finally, we end with a discussion in Section 5.
Background

Mixture Models and Learning Therefrom
A finite mixture model is a convex linear combination of component densities f g (x | θ g ), g ∈ {1, 2, . . . , G}. The density for an observation from a mixture model can be written as
where ϑ = {π 1 , π 2 , . . . , π G , θ 1 , θ 2 , . . . , θ G }, and π g are the called the mixing proportions. Note that π g ∈ (0, 1] with
McNicholas (2016a) traces the origin of the relationship between mixture models and unsupervised learning to the question of defining a cluster, where Tiedeman (1955) and Wolfe (1963) suggest using mixture models for this purpose. Some early work using (Gaussian) mixture models for clustering can be found in Wolfe (1965) , Baum et al. (1970) , Scott and Symons (1971) and Orchard and Woodbury (1972) . The relative simplicity of the Gaussian mixture model, i.e., where each f g (x | θ g ) is Gaussian, made it the dominant approach until relatively recently. In the last few years, however, there has been significant interest in the use of non-Gaussian mixture models for unsupervised and semi-supervised learning, e.g., work on mixtures of asymmetric distributions by Lin (2010) ; Vrbik and McNicholas (2012) ; McLachlan (2013, 2014) ; Vrbik and McNicholas (2014); Franczak et al. (2014); Lin et al. (2014) ; Dang et al. (2015), and O'Hagan et al. (2016) . The thus far limited work on mixtures of Markov models for streaming data, see Cadez et al. (2003) and Melnykov (2016) , is another example of departure from Gaussian mixtures.
One application of mixture models is in the area of clustering and classification. In a typical classification problem, some observations have known group memberships, whereas some observations are unlabelled. Semi-supervised classification makes use of both the labelled and unlabelled points when building a classifier. In unsupervised classification, also known as cluster analysis, it is often the case that all observations are unlabelled; however, it can also be used when some observations are labelled. In such situations, unsupervised classification can be performed in two different ways. The first is to simply ignore the labelled observations so that only the unlabelled observations are used, whereas the second is to treat all of the observations (including the labelled observations), as unlabelled. When classification is performed using a mixture model, it is known as model-based classification.
Over the years, numerous definitions of a cluster or group have been provided in the literature, and there is no one agreed upon definition. A comprehensive history of this subject can be found in McNicholas (2016b). Cadez et al. (2003) and Melnykov (2016) , consider a mixture of first order Markov models to cluster clickstreams. Consider a website consisting of many different webpages that can be accessed from one of J categories. The clickstream of interest is given by the transitions from one category to another. Suppose N clickstreams are observed from a population with G types. Now, assume that N 1 of these clickstreams have unknown labels and denote them by X
Mixtures of First Order Markov Models
(1)
(1) i2 , . . . , x iL i ), i ∈ {1, 2, . . . , N 1 }, and N 2 of these are labelled denoted similarly by X (2)
The one step transition matrix for group g is
Now, define the initial probabilities
for i = 1, 2, . . . , N . For ease of notation, and recalling that x i1 ∈ {1, 2, . . . , J}, denote an initial probability vector for each group g by α g = (α g1 , α g2 , . . . , α gJ ). Finally, for ease of notation, we denote the total number of transitions from state j to state k for unlabelled clickstream i by n 
ijk .
The observed likelihood is given by
where D O is the observed data and
The expectation-maximization (EM) algorithm, Dempster et al. (1977) , is used for parameter estimation. The EM algorithm works with the complete-data log-likelihood, i.e., the likelihood of the observed data together with the missing data. On the E-step, the expected value of the complete-data is computed and, on the M-step, it is maximized conditional on the current parameter estimates. The E-and M-steps are iterated until some stopping criterion is satisfied. Definiing z (1) ig to be the group indicators for the unlabelled observations, the complete-data likelihood in this case can be written
In this particular case, the EM algorithm can be outlined as follows.
Initialization: Initialize the parameters π g , α g , and Λ g E Step: Updateẑ ig by calculatinĝ
Step: Update the parameters given bŷ
Nm i=1ẑ
Note that unsupervised classification (clustering) falls out as a special case when N 1 = N .
Methodology
A Mixture of First Order Continuous Time Markov Models
We now discuss an extension of the methodology presented in Cadez et al. (2003) and Melnykov (2016) to take into account the amount of time spent in each category. Consider the same scenario as before, except this time we also observe a sequence of times spent in each state before transferring to another state; denote this by T
. . , N , where m = 1 corresponds to the unlabelled observations and m = 2 corresponds to the labelled observations. It is important to note that, unlike the discrete time case, no transitions are made to the same state in continuous time. These data can be modelled using a mixture of continuous time Markov chains, with infinitesimal generators
where q gjk ≥ 0 for j = k and q gjj = − k =j q gjk for g ∈ {1, 2, . . . , G}. The first item we note here is that the underlying transition probabilities are given by
The second is that each T (m) il are independent and
where Exp(a) denotes an exponential distribution with rate a. We denote the initial probability vector by α g , as before. Albert (1960) presents a detailed background for the theory of continuous time Markov chains, and also discusses the likelihood function for a sample of continuous time Markov chains. Modifying this likelihood function for use in the mixture model context, we obtain the likelihood
and the complete-data log-likelihood is
In the E step, we update the indicator variables z
ig . At iteration s + 1, this update is given byẑ
where
At the M step, we update our parameters,π g ,α g andQ g . The updates forπ g andα g are the same as those in the discrete case, cf. (2a) and (2b). We also update eachQ g , and these updates are given byq
Notably, the number of free parameters in this continuous time model are the same as those in the discrete time model.
Initialization, Convergence, and Computational Issues
We used the emEM algorithm described in Biernacki et al. (2003) and used by Melnykov (2016) . This procedure consists of a short em step in which the EM algorithm is performed for a small number of iterations with different random starting values. The initialization which attains the greatest likelihood after the short em algorithm is then used for the full EM algorithm. In our analyses, we used 50 random starting values and ran the short em algorithm for five iterations.
We use a criterion based on the Aitken acceleration Aitken (1926) to determine convergence. The Aitken acceleration at iteration k is
where l (k) is the observed log-likelihood at iteration k. The quantity in (5) can be used to derive an asymptotic estimate of the log-likelihood at iteration k + 1:
and the EM algorithm is stopped when l (k+1) ∞ − l (k) < , provided this difference is positive (see Böhning et al., 1994; Lindsay, 1995; McNicholas et al., 2010) .
We note that calculating the updates forẑ
(1) ig using (4) can lead to computational issues because the density is calculated separately for each group. Taking this into account, we can rewrite this update as
A second computational issue, as discussed in Melnykov (2016) , is the case where there are no transitions present in the data between two states, i.e., n ijk = 0, for all i. In this case, the estimates for q gjk would be zero for all g. Firstly, this is a problem because we can make the reasonable assumption that all states communicate with each other, making an estimate of zero unrealistic. Secondly, this would cause problems with the calculation of the likelihood. We therefore set a lower bound of 10 −6 for all parameters.
Selecting the Number of Groups
For the clustering case, in general, we do not know the number of groups a priori and hence, we need to choose an appropriate number of groups. There have been a few different selection criteria proposed in the literature; however, the Bayesian information criterion (BIC; Schwarz (1978) ) remains the most popular approach. The BIC can be written
where p is the number of free parameters. In the case of semi-supervised classification, we follow the usual convention and assume that H = G in our analyses.
Analyses
We perform the proposed method on both simulated and real datasets. Three different situations are considered for the simulations. For each simulation, we simulated 100 datasets of size 25, with lengths (i.e., L) ranging from 4 to 25, and then 100 datasets of size 100, with lengths ranging from 25 to 100. We simulated from two different groups with differing degrees of separation in both time, and the underlying discrete Markov chain.
Simulation 1
In the first simulation, we simulated from two groups with infinitesimal generators In this situation, we have large separation in the underlying transition probabilities; however, because the diagonal elements are identical between groups, there is no separation in the average amount of time spent in each category. The results for both the discrete and continuous time models are summarized in Table 1 . After fitting the model for G = 1, 2, . . . , 5, we consider the number of times each G was chosen using the BIC as well as the average ARI and the associated standard deviation in brackets. For L between 4 and 25 and N = 50, the discrete model always chooses the correct number of groups. However, the continuous time model chooses one too few groups seven times and one too many four times. Furthermore, the average ARI was larger for the discrete model, and had less variation than the continuous model. This is not surprising because there is large separation in the underlying transition probabilities, and no separation in average time. When we increase L and N , both models fit one too many groups in a small number of runs; in terms of ARI values, the continuous model actually performs slightly better than the discrete model. 
Simulation 2
In this simulation, we once again look at clustering. This time, data are simulated from three different groups, with mixing proportions π 1 = 0.2, π 2 = 0.4, and π 3 = 0.4. There are seven states, α 1 is taken to be uniform, α 2 , gives probability 0.1 for all states except state 7, which has probability of 0.4, and α 3 gives probability 0.1 to all states except state 3, which has probability 0.4. Finally, the infinitesimal generators are taken to be In this case, there are two groups with similar underlying transition probabilities, but different amounts of time on average being spent in each state. The third group has a large amount of separation in the underlying transition probabilities in comparison to the first two. Also, the third group is defined by more time spent in states 4 and 5 on average than the rest of the states. From the results (Table 2) , we see that the continuous time model outperforms the discrete time model in both cases. For low values of L and N , the discrete time model chooses one or two groups in all 100 runs. The continuous time model, however, chooses G = 3 groups on 68 runs and is off by one on the other 32. The average ARI for the continuous time model (0.843) is much better than for the discrete time model (0.313). As L and N increase, we see an increase in performance for both models. However, the discrete time model consistently chooses too few groups (always selecting G = 2, with ARI = 0.679), whereas the continuous time model correctly choose G = 3 on 86 of the runs and gives an overall excellent classification performance (ARI = 0.988, with std. dev. 0.038).
Simulation 3
The datasets from Simulation 2 are used; however, this time the semi-supervised paradigm is investigated with 70% of the observations treated as labelled. Side-by-side boxplots of the ARI values for the continuous and discrete models are given in Fig. 1 . Similar to the clustering case, the continuous time model outperforms the discrete time model for both short and long clickstreams as well as small and large sample sizes. Furthermore, for larger values of L and N , the continuous time model gives perfect classification for all 100 datasets. 
Modified MSNBC Data
There is a dearth of publicly available clickstream data that records the amount of time spent in each state. Here, the MSNBC dataset that was analyzed in Melnykov (2016) is used for illustration, with simulated times added in each state. There re 17 categories in this dataset: (1) frontpage, (2) news, (3) tech, (4) local, (5) opinion, (6) on-air, (7) misc, (8) weather, (9) msn-news, (10) health, (11) living, (12) business, (13) msn-sports, (14) sports, (15) summary, (16) bbs, and (17) travel. The times are simulated as follows. First, four different sets each consisting of 17 exponential rates are created, each describing a different search pattern in terms of time spent in each state. Then, for each observation, we randomly selected one of these four sets of rates to simulate the time values. Three different models are fitted with the number of groups ranging from G = 1 to G = 5. The first model is our continuous time model (CM), the second is the discrete model without within-state repetitions (DM), and finally, we fit the model with within state repetitions (DWM). The resulting BIC values are given in Table 3 , with the BIC of the Table 3 : BIC values for the models fitted to the MSNBC data. selected model in bold. We see that the DVM model results in choosing 3 groups, which is to be expected because three groups were found by Melnykov (2016) . The DM model has two groups and the CM results in four groups. This is once again expected becasue we simulated times from 4 groups. We also note that the overall lowest BIC corresponds to the four groups chosen by the continuous time model. One interesting item to note is that the continuous time model has a lot more variation in the BIC values than seen for both of the discrete time models. This indicates that the choice for the number of groups becomes quite clear. However, for the two discrete time models, there is a lot less variation in the BIC, indicating that the choice for the number of groups would not be as clear. This is shown visually in Figure 2 which shows a heatmap of the BIC values. 
Summary
An approach was introduced that incorporates continuous time for unsupervised and semisupervised classification of clickstream data. This approach is based on a mixture of first order continuous time Markov models. An EM algorithm was outlined for parameter estimation, and the BIC was used to select the number of groups G.
In the analyses that were carried out, we noted that that incorporating the amount of time spent in each category allowed for the detection of groups of users that the discrete time model was unable to detect. This was especially true were there was not a lot of separation in the transition probabilities between groups. Moreover, if the amount of time spent was similar, on average, between groups but there was a lot of separation in the transition probabilities, the continuous time model performed almost as well as the discrete time model. This indicates that the continuous time model is possibly more robust than the discrete time model.
In future work, a different distribution for the holding time could be considered. Although the classical approach is to use an exponential holding time in a state, this may not be realistic in some real applications. This issue with the exponential distribution is that the model allows for almost immediate or unrealistically long transition times. This leads us to another issue, i.e., that the continuous time model is time unit dependent, which also needs to be considered in a real application. Therefore, the of use a truncated exponential for the holding time will be a topic of future work. Future work will also consider alternatives to the BIC for selecting G, e.g, the approach of Biernacki et al. (2000) . Finally, although conceived in the context of clickstream data, this methodology could be used in other applications that look at state transitions.
