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Abstract
On sait que toutes les solutions de l’e´quation de Navier-Stokes dans R2 dont le
tourbillon est inte´grable convergent lorsque t →∞ vers un e´coulement autosimilaire
appele´ tourbillon d’Oseen. Dans cet article, nous donnons une estimation du temps
ne´cessaire a` la solution pour atteindre un voisinage du tourbillon d’Oseen a` partir
d’une donne´e initiale arbitraire, mais bien localise´e en espace. Nous obtenons ainsi
une borne supe´rieure sur le temps de vie de la turbulence bidimensionnelle libre, en
fonction du nombre de Reynolds de la donne´e initiale. Deux cas particuliers sont
discute´s plus en de´tail : celui des solutions a` tourbillon positif, et celui des petites
perturbations d’un tourbillon d’Oseen.
1 Introduction
On s’inte´resse au comportement des solutions de l’e´quation de Navier-Stokes incompress-
ible dans le plan R2. On note u(x, t) ∈ R2 la vitesse du fluide au point x ∈ R2 a` l’instant
t, et ω(x, t) := ∂1u2(x, t) − ∂2u1(x, t) ∈ R le tourbillon associe´. Sous des hypothe`ses
tre`s ge´ne´rales qui seront toujours ve´rifie´es dans la suite, le champ de vitesse peut eˆtre
reconstruit a` partir du tourbillon par la loi de Biot-Savart :
u(x, t) =
1
2pi
∫
R2
(x− y)⊥
|x− y|2 ω(y, t) dy , (1)
ou` x⊥ = (x1, x2)
⊥ = (−x2, x1). Notons que la formule (1) incorpore la relation d’incompres-
sibilite´ div u := ∂1u1 + ∂2u2 = 0. L’e´volution temporelle du tourbillon est de´termine´e par
l’e´quation
∂tω(x, t) + u(x, t) · ∇ω(x, t) = ν∆ω(x, t) , (2)
ou` ν > 0 est un parame`tre repre´sentant la viscosite´ cine´matique du fluide.
Il est bien connu que, pour toute donne´e initiale ω0 ∈ L1(R2)∩L∞(R2), le syste`me (2),
(1) posse`de une solution globale unique ω ∈ C0([0,+∞[, L1(R2)) ∩ C0(]0,+∞[, L∞(R2))
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[2, 3]. On sait aussi que cette solution converge lorsque t → ∞ vers un e´coulement
autosimilaire appele´ tourbillon d’Oseen et donne´ par les formules suivantes :
ω(x, t) =
α
t
G
( x√
νt
)
, u(x, t) = α
√
ν
t
vG
( x√
νt
)
, (3)
ou` α ∈ R est un parame`tre sans dimension (le nombre de Reynolds de circulation) et
G(ξ) =
1
4pi
e−|ξ|
2/4 , vG(ξ) =
1
2pi
ξ⊥
|ξ|2
(
1− e−|ξ|2/4
)
, ξ ∈ R2 . (4)
Plus pre´cise´ment, on a le re´sultat suivant [6] :
The´ore`me 1.1 Pour toute donne´e initiale ω0 ∈ L1(R2), la solution ω(x, t) du syste`me
(2), (1) ve´rifie
lim
t→∞
∥∥∥∥ω(x, t)− αt G
( x√
νt
)∥∥∥∥
L1x(R
2)
= 0 , (5)
ou`
α =
1
ν
∫
R2
ω0(x) dx . (6)
Cet e´nonce´ simple et e´le´gant a l’inconve´nient de ne fournir aucune estimation du temps
ne´cessaire a` la solution pour atteindre un voisinage du tourbillon d’Oseen a` partir d’une
donne´e initiale (inte´grable) quelconque. La de´monstration propose´e dans [6] est d’ailleurs
non constructive, car elle repose en partie sur un argument de compacite´. Il est cepen-
dant souhaitable de pre´ciser le temps ne´cessaire pour atteindre le re´gime asymptotique
autosimilaire, en particulier si l’on envisage d’e´tablir un re´sultat du meˆme type pour des
e´coulements en domaine borne´. Dans ce cas, il est clair en effet que le comportement de
la solution ne pourra eˆtre de´crit par le tourbillon d’Oseen que pour des temps infe´rieurs a`
L2/ν, ou` L de´signe la taille caracte´ristique du domaine. Le re´gime autosimilaire ne pourra
donc eˆtre observe´ que de fac¸on transitoire, et a` condition qu’il s’e´tablisse suffisamment
rapidement.
On se convainc aise´ment qu’il n’est pas possible de pre´ciser la vitesse de convergence
dans (5) sans hypothe`se de confinement sur la donne´e initiale. Nous supposons dans toute
la suite qu’il existe x0 ∈ R2 et t0 > 0 tels que la quantite´ suivante soit finie :
D =
1
ν
∫
R2
|ω0(x)| exp
( |x− x0|2
8νt0
)
dx < ∞ . (7)
Cette hypothe`se assez restrictive peut e´videmment eˆtre assouplie, mais nous l’adoptons
ici car elle nous permettra d’utiliser directement les estimations tre`s pre´cises obtenues par
E. Carlen et M. Loss pour ce type de solutions [4]. On associe a` la donne´e initiale ω0 un
nombre de Reynolds de´fini classiquement comme suit :
R =
1
ν
∫
R2
|ω0(x)| dx . (8)
Nous pouvons a` pre´sent e´noncer le re´sultat principal de cet article :
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The´ore`me 1.2 Il existe des constantes strictement positives C1, C2 et ρ telles que, pour
toute donne´e initiale ω0 ∈ L1(R2) remplissant la condition (7), la solution du syste`me
(2), (1) ve´rifie l’estimation
1
ν
∥∥∥∥∥ω(x, t)−
α
t+ t0
G
( x− x0√
ν(t+ t0)
)∥∥∥∥∥
L1x(R
2)
≤ C1 e
C2R2D(
log(1 + t/t0)
)ρ , (9)
pour tout t > 0, ou` α est donne´ par (6) et R par (8).
Remarques :
1. Les constantes C1, C2, et ρ sont universelles. En particulier, elles ne de´pendent pas de
la viscosite´ ν > 0. Les deux membres de (9) sont par ailleurs invariants d’e´chelle.
2. Comme |α| ≤ R et comme la norme L1 du tourbillon ω(·, t) est une fonction de´croissante
du temps, l’ine´galite´ triangulaire montre que le membre de gauche de (9) est toujours
infe´rieur a` 2R. L’estimation (9) n’est donc inte´ressante que pour des temps suffisamment
grands. Ceci dit, elle n’est nullement optimale dans la limite t → ∞ : une e´tude locale
au voisinage du tourbillon d’Oseen montre en effet que le membre de gauche de (9) con-
verge vers ze´ro comme t−1/2, et meˆme comme t−1 lorsque x0 est le centre de masse de la
distribution de vorticite´ ω0, cf. section 4.
3. Bien entendu, l’estimation (9) implique en particulier (5). A noter que, dans (5), on
a choisi sans perte de ge´ne´ralite´ x0 = 0, t0 = 0. Dans le the´ore`me 1.2, on a avantage a`
choisir x0 ∈ R2 de fac¸on a` minimiser la quantite´ D (une bonne solution consiste souvent a`
prendre x0 comme le centre de masse de la distribution |ω0|). Le choix de t0 > 0 est plus
de´licat, car ce parame`tre intervient non seulement dans D mais aussi au de´nominateur
du membre de droite de (9). Cette question sera discute´e plus en de´tail, dans un cas
particulier, a` la section 3.
4. Le re´gime asymptotique de´crit par le tourbillon d’Oseen est laminaire, dans la mesure
ou` les effets de transport sont ne´gligeables devant la dissipation visqueuse (cf. la preuve
de la proposition 4.1). Le the´ore`me 1.2 fournit donc une borne supe´rieure sur le temps
de vie de la turbulence bidimensionnelle libre en fonction du nombre de Reynolds de la
donne´e initiale. Cette estimation explose he´las comme exp(exp(CR2)) lorsque R → ∞,
et n’est certainement pas optimale. On dispose toutefois d’une bien meilleure borne pour
les solutions a` tourbillon positif, cf. section 3.
Dans le cas particulier des solutions a` moyenne nulle (α = 0), le the´ore`me 1.2 est
de´montre´ dans l’article de Carlen et Loss [4, Theorem 7]. Comme nous le montrons
dans la section 2, le cas ge´ne´ral s’obtient en combinant de fac¸on approprie´e la me´thode
d’entropie relative utilise´e dans [6] avec les estimations de recouvrement e´tablies dans
[4]. Dans la section 3, nous rappelons que la me´thode d’entropie fournit un re´sultat bien
meilleur que (9) dans le cas des solutions a` tourbillon positif, et nous discutons sur cet
exemple le choix optimal des parame`tres x0 ∈ R2 et t0 > 0. Afin de pre´senter une
vision comple`te du proble`me, nous incluons dans la section 4 les estimations optimales de
de´croissance temporelle pour les petites perturbations du tourbillon d’Oseen.
Remerciements : Nous remercions chaleureusement C. Villani de nous avoir propose´
ce proble`me, et de nous avoir aiguille´ vers sa solution en nous sugge´rant la lecture du
remarquable article de Carlen et Loss.
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2 Estimation du temps de vie
Ce chapitre est consacre´ a` la preuve du the´ore`me 1.2. On suppose donc que ω(x, t) est
une solution de l’e´quation (2) dont la donne´e initiale ω0 ∈ L1(R2) ve´rifie (7) pour un
x0 ∈ R2 et un t0 > 0. Sans perte de ge´ne´ralite´, on peut supposer que la quantite´ α de´finie
par (6) est strictement positive. En effet, si α = 0, l’estimation (9) est e´tablie dans [4,
Theorem 7]. Si α < 0, on peut remplacer ω(x1, x2, t) par −ω(x2, x1, t) qui est encore une
solution de (2), et on est ainsi ramene´ au cas ou` α > 0.
En suivant [5], nous introduisons les variables autosimilaires
ξ =
x− x0√
ν(t+ t0)
, τ = log
(
1 +
t
t0
)
, (10)
et nous exprimons le tourbillon ω et le champ de vitesse u dans ces nouvelles variables en
posant
ω(x, t) =
1
t+ t0
w
( x− x0√
ν(t+ t0)
, log
(
1 +
t
t0
))
, (11)
u(x, t) =
√
ν
t+ t0
v
( x− x0√
ν(t+ t0)
, log
(
1 +
t
t0
))
. (12)
Notons que les variables ξ, τ ainsi que les fonctions transforme´es d’e´chelle w, v sont sans
dimension. L’e´volution du tourbillon w(ξ, τ) est donne´e par l’e´quation
∂τw(ξ, τ) + v(ξ, τ) · ∇ξw(ξ, τ) = Lw(ξ, τ) , (13)
ou` L est l’ope´rateur de Fokker-Planck
L = ∆ξ + ξ
2
· ∇ξ + 1 . (14)
En outre, la vitesse v(ξ, τ) est encore relie´e au tourbillon w(ξ, τ) par la loi de Biot-
Savart (1). Par construction, ce dernier ve´rifie la condition initiale w(ξ, 0) = w0(ξ), ou`
w0(ξ) = t0 ω0(x0 + ξ
√
νt0). En particulier,
α =
1
ν
∫
R2
ω0(x) dx =
∫
R2
w0(ξ) dξ ,
et de meˆme R = ν−1‖ω0‖L1 = ‖w0‖L1. Par ailleurs,
D =
1
ν
∫
R2
|ω0(x)| exp
( |x− x0|2
8νt0
)
dx =
∫
R2
|w0(ξ)| e|ξ|2/8 dξ .
On e´nume`re a` pre´sent quelques estimations a priori sur les solutions de (13) qui
re´sultent directement des bornes correspondantes pour l’e´quation originale (2) :
1. Pour tout τ ≥ 0, on a ‖w(·, τ)‖L1 ≤ ‖w0‖L1.
2. Pour tout τ > 0, on a
‖w(·, τ)‖L∞ ≤ 1
4pia(τ)
‖w0‖L1 , (15)
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ou` a(τ) = 1 − e−τ , cf. [4, Theorem 1]. Par la loi de Biot-Savart, on en de´duit [4,
Theorem 2] :
‖v(·, τ)‖L∞ ≤
(2
pi
‖w(·, τ)‖L∞‖w(·, τ)‖L1
)1/2
≤ 1√
2pia(τ)1/2
‖w0‖L1 . (16)
3. Pour tout β ∈ ]0, 1[ on a l’estimation ponctuelle
|w(ξ, τ)| ≤ Cβ(R)
4pia(τ)
∫
R2
exp
(
−β |ξ − η e
−τ/2|2
4a(τ)
)
|w0(η)| dη , (17)
pour tout ξ ∈ R2 et tout τ > 0, ou` Cβ(R) = exp( β1−β R
2
2pi2
), cf. [4, Theorem 3]. Si on
choisit β ∈ ]1
2
, 1
[
, alors un calcul direct a` partir de (17) montre que, pour tout τ > 0,
∫
R2
|w(ξ, τ)| e|ξ|2/8 dξ ≤ Cβ(R)
β − a(τ)/2
∫
R2
exp
( β|η|2 e−τ
8β − 4a(τ)
)
|w0(η)| dη
≤ Cβ(R)
β − 1/2
∫
R2
|w0(ξ)| e|ξ|2/8 dξ . (18)
Dans la seconde ine´galite´, on a utilise´ le fait que β > 1/2 et que a(τ) = 1− e−τ < 1.
Nous arrivons a` pre´sent a` l’e´tape principale de la de´monstration, qui consiste a` de´com-
poser la solution w(ξ, τ) de (13) en une somme w1(ξ, τ)+w2(ξ, τ), ou`w1(·, τ) est a` moyenne
nulle et w2(·, τ) est positive. Plus pre´cise´ment, on de´compose la donne´e initiale w0 en une
somme w10 + w20 avec, par exemple,
w20(ξ) = αG(ξ) , w10(ξ) = w0(ξ)− αG(ξ) ,
puis on de´finit wi(ξ, τ) pour i = 1, 2 comme la solution du proble`me
∂τwi(ξ, τ) + v(ξ, τ) · ∇wi(ξ, τ) = Lwi(ξ, τ) , wi(ξ, 0) = wi0(ξ) . (19)
Noter que, si l’on conside`re le champ de vitesse (total) v(ξ, τ) comme donne´, l’e´quation
(19) est identique a` (13). Il s’ensuit en particulier que les estimations a priori (15)–(18)
restent valables pour les solutions w1, w2 de (19). Avec notre choix de donne´es initiales,
on trouve R2 = ‖w20‖L1 = α ≤ R, et donc R1 = ‖w10‖L1 ≤ 2R. De meˆme, comme
D2 =
∫
R2
|w20(ξ)| e|ξ|2/8 dξ = 2α, on a
D1 =
∫
R2
|w10(ξ)| e|ξ|2/8 dξ ≤ D + 2α ≤ 3D .
La solution w1(·, τ) e´tant a` moyenne nulle, on peut lui appliquer le re´sultat de Carlen
et Loss [4, Theorem 7] qui avec nos notations :
Proposition 2.1 Il existe des constantes strictement positives C3, C4 et γ telles que
‖w1(·, τ)‖L1 ≤ ‖w10‖L
1{
1 + γK(R)τ
(
‖w10‖L1
D1
)γ}1/γ , (20)
pour tout τ ≥ 1, ou` K(R) = C3 e−C4R2.
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La de´monstration de cette proposition repose sur l’ide´e suivante. Etant donne´ que
la solution w1(·, τ) est a` moyenne nulle, on peut l’e´crire comme la somme d’une partie
positive et d’une partie ne´gative qui e´voluent toutes deux selon l’e´quation de transport-
diffusion (19). Les supports de ces deux solutions sont initialement disjoints, mais le
principe du maximum fort implique qu’ils se recouvrent pour tout τ > 0, ce qui entraˆıne
une diminution de la norme L1 de w1(·, τ). Cette perte peut eˆtre quantifie´e si l’on dispose
d’une borne infe´rieure sur le noyau inte´gral de l’ope´rateur d’e´volution associe´ a` l’e´quation
(19), ainsi que d’une estimation de la forme (18) garantissant que la solution reste bien
localise´e pour tous les temps. On obtient ainsi la borne (20), et les constantes (universelles)
C3, C4, γ peuvent eˆtre de´termine´es explicitement. Par exemple, on peut prendre
γ = 5
(e+ 1
e− 1
)
=
5
tanh(1/2)
.
On supposera dans la suite que C3 ≤ 1/2, de sorte que K(R) ≤ 1/2.
Il reste a` montrer que la partie positive w2(ξ, τ) dans la de´composition de w(ξ, τ)
converge vers αG(ξ) lorsque τ → ∞. On applique pour cela la me´thode d’entropie
relative introduite dans ce contexte dans l’article [6]. Si w ∈ S(R2) est une fonction
strictement positive telle que
∫
R2
w(ξ) dξ = α, on note
H(w) =
∫
R2
w(ξ) log
( w(ξ)
αG(ξ)
)
dξ , I(w) =
∫
R2
w(ξ)
∣∣∣∇ log( w(ξ)
αG(ξ)
)∣∣∣2 dξ . (21)
On a alors les estimations suivantes [1]
1
2α
‖w − αG‖2L1 ≤ H(w) ≤ I(w) , (22)
qui montrent en particulier que H(w) ≥ 0 avec e´galite´ si et seulement si w = αG. La
borne infe´rieure sur H dans (22) est l’ine´galite´ de Csisza´r-Kullback, alors que la borne
supe´rieure est une variante de l’ine´galite´ de Sobolev logarithmique.
L’ide´e est maintenant d’e´tudier l’e´volution temporelle de la quantite´ H(w2(·, τ)). Un
calcul direct [6] montre que
d
dτ
H(w2(·, τ)) = −I(w2(·, τ)) + 1
2
∫
R2
(ξ · v(ξ, τ))w2(ξ, τ) dξ
≤ −H(w2(·, τ)) + 1
2
∫
R2
(ξ · v1(ξ, τ))w2(ξ, τ) dξ , (23)
ou` v1(ξ, τ) de´signe le champ de vitesse obtenu a` partir de w1(ξ, τ) par la loi de Biot-
Savart. Outre (22), on a utilise´ ici le fait que
∫
R2
(ξ · v2(ξ, τ))w2(ξ, τ) dξ = 0, ce qui
est l’observation-clef permettant d’appliquer la me´thode d’entropie relative a` l’e´quation
de Navier-Stokes. Comme H(w20) = H(αG) = 0, l’ine´galite´ (23) s’inte`gre facilement et
conduit a` l’estimation
H(w2(·, τ)) ≤ 1
2
∫ τ
0
e−(τ−s)‖v1(·, s)‖L∞‖|ξ|w2(ξ, s)‖L1ξ ds . (24)
Or, les bornes a priori rappele´es ci-dessus montrent que
‖v1(·, s)‖L∞ ≤
{
Ca(s)−1/2‖w10‖L1 si 0 < s ≤ 2 ,
C‖w1(·, s− 1)‖L1 si s ≥ 2 , (25)
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ou` ‖w1(·, s− 1)‖L1 se majore a` l’aide de la proposition 2.1. Par ailleurs, en utilisant les
bornes ponctuelles e´tablies dans [4, Theorem 3], on ve´rifie sans peine que
‖|ξ|w2(ξ, s)‖L1ξ ≤ e−s/2‖|ξ|w20(ξ)‖L1ξ + C(1 +R)a(s)1/2‖w20‖L1 ≤ Cα(1 +R) . (26)
En remplac¸ant (25), (26) dans (24), et en utilisant la proposition 2.1 ainsi que le lemme
e´le´mentaire ci-dessous, on arrive a` l’estimation
H(w2(·, τ)) ≤ Cα(1 +R)‖w10‖L1{
1 + γK(R)τ
(
‖w10‖L1
D1
)γ}1/γ , τ ≥ 0 . (27)
Lemme 2.2 Si 0 ≤ K ≤ 1/2 et γ > 0, on a
∫ τ
0
e−(τ−s)
1
(1 + γKs)1/γ
ds ≤ 1 + 2
1/γ
(1 + γKτ)1/γ
, pour tout τ ≥ 0 .
De´monstration : On a d’une part
∫ τ/2
0
e−(τ−s)
1
(1 + γKs)1/γ
ds ≤
∫ τ/2
0
e−(τ−s) ds ≤ e−τ/2 ≤ 1
(1 + γKτ)1/γ
,
car (1 + γKτ)−1/γ ≥ e−Kτ ≥ e−τ/2. D’autre part,
∫ τ
τ/2
e−(τ−s)
1
(1 + γKs)1/γ
ds ≤ 1
(1 + γKτ/2)1/γ
≤ 2
1/γ
(1 + γKτ)1/γ
,
ce qui conclut la preuve. 
Il est maintenant facile de terminer la de´monstration du the´ore`me 1.2. Etant donne´
que w(ξ, τ) = w1(ξ, τ) + w2(ξ, τ), on a
‖w(·, τ)− αG‖L1 ≤ ‖w1(·, τ)‖L1 + ‖w2(·, τ)− αG‖L1
≤ ‖w1(·, τ)‖L1 +
√
2αH(w2(·, τ))1/2 ,
ou` la dernie`re ine´galite´ re´sulte de (22). En utilisant (20), (27) et en proce´dant a` quelques
simplifications, on trouve pour tout τ ≥ 1 :
‖w(·, τ)− αG‖L1 ≤ D1
(γK(R)τ)1/γ
+ Cα
(1 +R)1/2D
1/2
1
(γK(R)τ)1/2γ
≤ C5D(1 +R)
K(R)1/γτ 1/2γ
.
On peut supposer bien suˆr que C5 ≥ 2, auquel cas cette ine´galite´ reste vraie pour tout
τ > 0 car on sait par ailleurs que ‖w(·, τ)− αG‖L1 ≤ R + α ≤ 2R. En retournant alors
aux variables originales et en se souvenant que K(R) = C3 e
−C4R2 , on obtient (9) avec
ρ = 1/(2γ). Ceci conclut la preuve du the´ore`me 1.2. 
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3 Relaxation des tourbillons positifs
L’estimation ge´ne´rale donne´e par le the´ore`me 1.2 peut eˆtre conside´rablement ame´liore´e
si l’on se restreint aux solutions dont le tourbillon ω(x, t) est positif. Dans ce cas, en
introduisant les variables autosimilaires (10) comme dans le chapitre pre´ce´dent, on trouve
que l’entropie relative H(w(·, τ)) qui mesure la “distance” entre la solution w(·, τ) et le
point d’e´quilibre αG obe´it a` l’ine´galite´ diffe´rentielle
d
dτ
H(w(·, τ)) = −I(w(·, τ)) ≤ −H(w(·, τ)) , τ ≥ 0 .
Ainsi H(w(·, τ)) ≤ e−τH(w0) pour tout τ ≥ 0. En revenant aux variables originales, on
obtient l’ine´galite´ suivante, valable pour tout x0 ∈ R2 et tout t0 > 0 :
H(ω(·, t) |αGx0,t0(·, t)) ≤
t0
t0 + t
H(ω0 |αGx0,t0(·, 0)) , t ≥ 0 , (28)
ou` H(f1 | f2) de´signe l’entropie de la distribution f1 par rapport a` f2 :
H(f1 | f2) =
∫
R2
f1(x) log
(f1(x)
f2(x)
)
dx ,
et Gx0,t0 est le tourbillon d’Oseen centre´ au point x0 ∈ R2 et issu du temps −t0 :
Gx0,t0(x, t) =
1
t+ t0
G
( x− x0√
ν(t+ t0)
)
.
Rappelons que le membre de gauche de (28) controˆle la distance de la solution ω(·, t)
au tourbillon αGx0,t0(·, t) en vertu de l’ine´galite´ de Csisza´r-Kullback
1
2να
‖ω(·, t)− αGx0,t0(·, t)‖2L1 ≤ H(ω(·, t) |αGx0,t0(·, t)) .
D’autre part, le membre de droite de (28) s’e´crit explicitement :
t0
t0 + t
∫
R2
ω0(x)
{
log
(4pi
α
)
+ log(t0ω0(x)) +
|x− x0|2
4νt0
}
dx . (29)
Cette expression est suffisamment simple pour qu’on puisse chercher a` l’optimiser par un
choix approprie´ de x0 et t0. Quels que soient t0 et t, il est e´vident que la quantite´ (29)
est minimale lorsque x0 ∈ R2 est le centre de masse de la distribution de vorticite´ ω0. On
fera donc toujours ce choix dans la suite. Il est plus de´licat, en revanche, de minimiser
(29) par rapport a` t0 car le re´sultat de´pend en ge´ne´ral du temps d’observation t. Il y a
cependant au moins deux choix naturels :
1. On peut minimiser (29) pour t = 0, ce qui revient a` choisir t0 > 0 de fac¸on a` minimiser
l’entropie relative de la donne´e initiale. Le minimum est atteint pour t0 = t1, ou`
t1 =
∫
R2
ω0(x)
αν
|x− x0|2
4ν
dx > 0 .
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2. Si l’on s’inte´resse au comportement a` grand temps, on peut remplacer le pre´facteur
t0/(t0 + t) dans (29) par t0/t. Le minimum de l’expression ainsi obtenue est atteint pour
t0 = t2, ou` t2 > 0 est de´termine´ par la relation∫
R2
ω0(x)
{
1 + log
(4pi
α
)
+ log(t2ω0(x))
}
dx = 0 .
Il n’est pas difficile de ve´rifier que 0 < t2 ≤ t1, et que t2 = t1 si et seulement si la fonction
ω0 est une gaussienne centre´e en x0.
Avec ces deux choix du parame`tre t0, l’estimation (28) fournit les ine´galite´s suivantes :
H(ω(·, t) |αGx0,t1(·, t)) ≤ αν
t1
t1 + t
log
(t1
t2
)
(30)
H(ω(·, t) |αGx0,t2(·, t)) ≤ αν
t1 − t2
t2 + t
. (31)
L’estimation (30) est optimale pour t = 0, alors que (31) est optimale dans la limite
t→∞. On notera qu’il existe des donne´es initiales pour lesquelles t2 ≪ t1. Par exemple,
si ν = 1 et si ω0 est la fonction indicatrice de l’union de deux disques de rayon 1 dont
les centres sont se´pare´s d’une distance d > 2, on trouve que t1 = (2 + d
2)/16 alors que
t2 = 1/(2e).
Une troisie`me possibilite´, qui fournit une borne particulie`rement simple, consiste a`
prendre la limite t0 → 0 dans (28), (29) :
H(ω(·, t) |αGx0,0(·, t)) ≤
1
t
∫
R2
ω0(x)
|x− x0|2
4ν
dx = αν
t1
t
. (32)
En appliquant l’ine´galite´ de Csisza´r-Kullback, on obtient donc le re´sultat suivant :
Proposition 3.1 Soit ω0 ∈ L1(R2) une fonction positive telle que
∫
R2
ω0(x)|x|2 dx <∞.
Si ω(·, t) est la solution de (2) pour la donne´e initiale ω0, on a pour tout x0 ∈ R2 et tout
t > 0 :
1
ν
∥∥∥∥ω(x, t)− αt G
(x− x0√
νt
)∥∥∥∥
L1x(R
2)
≤
(
2α
ν
∫
R2
ω0(x)
|x− x0|2
4νt
dx
)1/2
, (33)
ou` α est donne´ par (6).
Pour les donne´es initiales positives a` support dans un domaine borne´ fixe´, l’estimation
(33) montre que le temps ne´cessaire pour atteindre un petit voisinage du tourbillon
d’Oseen est (au pire) proportionnel au carre´ du nombre de Reynolds R de´fini par (8).
On a donc dans ce cas un re´sultat bien meilleur que celui du the´ore`me 1.2, qui fournit
une borne en exp(exp(CR2)).
4 Etude locale au voisinage d’un tourbillon d’Oseen
Le but principal de cet article est d’estimer le temps ne´cessaire a` une solution de (2)
dans L1(R2) pour s’approcher d’un tourbillon d’Oseen a` partir d’une donne´e initiale
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“quelconque”. On peut aussi se demander – mais c’est une question diffe´rente – a` quelle
vitesse la solution converge vers le tourbillon d’Oseen une fois qu’elle se trouve dans un
voisinage de celui-ci. Dans cette optique, l’estimation (9) n’est de loin pas optimale : on
sait en effet que les petites perturbations du tourbillon d’Oseen de´croissent comme t−1/2
lorsque t→∞, et meˆme comme t−1 lorsque le point x0 ∈ R2 est place´ au centre de masse
de la distribution de vorticite´ ω0 [5, 6].
Dans ce chapitre, par souci de comple´tude, on rappelle brie`vement comment sont
obtenus ces re´sultats optimaux. On travaille sur la formulation (13) en variables au-
tosimilaires, et on suppose comme pre´ce´demment que le tourbillon w(ξ, τ) de´croˆıt tre`s
rapidement lorsque |ξ| → ∞. Cette hypothe`se simplifie la de´monstration, mais peut eˆtre
assouplie [6]. On introduit l’espace de Hilbert
X = {w : R2 → R |G−1/2w ∈ L2(R2)} ,
muni du produit scalaire
(w1, w2)X =
∫
R2
G−1(ξ)w1(ξ)w2(ξ) dξ ,
ou` G est donne´ par (4). On de´finit e´galement les sous-espaces ferme´s
X0 =
{
w ∈ X
∣∣∣
∫
R2
w(ξ) dξ = 0
}
,
X1 =
{
w ∈ X0
∣∣∣
∫
R2
ξiw(ξ) dξ = 0 pour i = 1, 2
}
.
Il n’est pas difficile de ve´rifier que l’espace X s’injecte dans Lp(R2) pour tout p ∈ [1, 2].
En outre, on peut montrer que l’e´quation (13) est globalement bien pose´e dans X [7], et
que les sous-espaces X0, X1 sont laisse´s invariants par l’e´volution. Il en va de meˆme, pour
tout α ∈ R, des sous-espaces affines αG+X0 et αG+X1.
Proposition 4.1 Il existe une constante strictement positive δ telle que, pour tout α ∈ R
et pour toute donne´e initiale w0 ∈ αG+X0 telle que ‖w0−αG‖X ≤ δ, la solution w(ξ, τ)
de (13) ve´rifie
‖w(·, τ)− αG‖X ≤ ‖w0 − αG‖X min(1 , 2 e−κτ) , τ ≥ 0 , (34)
ou` κ = 1 si w0 − αG ∈ X1 et κ = 1/2 sinon.
En termes des variables originales, la proposition 4.1 implique le re´sultat suivant. Si
la donne´e initiale ω0 est telle que
t0
ν
∫
R2
∣∣∣ω0(x)− α
t0
G
(x− x0√
νt0
)∣∣∣2 exp( |x− x0|2
4νt0
)
dx ≤ δ2 ,
ou` x0 ∈ R2, t0 > 0, et α ∈ R est donne´ par (6), la solution de l’e´quation (2) ve´rifie
1
ν
∫
R2
∣∣∣ω0(x)− α
t+ t0
G
( x− x0√
ν(t+ t0)
)∣∣∣ dx ≤ C6δ
(1 + t/t0)κ
, t ≥ 0 ,
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ou` κ = 1 si x0 est le centre de masse de ω0, et κ = 1/2 sinon.
De´monstration : L’e´quation ve´rifie´e par la perturbation w˜(ξ, τ) = w(ξ, τ)−αG(ξ) s’e´crit
∂τ w˜(ξ, τ) + v˜(ξ, τ) · ∇w˜(ξ, τ) = (L − αΛ)w˜(ξ, τ) , (35)
ou` v˜(ξ, τ) est le champ de vitesse obtenu a` partir de w˜(ξ, τ) par la loi de Biot-Savart, L
est l’ope´rateur diffe´rentiel (14), et Λ est l’ope´rateur inte´gro-diffe´rentiel de´fini par
Λw˜ = vG · ∇w˜ + v˜ · ∇G .
L’inte´reˆt de travailler dans l’espace de Hilbert X est que l’ope´rateur L y est auto-adjoint,
avec L ≤ −1/2 sur le sous-espace X0 et L ≤ −1 sur X1 [5]. En outre, l’ope´rateur Λ est
antisyme´trique dans le meˆme espace X [6].
Pour controˆler l’e´volution de la perturbation w˜(ξ, τ), on utilise l’estimation d’e´nergie
1
2
d
dτ
‖w˜(·, τ)‖2X = (w˜(·, τ) , Lw˜(·, τ))X −
∫
R2
G−1(ξ)w˜(ξ, τ)v˜(ξ, τ) · ∇w˜(ξ, τ) dξ
= (w˜(·, τ) , Lw˜(·, τ))X + 1
4
∫
R2
G−1(ξ)(ξ · v˜(ξ, τ))w˜(ξ, τ)2 dξ , (36)
ou` la seconde ligne s’obtient en inte´grant par parties et en utilisant le fait que ∇G−1 =
(ξ/2)G−1. Fixons τ > 0 et notons f(ξ) = G−1/2(ξ)w˜(ξ, τ). Alors ‖f‖L2 = ‖w˜(·, τ)‖X et
E(f) := ‖∇f‖2L2 +
1
16
‖|ξ|f‖2L2 −
1
2
‖f‖2L2 = −(w˜(·, τ) , Lw˜(·, τ))X .
Comme w˜(·, τ) ∈ X0 par hypothe`se, on a donc E(f) ≥ κ‖f‖2L2 avec κ = 1 si w˜(·, τ) ∈ X1
et κ = 1/2 sinon. Il s’ensuit en particulier qu’il existe C > 0 tel que
E(f) ≥ C(‖∇f‖2L2 + ‖|ξ|f‖2L2 + ‖f‖2L2) .
D’autre part,
∣∣∣
∫
R2
G−1(ξ)(ξ · v˜(ξ, τ))w˜(ξ, τ)2 dξ
∣∣∣ ≤
∫
R2
|ξ · v˜(ξ, τ)|f(ξ)2 dξ
≤ ‖v˜(·, τ)‖L4 ‖f‖L4 ‖|ξ|f‖L2 . (37)
Par la loi de Biot-Savart, on a ‖v˜‖L4 ≤ C‖w˜‖L4/3 ≤ C‖w˜‖X , donc le membre de droite de
(37) est borne´ par C‖w˜(·, τ)‖XE(f). Par conse´quent, il existe C7 > 0 tel que
d
dτ
‖w˜(·, τ)‖2X ≤ −2E(f)(1− C7‖w˜(·, τ)‖X)
≤ −2κ‖w˜(·, τ)‖2X(1− C7‖w˜(·, τ)‖X) , (38)
ou` la seconde ine´galite´ est vraie tant que C7‖w˜(·, τ)‖X ≤ 1. Si l’on suppose maintenant
que ‖w˜(·, 0)‖X ≤ δ = (2C7)−1, l’ine´galite´ diffe´rentielle (38) implique que ‖w˜(·, τ)‖X ≤
‖w˜(·, 0)‖X pour tout τ ≥ 0 et que
‖w˜(·, τ)‖X
1− C7‖w˜(·, τ)‖X ≤
‖w˜(·, 0)‖X
1− C7‖w˜(·, 0)‖X e
−κτ , τ ≥ 0 ,
d’ou` l’on de´duit que ‖w˜(·, τ)‖X ≤ 2‖w˜(·, 0)‖X e−κτ . Ceci conclut la de´monstration. 
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