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Abstract 
Photovoltaic cells were developed in response to the ever-increasing demand for clean or green energy. These cells are used 
worldwide to produce energy, and in order to maximise this production no matter the weather conditions, systems have been 
created to track the Maximum power point, the most widely used being Perturb and Observe. However, inconveniences in the 
use of this method have led to the introduction of Fuzzy Logic (Type 1 and type 2), which furthers development, and facilitates 
better handling of uncertainty by the system. This method, which has proven to be both efficient and robust, will be adapted for 
use through combination with an evolutionary Genetic Algorithm. This work will focus on the tracking of MPP using the 
Interval Type 2 Fuzzy Logic in combination with a Genetic Algorithm to tune it. 
 
© 2015 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
The advancement of photovoltaic cells paved the way for investment by energy producers, eager to satisfy a growing demand 
for energy. Since the energy production depends on several parameters, it is necessary to use an adaptation module between the 
photovoltaic panels and the load, based on a DC-DC converter to track the maximum power point. For this, two techniques to 
track the MPP have been developed [1][2][3][4], with both direct and indirect approaches.  
The indirect is based on the generator model and requires environmental data, such as solar radiation and temperature [5]. The 
problems with this approach are that it necessitates a large memory for the data storage, the system characteristics are time-
invariant, and it is not easy to acquire precise atmospheric data for that matter [5][6]. 
For the MPP tracking using the direct method, direct measures of power from the photovoltaic generator must be taken, and 
climatic conditions [7] need not be tracked. The most widely used method for this approach is Perturb&Observe (P&O) [8][9], 
which consists of perturbing the duty cycle in order to move the function point on the generator characteristics curve. The 
problem with this approach is that an oscillation always occurs around the MPP, which is needed in order to track the variation, 
and it may fail in the event of drastic atmospheric changes. 
In order to remedy the problems with P&O, a compromise between precision and rapidity can be reached through the use of 
fuzzy logic. This solution makes for a robust system that is fast in calculation and able to achieve precise results. The 
inconvenience of this method is it’s weak handling of uncertainty, due to the crisp input of the type 1 fuzzy logic system 
[10][11] and the human expertise required for setting the rules. 
Unlike the type 1 fuzzy system, the interval type 2 fuzzy system provides better handling of uncertainty by allowing the inputs 
to be uncertain, although unfortunately it is very difficult to tune. To combat this problem, the interval type 2 fuzzy systems can 
be optimized using evolutionary genetic algorithms, such as: particle swarm optimization (PSO) and genetic algorithms (GA). 
Available online at www.sciencedirect.com
© 2015 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
400   Haraoubia Mohamed Amine et al. /  Energy Procedia  83 ( 2015 )  399 – 407 
Combined with IT2FS these algorithms have proved their efficiency and reliability. In comparison, the PSO is much faster, but 
not as precise as the GA [12][13]. 
This paper will first describe and model the PV panel, then introduce the MPPT, present FLC systems and detail a method to 
optimize it with GA, finally test the system, and discuss the results, before coming to our conclusion. 
2. Solar panel system  
2.1 System architecture 
Figure 1. Solar panel system architecture 
2.2 Panel characteristics 
Short circuit current of a module at 1000W/m2 1  A 
Open circuit tension of a module at 1000W/m2 19.44 V 
Optimal tension of a module at 1000W/m2 15.12 V 
Optimal current of a module at 1000W/m2 0.902 A 
Number of modules in series Ns 20 
Number of modules in parallel Np 20 
Table 1. Panel characteristics 
3. Maximum power point tracking approach 
3.1 Maximum power point tracking 
It is not solely the weather conditions, such as temperature or light intensity, which affect the functioning of a PV panel, but 
also the charge connected to it. The MPP (maximum power point) is where the panel’s adaptation to the surrounding conditions 
is at its optimal, when there is a charge with a resistance – as shown in the figure.  
 
 
Figure 2. Maximum power point 
 
In order to overcome this problem, we use a converter between the source and the charge. By changing the switching time of 
the converter depending on the variation of atmospheric conditions, the output tension of the panel changes, and consequently, 
the power produced. The changes in the output tension can be either augmented or diminished, in response to the cyclic rapport. 
For example, a diminished cyclic report would result in a rise in tension.  
In order to track the MPP automatically in this way, several types of algorithms have been published, and two main methods 
defined: 
 
x Indirect method, the MPP is estimated from the power curve of the PV generator. 
x Direct method, the MPP setting is obtained from the measurement of the instant power at the photovoltaic generator. 
The calculations of the indirect method are based on the knowledge of the nonlinear characteristic of the PV generator, 
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which aren’t precise. The most common technique used in the direct method is the P&O (Perturb&Observe), but the first 
inconvenience we face is that we always impose an oscillation around the MPP, and there is a risk it may fail when the 
atmospheric conditions change rapidly.  
 
 
Figure 3. Maximum power point change 
 
P&O vs. Fuzzy Logic: 
As we have mentioned earlier the P&O has certain inconveniences, so in order to overcome all of these problems, the use of 
a Fuzzy controller provides a robust system that will take the P&O model to another level, providing it with stability and less 
computation, which will be discussed in detail in the next section.  
3.2 Fuzzy Logic Controller 
In  1965 the FLC was developed by ZADAH [8], its function is to exploit information collected in linguistic form, in 
order to imitate human reasoning. Expert human knowledge can be translated into simple rules for the controller, in 
order for it to issue commands.  The human description of a system reaction or command strategy is used to produce 
the best performance and ensure high flexibility during the conception of the controller. Fuzzy Logic is only possible if 
there is human know-how to be interpreted as Fuzzy Rules, for which the exact functioning of the system must be known. 
The system is composed of three steps: 
x The Fuzzification: the numeric is transformed into the linguistic 
x Inference: human expert rules are applied 
x Defuzzification: numeric is switched to linguistic. 
 
3.2.1 Fuzzification 
This is the process of moving from real to Fuzzy, for which the membership degree of an input variable must be determined, 
for a membership function. The simplest form in the many types of functions is the triangular, in which two functions are active 
for each input at any given time. This method limits the calculation times of all parameters, and simplifies the command. The 
number of functions is a key factor; a high number means the controller will be more sensitive and have a higher set of rules. 
Normalizing the discourse universe by use of the interval -1, +1 further simplifies the system, with the extreme membership 
functions being fixed to these limits. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Membership function 
 
3.2.2. Inference 
Before setting the rules the type of system must be set, in this case Takagi-Sugeno. The human expertise is interpreted 
so the rules can be set, in accordance with the variation of the MPP. Using this type of system allows a crisp output, 
and facilitates calculation, making the command both rapid and precise. 
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Table 2. Inference parameters 
 
3.2.3. Defuzzification 
This step moves from Fuzzy to the real domain. A numeric value for the final output is calculated from the membership 
function representing our output. The most commonly used method to find this value is simple and fast - the Gravity centre, 
which calculates an average estimated value. Finer tuning can be added to the Fuzzy controller in order to further adapt it for 
MPP Tracking. For this we can use a Genetic algorithm, a type of algorithm from the evolutionary family, commonly used for 
optimization.  The parameters of the membership functions in the discourse universe can be set and shaped with it. 
3.3. Type 2 Fuzzy Logic 
 
 
Figure 5. Type 2 Fuzzy Logic system 
 
The research has shown that even though the type 1 Fuzzy Logic handles uncertainty, there are limitations in its ability to 
model and minimize the effects of uncertainty [5]. This is because Type 1 Fuzzy logic is certain, in the sense that its 
membership grades are crisp values. On the other hand the membership of Type 2 Fuzzy logic are characterized by membership 
functions, which are themselves fuzzy. Interval Type 2 Fuzzy Logic, which is a special case of Type 2 Fuzzy systems, are 
currently the most widely due to their reduced computational cost compared to generalized Type 2 Fuzzy Logic. 
 
3.3.1. Steps of type 2 Fuzzy Logic 
Just like the Type 1 Fuzzy logic, the same step are followed, which are: 
x Fuzzification 
x Inference
x Defuzzification
Before the defuzzification, a new step is introduced, in Type 2 Fuzzy logic, which is the type reduction. In this step, as we 
can see from the figure, Type 2 Fuzzy sets are the inputs and only Type 1 Fuzzy set is the output. There are many type reduction 
algorithms, and this will be discussed in the next section. 
 
3.3.2. Type reduction 
There are many algorithms used for type reduction, they were compared in a study [4], which concluded that the enhanced 
iterative algorithm with stop condition was the best in the experiment with elements under 100. There are other very efficient 
algorithms, such as Karnik-Mendel and its enhanced version. In our work the EKM is used and it follows these steps: 
 
 
 d2P/dV2  
Negative Zero Positive 
dP/dV Negative 
 
Zero 
Decrease V 
 
Null 
Decrease V 
 
Null 
Null 
 
Null 
 Positive Null Increase V Increase V 
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 KM Algorithm for computing Yl KM Algorithm for computing Yr 
1. Sorting  ݕ௡ ሺ݊ ൌ ͳǡʹǡ ǥ ǡܰሻ ݕ௡ሺ݊ ൌ ͳǡʹǡ ǥ ǡ ܰሻ 
2. Initialize Fn by setting 
݂௡ ൌ
௙೙ା௙೙
ଶ
       n=1,2, …..,N ݂௡ ൌ
௙೙ା௙೙
ଶ
      n=1,2, …..,N 
3. Compute 
ݕ ൌ
σ ݕ௡݂௡ே௡ୀଵ
σ ݂௡ே௡ୀଵ
 
 
ݕ ൌ
σ ݕ௡݂௡ே௡ୀଵ
σ ݂௡ே௡ୀଵ
 
4. Find switch point 
݇ሺͳ ൑ ݇ ൑ ܰ െ ͳሻݏݑ݄ܿ ݐ݄ܽݐ 
ݕ௞ ൑ ݕ ൑ ݕ௞ାଵ ݕ௞ ൑ ݕ ൑ ݕ௞ାଵ 
5. Set 
݂௡ ൌ ቊ
݂௡ǡ ݊ ൑ ݇
݂௡ǡ ݊ ൐ ݇ ݂
௡ ൌ ቊ
݂௡ǡ ݊ ൑ ݇
݂௡ǡ ݊ ൐ ݇ 
6. Compute 
ݕԢ ൌ
σ ݕ௡݂௡ே௡ୀଵ
σ ݂௡ே௡ୀଵ
 ݕԢ ൌ
σ ݕ௡݂௡ே௡ୀଵ
σ ݂௡ே௡ୀଵ
 
7. Check if ݕᇱ ൌ ݕ If yes, stop and set ݕ݈ ൌ ݕ ܽ݊݀ ܮ ൌ
݇ 
If no, go to step 6. 
If yes, stop and set ݕ݊ ൌ ݕܽ݊݀ ܮ ൌ
݇ 
If no, go to step 6. 
Table 3. EKM Algorithm 
 
3.4. Genetic Algorithms 
Darwinian theories of evolution, specifically those of natural selection are what inspired genetic algorithms, in the sense that 
the components imitate the randomness found in nature. The working of the algorithm is based on a set of chromosomes that are 
encoded using a string of possible values, which can be made up of either real values or binary strings  [9]. A population is 
composed of a set of prepared potential solutions. Every member of the set is an individual, encoded using the parameter values 
from the chromosomes, applied to the problem. Achieving an optimal or near-optimal solution is the objective, and this 
determines the fitness. The individuals are used in order to create the next population by selection, and based on the determined 
fitness rate. In order to accurately copy nature mutations must also be included; these are random changes in the chromosomes. 
These mutations have to be kept at a low probability and must be random, and will allow us to create new individuals with new 
characteristics. 
 
3.4.1. Selection Algorithm 
Based on a stochastic sampling with replacement, this algorithm establishes a fitness rate for every chromosome.  An 
individual is selected in proportion to the fitness rate and using a random number generator, i.e. a high selection rate results from 
a high fitness rate and vice versa. This technique is limited in the sense that there is no guarantee that fitter individuals will be 
represented in the next generation. This problem may be remedied by the use of another algorithm, which specifically identifies 
above average chromosomes, thus ensuring those individuals will be selected as their fitness allow 
 
3.4.2. Crossover Algorithms 
Mixing the strings of two individuals creates new ones. Many algorithms pair individuals for mating, the most basic of 
which is the single point crossover shown below. 
 
Parent 1 1 0 1 1 1 1 0 0
Parent 2 1 1 0 1 0 0 1 0
Child 1 1 0 1 1 0 0 1 0
Child 2  1 1 0 1 1 1 0 0
Table 4. Single-point crossover. 
 
A multiple crossover point works by selecting multiple crossover points, as shown below. 
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Parent 1 1 0 1 1 1 1 0 0
Parent 2 1 1 0 1 0 0 1 0
Child 1 1 0 0 1 0 1 1 0
Child 2 1 1 1 1 1 0 1 0
Table 5. Multiple crossover point. 
 
Based on a random string of the same length as the parent, a uniform crossover is a more complicated crossover 
algorithm. It functions in this way: if the bit of the string is 1, it takes a bit from the first parent and gives it to the first 
child, and if it is zero it gives it to the second child, as shown below. This is the best performing algorithm [10]. 
 
Parent 1 1 0 1 1 1 1 0 0
Parent 2 1 1 0 1 0 0 1 0
Child 1 1 0 0 1 1 1 1 0
Child 2 1 1 1 1 0 0 0 0
Table 6. Uniform crossover point. 
 
3.4.3 Mutation Algorithms 
Using a random number generator, the mutation creates new individuals with new characteristics. The mutation method it 
uses is simple: for each bit, we generate a random number, and if it is less than the specified mutation probability, flip the bit, if 
it is 1, change it to zero, and vice versa. It is important to keep the mutation rate low, and constant throughout the lifetime of the 
GA. 
 
3.4.4. Crossover and mutation rate set-up 
There are two different techniques to set the crossover and mutation rates, the first one is using the standard parameters, the 
most common of which is [11] shown in the table 6, below, and the second most common parameter from [12] is shown in table 
7. 
 
Population size                                                                  50 
Number of generations                                                     1,000 
 
Crossover type                                                                  typically two point 
 
Crossover rate                                                                   0.6 
Mutation types                                                                  Bit flip 
 
Mutation rate                                                                     0.001 
 
Table 7. Standard parameters for GA 
 
Population size                                                                  60 
Number of generations                                                     Not specified Crossover type                                                                                    
typically two point Crossover rate                                                                   0.9 
Mutation types                                                                  Bit flip 
 
Mutation rate                                                                     0.01 
 
Table 8. Standard parameters for GA 
 
The other technique is using a generic scheme for adapting the crossover and mutation probabilities, in which they 
are altered as a result of the offspring evaluation, and that also proved efficient and has improved the performance of the 
algorithm [13]. 
For our work in this paper we ran the algorithm more than 100 times, and we changed the parameters until we 
had the best result using an 15% crossover rate, and 7% mutation rate, then we fixed these parameters. 
 
4. Maximum power point tracking system using FL Type 1 and 2 with GA 
4.1. MPPT using FL type 1 with GA 
As discussed in the previous sections, in order to track the MPP we can use direct and indirect methods. In this study we 
use the method based PPM (dP/dȍ = 0), modifying it using the chain rule to get it to another form (Minh 2013)[14]. 
So, when the PPM is reached we have: 
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 d2P/dV2  
 Very Neg. Negative Zero Positive Very Pos. 
Very Neg. +4% +4% +2% 0% 0% 
Negative +4% +2% +2% 0% 0% 
Zero 0% 0% 0% 0% 0% 
Positive 0% 0% -2% -2% -4% 
Very Pos. 0% 0% -2% -4% -4% 
݀ܲ
݀ȳ
ൌ Ͳ ՞
݀ܲ
ܸ݀
ൌ Ͳ 
Using this relation we understand that if we are on the left side of the PPM, the increase of the tension will decrease the 
power, and on the right side of the PPM the decrease of the tension will increase the power. Knowing this, we can apply a 
controller for the MPP tracking, and for that we use tension perturbation of the generator. If there is an increase in power, the 
next perturbation will have to follow the same direction to reach the MPP, and if the power decreases the next perturbation has 
to be reversed. Finally, this perturbation has to stop when the MPP is reached. 
In order to set this algorithm into FLC we need two inputs: generator power change (dP/dV) and its derivative (d2P/dV2). 
The output is the duty cycle D2 of the converter. 
Fuzzification: We use five membership functions to have a good compromise between sensitivity of the command and 
setting difficulties. The membership functions are set as triangular and symmetrical from the zero point. Inference: the table 
shows the chosen rules. 
 
 
 
 
 
 
 
 
 
 dP/dV 
 
 
 
 
 
 Table 9. Fuzzification rules. 
 
Defuzzification: The method used is the gravity centre, so the output ǻD applied to the converter is calculated: 
 
ܦሺ݇ሻ ൌ ܦሺ݇ െ ͳሻ ൅ ȟܦሺ݇ሻ 
 
Like the membership functions in the inputs the output ones are set in a symmetric way. 
 
4.2. MPPT using IT2FL with GA 
Taking the set-up from the previous section we introduce the Genetic Algorithm to the IT2FL. In order to have a 
working system we have to fulfil the following objectives: 
x Set the FL inputs as GA inputs to create the first population. 
x Use Simulink for the PV Panel and the MPP Tracking system as a ground for testing. 
x List and determine the best solution and rank them and fix the best one. 
 
The system starts by setting the FLC used previously as the first input and using it to create the population to start the 
system. Once the population is created the algorithm calculates the fitness of each member and lists them depending on 
the fitness value, the testing ground being the Simulink previously described. 
Once this has finished, the second population has to be created using the crossover, with the preference towards the 
population with a higher value of fitness. Once created, the fitness process is used again and the best members are 
kept. This keeps going for a pre-determined number of iterations, which we set. Finally, the algorithm lists the results 
in order of the fitness value and selects the highest one. 
x We use binary numbers to encode the information of the membership function, to be used as a member of the 
population. 
x Our fitness algorithm represents the optimization function, hence maximizing the power production. 
x The crossover and mutation rates are pre-set. 
 
 
4.3. Experimentation and result 
 
The simulation uses four different solar radiation, which are as follows: 900, 800, 700, and 600 respectively. 
The simulation easily encompasses the full range of the yearly averages of solar radiation at our experimentation 
site. If the radiation goes up to 1000 w/m², the system keeps tracking the maximum power point, and the same 
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when the radiation goes down from 900 w/m² until 600 w/m². 
As we already have established the parameters for the FLC, below we use the following parameters for the GA. 
 
 No. Iterations Crossover rate (1) Mutation rate (1) 
 
Test 200 0.15 0.07 
Table 10. GA setting 1 
Figure 6. Production result 1 
 No. Iterations Crossover rate (1) Mutation rate (1) 
 
Test 800 0.20 0.07 
Table 11. GA setting 2 
 
Figure 7. Production result 2 
Applying these parameters we have the results when using the type 1 Fuzzy Logic and the interval type 2 fuzzy logic, 
and we can clearly see from the figures below that we have a gain. This gain is of 8.8% more when you use the 
genetic algorithms to tune the IT2FL compared with T1FL. 
 
Using different settings for the GA has provided different results but at the cost of time. If the number of iterations is 
decreased and also the mutation rate, the gain compared to the IT2FL and TlFL is lower, and the calculation speed is fast, 
and when the number of iterations is higher the system is slower and the results are better. 
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5. Conclusion and future work 
 
The use of Fuzzy Logic to track the MPP provided a positive result and the use of IT2FL is even more efficient and helps 
increase the production and reduces the difference from the panel’s maximum production, and tuning this FLC with genetic 
algorithm has provided a better result. The genetic algorithm in our experiment has proved that it is more efficient when its 
number of iterations is higher, however this depends on the time frame within which we have to calculate the MPP. If the time 
frame is short, the setting we used provides a positive result and can be used as a compromise. 
In the future we can extend the use of genetic algorithm to tune the MFs and determine the rules, this can be done by using 
the rules in our system as the initial population and use it to establish new generations that give a better outcome. 
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