This paper studies the generalized semiparametric regression model for longitudinal data where the covariate effects are constant for some and time-varying for others. A formal hypothesis testing procedure is proposed to check whether the effect of a covariate is time-varying. A simulation study is conducted to examine the finite sample performances of the proposed estimation and hypothesis testing procedures. The method is illustrated with a data set from a HIV-1 RNA data set from an AIDS clinical trial.
Introduction
We consider semiparametric modeling of covariate effects on a longitudinal response process based on repeated measurements observed at a series of sampling times. Suppose that there is a random sample of n subjects. For the ith subject, let Y i (t) be the response process and let Z i (t) and X i (t) be the possibly time-dependent covariates of dimensions p × 1 and q × 1, respectively, over the time interval [0, τ ] . We consider the following generalized semiparametric regression model for Y i (t), 0 ≤ t ≤ τ , µ i (t) = E{Y i (t)|X i (t), Z i (t)} = g −1 {γ T (t)X i (t) + β T Z i (t)}, i = 1, . . . , n,
where g(·) is a known link function, β is a p-dimensional vector of unknown parameters and γ(t) is a q-dimensional vector of completely unspecified functions. The notation β When the link function g(·) is the identity function, model (1) is known as the semiparametric additive model. The semiparametric additive model with longitudinal data has been studied extensively in recent years. These approaches include the nonparametric kernel smoothing by Hoover et al. (1998) , the joint modelling of longitudinal responses and sampling times by Martinussen and Scheike (1999 , Lin and Ying (2001) , the backfitting method by Wu and Liang (2004) and the profile kernel smoothing approach by Sun and Wu (2005) . Fan, Huang and Li (2007) proposed a profile local linear approach by imposing some correlation structure for the longitudinal data for improved efficiency. Fan and Li (2004) considered the profile local linear approach and the joint modelling for partially linear models. Hu, Wang and Carroll (2004) showed that for partially linear models, the backfitting is less efficient than the profile kernel method. When the link function is the natural logarithm function and X i (t) ≡ 1, model (1) becomes the proportional means model.
Data collected on the individual response processes at a finite set of sampling times are also called panel data. Zhang (2002) proposed a semiparametric pseudolikelihood method for the proportional means model under the assumption that the response is a nonhomogeneous
Poisson process. For panel count data, the proportional means model has been studied by Sun and Wei (2000) , Cheng and Wei (2000) , and Hu, Sun and Wei (2003) . Model (1) unifies the semiparametric additive model and the proportional means model under the same umbrella.
Although model (1) has been extensively studied for cross-sectional data, few have studied it with longitudinal data. Lin and Carroll (2001) studied model (1) when X i (t) ≡ 1 by using profile-based generalized estimating equations (GEE) and a local linear approach. Lin, Song and Zhou (2007) proposed a local linear GEE method when all the regression coefficients are nonparametric functions of time. The GEE method with appropriately selected working covariance structure of the longitudinal data can lead to improved efficiency (Fan, Huang and Li (2007) ). However, the selection of the working covariance can be difficult and the efficiency gain under an improperly selected working covariance structure is not clear. Further, there may be technique difficulties with the extension of the GEE method to more complicated sampling schemes. In both Lin and Carroll (2001) and Lin, Song and Zhou (2007) , the sampling times are assumed to be independent of covariates and the situation of possible dropouts of the subjects in the follow-up is not considered. The extensions of their methods to more general sampling and censoring schemes would make these methods more useful in practice.
The marginal approach provides an important alternative to the longitudinal data analysis. It is more flexible in integrating complicated sampling and censoring schemes into the analysis. The powerful theories for empirical processes and counting processes facilitate such developments. Most of the existing marginal approaches for analyzing longitudinal data assume that the sampling times are independent of covariates or follow a proportional/additive mean rate model (Lin et al. (2000) , Scheike (2002) ) to account for possible dependence on the covariates; cf. Lin and Ying (2001) , Martinussen and Scheike (1999 . However, misspecifications of the sampling model may result in biased estimations and mislead the inferences for the response process. Sun and Wu (2005) proposed a profile kernel estimation procedure for the semiparametric additive model without having to specify a sampling model for the observation times. Similar approach was exploited by Sun (2010) for the proportional means model. This paper proposes a sampling adjusted profile local linear estimation method for the generalized semiparametric regression model (1). The paper has two main contributions. First, the proposed method automatically adjusts for heterogeneity of sampling times, allowing the sampling strategy to depend on the past sampling history as well as possibly time-dependent covariates without specifically model such dependence.
Second, this paper presents an unified approach to the semiparametric model (1) with a general link function which has never been exploited for longitudinal data to the best of our knowledge. The local linear estimation technique has been shown to be design-adaptive and more efficient in correcting boundary bias than the kernel smoothing approach for the cross-sectional data; see Fan and Gijbels (1996) . We show that these features preserve under the proposed approach for longitudinal data. The proposed method does not require time-varying covariates to be observed at all time, only the values at the sampling times are needed. Some hypothesis testing procedures are proposed to check whether the effect of a covariate is time-varying. This can lead to more efficient estimation when the effects of some covariates are not really time-varying.
The rest of the paper is organized as follows. In Section 2, a sampling adjusted profilebased local linear estimation method is proposed for model (1). Large sample properties are investigated in Section 3. Large sample pointwise and simultaneous confidence intervals for the regression coefficients are constructed. This section also presents some formal hypothesis testing procedures to check whether the effect of a covariate is time-varying. A cross-validation bandwidth selection approach is proposed to serve as a working tool for locating an appropriate bandwidth. A simulation study is conducted in Section 4 to examine the finite sample performances of the proposed statistical procedures. An application of the proposed methods to the analysis of a HIV-1 RNA data set from an AIDS clinical trial is given in Section 5, and some concluding remarks are made in Section 6. All proofs are given in the Appendix.
2 Profile local linear estimation approach
Prelimilaries
Suppose that the observations of the response process Y i (t) for the ith subject are taken at the sampling time points 0 ≤ t i1 < t i2 < · · · < t in i ≤ τ , where n i is the total number of observations on the ith subject and τ is the end of follow-up time. The sampling times are often irregular and depend on covariates. In addition, some subjects may drop out of the study early. Let N i (t) = n i j=1 I(t ij ≤ t) be the number of observations taken on the ith subject by time t, where I(·) is the indicator function. Let C i be the end of follow-up time or censoring time whichever comes first. The responses for the ith subject can only be observed at the time points before C i . Thus N i (t) can be written as N * i (t ∧ C i ), where N * i (t) is the counting process of sampling times. Let X i (t) and Z i (t) be the predictable covariate processes associated with the ith subject. We assume that {(
are independent identically distributed random processes. In this section, we propose an estimation procedure for model (1) based on the observations {(Y i (t ij ), X i (t ij ), Z i (t ij )); j = 1, . . . , n i , i = 1, . . . , n.}. These are the values of {(Y i (t), X i (t), Z i (t)), 0 ≤ t ≤ τ } observed at sampling times or the jump time points of N i (t) = N * i (t ∧ C i ), i = 1, . . . , n. Let F t be the σ-field representing the history N * i (·), X i (·) and Z i (·) up to time t for 1 ≤ i ≤ n. Let λ i (t) be the intensity process defined as follows
for 0 ≤ t ≤ τ . Thus λ i (t) is the sampling rate at time t conditional on the past F t− .
Let α i (t) = α(t, X i (t), Z i (t)) be the conditional mean rate of the sampling times such that
} by the using the double expectation property.
Many existing methods such as Lin and Ying (2001) , Martinussen and Scheike (1999 took the approach by modelling α i (t). Lin and Ying (2001) assumed that the sampling process follows a proportional mean rate model (Lin, et al. (2000) ). Scheike (1999, 2000) assumed that the intensity of the sampling process follows a multiplicative Aalen model (Aalen (1978) ) λ i (t) = η i (t)α(t) where α(t) is an unknown deterministic function and η i (t) is a predictable process. Martinussen and Scheike (2001) considered the sampling adjusted approach by assuming that the intensity follows a nonparametric ad-
, where η i (t) is a predictable at risk indicator, α(t) is vector of unspecified time-dependent regression functions and X i (t) are predictable time varying covariates. For all these methods mentioned above, the misspecifications of the sampling model can lead to biased estimation of the mean longitudinal response since the expectations of the estimating equations may not be zero, which is also demonstrated in our simulation study in Section 4.
The proposed method in the following allows the sampling strategy to depend on the past F t− as well as possibly time-dependent covariates without specifically model such dependence. The estimation procedure directly uses the sampling process
without modeling for λ i (t) or α i (t).
Estimation procedures
We adopt a profile approach for the estimation of model (1). First, assuming β is known, the nonparametric component, γ(t), of the model is estimated using the local linear estimating equations. The parametric component, β, is estimated through the weighted profile estimating equations. The details of the estimation procedure are described in the following.
2 ) be the first order Taylor expansion of γ(·) for s in a neighborhood of t, whereγ(t) is the derivative of γ(t) with respect to t. Denote
weight process that may depend on n. At each t and for fixed β, we consider the following estimating function for γ a (t):
where
is a kernel function that weights smoothly down the contributions of remote data points and h = h n > 0 is the bandwidth parameter that controls the size of a local neighborhood. The root of the equation U a (γ a , β) = 0 is denoted byγ a (t, β).
Since the data used in (3) are localized in the neighborhood of t, a weight function for (3) will not have much effect on the local linear estimator.
Letφ(x) be the derivative of ϕ(x) = g −1 (x) with respect to x. The estimating function
the derivative of the local weighted sum of the squares a (γ a , β) =
approximately zero for the true β and γ(·) as h → 0 under the assumptions given in the
Letγ(t, β) andγ(t, β) be first and last q components ofγ a (t, β), respectively. The profile estimating function for β is given by
where [t 1 , t 2 ] ⊂ (0, τ ). The subset [t 1 , t 2 ] is considered to avoid possible instability ofγ(t, β)
near the boundary. In practice, this interval can be taken to be close to [0, τ ] . We estimate β byβ that solves U (β) = 0 and γ(t) byγ(t) =γ(t,β).
The expression for the derivative
The estimatorβ is a weighted least square estimator since the estimating function U (β)
can be obtained by setting
the profile least squares function (β) with respect to β, where (β) = n i=1
Computational algorithm
The estimatorsβ andγ(t) can be obtained through an iterated estimation procedure. Let β {m−1} be the estimate of β at the (m − 1)th step. The mth step estimatorγ
The mth step estimatorβ {m} is obtained by solving the estimating function for β: Let β 0 and γ 0 (t) be the true values of β and γ(t) under model (1), respectively. Let
The following theorem presents the consistency and asymptotic normality ofβ.
Theorem 1. Assume that Condition A holds. Then
The matrix A can be consistently estimated bŷ
and Σ can be consistently estimated bŷ
Under Theorem 1, the proposed estimatorβ is consistent and asymptotically normal as long as the weight process W (·) converges in probability to a deterministic function w(·).
The selection of W (·) plays a role in the variance of the estimatorβ. Naturally, we would like to choose the optimal weight such that the asymptotic variance ofβ is minimized. This selection is usually difficult. It depends on the correlation structure of the longitudinal data among other things. Suppose that the repeated measurements of Y i (·) within the same subject are independent and that Y i (·) is independent of N i (·) conditional on the covariates X i (t) and
variance of Y i (t) given the covariates X i (t) and Z i (t) under model (1). Then the matrix
We show in the Appendix that
where B ≥ 0 means that the matrix B is nonnegative definite. When
and the equality in (9) holds. The situation often leads to asymptotically efficient estimators in many semiparametric models discussed by Bickel et al. (1993) .
Next, we state an asymptotic result for the estimatorγ(t). The result is useful for constructing confidence intervals for the mean response curve given the covariates. Denotė γ 0 (t),γ 0 (t) the first and second derivatives of γ 0 (t) with respect to t, respectively.
as nh 2 → ∞ and nh
When the link function is the identity function, Sun and Wu (2005) showed that the asymptotic bias of using the profile kernel smoothing for γ 0 (t) is
xx (t) γ 0 (t)}. This phenomenon parallels the situation described in Fan and Gijbels (1996, p.17) for the nonparametric regression with cross-sectional data that compares the Nadaraya-Watson estimator and the local linear estimator. The extra term in the bias ofγ(t) using profile kernel smoothing depends on (e xx (t)) −1ė xx (t)γ 0 (t). The bias of the profile kernel smoothing estimator can be large in the highly asymmetric design where (e xx (t)) −1ė xx (t)γ 0 (t) is large. On the other hand, the bias of the profile local linear smoothing estimator only involves the second derivativeγ 0 (t), thus is design-adaptive. Another advantage of the local linear smoothing over the kernel smoothing, as discussed in Fan and Gijbels (1996) , is the automatic boundary adaption. The rate of convergence at boundary points using the local linear smoothing is same as for the interior points, which can be shown to hold for model (1) with longitudinal data as well.
2 → ∞ and nh 5 → 0, where
The processes G n (t) converges weakly to a zero-mean Gaussian process
Confidence intervals and simultaneous confidence bands
Let γ (k) (t) be the kth component of γ(t). Similar notations are used throughout with the superscript (k) denoting the kth component of the corresponding vector. Assuming nh 5 → 0, based on Theorem 2, the under-smoothing avoids estimating the second derivativeγ(t) and controls the size of the bias term. The large sample pointwise confidence intervals for γ (k) (t), 0 < t < τ , is obtained bŷ
By Theorem 3, the pointwise confidence intervals for Γ (k) (t), 0 < t < τ , is given bŷ
Furthermore, based on Theorem 3, simultaneous confidence bands and hypothesis tests related to the regression coefficient functions γ(t) can be constructed. A key component is the estimation of confidence coefficients and the critical values. The Gaussian multiplier resampling method of Lin, Wei and Ying (1993) has been widely employed for this purpose and is described in the following.
Let G * n (t) = n −1/2 n i=1Ĥ i (t)ξ i , where ξ 1 , ξ 2 , . . . , ξ n are independent identically distributed (iid) standard normal random variables independent from the observed data set. By Lemma 1 of Sun and Wu (2005) , the processes G n (t) and G * n (t) given the observed data sequence converge weakly to the same zero-mean Gaussian process on [t 1 , t 2 ]. To approximate the distribution of G n (t), we simulate a large number of realizations from G * n (t) by repeatedly generating (ξ 1 , . . . , ξ n ) while fixing
can be approximated by repeatedly generating independent normal samples (ξ 1 , . . . , ξ n ). An
Hypothesis testing of regression coefficients
The generalized semiparametric regression model (1) postulates that the covariates effects are constant for some and are time-varying for others. A formal hypothesis testing procedure can be established to check whether the effect of a covariate is time-varying under model
(1). This can lead to more efficient estimation when the effects of some covariates are not really time-varying. We consider testing the null hypothesis
. By Theorem 3 and the continuous mapping theorem,
is the kth component of the limiting
Gaussian process G(t) of n 1/2 Γ (t)−Γ(t) . The rationale leads to the following constructions of the test statistics:
By the continuous mapping theorem, under H 0 , the test statistic S converges in distribution
, and the test statistic S converges in distribution to
The two test statistics are commonly used in statistics literature with S referred as the supremum type and L as the integrated square type, cf., Martinussen and Scheike (2006) .
and
The critical values of S and L can be approximated by simulating a number of copies of S * and L * obtained by repeatedly generating independent normal samples (ξ 1 , . . . , ξ n ) while holding the observed data fixed. For example, the critical values of test statistics S and L at the significance level α can be estimated by the upper α quantile of, say 1000, copies of S * and L * , respectively. The p-values of the tests based on S and L are the percentages of S * and L * exceeding S and L, respectively. The null hypothesis is rejected if the p-values are less than α.
Cross-validation bandwidth selection
Let σ (k) (t) be the (k, k)th element of Σ γ (t). It follows from Theorem 2 that the mean integrated square error for estimating the kth component
The asymptotic optimal bandwidth is given by
The optimal theoretical bandwidth is difficult to achieve since it involves estimating the second derivativeγ (k) 0 (t). In practice, the appropriate bandwidth selection can be based on a cross-validation method. This approach is widely used in nonparametric function estimation literature, see Rice and Silverman (1991) for leave-one-subject-out cross-validation approach and Tian, Zucker and Wei (2005) for K-fold cross-validation approach.
An analog of the K-fold cross-validation approach in the current setting is to divide the data into K equal-sized groups. Let D k denote the kth subgroup of data, then the kth prediction error is given by
for k = 1, . . . , K, whereγ (−k) (t) andβ (−k) are the estimators of γ 0 (t) and β 0 based on the data without the subgroup D k . The data-driven bandwidth selection based on the Kfold cross-validation is to choose the bandwidth h that minimizes the total prediction error
As we show in Section 5 in the analysis of a HIV-1 RNA data set from an AIDS clinical trial, the K-fold cross-validation bandwidth selection provides a working tool for locating an appropriate bandwidth.
A simulation study
In this section, we examine finite sample properties of the estimation and hypothesis testing procedures proposed for model (1). The performances of the estimators for β and γ(t) at a fixed time t are measured through the bias, the sample mean of the estimated standard errors (ESE), the sample standard error of the estimators (SEE) and the 95% empirical coverage probability (CP). To evaluate the overall performance of the estimatorγ (k) (t) on the interval [h, τ −h], we consider the square root of integrated mean square error
, where N is the repetition number,γ
the jth estimate of γ (k) (t) for j = 1, . . . , N . We use the unit weight function and the Epanechnikov kernel K(u) = 0.75(1 − u 2 )I(|u| ≤ 1) throughout the simulation. We take t 1 = 0 and t 2 = τ in the estimating functions (4) and (8).
The performance of the estimators are examined under the following selected setting of model (1), in which we take the link function g(x) = ln(x):
for 0 ≤ t ≤ τ with τ = 3.5, where X i is a Bernoulli random variable with the success probability of 0.5, Z i is uniformly distributed on (0, 1),
and φ i is N (0, 1). Here γ(t) = (γ 1 (t), γ 2 (t)) T with γ 1 (t) = 0.5t 1/2 and γ 2 (t) = 0.5 sin(2t).
We consider three models for the sampling times. The first model is a Poison process with the proportional mean rate
The second model is a Poison process with the additive mean rate
To examine the performance of the proposed method when the sampling strategy depends on the past history, we consider a nonhomogeneous poisson process for the sampling times with the intensity function
where Z i is uniform on (0, 1) and Z * i (t) = 1 if there was an event within the interval [t − 1, t) and 0 otherwise. For all the three sampling models, the censoring times C i are generated from U (1.5, 8). There are approximately 3 observations per subject in the interval [0, τ ] and about 30% subjects are censored before τ = 3.5. Table 1 summarizes the bias, SEE, ESE and CP for β and RMSE for γ(t) under the models (16) and (17). The integrals are evaluated on the grid points s i = 0.05i, i = 1, 2, . . . , 69. The summaries of performance ofγ(t) at time points 0.5j, j = 1, . . . , 6, are given in Table 2 .
The summaries of performances ofβ andγ(t) under the models (16) and (18) The following models are considered to evaluate the performance of the test statistics S and L:
for 0 ≤ t ≤ τ , where the distributions of X i , Z i and ε i (t) are same as those given in model (16) . Different values of θ are to be selected to examine the power of the tests.
Our null hypothesis is that the effect of X i does not change with time. Gaussian random samples. The empirical sizes of both the tests are reasonably close to the 0.05 nominal level. The empirical power increases when sample size increases. There is also an increased power when θ increases, which represents an increased time-varying effect under model (20). Again, the performances of the tests are robust to the models of sampling times.
Finally, we conduct a small simulation study under the identity link function to compare with the joint modelling method of Lin and Ying (2001) in which the sampling times are modelled through the proportional mean rate model. We consider the following model for the longitudinal response
where Z i and ε i (t) are same as those for model (16). Table 8 
and (19). Each entry is based on 1000 repetitions. The estimation of Lin and Ying (2001) has larger biases when the sampling model is mis-specified under (18) and (19), especially when the sampling strategy depends on the past history and the intercept α(t)
varies more. In all the cases, Lin and Ying (2001) estimation yields large variances compared to the proposed method.
An application
We apply the methods developed in the previous sections to a HIV-1 RNA data set from an AIDS clinical trial for comparing a single protease inhibitor (PI) versus a double-PI antiretroviral regimens in treating HIV-infected patients. In this study, all subjects initiated the antiretroviral treatment at time 0 (baseline) and HIV-1 RNA levels in plasma (viral load) was measured repeatedly over time. The scheduled visits for the measurements were A total of 481 patients were enrolled in the study, with 2626 total visits. Owing to technical limitations, 175 responses were censored below the detection limit, or 6.67% and three responses were censored above the detection limit or 0.11%. The handling of the censored viral load data needs more complicated statistical methods and is out of the scope of this paper. We restrict our analysis to those responses within the detectable range for the purpose of illustrating the proposed methodologies. The average number of visits was 5.01
for treatment group X = 1 and 5.25 for treatment group X = 0. The scheduled durations between visits get longer at later times of the study. we consider the transformed time scale t = log 10 (day of actual visit + 40) − log 10 (32). This kind of transformation is often used to make independent variables equally spaced for convenient bandwidth selections in nonparametric regression analysis. The transformation is also used to accommodate the fact that the data for actual visit times may have negative values. A value of −7 for the first actual visit indicates that the patient visited the clinic 7 days before the first scheduled visit.
The response variable Y (t) is the change of HIV-1 RNA level using a log 10 scale at time t from the baseline. Here log 10 scale of viral load is commonly used by AIDS researchers and is also good for stabilizing the variance of measurement errors.
The data is fitted to the following the model
for 0 ≤ t ≤ τ with τ = 0.88, the maximum of transformed observation times. We set t 1 = 0.2 and t 2 = τ − 0.2 in (4) for the estimation of β. The bandwidth selected using K-fold cross-validation method presented in Section 3.4 using K = 13 yields h = 0.05; see Figure 2 (a) for the plot of the total prediction error. With h = 0.05, the value ofβ is 0.1643 and the standard error is 0.0230. The estimatorsγ 1 (t) andγ 2 (t) and the 95% pointwise confidence intervals are plotted in the first row in Figure 3 . The p-values for testing for time-dependence of γ 2 (t) are 0.003 and 0.005 for test statistics S and L, respectively, based on 1000 Gaussian samples.
To show how the estimates are affected by choices of bandwidth, we plotβ against h in Our experience shows that the "optimal" bandwidth that minimizes the total prediction error tends to be a little small to yield smoothed curves for the nonparametric regression coefficient functions. The values of the estimators of the parametric components are not greatly affected by the choices of the bandwidth and tend to stabilize for larger bandwidths.
Nevertheless, the K-fold cross-validation bandwidth selection provides a working tool for locating an appropriate bandwidth.
Appendix
We assume the following conditions throughout the paper:
Condition A. The covariate processes X i (·) and Z i (·) are left continuous; The censoring time
, Z i (t) and C i ≥ t; the processes Y i (t), X i (t), Z i (t) and α i (t), 0 ≤ t ≤ τ , are bounded and their total variations are bounded by a constant;
where L > 0 is a constant; the link function g(y) is monotone and its inverse function g −1 (x) is twice differentiable; γ 0 (t), e xx (t) and e xz (t) are twice differentiable; (e xx (t)) −1 is bounded over 0 ≤ t ≤ τ ; the matrices A and Σ are positive definite; the weight process W (t, x, z) P −→w(t, x, z) uniformly in the range of (t, x, z); w(t, x, z) is differentiable with uniformly bounded partial derivatives; the kernel function K(·) is symmetric with compact support on [−1, 1] and bounded variation; bandwidth h → 0;
exists and is finite.
Define γ β (t) as the unique root such that u a (γ β , β) = 0 for β ∈ N β where N β is a neigh-
In this case, e β,xx (t) = e xx (t) and e β,xz (t) = e xz (t). Let γ aβ (t) = (γ
where 0 q is a q × 1 vector of zeros.
Let H = diag{I q , hI q }. The following lemmas are used in the proofs of the main theorems.
The proofs of the lemmas make repeated applications of the Glivenko-Cantelli Theorem Lemma 1. Assume that Condition A holds. Then as n → ∞, Hγ a (t, β)
and H∂ 2γ (t, β)/∂β 2 converges in probability to a deterministic function of (t, β) of bounded variation, uniformly in t ∈ [t 1 , t 2 ] ⊂ (0, τ ) and β ∈ N β at the rate n −1/2+ν for ν > 0.
Proof of Lemma 1.
To simplify the presentations, we use the notations γ aβ and γ β for γ aβ (t) and γ β (t), respectively. Let θ = H(γ a − γ aβ ) andθ = H(γ a (t, β) − γ aβ ). By (3),θ is the root of the following estimating function for fixed β:
By the Glivenko-Cantelli theorem,
The limit has a unique root at θ = 0 2q .
By the Glivenko-Cantelli theorem and (3), 
Since U a (γ a (t, β), β) ≡ 0 2q ,γ a (t, β) satisfies
Note that
By the Glivenko-Cantelli theorem, the process
converges in probability to
, β ∈ N β and η in a neighborhood of γ aβ (t) at the rate n −1/2+ν for ν > 0.
It follows from (24) that
uniformly in t ∈ [t 1 , t 2 ] and β ∈ N β at the rate n −1/2+ν for ν > 0.
Similarly,
uniformly in t ∈ [t 1 , t 2 ] and β ∈ N β at the rate n −1/2+ν for ν > 0. It follows from (25) that
at the rate n −1/2+ν for ν > 0, uniformly in t ∈ [t 1 , t 2 ] and β ∈ N β .
By a similar argument, H∂ 2γ (t, β)/∂β 2 converges in probability to a deterministic function of (t, β) of bounded variation, uniformly in t ∈ [t 1 , t 2 ] and β ∈ N β .
Lemma 2. Under Condition A, as nh → ∞ and nh 5 = O(1),
Proof of Lemma 2.
)). By the first order
Taylor expansion, we have
The first q components ofθ yields
uniformly in t ∈ [t 1 , t 2 ], where
By the local linear approximation for γ 0 (s) around t,
Hence
uniformly in t ∈ [t 1 , t 2 ]. By (30) and (31),
Following the same lines as the proof in Appendix A of Tian, Zucker and Wei (2005) , we
Proof of Theorem 1.
By Lemma 1 and application of the Glivenko-Cantelli theorem to the estimating function defined in (4), we have
uniformly for β ∈ N β . Since u(β 0 ) = 0 and A is positive definite, β 0 is the unique root of u(β). By Theorem 5.9 of van der Vaart (1998),β P −→β 0 .
By Lemma 1 and the Glivenko-Cantelli theorem,
It follows that
uniformly in a neighborhood of β.
Now we show that n −1/2 U (β 0 ) converges in distribution to a normal distribution. By
Taylor expansion,
By Lemmas 1 and 2,
which converges in distribution to N (0, Σ), where
Since
, it follows from (33) and (34) that
Proof of Theorem 2.
Sinceγ(t) =γ(t,β), we haveγ(t)
P −→γ 0 (t) uniform in t ∈ [0, τ ] by Theorem 1 and Lemma 1. It also follows that ∂γ(t, β * )/∂β P −→ − (e xx (t)) −1 e xz (t) for β * on the line segment between β and β 0 . By Lemma 2 and (34),
Following the arguments of Lemma 2 of Sun (2010),
as nh 2 → ∞ and nh 5 = O(1). The consistency of the variance estimator for Σ γ (t) follows from the proof of Theorem 2 of Sun (2010) .
Proof of Theorem 3.
By (29), (33) and (34), we have
which converges weakly to a zero-mean Gaussian process by Lemma 1 of Sun and Wu (2005) .
Proof of (9).
Note that A = E[
Then the matrix
is nonnegative definite. (17), (18) and (19) for sampling times.
size power 
