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iAbstract
In this thesis I discuss the experimental demonstration of quantum-enhanced imaging
and sensing schemes able to surpass the performance of their classical counterparts.
This is achieved by exploiting the spatial properties of quantum correlated biphotons.
Over the next chapters I first discuss the production and detection of quantum corre-
lated photons using a type-I nonlinear crystal and a single-photon sensitive electron-
multiplying CCD camera. I then provide a simple yet powerful description of the
spatially resolved detection of biphotons, allowing to accurately model and assess the
performance of the quantum-enhanced schemes featured in this thesis. These consist
of a shadow-sensing and an imaging scheme able to respectively beat the shot-noise-
limit in the optical measurement of the position of a shadow and the diffraction limit
in the full-field imaging of real-world objects. A combination of simulated and exper-
imental results are used to investigate both the achieved and theoretically available
quantum advantage. Optical losses and detector noise are found to limit the better-
than-classical performance of the schemes, which rely on the ability to jointly detect
an as high as possible number of spatially correlated biphotons.
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∆s).
Np Number of biphotons generated by the SPDC source as set in the
model.
Npe Number of detected biphoton-events or photon-pair events.
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Ns Number of single (or unpaired) photons.
Nt Total number of generated photons.
Nu Total number of spatially uncorrelated events.
Ω Detection operator that determines whether a photon is detected or
missed.
ωp, ωs, ωi Angular frequencies of the pump, signal and idler photons.
p Momentum.
P (nth) Probability of detecting the nth photon.
P(ρ1,ρ2) Joint-detection probability for photon-pairs.
| β〉 Glauber coherent state of a single-mode electromagnetic field.
P (t) Dipole moment per unit volume of a material system.
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ϕ Angle between the optic axis of the nonlinear crystal and the direction
of propagation of the pump.
| ψ〉 NOON state in bra-ket notation.
r Mean loss in resolution.
ρ1, ρ2 Two pixel coordinates in the plane of the detector.
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(σc)detected Detected size of the transverse correlation width.
Sb Transverse area of the downconverted beam at the detector plane.
s(i, j) Edge function.
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SDp Standard deviation of the Gaussian pump beam, measured from the
beam axis.
SDreadout Standard deviation of the electronic readout noise of the EMCCD
camera, measured in ADC counts.
step(x)1(y)
Unit-step function.
σ+ Normalised variance of the sum of the integrated signals A and B of a
split-detector.
σc Detected transverse correlation width in the image or momentum
plane of the crystal.
σDOC Degree of correlation or quantum noise reduction factor.
σm Overall transverse spatial extent of the downconverted beam, as mea-
sured in plane of the detector.
σPSF Size of the detected diffraction limited spot of the system.
σp Momentum transverse correlation width in a collinear and degenerate
type-I phase matching process.
σx Position transverse correlation width in a collinear and degenerate
type-I phase matching process.
T Photon-discriminating threshold.
τ Time delay between detector signals.
θ Angle of the slanted-edge or optimal phase-matching angle.
u(0, 1) Uniform distribution used to computationally generate pseudo-random
numbers between 0 and 1.
u, v Reciprocal variables in Fourier space of x, y.
Var Variance operation.
wROI Width of the ROI in the plane of the detector.
wshadow Width of the shadow in the plane of the detector.
x Position.
Glossary of Symbols xxi
xm,c Generated pseudo-random values from a Gaussian distribution.
xn Pseudo-random number between 1 and d generated from the uniform
distribution uD(1, d).
xn, yn Pair of pixel-coordinates xn, yn of a modelled biphoton packet.
Xs,i X-offsets (abscissae) to the modelled pixel-coordinates of the position
anticorrelated signal and idler photons.
ξmax Cut-off frequency of an MTF curve defined as the maximum spatial
frequency at which the MTF goes to zero or reaches the noise-floor.
xy-plane Transverse plane.
ym,c Generated pseudo-random values from a Gaussian distribution.
yn Pseudo-random number between 1 and d generated from the uniform
distribution uD(1, d).
Ys,i Y-offsets (ordinates) to the modelled pixel-coordinates of the position
anticorrelated signal and idler photons.
When bananas don’t work, try a cookie.
L. M. Fields
Chapter 1
Introduction
1.1 Preamble
Significant progress has been made in the field of quantum optics, starting from the
early postulates of quantum mechanics and continuing with validity-tests and failed
falsification attempts. Nowadays the field has reached a certain maturity and it is
possible to harness the power of quantum mechanics for the realisation of quantum-
enhanced, real-world applications [1, 2]. Nonetheless, many unanswered questions
remain, such as: “What is the future of quantum coherence, squeezing and entangle-
ment for enhanced super-resolution and sensing?” or “What new technologies and
fundamental discoveries might quantum optics achieve by the end of this century?”.
These and other questions were recently the object of some serious pondering by
world-leading physicists and engineers at the Winter Colloquium on the Physics of
Quantum Electronics [3].
How can quantum mechanics deliver an enhancement in real-world sensing and
imaging applications?
1
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This question has motivated my co-workers and I in the development of quantum-
enhanced schemes able to surpass the performance their classical counterparts. The
bar was set high by choosing to improve upon already optimised classical realisations
of a certain sensing or imaging scheme, as well as previous state-of-the-art quantum-
imaging realisations by fellow researchers in the Optics Group in Glasgow.
The quantum-enhanced schemes developed by my co-workers and I were able to re-
spectively beat the shot-noise-limit in the optical measurement of the position of a
shadow and the diffraction limit of a limited numerical-aperture imaging system, as
discussed in the works reported in this thesis. As shown in the next chapters,
better-than-classical performance was achieved by exploiting the quantum correla-
tions of downconverted biphotons , specifically their spatial correlations of entangled
photon-pairs generated through spontaneous parametric downconversion (SPDC), as
detected by state-of-the-art, single-photon sensitive camera technology.
The work in this thesis was born as a natural continuation of the work by M. Edgar
et al [4], in which an electron-multiplying CCD (EMCCD) camera (Andor iXon 3
897) was employed to image the high-dimensional spatial entanglement of bipho-
tons produced by a type-I nonlinear crystal. When I started my Ph.D (2.5 years
post the work by M. Edgar), the research efforts of the Optics Group had shifted
to quantum ghost imaging [5, 6], using intensified CCD cameras and single-photon
avalanche detectors (SPADs). Therefore, my early efforts started by setting up a
quantum imaging system, based on SPDC illumination, investigating the detection
of spatially correlated biphotons as detected by an EMCCD camera, placed in either
the near-field or far-field of a type-I nonlinear crystal.
Using the funds made available by the Integrative Sensing and Measurement Cen-
tre for Doctoral Training, the latest state-of-the-art EMCCD camera was purchased,
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an Andor ULTRA 888, and I proceeded by coding in LabVIEW the acquisition,
data handling, and analysis programmes required to operate the camera. I then
characterised the EMCCD camera noise sources and learned the effects of its many
acquisition parameters over the number of detected spatially correlated biphotons.
This early work lead to the quantum-enhanced sensing and imaging experiments dis-
cussed in this thesis. Under the supervision of Prof. Miles Padgett I designed and
realised these schemes, as well as compiled them into manuscripts, which I presented
at conferences [7, 8], and published on mainstream research journals [9, 10]. Dr.
Paul-Antoine Moreau, whom joined the Optics group at the beginning of the sec-
ond year of my PhD, assisted with some of the mathematical formulations of the
manuscripts I wrote thereafter, as well as providing useful discussions. A number of
co-workers (co-authors of the published manuscripts of which some of the results in
this thesis are featured) also assisted providing useful discussions.
Two quantum-enhanced schemes are featured in this thesis 1:
1. Sub-shot-noise shadow-sensing with quantum correlations,
2. Resolution-enhanced quantum imaging by centroid estimation of biphotons
(CEBs).
1 Some of the results featured in this thesis are based on the following published manuscripts:
E. Toninelli, M. P. Edgar, P.-A. Moreau, G. M. Gibson, G. D. Hammond, and M. J. Padgett.
“Quantum Position Measurement of a Shadow: Beating the Classical Limit.” In Frontiers in Op-
tics, FTu5E-3, 2017 [7];
E. Toninelli, M. P. Edgar, P.-A. Moreau, G. M. Gibson, G. D. Hammond, and M. J. Padgett.
“Sub-Shot-Noise Shadow Sensing with Quantum Correlations.” Optics Express 25, no. 18 (Septem-
ber 4, 2017): 21826–40 [9];
E. Toninelli, P.-A. Moreau, A. Mihalyi, T. Gregory, M. P. Edgar, and M. J. Padgett. “Resolution-
Enhanced Imaging with Quantum Correlations.” In Conference on Lasers and Electro-Optics,
FF1B.1. Conference on Lasers and Electro-Optics. Optical Society of America, 2018 [8];
E. Toninelli, P.-A. Moreau, T. Gregory, A. Mihalyi, M. Edgar, N. Radwell, and M. J. Padgett.
“Resolution-enhanced quantum imaging by centroid estimation of biphotons.” Optica 6, no. 8,
(2019) [10].
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In the next sections I introduce both topics, establishing the issues being tackled, the
approaches taken by my co-workers and I, and the significance of these works with
respect to what other people have done.
1.2 Sub-shot-noise shadow-sensing with quantum
correlations
Shadow-sensing (i.e. a type of ‘split-field’ sensing) was brought into the spot-
light following the work by L. Carbone et al. on the optical sensors used for the
Birmingham Optical Sensor and Electro-Magnetic actuator of the Advanced LIGO
mirror suspensions [11]. The proposed design was then ‘borrowed’ and applied to
much smaller scale apparatus: the ‘WeeG’ MEMS gravimeter device [12], recently
developed at the University of Glasgow.
A shadow-sensor is a type of optical position measurement device consisting of
three main components: a light-source (LED), a shadow-casting object, and a split-
photodiode detector, as shown in Fig. 1.1.
This type of sensor is used to optically measure forces that are coupled to the motion
of the shadow-casting object, by detecting relative changes in the intensity of light
incident on the two-halves (A and B) of the photo-diode. The generated photocur-
rents, represented in Fig. 1.1(b), are amplified by low-noise electronics, allowing the
WeeG device to measure variations in local gravitational acceleration smaller than
10µGal [12, 13], corresponding to 1 nm relative-displacement of the shadow-casting
object over a one-day timescale [14].
The ultimate precision limit of a device based on an optical displacement measure-
ment is linked to the ability to measure the intensity of a probing light-field, which in
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Figure 1.1: Optical position measurement of a shadow. A shadow-sensor
is a type of optical position measurement device that is able to measure physical
quantities coupled to the position of a shadow-casting object. As shown in (a)
the main components of this device are a light-source (LED), which illuminates a
shadow-casting object. This projects a shadow on a split-photodiode resulting in
varying levels of photocurrents produced by the two halves of the split-photodiode
A and B. The position of the shadow-casting object can be determined for instance,
by taking the difference of the two signals produced by the two halves of the split-
detector, represented in (b) in the case of one of the two halves of the split-detector
being almost completely obscured by the shadow.
other words is the ability to precisely count photons. Even in the case of a perfectly
noiseless detector able to produce a well-defined signal for each incoming photon,
the measured noise performance will not be better than the shot-noise-limit (SNL).
Indeed, in the absence of excess noise of either the source or the detector, the error
associated to the measurement of the intensity of a classical light-source cannot be
lower than the SNL, which determines the lowest photon-number fluctuations of a
classical light-source. Such limit can in principle be reached in the case of photons
in the coherent state, such as those produced by an ideal laser.
Thus, in the case of a classical shadow-sensor in which a quasi-thermal LED light-
source is employed, as shown in Fig. 1.1, the number of detected photons over the
two halves of the split-detector A and B will cause the fluctuations of (A − B) to
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Figure 1.2: Shadow-sensing with a spatially uncorrelated classical light-
source. In the case of a thermal or quasi-thermal light source, such as an incan-
descent light-bulb or an LED, the variance of the difference of the photons detected
by the two halves of a noiseless split-detector (A and B) is greater than the mean of
the total number of detected photons. This type of statistics has super-Poissonian
properties and in the context of an optical measurement is characterised by noise
fluctuations that are worse than the SNL.
be greater than those associated to the SNL (i.e. super-Poissonian), such that:
Var(A−B) > 〈A+B〉 , (1.1)
where Var( ) indicates the variance operation. This is represented in Fig. 1.2, in
which the spatially resolved detections of uncorrelated photons over the two halves
of the split-detector are highlighted.
1.2.1 Quantum noise-reduction techniques
As discussed in the previous section, the SNL sets an important benchmark for the
noise performance of a sensing scheme. I also discussed that a classical optical mea-
surement can only reach the SNL in the case of an ideal detector and light in the so
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called coherent state. Noise reduction using quantum states of light finds applications
in quantum metrology [1, 15], for instance in increasing the sensitivity of measure-
ment schemes, as in the case of gravitational wave detectors [16, 17]. With the advent
of quantum squeezed light [18, 19] and definite number of photons states [20, 21], a
series of quantum noise reduction (QNR) techniques were developed, able to reach
and beat the SNL by exploiting the properties of quantum states [22–29].
As a result of more than 30 years of research, enhanced sensitivity in phase [30],
absorption estimation [31–35], beam localisation [36, 37], and in the detection of
entanglement between a few spatial modes [38–40] were achieved using squeezed light.
This approach to noise reduction is based on technically advanced interferometers and
homodyne detection schemes and an impressive 15 dB noise suppression below the
vacuum noise level was recently demonstrated by H. Vahlbruch et al. as applied to
the calibration of the quantum efficiency (QE) of photoelectric detectors [41].
A technically simpler approach to quantum-enabled noise reduction that does not
require a homodyne detection is the exploitation of intensity correlations between
twin-beams in a lower photon-flux regime dominated by spontaneous emission. The
noise reduction relies on the very similar photon-number fluctuations of the signal
and idler beams, since each spontaneous decay of a high energy pump photon re-
sults in the production of exactly one signal and one idler photon [42]. Under this
condition and employing a differential measurement strategy by which the desired
observable is equal to the difference of the detected signal and idler photons, it is
possible in principle to perform a noise-free measurement. Interestingly, whereas
either the pump, signal, or idler beams may be characterised by super-Poissonian
photon-number fluctuations, the difference in the fluctuating number of signal and
idler photons will be sub-Poissonian, as the two beams fluctuate in an equal man-
ner [43]. Such noise reduction was historically first demonstrated using single-pixel
bucket detectors, used to detect the whole transverse extent of the signal and idler
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beams [25, 44–48]. It can be appreciated that in this type of single-mode detection
schemes, optimal noise reduction is only achieved if the whole beam falls within the
extent of the detector. Indeed if only a small portion of the signal beam was to be
missed, the resulting degradation of the noise-reduction scheme would also account
for the now unbalanced corresponding portion of the idler beam. In practice, due to
the theoretically infinite transverse extent of collimated optical beams (which there-
fore cannot completely be captured by the detector) and noise of the detector, the
difference of signals will not be zero. Nevertheless it is still possible to achieve and
beat the SNL, even in the case of extra noise introduced by a non-ideal detector, as
long as the detected intensity correlations are strong enough to compensate. These
photon-number spatial fluctuations of downconverted photon-pairs were investigated
using both type-I [49, 50] and type-II [43, 51–53] downconversion sources, leading to
the famous first experimental demonstration of sub-shot-noise quantum imaging of
a highly transmissive object (≈95%) by Brida et al. [54], in which the intensity cor-
relations between signal and idler beams of a type-II downconversion were detected
by a high-efficiency CCD camera in a relatively high-photon flux regime (about 7000
photons per pixel per frame) [54].
1.2.2 Sub-shot-noise shadow-sensing
In the case of a quantum shadow-sensor scheme in which the spatial anticorrelations
of SPDC biphotons are employed, the number of detected photons over the two halves
of the split-detector A and B, will cause the fluctuations of (A − B) to be lower
than those associated to the SNL (i.e. sub-Poissonian), such that:
Var(A−B) < 〈A+B〉 (1.2)
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Figure 1.3: Shadow-sensing with a quantum spatially correlated light-
source. In the case of a quantum correlated light-source, such as SPDC, the
variance of the difference of the photons detected by the two halves of a noiseless
split-detector photocurrents (A and B) is less than the mean of the total number
of detected photons. This type of statistics has sub-Poissonian properties and in
the context of an optical measurement is characterised by noise fluctuations that
are better than the SNL. The blue-dotted boxes connected by arrows highlight the
spatial anticorrelated properties of the detected photons, which allow the difference
of signals A and B to tend to zero.
This is represented in Fig. 1.3, in which the spatially resolved detections of anticor-
related photons over the two halves of the split-detector are highlighted. Therefore,
even in the case of noisy detector, the noise performance of a quantum shadow-sensor
may be better than the SNL, provided that the signals produced by the detected an-
ticorrelated photons is greater than that associated with the uncorrelated noise.
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1.3 Resolution-enhanced quantum imaging by cen-
troid estimation of biphotons
In this section I set the scene regarding the Rayleigh limit of the optical resolution
of an imaging system, discussing previous attempts to circumvent this limit using
quantum-enabled approaches. I will then show how the the spatial properties of
SPDC biphotons can be exploited to overcome the limitations of previous schemes
and achieve a standard-quantum-limited resolution enhancement beyond the classical
bound.
The efforts toward achieving an enhancement in the optical resolution of an imag-
ing system have resulted in a considerable number of interesting techniques, based
on both classical- and quantum-illumination. These differ from computational- or
technical-approaches, which are used to improve the resolution of an image us-
ing post-processing techniques, a review of which can be found in the work by
S. C Park et al. [55]. On the classical front, the famous stimulation-emission-
depletion (STED) microscopy [56], ground-state-depletion (GSD) microscopy [57],
photoactivated-localisation microscopy (PALM) [58] and stochastic optical recon-
struction microscopy (STORM) [59] have allowed to reach sub-diffraction resolu-
tions [60, 61]. However, relying on the optically induced fluorescence (and the sub-
sequent quenching for STED and GSD) of molecules, typically requires considerable
photon-doses [62]. Additionally, a number of techniques that make use of scanning
source/detector configurations have also allowed to extract a higher-resolution im-
age of the object. These techniques are based for example on the number-resolved
post-selection of classical light-sources [63], the second-order correlation of speckled-
illumination [64], or ‘chaotic’ light [65], and higher-order correlation measurements
of a double-slit interference pattern using speckled-light [66].
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1.3.1 Quantum resolution-enhanced imaging schemes
For what concerns quantum protocols, it is possible to exceed the Rayleigh limit by
either employing a standard-quantum-limited (SQL) or a Heisenberg-limited (HL)
approach [67]. The SQL resolution advantage scales as 1/
√
N , where N indicates the
number of quantum correlated photons [68]. On the other hand, the HL advantage
scales as 1/N , where N is the number of photons of a NOON state, a multi-photon
state that effectively ‘behaves’ as a single indissociable photon of 1/N wavelength [69].
For instance, a SQL resolution enhancement was achieved exploiting the nonclassical
photon statistics (i.e. the antibunching time-correlations between emitted single-
photons) of emitted fluorescence from single-photon quantum emitters [70], colloidal
quantum dots [71–73], and fluorescent nitrogen vacancies in diamond [74, 75] (also
known as nitrogen colour centres [76]). Additionally, interesting schemes have been
developed which consist of a combination of classical approaches and quantum tech-
niques, such as the very recent demonstration consisting of a combination of SIM
microscopy and the quantum-enabled approach to resolution-enhancement based on
the antibunching properties of fluorescent quantum dots [77] (this particular scheme
also employs post-processing in the form of a Fourier filter to accentuate the contri-
bution of high-spatial frequencies in the final reconstructed image).
In the case of HL schemes, quantum lithography stands out, in which N photon
NOON states are used to achieve the same resolution advantage achievable by a
single photon of N - fold smaller wavelength. Such schemes typically involve inter-
ferometric set-ups, in which the multiphoton NOON state travels in its entirety in
either one of the arms of the interferometer, and, importantly, must be absorbed in a
multiphoton process by a suitable material, generating Heisenberg-superresolved in-
terference patterns [69]. Due to the technical difficulties in realising a high-efficiency
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photon-number resolved absorptive material [78–80], the multi-photon absorption re-
quirement was circumvented by a multiphoton optical centroid measurement (OCM)
scheme proposed by M. Tsang [81]. This OCM protocol was experimentally re-
alised by H. Shin et al. [82] achieving a 1/2 reduction in the width of fringes, using
an interferometer consisting of a source of N = 2 NOON states (produced by two
type-I crystals, placed in each arm) and coincidence detection between two scanning
avalanche photodiodes.
Thus, it appears that in the case of quantum superresolution schemes previous imple-
mentations either rely in optically induced fluorescence of the object or on a scanning
configuration. Fluorescence is not required in the case of HL schemes, however, as
in the case of quantum-lithography, the resolution enhancement is limited to the for-
mation of narrower interference patterns and does not suit image formation. In the
case of the recent HL quantum imaging demonstration by M. Unterna¨hrer et al., the
two-fold resolution enhancement comes at the cost of illuminating the object with
twice-as-short wavelength UV light, required to generate the N = 2 NOON states.
1.3.2 Resolution-enhanced imaging by CEBs
The resolution-enhanced quantum imaging scheme featured in this thesis is able to
achieve a SQL resolution advantage up to 1/
√
2, by producing an image entirely
made of estimated centroid positions of detected biphotons. Importantly, it does
not rely on optically induced florescence and is operated in a full-field configuration
at a very low-power regime (i.e. with less than 0.001 infrared photons per pixel per
frame).
In the first instance, it may be useful to consider the process of image formation, in
the case of a diffraction-free optical system, in which the trajectories and thus the
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detected positions of each photon perfectly map the spatial features of the object.
Accordingly, if all photons originate from a point, it is fair to assume that all photons
will also be detected at a single point in the plane of the detector, corresponding to
a delta-function. Additionally, if the source is spatially extended and the photons
are partially absorbed by an object placed in the image plane of the source and of
the detector, a sharp image of the edge of the object will also be formed, with a
resolution only limited by the spatial-sampling of the detector.
However, in the case of a real imaging system affected by diffraction and other optical
aberrations, the arrival positions of photons emitted by a point-source will spread
over a finite extent. The function that describes the impulse response of an optical
system, i.e. the spreading in the positions of the detected photons emitted by a
point-source, is known as the point-spread-function (PSF) [83].
An intuitive way to understand how the CEBs approach can return an enhancement
in spatial resolution is to consider the aforementioned finite-extent of the PSF. In
the case of a centroid estimation performed over the position arrivals of N spatially
correlated photons, the broadening of the PSF can be reduced by 1/N , by only
keeping the mid-point coordinates of jointly detected biphotons. Therefore, for each
measurement of a biphoton packet, for which the position arrivals of both photons
are known, it is possible to estimate the centroid pixel-coordinates and use these to
reconstruct a resolution-enhanced image of the object.
In practice such a scheme requires a source of spatially correlated biphotons and a
spatially-resolved single-photon sensitive detector. In the implementation discussed
in this chapter the source of spatially correlated biphotons is achieved with a type-I
nonlinear crystal, used to illuminate an object and detected by a photon-counting
EMCCD camera. The acquired binary frames consisting of both noise- and bright-
events are post-selected by a pair-finder algorithm, which is used to reject the majority
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Figure 1.4: Enhancement of optical resolution by estimation of centroid-
pixel coordinates. A pair-finding algorithm is used to select the pair-events from
a thresholded binary frame. A centroid-estimation is performed on the positions of
N jointly detected photons, i.e. N = 2 (blue-squares). These are used to compute
the centroid-pixel coordinates of a more precisely located position (red-star). An
image entirely formed by centroid-estimated pixel coordinates is sharper since these
centroids are 1/
√
N less affected by PSF-spreading effects, as for instance caused
by the limited numerical aperture of an imaging system.
of spatially uncorrelated events. The so found pairs are then used to compute centroid
pixel-coordinates, which are in turn used to produce a new image, as shown in Fig. 1.4.
This process is repeated for many acquired frames of the object, eventually producing
a resolution-enhanced image. The theoretical basis of the SQL resolution-enhancing
CEBs scheme is discussed in chapter 6, section 6.1.
1.4 Outline
In chapter 2 I first discuss the background principles of the experiments featured in
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this thesis, such as optics at the single photon level, quantum correlations, quantum
statistics and distributions, as well as the optical resolution of an imaging system. In
chapter 3 I address relevant technological details, such as the production of quantum
correlated biphotons using SPDC, their optimised single-photon sensitive detection
using an EMCCD camera, and the set-up used to produce SPDC quantum corre-
lated biphotons. In chapter 4 I introduce a simple yet powerful model for the spa-
tially resolved detection of biphotons, that is used in later chapters to simulated the
performance of both the quantum-enhanced sensing and imaging schemes. In chap-
ters 5 and 6 I discuss respectively the sub-shot-noise shadow sensing scheme and the
resolution-enhanced quantum imaging scheme by CEBs. In Chapter 7 I conclude
this thesis by summarising the finding and placing them in the context of relevant lit-
erature. Moreover, I present a possible classical realisation of the resolution-enhanced
quantum imaging scheme by centroid estimation of biphotons, inspired by the un-
derlying mechanism of its quantum counterpart.
Chapter 2
Background principles
In this chapter I discuss the required background principles, general approaches, and
common terminology, in support of the quantum-enhanced schemes featured in this
thesis. Specifically I will address the following topics:
1. The photon and the detection of quantum correlations,
2. Quantum statistics and distributions,
3. The optical resolution of an imaging system.
2.1 The photon and quantum correlations
The Encyclopedia Britannica defines the photon as the “light quantum, minute energy
packet of electromagnetic radiation” [84]. This definition includes both Planck’s
intuition about the quantisation of the energy of electromagnetic waves [85], and
Einstein’s revolutionary notion of the photon as a discrete wave-packet of which
electromagnetic waves are made [86]. After more than one-hundred years and as a
16
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result of a long series of technical advances, researchers are now able to create and
detect quantum states of light.
2.1.1 Optics at the single-photon level
In quantum optics, light is typically considered in a corpuscular/granular manner,
such that the outcome of an experiment (which like in the classical case may cumu-
latively involve a very large number of photons) can be broken down to a series of
elementary processes at the single-photon level. This is for instance the case in the
resolution-enhancing quantum imaging scheme featured in this thesis, where a final
high-resolution and high dynamic-range picture of an object is reconstructed from
millions of joint-detections of exactly two-photons per measurement.
According to the widely adopted, albeit ill-defined and controversial, Copenhagen in-
terpretation of quantum mechanics [87–89], the properties of a physical system (such
as the polarisation, position, momentum, etc. of a photon) are undetermined until
measured. More specifically, it is possible to determine a value for a certain prop-
erty by performing a measurement, which corresponds to a random sampling of the
statistical distribution of all admitted values [90–92]. Schro¨dinger’s cat [93] is often
used to illustrate this superposition of states. According to the Copenhagen inter-
pretation, while the cat is out of sight inside a randomly-fated and life-threatening
box, it has the same probability of being dead or alive; only after the box is opened
and inspected is it possible to affirm the health of the cat. This concept of super-
position of states is particularly interesting when considering for example a beam of
light going through a piece of glass. Whereas from a classical point of view it is clear
that light is transmitted through glass (as in the case of a lit lightbulb), things are
less deterministic from a quantum optics perspective. In the same example, a large
number of intensity measurements performed at the single-photon level (where 1 or
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0 outcomes may indicate the detection or the absence of a photon) will consist of
both 1s and 0s, in spite of light clearly going through the glass. It is then possible
to express the number of detected 1s and 0s in terms of the probability of light to
transmit through the glass. This automatically assumes that the state of the system
is in a superposition of states until a measurement is made.
The ability to work with single-photons opens the possibility of engineering their
quantum state (i.e. their properties), allowing for novel and useful applications.
For example, it is possible to produce quantum-correlated photons with peculiar
properties in terms of time, space, momentum, spin, polarisation, etc. [42].
2.1.2 Entanglement
Correlation indicates a mutual relationship between two variables or quantities of a
certain strength (for instance a strong or a weak relationship). Moreover, this rela-
tionship can be positive or negative (i.e. anticorrelations), typically represented by
the slope of the line fitted through data-points plotted against the two quantities in
question [94]. For example, the number of favourable/unfavourable votes in a refer-
endum may be found to be correlated/anticorrelated to certain variables, like in the
2016 Brexit referendum [95].
Stronger-than-classical correlations (i.e. quantum correlations) indicates a relation-
ship between quantities of two particles that is better-defined than classically allowed
(in the case of plotted data-points against the two correlated quantities, the points
would be very closely distributed along a line). In such a strongly correlated system,
information about the quantity of one particle (as gained from one measurement)
is enough to also infer the corresponding value of a correlated particle within the
bounds defined by the strength of the correlation.
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Historically, the concept of entanglement appeared in 1935 in a proposed gedanken
experiment, in the famous paper by Einstein, Podosky, and Rosen (EPR) [96]. The
authors considered the situation of two photons entangled simultaneously in two
continuous variables, such as position and momentum. In this case, by measuring
either the position or momentum of one particle it would be possible to predict
with absolute certainty the position or momentum of its entangled partner. The
problem of this seemingly action-at-a-distance was that it assumed the simultaneous
reality of the position and momentum of the unmeasured particle, thus violating
Heisenberg’s uncertainty relation. Alternatively, the situation would have called for
a hidden variable: a priori arrangement of all properties of the system, such that
both positions and momenta of the particles would be determined from some point
in time (possibly at their birth). Later works, such as the simplified version of the
experiment in which the entanglement was considered over discreet variables such
as the spin entanglement of 1/2-spin particles [97] and the milestone achievement
represented by the formulation of Bell’s inequalities [98–102], resulted in today’s
view that particles do indeed interact at a distance, thus addressing the issue of non-
locality originally raised by the authors of the EPR paradox.
Thus, in the case of position and momentum of photons in an EPR state, quantum-
correlations are those by which the product of the uncertainties of these two quantities
is less or equal to ~2/4 [96]. In the case of two quantum-correlated photons (labelled
for example s and i), it is possible to design an experiment to measure their minimum
uncertainty in position x or momentum p, violating the following inequality:
∆2min(xs | xi)∆2min(ps | pi) >
~2
4
, (2.1)
where the notation ∆2min(a | b) indicates the minimum inferred variance of the mea-
surement of a, conditional on the measurement of variable b. In practice, it is possible
to measure a range of a for instance by scanning a detector, while another detector
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is left at a fixed position measuring b; accordingly either detector could be placed
in the image plane (i.e. position basis) or Fourier plane (i.e. momentum basis) of a
source of EPR entangled photons. Interestingly, the inequality expressed in Eq. 2.1
can be used to distinguish quantum-correlated EPR photons from all other ‘classical’
photons. Simply put, if the product of the variances of the measured positions and
momenta of pairs of photons is less than ~2/4, then the tested photons can be said
to be entangled [103, 104]. According to the quality and dimensionality of entangle-
ment, it is possible to use the properties of quantum states to surpass the classical
bounds, as in the case of quantum imaging/sensing schemes, quantum computing,
and quantum communications [15, 105–110].
Although the range of positions and momenta of photons are defined by both the
Heisenberg and EPR inequalities, care should be taken as to avoid confusion. In
the case of a system in an EPR-state, it is possible to infer the position/momentum
of a photon, starting from the position/momentum of its ‘twin’ partner, within the
strength of their quantum-correlation. Thus, according to the EPR picture, there
can be quantum-correlated pairs of photons that have peculiar properties in terms
of their position and momentum. In the case of the Heisenberg uncertainty principle
however, it is the position and momentum (or other conjugate quantities) of any
individual particle that are linked by an inequality [111]. Thus, according to the
Heisenberg picture, as a particle is localised more and more precisely (for instance
by shrinking the ‘box’ into which it exists, or by focussing a stream of photons to
a smaller and smaller spot [112–114]) its momentum gets more and more uncertain,
with the particle frantically bouncing around the box (or in the case of photons, the
range of directions of their trajectories, i.e. their momenta, gets larger [115–117]).
Finally, it should be noted that recently the concept of classical entanglement has
been put forward [118], causing mixed reactions from the scientific community for its
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inability to reproduce non-local behaviour, in spite of its ability to reproduce non-
separability over different degrees of freedom in the case of a single particle (i.e. a
local system) [119]. Nonetheless, classical entanglement is still a useful pedagogical
tool in terms of intuitively representing abstract quantum concepts, for its ability to
simulate certain quantum behaviours. For example, the non-separability of classical
vector beams was exploited to produce statistical results resembling those associated
with entangled system. More specifically, the intensities of light beams detected
through a series of polarisation optics (used to engineer the ‘state’ of the beam),
were shown to locally violate Bell’s inequality [120–124].
2.1.3 The detection of quantum correlations with single-photon
sensitive detectors
First through the exposure of photographic film, then by exploiting the photoelec-
tric effect, our ability to capture visual information relayed by light has improved
considerably, giving birth in the process to a flurry of classical imaging and sensing
techniques [125]. Light, in these classical implementations, is a copious stream of
photons, with typical fluxes of 105 photons per detector element [126]. The physical
properties of this regime are governed by classical bounds.
In order to achieve better than classical performance (for instance in the quality of
an image [54, 69, 127–130], or in the amount of information carried by a luminous
signal , or the security of a communication protocol [42, 131–135]) it is possible to
employ quantum illumination: that is light made of entangled photons.
For instance, in the case of position- and momentum-entangled photons, it is possi-
ble to infer the position or momentum of a photon from that of its partner, due to
strong enough position and momentum correlations [104]. Photons can of course be
entangled over different degrees of freedom, such as polarisation, phase and ampli-
tude, orbital angular momentum, etc. [136]. Additionally, the number of entangled
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states increases according to the dimensionality of the system, notwithstanding the
number of entangled particles per state, which can be more than two, as in the case
of multipartite states [137, 138].
It is possible to design quantum-enhanced schemes with better than classical per-
formance, as long as it is possible to operate in the quantum-regime, ideally both
in terms of the light-source and of the detector [1] (i.e. if it is possible to produce
and detect quantum correlated photons, although the downfall of a noisy detector
could in principle be overcome by strong enough quantum correlations [52, 139]).
The type of entanglement or inseparability of continuous-variable states (i.e. posi-
tion and momentum) can be represented by the transverse position and momentum
of photon-pairs produced by parametric downconversion [104, 140]. These have been
the focus of both experimental and theoretical investigations , for instance regarding
high transverse entanglement of parametric downconversion [141], two-photon ghost
interference [142], ghost-imaging [143], angular spectrum transfer in SPDC imag-
ing [144], and the complementarity of one- and two-photon interference [145].
In the case of a broad pump beam, the extent of the resulting downconversion beam
gives rise to a high-dimensional entanglement in the transverse spatial degrees of
freedom [42, 146, 147]. This simply means that, within the extent of the gain profile
of the pump beam, many photon pairs can be born in the crystal. In order to take
advantage of the available high-dimensionality of the system (i.e. of the available
large number of entangled photon-pairs) the detector should be able to capture as
many transverse modes as possible.
Being able to exploit the high-dimensionality of a system is thus crucial for real-world
applications of quantum schemes, and in the case of SPDC beams, it is possible to
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take advantage of the high dimensionality of entanglement by using a spatially re-
solved detector.
Due to limitations in the available technology of the time, early quantum optics exper-
iments relied on single-pixel bucket-detectors or few-detectors arrays [43, 143, 148–
153], which were scanned across the downconverted beams, effectively negating the
advantage in information capacity represented by the available high-dimensionality
of the entangled states, required for secure quantum communication protocols and
quantum imaging schemes.
With the advent of single-photon sensitive cameras, the first experimental detection
of quantum correlations was performed in 1998, using a photon-counting intensi-
fied CCD camera (ICCD) [154]. The following decades spawned more experimental
characterisations of the high-dimensionality of entanglement of light in the spatial
domain [4, 146, 147, 155, 156], aimed at a range of applications, such as fundamen-
tal tests of quantum mechanics [104, 157], and quantum information processing and
communications [158]. Moreover, in terms of quantum-enhanced imaging and sensing
techniques, the parallel detection and characterisation of quantum correlated states
was at the heart of a number of schemes, ranging from quantum ghost-imaging, sub-
shot-noise, contrast-enhancement, and resolution enhancement, as summarised in the
following review articles [2, 110, 159].
2.1.4 The correlation function
Here I discuss the mathematical properties of the intensity correlation function of a
spatially resolved detector in the case of SPDC light. Specifically I will identify the
two terms that constitute this function, highlighting its mathematical equivalence to
the cross-correlation function of a pixelated image with a 180-degree rotated copy
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of itself. These two terms account for spatially correlated photon-pairs (which are
linked to the presence of quantum correlations) and accidental pairs. By isolating
the first spatially correlated contribution, I will show how the number of generated
photons that may be detected with their entangled partner can be estimated.
It is assumed that the light-source consists of photon-pairs, such as those generated
by SPDC, in a regime where the number of photons per mode is low. Therefore,
in the case of low gain the second order correlation G(2) can be expressed as the
product of the joint-detection probability for photon-pairs P(ρ1,ρ2) and the number
of generated photon pairs Np according to:
G(2) (ρ1,ρ2) = NpP(ρ1,ρ2), (2.2)
where ρ1 and ρ2 are two pixel coordinates in the plane of the detector.
In the present context we are concerned with the detection of spatial anticorrelations
between downconverted photons in the far-field of a nonlinear crystal. The quantum
theory of photo-detection [160] gives the following expression for the expected normal
ordered covariance C˜(ρ1,ρ2) between two pixels of coordinates ρ1 and ρ2:
C˜(ρ1,ρ2) =
〈
: δNˆ1δNˆ2 :
〉
(2.3)
=
〈
: Nˆ1Nˆ2 :
〉
−
〈
Nˆ1
〉〈
Nˆ2
〉
(2.4)
= C(ρ1,ρ2)−
〈
Nˆ1
〉〈
Nˆ2
〉
, (2.5)
where C(ρ1,ρ2) is the intensity correlation function, defined as:
C(ρ1,ρ2) =
〈
: Nˆ1(ρ1)Nˆ2(ρ2) :
〉
(2.6)
(2.7)
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For stationary signals, C˜(ρ1,ρ2) accounts for the quantum correlations. This means
that the intensity correlation signal contains contributions from both quantum cor-
relations and from the term
〈
Nˆ1(ρ1)
〉〈
Nˆ2(ρ2)
〉
that corresponds to the accidental
coincidences due to the number of photons detected on each of the pixels when the
signals are stationary [160]. A subtraction of this classical contribution thus gives an
estimate of the local strength of the quantum correlation.
In order to highlight the mathematical equivalence of the intensity correlation func-
tion to the cross-correlation function of a pixelated image, it is required to also
express the latter in terms of two contributions: one associated with spatially cor-
related events and one to spatially uncorrelated events. Therefore, the spatial cross-
correlation function C(ρ) between a frame and a 180-degree rotated copy of itself can
be expressed as follows:
C(ρ) =
∑
ρ′
C(ρ′,−(ρ′ + ρ)) (2.8)
=
∑
ρ′
〈
Nˆ(ρ′)Nˆ(−(ρ′ + ρ))
〉
, (2.9)
where ρ′ is a dummy variable and the summation
∑
ρ′ is operated on each pixel of
the original frame. With this formulation it is possible to isolate the contribution
due to the presence of quantum correlations, and that due to accidentals as follows:
C(ρ) =
∑
ρ′
[
G(2) (ρ′,−(ρ′ + ρ))
+
〈
Nˆ(ρ′)
〉〈
Nˆ(−(ρ′ + ρ))
〉]
. (2.10)
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Therefore, the contribution of the correlation function due to biphotons Cq(ρ) can be
estimated from experimentally acquired frames, as shown below:
Cq(ρ) =
∑
ρ′
NpP(ρ′,−(ρ′ + ρ)) (2.11)
= C(ρ)−
∑
ρ′
〈
Nˆ(ρ′)
〉〈
Nˆ(−(ρ′ + ρ))
〉
, (2.12)
where P(ρ′,−ρ′) is the joint-probability of detecting both photons of a biphoton
packet. Moreover, the statistical averaging operation indicated by 〈 〉 can be experi-
mentally achieved either temporally or spatially. In the case of temporal averaging the
cross-correlation is averaged over subsequent frames (as performed later in this chap-
ter), whereas in the case of spatial averaging the cross-correlation is computed over
different portions within a single frame (as performed for example by J.-L. Blanchet
et al. [50]).
The number of generated photons that may be detected with their twin 2Np, can be
estimated by computing the integral of Cq(ρ), thus by computing the volume of the
background-subtracted cross-correlation peak, as shown below:
∑
ρ
Cq(ρ) =
∑
ρ
∑
ρ′
NpP(ρ′,−(ρ′ + ρ)) = 2Np. (2.13)
Since the cross-correlation is performed for every photon of the original image and
every photon of the same 180-degrees rotated image, each pair is taken into account
twice when integrating. For this reason the number of biphotons or photon-pairs
Np in Eq. 2.13 is multiplied by a factor of 2. Moreover, in the case of spatially un-
correlated light, the number of photon-pairs Np would tend to zero, as the averaged
cross-correlation would not reveal a correlation peak.
Chapter 2. Background principles 27
It is also possible to link the volume of the whole correlation function to the total
number of generated photons Nt. In the case of experimentally acquired frames,
the experimental correlation function Cexp found by cross-correlating a frame with
the 180-degree rotated copy of itself, is defined as:
Cexp(ρ) =
∑
ρ′
N(ρ′)N(−(ρ′ + ρ)) (2.14)
where N(ρ) is the number of detectable photons in a frame at coordinates ρ. There-
fore, the total volume of the correlation function C is found by computing the following
integral:
C =
∑
ρ
Cexp(ρ) =
∑
ρ
∑
ρ′
N(ρ′)N(−(ρ′ + ρ)) (2.15)
By applying Fubini’s theorem [161] it is possible to separate the double integral of
Eq. 2.15 and re-express it as a product of two integrals, as follows:
C =
∑
ρ′
N(ρ′)
∑
ρ′
N(−ρ′) = N2t (2.16)
Therefore, the square number of all generated photons N2t that may be detected is
equal to the integral of the correlation function.
Another interesting feature is that in the case of correlated illumination, the mean
integral of the correlation function 〈C〉 will be greater than in the case of uncorre-
lated light. This feature arises due to the super-Poissonian nature of the counting
statistics in the presence of photon-pairs, for which V ar(Nt) > Nt, where V ar is the
variance computed over multiple detected frames. Accordingly, the mean integral of
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the correlation function can be expressed as follows:
〈C〉 = 〈N2t 〉 = 〈(Ns + 2Np)2〉 (2.17)
= 〈(Nt)〉2 + 〈(Ns)〉+ 4 〈(Np)〉 (2.18)
= 〈(Nt)〉2 + 〈(Nt)〉+ 2 〈(Np)〉 (2.19)
= 〈(Nt)〉2 + 〈(Nt)〉+
∑
ρ
Cq(ρ) (2.20)
where Ns is the number of single (or unpaired) photons, and both Ns and Np are
considered to be Poissonian (i.e. V ar(Ns) = Ns and V ar(Np) = Np). The counting
excess in the mean integral of the correlation function corresponds to the contribution
of the experimentally detected photon pairs, according to:
2Np =
∑
ρ
Cq(ρ) =
∑
ρ
Cexp(ρ). (2.21)
The intermediate steps linking Eq. 2.17 and 2.20 can be found in appendix A.2.
The contributions to the autocorrelation function arising from spatially correlated
and spatially uncorrelated photons are represented in Fig. 2.1. It is therefore possible
to clearly visualise and quantify the presence of biphotons, as shown by the red-shaded
peak in the cross-section of the autocorrelation function represented in Fig.2.1 (a).
In the case of spatially uncorrelated light, however, all of the generated photons are
contained in the uncorrelated Gaussian ‘pedestal’, as shown in Fig. 2.1 (b).
It may be useful to note that the two contributions to the autocorrelation function
have different spatial features. The smaller lateral extent of the correlation peak with
respect to the uncorrelated pedestal is indicative of the smaller spatial features rep-
resented by the quantum correlations. This can be intuitively understood in the case
of biphotons in the image-plane of the nonlinear crystal. In this case, the transverse
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Figure 2.1: Contributions to the autocorrelation function for spatially
correlated and uncorrelated light. The cross-sections of the autocorrelation
function computed over 2,500 frames acquired by an EMCCD camera are shown to
highlight the contributions of the autocorrelation function. In the case of spatially
correlated light (a) the autocorrelation function is made of two components: a
correlation peak (highlighted in red) and a Gaussian ‘pedestal’, which accounts for
spatially uncorrelated events. In the case of spatially uncorrelated light (b), all of
the detected events are within the ‘pedestal’ and there is no correlated contribution
to the autocorrelation function. Reproduced from [162].
correlation width of the biphotons corresponds to the lateral extent of the birth-
zone inside the crystal, which is typically much smaller than the beam waist of the
UV-pump. Therefore, the width of the pump determines the gain-profile and conse-
quently the lateral extent of the downconverted beam and of the Gaussian pedestal
in the autocorrelation function.
In the case of experimentally acquired frames the uncorrelated events that are con-
tained in the pedestal of the autocorrelation function include single bright events
(such as partially absorbed photon-pairs), dark-events (i.e. the noise events of the
camera), and perhaps more subtly a contribution from every event, whether or not
spatially correlated. In fact, each detected event-pair contributes to the value of
C, regardless of it being spatially correlated or uncorrelated. The results shown in
Fig. 2.1 were obtained by computing the average of the autocorrelation function over
2,500 frames, acquired using an EMCCD camera placed in the far-field of a type-I
nonlinear crystal, for a collinear and degenerate phase-matching condition.
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2.2 Quantum statistics and distributions
In this section I explain in a tutorial fashion what is meant by photon bunching/anti-
bunching, squeezing, and shot-noise, in relation to photon-number statistics and dis-
tributions and the experiments discussed in this thesis. I also give an overview of
NOON-states and the coherent-state. Where not stated otherwise, this section is
based on the review article by M. Kolobov on the spatial behaviour of nonclassical
light [160].
2.2.1 Photon bunching/anti-bunching
According to Mandel and Wolf’s semi-classical theory of photodetection [163], the
information about spectral and statistical properties of photons detected via the
photoelectric effect is described in the normal- and time-ordered intensity correlation
function G(2)(t, t′). If only temporal fluctuations of light are considered (i.e. excluding
any spatial effects in the transverse area of the light beam), G(2)(t, t′) is defined as:
G(2)(t, t′) = 〈: I(t)I(t′) :〉 , (2.22)
where t and t′ indicate different times of detection, I(t) is the photon-flux operator,
and the notation :: stands for normal and time ordering. For constant intensity light,
the correlation function depends only on the time difference τ = t − t′ between the
two photodetections at times t and t′, and G(2)(t, t′) = G(2)(τ).
In its normalised form G(2) is known as the degree of second order temporal coherence
g(2)(τ), and is defined as [164]:
g(2)(τ) =
〈: I(t)I(t+ τ) :〉
〈I(t)〉2 , (2.23)
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Figure 2.2: Representation of photon bunching/anti-bunching in a pho-
tocurrent correlation experiment. (a) shows a simplified experiment in which
photons go through a beam-splitter (BS) and reach two detectors. The delayed
signal from detector 2 (delayed by an added time delay τ) is multiplied by the
signal of detector 1. The so measured degree of second-order temporal coherence
g(2)(τ) is qualitatively shown in (b) and can be interpreted as the conditional prob-
ability of detecting the second photon. Photon bunching (red-series) occurs if the
signal from both detectors tends to be high at short time-delays; conversely, photon
anti-bunching occurs for long time delays (blue-series).
where 〈 〉 indicates the mean.
The quantity g(2)(τ) is proportional to the probability that upon detection of a photon
at time t, another photon is detected at another time t′. The degree of second-order
coherence g(2)(τ) can be measured by performing a photocurrent correlation experi-
ment, as schematically represented in Fig. 2.2(a), with its qualitative results shown
in Fig. 2.2(b). In this type of experiment, first performed by Hanbury Brown and
Twiss using the thermal photons produced by a mercury arc [165], a light-field is split
into two parts by a beam-splitter, which are detected by two independent detectors.
The photocurrent signal of detector 2 is delayed by a time τ and then multiplied
by the photocurrent signal of detector 1. In the case of chaotic light (i.e. for light
with a Gaussian frequency distribution) photon-bunching is observed, as qualitatively
shown by the red-series in Fig. 2.2(b), and the conditional probability of detecting
the second photon is higher at shorter delays. Photon anti-bunching is shown by the
blue-series in fig. 2.2(b), for which the measured conditional probability is higher for
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longer delays, as in the case of resonance fluorescence of a single sodium atom driven
by an external monochromatic light-field [166]. In this case, the delay between de-
tections of the first and second photons is due to the probability of photon-emission
by the sodium atom being zero just after the detection of the first photon.
The photon-bunching effect can be understood intuitively by considering classical
fluctuations of light intensity. Accordingly, as the probability of detecting the first
photon increases with the increasing intensity of a positive fluctuation in light in-
tensity, so does the probability of detecting the second photon at a short time-delay,
since within this time the positive intensity fluctuation is still taking place [160]. It
should be noted that in the case of light in a coherent state, i.e. light without classical
intensity fluctuations, the bunching effect disappears.
2.2.2 Shot-noise and Poissonian statistics
Disregarding technical noise such as Johnson-Nyquist noise and other sources of elec-
tronic/detector noise [167], a shadow-sensing scheme based on a classical light source
is fundamentally limited by the quantised nature of the electromagnetic field, i.e. by
shot-noise, as it is also the case for optical beam deflection schemes [168]. Indeed,
the light emanated from an everyday source, both from a temporal and spatial point
of view, consists of a stream of photons, originating at a not well-defined rate and
at not well-defined positions [169] (even though an average rate and position are
known). As it happens, Poissonian statistics governs both the rate of ideal genera-
tion (and thus ideal detection) of photons, as well as their detected positions in a
plane transverse to the direction of propagation. This means that in the ideal case
of light generated by a single-mode laser and detected by a noiseless photodiode,
the photon-number fluctuations follow Poissonian statistics and the mean number of
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detected photons is equal to the variance [163]. This noise-statistics corresponds to
the shot-noise-limit (also known as the SQL [49, 170]).
In practice, the shot-noise-limit sets an important benchmark which is hard to beat,
due to the noise of a real-world detector which inevitably pollutes the measured
photon-statistics. In practice, a single-mode laser operated well-above threshold can
be used [171]. Since in practice there is the need to detect photons, the statistics
both of the light-source and of the detector are important in determining whether
the noise-performance of a scheme can reach the shot-noise-limit. For example, even
in the case of an ideal single-mode laser, the extra-noise introduced by a non-ideal
detector may cause the noise performance of the sensing scheme to be worse than
the shot-noise-limit. Thus, from a classical point of view, the SNL sets an important
benchmark for the quality of a measurement, which can however be beaten using the
properties of quantum states [1].
For the purpose of a quantitative assessment of the noise performance of a sensing
scheme, it is useful to define sub-, super-, and Poissonian statistics, in terms of the
fluctuations of photon-counted signals. Under this condition a ‘click’ of the detector
corresponds to one detected photon or one detection event. With the help of a sim-
ple simulation it is possible to visualise the three statistical regimes, by plotting the
histograms of the detected events N , as shown in Fig. 2.3.
In the case of Poissonian statistics (i.e. the combination of a noiseless light-source
in the coherent state and a noiseless detector), the ratio of the variance to the mean
number of detected photons is unity, as shown in Fig. 2.3(a). A detector or source
characterised by this statistics is said to operate at the SNL or at the standard-
quantum-limit.
The red-series in Fig. 2.3(c) is indicative of a super-Poissonian detection scheme, for
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Figure 2.3: Histogram representations of Poissonian, sub-Poissonian,
and super-Poissonian statistics. Poissonian statistics like the one represented
in (a) is characteristic of photons produced in the coherent state and measured
by a noiseless detector. Sub-Poissonian statistics like the one represented in (b)
is characteristic of the detection of quantum correlated photons, for which the
photon-number fluctuations are smaller than the mean number of detected events.
The super-Poissonian statistics shown in (c) is characteristic of excess noise, either
associated with the light-source or the detector.
which the fluctuations in the number of photons are twice the mean number of pho-
tons. This type of fluctuations (even much larger fluctuations) are typical of thermal
or chaotic sources (such as sun-light or light from an incandescent light-bulb), or
quasi-thermal sources (such as LEDs, and multi-mode laser light) [172]. A detector
or source characterised by this statistics is said to operate above the shot-noise-limit.
In the case of sub-Poissonian statistics, as shown by the red-series in Fig. 2.3(b), the
ratio of the variance by the mean number of photons is less than unity. A detected
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Table 2.1: Example of statistical parameters for different Poissonian dis-
tributions. The mean 〈N〉, standard-deviation SD (N), and the variance Var (N)
are tabulated for three different examples of Poissonian distributions. The ratio
between the mean and the variance (last-row) is a useful metric to quantify the
level of noise. This parameter can be < 1, = 1 or > 1 in case of sub-Poissonian,
Poissonian, or super-Poissonian distributions, which in the case of noise associated
with the statistics of measurements would correspond to sub-shot-noise, shot-noise,
and excess-noise levels respectively.
Sub-Poissonian
(sub-shot-noise level)
Poissonian
(shot-noise level)
Super-Poissonian
(excess noise level)
〈N〉 999.96 999.98 1000.05
SD (N) 15.74 31.58 44.69
Var (N) 247.68 997.14 1997.43
Var(N)
〈N〉 0.25 1.00 2.00
sub-Poissonian statistics is indicative of quantum behaviour enabled by the proper-
ties of quantum states (such as when computing the difference between the detected
signal and idler beams of a quantum correlated SPDC source [173, 174]).
A summary of the relevant key-features for the three types of simulated statistics
plotted in Fig. 2.3 is shown in Table 2.1.
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2.2.3 The coherent state
In the absence of excess noise of either the source or the detector, the error associ-
ated to the measurement of the intensity of a classical light-source cannot be lower
than the SNL, which determines the lowest photon-number fluctuations of a clas-
sical light-source. Such limit can in principle be reached in the case of photons in
the coherent state, such as those produced by an ideal laser: a light-source without
classical intensity fluctuations.
A Glauber coherent state | β〉 of a single-mode electromagnetic field is governed by
Poissonian statistics. The probability p(N) of finding N photons in the state | β〉 is
given by a Poissonian distribution [169]:
p(N) = |〈N | β〉|2 = exp(−〈N〉)〈N〉
N
N !
(2.24)
where 〈N〉 = |β|2 indicates the average photon number equal to the classical intensity
of the wave.
More generally, the probability p(N) of detecting (or emitting) N photons for a
known average number of detected (or emitted) photons 〈N〉 and variance Var(N) =
〈N〉 /α, can be expressed as:
p(N) = exp (−〈N〉 · α) (〈N〉 · α)
N ·α
(N · α)! (2.25)
in the case of a Poissonian (α = 1), super-Poissonian (α < 1), or sub-Poissonian
(α > 1) distribution (given N · α ∈ N, where N = {0, 1, 2, 3, ...} are positive natural
numbers) [175].
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2.2.4 NOON-states
NOON states are nonclassical states of light that find applications in super-resolution
interferometry. They were introduced in quantum metrology to surpass the SNL for
phase sensitivity, allowing one to improve upon the SQL by a factor of 1/
√
N , thus
reaching the 1/N Heisenberg limit [109].
The typical form of NOON states between two distinct modes of light is defined
as [69, 176, 177]:
| ψ〉 = 1√
2
(| N, 0〉+ eiφ | 0, N〉) , (2.26)
where | ψ〉 represents the NOON state in bra-ket notation, composed as an equal
coherent superposition of N photons in the first mode and vacuum in the second
mode, with the reverse vacuum in the first mode and N photons in the second mode.
Due to the fragility of these highly nonclassical states, and thus the difficulty in
producing them, to date N = 5 NOON states have been realised at optical frequen-
cies [178, 179]. Other non-optical approaches to the creation of NOON states include
spin-systems in magnetic fields [180], and in superconducting circuits [181, 182].
2.2.5 Squeezing
A squeezed state of light can be defined as one in which the uncertainty along one of
the two optical quadrature components of the electric field (i.e. the two orthogonal
components of the electric field defined in terms of the time-varying phasors that
rotate in the complex plane as time progresses) is reduced compared to the corre-
sponding field-quadrature of a coherent or vacuum state [160]. In other words, the
uncertainty in one monitored observable can be reduced below what is classically
Chapter 2. Background principles 38
achievable, at the cost of its complementary observable in a Heisenberg trade-off, if
the two observables are non-commuting. This condition is not met in the case of
minimum uncertainty states of light, such as the coherent state and vacuum state,
in which the uncertainty of both optical quadrature components are equal. Thus, it
is possible in principle to have a definite photon number state, at the expense of the
knowledge of phase. A detailed description of squeezed states can be found in the
following literature [183–186].
2.3 The optical resolution of an imaging system
In the case of an aberration-free imaging system, the spatial resolution of the formed
image of an object depends on the wavelength of the illumination λ and the diameter
of the light-collecting lens or mirror D, as studied by Abbe and Rayleigh [187, 188].
Under these conditions, the image of a point-source will be an Airy pattern produced
by Fraunhofer diffraction at the circular aperture used to collect the light [189].
In terms of incoherent image formation, the image of an extended object can be re-
garded as the sum of partially overlapping Airy patterns, each produced by a portion
of the object, acting as an independent ‘reflector’ or point-source [190]. In the sim-
plest case, the resolution limit of the system is the minimum distance between two
point-sources, for which it is still possible to distinguish them, for example in the case
of two distant stars imaged through a telescope [191], or two fluorescent microbeads
imaged through a microscope [192].
Two point-sources are said to be well-resolved or unresolved depending on their sep-
aration, as shown in Fig. 2.4(a) and (d). As the separation between the two point-
sources decreases, it is somewhat more arbitrary to tell when they are resolved. Two
main resolving-criteria exist that define the resolving limit (i.e. the minimum re-
solvable distance) and the resolving power (i.e. the inverse of the resolving limit)
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Figure 2.4: Optical-resolution criteria. The ability to distinguish two point-
sources depends on the separation between them, ∆`. In the case of a large sep-
aration (a), it is possible to fully resolve the two point-sources. However, if the
separation is low enough (d), the two point-sources become indistinguishable. The
minimum separation which allows to just resolve the two point-sources can be
defined using Rayleigh’s criterion or Sparrow’s. According to the former, the mini-
mum separation is found when the first minimum intensity of one source coincides
with the maximum intensity of the other source (b). According to the latter, the
minimum separation is that for which the second derivative of the overall intensity
cross-section becomes zero (c)(i.e. the central region becomes a flat-top).
of an imaging system: Lord Rayleigh’s and Sparrow’s criteria [190]. According to
the Rayleigh criterion, the minimum separation for which two point-sources are just
resolved is found when the first intensity minimum of one source corresponds to the
intensity maximum of the Airy disk of the second, as shown in Fig. 2.4(b), according
to [190]:
(∆`)min = 1.22fλ/D, (2.27)
where f and D are the focal length and diameter of the light-collecting lens or mirror,
and λ is the wavelength of light. Sparrow’s criterion offers an alternative definition,
for which the minimum distance for two-point sources to be just resolved is found
when the second derivative of their intensity computed at the mid-point is zero, as
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shown in Fig. 2.4(c), according to [193]:
δ2I
δ2x2
= 0 when x = 0, (2.28)
where x maps the distance between the two-point sources.
One obvious strategy to improve the resolution limit may be to decrease the wave-
length of the probing field, for instance using UV instead of visible light, or in the case
of electron microscopy, using the comparatively much shorter Heisenberg wavelength
of massive particles. However, the approach of using shorter wavelength illumina-
tion introduces the risk of damaging the sample, either by direct photobleaching by
high energy photons, or by sample-preparation as required in the case of electron mi-
croscopy. Another effective approach is that of increasing the collecting angle of the
imaging optics. This approach however can only provide limited improvement, as the
maximum numerical aperture (NA) typically achieved using oil immersion objectives
is limited to ≈1.4 [194].
2.3.1 The PSF, LSF, and ESF routes to the measurement of
the MTF
In order to enable a quantitative comparison between the quantum-enhanced and
the classical-equivalent imaging schemes it is important to choose a reliable quantity
able to characterise the imaging performance of a system. This is fully represented
by the modulation transfer function (MTF), which in terms of linear system control
corresponds to the modulus of the normalised transfer function of the imaging system.
The MTF can be measured using a variety of methods. In the context of low-light
imaging, the slanted-edge standard is arguably the most appropriate method, due to
the minimum amount of light being wasted using a slanted-edge target as opposed
to a pin-hole or a slit, as employed by other methods [83].
Chapter 2. Background principles 41
In this section I first introduce the MTF, PSF (and related functions), and the
slanted-edge method used to measure the MTF. I also highlight the detrimental ef-
fect of shot-noise on the noise-floor of the measured MTF, which is relevant in the
context of images produced in the photon-sparse regime.
From a linear system response perspective, the process of image formation that gen-
erates the output intensity distribution g(x, y) of an imaging system is the result of
the two-dimensional convolution between an input intensity distribution f(x, y), and
the system’s impulse response h(x, y), according to [195]:
g(x, y) = h(x, y) ∗ ∗f(x, y), (2.29)
where ∗∗ is used to indicate the two-dimensional convolution operation.
The performance of a linear system can be fully assessed by measuring its transfer
function, which in this context is known as the optical transfer function (OTF).
Like all transfer functions, the OTF is a complex function. When normalised, its
magnitude and phase contributions are known as the modulation transfer function
and the phase transfer function (PTF), as shown below [195]:
OTF (u, v) ≡MTF (u, v) · e−i·PTF (u,v) (2.30)
In order to assess the quality of an image in terms of contrast and spatial resolution,
the MTF is all that is needed. There are different approaches to measuring the MTF,
three of which are schematically represented in Fig. 2.5. These three methods are
based on the close relation between the MTF and the PSF and the ability to compute
the former from the latter.
In the case of a true point-like light-source (for example obtained by illuminating
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a pin-hole), the system impulse response corresponds to the PSF of the system, as
represented in Fig. 2.5(a) and as expressed below [195]:
PSF (x, y) ≡ g(x, y) = h(x, y) ∗ ∗δ(x, y) = h(x, y) (2.31)
where δ(x, y) is a two-dimensional delta-function: a function that in this case is
defined in the xy plane, where it is infinite at the origin and zero everywhere else1.
Knowledge of the two-dimensional PSF can allow to compute the response of the
imaging system (i.e. its OTF) over the full extent of the xy plane, by computing
its two-dimensional Fourier transform (indicated by the FF notation), as shown
below [83]:
FF [PSF (x, y)] = OTF (u, v, γ), (2.32)
where u, v are the reciprocal variables in Fourier space of x, y, and with γ they fully
define the OTF in the complex Fourier space. The MTF is readily obtained by taking
the modulus of the OTF, which in terms of the PSF is expressed as follows [83]:
MTF (u, v) = |FF [PSF (x, y)]| . (2.33)
Often however, it is possible to take advantage of the symmetry of an imaging system,
and the system response can be satisfactorily represented by one (or few) cross-
sections of the two-dimensional PSF or MTF. In this case, it is possible to compute
a very close approximation of the one-dimensional PSF and MTF by measuring the
very similar line spread function (LSF) of the imaging system. This approximation
allows to use more flexible measurement methods, such as the slanted-edge analysis,
represented in Fig. 2.5(c).
1 In the case of a detected intensity distribution, the maximum value of δ(x, y) will correspond
to the upper limit of the dynamic range of the detector, which may be normalised to unity for
convenience.
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In the case of a line-source (for example obtained by illuminating a slit), the formed
image will consist of a series of displaced PSFs. This is because the line-source can
be considered as a collection of point-sources, arranged along a line, as represented
in Fig. 2.5(b). Thus, the output of the system can be expressed as the result of
the two-dimensional convolution the line-source2 f(x, y) = δ(x)1(y) with the impulse
response of the system h(x, y) ≡ PSF (x, y), as follows [83]:
g(x, y) ≡ LSF (x) = f(x, y) ∗ ∗h(x, y) = [δ(x)1(y)] ∗ ∗PSF (x, y). (2.34)
Since the one-directional convolution of a function with a constant is equivalent to
an integration over that direction [196], it follows that [83]:
g(x, y) ≡ LSF (x) =
∫ ∞
−∞
h(x, y′)dy′, (2.35)
where y′ is a dummy variable of integration. The corresponding one-dimensional
MTF corresponds to the modulus of the Fourier transform of the LSF, as shown
below [83]:
MTF (u, 0) = |F [LSF (x)]| . (2.36)
In the case of a step-source (for example obtained by illuminating a knife-edge), the
formed image will consist of the cumulative sum of displaced LSFs, as represented in
Fig. 2.5(c). This is because the transmissive part of the step-source can be considered
as a collection of line-sources combined side-by-side. Since the image of a line-source
corresponds to a series of displaced PSFs, a collection of line-sources corresponds to a
two-dimensional arrangement of displaced PSFs. Thus, the output of the system can
be expressed as the result of the two-dimensional convolution of the unit-step function
2 The line-source object δ(x)1(y) is a delta-function in x and a constant in y, that extends in
height over the field of view of the lens under test [83].
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Table 2.2: Comparison of the PSF, LSF, and ESF. Typically employed
light-sources (including its spatial coherence and light-intensity requirements) for
the measurement of the PSF, LSF, and ESF, as well as the retrievable information
from these different functions are compared. The mathematical definitions of the
three functions are also provided in terms of the convolution between the relevant
input function with the impulse response of an imaging system (also schematically
represented in Fig. 2.5).
PSF(x, y) LSF(x) ESF(x)
Source
point-source
(e.g. pinhole)
line-source
(e.g. slit)
edge-source
(e.g. knife-edge)
Coherence insensitive sensitive sensitive
Light level high high low
Information full OTF
almost the same
as PSF (x)
(absence of zeros)
same as LSF
Definition δ(x, y) ∗ ∗h(x, y) δ(x)1(y) ∗ ∗PSF (x, y) step(x)1(y) ∗ ∗PSF (x, y)
step(x)1(y), with the impulse response (or PSF) of the system, as follows [83]:
g(x, y) ≡ ESF (x) = PSF (x, y) ∗ ∗step(x)1(y). (2.37)
The edge spread function (ESF) can then be expressed as the commutative sum
(or integral if small enough displacements are considered) of the displaced LSFs, as
follows [83]:
ESF (x) ≈
∞∑
i=1
LSF (x− xi) =
∫ ∞
−∞
LSF (x′)dx′ (2.38)
The spatial derivative of the ESF produces the LSF corresponding to the position
and orientation of the unit-step function (i.e. of the knife-edge), according to [83]:
LSF (x) =
d
dx
{ESF (x)} , (2.39)
from which the one-dimensional MTF can be obtained according to Eq. 2.36. Salient
properties of the PSF, LSF, and ESF are summarised in table 2.2. It should be
noted that, since both the LSF and the ESF are the result of the linear combination
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Figure 2.5: The PSF, LSF, and ESF. The two-dimensional convolution of a
point-source, line-source, or edge-source with the impulse response of an imaging
system (i.e. with the PSF) produces respectively the PSF, LSF or the ESF output
images. The LSF is equivalent to an integration of the PSF over the y direction,
whereas the ESF is equivalent to a cumulative integration of the LSF over the x
direction. Note that in (c) the edge-object is shown oriented at a small angle with
respect to the y-axis, like in the case of a slanted-edge MTF measurement.
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of multiple point-sources, the produced MTFs can be affected by interference, in
the case of spatially coherent light-sources, in which defined phase-relationships may
exist between different portions of the source. However, in the current context this
is not an issue due to the spatial incoherent nature of SPDC light [42].
Thus, it is possible to employ the ESF method to accurately quantify the spatial
resolution (and more generally the overall performance) of the quantum-enhanced
imaging system presented in this chapter. Specifically, I employ the freely-available
‘sfrmat3’ package [197], to compute the MTF from the acquired image of a slanted-
edge. The ISO-standard slanted-edge method has been shown to be a reliable and
robust assessment tool for the resolution assessment of images [198–201].
2.3.2 Quantification of the spatial resolution of an image us-
ing the slanted-edge MTF
In this work the slanted-edge MTF method is used to assess the spatial resolution
of reconstructed images. This method uses the ESF route to computing the MTF
discussed in section 2.3.1; however, it represents a more robust implementation, less
affected by the limited spatial sampling of the detector used to capture the image of
the resolution-target. This is achieved by rotating the edge by a few degrees around
the optical axis , as shown in Fig. 2.5(c), allowing the measurement of an oversampled
ESF [202]. For example, in the case of an edge aligned along either direction of the
pixel-grid of the sensor, the ESF transition would effectively be sampled by σPSF/p,
where p is the width of a detector element or pixel, and in most cases, the size of the
pixel would not be small enough to allow sufficient sampling. If however, the edge is
aligned at a few degrees with respect to the pixel-rows of the detector (or columns),
it is possible to reproject and bin the two-dimensional edge image-data into a one-
dimensional trace perpendicular to the edge. In other words, it is possible to combine
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multiple linear transitions, by reprojecting the grey-level data of the original image
along the direction of the shallow angle, into a one dimensional array of sub-pixel
elements, thus obtaining the oversampled edge-spread function ESF(s), as shown in
Fig. 2.6.
According to the picture described in Fig. 2.6, the N re-projected rows of an image
array for pixels in the ith row and jth column at a distance s(i, j) = p(j · cos(θ)− i ·
sin(θ)) from the edge aligned at an angle θ, form the set of discrete samples Eij of
the true ESF(s) of the system. The set of discrete samples Eij is defined as [198]:
Eji =
∫
ESF(s)δ(s+ ip · sin(θ)− jp · cos(θ))ds, (2.40)
where s is the axis perpendicular to the edge, and p is the dimension of pixels (which
are assumed to be square). The ESF as computed from pixels of the image dataset
delimited by a k number of pixels (see below) is defined as [198]:
ESFk =
1
nk
∑
ij
Eijbin(s(i, j)− k∆s), (2.41)
where s(i, j) defines the edge, nk is the number of pixels whose distance from the
edge falls within (k− 1
2
∆s) and (k+ 1
2
∆s), ∆s is the spatial width of the bins at which
the Eij samples of the ESF(s) are reordered, and bin(s(i, j) − k∆s) is a rectangle
function defined to have a value of 1 for |s(i, j)− k∆s)| 6 ∆s/2, and zero everywhere
else.
The slanted-edge MTF method allows to reliably measure a one-dimensional cross-
section of the MTF using a single image produced by a system. The edge can then
be translated and/or rotated by 90◦ to retrieve other desired cross-sections of the
MTF.
The ability of the slanted-edge MTF method to accurately quantify the resolution
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Figure 2.6: Reprojection of the slanted-edge into the ESF. The two-
dimensional slanted-edge image data is re-projected and binned into a one-
dimensional trace perpendicular to the edge, constituting the oversampled ESF.
The angle at which the slanted-edge is oriented is shown as θ, i and j indicate
the row an column number respectively, and p is the pixel dimension. Reproduced
from [198].
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performance of an imaging system was tested, as shown in Fig. 2.7. The modelled
slanted-edges, shown in the first column of Fig. 2.7(a-c), are the output images of
imaging systems whose impulse response (i.e. PSF) is shown in the central column.
As expressed in Eq. 2.29, the output images are the results of the two-dimensional
convolution between the impulse responses of the system and the input function
of the slanted-edge (shown in the right column of Fig. 2.7). The measured MTFs
for the three cases are shown at the bottom of Fig. 2.7, where the full-width-half-
maxima (FWHM) are highlighted by a dotted-line. It can be seen that as the size
of the PSF, σPSF is increased, the corresponding FWHM of the MTF decreases by
a proportional amount. This quantity is known as the MTF50 parameter, which is
typically associated with the degree of sharpness of an image [203]. Therefore, it
is possible to perform a quantitative comparison between the resolution of images
produced by imaging systems, simply by computing the ratio of the corresponding
MTF50 values.
As a general approximation, the cut-off frequency of an MTF curve ξmax (defined
as the maximum spatial frequency at which the MTF goes to zero or reaches the
noise-floor) can be used for a back-of-the-envelope calculation of σPSF , according to
the following relation [83]:
σPSF = 1/ξmax. (2.42)
A quick check of the ξmax values from the MTFs shown at the bottom of Fig. 2.7 and
of the corresponding σPSF values shows that the values are indeed related according
to Eq. 2.42.
Another approach to assessing the resolution of an imaging system from the MTF
is computing the area of the MTF (MTFA) over a frequency range of interest [204].
This approach is quite robust as in some cases the change in the modulation may
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Figure 2.7: Spatial-resolution and size of the PSF. As the size of the PSF is
increased, the spatial-resolution and thus sharpness of the images decreased. The
spatial resolution (and thus sharpness) of the slanted-edge decreases from top to
bottom (left column), as the size of the PSF is increased from 25 pixels (a) to 50
pixels (b) and 100 pixels (c) (central column). The shape of the PSF has been
approximated to a Gaussian. Due to the properties of the Fourier transform, an
increase in the FWHM of the PSF corresponds to a decrease in the FWHM of the
MTF, as shown in the MTF curves plotted at the bottom.
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Figure 2.8: Slanted-edge images for different levels of SNR. The SNR
of the modelled images of a slanted-edge was deteriorated by adding increasing
amounts of pixel-to-pixel intensity fluctuations. Reproduced from [10].
be different for different spatial frequencies. This method is used to compute the
resolution-enhancement achieved with the CEBs scheme over the theoretically avail-
able
√
2 standard-quantum-limited advantage, as discussed in section 6.4.
As a final remark, it should be noted that the slanted-edge MTF method (and more
generally the ESF route to the measurement of the MTF) can be affected by poor
signal-to-noise-ratio of the tested image, which causes a degradation in the noise-
equivalent modulation of the MTF (i.e. in the noise-floor of the MTF). For this
reason care must be taken in acquiring high signal-to-noise ratio (SNR) images of the
test-target. The effect of low SNR in the images of the test-target was investigated
with the aid of a simple numerical model. Accordingly, different levels of shot-noise
were added to the image of a slanted-edge resulting in decreasing levels of SNR, as
shown in Fig. 2.8.
The reported SNR-values were computed over a 100×100 pixel region of interest
(ROI) defined in the dark region of the slanted-edge, by taking the ratio between
the mean and the standard deviation (SD) of the pixel intensities. Increasing levels
of noise were achieved by iteratively incrementing the intensities of randomly chosen
pixels. The MTF curves for the three SNR-scenarios are shown in Fig. 2.9, confirming
a degradation in the noise-equivalent modulation of the MTF for decreasing SNR
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Figure 2.9: Worsening of the noise-equivalent modulation of the MTF
as a consequence of increasing levels of shot-noise. As the amount of shot-
noise is increased in the modelled images of a slanted-edge (shown in Fig. 2.8) the
corresponding worsening of the computed SNR values is accompanied by increas-
ingly higher levels in the noise-floor of the measured MTF curves. The error-bars
were computed over 10 runs of the modelled noise-polluted edges and slanted-edge
MTF measurements. Reproduced from [10].
levels (i.e. for increasing levels of noise). This dependence of the noise-equivalent-
modulation on the shot-noise of the image of the slanted-edge is particularly relevant
to the photon-sparse quantum imaging scheme featured in this thesis, as discussed
later in chapter 6 section 6.4.2.
Chapter 3
Experimental details
In this chapter I address the common experimental details of the quantum enhanced
sensing and imaging schemes featured in thesis. I will specifically discuss the following
topics in depth:
1. The production of quantum-correlated biphotons via the SPDC process,
2. The general experimental set-up used to produce spatially correlated biphotons,
3. The single-photon sensitive detection of biphotons using an EMCCD camera
detector.
3.1 Production of quantum-correlated biphotons
via the SPDC process
Early quantum optics experiments relied on cascaded two-photon emission processes
from single atoms to produce illuminating photons in a desired quantum state [205–
207]. With the advent of modern nonlinear optics in the second-half of the 20th
53
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century technically simpler ways of producing quantum entangled biphotons became
available and were used in EPR and Bell inequality violation experiments [208–210].
Nonlinear optics phenomena arise from the modification of the properties of a ma-
terial, as a consequence of the presence of sufficiently intense light (typically laser
light). Specifically, the nonlinearity of these phenomena depends on the response of
a material system that varies nonlinearly to the strength of an applied optical field.
Consequently, the intensity of the nonlinear phenomenon tends to increase as the
square, cube, etc. of the intensity of the applied laser light.
In the case of linear optics, the dependence of the dipole moment per unit volume
of a material system P (t) on the strength of an applied optical field E(t), can be
expressed as:
P (t) = 0χ
(1)E(t), (3.1)
where χ(1) is known as the linear susceptibility and 0 is the permittivity of free space.
The induced electrical polarisation is due to the forces exerted by the electromagnetic
field of the applied light onto the loosely bound valence electrons of the medium.
Thus, when the intensity of the applied electrical field is low, the induced electrical
polarisation of the medium will be harmonic, and P will be linearly proportional to
E.
If however, a very intense optical field is applied, the induced polarisation of the
medium will become saturated and a gradual increase of its ever-present (but usually
insignificant) nonlinear response will occur. Under such circumstances, the induced
polarisation P (t) of the medium is generalised as a power series in the strength of
the applied field E(t) as follows:
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P (t) = 0[χ
(0)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...], (3.2)
where the quantities χ(2) and χ(3) are known as the second- and third-order nonlinear
optical susceptibilities [211].
Spontaneous parametric downconversion is a χ(2) nonlinear process, which depends
on the three-wave interaction between a high energy ‘pump’ beam and two lower
energy ‘signal’ and ‘idler’ beams within a nonlinear birefringent crystal.
This process was chosen as the illuminating light-source in the imaging and sensing ex-
periments featured in this thesis, consisting of 710nm downconverted biphotons, pro-
duced from the spontaneous decay of 355nm UV photons. An exhaustive quantum-
mechanical description of the process can be found in the following works [212–216].
Generally speaking a distinction is made between type-I and type-II phase-matched
SPDC. In the former case the planes of polarisation of the signal and idler beams
are the same as each other and orthogonal to the polarisation of the pump photons.
In the latter, the planes of polarisation of the signal and idler beams are orthogonal
to each other (with one being the same as the pump’s). Moreover, whereas for type-
I the signal and idler beams are superimposed, in type-II the beams are spatially
separated. Thus, it is possible to produce a stream of quantum correlated signal and
idler biphotons by shining a UV pump laser on a carefully aligned nonlinear crystal,
as schematically represented in Fig. 3.1(a) in the case of type-I and type-II phase
matching. The captured far-field intensity distributions of the downconverted field
are shown in Fig. 3.1 (a) in the case of type-I phase-matching (top) and in the case
of type-II phase-matching (bottom).
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Figure 3.1: Quantum correlated SPDC illumination. The generation of
quantum-correlated downconverted photons using a UV-pumped nonlinear crystal
(NL) is represented in (a), both in the case of type-I (top) and type-II (bottom)
phase-matching conditions. Spatial correlations within the downconverted beam
can be detected using a single-photon sensitive camera, as shown in (b), in the case
of the far-field of a non-collinear type-I beam. In this case both signal and idler
beams (SPDC cone) reach the detector at the same region, within which spatially
anticorrelated features are present, as highlighted by the white arrows. Similarly,
spatial anticorrelations are also visible in the far-field of a type-II phase-matched
crystal, as show in (c). In this case the signal and idler beams reach the detector
at two separate regions, within which spatially anticorrelated features are present,
as highlighted by the red boxes. Overall figure reproduced from [159]; panel (b)
reproduced from [217], and panel [c] reproduced from [52].
Common nonlinear crystal materials are potassium titanyl phosphate (KTP), period-
ically poled lithium niobate (PPLN), lithium triborate (LBO), and β-barium borate
(BBO) [218].
3.1.1 Type-I phase-matching
In the rest of this section I focus the discussion on BBO in the case of type-I phase-
matching, since all experiments featured in this thesis were based on a BBO-crystal1
pumped by 355nm photons and cut for type-I, wavelength degenerate and collinear
1Details about the crystal are provided in section 3.2.2.
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Figure 3.2: Type-I phase-matching. The SPDC process for a type-I nonlinear
crystal, as employed in the experiments featured in this thesis, is represented in
(a). 355nm pump photons (blue beam) decay into longer wavelength photons
(chromatic cone). The spectral range of the downconverted photons arising from
the longitudinal phase-mismatch term
−−→
∆kz is highlighted. Narrow interference
band-pass filters are typically used to select degenerate signal and idler photons
at 710nm. As the angle ϕ between the optic axis of the nonlinear crystal and
the direction of propagation of the pump is changed, so are the angle θ and the
transverse momenta components of the downconverted photons. Collinear phase-
matching is achieved when the signal and idler photons propagate in the same
direction as the pump photon (i.e. θ = 0), as represented in (b). Near-collinear or
non-collinear phase-matching is achieved when the directions of the momenta differ
from each other (i.e. θ > 0), as represented in (c). The phase-mismatch term is
also responsible for the efficiency of the downconversion process, which is maximum
when
−−→
∆kz = 0. The image shown in (a) is a computer rendered composite in which
the far-field intensity distribution of a type-I collinear phase-matched BBO crystal
was experimentally captured, using a digital camera (also shown in Fig. 3.3 for a
range of ϕ angles).
downconversion at 710nm, as schematically represented in Fig. 3.2(a). Interference
filters (not shown in the figure) are typically used to select the wavelength degenerate
signal s, and idler i, photons, such that λs = λi = 2 · λp, where λp is the wavelength
the pump photons. Under conservation of energy and momentum, a pump photon
is instantaneously converted into two lower energy photons (typically named signal
and idler) according to the following phase-matching conditions [210]:
ωp = ωs + ωi (3.3)
−→
kp =
−→
ks +
−→
ki , (3.4)
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where ωp, ωs, ωi and
−→
kp ,
−→
ks ,
−→
ki are the angular frequencies and wavevectors of
the pump, signal and idler photons. The conservation of energy and momentum,
according to which the initial and final state of the system are the same, is what
makes SPDC a parametric process. The repartition of momentum from the pump
photon to the two ‘daughter’ photons can be tuned by changing the angle between the
optic axis of the crystal and the direction of propagation of the pump, as shown in
Fig. 3.2(b) and (c) in the case of collinear (three momenta aligned) and non-collinear
(three momenta misaligned) phase-matching.
The nonlinear nature of this χ(2)-process means that it is a very inefficient one, and
typically only one pump photon in 108 to 1010 is converted into a pair of low-energy
photons [219]. The pair-production rate can be increased by either raising the power
of the pump laser or by choosing a longer crystal (at the expense of the strength of
spatial correlations, as expressed in Eq. 3.7), thus increasing the chances of nonlinear
interactions occurring.
Moreover, like in the case of optical parametric amplification where the gain coeffi-
cient depends on the momentum or phase mismatch between the three interacting
waves, the efficiency of SPDC is also affected by
−→
∆k. The phase-mismatch term
is simply defined in terms of the momenta of the three interacting photons as fol-
lows [220]:
−→
∆k =
−−→
∆kp −−−→∆ks −−−→∆ki. (3.5)
The longitudinal component is shown in the phase-matching diagrams in Fig. 3.2, in
the case of non-ideal downconversion efficiency. Moreover, the phase-mismatch term
is also responsible for the spectral bandwidth of the SPDC beam [221].
The optimal phase-matching angle θ (i.e. the angle between the propagation direction
and the optic axis) for which
−→
∆k = 0 can be calculated in terms of the principal value
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of the extraordinary ne and ordinary no refractive indices. In the case of a negative
uniaxial BBO crystal (i.e. for ne < no), θ is defined as follows [222]:
sin2(θ) =
(nωo )
−2 − (n2·ωo )−2
(n2·ωe )−2 − (n2·ωo )−2
, (3.6)
where the refractive indices at the different wavelength due to dispersion are indicated
by the ω and 2 · ω superscripts for the downconverted and pump waves. The indices
of refraction for ordinary and extraordinary rays in BBO are readily available in the
literature [223].
As an effect of angle-tuning, the overall far-field intensity distribution of the down-
converted beam can be changed from a sinc2 profile to a ring, by changing ϕ as shown
in Fig. 3.1. In order to illustrate this effect, a digital camera2 was placed in the far-
field of a type-I BBO crystal. Care was taken in removing the UV-pump after the
crystal by means of dichroic mirrors3 and the exposure time of the digital camera
was set to 30 seconds. The resulting pictures of the downconverted beam are shown
in Fig 3.3 for a range of ϕ. The red and blue boxes highlight the far-field intensity
distributions for collinear and non-collinear phase-matching.
As can be seen, in type-I downconversion signal and idler photons are arranged
concentrically according to their wavelength. Accordingly, low-energy photons (red)
can be seen at the centre, and higher energy photons (green and blue) are distributed
over larger diameters. It should be noted that whereas in the case of BBO phase-
matching is achieved by angle-tuning, other nonlinear materials such as KTP and
PPKTP can be phase-matched by tuning their temperature.
2NIKON D610, ISO 100, 30 seconds exposure, lensless (i.e. sensor exposed)
3Details about the used dichroic filters are reported in appendix A.1.2.
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Figure 3.3: Phase-matching by angle-tuning of a type-I BBO crystal.
The phase matching by angle-tuning of a type-I BBO crystal is shown, highlight-
ing the spectral range of the downconverted photons. As the angle ϕ between the
optic axis and the direction of propagation of the pump is changed, the transverse
momenta components of the downconverted photons increase. Collinear phase-
matching is achieved when the signal and idler photons propagate in the same di-
rection as the pump photon, as highlighted by the red-dotted box. Near-collinear
or non-collinear phase-matching is achieved when the directions of the momenta
differ from each other, as highlighted by the blue-dotted box. The phase-mismatch
term is responsible for the efficiency of the downconversion process, which is max-
imum when
−−→
∆kz = 0. Each raw colour-image (as shown) was captured using a
digital camera placed in the far-field of the crystal using a single f = 600mm lens,
placed 1f away from both the crystal and the detector. The pump beam was re-
moved after the crystal by means of two dichroic filters. The white spot at the
centre of the downconverted field is caused by residual UV-pump photons reaching
the camera. The field of view of the beam is limited by the diameter of the lens
used to access the far-field of the crystal.
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3.1.2 Transverse correlation width in type-I phase-matching
The biphotons produced by SPDC are strongly correlated. As a consequence, signal
and idler photons of a biphoton packet are born within tens of femtoseconds4 and
in close proximity of each other in a volume within the nonlinear crystal known as
the ‘birth-zone’ 5 [219]. This gives rise to both temporal correlations and spatial
correlations. Thus, in order to exploit the quantum correlations of SPDC light it is
necessary to design a scheme that for instance may take advantage of the temporal
or spatial correlations of the downconverted field (or both as in the case of quantum
ghost imaging [5, 143]). If it is not possible to trigger the detection of photons (as in
the case of continuous-wave pump lasers or in the absence of either a single-photon
avalanche photodiode or intensified CCD) it is still possible to take advantage of the
spatial correlations of the downconverted photons.
In the experiments featured in this thesis the temporal correlations between biphotons
are only indirectly exploited. That is to say that the nearly simultaneous production
of signal and idler photons simply ensures that both photons of each photon-pair
is jointly detected within the same exposure time of the employed camera detector.
The spatial correlations, however, play a crucial role in achieving better-than-classical
performance (as later explained in the context of each individual experiment).
Considering a detection plane oriented transversely to the beam propagation (i.e. a
transverse plane) the spatial correlations in the pairs produced from SPDC depend on
the energy and momentum conservation of the three interacting fields [224]. The sign
of the transverse spatial correlations changes going from the image- to the Fourier-
plane of the crystal. Accordingly, the detected positions of signal and idler photons
are spatially correlated in the plane (or image-plane) of the crystal (i.e. in the position
4 An intuitive estimation of the order of magnitude of the time correlation is provided in Eq. 3.23.
5The volume of the birth-zone can be approximated to the volume of a sphere of radius σx,
where σx is the transverse correlation width in the plane of the crystal, as expressed in Eq. 3.7 and
Eq. 3.17.
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basis), and spatially anticorrelated in the far-field (or Fourier-plane) of the crystal,
i.e. in the momentum basis [104].
The strength of the correlation as measured in the image plane of the crystal, σx, is
expressed in terms of the length of the crystal L, the wavelength of the UV-pump λp,
and an adjustment constant α = 0.455 (used to compensate various approximations
in the formulation of the mode function of collinear signal and idler photons [225]),
as follows [4]:
σx =
√
αLλp
2pi
. (3.7)
In the case of momentum anticorrelations, it is necessary to include the effective focal
length fe of the lens used to access the far-field of the crystal. The strength of the
momentum anticorrelations, σp, depends on the width of the Gaussian pump laser
beam, and can be expressed as follows [226]:
σp =
fe
k · SDp , (3.8)
where SDp is the standard deviation of the Gaussian pump beam, measured from
the beam axis, and k is the wave number of the downconverted fields. In the next
chapters σc is used to indicate the detected transverse correlation width in the image
or momentum plane of the crystal, as explicitly stated.
A comprehensive derivation of Eq. 3.7 and Eq. 3.8 starting from the quantum bipho-
ton state in SPDC, the biphoton wavefunction, its degenerate, collinear, and paraxial
regime, as well as its further approximation to a double-Gaussian wavefunction, and
finally the calculation of the transverse correlation width, defined as the standard
deviation of the transverse distance between the signal and the idler photons, can be
found in the tutorial paper by J. Schneeloch et al. [219].
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Figure 3.4: Transverse correlation width in type-I phase matching.
Schematic representation of position (a) and momentum (b) transverse correlation
widths in a simplified collinear and degenerate type-I phase matching process.
Here I provide a less sophisticated, though perhaps more intuitive, derivation of the
transverse correlation width, both in the case of the image and Fourier planes of
the crystal, as represented in Fig. 3.4 (a) and (b) respectively, and in the case of
degenerate and nearly-collinear Type-I phase-matching.
In the case of the position correlation in the plane of the crystal, optimal phase-
matching occurs when ∆kz = 0. However, if ∆kz 6= 0 SPDC occurs for:
∆kzL . pi, (3.9)
where L is the length of the nonlinear crystal along the propagation of the pump.
For the degenerate case (i.e. ks ≈ ki) and according to Fig. 3.4(a), ∆kz can be
expressed in terms of ks, ki, kp and the angle θ, according to:
∆kz =kp − 2 cos(θ · ks,i) (3.10)
= kp(1− cos θ) (3.11)
= kp
θ2
2
. (3.12)
Combining Eq. 3.9 with Eq. 3.12 one finds:
pi
L
≈ kpθ
2
2
. (3.13)
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Re-arranging Eq. 3.13, the angle θ can be expressed as:
θ ≈
√
λp
L
. (3.14)
Equation 3.14 implies the position uncertainty of the photon in the plane of the
crystal, i.e. σx.
The angular divergence θ of a beam of diameter D is approximately defined as:
θ =
2λ
piD
. (3.15)
By considering Eq. 3.15 in the case of the signal and idler beams and combining it
with Eq. 3.14 one obtains:
2λs,i
piD
=
√
λp
L
, (3.16)
and since λs,i = 2λp, by interpreting D as the position uncertainty of the photon, the
transverse correlation width σx in the SPDC picture can be obtained by re-arranging
Eq. 3.16 as follows:
σx ≈
√
Lλp, (3.17)
where D was substituted by σx and the ≈ sign is used to omit numerical coefficients.
This expression for the transverse correlation width in the plane of the crystal repro-
duces the physical picture described by the previous cited definition in Eq. 3.7.
In the case of the far-field of the crystal, the transverse correlation width σp can be
derived according to the simplified picture shown in Fig. 3.4 (b). In this situation
the transverse momentum uncertainty of the signal and idler photons is effectively
the transverse momentum uncertainty of the pump.
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By considering the width of the pump 2 · SDp (i.e. the transverse extent over which
SPDC occurs within the crystal) as the transverse position uncertainty of SPDC and
the range of momenta of the pump ∆p as the transverse momentum uncertainty,
according to the uncertainty principle one has:
·SDp ·∆p ' ~/2, (3.18)
from which ∆p is expressed as:
∆p =
~
2 · SDp . (3.19)
In the far-field of the crystal, the longitudinal momentum pz can be expressed as:
pz = ~ks,i∆p ≈ ~
2 · SDp , (3.20)
where the ≈ sign is used to omit numerical coefficients. Thus the angular uncertainty
1/(2 SDp · ks,i) = 1/(SDp · kp) determines the position uncertainty in the far-field of
the crystal, or the momentum transverse correlation width σp, as follows:
σp ≈ fλp
SDp2pi
≈ f
k · SDp , (3.21)
where f is the focal length of the lens used to access the far-field of the crystal and
k is the wavenumber of the pump. Therefore σp can be interpreted as the diffrac-
tion limited spot-size of the pump in the case of perfect focussing. This expression
reproduces the physical picture described by the previous cited definition in Eq. 3.8.
At this point it may be useful to consider the magnitudes of the diffraction limited
spot-size, the position transverse correlation width, and the PSF of an imaging system
based on an SPDC light-source. As highlighted in the derivations of Eq. 3.17 and
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Eq. 3.21, in the case of an ideal imaging system, the transverse correlation width
in the near- or far-field of the crystal is fundamentally limited by diffraction. This
means that, in the case of perfect focussing, the transverse correlation width in an
image or far-field planes of the crystal corresponds to the diffraction limited spot-size
of the SPDC illumination. Incidentally, under the same conditions this transverse
extent also corresponds to the PSF of the system.
However, in the case of a limited numerical-aperture imaging system, the detected
transverse correlation width of the SPDC photons is increased, becoming the con-
volution of the PSF of the imaging system (now greater than the diffraction limited
spot-size) with the original transverse correlation function of the biphotons.
The detected transverse correlation width will define the width of an SPDC spatial
mode as determined by the imaging system in question. The transverse size of a
mode Sm as detected in the near- or far-field of the crystal can thus be approximated
to the area of a circle of radius σx,p, according to:
Sm ≈M · piσ2x,p, (3.22)
where M is the magnification of the imaging system.
For a spatially resolved detector that is able to capture all of the transverse extent
of the downconverted beam Sb, the number of permitted modes is given by Sb/Sm,
given that the pixel-size of the detector is smaller than M · σx,p, or in another words
that the detector is not spatially undersampled with respect to the size of a mode.
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3.2 General experimental set-up used to produce
spatially correlated biphotons
Here I discuss the general experimental set-up used to produce spatially correlated
biphotons. For the quantum-enhanced sensing and imaging schemes at the single-
photon level featured in this thesis, isolation of the experiment from stray light was
of paramount importance. Apart from fluorescence induced by the high energy pump
photons, unwanted environmental light-sources also needed to be addressed.
3.2.1 Light-tight enclosure
Both issues of UV-induced fluorescence and stray-light were tackled by a custom-built
light-tight enclosure, shown in Fig. 3.5.
The enclosure consisted of an assembled metal frame and blackened wooden pan-
els on four sides. Apart from the bottom optical bench, the remaining front side
could be sealed by means of removable lids. Care was taken to light proof all junc-
tions and joints, using adhesive foam tape between the metal frame and the wooden
panels. Additionally, the removable lids were designed so that they would fit into
two recesses, introducing three ninety-degrees turns that stray light would need to
propagate through in order to leak from the laboratory into the enclosure. Simi-
larly, all input/output connections were realised using rapid-prototyped light-tight
through-wall links. In order to further minimise contamination of the optical signal,
the free-space optics in the EMCCD side of the enclosure was linked by light-tight
rubber bellows, thus completely isolating the optical channel.
Due to the enclosure being effectively hermetically sealed to the outside, the heat
produced by both the laser and the camera was extracted using air- and water-
heat pipes. In the case of the laser I designed and 3D-printed a manifold to which
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Figure 3.5: Light-tight enclosure. A light-tight enclosure was designed and
built to minimise the number of detected spurious photons by the EMCCD camera
(EMCCD side, highlighted in red), both originated from the surroundings and
from fluorescence induced by the 355 nm UV pump (laser side, highlighted in
blue). The enclosure was realised by attaching blackened wooden panels to a metal
frame cladding. Tight-fit interlocking doors, 3D-printed air-cooling funnels and I/O
through-wall connectors were used to eliminate stray light. Adapted from [9].
inlet and outlet air-ducts were attached, allowing the cooling to occur in isolation
from the air inside the enclosure, thus both extracting the heat produced by the
laser and preventing air-flow induced turbulence inside the enclosure. In the case
of the EMCCD camera the built-in air-cooling fan was disabled and an external
recirculating water chiller was used instead to extract the heat produced by the
camera’s thermoelectric cooler.
3.2.2 The pump and the crystal
The optics and equipment used produce spatially correlated biphotons by SPDC is
shown in Fig. 3.6. Here I discuss each component, starting from the 355 nm UV
pump-laser and finishing with the 710 nm interference filter placed in in front of the
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EMCCD camera. The set-up is divided by means of a light-tight partition into laser
side and EMCCD side, highlighted in blue and red respectively.
The pump consisted of a 150 mW, quasi-continuous wave (CW) (100 MHz±10 MHz
repetition rate), 355 nm laser (Lumentum, Xcyte series, model: CY-SM150), > 99%
spectral purity, 0.9 mm waist diameter, polarisation > 100 : 1 horizontal, and pulse-
width > 10 ps.
The output 355 nm UV-photons of the pump are the product of a passively mode-
locked, frequency tripled Nd:YAG laser. Therefore, a cold-mirror (Thorlabs, M254C45)
was placed in front of the output of the laser at a 45-degree angle, letting the residual
unwanted long-wavelength laser lines transmit to a beam bump, while directing via
reflection the lower wavelength 355 nm output to the rest of the optical channel.
An interference filter centred at 355 nm was then employed to further filter out
unwanted spectral components.
Subsequently, the combination of a 50 mm focal length lens, a 50 µm pinhole, and a
300 mm focal length lens was used to produce a collimated and spatially filtered beam
used to pump the BBO crystal. A zero-order half-wave-plate (HWP) placed before
the 300 mm lens could be used to tune the downconversion efficiency, by rotating the
angle of polarisation of the pump with respect to the optical-axis of the nonlinear
crystal.
A BBO crystal purchased from Newlight Photonics Inc. (part number NCBBO10300-
355(I)-AP) was used to produce SPDC biphotons. The size of the crystal was
10 mm×10 mm×3.0 mm. The crystal was cut for type-I collinear phase-matched
SPDC. One side of the crystal was treated with antireflection coating at 355nm,
while the other side was treated with a single layer of MgF2 protective coating, to
avoid humidity causing deterioration of the crystal.
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Figure 3.6: Typical setup for the production and detection of quantum
correlated biphotons. (a) shows the optics required to condition the output of
a frequency tripled Nd:YAG laser, used for the pumping of a BBO crystal and the
production of quantum correlated biphotons. The laser side (highlighted in blue)
and the EMCCD side (highlighted in red) are isolated in dedicated compartments
by a light-tight partition within an enclosure. Depending on the experiment at
hand, the near-field or far-field of the crystal may be accessed allowing one to
detect spatially correlated biphotons or spatially anticorrelated biphotons.
Care was taken in removing the UV-pump from the downconverted 710 nm photons
by means of two cascaded dichroic mirrors (Chroma, T365lptx), details of which can
be found in the appendix A.1.2, and the discarded pump was collected by two beam
dumps.
Two ND-filters (NDpump=NDSPDC=2.0 optical density) were used to switch the spa-
tial properties of the downconverted field from spatially correlated to spatially un-
correlated, by alternatively introducing optical loss either before the nonlinear crys-
tal (NDpump flipped-in and NDSPDC flipped-out) or after (NDpump flipped-out and
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NDSPDC flipped-in). This allowed the same number of detected events to be main-
tained for both configurations. By introducing an ND filter after the nonlinear crystal,
the chance of jointly detecting both photons of a photon-pair is reduced by a factor
of 10−2·OD, where OD is the optical density of the ND filter, effectively destroying
the quantum correlations. The switching between spatially correlated and spatially
uncorrelated light under constant illumination is used to estimate the performance of
the quantum enhanced schemes featured in this thesis, as discussed in more details
in the next chapters.
A 10 nm wide band-pass interference filter (Chroma, ET710/10BP) centred at 710 nm
and mounted in front of the EMCCD camera, was used to select the wavelength
degenerate biphotons. Details about the interference filter can be found in ap-
pendix A.1.1. Intuitively, the inverse of the fractional bandwidth (FBW) of the
detected biphotons can be used to estimate the order of magnitude of the correlation
time σt between signal and idler photons, as follows:
σt = (FBW)
−1 =
(
10 nm
700 nm
· c
700nm
)−1
≈ 160fs, (3.23)
where 10 nm/710 nm is the ratio between the width of the interference filter placed in
front of the detector and the degenerate wavelength of the downconverted biphotons,
c is the speed of light, and c/710 nm is the frequency of the downconverted photons.
Lastly, the coherence length l of the laser can be calculated by multiplying the speed
of light by the pulse-width of the pump τp, according to:
l = c · τp ≈ 3 mm. (3.24)
Since the pulse-width of the laser is specified by the manufacturer as being greater
than 10 ps, it means that in turn l > 3 mm. Given that the width of the chosen BBO
crystal for all experiments featured in this thesis is also 3 mm and given that the
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pump, signal, and idler photons are all propagating nearly the same direction and
thus at the same velocity within the crystal, the coherence length of the pump is non-
influential to the resulting transverse correlation length of the produced biphotons.
EMCCD technology and the EMCCD cameras used in the quantum enhanced sensing
and imaging schemes featured in this thesis are discussed in the next section.
3.3 Single-photon sensitive detection using an EM-
CCD camera detector
Being able to produce single-photons in a certain quantum state is not enough for
a quantum-enhanced scheme to work and a suitable single-photon sensitive detector
is thus required. In other words, the generation of quantum states of light is not
enough alone, and a single-photon detector is required to measure them. The single-
photon imaging and sensing experiments discussed in the next chapters rely on the
single-photon sensitive detection of biphotons by an EMCCD camera.
Single-photon resolved detection is challenging due to the electronic noise of photo-
sensitive devices being typically larger than one electron. In this case the electrical
charge produced by an incident photon (i.e. a photoelectron) is mixed with other
electrons added by the readout electronics, enabling a distinction between signal
(incident single-photons) and noise. This consideration is separate from the QE or
detection efficiency of the detector, which may be quite high as in the case of high-
responsivity photodiodes. Thus, even if most of the times an incident photon results
in the production of a photoelectron in the semiconductor material of the detector,
it is still not possible to detect its signal in the presence of electronic noise.
In order to achieve single-photon detection the avalanche effect is typically used to
amplify the electrical charge produced by an incident photon [227]. Accordingly,
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an avalanche of electrons is produced by impact ionisation, starting from one photo-
electron placed in an accelerating electric field. As the kinetic energy of the electron
becomes greater than the bandgap of the bulk material, a secondary electron and hole
are generated. For enough amplification, the resulting ‘lump’ of electrons is greater
than the electronic noise of the detector, and the signal associated with one incident
photon becomes separable from the noise [228].
The mechanism by which EMCCD cameras are able to detect single-photons also re-
lies on the avalanche effect. A schematic representation of the functional components
of an EMCCD camera is shown in Fig. 3.7, in which the avalanche multiplication
process is also highlighted. In simple terms, an EMCCD is nothing more than a
high efficiency, low-noise CCD camera, with the addition of a solid-state gain reg-
ister placed before the conventional readout electronics. The gain register is used
to stochastically amplify the charge produced by one or more photons incident on a
detector element (i.e. pixel) by avalanche effect. The resulting signal for each pixel is
on average much greater than the noise introduced by the on-chip charge to voltage
conversion. Thus, the signal is boosted above the noise floor of the output amplifier.
Specifically, the gain register a typical EMCCD sensor produced by e2v (Teledyne)
and used in scientific cameras consists of 600 elements. Each element, as represented
in the dashed-box in Fig. 3.7, in turn consists of two gates φ1 and φ3 which are
clocked using voltage pulses similar those used in the readout register, and a higher
voltage gate φ2 used to accelerate the charges in the preceding gate φ1 to ballistic
speeds. Approximately once in a hundred, the accelerated electron gains enough ki-
netic energy to produce a secondary electron and a hole. The process is repeated over
as many additional stages as the number of the gain elements. Thus, the combined
multiplication over 600 stages results in average on a large total gain [230].
From the perspective of single-photon quantum imaging applications, the stochastic
nature of the multiplication process is a very important one. This causes the final
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Figure 3.7: Functional components of an EMCCD sensor. A schematic
representation of a typical EMCCD sensor is shown on the left, together with
a representation of the gates involved in one multiplication step (dashed-box).
Specifically, the frame-transfer sensor consists of an exposed half (Image area)
where photoelectrons are produced from incident photons, and a shielded half
(Store area) where the photoelectron charges of a frame are shifted awaiting the
electronic multiplication and readout. Both vertical and horizontal transfer of
photoelectron charges is achieved by clocked electric fields. Before reaching the
noise-introducing CCD-readout electronics (Output Amplifier), each photoelectron
is shifted horizontally (Shift register) to a dedicated register (Gain register) where
avalanche multiplication takes place several hundred times, resulting in typical
effective gains of 1000. The voltage phase diagram of one of these avalanche steps
is shown in the dotted box. A series of gates (φ) are activated according to a
specific sequence. The voltage potentials associated with the clocked electric fields
cause the photoelectrons to accelerate to ballistic speeds, eventually resulting in
the production of a considerable amount of secondary electrons. The amplified
‘lump’ of charge is then processed by the readout electronics (Output electronics).
Reproduced from [229].
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output signal in analogue counts associated with one or more incident photons to
be affected by excess noise, which in the case of several hundred multiplication steps
corresponds to a factor of
√
2 [230].
For this reason EMCCD cameras cannot be used as reliable photon-number resolved
detectors [231]. Instead, the light level is typically reduced such that at most only one
photon per frame per pixel is detected and a single discriminating photon-counting
threshold is employed. Thus, if the signal of a pixel is found to be greater than a
specified value (i.e. a threshold in analogue counts), the detection of one photon is
assigned for that pixel. If on the other hand the signal does not exceed the threshold
then no detection is assigned. Such a process gives rise to a binary detection scheme,
according to which the value of each pixel of a single acquired frame is either 0
(no detection) or 1 (one detected photons). In such a photon-counting regime, the
frames produced by an EMCCD camera are free of excess noise. That is to say
that the variance of the number of detected events is not affected by the excess
noise associated with the avalanche multiplication gain, although noise events (i.e.
dark-events) are still present.
3.3.1 Optimal settings
Scientific EMCCD cameras are sophisticated measurement devices with many ad-
justable settings. In the case of Andor EMCCD cameras, it is possible to adjust
many acquisition parameters, some of which can have a considerable impact on the
noise performance of the detector. These are: 1) cooling, 2) EM-gain, 3) pre-amplifier
gain, 4) exposure time, 5) shift speeds and voltage amplitude, and 6) crop-mode.
Some of these important parameters can be easily determined from the working prin-
ciple of EMCCD cameras, some however, require ad-hoc characterisation. Below
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I discuss the tuning of each parameter in relation to single-photon detection perfor-
mance.
1) Cooling. In the case of cooling, the lower the temperature the better in terms of
thermalised dark-noise. In fact, it is possible to half the amount of thermalised photo-
electrons (i.e. exposure-time dark-noise) for every 7◦ to 9◦C of extra cooling [232]. At
the same time however, impact ionisation is found to increase at lower temperatures,
and with it the amount of produced clocked-induced-charge. Moreover, the quantum
efficiency of the camera-chip is found to be negatively affected by cooling, especially
in the near infrared, due to silicon becoming more transparent as a consequence of
a lower photon absorption-depth [233]. In the case of the employed Andor ULTRA
888 and ULTRA 897 cameras fitted with a ‘BV’ optical window, the QE decreases
from 88.57% (710nm) at room temperature to 77.75% (710nm) at −100◦C [234].
However, deep-cooling of the sensor is still paramount in ensuring an overall optimal
noise performance [235], and a value of −100◦C was found to be a good one in most
cases.
2) EM-gain. The EM-gain is the determining feature in an EMCCD camera. The
highest setting ensures the maximum probability of detection. More specifically,
it enables the photoelectron produced by an incident photon to be multiplied to a
sizeable enough current to be discernible from the electronic noise of the readout
electronics. It should however be noted that as impact ionisation increases so does
the chance of producing clock-induced charge (CIC). Nevertheless, the maximum
allowed EM-gain was found to be the optimal compromise considering QE and CIC.
3) Pre-amplifier gain. The pre-amplifier gain is simply used to proportionally in-
crease the number of signal electrons produced after the EM multiplication stage [236].
It therefore consists of a deterministic multiplication factor. A value of 1 was found
to be optimal.
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4) Exposure time. The exposure time controls the electronic global shutter of
the EMCCD. Generally speaking, the shortest the exposure time the better in terms
of noise performance, as more dark-counts can be accumulated for longer times.
However, this time is usually automatically set when using the camera in frame-
transfer mode. In this readout mode, each frame captured by the light-exposed half
of the chip is completely shifted along the vertical direction and stored in the light-
shielded half of the chip. The exposure time is set to match the time to vertically shift
the charges, resulting in the fastest continuous acquisition rate. Thus, the exposure
time was set to the shortest allowed value for the chosen ROI of the chip and using
the frame transfer readout mode.
5) Shift speeds and voltage amplitude. The remaining parameters (horizontal
readout speed, vertical readout speed, vertical-clock voltage amplitude) are inter-
linked in terms of the resulting cycle time (i.e. the overall time required to both
acquire and digitise a frame). These settings are adjusted as to achieve the best
noise performance in terms of dark-events per pixel per frame.
Specifically, the readout speed was set to 10MHz for the Andor ULTRA 888, corre-
sponding to the second slowest speed, and 1MHz for the Andor ULTRA 897. The
reason for wanting a slow horizontal speed is to reduce impact ionisation and the
resulting CIC generated during the transfer of charges. Moreover, the faster the
readout speed the hotter the chip gets and the more thermalised photoelectrons are
produced. Similarly, the vertical readout speed was also set to the second slowest
speed for both camera models.
The vertical-clock voltage amplitude was set to its normal level. This parameter
controls the amplitude of the electric field used to sweep the generated photoelectrons
during charge transfer. Typically it can be increased by a up to a few Volts during
fast readout of the sensor. This ensures that no charges are left behind in the pixel
potential wells, avoiding artefacts in subsequent frames. In the case of both the
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Andor ULTRA 888 and ULTRA 897 featured in this thesis, high voltage amplitudes
caused more noise events in the acquired frames.
6) Crop-mode. Andor EMCCD cameras support a ‘crop-mode’ that allows to se-
lectively address a smaller portion of the sensor. In this acquisition mode the camera
only addresses a smaller portion of the sensor, completely bypassing the discarded
pixels, thus achieving faster readout speeds without compromising the noise perfor-
mance [237]. Care must be taken in shielding the unaddressed portions of the sensor
from incident light, in order to avoid photoelectrons unintentionally leaking into
the acquired frames. Using this readout mode it is therefore possible to drastically
speed-up acquisition rates, beyond what is normally achieved using a ROI. Whereas
conventional acquisition ROIs still require all the pixels to be vertically shifted, crop-
mode allows to redefine the number of addressable pixels, such that only the chosen
pixels are vertically and horizontally shifted [238].
It should be noted that faster acquisition rates may result in greater heat being pro-
duced in the sensor. This needs to be considered in the case of prolonged acquisitions
(many thousands of frames), especially if water cooling is not available.
Finally, a summary of the setting for both the Andor ULTRA 897 and 888 cameras
as used in the experiments featured in this thesis is provided in table 3.1.
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Table 3.1: EMCCD camera settings. Summary of the EMCCD cameras
settings for each experimental investigation.
Experimental investigations:
Chapter 4, Sec. 4.2 Chapter 5 Chapter 6
Camera model: ULTRA 897 ULTRA 888 ULTRA 888
Full frame pixels: 512× 512 1024× 1024 1024× 1024
Utilised pixels: 512× 512 512× 512 356× 356
Pixel size: 16µm 13µm 13µm
Chip cooling: −100◦C −90◦C −95◦C
Liquid cooling: 10◦C 15◦C 15◦C
Exposure time: 57.75 ms 56.795 ms 39.733 ms
EM-Gain: 1000 1000 1000
Vertical speed: 0.5µs 1.13333µs 1.13333µs
Readout rate: 1 MHz 10 MHz 10 MHz
Pre-amp. gain: 1.0 1.0 1.0
Baseline-offset: 0 electrons 0 electrons 0 electrons
Baseline-clamp: Enabled Enabled Enabled
Clock-amplitude: 0V 0V 0V
Frame transfer: Enabled Enabled Enabled
3.3.2 Estimation of the optimal photon-counting threshold
from dark-frames
Since the number that is used to threshold the acquired frames effectively defines a
photon, great care must be taken in choosing this number. Whereas it is possible to
choose the optimal threshold based on acquired bright frames of quantum correlated
biphotons (as discussed in chapter 4, section 4.2.4), it is also possible to choose the
threshold based on the count statistics of dark frames [231, 239]. The count statistics
of dark frames can be conveniently visualised by plotting the histogram of dark-counts
on a logarithmic scale, as shown in Fig. 3.8 in the case of 500 dark-frames (512×512
pixels) acquired by an Andor ULTRA 888 EMCCD camera. If the chosen photon-
counting threshold falls within the (a) range in Fig. 3.8, the Gaussian contribution
due to the electronic noise of the camera will take over the signal associated with
the actual detection of photons. This low-threshold situation effectively invalidates
the benefit of the gain register and the photons’ signal can only be detected in the
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Figure 3.8: Histogram of dark-counts for an Andor ULTRA 888 EM-
CCD camera. 500 dark-frames (512×512 pixels) were used to produce a his-
togram of dark-counts, here shown on a logarithmic scale. The Gaussian con-
tribution due to the electronic noise of the readout amplifier extents over the (a)
range of counts. The linear contribution due to amplified dark-events (thermalised
electrons and clock-induced-charge) extends over the (b) range of counts, as high-
lighted by the red linear-fit. In case of deep-cooling of the sensor A photon-counting
threshold can be chosen based on the mean and standard deviation of the fitted
blue-Gaussian curve.
case of high-intensity illumination.
On the other hand, if the chosen photon-counting threshold falls within the (b) range
in Fig. 3.8, the resulting signal will be free of the contribution due to the electronic
noise of the camera. Nevertheless, an unnecessarily high threshold will result in the
loss of photon-events, due to the stochastic nature of the gain register. In fact, the
multiplied value in analogue counts for one incident photon can take any value within
the range (b). Naturally, lost photon detections mean lower QE. Thus the ‘sweet-
spot’ for the threshold is as low as possible, without falling within the range of the
Gaussian electronic noise. Typically, the threshold T is specified based on the mean
µreadout and standard deviation SDreadout of the Gaussian curve fitted to the electronic
noise contribution, i.e. the blue-dotted curve in Fig. 3.8 as follows [231, 239]:
T = µreadout + 2 · SDreadout. (3.25)
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Lantz et al. found that a light-level of 0.15 photons per pixel per frame is typically
associated with the best signal to noise ratio for Andor EMCCD cameras [239]. On
the other hand, Tasca et al. found that the best detection efficiency in the case of
quantum spatial correlations is achieved when the number of bright events matches
the number of dark events of the detector [226]. Both regimes are used in this thesis:
the former to achieve sub-shot-noise performance in the optical measurement of the
position of a shadow (as discussed in chapter 5) and the latter to achieve a resolution-
enhancement by CEBs (as discussed in chapter 6).
In terms of detection efficiency, two factors play an important role in the case of
EMCCD cameras: dark-noise and QE.
Dark-noise is the signal per pixel per frame as produced when no light is allowed
to reach the detector. In the photon-counting regime (i.e. when a threshold is used
to binarise the frames) the resulting dark-events constitute false detections, which
based on their binary nature are effectively indistinguishable from actual photon
events. Dark-events can be caused by thermalised electrons and CIC. The former
can effectively be remedied by deep cooling of the sensor, whereas the latter is linked
to the accidental production of secondary electrons by impact ionisation during the
transfer of charges within the sensor. For this reason CIC cannot be completely
remedied and can only be minimised by choosing slow vertical and horizontal shifting
speeds, and to some extent by limiting the cooling of the detector which affects the
probability of generating secondary electrons. Both approaches can however result
in unwanted effects, such as slow acquisition rates and greater levels of thermalised
electrons.
The QE of scientific-grade EMCCD cameras is the same as for high-performance
CCDs and at room temperature can reach values up to 98% in the visible range.
However, this does not mean that up to 98 times in 100 it is possible to retrieve
an unambiguous signal for an incoming photon, since both noise events and the
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stochastic nature of the gain register need to be considered. The high quantum
efficiency stated by EMCCD manufactures simply means that up to 98 times in
100, a photoelectron is generated in the chip as a result of an incoming photon.
The actual detection in terms of a digitised signal (including photon-counting by
thresholding the frames) results in a much lower detection efficiency. When the
overall losses of an imaging or sensing scheme are also considered, the total effective
QE of detection channel based on a deep-cooled, photon-counting EMCCD detector
is typically measured to be less than 40%, as reported in a number of works where a
source of quantum correlated photons was used as a reference [7, 10, 240, 241].
The detection efficiency of EMCCD cameras is revisited later in each chapter, in the
specific context of the sensing or imaging scheme at hand.
3.3.3 Spurious light
The availability of a high QE, single-photon sensitive detector means that great care
must be taken in avoiding spurious sources of unwanted luminous signal. In the low-
light regime at which the experiments featured in this thesis were carried out, small
imperfections such as a fingerprint or a speck of dust on an optical surface may be
enough to compromise the ability of the scheme to achieve a quantum enhancement.
In practical terms this simply means that optics needs to be handled with care and
that dust and fingerprints are to be avoided, especially in the optics placed before the
nonlinear crystal where UV-light can cause fluorescence. Although good experimental
practice does not need a lengthy discussion, I will report an example in which three
specks of dust and a partial fingerprint caused the production of ≈800 spurious
photons. Results highlighting the effects of spurious fluorescent photons are shown
in Fig. 3.9. The EMCCD was set up to image the plane of the BBO nonlinear
crystal, using a 4f imaging system. The downconverted field was extinguished by
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Figure 3.9: Spurious noise induced by fluorescence. The sum of 50 frames
is shown to highlight spurious fluorescence due to the interaction of the UV-pump
and dirty optics. The EMCCD camera was set up to image the plane of the BBO
nonlinear crystal. In order to acquire only spurious photons, the downconversion
efficiency was minimised by turning the plane of polarisation of the UV-pump.
Under this condition, the only events detected by the camera should be dark-
events, as no downconverted light can be produced and the UV-photons of the
pump are removed by two dichroic mirrors placed immediately after the crystal.
However, ≈800 spurious fluorescent photons were still detected. This number was
found by taking the difference of the mean number of photon-counted events in a)
and b). This noise was caused by three specks of dust and a partial fingerprint
on the facet of the nonlinear crystal. The number of dark events per pixel per
frame using a typical photon-counting threshold T = 510 is shown. The bottom
3D representations of the summed frames (not photon-counted in this case) are
shown to highlight the presence of spurious photons.
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minimising the efficiency of SPDC, allowing one to measure the amount of spurious
710nm light. In the case of fluorescent photons caused by dirty optics placed in the
UV-pump, the number of dark events was measured to be 0.008 events per pixel per
frame, as shown in Fig. 3.9(a). The unwanted fluorescence consisted of 790 photons
(710nm), quantified using a photon-counting threshold of 510 analogue counts. More
specifically, the number of unwanted fluorescent photons was computed by taking the
difference of the number of events detected before cleaning the crystal (0.008 e · p−1 ·
f−1) and after cleaning the crystal (0.005 e · p−1 · f−1), i.e. 2100 e − 1310 e = 790
photons. Note that this last value can be assumed to represent the number of detected
photons, since the the dark-events cancel-out when taking the difference.
Once the optics were carefully cleaned the number of dark events measured 0.005
events per pixel per frame, corresponding to the typically measured number of dark
events for dark-frames acquired with the shutter of the EMCCD camera closed, as
shown in Fig. 3.9. The minute amount of fluorescence (790 photons) would be enough
to completely neutralise the quantum enhancement of the schemes reported in both
chapter 5 and 6.
Chapter 4
A model for the spatially resolved
detection of biphotons
In this chapter I first describe a simple yet powerful model for the spatially resolved
detection of biphotons produced by SPDC. Additionally I validate the accuracy
of the model via an experiment, in which under different levels of optical loss the
numbers of predicted and experimentally detected biphotons are compared.
In the next experimental chapters, this model is used to characterise the performance
of the sub-shot-noise shadow sensing and of the resolution-enhanced quantum imag-
ing schemes.
4.1 A simple model for the spatially-resolved de-
tection of biphotons
The model here described produces photon-counted frames, like those acquired by
an EMCCD camera illuminated by downconverted photons. Specifically, starting
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from user-defined parameters which can be experimentally measured or estimated,
the model produces pixel-coordinates of detected events in a frame, which consist of
either bright NB or dark events ND, whose sum must add up to the total number of
detected events in a frame, N , as follows:
N =
NB
ηtotal
+ND. (4.1)
Thus, in order to maintain a certain mean number of detected events N , as the ηtotal
of a detection scheme decreases, the number of bright events NB needs to increase
(i.e. by increasing the intensity of the light source). Note that according to Eq. 4.1
the model works for 0 < ηtotal ≤ 1.
The bright-events in a frame can either be single photons arising from partial absorp-
tion of a photon-pair, or actual biphotons. Both the detected ‘unpaired’ photons and
biphotons are distributed according to the Gaussian intensity profile of the downcon-
verted beam. However, in the case of biphotons, the detected positions of the signal
and idler photons will be either spatially correlated or anticorrelated. In order to
account for the total effective QE ηtotal, the model ‘throws the dice’ for each bright-
event, checking the randomly generated value against a user defined parameter, thus
mimicking the quantum behaviour of photo-detection [242].
The dark events are due to either thermalised photoelectrons or clock-induced-charge
and are detected in a frame at random positions. The total number of dark-events
ND can be set to the number of dark events of the camera, which is easily measured
by thresholding dark-frames, acquired in darkness and with the shutter of the camera
in the closed position. Since fluctuations in the number of dark-events from frame
to frame is Poissonian, it is possible to easily incorporate this feature in the model,
using a Poissonian distribution of mean ND. Charge-smearing, non-linearity in the
pixel response, and other subtle imperfections of the sensor are ignored.
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Therefore, each frame produced by the model corresponds to a distribution of de-
tected pixel-coordinates F (x, y), defined as the sum of the bright- and dark-events
coordinates, B(x, y) and D(x, y), as follows:
F (x, y) = B(x, y) +D(x, y), (4.2)
where 0 ≤ x, y ≤ d are the pixel-coordinates of a square frame of width d. This is
illustrated in Fig. 4.1, in which the individual contributions due to dark-events and
bright-events were produced using the model, for the photon-counted detection of
type-I downconversion by an EMCCD placed in the far-field of the crystal.
More specifically, the bright pixel-coordinates of signal and idler photons (indicated
by the s and i subscripts respectively) are defined as follows:
B(x, y) =
NB/2∑
n=0
Ω(fs(xn, yn)) + Ω(fi(xn, yn)), (4.3)
where Ω is the detection operator that determines whether a photon is detected or
missed by acting on a function f(x, y) as follows:
Ω(f(x, y)) =

0, if u(0, 1) > ηtotal (missed event)
f(x, y), if u(0, 1) ≤ ηtotal (detected event).
(4.4)
where 0<ηtotal ≤ 1 is the user-defined total effective QE and u(0, 1) is a uniform
distribution used to computationally generate pseudo-random numbers between 0
and 1.
The x and y pixel-coordinates of the bright-events are produced starting from two
user-defined parameters: σm and σc. These account for the overall transverse spatial
extent of the downconverted beam, as measured in plane of the detector, and for
the detected correlation-width of the spatially correlated biphotons. Both intensity
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Figure 4.1: Modelled pixel-coordinates of detected events for a photon-
counted frame. The pixel-coordinates F (x, y) of detected events for each mod-
elled frame consists of two contributions: 1) randomly distributed dark-events
due to thermalised photoelectrons and clock-induced-charge (a), and the pixel-
coordinates of the detected downconverted light (b). The sum of these contri-
butions is shown in (c) and corresponds to the typical photon-counted output
produced by an EMCCD camera illuminated by downconverted light.
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profile of the downconverted beam and the intensity profile of the correlation peak are
approximated to Gaussian curves, gm(x) and gc(x) respectively, defined as follows:
gm(x | σm) = 1√
2piσm
e
− x2
2σ2m (4.5)
gc(x | σc) = 1√
2piσc
e
− x2
2σ2c . (4.6)
In the case of spatially anticorrelated photons produced by a type-I nonlinear crystal
and detected by a photon-counting camera placed in the far-field of the crystal, the
sum of the x and y coordinates for all signal photons in a frame is defined as follows:
fs(x, y) =
NB/2∑
n=0
(
xn = xm + xc +
d
2
, yn = ym + yc +
d
2
)
, (4.7)
and the sum of the x and y coordinates for all the corresponding spatially anticor-
related idler photons (located at the 180-degree reciprocal positions with respect to
their partners) are defined as follows:
fi(x, y) =
NB/2∑
n=0
(
xn = −xm + xc + d
2
, yn = −ym + yc + d
2
)
, (4.8)
where xm, ym and xc, yc are the computer-generated pseudo-random values generated
from the gm(x) and gc(x) Gaussian distributions described in Eq. 4.5 and 4.6, and
d/2 is used to locate the beam at the centre of the frame.
In the case of spatially correlated photons produced by a type-I nonlinear crystal
and detected by a photon-counting camera placed in the near-field of the crystal, the
sum of the x and y coordinates for all signal or idler photons in a frame is defined as
follows:
fs,i(x, y) =
NB/2∑
n=0
(
xn = xm + xc +
d
2
, yn = ym + yc +
d
2
)
, (4.9)
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where each pair of pixel-coordinates f(xn, yn) is unique, depending on the generated
pseudo-random values for xm, xc, ym, and yc.
It should be noted that the pixel-coordinates defined in Eq. 4.7, 4.8, and 4.9 include
all of the detectable downconverted photons, as produced by the nonlinear crystal.
These are then reduced upon detection according to the value of ηtotal (i.e. due to
the effect of optical and detector losses), as defined in Eq. 4.3.
Finally, the sum of the x and y coordinates of the randomly distributed dark-events
in a frame D(x, y), is defined as follows:
D(x, y) =
ND∑
n=0
fD(xn, yn), (4.10)
where xn and yn are pseudo-random numbers between 1 and d generated from the
uniform distribution uD(1, d).
The modelled pixel-coordinates for spatially correlated and anticorrelated photons
are shown in Fig. 4.2(a) and (b) respectively.
The model was calibrated using the following parameters: 〈ND〉 = 0 events, 〈NB〉 =
50 events, ηtotal = 1 (i.e. lossless detection), σm = 60 pixels, and σc = 0 pixels (i.e.
perfect correlation).
It may be useful to note that, in the case of type-I downconversion, the intensity dis-
tribution of the downconverted beam changes from a Gaussian to a sinc-like, going
from the image-plane to the Fourier-plane of the crystal [241]. In the Fourier-plane,
the distribution is sinc-like, depending on the phase-matching, and becomes a ring
in the case of non-collinear phase-matching.
The basic model presented in section 4.1 can be augmented in a number of ways,
taking advantage of the flexibility provided by computational implementations. In
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Figure 4.2: Modelled pixel-coordinates of position correlated and posi-
tion anticorrelated biphotons. The modelled pixel-coordinates of 50 photon-
pairs are shown, reproducing the detection of biphotons by a photon-counting
camera placed in the image plane (a) or Fourier plane (b) of a type-I nonlinear
crystal, in the case of perfect spatial correlations (σc = 0) and total effective QE
(ηtotal = 1).
the next three sections I will discuss the modelling of the detection of wavelength-
degenerate biphotons, in the case of photon-tagging, type-II downconversion, and
non-collinear type-I downconversion.
4.1.1 Modelling the photon-tagged detection of biphotons
To begin with, it is possible to implement true photon-number resolved detection
of events, by keeping track of multiple events detected by the same element (i.e.
pixel) of the spatially-resolved detector array. This mode of detection is beneficial
when coincidence losses (i.e. when more than one photon is recorded per pixel per
frame) have an adverse effect on the performance of a scheme. An example of the
photon-number resolved implementation of the model for the detection of spatially
anticorrelated biphotons is discussed in section 4.2.3.
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Similar to how photon-number resolved detection of events can be achieved by simply
keeping track of the total number of photons detected per pixel per frame, it is also
possible to tag each detection, thus keeping track of each individual dark and bright-
event. Computationally, this can be easily achieved if for example each event is
associated with a unique number, in addition to the two required for its x and y
coordinates. This tag-number, which is used to label each event, can be set to be
the same for all dark-events, since the spatial information of the noise of the detector
may not be of use for a certain modelled scheme. In the case of the signal and idler
detected events of a biphoton packet, the tag-number can be set to be the same, as
shown below in the case of position correlated photons:
fs,i(x, y, n) =
NB/2∑
n=0
(
xn = xm + xc +
d
2
, yn = ym + yc +
d
2
, n
)
, (4.11)
where n is the tag-number, associated with the pair of pixel-coordinates of each
bright-event. A representation of this photon-tagging is shown in Fig. 4.3 for both
position correlated and position anticorrelated photons.
In the case of non-unitary total effective QE, it is also possible to separate single
bright-events from jointly-detected event-pairs, since in the former case only one
event with the same tag is left after detection.
4.1.2 Modelling the detection of type-II downconverted bipho-
tons
Another extension of the model allows to reproduce the detection of downconverted
events in the case of type-II downconversion. In this phase-matching condition, the
signal and idler beams are spatially separated in the plane of a detector placed in
the far-field of the nonlinear crystal [243, 244]. In this case, the pixel-coordinates
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Figure 4.3: Photon-tagged detection of modelled biphotons. In this im-
plementation of the model, a tag is created for each detected event (here pictori-
ally represented by the red-numbers), identifying the photons of different biphoton
packets. Computationally it is possible to implement tagging in the form of a third
number, associated with each detected event, in addition to the two numbers
required for the x and y coordinates.
of collinear signal and idler biphotons in the plane of the detector, are defined as
follows:
fs(x, y) =
NB/2∑
n=0
(xn = xm + xc +Xs, yn = ym + yc + Ys) , (4.12)
fi(x, y) =
NB/2∑
n=0
(xn = −xm + xc +Xi, yn = −ym + yc + Yi) , (4.13)
where Xs,i and Ys,i are offsets in pixels in the x and y directions that determine the
positions of the type-II signal and idler beams within the frame, as well as their
separation. A representation of the modelled detection of type-II downconversion is
shown in Fig. 4.4, in the case of spatial anticorrelated biphotons. Again it is possible
to implement photon-tagging, by adding a tag-number to each signal and idler photon
of a biphoton packet, as shown in Fig. 4.4(b).
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Figure 4.4: Modelled detection of type-II downconverted biphotons in
the far-field. The modelled type-II downconverted signal and idler beams are
detected in separate positions in the far-field of the crystal (a). The positions and
the separation between the detected signal and idler beams are specified by the
Xs,i and Ys,i offsets. The modelled pixel-coordinates of the position anticorrelated
signal and idler photons are highlighted in (b). Each photon of a biphoton packet
is associated with a different tag-number (shown in red).
4.1.3 Modelling the detection of non-collinear, type-I down-
converted biphotons
When considering the image-plane of the crystal where downconverted photons are
born, the transverse intensity distribution of downconverted light is found to match
that of the pump beam, and in most cases, this intensity-envelope can be approx-
imated to a Gaussian. This approximation was applied for example in Eq. 4.5 to
define the xm and ym pixel coordinates of bright-events. However, in the case of
noncollinear phase-matching where the downconverted envelope is not a Gaussian, a
different approach is required. Here I show how it is possible to model the detection
of biphotons for arbitrary intensity profiles. In this example I show how a measured
intensity cross-section of the downconverted beam can be used to accurately model a
sinc-like intensity distribution of the downconverted beam, as detected in the far-field
of a type-I nonlinear crystal, aligned for nearly-collinear downconversion.
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Figure 4.5: Modelled detection of biphotons for a sinc-like intensity
distribution. The workflow used to model the detection of biphotons produced
by a type-I crystal aligned for almost-collinear downconversion is shown. 2,500
frames acquired by an EMCCD camera placed in the far-field of the crystal are
averaged together (a), in order to extract a low-noise intensity cross-section of
the downconverted beam (b). The sinc-like intensity cross-section is normalised
and smoothed by applying a low-pass filter (c). The average of modelled frames
using the measured intensity cross-section is shown in (d). Whereas the non-
linear response of the EMCCD chip causes signal spikes to be seen in the 3D-
representation of the averaged intensity (e), in the case of the modelled frames, the
averaged intensity is free of artefacts (f).
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Firstly, a number of photon-counted frames (2,500 in this case) is acquired to produce
an averaged image of the downconverted beam, as shown in Fig. 4.5(a). Next, an
intensity cross-section along the diagonal is extracted, so as to include the peripheral
lobes of the sinc-like profile, as shown in Fig. 4.5(b). This is used to compute a
smoothed and normalised cross-section, obtained for example by applying a low-pass
filter, as shown in Fig. 4.5. This smoothed cross-section, fmes.(x), is the measured
intensity-profile used in the model to determine the overall intensity distribution of
the bright-events.
In the case of an arbitrary one-dimensional distribution, like for the extracted sinc-
like intensity cross-section, a probabilistic approach can be used to retrieve the x
and y pixel-coordinates of modelled signal and idler photons. Here I show how it is
possible to compute these coordinates in the case of spatially anticorrelated photons.
The pixel-coordinates for a signal photon can be retrieved from the smoothed and
normalised intensity cross-section fmes.(x), by satisfying the following inequality:
fmes.
√(xs − d
2
)2
+
(
ys − d
2
)2 > u(0, 1), (4.14)
where xs = ys = u(0, d) is a pseudo random integer number between 0 and the width
of the frame, and u(0,1) is also a pseudo-random number used to define whether
the chosen combination of x and y coordinates falls within the measured intensity
cross-section. As soon as Eq. 4.14 is satisfied, the x and y coordinates of the partner
idler photon are retrieved simply as follows:
xi = −xs + d+ σc (4.15)
yi = −ys + d+ σc (4.16)
The detection operator Ω is then separately applied to the found signal and idler
coordinates, to account for the total effective QE of the scheme, as discussed in
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section 4.1. Definitions of the other terms appearing in Eq. 4.14 and 4.15 can be found
earlier in the chapter, in section 4.1. It should be noted that the method described
in Eq. 4.14 can be computationally expensive, as many pairs of coordinates may be
wasted while trying to satisfy the inequality. Additionally, even if a satisfactory pair
of coordinates is found, the corresponding event may not be committed to the frame,
according to the outcome of the detection operator.
The average of 2,500 modelled frames generated using the measured intensity cross-
section is shown in Fig. 4.5(d). Due to the non-linear response of some of the pixels of
the EMCCD chip, spikes are noticeable in the averaged frame, as highlighted by the
3D representation in Fig. 4.5(e). These artefacts are missing in the 3D representation
of the modelled frames, shown in Fig. 4.5(f).
4.2 Validation of the model
In this section the accuracy of the model is validated. This is done by comparing
the number of detected biphotons for both modelled and experimentally acquired
frames, retrieved using the properties of the autocorrelation function discussed in
section 2.1.4. The σm, σc, ND, NB, and d parameters of the model (discussed in
section 4.1) are specified to match the experimental counterparts.
More specifically, the number of detected photon-pair events Npe
1 per frame was
computed from acquired frames, for different levels of optical loss, and under con-
stant photon flux conditions (i.e. for the same mean number of detected events per
frame). The proportion of quantum correlated biphotons and uncorrelated biphotons
was changed by placing neutral density filters between the crystal and the detector,
1 Note that Npe is the number of detected biphoton-events or photon-pair events. This value
is different from the number of generated photon-pairs or biphotons Np, discussed in chapter 2
section 2.1.4.
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Figure 4.6: Experimental apparatus to detect spatially anticorrelated
biphotons. A source of 710nm degenerate biphotons was realised by pumping a
BBO crystal cut for degenerate downconversion with a 355nm laser. A half-wave
plate (HWP) was used to tune the intensity of the downconverted beam. Two
dichroic mirrors (D) were used to remove the pump. A 250 mm Fourier lens (L)
was used to access the far-field of the crystal. Multiple datasets consisting of 2,500
frames were acquired for different levels of optical loss, under constant illumina-
tion conditions achieved by balancing the optical loss with a higher intensity of
downconverted light. In this way, the attenuation introduced by various neutral
density filters was compensated by tuning the downconversion efficiency by means
of the HWP. The optical density at 710nm is reported for the different ND filters,
as specified by the manufacturer.
while the mean number of detected photons was maintained, by increasing the inten-
sity of the downconverted beam (achieved by rotating the plane of polarisation of the
pump and thus the downconversion efficiency). The number of quantum correlated
biphotons extracted from the acquired frames under different levels of optical loss
was used to compute the total effective QE, starting from the measured number
of dark events of the detector, the number of detected biphotons, and the average
number of detected events per frame.
The experimental set-up used to capture photon-counted frames of downconverted
biphotons is shown in Fig. 4.6. Details about the experimental set-up used to
produce spatially correlated biphotons by SPDC can be found in chapter 3, sec-
tion 3.2.2. This consisted of a type-I downconversion source (labelled ‘Type I
crystal’), a series of selectable neutral density (ND) filters (introduced between the
source and the detector), and a single-photon sensitive, spatially resolved EMCCD
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camera (Andor ULTRA 897). A 250 mm focal length planoconvex lens, was used to
access the far-field of the crystal. The acquired frames of the far-field of the crystal
were photon-counted by applying a single event-discriminating threshold in analogue
counts, above which the detection of a photon (or a noise event in the case of dark
counts) could be determined. In the first instance (i.e. before analysing the frames
and producing the results shown in section 4.2.4) a threshold was chosen starting
from a statistical analysis of dark-frames [226, 239]. An ad-hoc value was then mea-
sured by analysis of the acquired bright-frames, allowing one to maximise the ability
to detect quantum correlations of the scheme.
4.2.1 Qualitative comparison between modelled and acquired
photon-counted frames
Photon-counted frames of downconverted light in the far-field of a type-I crystal are
shown in Fig. 4.7, as produced by the model and as acquired by the EMCCD camera.
Samples of individual frames are shown in Fig. 4.7(a) and (d), whereas the sum of
250 frames is shown in Fig. 4.7(b) and (e). As visible from the sinc-like intensity dis-
tribution of the frames, the modelled pixel-coordinates of the detected bright-events
were computed using the experimentally measured intensity cross-section discussed in
section 4.1.3. The average cross-correlation for 250 frames is also shown in Fig. 4.7(c)
and (d), highlighting that the square-root of the integral of the correlation function,
√C, is equal to the mean number of events in a frame 2, 〈N〉, as predicted by Fubini’s
theorem in Eq. 2.16.
As can be seen, the model generated frames accurately reproduce the spatial features
of the acquired frames. Moreover, both kinds of data, the modelled and experimental,
display the presence of spatial correlations, as visible in the correlation peaks in the
2 Note that the mean number of detected events 〈N〉 is different from 〈Nt〉, which is the total
number of generated photons.
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Figure 4.7: Qualitative comparison of modelled and acquired frames
showing both noise and downconverted photons, as detected in the far-
field of a type-I nonlinear crystal. Individual photon-counted frames as shown
for modelled (a), and acquired frames (b). The average of 250 such frames is shown
in (b) and (e). The average autocorrelations of 250 frames are shown in (c) and
(f). According to Fubini’s theorem (see Eq. 2.16) the square root of the integral
of the autocorrelation function
√C is the same as the average number of detected
events 〈N〉. Reproduced from [162].
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3D-representations of the averaged correlation functions in Fig. 4.7(c) and (f). The
experimentally measured width of correlations was retrieved by curve-fitting of the
correlation peak visible in Fig. 4.7(f). This value was used in the model to specify
the correlation width of the modelled biphotons. Similarly, the detected number of
dark-events ND and the total number of bright-events NB, were also experimentally
measured and used in the model accordingly. As discussed in section 4.1.3, the
beam waist parameter σm is not used if the overall intensity distribution of the
downconverted beam is determined by an experimentally generated intensity cross-
section.
4.2.2 Quantitative comparison of the number of detected
biphotons for both modelled and acquired frames
The accuracy of the model was further tested by comparing the number of jointly-
detected photon-pair eventsNpe, extracted by computing the integral of the background-
subtracted correlation function for both modelled and acquired frames.
More interestingly, the measurement of Npe was repeated for different levels of extra
optical loss, introduced in the form of ND-filters placed between the crystal and the
detector, as shown in Fig. 4.6. Accordingly, 2,500 frames were acquired for each
ND-filter. It is important to note that the total number of detected events per frame
was kept constant throughout the experiment, by increasing the intensity of the
downconverted light according to the value of optical loss of each ND filter. Under
this constant illumination condition for which the average number of detected events
was maintained, it was still possible to extract the number of detected biphoton -
events, using the properties of the autocorrelation function discussed in section 2.1.4,
Eq. 2.21. The intensity cross-sections of the background-subtracted correlation peaks,
as computed for 2,500 frames and for each ND-filter are shown in Fig. 4.8. The
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Figure 4.8: Background-subtracted correlation peaks. The intensity cross-
sections of temporally subtracted autocorrelation functions are shown for different
values of optical density of ND-filters introduced between the crystal and the EM-
CCD camera. As expected, the number of detected biphotons extracted from the
acquired frames ( Npe)exp., is inversely proportional to optical density. Reproduced
from [162].
background subtraction of the autocorrelation function was performed according to
the method adopted by M. Edgar et al. [4] by subtracting the autocorrelations of
subsequent frames (i.e. by temporal subtraction). Alternatively, it is also possible
to extract the correlation peak of the autocorrelation function by subtracting the
2D-fitted uncorrelated pedestal [241]. As can be seen from the cross-sections shown
in Fig. 4.8, the number of detected biphotons is adversely affected by optical loss. In
fact, as the optical density of the ND-filter is increased, there is a greater probability
of photons being absorbed, resulting in a higher number of ‘broken’ pairs, and thus
single, spatially uncorrelated bright-events.
In addition to the analysis of acquired frames, a new batch of 2,500 modelled frames
was produced for different values of the ηtotal parameter, chosen as to match the
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Table 4.1: Detected biphoton -events for modelled and acquired frames
for different levels of optical loss, and for the same mean total number
of detected events. The nominal values of optical density and percentage trans-
mission at 710nm for the various ND-filters are reported in the first and second
columns. The measured number of photon-pair events for both the modelled data
and the acquired frames are reported in the 3rd and 4th columns. The number
of detected photon-pair events in the absence of extra optical loss was chosen as a
reference, allowing one to estimate the values of neural density for the other filters,
simply by taking the ratio of the reference number of photons-pair events with
the detected number of photon-pair events for each filter. The experimentally
estimated values of optical density are reported in the last column. Adapted
from [162].
ND710nm T710nm (%) (Npe)model (Npe)exp. ODexp.
0.00 100 1608± 24 1612± 19 0.00
0.20 63.1 1015± 14 1083± 20 0.17± 0.01
0.48 33.1 505± 16 527± 24 0.49± 0.02
0.99 10.2 174± 17 172± 30 0.97± 0.08
2.02 0.95 15± 19 21± 12 1.88± 0.28
number of experimentally measured Npe for each ND-filter. The estimated value
of optical density ODexp., together with the computed values of detected biphotons
for modelled ( Npe)model and acquired frames ( Npe)exp., are shown for each neutral
density filter in table 4.1.
The nominal optical density at 710 nm and corresponding percentage-transmission,
as stated by the manufacturer, are listed in the first and second columns, under the
ND710nm and T710nm (%) headers respectively. The experimentally estimated OD
values ODexp. were computed according to:
ODexp. = −log
(
(Npe)
ND 6=0
(exp.)
(Npe)ND=0(exp.)
)
, (4.17)
where (Npe)
ND=0
(exp.) is the number of detected photon-pair events in the absence of extra
optical loss (i.e. for ND=0), and (Npe)
ND 6=0
(exp.) is the number of detected photon-pair
events in the presence of extra optical loss (i.e. for ND 6= 0). As an example, the OD
value for ND=2.02 was found using Eq. 4.17 according to: ODexp.(for ND=2.02) =
−log ( 21
1612
)
= 1.88.
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Figure 4.9: Detected biphoton -events for different values of optical
loss. The number of detected photon-pair events computed from the integral of
the background-subtracted correlation peaks for acquired (Npe)exp. (red-series) and
modelled frames (Npe)model (green-series), is shown for different levels of optical loss
achieved by increasing levels of optical density introduced between the crystal and
the EMCCD camera. The fact that the number of detected photon-pair events
decreases in spite of a constant number of detected events 〈N〉exp., is the key result
of the property of the autocorrelation function discussed in section 2.1.4. Both
green and red series are shown on a logarithmic scale.
The results reported in table 4.1 are plotted in Fig. 4.9, together with the average
number of experimentally detected events per frame 〈N〉exp. measured from acquired
frames.
4.2.3 Jointly-detected biphoton events: binary detection
VS. photon-number resolved detection
At present, true photon-number resolved detection remains a challenge, with the QE
of the detector elements playing a crucial role in the ability to resolve more than a
few photons [245], since the probability of detecting the nth photon P (nth) decreases
rapidly according to P (nth) = (QE)
nth , and so does the quality of the photon-number
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measurement. In the case of EMCCD cameras the difficulty of photon-number re-
solved detection in the presence of stochastic amplification was highlighted in the
works by A. G. Basden et al [246] and E. Lantz et al. [239].
While photon-number resolved detection remains an experimental challenge, it is
possible to achieve this goal with a model. Here I investigate the effects of binary
detection on the number of detected biphotons, using the photon-number resolved
extension of the model discussed in section 4.1.1. Specifically I show how the num-
ber of detected biphoton -events (and thus the total effective QE of the scheme) is
adversely affected by an increasing number of detected bright-events (expressed in
events per pixel per frame). Accordingly, modelled frames were produced using the
experimentally computed parameters identified in the previous section, to investigate
the role of the level of illumination on the number of detected biphoton -events, in
the case of binary and photon-number resolved detection. The results are shown in
Fig. 4.10. The number of events per pixel per frame associated with the different
light-levels was computed within the lateral extent of the modelled beam (σm ≈ 142
pixels), where the majority of events are detected. The grey-series in Fig. 4.10 repre-
sents the designed number of generated biphotons, as specified in the corresponding
parameter of the model, whereas the green-series represents the photon-number re-
solved detection of biphoton -events, measured using Eq. 2.21. The yellow series
represents the photon-counted (i.e. binary) detection of biphoton -events, for which
at most one event is counted for each bright pixel, regardless of the actual number of
detected photon -events per pixel. The difference in the number of detected events
between the binary and photon-number resolved detection schemes highlights the
loss of photons associated with binary detection in the light-intense regime. This
is due to the an increasing probability of coincident detection, for which more than
one photon -event ‘lands’ on the same detector-element within one exposure time,
resulting in the loss of all but one event. This effect is exacerbated in the case of
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Figure 4.10: Comparison in the number of detected biphoton -events for
binary- and photon-number resolved detection strategies. The number of
detected biphoton -events Npe was modelled in the case of binary detection (yellow-
series) and photon-number resolved detection (green-series). Both numbers were
extracted from the background-subtracted cross-correlation function, by computing
the integral of the correlation peak. The actual number of generated biphotons, as
defined by the corresponding parameter of the model, is shown in the grey-series.
The level of illumination was defined in terms of the total number of detected
events per pixel per frame, as detected at the centre of the beam, within a circular
ROI of radius=σm ≈ 142 pixels. 2,500 modelled frames were produced for each
level of illumination. Reproduced from [162].
many events per pixel per frame, which correspond to high-levels of illumination.
In spite of these challenges, it can be seen that the model is able to accurately
reproduce the photon-number detection of biphoton -events, as shown by the grey-
and green-series in Fig. 4.10, by keeping track of coincident detections and thus
producing photon-number resolved frames.
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4.2.4 Optimised detection of quantum correlations
In this section I show how the ability to accurately measure the number of detected
biphotons can be used to optimise the performance of a quantum-enabled scheme.
For instance, I show here how even the choice of the event-discriminating threshold
for an EMCCD camera can be guided by this quantity. Similarly, other experimental
parameters can also be optimised using the number of detected biphoton -events as a
metric. The validity of this metric is justified since the number of detected biphoton
-events is linked to the total effective QE of the detection scheme.
The total effective QE can be useful to characterise the overall efficiency of a quantum
imaging or sensing scheme. Unlike QE, ηtotal includes both the optical losses of the
detection channel (which can be found by multiplying the individual QE of the optical
components) and also the overall losses associated with the detector operated in a
certain acquisition mode, as defined below [169]:
ηtotal = ηoptical × ηEMCCD (4.18)
The QE of the detector ηEMCCD, in turn comprises the QE of the optical window
placed before the sensor, the wavelength and temperature dependent response of the
camera-chip (which is found to decrease in the case of deep-cooling of the sensor),
and importantly the extra losses introduced by operating the camera in the photon-
counting regime (i.e. by applying a single event-discriminating threshold in analogue
counts, above which the signal of a pixel is considered to represent the detection of
a photon) [241].
Intuitively, the total effective QE ηtotal can be defined as the ratio between the mean
number of spatially correlated events 〈Nc〉, and the total number of events in a frame,
ηtotal = 〈Nc〉 / 〈N〉, where the total number of events is the sum of both spatially cor-
related and uncorrelated events. In the case of a real detector affected by noise
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and losses, the spatially uncorrelated events include two contributions: one due to
partially detected photon-pairs and spurious single-photons Nu, and one from the
detector’s dark-events ND.
Thus, the mean number of events 〈N〉 can be expressed as follows:
〈N〉 = 〈Nc〉+ 〈Nu〉+ 〈ND〉 (4.19)
=
2 〈Npe〉
ηtotal
+ 〈ND〉 , (4.20)
where the sum of correlated and uncorrelated bright-events has been substituted
according to 〈Nc〉 + 〈Nu〉 = 2 〈Npe〉 /ηtotal and for 0 < ηtotal 6 1 3. Note that 〈Npe〉
is the mean number of biphoton-events, which depends on the number of biphotons
generated by the SPDC source 〈Np〉. Thus 2 〈Npe〉 is the mean number of detected
bright-events. Equation 4.20 states that if the number of detected events 〈N〉 is
to be kept the same and extra optical loss is inserted in the detection channel (for
example by introducing an ND filter before the detector), then the intensity level of
the SPDC light-source needs to be increased. The addition of optical loss corresponds
to decreasing ηtotal, whereas making the SPDC light-source brighter corresponds to
increasing the number of generated biphotons 〈Np〉 and thus the number of detected
photon-pair events 〈Npe〉.
A diagram showing photon-pair generation and detection, as well as a summary of
the definitions used in this chapter is provided in Fig. 4.11. Given a non-perfect total
effective QE introduced by the losses of the optical system and the detector, starting
from a number of generated photon-pairs Np, a lower number of detected photon-pair
events Npe is found in a photon-counted frame
4. The sum of the detected biphoton-
events and partial biphoton-events makes up all of the detected bright-events NB.
3 This condition implies a non-zero probability of bright events.
4 Note that in this context photon-pairs and biphotons are used interchangeably.
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Figure 4.11: Summary of definitions for pair-production and detec-
tion. Pair-production occurs at the biphotons source, where Np photon-pairs are
generated, equal to 2Np photons. The combination of an optical system and of
a detector introduces losses which determine the ηtotal of the detection scheme.
Detected photon-pair events Npe are shown in blue, the detector’s dark-events ND
are shown in yellow, and partially detected photon-pairs are shown in red.
The detected biphoton-events constitute the detected spatially-correlated events Nc,
whereas the sum of the partially-detected biphoton-events and of the detector’s dark-
events ND makes up the detected uncorrelated-events Nu. Finally, the total number
of detected events N is made up by the sum of all events.
By re-arranging Eq. 4.20 one can find the following definition for ηtotal, in terms of
experimentally measurable parameters:
ηtotal =
2 〈Npe〉
〈N〉 − 〈ND〉 . (4.21)
It is possible to use the definition of ηtotal to maximise the detection of quantum
correlations, and so optimise the performance of a quantum-enabled scheme. In
Fig. 4.12 I use this method to optimise the choice of the photon-counting threshold
for the EMCCD camera, based on acquired bright-frames of the downconverted beam.
It can be seen that, in the case of the used Andor ULTRA 897 EMCCD camera, the
total effective QE reaches a well-defined 31% maximum value. This corresponds to
a threshold T=208 analogue counts, for which the terms in Eq. 4.21 were measured
as follows: 〈Npe〉 = 1612, 〈N〉 = 12240, and 〈ND〉 = 1985.
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Figure 4.12: Optimal detection of quantum correlations based on the
measured number of detected biphoton -events: optimisation of the
photon-counting threshold. The detection of quantum correlations can be
optimised by computing the ηtotal of the detection scheme, from experimentally
measured quantities such as the number of detected biphoton -events, the de-
tected dark-events, and the total number of detected events, as defined in Eq. 4.21.
Accordingly, the optimal photon-counting threshold for the Andor ULTRA 897
EMCCD camera was found to be T = 208 (red-dotted line), corresponding to a
well-defined maximum efficiency ηtotal = 31%. Reproduced from [162].
4.3 Conclusion
In this chapter I have discussed the detection of quantum correlated biphotons pro-
duced by a nonlinear crystal using a photon-counting EMCCD camera.
The properties of the autocorrelation function discussed in chapter 2, section 2.1.4
were used to generate photon-counted frames like those acquired by an EMCCD
camera illuminated by SPDC light. Extensions to the model to accurately reproduce
position- momentum-correlations, type-II downconversion, non-collinear downcon-
version, photon-number resolved detection and photon-tagged detection, were also
discussed. The validity of the model was then confirmed by both qualitative and
quantitative comparison of the synthetic frames with those acquired by an EMCCD
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placed in the far-field of a type-I nonlinear crystal, arranged for collinear and wave-
length degenerate downconversion. Additionally, an experiment involving the mea-
surement of the number of detected biphotons, for different levels of optical loss
introduced between the crystal and the EMCCD camera, and under constant illumi-
nation, was investigated. Finally the optimal detection of quantum correlation aided
by the measured total effective QE was shown, providing the example of the optimal
choice of the photon-counting threshold for the EMCCD camera, based on acquired
bright-frames of type-I downconverted light.
The simplicity of this model makes it a useful tool in the design and testing of
quantum imaging and sensing schemes, since the complexity of the quantum system
is reduced to a deterministic collection of detected pixel-coordinates, which can be
tuned to a specific experiment by inputting easily measurable parameters of the
light-source and detector.
Both experiments discussed in the later chapters take advantage of the model here
presented, to explore the solution space of complex problems, for which the choice
of certain experimental parameters (reproduced in the model) have a considerable
effect on the performance of the corresponding quantum-enabled sensing or imaging
scheme.
Chapter 5
Sub-shot-noise shadow-sensing
with quantum correlations
In this chapter I discuss the experimental investigation that allowed to demonstrate
the sub-shot-noise performance of the quantum-enhanced shadow-sensing scheme.
The quantum enhancement of this scheme relies on the quantum correlated spatial
fluctuations of downconverted photons, in this case produced by a type-I nonlinear
crystal and detected in the far-field of the crystal, to achieve sub-shot-noise precision
in the estimation of the position of a shadow cast by a fully opaque object, operating
at the single-photon level.
More specifically, the scheme employs an EMCCD camera as a split-detector, by
integrating the detected signals over the two halves of the camera chip. The spatially-
resolved detection of the EMCCD camera is also used to characterise the downcon-
verted source, enabling the optimal detection of quantum correlations. A quantitative
estimation of the quantum advantage is performed by comparing the noise reduction
of the scheme measured with spatially anticorrelated light and spatially uncorrelated
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light. The latter is obtained simply by introducing an ND filter between the nonlinear
crystal and the detector, thus ensuring a fair comparison.
The noise-suppression of the scheme is found to be limited by optical losses, which
affect the ability to jointly-detect the signal and idler photons of a biphoton packet,
giving rise to uncorrelated noise.
5.1 Theoretical description
In this section I discuss the parameters used to quantify the achieved quantum-noise-
reduction associated with the optical measurement of the position of a shadow, by
means of a position estimator ∆x and the degree of correlation (DOC).
5.1.1 The position estimator
The split-detection scheme on which the quantum-enhanced shadow sensor is based
is schematically represented in Fig. 5.1, in which the width of the shadow wshadow,
size of the ROI wROI, and relative displacement of the shadow from the centre of the
ROI ∆x, are defined. It can also be seen that the ROI within which the shadow-
sensor scheme is designed to operate is located at the centre of the field of view of
the camera, where the downconverted beam (labelled as ‘light beam’ in the figure)
is detected.
The ∆x parameter is the position estimator, which in the case of uniform detected
illumination within the ROI, can be defined as follows:
∆x =
A−B
〈A+B〉 · l =
A−B
〈N〉 · l, (5.1)
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Figure 5.1: Representation of the position estimator ∆x. The position
estimator ∆x corresponds to the relative displacement of the shadow and is com-
puted from the sum of the left and right halves of the ROI , A and B, highlighted in
the diagram in green and blue respectively. This estimator is linked to the chosen
width of the ROI (wROI) and the width of the shadow (wshadow). Adapted from [9].
where A and B are the summed number of photons over the two- halves of the
split-detector highlighted in green and blue respectively in Fig. 5.1), defined by
partitioning in half the square ROI; l is the maximum unobstructed extent of the
ROI, defined as l = (wROI − wshadow)/2; wROI is the width of the ROI; wshadow is the
detected width of the shadow; N is the total number of detected photons, such that
A + B = N and 〈N〉 = 〈A〉 + 〈B〉, with 〈 〉 indicating a temporally averaged value
over a number of frames. Finally, the dimensions ∆x, l, wROI, and wshadow are to be
intended as measured in the plane of the EMCCD camera.
It should be noted that the position estimator defined in Eq. 5.1 is only valid for
−wshadow
2
≤ ∆x ≤ wshadow
2
, under which condition the shadow does not fall entirely
on either half of the split-detector. This is evident in the full-characterisation of ∆x
shown later in Fig. 5.10, in which the sin-like response of ∆x is revealed.
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5.1.2 Quantification of quantum noise reduction using the
degree of correlation
As stated in Eq. 5.1 the estimation of the position of the shadow depends upon the
value of (A − B). It is possible to express the noise statistics associated with the
position of the shadow using the same quantity.
In the case of a coherent state, used as the benchmark representing the SNL [43],
the classically best achievable uncertainty expressed in terms of the photon-number
difference (A−B) is given by1:
〈
∆ (A−B)2〉 = 〈A〉+ 〈B〉 , (5.2)
where the left-hand side represents the variance of the residual difference of the
detected events over the two halves of the split-detector, and the right-hand side
represents the mean total number of detected events, i.e. 〈N〉.
The degree of correlation σDOC or quantum noise reduction factor is then used to
quantify the noise-reduction of the shadow-sensing scheme below the SNL, in terms
of the number of detected events as follows:
σDOC ≡ Var(A−B)〈A+B〉 < 1, (5.3)
where the Var( ) notation is used to indicate the variance of detected events over mul-
tiple frames. The definition of σDOC as the photon-number difference normalised
to the mean number of detected photons is only valid for a low-gain downconversion
regime, in which stimulated emission is effectively absent [54]. This regime is com-
patible to the one used in the experimental demonstration reported in this chapter.
1 Note that in the context of direct detection of signal and idler twin-beams, the condition for
quantum noise reduction, i.e. for photon-number fluctuations below the SNL, is defined by O. Aytu¨r
et al. as:
〈
∆ (nˆ1 − nˆ2)2
〉
< 〈nˆ1〉+ 〈nˆ2〉 [43], where nˆ is the photon-number operator.
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An expression for σDOC in the case of high-gain can be found in the work by O. Aytu¨r
et al. [43].
The DOC can also be expressed in terms of the total effective QE, as follows [47, 49,
51, 247, 248]:
ηtotal ≡ 1− (σDOC)max. (5.4)
A definition of the total effective QE, ηtotal, can be found in chapter 4, section 4.2.4.
The link between noise-performance and the total effective QE is not surprising,
since optical losses limit the ability to detect quantum correlations, thus increasing
the noise contribution due to spatially uncorrelated events, due to a smaller number
of jointly-detected photon-pairs.
5.2 Experimental realisation
A representation of the experimental realisation of this scheme is shown in Fig. 5.2 (a),
together with a ray-diagram, shown in (b). Details about the experimental set-up
used to produce spatially correlated biphotons by SPDC can be found in chapter 3,
section 3.2.2.
Two ND-filters (NDpump=NDSPDC=2.0 optical density) were used to switch the spa-
tial properties of the downconverted field from spatially correlated to spatially un-
correlated.
A 200 mm lens was used to access the far-field of the nonlinear crystal, where a
shadow-casting object was scanned transversely to optical-axis. This consisted of a
stretched tinned-wire (≈ 0.6 mm diameter) mounted on a high-precision motorised
linear-stage (Newport, ESP300 controller, UE16CC motor), shown in Fig. 5.3. In
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Figure 5.2: Experimental realisation of the sub-shot-noise shadow sens-
ing scheme and ray-diagram representation. The optics used to access
the far-field of the nonlinear crystal (BBO type-I) consisted of a 200 mm Fourier
lens (L1) and a 50 mm relay lens (L2). L1 was placed one focal length away
(i.e. 200 mm) from the nonlinear crystal, leaving another focal length distance
before the shadow-casting object (stretched wire). This shadow-casting wire was
re-imaged onto the plane of the EMCCD camera by L2, placed two focal lengths
away from the wire and from the plane of the camera (i.e. in a 4-f) configuration.
Two neutral-density filters (NDpump and NDSPDC) could be switched alternatively
either before or after the nonlinear crystal (as represented by the two curved ar-
rows), allowing one to change the illumination from spatially anticorrelated to
uncorrelated photons. Adapted from [7].
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Figure 5.3: Motorised linear stage holding the shadow-casting stretched-
wire. The position of the shadow was programmatically controlled using a mo-
torised linear stage, interfaced to a PC. The direction of the shadow with respect to
a row of pixels of the EMCCD camera was adjusted using an angular micrometer
(labelled ‘Tilt adjustment’), thus rotating the stretched-wire (labelled ‘Flag’).
order to ensure a symmetric detection of events over the two halves of the split-
detector, the direction of the shadow-casting wire was adjusted by means of a manual
rotational stage, such that its edges were aligned with the pixel-rows of the EMCCD
camera.
Both the shadow-casting wire and the anticorrelated photon-pairs located in the far-
field of the crystal were re-imaged onto the plane of the EMCCD camera (Andor,
ULTRA 888), using a 50 mm lens placed 100 mm away from both the scanning-wire
and the EMCCD camera in a 4f imaging configuration. The EMCCD camera was
operated in the photon-counting regime, by applying a single photon-discriminating
threshold T chosen from the analysis of the noise-statistics of dark-frames, according
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to [226, 230, 239, 249]:
T ≥ 2 SDreadout + µreadout = 520 analogue counts, (5.5)
where SDreadout and µreadout are the standard deviation and the mean of the electronic
readout noise of the EMCCD camera, measured in ADC counts. According to this
experimental set-up, the shadow-sensing scheme was designed to operate at a very
low-light level, with at most one photon detected per pixel per frame.
5.3 Results
In this section I first show preliminary characterisation results that were carried out
to find the noise-performance of the detector and of the employed SPDC light-source.
Then I discuss the investigation used to find the optimal level of illumination and
phase-matching condition, which resulted in the best sub-shot-noise performance.
Lastly the sub-shot-noise performance of the shadow-sensor is experimentally demon-
strated by means of the measured DOC for a full range of positions of the scanning
wire, allowing one to also compute the position estimator ∆x and the resulting
improvement in position estimation.
5.3.1 Noise performance of the detector
The noise performance of the detector can be a determining factor of whether or not
the split-detector can reach (and hopefully beat) the SNL. For this reason, the first
experimental measurement involved the characterisation of the noise of the detector,
measured in terms of σDOC, as computed over the two halves of a ROI defined on the
plane of the EMCCD camera. The chosen square ROI was centred on the frame and
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measured 176×176 pixels2, resulting in the two halves A and B of the split-detector
measuring 88× 176 pixels2.
Accordingly, the 500 chunks of 50-frame each were acquired and used to compute the
normalised variance of both the sum and the difference of the integrated signals A
and B, indicated by σ+ and σDOC respectively. It should be noted that in case of
randomly distributed noise the following relation should hold true:
Var(A+B)
〈N〉 =
Var(A−B)
〈N〉 . (5.6)
Both quantities (σ+ and σDOC) are shown in Fig. 5.4 in the case of horizontal (a) and
vertical (b) orientations of the split-detector with respect to the readout direction
of the EMCCD camera. The running averages and the overall average values are
also shown. As can be seen from the summed images reported on the left of
Fig. 5.4(a) and (b), the distribution of dark-events is not uniform, but it appears to
pile-up toward the readout register. This is in accordance to the presence of charge-
smearing which affects EMCCD cameras, especially for fast vertical and horizontal
readout clocks [4, 230]. Moreover, streaks of hot-pixels are also visible, caused by
uneven response of the camera chip. Regardless of the presence of these artefacts,
the dark-frames were acquired using the optimal acquisition settings in terms of QE
and dark-noise.
As shown by the variance of the normalised sum of signals (orange-series) the EMCCD
camera does not operate at the SNL, and is therefore affected by excess-noise. This
quantity (measured to be 1.30) is unaffected by the chosen orientation of the split-
detector and is 30% worse than the SNL. Interestingly, the normalised variance of the
difference of signals (green-series, corresponding to the DOC), appears to approach
the SNL in case of a vertical orientation of the split-detector. This phenomenon can
be understood by considering the following. From the point of view of the statistics
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Figure 5.4: Quantification of noise of the detector. The normalised vari-
ance of the sum and difference of the integrated dark events over the two halves of
the split-detector (A and B, arranged as shown in the summed images on the left)
are plotted for 5,000 frames, together with their running averages for a horizontal
(a) and vertical (b) orientation of the split-detection, with respect to the readout
direction of the EMCCD. In the case of a horizontal orientation (a), the degree of
correlation (green-series) exhibits the presence of excess noise. If using this orien-
tation, it would be more challenging to achieve sub-shot-noise shadow sensing, due
to the noise contribution of the detector. In the case of a vertical orientation (b),
the degree of correlation (green-series) is close to the shot-noise-limit. The evi-
dent directional nature of the dark-events distribution along the readout direction,
which becomes evident when many frames are added together, is due to charge
smearing.
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of detected dark-events, charge smearing is responsible for a correlation, since it is
a directional phenomenon, and this correlation can affect the measured DOC (since
DOC is a measure of the degree of correlation). This effect is maximised if the
orientation of the split-detector is vertical, for which the correlation due to charge
smearing affects both signals (A and B) the most. Accordingly, whereas in the case
of a horizontal orientation the measured σDOC is 15% worse than the SNL, in the
case of a vertical orientation, the measured σDOC is only 3% worse than the SNL.
The correlation due to charge-smearing was capitalised on, and the orientation of
the split-detector with respect to the readout direction of the EMCCD was set to be
vertical for all subsequent measurements, allowing one to operate the detector very
close to the SNL.
5.3.2 Noise performance of the light-source
The second important characterisation for the noise-performance of the split-detector
involved the photon-number fluctuations of the light-source. The noise-performance
of the light-source was characterised choosing the spatially uncorrelated configuration
of the system (NDpump flipped-out and NDSPDC flipped-in, as discussed in section 5.2)
and by measuring the normalised variance of both the sum and difference of detected
events. By choosing the spatially uncorrelated light-source it was possible to com-
pare measured σ+ with that computed from the dark-frames of the detector. The
results are shown in Fig. 5.5. The values for σ+ and σDOC, which represent the noise
performance of the detector and light-source of the shadow-sensor, are summarised
in table 5.1:
It is possible to use the combined noise statistics of the light-source and detector
(generated by analysing bright-frames of uncorrelated light) to compute by how much
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Figure 5.5: Quantification of noise of the spatially uncorrelated light-
source. The normalised variance of the sum and difference of signals A and B
are plotted for 5,000 frames, acquired by illuminating the EMCCD camera with
spatially uncorrelated light, in the case of a vertical orientation of the split-detector
with respect to the readout direction. Both data series indicate the combined noise
due to the laser and the detector, which is found to exceed the SNL.
Table 5.1: Summary of the noise-performance of the shadow-sensor. The
normalised variance of the sum and difference of signals A and B measured from
5,000 dark-frames and spatially uncorrelated bright-frames are reported, together
with the corresponding standard errors.
σ+ =
Var(A+B)
〈N〉 σDOC =
Var(A−B)
〈N〉
Detector (dark-frames) 1.30± 0.03 1.03± 0.01
Laser (uncorrelated light) 1.96± 0.09 1.10± 0.03
Total 2.26± 0.06 1.13± 0.02
the noise-performance of the detector, source, and their combination is worse than
the SNL. These quantities are summarised in table 5.2.
Thus, the total excess-noise of the shadow-sensor (comprising the excess noise of the
laser and of the detector) is 13% worse than the SNL. This means that in order for the
quantum-enhanced shadow-sensor to be able to reach the SNL, the noise-reduction
due to the detected quantum correlations needs to be at least 13%. In section 5.3
I will show that not only the quantum shadow sensor is able to compensate for the
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Table 5.2: Summary of the excess-noise contributions of the shadow-
sensor. The percentage by which the measured excess-noise is worse than the
SNL are reported, together with their standard errors.
Excess noise (σ+) Excess noise (σDOC)
Detector (dark-frames) 30%±3% 3%±1%
Laser (uncorrelated light) 96%±9% 10%±3%
Total 126%±6% 13%±2%
total excess noise of the light-source and of the detector, but that its noise-reduction,
enabled by a strong detection of quantum correlations, allows to achieve sub-shot-
noise performance.
5.3.3 Fine-tuning of the detection of quantum correlations
The optimal detection efficiency of EMCCD cameras employed in the photon-counting
regime is dependent on the number of detected events per pixel per frame [239, 249].
This quantity is also responsible for the achievable level of noise suppression, since
it directly affects the proportion of detected spatially anticorrelated biphotons and
spatially uncorrelated photons.
In order to find the optimal light-level, the DOC was measured in the absence of
the shadow-casting object (i.e. with the unobstructed downconverted beam) and
the light-level of the downconversion was progressively increased. The upper limit
for the number of bright events per pixel per frame was chosen so as to ensure the
validity of the employed photon-counting strategy consisting of a single discriminating
threshold, thus without exceeding 0.5 events per pixel per frame [231]. The measured
DOC for both spatially anticorrelated and uncorrelated light is shown in Fig. 5.6.
The computed σDOC values were corrected in regard to the probability of coincident
detection of more than one event per pixel per exposure [49]:
σDOC =
(σDOC)biased
1− fill-fraction , (5.7)
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Figure 5.6: The degree of correlation for the unobstructed beam as a
function of light-level. The measured normalised variance of (A−B) is plotted
as a function of the number of detected events per pixel per frame, for a range of
intensities of the downconversion source, for anticorrelated (blue) and uncorrelated
(red) light. The solid data-series represent σDOC without the correction necessary
to compensate the loss in detection due to the binary nature of detection, which
becomes more prominent for high levels of illumination (i.e. when coincident de-
tection of more than one photon per pixel per exposure becomes more likely). The
corrected curves (red- and blue-dashed) highlight an optimal light-level for the
measured σDOC, occurring at ≈ 0.15 event per pixel per frame.
where σDOC)biased corresponds to the biased values shown by the dotted-series in
Fig. 5.6, and the fill-fraction is the number of detected events per pixel per frame.
This correction is necessary to account for the losses associated with the binary
detection of photons, which occur when a photon-counting strategy based on a single
photon-discriminating threshold is employed. The corrected values are shown by the
red- and blue-series in Fig. 5.6, for uncorrelated and anticorrelated light respectively.
Given the results of this characterisation, the light-level of the the quantum-enhanced
shadow sensor was set so as to guarantee the optimal 0.15 events per pixel per frame
fill- fraction. Additionally, the phase-matching of the nonlinear crystal was tuned
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by slightly tilting the crystal away from its collinear position, achieving an almost-
collinear phase-matching, thus increasing the transverse momentum component of
the photon-pairs. As a result of this fine tuning, the sinc-like intensity profile of
the downconverted beam (as detected in the far-field) was modified to nearly flat-top
intensity profile, ensuring the optimal detection of correlated photons. The measured
intensity profile is shown in Fig. 5.7. The so created uniform-intensity portion of the
Figure 5.7: Summed image over 5,000 frames and intensity cross-
sections. The summed intensity over 5,000 frames is shown, together with an
intensity cross-section (averaged over 10 lines of pixels). The cross-section re-
veals the nearly-flat intensity-profile of the downconverted beam, achieved by tun-
ing the angle of incidence of the UV pump on the crystal to an almost-collinear
phase-matching. The chosen ROI (176×176 pixel2)ensures that the stretched-wire
is scanned over a nearly constant intensity-profile portion of the downconverted
beam.
beam was used to define a ROI (wROI = 176 × 176 pixels or 2.29 mm × 2.29 mm,
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for the 13µm pixel-pitch of the EMCCD camera) within which the split-detection
scheme was operated.
Under these optimised experimental conditions the ability to detect a large num-
ber of anticorrelated biphotons was confirmed by computing the single-frame cross-
correlation, revealing a promising signal-to-noise ratio of 4.34 [241, 249]. The corre-
lation peak of spatially anticorrelated photon-pairs detected in the momentum plane
of the crystal are shown in Fig. 5.8.
Figure 5.8: Experimental evidence of strong anticorrelation of photon-
pairs as detected in the far-field of the downconversion crystal. The
correlation of a single frame detected by our EMCCD camera is shown. The whole
optical channel was optimised to minimise losses, resulting in a strong single-frame
correlation peak (SNR = 4.34) at 0.15 events per pixel per frame. The SNR is
computed considering the height of the correlation peak with respect to the noise
of the Gaussian pedestal. Reproduced from [9].
Moreover, the σDOC for the unobstructed beam was also experimentally measured,
as shown in Fig. 5.9. As observed from the distributions of σDOC, the ability of
the system to achieve sub-shot-noise performance is demonstrated in the absence of
a shadow-casting object for anticorrelated light (blue-series), in spite of the noise
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Figure 5.9: Optimisation of the noise-suppression of the split-detection
scheme. The maximum achievable noise-suppression achieved by careful tuning
of the experimental parameters results in an improved detection efficiency or total
effective QE. This quantity can be experimentally measured by the closely related
degree-of-correlation, σDOC, here computed by running the split-detection scheme
in the absence of a shadow-casting object. This condition corresponds to the
highest number of jointly-detectable spatially anticorrelated photon-pairs. Each
point is computed for 50-frame (‘chunks’) of data, thus over 50 measurements.
The shot-noise benchmark is highlighted by the black solid-line. As can be
seen, the noise performance of the split-detection scheme achieved using spatially
anticorrelated photons is better than both that of its classical counterpart (red-
series) and the shot-noise-limit. The average number of detected events (dark- and
bright-events) for each measured chunk of data is shown on the x-axis. Reproduced
from [9].
baseline of the system (i.e. the combined noise of the laser and EMCCD camera)
being worse than the SNL (red-series).
The mean σDOC was calculated to be 0.73 and used to compute the total effective
QE of the system, according to Eq. 5.4, as follows:
ηtotal = 1− 0.73 = 27%. (5.8)
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It should be noted that using the degree-of-correlation to compute the ηtotal can
return a conservative value, degraded by the uncorrelated contribution of the noise
of the detector and possible spurious signals (such as fluorescent photons generated
by the interaction of the UV-pump with optical surfaces or accidental stray light).
5.3.4 Characterisation of the position estimator ∆x
Having optimised the detection of anticorrelated photons, the response of the system
was characterised by scanning the shadow-casting wire across the ROI and measuring
the mean of the normalised fluctuations of the detected signals (A−B), as shown in
Fig. 5.10. This quantity is linked to the noise associated with the position estimator,
as defined in Eq. 5.1. The central range of positions of the scanning wire, delimited
by the two vertical dotted-lines in Fig. 5.10, ensures an unambiguous estimation of
the position of the shadow, whereas outside this range the response of the position
estimator becomes non-linear, due to part of the shadow falling outside of the split-
detector. Each data-point was computed over 2,500 frames and the shaded-error bars
were chosen to display a four-standard-deviation uncertainty.
The range of positions highlighted in yellow is used in Fig. 5.11 to plot the frame-
to-frame fluctuations of the position estimator. As can be seen, the photon-number
fluctuations are greater in the case of uncorrelated light, meaning the the sensitivity
in the position estimation of the shadow is improved in the case of anticorrelated
light.
5.3.5 Characterisation of the degree-of-correlation σ
The full characterisation of the noise performance of the system is shown in Fig. 5.12
as a function of the position of the shadow-casting wire. It should be noted that
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Figure 5.10: Characterisation of the position estimator ∆x. The position
of the shadow-casting wire can be estimated using the known physical parameters
of the shadow-sensor (the width of the chosen ROI and of the detected shadow) and
the summed number of photons as detected over the two halves of the split-detector,
as shown in Eq. 5.1. Each data-point represents the mean of the normalised residual
difference, computed over 2,500 frames at each position of the scanning-wire. The
uncertainty associated with the position estimator is highlighted by the shaded
error-bars (here chosen to represent four-times the standard deviation, SD). The
vertical dotted-lines show the useful range over which the position estimator returns
unambiguous results. The frame-to-frame fluctuations in the position estimator for
the interval highlighted in yellow are shown in Fig. 5.11. Reproduced from [9].
the results shown here include the fill- fraction correction in events per pixel per
frame explained in Eq. 5.7. In the case of anticorrelated light (blue-series) the noise
performance appears to better than the SNL over all positions of the wire. Conversely,
in the case of uncorrelated illumination, the noise performance is worse than the SNL.
The fact that the system is able to beat the SNL in spite of the excess-noise of the
laser and detector is testament of the presence of strong quantum correlations [52].
The noise suppression achieved by the shadow sensor depends on the position of the
shadow-casting wire. On closer inspection it is possible to identify five key-positions
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Figure 5.11: Frame-to-frame fluctuations of the position estimator ∆x.
The normalised residual difference of the events detected over the two halves of
the split-detector (A and B) are shown for individual frames, over the three cen-
tral positions of the shadow-casting wire (as highlighted by the yellow interval in
Fig. 5.10. The frame-to-frame fluctuations for spatially anticorrelated light are
reduced (blue-series). Noise-suppression is achieved by subtracting the detected
correlated signals, since the fluctuations in the number of detected photons over A
and B are correlated. Reproduced from [9].
of the wire, as highlighted by the series of summed frames, labelled (a) to (e), shown
at the top of Fig 5.12. The red-dotted box shows the ROI within which the split-
detection is operated and the white, vertical dotted-line defines the two halves of
the split-detector, over which signals A and B are measured. The noise suppression
is maximum for the unobstructed beam (a). As soon as the shadow cast by the
wire starts falling within the ROI the noise suppression is affected. The quantum
advantage is minimum when the full extent of the shadow falls within either half
of the split-detector (b), since a maximum number of photon-pairs are intercepted
generating uncorrelated events. The noise suppression is restored when the shadow
falls exactly at the centre of the split-detector (c), since in this position an equal
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Figure 5.12: Characterisation of the noise-performance of the shadow-
sensing scheme using the degree of correlation for different positions of
the scanning wire. The noise-performance is measured both for spatially anti-
correlated and spatially uncorrelated light, over a full-scan of the shadow-casting
wire through the chosen 176 × 176 pixel2 ROI, by changing the position of the
wire at steps of 10 pixels each time. Each point is computed over 2, 500 frames
and the uncertainty in this result is shown by the shaded error-bars in terms of
the standard error of the standard deviation (i.e. the mean of the standard devi-
ations of σ divided by the root of the number of 50-frame ‘chunks’ contained in
each 2,500 frames data point. It can be seen that in the case of anticorrelated
illumination (blue-series), the noise is reduced below both the classical-equivalent
scheme (red-series) and the shot-noise-limit (black-series). The noise-reduction of
the quantum-enabled shadow sensing scheme varies according to the position of
the shadow with respect to the two halves of the split-detector, as defined by the
chosen ROI (shown by the red-dashed box). The computed noise-reduction for
the 5 positions (a-e) depends on the number of jointly-detected photon-pairs. This
number changes with the position of the shadow, since the detected photons are
spatially anticorrelated in the plane of the EMCCD camera. The detected posi-
tion of the shadow with respect to the centre of the frame (white dotted-line) is
reported below each frame in pixels. Reproduced from [9]
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number of anticorrelated signal- and idler-photons are intercepted, without producing
extra uncorrelated events. Considerable levels of noise suppression are also found for
positions of the shadow near the centre (d). As soon as the shadow of the wire starts
falling outside of the split-detector (e) the noise suppression improves again, since
less and less photon-pairs are intercepted by the wire.
5.3.6 Computation of the quantum-advantage E
The quantum-advantage in the estimation of the position of the shadow E is propor-
tional to 〈A−B〉, and can be computed as follows:
E = 1− SD(∆x)AC
SD(∆x)UC
= 1− SD(A−B)AC
SD(A−B)UC = 1−
√
(σDOC)AC√
(σDOC)UC
, (5.9)
where SD(A−B) is here defined as the square root of σDOC, the subscripts AC and
UC indicate spatially anticorrelated and uncorrelated light respectively, and SD(∆x)
is the uncertainty in the position estimation of the shadow.
It is possible to estimate the sensitivity advantage achieved using anticorrelated light,
with respect to both a classical-equivalent scheme (here realised using spatially un-
correlated light) and to the more general SNL benchmark. This can be done using
the measured σDOC (plotted in Fig. 5.12) and Eq. 5.9.
Therefore, the position advantage with respect to a classical-equivalent scheme is
computed from the central position of the shadow-casting wire as follows:
E0 = 1−
√
0.79√
1.14
= 17%(±2%), (5.10)
whereas the position advantage with respect to the SNL (here represented by setting
(DOC)UC to one) using the central position of the shadow-casting wire is calculated
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as follows:
ESNL = 1−
√
0.79√
1.00
= 11%(±1%). (5.11)
It should be noted that the errors associated with the values of E0 and ESNL were
computed at one standard-deviation.
5.3.7 Modelled results
The quantum-enhanced shadow sensing scheme was simulated using the model de-
veloped in chapter 4, section 4.1, with the addition of a modelled opaque object,
whose position could be specified. It should be noted that in terms of the modelled
position arrivals of biphotons, the effect of an opaque object is simply to cause the
pixel-coordinates of the bright-events that fall within its transverse extent to disap-
pear. These ‘intercepted’ bright-events are thus absorbed by the scanning-wire and
do not add up to the detected events in a frame. However, it should be noted that
the uniformly distributed dark-events of the detector are not affected by the position
of the scanning wire, since they are generated directly on the plane of the detector.
Additionally, it is reminded that both the detector and the scanning wire are in the
far-field of the type-I nonlinear crystal, and thus the modelled detections of biphotons
occur at spatially anticorrelated positions.
For simplicity, diffraction effects caused by the edges of the modelled wire were not
considered. Moreover, both the detector noise-events and the bright-events were
modelled with a shot-noise-limited statistics (i.e. Poissonian).
The split-detector was defined over a 172×172 pixel ROI. The modelled shadow of
the object was 50 pixels wide. The shadow was moved across the field of view over 31
positions (including the central position) by 10 pixel steps. For each position of the
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wire 20,000 modelled frames were analysed in chunks of 100 frames per data-point,
allowing one to compute the normal-errors associated with the σDOC and σ+ values.
Lastly, the transverse width of the biphotons’ spatial correlations was set to a mean
of 1.5 pixels, matching the experimental conditions.
The link between ηtotal and the achievable QNR is explored using a simulated model
of the experiment (based on the work described in chapter 4 section 4.1). Under
the conditions specified in the previous section, the noise-performance of the shadow
sensing scheme was modelled by computing the σDOC for various positions of the
scanning wire and for different values of the total effective QE, ηtotal.
This analysis was repeated for two scenarios: 1) for detector with zero-noise, to better
isolate the effects of ηtotal on the measured σDOC, 2) for a number of noise events per
pixel per frame matched to the experimentally measured number of dark-events per
pixel per frame of the EMCCD camera. The results of both modelled scenarios are
shown in Fig. 5.13. As the shadow moves from the central position, a greater number
of anticorrelated events are disrupted, with the resulting unpaired events being re-
sponsible for a degradation in the noise suppression. The greatest noise suppression is
shown by arrows (1) and (3), corresponding to the shadow falling outside of the split-
detector, when therefore all anticorrelated events are detected in a balanced manner.
According to Eq. 5.4, the achieved σDOC is directly related to the total effective QE,
ηtotal. This can be observed by the ascending trend of the thick data-series (corre-
sponding to the quantum-enabled noise reduction with anticorrelated illumination)
in Fig. 5.13(a) and (d). The presence of spatially uncorrelated noise of the detector
results in a degradation of σDOC, as visible by comparing the magnitude of arrows
(1) and (3). Moreover, the width of the shadow (here modelled to be 50 pixels wide
so as to match the experimentally measured width) affects the minimum achievable
noise suppression (σDOC)min., highlighted by arrow (2). The amount of degradation
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Figure 5.13: Modelled noise performance for anticorrelated and un-
correlated light, as a function of ηtotal and wire position. The degree of
correlation (i.e. normalised variance of A − B) is computed for a range of total
effective QE, 10% ≤ ηtotal ≤ 100%, both in the case of a zero noise events of the
detector (a), and for the experimental-like noise of 0.0045 dark events per pixel per
frame (d). The thick data-series in (a) and (d) correspond to the noise performance
in the case of anticorrelated illumination, while the thin data-series correspond to
uncorrelated illumination. The noise performance computed for ηtotal = 100% is
highlighted in the individual plots (b) and (c), in the case of zero-noise and typical
noise respectively. The arrows indicate the maximum (1 and 3), and the mini-
mum (2) achievable noise reduction, at different positions of the shadow-casting
modelled object, from the centre of the split-detector.
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is simply related to twice the ratio between wshadow and wROI (here chosen to be 172
pixels), as shown below:
(σDOC)min. = 2 · wshadow
wROI
= 2·, 50
172
≈ 0.58 (5.12)
as confirmed by visual inspection of the magnitude of arrow (2) in Fig. 5.13(b). The
factor of 2 in Eq. 5.12 is due to the fact that for each unpaired event (caused by its
partner being absorbed on the other side of the split-detector by the scanning wire)
the degrading contribution to the measured noise influences both the event count of
A and B.
Finally, it should be noted that Eq. 5.12 is only valid in case of noiseless detection
and ηtotal = 100%, since in this condition the only source of uncorrelated event is due
to the absorption by the shadow-casting wire.
5.4 Conclusion
In this chapter I have discussed a quantum-enabled shadow-sensing technique, which
allows to enhance beyond the shot-noise-limit the sensitivity with which the position
of a shadow can be estimated, by exploiting the properties of quantum states. Specif-
ically, the quantum shadow-sensor achieves sub-shot-noise performance by detect-
ing the spatially anticorrelated photon-pairs produced by a type-I nonlinear crystal,
pumped in the SPDC regime, and using a single-photon sensitive EMCCD camera,
operated in the photon-counting regime.
The noise statistics of the shadow-sensor were characterised in terms of its main
components: the employed downconversion light-source and the EMCCD camera,
employed as a split-detector. The combined noise-baseline of the system (i.e. the
sum of excess noise of the source and detector) was found to be 13% worse than the
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SNL, by computing the normalised variance of the difference of the signals of the
split-detector, meaning that the degree-of-correlation of the quantum illumination
must exceed this value in order to reach sub-shot-noise operation. Modelled results
of the noise performance of the system for different noise levels of the detector and
a range of total effective QE were also produced and discussed.
The ability of the system to reach sub-shot-noise performance was experimentally
demonstrated, reaching an overall 17% noise-reduction in the estimation of the posi-
tion of the shadow with respect to a classical-equivalent scheme, and an 11% noise-
reduction with respect to the SNL. The quantum advantage was shown to scale
favourably with the total effective QE of the detection channel, meaning that opti-
cal loss and detector-noise are the limiting factors of the scheme. It is envisioned
that with the advent of less expensive and better performing detectors (such as high-
responsivity/low-noise photodiodes), the quantum-enabled shadow-sensor could be
operated in a higher-flux regime, exploiting the intensity correlations of paramet-
ric downconversion, potentially enabling applications of the technique outside of the
laboratory.
To my best knowledge, these findings represent the first experimental demonstra-
tion of a quantum noise reduction scheme applied to the position measurement of a
shadow, able to operate at the single-photon regime, using spatially anticorrelated
photon-number correlations of SPDC biphotons .
Chapter 6
Resolution-enhanced quantum
imaging by centroid estimation of
biphotons
In this chapter I discuss the experimental investigation that enabled the demonstra-
tion of a full-field resolution-enhancing scheme, based on the centroid estimation of
spatially correlated biphotons.
6.1 Theoretical description
First I present an intuitive theoretical description of the resolution-enhancement due
to the centroid estimation of detected biphotons, analytically proving its standard-
quantum-limited resolution advantage, in terms of the reduction of the width of the
PSF. The theoretically achievable resolution advantage of schemes based on optical
centroid measurements is standard quantum limited [250]. In this section I provide
a simple theoretical description of the mechanism by which the detected size of the
139
Chapter 6. Resolution-enhanced quantum imaging by CEBs 140
PSF, σPSF , is reduced by a factor of
√
2 in the case of an image entirely made of es-
timated centroids of jointly detected biphotons, thus proving the SQL nature of the
CEBs imaging scheme. A complete quantum mechanical description of both SQL
and HL imaging schemes can be found in the following works [1, 251, 252].
The quantum-enhanced CEBs scheme employs SPDC illumination. Thus the pro-
duced biphotons are spatially correlated in the transverse plane of the crystal. For
simplicity the description of the system is reduced to a one-dimensional geometry
in the transverse plane of the crystal and of the detector; also, the source (i.e. the
pump) is assumed to be planar [251]. Moreover, a collinear and degenerate phase-
matching condition is considered. According to this picture both signal s and idler i
photons of a biphoton packet propagate through the same optical system (i.e. along
the same mode), interacting first with an object (placed in the image plane of the
crystal) and then with a spatially-resolved detector (also placed in the image plane
of the crystal). Finally, according to a thin-crystal approximation [224], the s and
i photons are assumed to be born in the same position in the plane of the crystal,
as shown in fig. 6.1(a), thus illuminating the same feature of the object, as shown
in Fig. 6.1(b). The distances between the detected positions of the s and i photons
in the transverse plane of the detector and their original transverse positions in the
plane of the object are assumed to be normally-distributed random variables, δXs
and δXi respectively, as shown in Fig. 6.1(c).
According to the standard-quantum-limited regime of the scheme, each s and i pho-
tons of a biphoton packet interacts independently with the diffracting features of the
object and optics. Thus, δXs and δXi can be considered to be independent quan-
tities. Consequently, their variance can be expressed as the square of the size of the
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Figure 6.1: Centroid estimation using the detected positions of a signal
and idler photon of a biphoton packet. The s and i photons of a biphoton
packet are born in the same position in the crystal, according to the thin-crystal
approximation (a). They also propagate through the same optical mode and reach
the same feature of the object (b). As they propagate through a non-ideal imaging
system placed between the object and the detector (e.g. a limited NA system) their
transverse positions change. Their detected positions in the plane of the detector
are assigned to two normally-distributed variables, δXs and δXi (c). The loss in
resolution caused by the limited NA imaging system is represented by the difference
in position between the original transverse position in the plane of the object and
the middle point between the detected transverse positions of s and i, δXc. The
small black-dots indicate the transverse position where the s and i photons are
born in the crystal. The red round-shapes illustrate the s and i photons. The
red four-pointed stars in (c) indicate the detected transverse positions of s and i
photons.
PSF, according to:
Var (δXs) = Var (δXi) = (σPSF )
2, (6.1)
where Var indicates the variance operation, and σPSF is the transverse size of the
PSF in the plane of the detector.
The mid-point between the detected position of the s and i photons is defined as the
estimated centroid position δXc, according to:
δXc =
δXs + δXi
2
. (6.2)
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This quantity, as shown in Fig. 6.1(c), represents instantaneous (i.e. for one biphoton)
loss in resolution due to diffraction and other PSF-broadening factors. The mean loss
in resolution r, is found by considering a statistically significant number of centroid
estimations and is expressed as follows:
r =
√
Var (δXc) =
√
Var
(
δXs + δXi
2
)
=
√
Var (δXs + δXi)
2
. (6.3)
The SQL resolution enhancement of the CEBs scheme can then be demonstrated by
comparing the loss in resolution described in Eq. 6.3 to the loss in resolution of a
scheme that detects the transverse positions of all incident photons (also affected by
the non-ideal imaging system placed between the object and the detector).
Since the sum of normally-distributed random variables is also a normally-distributed
variable, and its variance equals the sum of variances of individual variables, if follows
that:
r =
√
Var (δXs + δXi)
2
=
√
Var (δXs) + Var (δXi)
2
= (6.4)
=
√
2 · (σPSF )2
2
=
σPSF ·
√
2
2
=
σPSF√
2
, (6.5)
where Var (δXs) and Var (δXi) were substituted by (σPSF )
2 according to Eq. 6.1.
The spatial resolution of an image entirely made of estimated centroid positions
is therefore higher than that obtained by a classical counterpart. The advantage
corresponds to a 1/
√
2 narrowing of the PSF.
6.2 Experimental realisation
In this section I discuss the experimental set-up shown in Fig. 6.2 (a) that allowed
the demonstration of the resolution-enhanced quantum imaging scheme by CEBs ,
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Figure 6.2: Experimental realisation of the resolution-enhanced quan-
tum imaging scheme by CEBs and ray-diagram representation.. The
imaging scheme is comprised of a source of biphotons illumination, an object, a
non-ideal imaging system whose optical resolution is affected by its limited numer-
ical aperture, and an EMCCD camera operated in the photon-counting regime.
Both the object and the EMCCD are placed in the image plane of the crystal,
where the biphotons are spatially correlated. An aperture is placed in the far-field
of the crystal, between the object and the EMCCD camera, to tune the detected
size of the PSF of the system. A demagnifying telescope (i.e. the first telescope
after the crystal) is used to reduce the size of the spatial correlations on the plane
of the object, thus ensuring that both photons of a biphoton packet probe the same
portion of the object. Reproduced from [10].
together with its ray-diagram, shown in (b). The scheme is based on four main
functional parts: 1) a source of biphotons (labelled in the figure as ‘biphotons illu-
mination’), 2) the object, 3) a non-ideal imaging system (responsible for the loss in
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resolution), 4) a single-photon sensitive and spatially-resolved detector.
Details about the experimental set-up used to produce spatially correlated biphotons
by SPDC can be found in chapter 3, section 3.2.2. In addition to the nonlinear crystal,
the illumination part of the experiment included a 0.67 magnification 4f -telescope,
achieved using two plano-convex lenses: L1 (150mm focal length) and L2 (100mm
focal length). In this experiment, the spatial correlations of biphotons in the image
plane of the crystal were exploited to realise the quantum-enhanced imaging scheme,
using a collinear phase-matching condition.
The object consisted of a clear optical-path USAF resolution target (Edmund Optics,
model number 58-402), rotated around the longitudinal optical-axis by ≈ 5◦, in order
to serve as a knife-edge object for the measurement of the slanted-edge MTF.
The non-ideal imaging system was built by placing an adjustable aperture in the
far-field of both the crystal and the object, thus allowing one to tune the size of the
detected diffraction limited spot of the system (i.e. σPSF ).
Importantly, the maximum number of detected biphoton -events Npe, as described in
chapter 4 section 4.2, was used to guide the accurate positioning of the EMCCD in
the image plane of the crystal. Once the plane of the detector was optimally tuned by
small displacements along the optical axis using a micrometer linear-stage (not shown
in the figure) the position of the object was also optimised. This was simply achieved
by displacing the object along the optical axis (also by means of a micrometer stage,
not shown in the figure) using the sharpness of its captured image as a metric. With
both the camera and the object accurately placed in the image plane of the crystal,
the last step consisted in placing the adjustable iris in the far-field of the crystal
and of the object. This was achieved by exchanging L4 with another lens of half
the focal length, thus temporarily imaging both the far-field of the crystal and of
the object onto the EMCCD camera. Next, the iris was centred and displaced along
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the optical-axis (also by means of a linear-stage, not shown in the figure) using the
sharpness of its captured image as a metric. Lastly, L4 was put back to its place, and
its transverse position finely re-adjusted using the detected position of the correlation
peak (which was previously set to be at the centre of the camera sensor). It should
be noted that even a slight misalignment by a few µm can have detrimental effects
on the strength of the detected correlation peak, which in turn is an indicator of the
number of detected biphotons. For this reason great care was taken in operating the
3-axis micrometer stage of the EMCCD, finely tuning its position in the transverse
plane.
In summary, the nonlinear crystal was imaged on the plane of the object, and both
the crystal and the object were also imaged on the plane of the detector. The de-
magnification of the first telescope was used to reduce the transverse spatial correla-
tion area of the SPDC illumination, ensuring that both s and i photons of a biphoton
packet interacted with the same feature of the object. As mentioned in section 6.1
this is a requirement for the operation of the CEBs scheme.
In order to measure the resolution-enhancement of the quantum-enabled imaging
scheme, the illumination was switched between spatially correlated and spatially
uncorrelated, using a pair of neutral density filters alternatively placed immediately
before or after the nonlinear crystal , as explained in chapter 3, section 3.2.2.
6.3 Characterisation and modelling
In this section I first describe how biphotons (i.e. event-pairs) are selected from the
acquired binary frames of the EMCCD camera. Known experimental parameters
(such as the number of noise events per pixel per frame of the detector and total
effective QE of the system) are used to design an optimised pair-finding algorithm
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and identify the optimal light-level. Lastly, I show how the achievable resolution
advantage is affected by optical losses and noise of the detector.
6.3.1 Determination of the optimal kernel size from the anal-
ysis of dark-frames
As mentioned the CEBs scheme relies on the ability to find and therefore select
biphoton events from all other detected binary events in a frame. This task was
achieved by software post-selection of spatially correlated events, using a pair-finder
algorithm. In simple terms, the algorithm tests every detected photon-counted event
with nearby events that fall within a specified distance (the kernel-size). Selection
rules are applied in order to minimise the number of ambiguously found pairs, thus
ensuring that those event-pairs that are found and selected for the centroid estimation
are real photon-pairs (i.e. detected biphotons).
The first important parameter of the pair-finder is thus the kernel-size. This quantity
largely depends on the detected transverse correlation width (σc)detected, which in the
case of an NA-limited imaging system is affected by the width of the PSF σPSF ,
according to:
(σc)detected = σc ∗ σPSF , (6.6)
where σc is the actual transverse correlation-width in the plane of the crystal, and ∗
indicates the convolution operation. In practice, this quantity is tuned by operating
the variable aperture placed in the far-field of both the object and the nonlinear
crystal, as discussed in section 6.2.
It is however not possible to ignore the noise of the detector, which effectively intro-
duces unwanted randomly distributed events, which are indistinguishable from actual
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Figure 6.3: Determination of the optimal kernel-size of the pair-finding
algorithm. The minimum free-path between noise-events is used to determine
the optimal size of the pair-finding algorithm, ensuring a minimum number of
accidentally detected event-pairs. The minimum free-path is shown to be inversely
proportional to the noise of the detector, using modelled dark-frames.
photon-events. Therefore, the number of noise events per pixel per frame of the de-
tector operated in photon-counting mode was analysed to determine the minimum
free-path between noise events, defined as the average minimum distance from any
event, within which another event may be found. This is represented in Fig. 6.3 in
the case of decreasing levels of noise (a-c). The mean minimum free-path 〈lmin〉 for
a binary dark-frame of size d× d pixels, can be expressed as:
〈lmin〉 = d/
√
〈ND〉, (6.7)
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Figure 6.4: Minimum free-path between dark-events. The minimum free-
path between uniformly distributed dark-events is computed both using modelled
dark-frames (dark-series) and Eq. 6.7. For a number of bright events matched to
the noise level of the employed EMCCD camera (i.e. 0.005 events per pixel per
frame) the average minimum free-path is ≈7 pixels. The error-bars were computed
over 20 iterations of the numerical model, each employing a different seed of the
pseudo-random generator used to generate the coordinates of noise-events.
where ND is the total number of uniformly distributed noise events. This can be
intuitively understood by realising that
√
D is the side of the square made by D
pixels. Hence the ratio between the size of the square-frame and the size of the
dark-events (also expressed as a square), returns the minimum free-path.
As expected, the average minimum free path 〈lmin〉 is inversely proportional to the
noise of the detector, and thus to the number of noise-events in a dark-frame, as
plotted in Fig. 6.4. The minimum free-path as a function of noise was computed
using both Eq. 6.7 and modelled dark-frame (as discussed in chapter 4, section 4.1).
An average minimum free-path of ≈ 7 pixels was found for the noise of the EMCCD
detector used in the experimental demonstration (noise= 0.005 events per pixel per
frame).
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This quantity sets the upper limit to the detected transverse correlation width of
spatially correlated biphotons. According to the noise-level of the used EMCCD
camera, the optimal range for (σc)detected is defined as follows:
0 ≤ (σc)detected ≤
(〈lmin(0.005e · p−1 · f−1)〉
2
≈ 3.5 pixels
)
, (6.8)
where the division by 2 is motivated by the need of establishing a safety margin
between found event-pairs (shown in Fig. 6.5(a)). In fact, without enforcing a safe
distance, an event could ambiguously belong to more than one event-pair.
It should be noted that (σc)detected is measured in terms of the FWHM of the corre-
sponding distribution function. In the case of Gaussian distributions (and to a first
approximation in the case of double-Gaussian functions) 68% of all events falls within
this range. In order to ‘catch’ the remaining percentage it is therefore necessary to
increase (σc)detected. Following this analysis, the detected transverse correlation-width
was tuned by operating the variable aperture, and set to a size of ≈2.2 pixels, leaving
a safety margin of 2 pixels around found event-pairs, thus satisfying the upper limit
set by Eq. 6.8.
Given the chosen 3×3 kernel-size, 11 of 12 available biphoton arrangements were cap-
tured by the pair-finder, as represented in Fig. 6.5(a-c). Specifically, these consisted
of 4 skew biphotons in a 2×3 and 3×2 sub-kernel (shown in Fig. 6.5(a)), 4 long-
range biphoton separated by 1 pixel in the full 3×3 kernel (shown in Fig. 6.5(b)),
and 3 short-range biphotons in a 2×2 sub-kernel (shown in Fig. 6.5(c)). Vertically
adjacent event-pairs were discarded in order to avoid accidental pairs caused by the
camera’s charge-smearing artefact [4]. Additionally, each photon-counted frame was
pre-processed by removing pixel-islands of more than 2 pixels, as shown in Fig. 6.5(e).
The effect of discarding vertically adjacent pairs corresponds to removing ≈ 17%
from the total number of detectable pairs, or one fourth of all detectable pairs within
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Figure 6.5: Representation of the pair-finding algorithm. The optimal
size of the kernel was found to be 3×3 pixels, from analysis of the number of
noise events per pixel per frame of the EMCCD. An additional 2-pixel wide safety
margin is necessary to avoid ambiguity between potential event-pairs. Thus, 12
event-pairs can be detected: 4 skew (a), 4 long-range (b), and 4 short-range (c).
Vertically adjacent event-pairs are discarded to avoid accidental detections due
to the charge-smearing artefact of the EMCCD camera, as well as interconnected
pixel-islands (both cases shown in (e)). A resolution enhanced image of the object
illuminated using biphotons can be reconstructed, using the estimated centroid
positions of detected event-pairs, as shown in (d). In the case of spatially uncor-
related illumination (shown in (e)), the spatial resolution is the same as that for
the classical simple average of all events (shown in (f)). This is because it is not
possible to reduce the spreading of the PSF caused by the non-ideal imaging sys-
tem. Moreover, the background of the simple average of all events is higher than
that obtained by centroid estimation, since there is no rejection of uncorrelated
noise-events. Reproduced from [10].
one (σc)detected. In more details, given that (σc)detected is the FWHM of the detected
transverse correlation width (which was set to a size of 2.2 pixels by closing the vari-
able aperture), within this transverse extent each of the four detectable short-range
biphotons shown in Fig 6.5(c) account for approximately a fourth of all biphotons
detectable within a one standard deviation range (i.e. 1/4 · 68.27% ≈ 17%).
Both the centroid-estimation imaging scheme (applied to both spatially correlated
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and uncorrelated illumination) and the classical-equivalent imaging scheme (i.e. the
simple average of all events) are schematically represented in Fig. 6.5(d-e). In the
case of biphotons illumination, the centroid-estimated pixel- coordinates can be used
to generate a resolution enhanced image of the object, as represented in Fig. 6.5(d).
In the case of spatially uncorrelated photons (obtained by introducing optical loss
immediately after the nonlinear crystal by means of an ND filter), the centroid-
estimated pixel-coordinates of accidental event-pairs do not produce a resolution
enhancement, as represented in Fig. 6.5(e). This is also true in the case of the simple
average of all events, as represented in Fig. 6.5(f). A reduction in the background
(i.e. in the retained dark-events) is associated with applying a pair-finder, as a
consequence of the spatially-defined coincidence-detection. Accordingly, both in the
case of spatially correlated and uncorrelated centroid-estimated frames ( and indeed
even without computing the centroid positions of the detected event-pairs [253]) the
chance of detecting a noise event is reduced with respect to the classical scheme by
1/noise2 = 1/0.0052, where 0.005 is the measured noise of the EMCCD in terms of
dark events per pixel frame.
6.3.2 Determination of the optimal light level
Using the optimised pair-finder algorithm discussed in section 6.3.1, the optimal level
of illumination (i.e. the number of bright events per pixel per frame) was investigated.
The number of unambiguously detected biphotons per frame was used as a metric to
guide the optimisation. More specifically, the CEBs imaging scheme was simulated
for different levels of illumination and total effective QE, using the model developed
in chapter 4, section 4.1, with the addition of the pair-finder algorithm.
The results of this analysis are shown in Fig. 6.6, in terms of the number of unam-
biguously found event-pairs. Firstly, as a result of the safety-margin enforced by the
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Figure 6.6: Modelling of the influence of the number of detected events
per pixel per frame over the number of unambiguously found pairs.
The optimal light-level corresponds to the highest number of unambiguously found
event-pairs. 256×256 pixel photon-counted frames of the downconverted beam
were modelled for different levels of both spatially correlated and uncorrelated
illumination, and different values of the system’s total effective QE. The num-
ber of noise events was matched to the experimentally measured 0.005 events per
pixel per frame. The number of unambiguously found event-pairs was calculated
by taking the difference of the number of detected pairs for spatially correlated
and uncorrelated illumination. Due to the Gaussian intensity distribution of the
downconverted beam, more and more event-pairs are rejected at the centre of the
frame (i.e. where the minimum free-path is shortest) as the level of illumination
is increased. The sum of pair-detections over 500 frames are shown in the case of
QE=100% for 6 increasing light-levels, labelled (a) to (f). The x-axis shows the
total number of events in a frame, including dark-events.
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pair-finder algorithm, an increasing number of events is rejected following an increase
in the light-level. This can be seen in the summed frames shown at the bottom of
Fig. 6.6, where a hole appears in the central region of the beam, as clearly visible in
(e-f). The fact that most events are rejected at the centre is not surprising, since the
intensity-profile of the downconverted beam as detected in the image plane of the
nonlinear crystal is the same Gaussian profile of the UV-pump.
The plot at the top of Fig. 6.6 highlights the optimal light-level which corresponds
to the maximum number of unambiguously detected event-pairs. This quantity was
found by subtracting the average number of detected event-pairs for spatially corre-
lated and uncorrelated frames. Specifically, two sets of modelled frames were pro-
duced: one for spatially correlated bright-events, and one for spatially uncorrelated.
Each set was then processed using the pair-finder, yielding the average number of
detected pair events per frame for both types of illumination: 〈Npe〉correlated and
〈Npe〉uncorrelated.
It should be noted that the number of detected pairs in the case of spatially uncor-
related illumination correspond to the number of accidental detections, whereas the
number of detected pairs in the case of spatially correlated illumination corresponds
to the sum actually detected photon-pairs and again the number of accidental detec-
tions. The average number of unambiguously detected pairs (i.e. the number of
detected biphotons) was defined as follows:
〈Npe〉unambiguous = 〈Npe〉correlated − 〈Npe〉uncorrelated (6.9)
and was estimated by running the model twice, once setting the bright events to be
spatially correlated (thus yielding 〈Npe〉correlated), once setting the bright events to be
spatially uncorrelated (thus yielding 〈Npe〉uncorrelated), and finally by substituting the
detected numbers of pairs into Eq. 6.9.
Chapter 6. Resolution-enhanced quantum imaging by CEBs 154
As shown in the plotted series at the top of Fig. 6.6, the number of unambiguously
detected biphotons is linked to the total effective QE of the scheme. According to
the total effective QE of the experiment (ηtotal = 0.35) the optimal average number
of all events per frame 〈N〉 was found to be ≈ 390. This number includes both dark
events 〈ND〉 and bright-events 〈NB〉. Given the 256×256 pixel size of the modelled
frames and the specified 0.005 dark events per pixel per frame noise level, the optimal
light-level in terms of bright events per frame 〈NB〉 was found to be ≈60, according
to:
〈N〉 = 〈NB〉+ 〈ND〉 (6.10)
〈NB〉 = 〈N〉 − 〈ND〉 (6.11)
〈NB〉 = 390− 0.005 · 2562 ≈ 60, (6.12)
thus ≤ 0.001 photon per pixel per frame.
As shown in the red-series of Fig. 6.6, under typical experimental conditions the
mean number of unambiguously detected photon-pairs in a 256×256 frame is ≈3.5.
This number compares favourably to a back-of-the-envelope calculation of jointly-
detectable pair events Npe, in the case of a total number of bright events NB = 60
and total-effective QE ηtotal = 0.35, according to:
Npe =
NB · η2total
2
=
60 · 0.352
2
≈ 3.7, (6.13)
where η2total indicated the probability of joint-detection, and the division by two is
done to convert the number jointly-detect events into jointly-detected pairs. This
means that in the case of very low-illumination and for 0.005 dark-events per pixel
per frame, the pair-finding algorithm is of adequate performance, since it does not
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miss a significant number of the event-pairs detectable according to the total quan-
tum efficiency of the detector.
However, due to the binary nature of detection (discussed in Chapter 4, section 4.2.3)
the number of unambiguously detected pairs is found to decrease as the light level is
increased. For example, it is possible to consider the violet-series of Fig. 6.6, where
in spite of ηtotal = 100% and for NB ≈ 2500, the number of unambiguously detected
pairs is found to be only 50, whereas the same back-of-the-envelope calculation shown
in Eq. 6.13 suggests a number of jointly-detectable pair events of 150.
Thus, the model indicates that regardless of the level of QE and in the specific case of
a binary single-photon sensitive detection scheme, the pair-finding algorithm works
best for event-sparse frames, i.e. for very low levels of illumination. The measurement
of ηtotal from photon-counted frames of SPDC illumination is discussed in chapter 4,
section 4.2.4.
6.3.3 The role of ηtotal and detector’s noise on the attainable
resolution advantage
As seen in the previous section, the total effective QE affects the number of detected
biphotons. In practice ηtotal depends on optical and detector’s losses.
In the present context, the effect of losses causes a reduction in the number of detected
‘true’-centroids, resulting in a stronger contribution to the reconstructed image by
accidentally detected centroids. Thus, if an image entirely made by true-centroids
has a
√
2 enhancement in resolution, in the case of accidental centroids (or the simple
average of all events) the resolution of the image is not improved. Consequently, an
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image not entirely made by true-centroids will be characterised by a lower enhance-
ment in resolution. Similarly, uncorrelated events introduced by the noise of the
detector can have a similar effect on the resolution enhancement.
First, the model of spatially-resolved detections of SPDC photons was augmented by
the addition of a synthetic slanted-edge target, allowing one to simulate the whole
CEBs scheme. More specifically, a pseudo-random Gaussian distribution matched
to the experimentally measured size of the PSF, σPSF , was used to alter the pixel-
coordinates of the transmitted events, accounting for the limited NA of the imaging
system and a transmissive mask was used to define transmission or absorption of
events by the slanted-edge.
This was first achieved by simply representing the slanted-edge as a rectangular
binary mask within each modelled frame. The binary values of the affected pixels
(1 inside the slanted-edge mask and 0 outside it) were used to determine whether
an event would be transmitted or absorbed. This method resulted in unwanted
pixelation of the slanted-edge, as shown in Fig. 6.7 (a). Importantly, pixelation in
the slanted-edge would compromise the MTF-measurement, by introducing unwanted
spatial frequencies.
In order to produce a realistically smooth edge, the transmissive part of the slanted-
edge was instead defined in terms of four lines (one for each edge of the transmissive
rectangle) and by retaining the fractional coordinates of each generated bright-event
, as shown in Fig. 6.7 (b). In more details, the coordinates of each bright-event
were substituted into the four line-equations. According on whether the resulting
number was less/greater than zero, the fractional pixel coordinate would be incre-
mented/decremented (depending on which line was tested). In the case of the altered
pixel-coordinate falling outside of the transmissive area of the test-target, the tested
event would be discarded. In other words, only after having accounted for the sub-
pixel contributions to the coordinates of bright-events, the events were committed to
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Figure 6.7: Modelled frames of the slanted-edge target represented by
a simple binary mask or four line-equations. A simple binary mask used
within modelled frames to define the transmission or absorption of events by the
slanted-edge target resulted in visible pixelation, as shown in (a). Smooth edges
of the resolution-target were obtained by considering the sub-pixel contributions
, as determined using four line-equations to define the transmissive region of the
slanted-edge, as shown in (b). Both (a) and (b) were simulated using 256×256
pixel frames.
the coordinate-grid of the frame, by rounding them to their nearest integer.
The model of the CEBs imaging scheme was used to investigate the influence of
ηtotal and of the detector’s mean number of noise events on the attainable resolution
enhancement. In order to decouple the effects of losses and noise, each quantity was
individually investigated, setting the other to its ideal value.
The role of ηtotal on the attainable resolution advantage. The role of losses
was investigated under zero-noise conditions. MTF curves of reconstructed images
using both the simple average of all events and the CEBs approach were produced,
as shown in Fig. 6.8(a).
The blue solid-line shows the MTF computed for ideal QE (i.e. for ηtotal=1), whereas
the blue dotted-line shows a degraded MTF, computed for a level of losses matched
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Figure 6.8: The role of the total effective QE on the resolution en-
hancement and on the required number of frames. The MTF curves of the
modelled slanted-edge frames are plotted (a) for ideal QE (solid lines) and match-
ing the experimental QE (dotted lines), under zero-noise conditions. A nonlinear
degradation of the MTF can be observed. The resilience to optical loss achieved
by the rejection of uncorrelated events of the pair-finder is better highlighted in
(b), in which a 50% QE is associated with only ≈20% degradation in the reso-
lution advantage. However, the number of frames required for a certain number
of biphotons per pixel in the final reconstructed image is shown to increase as a
function of optical loss (c), as the proportion of accidentally estimated centroids
versus centroids of biphotons increases. Reproduced from [10].
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to the experimentally measured value of ηtotal. Interestingly, the degradation in the
MTF does not appear to be simply proportional to ηtotal, as expected from the ability
of the pair-finder to reject uncorrelated events.
This dependence was further investigated by means of the MTFA parameter (dis-
cussed in section 2.3.2), used to quantitatively assess the achieved resolution-advantage
for a range of QE spanning from 3%1 to 100%.
The results of these simulations are plotted in Fig. 6.8(b). The total number of
detected centroids in the final reconstructed image was kept constant for each value
of ηtotal, requiring more and more frames to be modelled for increasing levels of optical
loss. This effect is shown in Fig. 6.8(c).
Regarding Fig. 6.8 (c), it should be noted that the number of frames required to
achieve the same number of detected centroids in the final reconstructed image, does
not tend to infinity as the QE parameter approaches zero. That is to say that for
spatially uncorrelated events (i.e. when QE≈0), the number of frames required to
reconstruct an image is found to depend entirely on the number of accidental pairs
detected in a single frame, which is not zero under typical noise and illumination
conditions.
The role of the detector’s noise on the attainable resolution advantage.
The role of the noise of the detector was investigated under ideal QE conditions.
MTF curves of reconstructed images using both the simple average of all events and
the CEBs approach were produced, as shown in Fig. 6.9. The blue solid-line shows
the MTF computed for zero-noise, whereas the blue dotted-line shows a degraded
MTF, computed for the level of noise of the EMCCD camera (i.e. 0.005 events
1 For a desired total number of bright events in a synthetic frame, as the QE parameter is
reduced the model takes a longer time to populate each individual frame. This is due to the
increasing number of missed events by the detection operator Ω when u(0, 1) > ηtotal, where u(0, 1)
is a uniform distribution used to computationally generate pseudo-random numbers between 0 and
1, as discussed in Chapter 4 section 4.1. In order to limit processing times, the lower QE limit in
these simulations was set to 3%.
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Figure 6.9: The role of the detector noise on the resolution enhance-
ment. The MTF curves of the modelled slanted-edge frames are plotted for noise-
free (solid lines) and the experimental level of noise (dotted lines), under perfect
QE conditions. An increase in the noise level is accompanied by a degradation
in resolution for both the simple average of all events and the centroid estimated
reconstructed images. The former can be explained by a decrease in contrast of
the image, due to the accumulation of noise events in the opaque portion of the
slanted-edge, whereas the latter is explained by an increase in the number of ac-
cidentally estimated centroids at the expense of the number of actual centroids of
biphotons. Reproduced from [10].
per pixel per frame). The presence of uniformly distributed noise events resulted in
degraded MTF curves, both in the case of the CEBs and simple average of events
approaches. In the case of CEBs, the degradation can be readily understood in terms
of an increase in the number of accidental centroids, resulting from a greater number
of spatially uncorrelated events in each frame. In the case of the simple average of all
events, the worsening of the MTF is caused by a higher background intensity in the
final reconstructed image, due to the summing of randomly distributed noise-events
in each frame.
Finally, it should be noted that an analytical treatment of the effect of noise and
detection efficiency on the attainable resolution advantage is not straightforward,
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due to the various statistical distributions used in the generation of each modelled
frame. For instance, in the case of the image plane of the crystal the spatial
coordinates of bright events are modelled according to a Gaussian distribution, the
spatial coordinates of dark events are modelled according to an uniform distribution,
and the detection of each event that populates a synthetic frame depends on a uniform
distribution.
6.4 Results
In this section the resolution-enhanced quantum imaging scheme by CEBs is exper-
imentally demonstrated, using the pair-finding algorithm and optimal illumination
level investigated in the previous section. The quantum-enabled resolution advan-
tage is quantitatively measured using the slanted-edge MTF standard, and images of
real-world objects are shown for visual comparison.
In order to measure the performance of the imaging scheme, 106 frames of the slanted-
edge resolution target were acquired, using both spatially-correlated and spatially
uncorrelated illumination. This data was processed to produce the blue-, green-
and red-MTFs shown in Fig. 6.10. More specifically, the blue-MTF was computed
from the centroid estimated image of the slanted-edge, illuminated using spatially
correlated light; the green-MTF was computed from the centroid estimated image
of the slanted-edge, this time illuminated by spatially uncorrelated light; and the
red-MTF was computed from the image of the edge processed by averaging together
all of the detected events.
Key to the demonstration of a quantum-enabled advantage is that both the red-
and green-MTF curves display the same imaging performance (i.e. the two curves
are almost perfectly superimposed). This confirms that the improvement in spatial
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Figure 6.10: Experimental demonstration of the quantum-enabled
resolution-enhancement using the slanted-edge MTF method. The imag-
ing performance the CEBs scheme (blue-MTF) is compared against that of an
equivalent classical imaging scheme (red-MTF). The centroid estimation is ap-
plied to spatially uncorrelated frames (green-MTF) to test that the resolution-
enhancement is not an artefact of the pair-finding algorithm, confirmed by the
almost perfectly super-imposed green- and red-MTFs. The black-MTF shows the
full theoretical advantage, as given by the standard-quantum-limited reduction of
the PSF by 1/
√
2. The error-bars were computed over 10 sets of data, each com-
prising 106 frames. Reproduced from [10].
resolution highlighted by the blue-MTF is not an artefact of the pair-finding algo-
rithm. On the contrary, the achieved resolution-enhancement is shown to be linked
to the detection of spatially correlated biphotons and the estimation of their centroid
pixel-coordinates.
Since the photon-counted events in the acquired frames comprise both spatially cor-
related and uncorrelated events, the experimentally achieved advantage was less than
the theoretically available one, represented by the black-MTF in Fig. 6.10. It should
be noted that within a photon-counted frame, spatially uncorrelated events may be
due to partially-detected biphotons (where either the signal or idler was not detected),
stray-light (such as fluorescence or unintended light from the surroundings), or noise
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events of the detector (such as thermalised photoelectrons and clock-induced-charge).
In order to quantify the experimentally achieved resolution-enhancement, the MTFA
values computed for the blue- red- and black-MTFs of Fig. 6.10 were compared. These
represent the area under the MTF, chosen here within a range of spatial-frequencies
spanning from 0.9 to the 0.3 cycles/pixel (i.e. up to the noise floor of the centroid
estimated MTF curve). Accordingly, the quantum-enabled resolution advantage was
found to be 41% of the theoretically available SQL advantage, corresponding to a
12% reduction in size of the PSF.
6.4.1 Images of real-world objects
Images of real-world objects were also acquired in order to illustrate the resolution-
enhancement achievable by CEBs. The reconstructed images of an insect’s wing and
of a bundle of glass fibres are shown in Fig. 6.11 (a) and (b), together with intensity
cross-sections, shown at the bottom. Reconstructed images of additional objects
are shown in Fig. 6.12. The images produced by the simple average of all events
are highlighted by a red-box, whereas those reconstructed using the CEBs approach
are highlighted by a blue-box. In order to facilitate a resolution assessment by eye,
all images in Fig. 6.11 and Fig. 6.12 were normalised and equalised according to the
minimum and maximum intensity values retrieved from their histograms.
In order to avoid shot-noise in the CEBs images (which due to rejection of uncorre-
lated events are more prone to this type of artefact), a comfortably large number of
frames was acquired and processed (i.e. 1.5× 106 frames for each image). Given an
acquisition rate of 24.445 Hz for the chosen 356×356 pixels frame-size and acquisition
settings, the total time required to acquire 1.5× 106 frames is ≈17 hours. This time
may be reduced either by using a faster detector or simply by acquiring less frames.
Chapter 6. Resolution-enhanced quantum imaging by CEBs 164
Figure 6.11: Resolution-enhanced images of real-world objects. Images of
an insect’s wing (a) and crossed glass fibres (b) were reconstructed using the simple
average of all events (red-box) and the CEBs (blue-box) approaches. Zoomed por-
tions of the images (obtained by linear interpolation) and intensity cross-sections
are shown for visual comparison. Each 356×356 pixels image was reconstructed
from 1.5× 106 acquired frames. The horizontal streaks are due to charge-smearing
of the EMCCD camera, here revealed by the large number of constituting frames.
The size-bar shown at the bottom-right applies to all images. Reproduced from [10].
In the latter case, however, shot-noise in the reconstructed images may become an
issue.
6.4.2 Centroid estimated images using less frames
According to the specifications of our detector, it is possible to achieve an acquisition
rate of 92.7 Hz or 282 Hz, for a 256×256 or 128×128 pixels frame-size, by enabling
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Figure 6.12: Additional real-world objects. Images reconstructed using
the simple average of all events (red-box) and the centroid estimation of bipho-
tons (blue-box) are shown for comparison, together with zoomed-portions. Each
356×356 pixels image was reconstructed from 1.5× 106 acquired frames.
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Figure 6.13: Resolution-enhanced images using 5% of the data. The
arrows point to features of the object, for which a resolution-enhancement can be
seen. Shot-noise is visible as a consequence of only using 50,000 frames for the
reconstruction of the final images. Both acquisition rates and times are reported
in the row-headers. Reproduced from [10].
the ‘optically-centred’ crop-mode of the EMCCD. More details about this acquisition
mode can be found in chapter 3, section 3.3.1.
Images reconstructed using 50,000 frames (i.e. 5% of the originally acquired frames)
are reported in Fig. 6.13, together with the corresponding acquisition rates and times.
Faster acquisition times obtained by acquiring a smaller number of frames are asso-
ciated with more prominent shot-noise in the reconstructed images, which scales as
the square-root of the number of detected centroids per pixel. In spite of shot-noise,
it was still possible to demonstrate a resolution advantage, as shown in the measured
slanted-edge MTFs, plotted in Fig. 6.14.
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Figure 6.14: Slanted-edge MTFs using 5% of the data. The imaging
performance of the CEBs scheme (blue-MTF) is compared against that of the
classical imaging scheme (red-MTF). Due to a limited number of centroids per
pixel in the reconstructed image of the slanted-edge, the noise-floor of both the
green- and blue- MTFs display the effect of poor SNR, as discussed in section 2.3.2
and shown in Fig. 2.9. The error-bars were computed over ten datasets, each
comprising 50,000 frames. Reproduced from [10].
6.5 Conclusion
In this chapter I have demonstrated a full-field, standard-quantum-limited imaging
scheme for general non-fluorescing objects, operating in the photon-sparse regime
(i.e. with less than 0.001 photon per pixel per frame, at 710nm). The presented
imaging scheme is based on the estimation of the centroid positions of illuminating
biphotons, detected by an electron-multiplying CCD camera, and used to reconstruct
an image that is sharper by up to a factor of
√
N (where N = 2 is the number of
jointly detected spatially correlated photons).
Additionally, the CEBs approach to resolution-enhanced imaging allows to reduce the
spreading of the PSF, in the current context induced by limited NA of the system
used to image the object onto the detector. Similarly, other unwanted effects can
cause a loss in resolution and thus a broadening of the PSF, such as defocus [254] or
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turbulence [255]. In the case of turbulence, the resolution-enhancement produced by
CEBs would rely on the sufficient detection of spatially correlated biphotons and on
the fact the time scale of turbulence is typically longer than the correlation time of
biphotons, i.e. > 100fs [219].
It should be noted that better performing detectors, in terms of noise, quantum ef-
ficiency, and acquisition rate, could improve the feasibility of te CEBs scheme for
real-world applications. For instance, a 256×256 pixel2 and a 512×512 pixel2 single-
photon diode image sensors have recently been developed [256, 257] able to acquire
binary photon-counted frames at a rate up to 100,000 frames per second. The com-
bination of an encouraging 61% fill-factor of the 256×256 sensor and its pixel pitch
similarly sized to current state-of-the-art EMCCD cameras, means that this type of
detector may be compatible with existing quantum-enhanced imaging schemes, like
those discussed in this thesis.
Chapter 7
Conclusion
SPDC has become one of the most useful sources of quantum states of light, allow-
ing one to readily produce spatially correlated biphotons, as discussed in chapters 2
and 3. A model able to accurately reproduce the spatially resolved detection of
biphotons by a photon-counting camera was discussed in chapter 4. In chapter 5,
a sub-shot-noise shadow sensing scheme based on the detection of spatially anticor-
related biphotons was demonstrated, achieving a 17% improvement in the optical
measurement of the position of a shadow over a classical equivalent scheme. Finally
in chapter 6, the spatial correlations of biphotons were used to experimentally demon-
strate a resolution enhanced quantum imaging scheme, achieving a 12% reduction in
the size of the PSF.
In answer to the question raised at the beginning of this thesis, a quantum enhance-
ment in real-world applications may be obtained by harnessing the spatial correlations
of biphotons.
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7.1 Comparison with other works
In this section I discuss the significance of the findings of this thesis for the sub-
shot-noise shadow sensing scheme and for the resolution-enhanced quantum imaging
schemes by CEBs, by comparing the achieved quantum enhancements with that
demonstrated in other relevant works. Finally I point out peculiarities of the model
discussed in chapter 4 with respect to other relevant models. The reader is redirected
to the following review articles for a more comprehensive collection of achievements
in the fields of quantum enhanced imaging and sensing [2, 110, 159, 258].
Sub-shot-noise shadow-sensing with quantum correlations
The quantum-enhanced shadow sensing scheme discussed in chapter 5 is based on
the sub-shot-noise detection of spatially anticorrelated biphotons. Although no other
previous work can be found in which the SPDC anticorrelated biphotons are used to
enhance a shadow-sensor, there are a few seminal works that have demonstrated a
quantum noise reduction based on the correlation measurement of the difference of
the number of SPDC photons.
Jedrkiewicz et al. [52], Blanchet et al. [49], and Bolduc et al. [259] demonstrated a
sub-shot-noise correlation measurements operating at 10, 0.15, up to 100 photons per
pixel per frame respectively, and achieving a reduction of noise below the shot-noise
limit of 25% (as gathered from visual inspection of the plotted results), 12% (as
obtained by converting the employed SQL=2 value to SQL=1), and 8% respectively.
In contrast, the sub-shot-noise scheme in this thesis operated at 0.14 photons per
pixel per frame, achieving a reduction of noise below the shot-noise limit of 27%1, as
reported in Eq. 5.8 and shown in Fig. 5.9.
1 The degree of correlation σDOC in the absence of a shadow casting object was chosen as the
appropriate metric of sub-shot-noise performance for a fair comparison with the other cited works.
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Table 7.1: Comparison of sub-shot-noise schemes. The sub-shot-noise per-
formance achieved in relevant seminal works is compared to the one discussed in
this thesis (i.e. Toninelli et al.). The QNR parameter is used to quantify the sub-
shot-noise performance. *With subtraction of the noise variance of the detector.
**Based on a split-detection scheme and in principle not requiring a spatially re-
solved detector.
Light level
(e · p−1 · f−1) QNR Detector
Jedrkiewicz et al. 10 25%* CCD
Blanchet et al. 0.15 12% EMCCD
Bolduc et al. up to 100 8% EMCCD
Toninelli et al. 0.14 27% EMCCD**
Two additional important differences between these works should also be mentioned.
Firstly, all of the mentioned seminal works achieve a noise reduction relying on
the spatially resolved nature of the employed camera detector, whereas the shadow-
sensing scheme featured in this thesis only requires a single-photon sensitive split-
detector.
Secondly, all of the discussed works, with the exception of the one realised by Je-
drkiewicz et al., achieve a sub-shot-noise enhancement without having to subtract
the noise variance of the employed detector. When this detail is taken into consider-
ation, it is clear that the noise reduction achieved by the shadow-sensing scheme is
quantitatively greater (more than twice) than that achieved in the cited works. This
may be due to the use of a newer detector with improved detection efficiency and
better noise performance.
A summary of the various properties of these schemes can be found in table 7.1.
Resolution-enhanced quantum imaging by centroid estimation of bipho-
tons
The standard quantum limited resolution enhancing scheme discussed in chapter 6
utilises the spatial correlations of SPDC biphotons, detected by a single-photon sen-
sitive EMCCD camera, operating in a photon sparse regime. A summary of quantum
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resolution-enhanced imaging schemes operating at both the SQL or HL is provided
in section 1.3.1.
The CEBs scheme discussed in this thesis is related to other classical and quantum
schemes that achieve a resolution advantage via a localisation or centroid measure-
ment. Importantly, whereas localisation-based superresolution techniques operate by
adding a point-like fluorescent source to the sample [260, 261], CEBs operates by pro-
jecting spatially quantum-correlated biphotons onto the sample. Both approaches,
however, still rely on an optical centroid estimation measurement, with a precision
that scales favourably with the square-root of the number of photons.
In terms of absolute resolution advantage, the performance of CEBs is limited by the
number of spatially correlated photons involved in the centroid estimation. Due to the
bipartite nature of the exploited biphoton quantum states, the maximum achievable
resolution advantage is subject to the SQL and is bound to a 1/
√
2 narrowing of the
PSF, as discussed in section 6.1, Eq. 6.4.
Heisenberg limited schemes can instead produce a resolution advantage equal to a
1/N narrowing of the PSF, where N is the number of entangled photons per measure-
ment. Recently, the first quantum-imaging scheme able to achieve an HL resolution-
enhancement with an N = 2 NOON state and using a full-field scientific complemen-
tary metal oxide semiconductor (sCMOS) camera, was experimentally demonstrated
by M. Unterna¨hrer et al. [262]. The scheme requires the object to be placed in the
ultraviolet (UV) pump (i.e. before the nonlinear crystal) in order to produce the
N = 2 NOON state and achieve a two-fold resolution enhancement in the image re-
constructed using the infrared downconverted photons. A brief discussion of NOON
states can be found in section 2.2.4.
Thus, whereas the Heisenberg limited resolution enhancement achieved by M. Un-
terna¨hrer et al. is
√
2 greater than the one achievable by the standard quantum
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limited CEBs scheme, the extra advantage comes at the cost of having to illuminate
the object with high energy UV photons. For this reason, the CEBs approach may be
more appropriate for light-sensitive applications, due to the limited photon-dose used
to illuminate the object. Specifically, even for a long time of 17 hours ( as required
to acquire 1M frames), the low-intensity regime of CEBs ensures that the resulting
photon-dose is still only in the order of 0.1µJ/mm2 (given a typical pump power of
3mW/mm2) [215, 263].
A model for the spatially resolved detection of biphotons
The performance of both quantum enhanced schemes featured in this thesis were
further explored using the the numerical model described in chapter 4.
Previous seminal works have been concerned with the modelling of detector tech-
nology. The noise performance of ICCD and EMCCD cameras have been inves-
tigated, together with the optimisation of their signal-to-noise ratio (SNR), a de-
scription of their photon-counting statistics based on a Bayesian analysis of detected
events [226, 230, 239, 249], and the absolute calibration of their detection efficiency
using entangled light produced via a type-II and a type-I phase-matched crystal re-
spectively [240, 264].
Whereas these works are concerned with the modelling of the detection mechanism of
single-photon scientific cameras and their absolute calibration, the model discussed
in chapter 4 is instead tailored for the simulation of entire quantum imaging and
sensing schemes, based on the single-photon sensitive detection of biphotons produced
by a type-I nonlinear crystal. The generality of this model, which is simple yet
quantitatively accurate, was also extended to the detection of biphotons produced by
a type-II crystal, as well as collinear and noncollinear phase matching conditions, as
discussed in section 4.1.2 and 4.1.3.
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Moreover, it was shown how the model can be used to extract quantitative informa-
tion about the strength of detected quantum correlations. For example, it was shown
how under constant illumination, it is possible to predict the decreased detection
of spatially correlated biphotons, as a consequence of optical loss. These findings
are particularly useful in the optimisation of the detection of quantum correlations,
which determines the achievable quantum advantage of a certain scheme.
7.2 The ‘quantumness’ of the presented better-
than-classical schemes
Whereas there is no doubt that the enhanced performance relies on the properties of
quantum states of the employed SPDC photons, it may be useful to consider to what
extent this performance relies on the ‘quantumness’ of the system. Entanglement
and more specifically its associated ‘spooky action at a distance’ is often used to
draw a clear distinction between classical and quantum phenomena. Below I adopt
this inquisitive perspective in revisiting the experiments featured in this thesis, thus
considering how quantum these quantum-enhanced schemes really are.
The photon-number correlations exploited in chapter 4 to achieve sub-shot-noise per-
formance in the estimation of the position of a shadow rely on quantum correlations.
These types of correlations, however, do not require the photons to be in a joint
position-momentum quantum state. Thus, EPR entanglement is not a necessity. In
fact, although the temporal correlations between the signal and idler photons are
required to ensure photon-number correlations [265], from a spatial perspective, the
transverse momenta correlations between the detected photons play a smaller role.
Indeed, in the context of the shadow-sensing scheme, only transverse anticorrelations
between the detected positions of biphotons and the photon-number correlations
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(due to the nearly simultaneous production of signal and idler photons) are required,
whereas the position correlations in the plane of the crystal not utilised.
However, sub-Poissonian photon-number correlations between two light beams (in
this case between the signal and idler beams) cannot be classically achieved [160].
For this reason, the sub-shot-noise shadow-sensing scheme is a quantum-enhanced
scheme, enabled by the temporal and spatial quantum correlations of its SPDC
source. The fact that these same SPDC photons may well be in an EPR-entangled
state is in this context redundant.
In the case of the resolution enhanced imaging scheme by CEBs in chapter 6, the
advantage in resolution relies on the strong spatial correlations between signal and
idler. As discussed in chapter 2 section 2.1.2 and chapter 3 section 3.1, the transverse
positions of SPDC signal and idler photons of a biphoton packet are simultaneously
spatially correlated and anticorrelated in the near- and far-field of the nonlinear
crystal, according to the EPR inequality of their quantum state. It was also men-
tioned that in the classical regime such conditional correlation between position and
momentum cannot be realised, meaning that a strong correlation in position would
necessarily be accompanied by a less strong correlation in the momentum basis. The
crucial point is thus whether the CEBs scheme requires the illuminating photons
to be strongly correlated in both the position and momentum bases. In order to
answer this question it may be useful to consider once more the role of these correla-
tions within CEBs. It should also be recalled that the resolution degrading effects of
diffraction on the detected transverse positions of the illuminating photons are due to
both the interaction with sharp diffracting features of the object and to the limited
NA of the imaging system.
Thus, according to the set-up described in chapter 6 section 6.2, the image plane of
the crystal is re-imaged onto the object such that the transverse correlation width is
as small as possible (achieved by using a de-magnifying telescope). This is necessary
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so that both photons of a biphoton packet may probe the same feature of the object,
therefore undergoing a similar diffraction process. After the interaction with the
object the biphotons are once more re-imaged onto the spatially resolved detector by
a resolution-degrading imaging system. In this case the loss in resolution is mainly
due to the limited NA of the light collecting lenses (which in the CEBs realisation is
accentuated by using a tunable aperture, placed in the far-field of both the object and
the nonlinear crystal). The anticorrelated momenta of signal and idler photons mean
that they propagate along ’reciprocal’ spatial modes, separated by the same (although
opposite) distance from the optical axis. Since a rotational symmetry around the
optical axis can be assumed in the case of round lenses, it is then reasonable to
also assume that both photons of a biphoton packet will be similarly affected by the
limited NA of the system. It should be noted however, that in the case of aberrations
that are exacerbated by non-paraxial modes (such as spherical aberration) having
photons propagating through different modes (in terms of transverse distance from
the optical axis) may cause some issues in the validity of the estimated centroid
position. However, if the degradation in spatial resolution is mainly due to the
limited NA of the imaging system, it may still be possible to achieve a resolution
advantage, even in the case of photons that may only be spatially correlated in the
position base.
7.3 Closing remarks and future work
The performance of the schemes featured in this thesis was shown to be limited by
noise and losses, as explored by means of simulated models in each experimental
chapter. However, another way of expressing this limitation is that the schemes
actually manage to achieve a performance advantage in spite of noise and losses
(albeit a proportionally smaller one).
Chapter 7. Conclusion 177
For example, the noise performance of the shadow-sensing scheme was shown to beat
the shot-noise-limit, even if both the light source and the detector suffered from excess
noise, and even without subtracting the variance of these noise sources.
Moreover, in the case of CEBs, the final reconstructed image was described as the
sum of two contributions: a resolution enhanced image (made of actual estimated
centroids of spatially correlated events) and a classically-bound image (made of acci-
dentally detected centroids of spatially uncorrelated events). The weighting of these
contributions was shown to depend on the ratio between the number of correlated
and uncorrelated events reaching the detectors, and thus on the amount of noise
and losses affecting the imaging system. In terms of future work it may be interest-
ing to investigate whether the full theoretically available SQL resolution advantage
may be recovered by subtracting the uncorrelated image contribution from the final
reconstructed image, leaving only the resolution enhanced contribution.
Finally, it may be possible to mimic the strong spatial correlations of downconverted
photons using a structured classical light source, allowing one to exceed the
√
2
resolution advantage2.
A quantum-inspired classical implementation would rely on an amplitude-only spa-
tial light modulator (SLM) to reproduce both the multimodal properties of SPDC
and the spatial correlations of the illuminating biphotons. Specifically, an intense,
classical light-source would be used to illuminate an SLM, used in turn to create
spatially correlated point-sources (not limited to two as in the case of biphotons),
located randomly over the field of view. This realisation would rely on a Klyshko
interpretation of the CEBs scheme, in which the nonlinear crystal is exchanged by
a mirror and the multimode detector by a multimode light-source. Details about
the Klyshko advanced wave picture can be found in his 1988 seminal paper [266].
2This classical implementation of CEBs was brainstormed together with colleagues P.-A. Moreau
and N. Radwell.
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Figure 7.1: Quantum inspired resolution enhanced imaging. The near-
field and far-field of the object are indicated by NF and FF respectively. An
NA limited imaging system (such as a microscope) is represented by the dotted
box labelled ‘NA limit’. (a) Shows the configuration of the quantum imaging
resolution-enhanced scheme based on CEBs; (b) is the Klyshko representation of
(a) in which the BBO crystal and the spatially resolved detector have been replaced
by a mirror and a multimode light-source: an LCD or a DMD. A possible realisation
of the quantum-inspired scheme is shown in (c), where the spatial correlations of
biphotons in the image plane of the BBO crystal are replaced by known point
sources, i.e. individually activated mirrors of the DMD or lit pixels of a light-
emitting LCD or LED array.
Both the original quantum implementation of CEBs and its Klyshko interpretation
are respectively shown in Fig. 7.1(a) and (b).
As shown in Fig. 7.1(c) the multimodal light-source may be realised by means of
a digital micromirror device (DMD) SLM or a light emitting liquid crystal display
(LCD). Accordingly, a number of closely located mirrors (or pixels in the case of an
LCD) would be ‘switched-on’, projecting on the object a number of point-like sources.
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The produced intensity distributions would then be detected by a CCD camera and
used to perform a centroid estimation, producing a resolution-enhanced image of the
object.
This quantum-inspired scheme would aim at improving the performance of its quan-
tum counterpart, which in the case of biphotons is bound to 1/
√
N = 1/
√
2 reduction
of the point-spread-function, where N is the number of jointly-detected photons per
measurement. Unlike the quantum implementation, where it is very hard to reliably
produce (and detect) multipartite systems with more than two photons, the pro-
posed classical approach would be able to produce an arbitrary number of spatially
correlated point-sources, which due to the intense light regime would also be readily
detected. This ability to produce point-like sources in the plane of the object has
fuelled numerous other resolution-enhanced techniques, which typically rely on op-
tically induced fluorescence [56, 72]. For example, in the case of localisation-based
super-resolution imaging techniques such as STED and GSD, the spatial correlations
between photons necessary to perform a meaningful centroid measurement are re-
alised using point-like sources, by adding fluorescent markers to the object [260, 267].
On the other hand, the proposed scheme would not rely on optically induced fluores-
cence of markers, since the spatially correlated point-like sources would be produced
in the plane of the object using the combination of an intense source and a light-
shaping SLM.
Appendix A
Extra information
A.1 Filters
Here are reported the transmission spectra of the filters used in the quantum-enhanced
imaging and sensing schemes featured in this thesis.
A.1.1 Interference filter
Chroma custom-made interference filters (model: ET710/10BP) centered at 710nm
with a 10nm wide transmission window were used to select the wavelength degenerate
downconverted photons. The typical transmission spectrum of these filters is reported
in Fig. A.1.
A.1.2 Dichroic filters
Chroma dichroic filters (model: T365lpxt) were used to remove the UV-pump after
the nonlinear crystal. The typical transmission spectrum of these filters is reported
in Fig. A.2.
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Figure A.1: Typical transmission spectrum of ET710/10BP filters.
Figure A.2: Typical transmission spectrum of T365lpxt filters.
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A.2 Extra derivations
Here are reported intermediate steps linking Eq. 2.17 and 2.20, as introduced and
defined in chapter 2.
Starting from:
〈C〉 = 〈N2t 〉 = 〈(Ns + 2Np)2〉 (A.1)
=
〈
N2s + 4N
2
p + 4NsNp
〉
(A.2)
=
〈
N2s
〉
+ 4
〈
N2p
〉
+ 4 〈NsNp〉 (A.3)
by definition it can be identified that:
Var(Ns) =
〈
N2s
〉− 〈Ns〉2 (A.4)
and:
Var(Np) =
〈
N2p
〉− 〈Np〉2 , (A.5)
where Var indicates the statistical variance operation.
Since both quantities follow Poissonian statistics, one has:
〈
N2s
〉
= Var(Ns) + 〈Ns〉2 (A.6)
= 〈Ns〉+ 〈Ns〉2 . (A.7)
The same applies for p:
〈
N2p
〉
= Var(Np) + 〈Np〉2 (A.8)
= 〈Np〉+ 〈Np〉2 . (A.9)
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Moreover because Np and Ns are independent (i.e. loss processes are random and
no common temporal laser fluctuation are present):
〈NsNp〉 = 〈Ns〉 〈Np〉 . (A.10)
Thus, using eq. (A.7),(A.9) and(A.10) in (A.3) one can find that:
〈C〉 = 〈N2s 〉+ 4 〈N2p 〉+ 4 〈NsNp〉 (A.11)
= 〈Ns〉+ 〈Ns〉2 + 4(〈Np〉+ 〈Np〉2) + 4 〈NsNp〉 (A.12)
= 〈Ns〉+ 〈Ns〉2 + 4(〈Np〉+ 〈Np〉2) + 4 〈Ns〉 〈Np〉 (A.13)
= (〈Ns〉2 + 4 〈Np〉2 + 4 〈Ns〉 〈Np〉) + (〈Ns〉+ 2 〈Np〉) + 2 〈Np〉 (A.14)
= 〈Nt〉2 + 〈Nt〉+ 2 〈Np〉 . (A.15)
Indeed, going from (A.14) to (A.15) one finds:
〈Nt〉2 = 〈Ns + 2Np〉2 (A.16)
= (〈Ns〉+ 2 〈Np〉)2 (A.17)
= 〈Ns〉2 + 4 〈Np〉2 + 4 〈Ns〉 〈Np〉 . (A.18)
Finally, as in Eq. 2.20 one has:
〈C〉 = 〈Nt〉2 + 〈Nt〉+
∑
ρ
Cq(ρ), (A.19)
by using equation (A.15) here and Eq. 2.13 from chapter 2.
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If one assumes that C = N2t , an interesting question is whether 〈C〉 = 〈N2t 〉 is constant
regardless of the number of pairs. Arguably, this may not be the case, since 〈C〉
depends on the statistics of Nt, which determines the fluctuation in the total number
of photons from one captured frame to the other.
Moreover, in the case of only singles being detected (i.e in the case of high loss),
then Nt = Ns and therefore the process would be described by Poissonian statistics,
according to:
〈C〉 = 〈N2t 〉 = 〈Nt〉2 + Var(Nt) = 〈Nt〉2 + 〈Nt〉 (A.20)
On the other hand, in the case of ideal detection efficiency, Nt would no longer be
Poissonian because the photons would in that case arrive two-by-two. This would
imply that: Nt = 2Np, where Np only is Poissonian, but not Nt. In this case it can
be found that:
〈C〉 = 〈N2t 〉 = 〈Nt〉2 + Var(Nt) (A.21)
= 〈Nt〉2 + 4 Var(Np) (A.22)
= 〈Nt〉2 + 4Np (A.23)
= 〈Nt〉2 + 〈Nt〉+ 2Np. (A.24)
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