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3Resumo
Demonstramos neste trabalho que a modulac¸a˜o dos paraˆmetros de interac¸a˜o dos ha-
miltonianos de Ising e Blume-Capel, segundo sequ¨eˆncias aperio´dicas, pode ocasionar uma
mudanc¸a de classe de universalidade na rede de Bethe e oscilac¸a˜o log-perio´dica da magne-
tizac¸a˜o. Observamos poss´ıvel mudanc¸a do expoente cr´ıtico da magnetizac¸a˜o β em relac¸a˜o
a seu valor em sistemas homogeˆneos ou perio´dicos. Esta mudanc¸a na˜o ocorre quando a
sequ¨eˆncia de Fibonacci e´ usada. Na sequ¨eˆncia de duplicac¸a˜o de per´ıodo caracterizamos
o expoente β como uma func¸a˜o da raza˜o JA/JB. Na sequ¨eˆncia de Rudin-Shapiro obte-
mos evideˆncias de que esta aperiodicidade causa mudanc¸a na classe de universalidade do
sistema.
4Abstract
In this work we show that modulations in the interaction parameters of Ising and
Blume-Capel hamiltonians, using aperiodic sequences, may produce a change in the uni-
versality class in the Bethe lattice. We observe changes in the magnetization critical
exponent β when compared to its value in homogeneous and periodic systems. This
change does not happen when we use the Fibonacci sequence. On the other hand, we
show that, for the period-duplication sequence, β is a function of the ratio JA/JB. In the
Rudin-Shapiro sequence we obtain evidences that this aperiodicity leads the system to a
new universality class.
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7Introduc¸a˜o
A descoberta de estruturas denominadas quasi-cristais [1] e a possibilidade da criac¸a˜o
de super-redes [2], suscitaram va´rias questo˜es em relac¸a˜o a`s propriedades f´ısicas desses
materiais. Uma estrutura quasi-cristalina e´ caracterizada por s´ıtios dispostos respeitando
uma ordem de longo alcance. Como em uma estrutura cristalina, um quasi-cristal possui
espectros de difrac¸a˜o com picos pronunciados; entretanto, diferentemente de uma rede
de Bravais, na˜o podemos localizar todos os s´ıtios pertencentes a essa rede usando uma
combinac¸a˜o linear, de coeficientes inteiros, dos vetores de base. Tampouco, podemos
definir vetores de base, em uma rede formada por s´ıtios dispostos dessa maneira.
Os quasi-cristais na˜o possuem simetria translacional, ou seja, na˜o podemos transladar
a rede, por uma distaˆncia finita, fazendo com que todos os s´ıtios da rede coincidam com
as posic¸a˜o dos s´ıtios da nova rede original. Apresentamos na figura 1 um exemplo de
quasi-cristal.
Figura 1: Na figura e´ mostrado um quasi-cristal em duas dimenso˜es, constru´ıdo a partir
de triaˆngulos e quadrados. Cada ponto de intersecc¸a˜o representa um s´ıtio.
Muitos resultados experimentais mostram a existeˆncia de quasi-cristais. Estas estru-
turas sa˜o encontradas em ligas de alumı´nio Al-Ni-Co, Al-Pd-Mn e Al-Cu-Fe, bem como,
Ti-Zr-Ni e Zn-Mg-Ho.
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Quasi-cristais podem ser obtidos atrave´s dos ladrilhamentos de Penrose [3], como
exemplificado na figura 2, ou ainda atrave´s de inu´meros outros me´todos.
Figura 2: Um ladrilhamento de Penrose
As denominadas super-redes podem, em alguns casos, ser vistas como o equivalente
unidimensional de quasi-cristais. Isto ocorre quando elas apresentam um cara´ter aperio´-
dico em uma direc¸a˜o, como pode ser visto na figura 3..
Figura 3: Mostramos na figura uma super-rede em que, na vertical, as distaˆncias entre os
planos mudam aperiodicamente.
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Experimentalmente, as super-redes podem ser constru´ıdas a partir de te´cnicas tal
como feixe molecular epitaxial [2]; assim, e´ poss´ıvel criar redes com planos de diferentes
compostos dispostos de maneira aperio´dica, como mostrado na figura 4.
Figura 4: Nesta figura vemos uma super-rede, em que os pontos azuis e vermelhos repre-
sentam dois diferentes compostos dispostos aperiodicamente.
Va´rios estudos foram realizados com a finalidade de identificar o comportamento cr´ı-
tico de modelos bem fundamentados [4],[5] e [6] na presenc¸a de modulac¸o˜es aperio´dicas.
Uma das questo˜es que surgem, em relac¸a˜o a`s transic¸o˜es de fase presentes nestas estru-
turas [7], e´ de que maneira elas sa˜o diferentes das de materiais homogeˆneos ou perio´dicos.
Com este intuito as investigac¸o˜es do comportamento cr´ıtico de sistemas aperio´dicos, espe-
cialmente em abordagens de modelos magne´ticos como o de Ising, motivaram a elaborac¸a˜o
de uma generalizac¸a˜o do crite´rio de Harris [8], comumente chamada de crite´rio de Harris-
Luck [9]1. Este crite´rio estabelece a relevaˆncia de um tipo de aperiodicidade em relac¸a˜o ao
comportamento cr´ıtico de um sistema, e pode ser descrito em func¸a˜o do expoente de flutu-
ac¸a˜o ω da aperiodicidade como em [7] : uma dada aperiodicidade, distribuida em da ≤ d
dimenso˜es espaciais de um modelo em d-dimenso˜es, e´ relevante se ω > ωc, marginal se
ω = ωc e irrelevante se ω < ωc . Sendo que:
ωc = 1− 1
daν0
, (1)
onde ν0 e´ o expoente de correlac¸a˜o do modelo homogeˆneo o expoente de flutuac¸a˜o da
aperiodicidade sera´ definido na sec¸a˜o 1.3 desta dissertac¸a˜o.
Com o objetivo de determinar o comportamento cr´ıtico de um sistema magne´tico ape-
rio´dico, estudamos 3 tipos de aperiodicidade definidas a partir das sequ¨eˆncias conhecidas
1O crite´rio de Harris na˜o sera´ explorado neste trabalho devido a` dificuldade de aplica´-lo a` rede de
Bethe, visto que esta rede pode ser considerada como de dimensa˜o infinita.
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como: sequ¨eˆncias de Fibonacci, duplicac¸a˜o de per´ıodo e Rudin-Shapiro. Especificamente
tratamos os modelos de Ising e Blume-Capel, na rede de Bethe, no limite de campo me´-
dio. Esta investigac¸a˜o tem o intuito de estudar os efeitos introduzidos por modulac¸o˜es
aperio´dicas em sistemas em altas dimenso˜es ale´m de discutir aspectos sobre as aproxima-
c¸o˜es de campo me´dio de sistemas aperio´dicos; especialmente determinar se aproximac¸o˜es
de campo me´dio podem apresentar efeitos, como mudanc¸as de classe de universalidade,
acarretados por um tipo de aperiodicidade.
Este trabalho pode ser comparado ao realizado por Iglo´i e Pala´gyi [10], onde uma
aproximac¸a˜o de campo me´dio do modelo de Ising, do tipo desigualdade de Bogoliubov, foi
usada para obter o expoente da magnetizac¸a˜o β em uma rede hipercu´bica com interac¸o˜es
ditadas pela sequ¨eˆncia de Fibonacci.
Dentre as motivac¸o˜es para a escolha da rede de Bethe como uma abordagem de campo
me´dio, podemos citar o fato desta aproximar bem, do ponto de vista qualitativo, sistemas
tri-dimensionais e o fato de estarmos fazendo uma abordagem complementar a de Iglo´i e
Pala´gyi [10]. Do ponto de vista te´cnico, os modelos estudados teˆm fa´cil elaborac¸a˜o nesta
rede, em particular obtemos de forma exata o valor da temperatura cr´ıtica dos modelos
aqui tratados.
Procuraremos tambe´m, ao longo desse trabalho, definir e obter barras de erro das
grandezas em jogo, a fim de mostrarmos sem sombra de du´vida, que mesmo aproximac¸o˜es
de campo me´dio podem trazer a` tona va´rios aspectos qualitativos sobre o comportamento
cr´ıtico de sistemas aperio´dicos, tais como mudanc¸as de classes de universalidade e apare-
cimento de oscilac¸o˜es log-perio´dica.
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1 Sequ¨eˆncias Aperio´dicas
Neste cap´ıtulo vamos definir o que sa˜o as sequ¨eˆncias aperio´dicas determin´ısticas, que
iremos denominar simplesmente de sequ¨eˆncias aperio´dicas. Iremos estudar e classificar
as sequ¨eˆncias atrave´s de matrizes de substituic¸a˜o, cujos autovalores definem a flutuac¸a˜o
caracter´ıstica das sequ¨eˆncias aperio´dicas. Assim, obteremos o expoente de flutuac¸a˜o e, de
posse desta informac¸a˜o classificaremos as sequ¨eˆncias estudadas em termos desta flutuac¸a˜o.
1.1 Definic¸a˜o de sequ¨eˆncias aperio´dicas
As estruturas do nosso interesse, denominadas sequ¨eˆncias, sa˜o formadas por um con-
junto de elementos (letras) α1α2α3 . . . α∞, onde αj ǫ A, ∀ j ǫ IN , sendo A um conjunto
de elementos que chamaremos de alfabeto.
Estas sequ¨eˆncias sa˜o denominadas aperio´dicas quando na˜o sa˜o formadas por sub-
sequ¨eˆncias que se repetem perio´dicamente; contudo, estamos nos referindo a sequ¨eˆncias
determin´ısticas, as quais sa˜o constru´ıdas a partir de regras determin´ısticas.
As sequ¨eˆncias aperio´dicas em que estamos interessados sa˜o obtidas, entre outras for-
mas, atrave´s de um tipo de regra determin´ıstica chamada regra de substituic¸a˜o e a apli-
cac¸a˜o desta regra sera´ representada pela letra ξ. A sequ¨eˆncia e´ obtida simplesmente
aplicando infinitas vezes a regra ξ a uma semente α ǫ A:
(. . . (ξ (ξ (ξ (α)))) . . . ) = ξ∞ (α) ,
ξ∞ (α) = α1α2α3 . . . α∞ (1.1)
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1.2 Matriz de substituic¸a˜o
Considerando um alfabeto A com duas letras, por exemplo, A e B, podemos definir
uma regra de substituic¸a˜o ξ:
ξ(A)→ AvBl ,
ξ(B)→ AuBh .
(1.2)
Como exemplo do uso desta regra,tomemos v = 1, l = 1, u = 2, e h = 0, assim obtemos:
ξ(A)→ AB ,
ξ(B)→ AA .
(1.3)
Deste modo, podemos construir uma sequ¨eˆncia atrave´s de uma semente, por exemplo A,
aplicando sucessivamente a regra ξ:
ξ(A)→ AB
ξ2(A)→ ABAA
ξ3(A)→ ABAAABAB
...
(1.4)
Sequ¨eˆncias que podem ser obtidas a partir deste me´todo de construc¸a˜o fara˜o parte de
nosso estudo.
Podemos extrair informac¸o˜es relevantes sobre as sequ¨eˆncias aperio´dicas, mesmo per-
dendo informac¸a˜o a respeito da ordem em que as letras se apresentam, analisando a matriz
de substituic¸a˜o M, definida por
M =


#α1ξ(α1) #α1ξ(α2) . . .
#α2ξ(α1) #α2ξ(α2) . . .
...
...
. . .

 , (1.5)
onde αj ǫ A, ∀ j ǫ N e #αjξ(αi) representa o nu´mero de letras αj que aparecem na
aplicac¸a˜o da regra ξ na letra αi.
Vamos nos limitar a um alfabeto A = {A,B} tendo em mente que todos os resulta-
dos a seguir sa˜o facilmente generaliza´veis para qualquer alfabeto, simplesmente usando a
equac¸a˜o (1.5) ao inve´s de
M =
(
#Aξ(A) #Aξ(B)
#Bξ(A) #Bξ(B)
)
. (1.6)
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Como exemplo de matriz de substituic¸a˜o, podemos usar a regra da expressa˜o (1.2)
M =
(
v u
l h
)
. (1.7)
Uma vez que uma sequ¨eˆncia pode ser constru´ıda a partir de consecutivas aplicac¸o˜es
de uma regra de substituic¸a˜o, atrave´s da matriz M e das operac¸o˜es convencionais de
matrizes, e´ poss´ıvel obter uma relac¸a˜o entre o nu´mero de letras A e B de sucessivas
aplicac¸o˜es (
#Aξ(α)
k+1
#Bξ(α)
k+1
)
=M
(
#Aξ(α)
k
#Bξ(α)
k
)
. (1.8)
Observando que a equac¸a˜o (1.8) vale para todo k ǫ IN , podemos escrever
(
#Aξ(α)
k+1
#Bξ(α)
k+1
)
=Mk
(
#A(α)
#B(α)
)
. (1.9)
O nu´mero de letras A ou B pode ser obtido atrave´s das entradas dos vetores vistos na
equac¸a˜o (1.9). Este vetores por sua vez, podem ser representados por uma combinac¸a˜o
linear de dois vetores linearmente independentes, ou seja(
#A(α)
#B(α)
)
= c1u2 + c2u2, (1.10)
escolhendo os vetores u1 e u2 como sendo os autovetores associados ao maior e o menor
autovalor, respectivamente, e com ajuda da equac¸a˜o (1.9) vemos que:
(
#Aξ(α)
k+1
#Bξ(α)
k+1
)
= λk1c1u1 + λ
k
2c2u2 , (1.11)
onde λ1 e´ o maior autovalor e λ2 o menor.
Partindo da equac¸a˜o (1.11) podemos obter o nu´mero de letras N depois de k substi-
tuic¸o˜es simplesmente decompondo a (1.11) em componentes e as somando:
N = #Aξ(α)
k+1 +#Bξ(α)
k+1 = λk1c1(u11 + u12) + λ
k
2c2(u21 + u22), (1.12)
sendo uij a componente j do autovetor i.
Ale´m de representarmos o crescimento da sequ¨eˆncia atrave´s dos autovetores e auto-
valores podemos tambe´m escrever a frac¸a˜o de letras A e B na sequ¨eˆncia, respectivamente
dadas por:
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PA ≡ lim
k→∞
#Aξ(α)
k+1
N
, (1.13)
PB ≡ lim
k→∞
#Bξ(α)
k+1
N
, (1.14)
ou ainda,
PA = lim
k→∞
λk1c1u11 + λ
k
2c2u21
λk1c1(u11 + u12) + λ
k
2c2(u21 + u22)
, (1.15)
PB = lim
k→∞
λk1c1u12 + λ
k
2c2u22
λk1c1(u11 + u12) + λ
k
2c2(u21 + u22)
. (1.16)
Para c1 6= 0 e visto que λ1 > λ2 a equac¸a˜o (1.15) fica:
PA =
u11
u11 + u12
, (1.17)
PB =
u21
u11 + u12
. (1.18)
1.3 Flutuac¸a˜o
Nas sec¸o˜es anteriores obtivemos grandezas convenientes, a fim de nesta sec¸a˜o definir-
mos o expoente de flutuac¸a˜o ω que, no contexto do crite´rio de Harris-Luck, e´ determinante
para mudanc¸as do comportamento cr´ıtico de um sistema. Vamos definir a flutuac¸a˜o, por
exemplo de letras A, como
g = |#Aξ(α)k+1 − PAN | . (1.19)
Desta forma a flutuac¸a˜o medira´ a diferenc¸a entre o nu´mero de letras A obtidas a partir
de k substituic¸o˜es e o nu´mero assimpto´tico de letras A da sequ¨eˆncia PAN .
Escrevendo a flutuac¸a˜o em termos de uma lei de poteˆncia
g ∝ Nω , (1.20)
podemos relacionar o expoente ω com os autovalores da matriz de substituic¸a˜o de uma
sequ¨eˆncia no limite assimpto´tico de k infinito, usando as equac¸o˜es (1.12), (1.17) e (1.19)
na (1.20):∣∣∣∣λk2c2
[
u21 − u11(u21 + u22)
u11 + u12
]∣∣∣∣ = [λk1c1(u11 + u12) + λk2c2(u21 + u22)]ω ,
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sendo que, com c1 6= 0 e λ2 < λ1, obtemos no limite de k infinito∣∣∣∣λk2c2
[
u21 − u11(u21 + u22)
u11 + u12
]∣∣∣∣ = [λk1c1(u11 + u12)]ω . (1.21)
Tomando o logaritmo em ambos os lados da (1.21)
k ln |λ2|+ ln
∣∣∣∣c2
[
u21 − u11(u21 + u22)
u11 + u12
]∣∣∣∣ = ωk lnλ1 + ω ln c1(u11 + u12) (1.22)
No limite de k infinito obtemos de (1.22)
ω =
ln |λ2|
lnλ1
(1.23)
1.4 Exemplos de sequ¨eˆncias aperio´dicas
Agora iremos apresentar alguns exemplos de sequ¨eˆncias aperio´dicas, as quais sa˜o de
longa data utilizadas em outros trabalhos correlatos:
• Fibonacci
ξ(A)→ AB
ξ(B)→ A
(1.24)
A matriz de substituic¸a˜o dessa sequ¨eˆncia e´
M =
(
1 1
1 0
)
.
• duplicac¸a˜o de per´ıodo
ξ(A)→ AB
ξ(B)→ AA
(1.25)
Neste caso
M =
(
1 2
1 0
)
.
Outra sequ¨eˆncia estudada, conhecida como sequ¨eˆncia de Rudin-Shapiro, necessita de
um alfabeto de quatro letras para ser constru´ıda:
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• Rudin-Shapiro
ξ(A)→ AC
ξ(B)→ DC
ξ(C)→ AB
ξ(D)→ DB
(1.26)
Neste caso
M =


1 0 1 0
0 0 1 1
1 1 0 0
0 1 0 1

 .
Podemos enta˜o sumarizar grandezas relevantes em nosso estudo para as sequ¨eˆncias
aqui citadas:
sequ¨eˆncia λ1 λ2 PA ω
Fibonacci 1+
√
5
2
1−√5
2
2
1+
√
5
−1
Duplicac¸a˜o de periodo 2 −1 2
3
0
Rudin-Shapiro1 2
√
2 1
2
1
2
Tabela 1: Nesta tabela sa˜o mostrados paraˆmetros caracter´ısticos das sequ¨eˆncias.
Estas diferentes sequ¨eˆncias sa˜o responsa´veis por va´rios fenoˆmenos observados na cri-
ticalidade dos modelos estudados, como sera´ visto no cap´ıtulo 5.Entre estes fenoˆmenos,
chamamos a atenc¸a˜o para uma mudanc¸a do tipo de lei de escala de grandezas termodinaˆ-
micas na criticalidade: ao inve´s da t´ıpica lei de poteˆncia, observaremos um comportamento
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chamado de log-perio´dico para algumas sequ¨eˆncias. Isto sera´ corroborado a partir de ar-
gumentos de grupo de renormalizac¸a˜o exato. Este fenoˆmeno esta´ intimamente ligado a`
maneira na qual estas sequ¨eˆncias crescem a cada aplicac¸a˜o das suas respectivas regras de
substituic¸a˜o.
Note que, como ja´ foi comentado, na˜o aplicaremos o crite´rio de Harris-Luck na rede
de Bethe. Entretanto, interpretaremos os valores do expoente ω mostrados na tabela 1,
como uma indicac¸a˜o de que a flutuac¸a˜o cresce quando se vai da sequ¨eˆncia de Fibonacci
para a de duplicac¸a˜o de per´ıodo e desta para a de Rudin-Shaphiro.
1Rudin-Shapiro de duas letras, onde C = A e D = B (apo´s formada a sequ¨eˆncia); λ1 e λ2 sa˜o os dois
maiores autovalores.
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2 Comportamento cr´ıtico
Neste cap´ıtulo vamos descrever o comportamento cr´ıtico de sistemas perio´dicos e ape-
rio´dicos. Atrave´s do procedimento do grupo de renormalizac¸a˜o, e´ possivel mostrar que as
func¸o˜es termodinaˆmicas obedecem relac¸o˜es funcionais nas proximidades do ponto cr´ıtico,
cujas soluc¸o˜es poss´ıveis sa˜o chamadas de homogeˆneas generalizadas as quais caracterizam
o comportamento cr´ıtico das grandezas termodinaˆmicas. No caso de sistemas aperio´dicos
veremos a possibilidade da existeˆncia de um termo log-perio´dico na lei de escala, obedecida
pelo sistema pro´ximo a` cr´ıticalidade.
2.1 Transic¸o˜es de fase
Transic¸o˜es de fase sa˜o fenoˆmenos comumente observados e caracterizados por singula-
ridades na energia livre [11] . Essas singularidades sa˜o responsa´veis por descontinuidade ou
divergeˆncia em alguma derivada da energia livre; as derivadas, por sua vez, sa˜o grandezas
termodinaˆmicas medidas experimentalmente.
Especificamente em sistemas magne´ticos, uma das derivadas da energia livre e´ a mag-
netizac¸a˜o
m = − 1N
(
∂F
∂H
)
T
, (2.1)
onde F e´ a energia livre de Gibbs, N representa o nu´mero de s´ıtios, H o campo magne´tico
externo e T a temperatura.
A magnetizac¸a˜o aqui e´ definida pelo valor me´dio da projec¸a˜o do momento magne´tico
ao longo de um eixo. No caso de um sistema composto por N s´ıtios fixos que possuem
momento magne´tico de spin, a magnetizac¸a˜o e´ dada pelo valor me´dio da projec¸a˜o dos
momentos magne´ticos de spin si em um eixo qualquer, definido como o eixo z
m =
1
N
N∑
i=1
si. (2.2)
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Neste estudo estamos interessados em transic¸o˜es entre fases ferromagne´ticas e paramag-
ne´ticas Ferro-Para , ou seja, transic¸o˜es de uma fase com os momentos magne´ticos de spin
ordenados em uma direc¸a˜o, chamada fase ferromagne´tica, para uma fase paramagne´tica,
onde os momentos magne´ticos de spin esta˜o totalmente desordenados, estabelecendo uma
magnetizac¸a˜o zero.
Nas transic¸o˜es Ferro-Para a grandeza que caracteriza a transic¸a˜o, denominada pa-
raˆmetro de ordem, e´ justamente a magnetizac¸a˜o. Transic¸o˜es em que a magnetizac¸a˜o e´
descont´ınua, enquanto func¸a˜o da temperatura, sa˜o chamadas de transic¸o˜es de primeira
ordem; quando a magnetizac¸a˜o e´ cont´ınua e alguma de suas derivadas na˜o o e´, chamamos
a transic¸a˜o de cont´ınua, sendo que uma descontinuidade na primeira derivada da magne-
tizac¸a˜o pela temperatura e´ denominada transic¸a˜o de segunda ordem.
Figura 5: Em azul e´ representada uma transic¸a˜o de segunda ordem, em vermelho e´
mostrada um transic¸a˜o de primeira ordem
2.2 Transic¸a˜o cont´ınua e comportamento cr´ıtico
Nas proximidades de uma transic¸a˜o de fase as grandezas termodinaˆmicas podem ser
escritas na forma de leis de poteˆncia; como exemplo, podemos representar a magnetizac¸a˜o
a campo nulo como func¸a˜o da temperatura na forma
m ∝ tβ, (2.3)
onde t = Tc−T
Tc
e´ a temperatura reduzida, sendo que Tc representa a temperatura cr´ıtica e
β o expoente cr´ıtico da magnetizac¸a˜o. Usualmente nos referimos a este comportamento
como comportamento cr´ıtico.
De fato, na˜o so´ a magnetizac¸a˜o tem um comportamento tipo lei de poteˆncia, mas va´-
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rias outras grandezas tambe´m possuem expoentes cr´ıticos associados a elas, como exem-
plificado na tabela abaixo:
Calor espec´ıfico a campo zero CH ∝ |t|−α
Suscetibilidade isote´rmica a campo zero χT ∝ |t|−γ
Isoterma cr´ıtica H ∝ |m|δ m|m|
Comprimento de correlac¸a˜o ξ ∝ |t|−ν
Tabela 2: Nesta tabela descrevemos como leis de poteˆncia o comportamento cr´ıtico de
algumas grandezas termodinaˆmicas.
2.3 Func¸o˜es homogeˆneas generalizadas
Va´rios procedimentos experimentais e teo´ricos serviram de base para determinac¸a˜o dos
expoentes cr´ıticos de va´rios modelos. Notavelmente se observou que distintos modelos,
tinham o mesmo conjunto de expoentes cr´ıticos. Resultados diversos classificavam os
modelos em conjuntos de mesmos expoentes cr´ıticos, chamados classes de universalidade.
Foi observado que as grandezas importantes para a determinac¸a˜o de uma classe de
universalidade sa˜o: dimensa˜o, alcanc¸e das interac¸o˜es e simetria do paraˆmetro de ordem.
Detalhes microsco´picos — como tipo de rede, existeˆncia de interac¸o˜es de segundos vizi-
nhos, etc — na˜o afetam os valores dos expoentes cr´ıticos.
A teoria de grupo de renormalizac¸a˜o teve papel fundamental na compreensa˜o destas
constatac¸o˜es e tambe´m esclareceu questo˜es sobre a forma, tipo lei de poteˆncia, das gran-
dezas termodinaˆmicas; isto se deve ao fato dos potenciais termodinaˆmicos serem func¸o˜es
homogeˆneas generalizadas nas proximidades da criticalidade, o que explica tambe´m o fato
dos expoentes obdecerem certas relac¸o˜es.
Como exemplo de uma relac¸a˜o funcional cuja soluc¸a˜o sa˜o func¸o˜es homogeˆneas gene-
ralizadas, podemos escrever o termo singular da energia livre por s´ıtio fs =
Fs
N
fs(t, H) = b
−dfs(bytt, byhH), (2.4)
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sendo que b e´ o fator de escala da transformac¸a˜o de renormalizac¸a˜o e yt e yh sa˜o expoentes
ligados aos expoentes das grandezas termodinaˆmicas.
O termo singular da energia livre deve ser uma func¸a˜o tipo lei de poteˆncia como
descrito anteriormente:
fs(t) = A(t)tx. (2.5)
para t ≃ 0 e H = 0 .
Substituindo a equac¸a˜o (2.5) na (2.4) podemos obter A(t) e x:
(bytt)xA(bytt) = bdA(t)tx. (2.6)
Para obtermos a soluc¸a˜o da (2.6) seria interessante separar a igualdade em duas ou-
tras, uma contendo a func¸a˜o A e a outra com as poteˆncias t. Entretanto, o termo de
proporcionalidade torna na˜o o´bvia a separac¸a˜o das func¸o˜es.
Para contornar esta ambiguidade devemos observar que por hipo´tese A(t) e´ uma
func¸a˜o qualquer, desde que na˜o seja uma lei de poteˆncia em t. Tendo isto em mente,
poder´ıamos considerar, observando a equac¸a˜o (2.6), que:
A(byt t) = b(d−ytx)
κA(t),
tx = b(d−ytx)
1−κ
tx,
onde κ ∈ IR. Entretanto, κ 6= 0 contrariaria a hipo´tese anterior, visto que A(t) teria um
termo tipo lei de poteˆncia. Assim sendo, necessariamente:
A(bytt) = A(t) . (2.7)
Segue imediatamente de (2.7) e (2.6) que:
x =
d
yt
. (2.8)
Se o fator de escala da transformac¸a˜o b puder assumir qualquer valor real, enta˜o a
func¸a˜o A(t) e´ constante. Esse fato, acrescido da equac¸a˜o (2.8), leva a uma energia livre
da forma:
fs ∝ t
d
yt . (2.9)
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Entretanto, e´ possivel, se o fator de escala for limitado, termos outras formas funcio-
nais para o termo A(t). No caso de sistemas com determinados tipos de discretizac¸a˜o
do fator de escala b, mostraremos na pro´xima sec¸a˜o que A(t) pode ser uma func¸a˜o log-
perio´dica [12] .
2.4 Func¸o˜es log-perio´dicas
Func¸o˜es log-perio´dicas sa˜o func¸o˜es oscilato´rias e perio´dicas em termos do log de uma
varia´vel, ou seja, dada uma func¸a˜o P(t) perio´dica em t , L = P[log(t)] seria uma func¸a˜o
log-perio´dica. Como exemplo:
L(t) = cos[log(t)]. (2.10)
Uma variedade de trabalhos recentes em sistemas perio´dicos ou aperio´dicos mostram com-
portamentos cr´ıticos com leis de escalas log-perio´dicas [13]. Isto pode acontecer quando
existe algum tipo de discretizac¸a˜o do sistema que tambe´m discretize os poss´ıveis fatores
de escala em uma transformac¸a˜o do procedimento de grupo de renormalizac¸a˜o. Voltando
nossa atenc¸a˜o para a equac¸a˜o (2.7), supondo que o fator de escala b possa somente assumir
poteˆncias de um determinado valor, digamos l, a igualdade (2.7) fica limitada a:
A(bytt) = A(t), ∀ b ∈ {l, l2, l3, . . .},
ou ainda,
A(lytt) = A(l2ytt) = A(l3ytt) = . . . = A(t). (2.11)
Existe enta˜o a possibilidade nesse caso da func¸a˜o A(t) ser uma func¸a˜o log-perio´dica cujo
periodo τ e´ dado por
τ = yt log(l) . (2.12)
As sequ¨eˆncias aperio´dicas estudadas neste trabalho sa˜o responsa´veis pela discretizac¸a˜o
do paraˆmetro de renormalizac¸a˜o b. No caso das sequ¨eˆncias de duplicac¸a˜o de per´ıodo e
Rudin-Shapiro, e´ somente poss´ıvel efetuar uma transformac¸a˜o de grupo de renormalizac¸a˜o
exata se b for dado por poteˆncias inteiras de 2; no caso da sequ¨eˆncia de Fibonacci, b so´
pode assumir valores iguais aos nu´mero de Fibonacci 1, 2, 3, 5, 8, 13, ...
Assim como a energia livre, a magnetizac¸a˜o tambe´m deve ser uma func¸a˜o homogeˆnea
generalizada. Usando as equac¸o˜es (2.1) e (2.4) obtemos
m(t) = byh−dm(bytt, byhH) (2.13)
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O tipo de discretizac¸a˜o que leva a energia livre a ser log-perio´dica faz com que mag-
netizac¸a˜o tambe´m o seja e, portanto, procedendo da mesma forma que fora feito com a
energia livre obtemos
m(t) = t
d−yh
yt P ′′[log(t)] (2.14)
O termo tipo lei de poteˆncia em t define o expoente cr´ıtico da magnetizac¸a˜o
β =
d− yh
yt
. (2.15)
A parte log-perio´dica da magnetizac¸a˜o P ′′[log(t)], sera´ chamada de amplitude log-
perio´dica.
Cabe salientar que o per´ıodo da amplitude log-perio´dica da magnetizac¸a˜o deve ser o
mesmo da energia livre mostrado atrave´s na equac¸a˜o (2.12) e atrave´s do mesmo podemos
calcular o expoente de correlac¸a˜o ν usando o fato de ν estar relacionado com o expoente
yt segundo
ν =
1
yt
. (2.16)
Como ja´ foi comentado, um dos grandes me´ritos da teoria de grupo de renormalizac¸a˜o
foi explicar as relac¸o˜es de igualdades entre os expoentes cr´ıticos, atrave´s da constatac¸a˜o de
que as func¸o˜es termodinaˆmicas sa˜o homogeˆneas generalizadas nas proximidades do ponto
cr´ıtico. E´ poss´ıvel escrever os expoentes cr´ıticos na ana´lise de modelos magne´ticos em
func¸a˜o de yt e yh como, por exemplo:
α = 2− dyt , (2.17)
γ =
2yh − d
yt
, (2.18)
δ =
yh
d− yh , (2.19)
Assim, a partir do conhecimento do expoente β e do per´ıodo da amplitude log-
perio´dica podemos calcular todos os expoentes cr´ıticos .
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3 Rede de Bethe
De maneira semelhante a abordagens de campo me´dio, a rede de Bethe e´ uma boa
aproximac¸a˜o de sistemas em altas dimenso˜es. Nosso interesse particular na rede de Bethe
decorre da relativa facilidade na obtenc¸a˜o da magnetizac¸a˜o e da determinac¸a˜o exata e
anal´ıtica da temperatura cr´ıtica.
Definiremos neste cap´ıtulo a rede de Bethe e obteremos a magnetizac¸a˜o como func¸a˜o
da temperatura para os modelos de Ising e Blume-Capel.
3.1 Definic¸a˜o
A rede de Bethe pode ser definida a partir de uma sub-regia˜o interna de um estrutura
denominada a´rvore de Cayley. Para construirmos uma a´rvore de Cayley devemos consi-
derar um s´ıtio, ligado a z vizinhos, os quais, por sua vez, esta˜o ligados a novos z−1 s´ıtios
e assim sucessivamente, de modo a na˜o permitir ane´is fechados, como mostrado na figura
6.
Figura 6: Rede de Bethe com z = 3, onde sa˜o mostrados os s´ıtios da N -e´sima gerac¸a˜o —
denominado tambe´m de s´ıtio central — em branco, a (N − 1)-e´sima gerac¸a˜o em cinza e
a (N − 2)-e´sima gerac¸a˜o em preto.
A rede de Bethe e´ justamente a regia˜o central da a´rvore de Cayley, longe da superf´ıcie,
onde todos os s´ıtios podem ser considerados equivalentes, possuindo todos eles z vizinhos.
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Cada gerac¸a˜o, representada por n, possui η s´ıtios , onde
η = z(z − 1)N−n−1, (3.1)
quando n ∈ (N − 1, N − 2, · · · , 1), sendo que na N -e´sima gerac¸a˜o η = 1 .
Somando a equac¸a˜o (3.1) sobre todas as gerac¸o˜es, podemos obter o nu´mero total de s´ıtios
N
N = z
[
(z − 1)N−1 − 1
z − 2
]
+ 1 . (3.2)
Mesmo no limite N → ∞, a a´rvore Cayley com z 6= 2 possui uma frac¸a˜o finita do
total de s´ıtios na superf´ıcie. Isto pode ser evidenciado, considerando a raza˜o entre (3.1) e
(3.2),
lim
N 7→∞
η
N =
z − 2
z − 1 . (3.3)
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Para obtermos a magnetizac¸a˜o da rede de Bethe com as interac¸o˜es entre os s´ıtios
dadas pelos hamiltonianos de Ising e Blume-Capel, devemos realizar o ca´lculo da func¸a˜o
de partic¸a˜o Z
Z =
∑
s
exp (−βH) , (3.4)
onde a soma e´ realizada sobre todos os microestados, sendo que
βH = −
∑
<i,j>
Kijsisj , (3.5)
para o modelo de Ising, onde Kij =
Jij
kBT
, si = ±1, com a soma efetuada sobre todos os
pares de s´ıtios primeiros vizinhos.
No modelo de Blume-Capel
βH = −
∑
<i,j>
Kijsisj +
∑
i
Disi
2 , (3.6)
onde si = ±1, 0, Di ≡ ∆ikBT , com ∆ sendo o campo cristalino.
A fim de obtermos a func¸a˜o de partic¸a˜o, vamos definir func¸o˜es de partic¸a˜o parciais
Zα(λ), como sendo a soma sobre todos os microestados dos s´ıtios posteriores a um dado
s´ıtio da α-e´sima gerac¸a˜o com o spin deste no estado λ, como mostrado na figura 7. A
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func¸a˜o de partic¸a˜o pode ser escrita como
Z =
∑
λ
ZN (λ) . (3.7)
ZN(λ1)
z
z − 1
ZN−1(λ2)
Figura 7: ZN (λ1) e´ a func¸a˜o de partic¸a˜o parcial com spin raiz no estado λ1 ,
e ZN−1(λ2) e´ a func¸a˜o de partic¸a˜o parcial, com spin raiz no estado λ2,
do ramo envolvido pela linha tracejada.
Tendo em vista o hamiltoniano de Blume-Capel, descrito na equac¸a˜o (3.6), e´ poss´ıvel
obter uma relac¸a˜o entre as func¸o˜es de partic¸a˜o parciais:
ZN (+) = e−DN [eKNZN−1(+) + ZN−1(0) + e−KNZN−1(−)]z, (3.8)
ZN (0) = [ZN(+) + ZN(0) + ZN(−)]z, (3.9)
ZN(−) = e−DN [e−KNZN−1(+) + ZN−1(0) + e+KNZN−1(−)]z . (3.10)
Estas relac¸o˜es podem ser escritas dessa forma porque os ramos sa˜o independentes,
tornando poss´ıvel fatorar as func¸o˜es de partic¸a˜o parciais. Considerando, nessa ana´lise,
que os z ramos sa˜o equivalentes, teremos um produto´rio de z termos ideˆnticos como
mostrado nas equac¸o˜es (3.8), (3.9) e (3.10). Para que os ramos sejam equivalentes, a
interac¸a˜o de um s´ıtio com os seus vizinhos deve ser a mesma para todos os s´ıtios de uma
gerac¸a˜o, ou seja
Kij = Kn, (3.11)
para i e j relativos a` n-e´sima gerac¸a˜o.
As func¸o˜es de partic¸a˜o parciais das gerac¸o˜es na˜o contendo o s´ıtio central sa˜o dadas,
3.2 Obtenc¸a˜o da magnetizac¸a˜o 27
usando as mesmas considerac¸o˜es anteriores, por:
Zn(+) = e−DN [eKnZn−1(+) + Zn−1(0) + e−KnZn−1(−)]z−1, (3.12)
Zn(0) = [Zn(+) + Zn(0) + Zn(−)]z−1, (3.13)
Zn(−) = e−DN (e−KnZn−1(+) + Zn−1(0) + e+KnZn−1(−))z−1. (3.14)
Para obtermos a magnetizac¸a˜o do s´ıtio central, ou seja da N-e´sima gerac¸a˜o, devemos
lembrar que a func¸a˜o de partic¸a˜o parcial ZN , da forma como foi definida, pode ser inter-
pretada como a probabilidade (peso estat´ıstico) da rede possuir o s´ıtio central no estado
de spin λ, e portanto
mN =
∑
λ
λZN(λ)∑
λ
ZN(λ) . (3.15)
Igualmente definiremos o valor me´dio quadra´tico da projec¸a˜o de spin
qN =
∑
λ
λ2ZN (λ)∑
λ
ZN (λ) . (3.16)
No caso do modelo de Blume-Capel, em que λ ∈ {1, 0,−1}, as equac¸o˜es (3.15) e (3.16)
tornam-se:
mN =
ZN(+)− ZN(−)
ZN(+) + ZN(0) + ZN (−) , (3.17)
qN =
ZN(+) + ZN(−)
ZN(+) + ZN(0) + ZN (−) , (3.18)
onde tomamos a liberdade de escrever as projec¸o˜es de spin +1, 0 e −1 como +, 0 e
−, respectivamente. Excluindo o estado 0 de (3.17) e (3.18), obtemos mN e qN para o
hamiltoniano de Ising:
mN =
ZN(+)− ZN(−)
ZN(+) + ZN(−) , (3.19)
qN = 1 . (3.20)
Podemos definir, de maneira equivalente, o que iremos chamar de magnetizac¸a˜o par-
cial, mn e valor me´dio quadra´tico parcial da n-e´sima gerac¸a˜o, qn, no modelo de Blume-
Capel:
mn =
Zn(+)−Zn(−)
Zn(+) + Zn(0) + Zn(−) , (3.21)
qn =
Zn(+) + Zn(−)
Zn(+) + Zn(0) + Zn(−) . (3.22)
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No caso do modelo de Ising:
mn =
Zn(+)−Zn(−)
Zn(+) + Zn(−) , (3.23)
qn = 1 . (3.24)
Para ambos os modelos, n ∈ {N − 1, N − 2, N − 3, · · · , 1}.
Cabe salientar que mn e qn na˜o teˆm necessariamente o sentido de magnetizac¸a˜o como
fora definido nas equac¸o˜es (3.15) e (3.16), pois as func¸o˜es de partic¸a˜o parciais, que na˜o
ZN(λ), na˜o representam a probabilidade (peso estat´ıstico) de um s´ıtio na gerac¸a˜o n
encontrar-se no estado λ. Discutiremos mais detalhadamente essa questa˜o na pro´xima
sec¸a˜o.
A partir de agora, faremos refereˆncia somente ao modelo de Blume-Capel.
Substituindo as equac¸o˜es (3.8), (3.9) e (3.10) na (3.17), obtemos:
mN =
{
[eKNZN−1(+) + ZN−1(0) + e−KNZN−1(−)]z −
[e−KNZN−1(+) + ZN−1(0) + e+KNZN−1(−)]z
}
/{
[eKNZN−1(+) + ZN−1(0) + e−KNZN−1(−)]z + eDN [ZN−1(+) + ZN−1(0) + ZN−1(−)]z+
[eKNZN−1(+) + ZN−1(0) + e−KNZN−1(−))z
}
. (3.25)
De (3.21) e (3.22) decorrem as seguintes relac¸o˜es, para todo n (incluindo N):
Zn(+)
Zn(+) + Zn(0) + Zn(−) =
qn +mn
2
, (3.26)
Zn(0)
Zn(+) + Zn(0) + Zn(−) = 1− qn, (3.27)
Zn(−)
Zn(+) + Zn(0) + Zn(−) =
qn −mn
2
, (3.28)
Podemos enta˜o dividir todos os termos da (3.25) por [ZN−1(+)+ZN−1(0)+ZN−1(−)]
e obter
mN = {[qN−1(cosh(KN)− 1) +mN−1senh(KN ) + 1]z −
[qN−1(cosh(KN)− 1)−mN−1senh(KN) + 1]z} /
{[qN−1(cosh(KN)− 1) +mN−1senh(KN) + 1]z +
[qN−1(cosh(KN )− 1)−mN−1senh(KN) + 1]z}+ eDN . (3.29)
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Considerando o mesmo procedimento ate´ aqui descrito e tendo em vista as relac¸o˜es
de recorreˆncia (3.12), (3.13) e (3.14)
mn =
{
[qn−1(cosh(Kn)− 1) +mn−1senh(Kn) + 1]ζ − [qn−1(cosh(Kn)− 1)−mn−1senh(Kn) + 1]ζ
}
{
[q1(cosh(Kn)− 1) +mn−1senh(Kn) + 1]ζ + [qn−1(cosh(Kn)− 1)−mn−1senh(Kn) + 1]ζ
}
+ eDn
,
(3.30)
onde ζ = z quando n = N e ζ = z − 1 para n ∈ {N − 1, N − 2, N − 3, · · · , 1}.
Analogamente podemos obter, atrave´s da equac¸a˜o (3.16)
qn =
{
[qn−1(cosh(Kn)− 1) +mn−1senh(Kn) + 1]ζ + [qn−1(cosh(Kn)− 1)−mn−1senh(Kn) + 1]ζ
}
{
[qn−1(cosh(Kn)− 1) +mn−1senh(Kn) + 1]ζ + [qn−1(cosh(Kn)− 1)−mn−1senh(Kn) + 1]ζ + eDn
} ,
(3.31)
3.3 Limite de campo me´dio
Agora, iremos considerar as relac¸o˜es de recorreˆncia (3.30) e (3.31) no limite denomi-
nado limite de campo me´dio da rede de Bethe. Este limite e´ obtido fazendo:
Jn → 0,
z →∞,
de modo que J˜n ≡ zJn seja finito. As equac¸o˜es (3.30) e (3.31) tornam-se enta˜o:
mn =
(1 +Knmn−1)z − (1−Knmn−1)z
(1 +Knmn−1)z + (1−Knmn−1)z + eDn , (3.32)
qn =
(1 +Knmn−1)z + (1−Knmn−1)z
(1 +Knmn−1)z + (1−Knmn−1)z + eDn , (3.33)
onde usamos ζ ≃ z para todo n ∈ {N,N − 1, N − 2, N − 3, · · · , 1}.
Usando a relac¸a˜o
lim
z→∞,Kn→0
(1±Knmn−1)z ≃ e±zKnMn−1 , (3.34)
finalmente obtemos:
mn =
2 senh(K˜nmn−1)
2 cosh(K˜nmn−1) + eDn
, (3.35)
qn =
2 cosh(K˜nmn−1)
2 cosh(K˜nmn−1) + eDn
, (3.36)
3.4 Interpretac¸a˜o da magnetizac¸a˜o 30
onde K˜n ≡ J˜nkBT .
Note que, neste limite, a grandeza qn na˜o desempenha papel algum no ca´lculo da
temperatura cr´ıtica, do expoente da magnetizac¸a˜o e do limite de estabilidade da fase
paramagne´tica.
Relac¸o˜es de recorreˆncia como as anteriores tambe´m podem ser obtidas quando con-
sideramos o hamiltoniano de Ising na rede de Bethe. De fato, com um procedimento
ana´logo ao usado no caso do hamiltoniano de Blume-Capel, no limite de campo me´dio
obtemos a seguinte relac¸a˜o
mn = tanh(K˜nmn−1). (3.37)
Esta expressa˜o e´ ideˆntica a` que e´ obtida atrave´s de uma ana´lise de campo me´dio do modelo
de Ising homogeˆneo, em uma rede com z primeiros vizinhos; da´ı o nome limite de campo
me´dio.
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Na u´ltima sec¸a˜o, discutimos uma relac¸a˜o de recorreˆncia entre as magnetizac¸o˜es de
sucessivas gerac¸o˜es, a qual permite o ca´lculo da magnetizac¸a˜o do s´ıtio central. Entretanto,
a magnetizac¸a˜o do s´ıtio central e´ a u´nica que foi bem caracterizada em nossa ana´lise. Como
ja´ foi salientado, somente a definic¸a˜o vista na equac¸a˜o (3.15) e´ efetivamente uma definic¸a˜o
do valor me´dio da projec¸a˜o de spin, a qual caracteriza a magnetizac¸a˜o.
Para as outras gerac¸o˜es, que na˜o a do s´ıtio central, as definic¸o˜es (3.21) e (3.23), seriam
somente varia´veis que respeitam essa relac¸a˜o de recorreˆncia. De fato, a probabilidade de
um s´ıtio da n-e´sima gerac¸a˜o estar no estado, digamos λ, e´ dada pela soma da probabilidade
de todos os microestados em que o s´ıtio em considerac¸a˜o se encontra no estado λ. Por
outro lado, Zn(λ) representa a soma sobre todos os microestados, com o s´ıtio raiz no
estado λ, dos s´ıtios das gerac¸o˜es posteriores a` da raiz desse ramo: n − 1, n − 2, · · · , 1.
Sendo assim, em (3.21) e (3.23) estamos desconsiderando N − n gerac¸o˜es que contribuem
para a determinac¸a˜o da magnetizac¸a˜o. Podemos ilustrar essa distinc¸a˜o com o exemplo
mostrado pela figura 8.
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Figura 8: A soma sobre todos os estados ZN−1(λ) e´ realizada sobre os s´ıtios em verde, o s´ıtio
ra´ız no estado de spin λ e´ mostrado em vermelho
Nesta sec¸a˜o, iremos considerar as dificuldades mencionadas e entender como podemos
abordar o problema da rede de Bethe com interac¸o˜es aperio´dicas.
3.4.1 Caso homogeˆneo
A magnetizac¸a˜o de uma rede e´ definida por
MN =
1
N
N∑
i=1
mi, (3.38)
onde N representa o nu´mero de s´ıtios da rede e mi aqui representa a magnetizac¸a˜o dos
s´ıtio e na˜o a magnetizac¸a˜o parcial.
No caso homogeˆneo, as interac¸o˜es sa˜o todas ideˆnticas, ou seja, tanto Kn quanto Dn
sa˜o constantes para todo n. Assim, a rede de Bethe como foi definida na sec¸a˜o 3.1, por se
tratar da regia˜o afastada da superficie de uma a´rvore de Cayley, tem todos os seus s´ıtios
equivalentes. Desta forma, no caso ferromagne´tico (J > 0), o ca´lculo da magnetizac¸a˜o do
s´ıtio central e´ suficiente para caracterizar a magnetizac¸a˜o de toda a rede de Bethe.
No limite de campo me´dio, a magnetizac¸a˜o parcial da n-e´sima, que na˜o a N -e´sima,
pode ser interpretada como a magnetizac¸a˜o do spin central de uma rede de Bethe com
N − n gerac¸o˜es.
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Podemos definir a magnetizac¸a˜o da rede de Bethe com N gerac¸o˜es quando as intera-
c¸o˜es sa˜o uniformes
MN =
1
N
N∑
n=1
mn, (3.39)
onde mn representa a magnetizac¸a˜o parcial da n-e´sima gerac¸a˜o. Podemos tambe´m no
limite de campo me´dio e no caso ferromagne´tico, considerando o caso dos s´ıtios serem
equivalentes
mn = mi =MN = mN . (3.40)
A equivaleˆncia entre as magnetizac¸o˜es definidas atrave´s das equac¸o˜es (3.38) e (3.39)
perde a validade no caso antiferromagne´tico, onde J < 0. Neste caso devemos usar a
magnetizac¸a˜o (3.39) para manter a equivalencia entre a abordagem na rede de Bethe e
outras abordagens de campo me´dio, mesmo sendo a (3.38) a representac¸a˜o adequada da
magnetizac¸a˜o da rede de Bethe.
Pode-se mostrar [14] que, para o caso homogeˆneo, as informac¸o˜es relevantes para este
trabalho (temperatura cr´ıtica e expoente da magnetizac¸a˜o) sera˜o as mesmas se obtidas
usando a magnetizac¸a˜o parcial (mN−1) ou a magnetizac¸a˜o do spin central (mN), mesmo
para z finito.
3.4.2 Caso na˜o-homogeˆneo.
Agora iremos tratar os problemas que emergem do fato de termos alguma na˜o homo-
geneidade nas interac¸o˜es. Vamos considerar primeiramente uma rede de Bethe com um
s´ıtio que interage com um de seus vizinhos atrave´s dos paraˆmetros K ′ e D′ diferentes das
outras interac¸o˜es, como pode ser visto na figura 9.
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Figura 9: Todos os s´ıtios em preto interagem igualmente com seus vizinhos; salvo o s´ıtio
mostrado em branco, que interage com o s´ıtio central segundo diferentes constantes.
A magnetizac¸a˜o do spin central ainda pode ser obtida sem muita dificuldade, basta
observarmos, com cuidado, que as relac¸o˜es entre as func¸o˜es de partic¸a˜o parciais, nas
equac¸o˜es (3.8) - (3.10), sofrem modificac¸o˜es:
ZN(+) = (eK ′−D′ZN−1(+) + e−D′ZN−1(0) + e−K ′−D′ZN−1(−))
(eK−DZN−1(+) + e−DZN−1(0) + e−K−DZN−1(−))z−1, (3.41)
ZN (0) = (ZN(+) + ZN(0) + ZN(−))z, (3.42)
ZN(−) = (e−K ′−D′ZN−1(+) + e−D′ZN−1(0) + e+K ′−D′ZN−1(−))
(e−K−DZN−1(+) + e−DZN−1(0) + e+K−DZN−1(−))z−1. (3.43)
A magnetizac¸a˜o da rede de Bethe tambe´m pode ser considerada igual a` magnetizac¸a˜o
do s´ıtio central, isso porque somente um s´ıtio difere dos demais, e no limite de campo
me´dio ele pode ser desconsiderado. O mesmo na˜o acontece quando uma frac¸a˜o finita de
ligac¸o˜es e´ diferente das demais.
Temos interesse justamente no caso em que os s´ıtios das gerac¸o˜es interagem com os
das anteriores segundo um regra aperio´dica, como foi discutido no cap´ıtulo 2. Nesses casos
a magnetizac¸a˜o da rede de Bethe na˜o e´ necessariamente igual a` do s´ıtio central, sendo
que, claramente, os s´ıtios na˜o sa˜o equivalentes. Caso queiramos calcular a magnetizac¸a˜o
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da rede de Bethe devemos tomar cada um dos s´ıtios como se fosse o central e fazermos
a me´dia dessas magnetizac¸o˜es de spin central. Entretanto essa tarefa mostra-se d´ıficil,
quando visto que as relac¸o˜es de recorreˆncia entre as func¸o˜es de partic¸a˜o parciais sa˜o
muito mais complicadas que as mostradas nas equac¸o˜es (3.41) - (3.43).
3.4.3 Magnetizac¸a˜o do spin central
A dificuldade em se obter a magnetizac¸a˜o da rede de Bethe usando relac¸o˜es de re-
correˆncia quando tratamos de sistemas aperio´dicos nos leva a somente abordarmos a
magnetizac¸a˜o do s´ıtio central, e por consequ¨eˆncia, estudarmos somente o comportamento
cr´ıtica da mesma. No entanto, mesmo resumindo nosso estudo a` magnetizac¸a˜o do s´ıtio
central, observamos dificuldades de obtenc¸a˜o de um valor fixo de magnetizac¸a˜o mesmo no
limite termodinaˆmico. Isso e´ visto se iterarmos a equac¸a˜o (3.35) ou ainda (3.37), tantas
vezes quanto as que forem necessa´rias para que a escolha do valor inicial de magnetizac¸a˜o
m1 na˜o influa nas magnetizac¸o˜es.
As interac¸o˜es sa˜o regidas pelas sequ¨eˆncias aperio´dicas definidas no cap´ıtulo 2, de modo
que:
Dn = DA, (3.44)
Kn = KA, (3.45)
quando a n-e´sima letra de uma sequ¨eˆncia corresponder a` letra A, e
Dn = DB, (3.46)
Kn = KB, (3.47)
quando a n-e´sima letra de uma sequ¨eˆncia corresponder a` letra B. Como exemplo podemos
considerar a sequ¨eˆncia ABA, como mostrado na figura 10.
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JA
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Figura 10: Na figura, as ligac¸o˜es em vermelho representam constantes de interac¸a˜o JB e
as ligac¸o˜es em preto, representam JA. Sobre os s´ıtios brancos e pretos,
agem os campos cristalinos DB e DA respectivamente
Os gra´ficos apresentados a seguir mostram a magnetizac¸a˜o do s´ıtio central em func¸a˜o
do tamanho da rede, obtidas com as relac¸o˜es (3.35) e (3.37). As magnetizac¸o˜es dizem
respeito a tamanhos naturais das sequeˆncias aperio´dicas, definidos pela maneira em que
as sequ¨eˆncias inflam, como mostrado no cap´ıtulo 2.
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Figura 11: A figura mostra a magnetizac¸a˜o do s´ıtio central em func¸a˜o do tamanho da rede,
para a sequ¨eˆncia de Fibonacci e o hamiltoniano de Blume-Capel com DA = DB = 0,
K˜A ∼= 0, 8 e K˜B ∼= 4, 0, e para o de Ising com K˜A ∼= 0, 5 e K˜B ∼= 2, 7.
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Figura 12: A figura mostra a magnetizac¸a˜o do s´ıtio central em func¸a˜o do tamanho
da rede usando a sequ¨eˆncia de duplicac¸a˜o de per´ıodo, no modelo de Blume-Capel com
DA = DB = 0, K˜A ∼= 0, 9 e K˜B ∼= 4, 5, e no de Ising com K˜A ∼= 0, 6 e K˜B ∼= 3, 0.
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Figura 13: A figura mostra a magnetizac¸a˜o do s´ıtio central em func¸a˜o do tamanho
da rede usando a sequ¨eˆncia de Rudin-Shapiro no modelo Blume-Capel com
DA = DB = 0, K˜A ∼= 1, 1 e K˜B ∼= 2, 1, e no de Ising com K˜A ∼= 0, 7 e K˜B ∼= 1, 4.
As figuras 11 - 13 mostram que a magnetizac¸a˜o do s´ıtio central muda em func¸a˜o do
tamanho da rede em considerac¸a˜o, por maior que seja o tamanho da mesma, apesar disto
a me´dia e´ bem definida como sera´ mostrado na pro´xima sec¸a˜o.
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3.4.4 Definic¸a˜o de uma magnetizac¸a˜o
Tendo em vista a dificuldade em determinarmos a magnetizac¸a˜o da rede de Bethe,
iremos considerar um novo esquema para sua obtenc¸a˜o, considerando a soma de todas as
magnetizac¸o˜es parciais.
Vamos propor uma magnetizac¸a˜o, em analogia a (3.39), definida por
MN =
1
N
N∑
n=1
mn, (3.48)
onde mn representa a magnetizac¸a˜o parcial de um s´ıtio da n-e´sima gerac¸a˜o.
Na˜o podemos tomar uma me´dia sobre a magnetizac¸a˜o de todos o s´ıtios da rede como
foi proposto no caso homogeˆneo (3.38), pois uma gerac¸a˜o possui uma frac¸a˜o finita dos
s´ıtios da rede formada a partir dela, como foi visto na equac¸a˜o (3.3). Note que esta
definic¸a˜o da magnetizac¸a˜o (3.48) e´ mais adequada, comparada a` (3.38), quando queremos
obter atrave´s da rede de Bethe uma aproximac¸a˜o para modelos antiferromagne´tico (J < 0)
em redes de Bravais bipartites.
A grandeza proposta como magnetizac¸a˜o, colocada atrave´s da equac¸a˜o (3.48), permite
a obtenc¸a˜o do limite termodinaˆmico como mostrado nas figuras 14 - 16.
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Figura 14: A figura mostra a magnetizac¸a˜o em func¸a˜o do tamanho da rede de Bethe
usando a sequ¨eˆncia de Fibonacci, para o hamiltoniano de Blume-Capel com
DA = DB = 0, K˜A ∼= 0, 8 e K˜B ∼= 4, 0, e para o de Ising com K˜A ∼= 0, 5 e K˜B ∼= 2, 7.
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Figura 15: A figura mostra a magnetizac¸a˜o em func¸a˜o do tamanho da rede de Bethe
usando a sequ¨eˆncia de duplicac¸a˜o de per´ıodo, modelo de Blume-Capel com
DA = DB = 0, K˜A ∼= 0, 9 e K˜B ∼= 4, 5, e para o de Ising com K˜A ∼= 0, 6 e K˜B ∼= 3, 0.
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Figura 16: A figura mostra a magnetizac¸a˜o em func¸a˜o do tamanho da rede de Bethe
usando a sequ¨eˆncia de Rudin-Shapiro, modelo Blume-Capel com
DA = DB = 0, K˜A ∼= 1, 1 e K˜B ∼= 2, 1, Ising K˜A ∼= 0, 7 e K˜B ∼= 1, 4.
Outro aspecto relevante em relac¸a˜o a essa grandeza, que aqui por diante chamaremos
somente de magnetizac¸a˜o, e´ que no caso homogeˆneo ferromagne´tico, no limite de campo
me´dio, ela representa fielmente a magnetizac¸a˜o da rede de Bethe. Esta definic¸a˜o de
magnetizac¸a˜o tambe´m e´ adequada se observamos esta abordagem na rede de Bethe, como
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uma abordagem de campo me´dio ana´loga ao trabalho de Iglo´i e Pala´gyi [10], onde a
magnetizac¸a˜o e´ perfeitamente caracterizada e definida da mesma forma.
3.5 Ca´lculo da derivada
Com a definic¸a˜o da magnetizac¸a˜o feita na sec¸a˜o anterior temos o caminho aberto para
o ca´lculo do expoente cr´ıtico da magnetizac¸a˜o. Este ca´lculo pode ser feito atrave´s da
equac¸a˜o (2.14) onde obtemos que
MN(t) = t
βP ′′[log(t)]. (3.49)
Tomando o logaritmo em ambos os lados de (3.49)
log(MN) = β log(t) + P
′[log(t)], (3.50)
sendo que P ′[log(t)] e´ uma nova func¸a˜o perio´dica de log(t).
Para obtermos o expoente β podemos derivar a equac¸a˜o (3.50) em relac¸a˜o a log(t)
d log(MN(t))
d log(t)
= β + P [log(t)] (3.51)
E´ poss´ıvel, desta forma, determinar o expoente β calculando a derivada do lado es-
querdo da equac¸a˜o (3.51). Podemos obteˆ-la numericamente, tomando a magnetizac¸a˜o
de dois valores de temperatura pro´ximos, ou ainda, podemos usar uma expressa˜o para
a derivada em func¸a˜o das magnetizac¸o˜es parciais e da temperatura. Nesta sec¸a˜o vamos
justamente calcular uma expressa˜o anal´ıtica para a derivada apresentada acima.
Partindo do lado direito da (3.51), podemos escrever
d log(MN(t))
d log(t)
=
t
MN
dMN
dt
. (3.52)
Usando as equac¸a˜o (3.48) e (3.52)
d log(MN(t))
d log(t)
=
t
NMN
N∑
n=1
dmn
dt
. (3.53)
Tendo em vista que as magnetizac¸o˜es parciais sa˜o obtidas atrave´s da equac¸a˜o de
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recorreˆncia mostrada na (3.37), podemos entendermn como uma func¸a˜o de va´rias varia´veis
mn = f(m1, K˜2, K˜3, K˜4, · · · , K˜n). (3.54)
Conclu´ımos enta˜o que
dmn
dt
=
n∑
k=1
∂mn
∂K˜k
dK˜k
dt
, para n ≥ 2.
(3.55)
dmn
dt
= 0, para n = 1.
Todavia a magnetizac¸a˜o parcial mn e´ uma func¸a˜o das varia´veis citadas na equac¸a˜o
(3.54) segundo uma cadeia de varia´veis expl´ıcitas e impl´ıcitas:
mn = f(mn−1(mn−2(· · · (m1, K˜2) · · · ), K˜n−1), K˜n), (3.56)
Assim sendo:
∂mn
∂K˜k
=
n∏
l=k+1
∂ml
∂ml−1
∂mk
∂K˜k
, para k 6= n. (3.57)
Finalmente, usando as equac¸o˜es (3.53), (3.55) e (3.57) obtemos:
d log(MN(t))
d log(t)
=
t
NMN
N∑
n=2
n∑
k=1
[
(1− δk,n)
(
n∏
l=k+1
∂ml
∂ml−1
)
∂mk
∂K˜k
+ δk,n
∂mn
∂K˜k
]
dK˜k
dt
. (3.58)
As derivadas da equac¸a˜o (3.58) podem ser obtidas a partir das relac¸o˜es de recorreˆncia
(3.35) e (3.37)
∂ml
∂ml−1
=
{
1−
[
tanh
(
K˜lml−1
)]2}
K˜l, ,
∂mk
∂K˜k
=
{
1−
[
tanh
(
K˜kmk−1
)]2}
m˜k−1,
quando considerado o hamiltoniano de Ising, ou
∂ml
∂ml−1
= 2
cosh (Klml−1)Kl
2 cosh (Klml−1) + 1
− 4 [sinh (Klml−1)]
2Kl
[2 cosh (Klml−1) + 1]
2 , (3.59)
∂mk
∂K˜k
= 2
cosh (Kkmk−1)mk−1
2 cosh (Kkmk−1) + 1
− 4 [sinh (Kkmk−1)]
2mk−1
[2 cosh (Kkmk−1) + 1]
2 , (3.60)
para o hamiltoniano de Blume-Capel.
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A expressa˜o (3.58) e´ geral, sendo va´lida para qualquer grandeza obtida atrave´s de
relac¸o˜es de recorreˆncia do tipo
xi = f(ai xi−1), (3.61)
desde que f seja sempre deriva´vel.
Este procedimento pode ser usado para determinar se o expoente cr´ıtico, associado
a uma dada grandeza, varia quando acrescentado algum tipo de desordem nas interac¸o˜es
do hamiltoniano.
3.6 Temperatura cr´ıtica.
Obteremos nesta sec¸a˜o a temperatura cr´ıtica da transic¸a˜o de segunda ordem encon-
trada nos diagramas de fase dos hamiltonianos de Ising e Blume-Capel na rede de Bethe.
Para definirmos a temperatura critica vamos estudar o limite de estabilidade da fase
paramagne´tica. Iremos considerar relac¸o˜es de recorreˆncia gerais, como a mostrada pela
equac¸a˜o (3.56), por exemplo.
Podemos escrever a equac¸a˜o citada acima, omitindo as varia´veis na˜o importantes em
nossa ana´lise, como
mn = f(mn−1). (3.62)
Nos hamiltonianos estudados a soluc¸a˜o da relac¸a˜o de recorreˆncia em que todas as mag-
netizac¸o˜es parciais sa˜o iguais a zero sempre existe. Vamos portanto, obter a temperatura
cr´ıtica, que sera´ caracterizada quando essa soluc¸a˜o deixa de ser esta´vel.
Considerando um hamiltoniano em que todas as interac¸o˜es sa˜o ideˆnticas, a condic¸a˜o
para que a fase paramagne´tica seja esta´vel pode ser obtida se efetuarmos uma variac¸a˜o
em mn−1
mn + δmn = f(mn−1 + δmn−1). (3.63)
Quando essa variac¸a˜o e´ pequena, ou seja δmn−1 ≃ 0, podemos aproximar a equac¸a˜o
(3.63) em primeira ordem no ponto mn−1 = 0
δmn =
[
∂f(mn−1)
∂mn−1
]
mn−1=0
δmn−1. (3.64)
A estabilidade da fase paramagne´tica esta´ relacionada diretamente a` derivada do lado
direito de (3.64). Quando essa e´ menor que um, a fase e´ esta´vel; caso seja maior que um,
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a fase e´ insta´vel. Isto se deve ao fato de que, no caso esta´vel, a cada iterac¸a˜o da relac¸a˜o
de recorreˆncia, a variac¸a˜o imposta a mn sera´ sempre menor que a anterior e, no limite
termodinaˆmico, em que n vai a infinito, essa variac¸a˜o e´ zero. Resumindo:
[
∂f(mn−1)
∂mn−1
]
mn−1=0
=
{
< 1 , esta´vel;
> 1 , insta´vel.
(3.65)
Essa interpretac¸a˜o na˜o pode ser usada imediatamente no caso de um hamiltoniano
com interac¸o˜es na˜o constantes, o que justamente acontece em nosso estudo.
No cap´ıtulo 1 obtivemos a probabilidade de, dado um elemento, obtermos uma de-
terminada letra. No caso de um alfabeto de duas letras, devemos relembrar a expressa˜o
(1.18)
PB =
u12
u11 + u12
. (3.66)
Agora consideremos novamente (3.56), sendo que omitiremos as varia´veis desnecessa´-
rias para a ana´lise
mn = f(mn−1(mn−l)). (3.67)
onde l e´ grande o suficiente para que (1.17) e (1.18) representem as probabilidades de
obtenc¸a˜o das letras A e B respectivamente.
Vamos pretenciosamente tomar a variac¸a˜o de mn−l, em primeira ordem, da equac¸a˜o
(3.67)
δmn =
[
∂f(mn−1(mn−l))
∂mn−l
]
(mn−1,··· ,m1)= 0
δmn−l. (3.68)
Podemos ver, que no caso em que a derivada do lado direito de (3.68) e´ menor que
um
δmn
δmn−l
< 1. (3.69)
Equivalentemente,
δmn+l
δmn
< 1 (3.70)
se [
∂f(mn+l−1(mn))
∂mn
]
(mn+l−1,··· ,m1)=0
< 1. (3.71)
Conclu´ımos , atrave´s das equac¸o˜es (3.69) e (3.70), que apo´s l iterac¸o˜es as variac¸o˜es
δmn, δmn+l, δmn+2l, · · · , δm∞, va˜o diminuindo ate´ zero, desde que todas as respectivas
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derivadas, como a (3.71), sejam menores que um.
Como l e´ qualquer, a condic¸a˜o para a estabilidade da soluc¸a˜o em que todas as mag-
netizac¸o˜es parciais sa˜o zero, e´[
∂f(mn+l−1(mn))
∂mn
]
(mn+l−1,··· ,m1)= 0
< 1, ∀ l →∞, (3.72)
ou ainda, tomando a derivada:
n∏
k=l−1
[
∂f(mn+k)
∂mn+k
]
mn+k=0
< 1 , ∀ l →∞. (3.73)
Claramente, o limite de estabilidade e´ obtido com:
n∏
k=l−1
[
∂f(mn+k)
∂mn+k
]
mn+k=0
= 1 , ∀ l →∞. (3.74)
A condic¸a˜o (3.74) aplicada a`s relac¸o˜es de recorreˆncia (3.37) e (3.35) com Dn = 0 leva a
respectivamente:
n∏
k=l−1
[
∂f(mn+k)
∂mn+k
]
mn+k=0
=
n∏
k=l−1
K˜n+k = (1 + r)
l PBK˜ lA, (3.75)
n∏
k=l−1
[
∂f(mn+k)
∂mn+k
]
mn+k=0
=
n∏
k=l−1
2
3
K˜n+k = (1 + r)
l PB
[
2
3
K˜A
]l
, (3.76)
onde
(1 + r) =
K˜B
K˜A
. (3.77)
A temperatura cr´ıtica pode agora ser obtida do limite de estabilidade da fase para-
magne´tica:
• Para o modelo de Ising
(1 + r)PBK˜A = 1, (3.78)
• Para Blume-Capel
2
3
(1 + r)PBK˜A = 1. (3.79)
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4 Metodologia
Como visto no cap´ıtulo 3, podemos calcular a magnetizac¸a˜o da rede de Bethe usando
relac¸o˜es de recorreˆncia. Estas, no limite de campo me´dio, mostrado pelas equac¸o˜es (3.35) e
(3.37) relativas aos modelos de Blume-Capel e Ising reespectivamente, podem ser iteradas
tantas vezes quanto o nu´mero de gerac¸o˜es da rede de Bethe. Deste fato emerge uma
pergunta: quantas gerac¸o˜es a rede deve ter, ou equivalentemente, quantas vezes devemos
iterar essas relac¸o˜es de recorreˆncia ?
Para responder esta questa˜o devemos considerar o objetivo inicial desse trabalho; que-
remos obter o comportamento cr´ıtico de um modelo com interac¸o˜es aperio´dicas na rede
de Bethe. Para completarmos tal tarefa, devemos lembrar que transic¸o˜es de fase sa˜o fenoˆ-
menos associados a singularidades de grandezas termodinaˆmicas e estas singularidades so´
podem ocorrer em sistemas de tamanho infinito, que no caso da rede de Bethe significaria
um nu´mero infinito de gerac¸o˜es.
Esse tamanho infinito necessa´rio para a observac¸a˜o de uma transic¸a˜o de fase corres-
ponde ao limite termodinaˆmico. Obviamente, se buscarmos uma soluc¸a˜o nu´merica das
relac¸o˜es de recorreˆncia, na˜o poderemos fazeˆ-la neste limite, por na˜o podermos iterar estas
relac¸o˜es infinitas vezes. Ainda assim, e´ poss´ıvel tomar vantagem dessa abordagem nume´-
rica se determinarmos um valor aproximado do limite termodinaˆmico e associarmos a esta
aproximac¸a˜o uma barra de erro.
Neste cap´ıtulo discutiremos um me´todo para a determinac¸a˜o de uma aproximac¸a˜o
da magnetizac¸a˜o em relac¸a˜o ao seu valor no limite termodinaˆmico. Trataremos alguns
aspectos te´cnicos ligados ao algor´ıtmo de criac¸a˜o das sequ¨eˆncias aperio´dicas e, por fim,
estudaremos como os erros nu´mericos de nossa abordagem se propagam no ca´lculo do
expoente cr´ıtico da magnetizac¸a˜o β.
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4.1 Magnetizac¸a˜o no limite termodinaˆmico
O me´todo constru´ıdo a seguir para determinar uma aproximac¸a˜o da magnetizac¸a˜o
no limite termodinaˆmico, e´ baseado no comportamento da magnetizac¸a˜o em func¸a˜o do
nu´mero de gerac¸o˜es da rede de Bethe.
Os nu´meros de gerac¸o˜es em questa˜o sa˜o chamados de nu´meros naturais. No caso da
sequ¨eˆncia de Fibonacci os nu´meros naturais sa˜o os nu´meros de Fibonacci 1, 2, 3, 5, 8, 13, ...
; para as sequ¨eˆncias de duplicac¸a˜o de periodo e Rudin-Shapiro os nu´meros sa˜o poteˆn-
cias inteiras de 2: 2, 4, 8, 16, 32, ... . A utilizac¸a˜o destes nu´meros de gerac¸o˜es na˜o e´ uma
mera escolha, mas sim uma necessidade advinda de estarmos estudando aperiodicidades
inerentes a sequ¨encias obtidas a partir de regras de substituic¸a˜o.
Recordando a definic¸a˜o de magnetizac¸a˜o feita no cap´ıtulo 3 atrave´s da equac¸a˜o (3.48):
MN =
1
N
N∑
n=1
mn , (4.1)
vemos que, atrave´s de sucessivas iterac¸o˜es de (3.37), podemos calcular MN e obter o com-
portamento representado nas figuras 17 .
0 5e-08 1e-07 1,5e-07 2e-07 2,5e-07 3e-07
0,08973705
0,08973710
0,08973715
0,08973720
1
N
(a)
1
2
34
5
0 2e-08 4e-08 6e-08 8e-08 1e-07 1,2e-07
0,08973704
0,08973706
0,08973708
0,08973710
1
N
(b)
3
4
56
7
Figuras 17: Gra´ficos mostram a magnetizac¸a˜o como func¸a˜o de tamanhos naturais da rede de Bethe,
obtidos para a sequ¨eˆncia de Fibonacci, com o modelo de Ising com r = 4 e KA = 0, 54.
O gra´fico (b) e´ um aumento de uma regia˜o de (a).
MN MN
Atrave´s de uma ana´lise sistema´tica das curvas, como as mostradas nas figuras 17(a)
e 17(b), foi poss´ıvel trac¸armos os pares de retas mostradas em verde (segmentos de reta
12 e 23), em vermelho (34 e 45) e em azul (56 e 67).
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Essas retas permitem a obtenc¸a˜o da magnetizac¸a˜o da rede de Bethe no limite ter-
modinaˆmico. Para isto, devemos observar que todas as magnetizac¸o˜es de redes de Bethe
maiores dos que as usadas para construir um determinado par de segmentos de reta,
apresentam-se dentro da regia˜o interna a estes pares e a linha que marca N infinito
(1/N = 0) . Desta forma e´ possivel construir um cr´ıterio para calcularmos a magnetiza-
c¸a˜o no limite termodinaˆmico, assim como definir uma margem de seguranc¸a em relac¸a˜o
ao valor da mesma e assim obter uma barra de erro usando a distaˆncia entre os pontos
em que cada um dos segmentos de reta intercepta a marca de N infinito.
Este me´todo de extrapolac¸a˜o pode ser usado com as outras sequ¨eˆncias observadas
neste trabalho, tanto no estudo do modelo de Ising como no estudo do modelo de Blume-
Capel.
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Figuras 18: Na figura mostramos a magnetizac¸a˜o como func¸a˜o de tamanhos
naturais da rede de Bethe obtidos para a sequ¨eˆncia de duplicac¸a˜o
de per´ıodo, usando o modelo de Ising com r = 1 e KA = 0, 58 .
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Figuras 19: Mostramos nesta figura a magnetizac¸a˜o para tamanhos
naturais, usando a sequ¨eˆncia de Rudin-Shapiro no modelo de Ising com r = 1 e KA = 0, 71 .
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4.1.1 Erro na magnetizac´a˜o
Para definirmos o erro associado a` obtenc¸a˜o do limite termodinaˆmico, vamos repre-
sentar os valores de MN , em que o par de segmentos de reta intercepta a marca de N
infinito, por M ′ e M ′′. Devemos lembrar tambe´m, que cada ponto mostrado no gra´fico,
representa um tamanho natural da sequ¨eˆncia em questa˜o. Disto, resulta que:
M ′ =
Nl−1MNl−1 −Nl−2MNl−2
Nl−1 −Nl−2 , (4.2)
M ′′ =
NlMNl −Nl−1MNl−1
Nl −Nl−1 , (4.3)
onde Nl e´ um tamanho natural da sequ¨eˆncia. Podemos enta˜o estimar a magnetizac¸a˜o do
limite termodinaˆmico como:
M∞ =
M ′′ +M ′
2
. (4.4)
A barra de erro pode ser definida como:
∆EM∞ =
∣∣∣∣M ′′ −M ′2
∣∣∣∣ . (4.5)
Para a sequ¨eˆncia de duplicac¸a˜o de per´ıodo, extrapolamos as magnetizac¸o˜es obtidas
usando o me´todo de extrapolac¸a˜o BST [15]. Os resultados foram os mesmos dos obtidos
com o procedimento aqui exposto; no caso do me´todo BST, entretanto, a barra de erro e´
subestimada [14].
4.1.2 Erro no expoente β
Como visto no cap´ıtulo 3, o expoente cr´ıtico da magnetizac¸a˜o em sistemas com si-
metria discreta pode ser escrito segundo a equac¸a˜o (3.51). Ja´ foi salientado nesse mesmo
cap´ıtulo que podemos proceder de duas formas a fim de calcular o expoente β: discuti-
mos o mapa da derivada e a possibilidade de efetuarmos numericamente a derivada do
lado direito de (3.51). Neste u´ltimo caso na˜o teremos somente o erro associado ao li-
mite termodinaˆmico da magnetizac¸a˜o, mas tambe´m o erro devido ao ca´lculo nume´rico da
derivada.
O ca´lculo nume´rico pode ser efetuado, expandindo os logaritmos em se´rie de Taylor:
d logM∞(t)
d log(t)
=
∆ log{M∞[log(t)]}
∆ log(t)
− 1
24
d3 logM∞(t)
d log(t)3
∆ log(t)2 +O[∆ log(t)]4 (4.6)
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onde:
∆ log{M∞[log(t)]} = log
{
M∞
[
log(t) +
∆ log(t)
2
]}
− log
{
M∞
[
log(t)− ∆ log(t)
2
]}
(4.7)
O erro relativo ao ca´lculo nume´rico da derivada e´ O[∆ log(t)]2 como visto na equac¸a˜o
4.6.
Para obter o erro relativo ao limite termodinaˆmico devemos calcular o erro propagado
em cada um dos termos do lado direito da equac¸a˜o (4.7):
∆E∆ log{M∞[log(t)]} =
∣∣∣∣log
{
M∞
[
log(t) +
∆ log(t)
2
]
+∆EM∞
}
−
log
{
M∞
[
log(t) +
∆ log(t)
2
]
−∆EM∞
}∣∣∣∣ +
∣∣∣∣log
{
M∞
[
log(t)− ∆ log(t)
2
]
+∆EM∞
}
−
log
{
M∞
[
log(t)− ∆ log(t)
2
]
−∆EM∞
}∣∣∣∣ . (4.8)
Expandindo a equac¸a˜o (4.8) em se´rie de Taylor em torno de ∆EM∞ = 0, e tomando
∆ log(t) ≃ 0 :
∆E∆ log{M∞[log(t)]} = 4∆EM∞
ln(10)M∞
+O(∆EM∞
M∞
)3 . (4.9)
Agora a cada valor de
d logM∞(t)
d log(t)
calculado, poderemos associar uma barra de erro
∆D definido pela soma dos erros que aparecem no ca´lculo nu´merico da derivada e na
aproximac¸a˜o ao limite termodinaˆmico:
∆D = 4∆EM∞
ln(10)M∞∆ log(t)
+O( ∆EM∞
M∞∆ log(t)
)3+
∣∣∣∣ 124 d
3 logM∞(t)
d log(t)3
∆ log(t)2 +O[∆ log(t)]4
∣∣∣∣ .
(4.10)
4.2 Criac¸a˜o das sequ¨eˆncias
As relac¸o˜es de recorreˆncia entre as magnetizac¸o˜es parciais obtidas no cap´ıtulo 3 e as
definic¸o˜es de erros associados a` obtenc¸a˜o do limite termodinaˆmico e ao ca´lculo nume´rico
da derivada, vistas na sec¸a˜o anterior, permitem conhecermos o expoente cr´ıtico da magne-
tizac¸a˜o com uma dada precisa˜o, esta precisa˜o estara´ vinculada a um esforc¸o computacional
em termos de tempo e memo´ria.
Neste trabalho, estamos primeiramente interessados em observar se as sequ¨eˆncias ape-
rio´dicas estudadas conduzem a` modificac¸a˜o do expoente cr´ıtico da magnetizac¸a˜o β em
relac¸a˜o a um sistema homogeˆneo. No caso homogeˆneo, o expoente cr´ıtico β tem o valor
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igual a 1/2 , o mesmo valor encontrado em uma rede de Bethe com as interac¸o˜es seguindo
uma sequ¨eˆncia perio´dica.
Podemos, em princ´ıpio, determinar o valor de β obtido com interac¸o˜es moduladas
aperiodicamente, e tambe´m, atrave´s da barra de erro ∆D, concluir se esse valor e´, sem
sombra de du´vida, diferente do valor 1/2.
No cap´ıtulo 5, veremos que, tipicamente, para obtermos um valor de β confia´vel tere-
mos que considerar redes de Bethe com mais de 232 gerac¸o˜es. Sendo assim, construindo
um algor´ıtmo equivalente a` aplicac¸a˜o de uma regra de substituic¸a˜o, a fim de obter uma
sequ¨eˆncia com o mesmo nu´mero de elementos quantas as gerac¸o˜es da rede de Bethe, no-
taremos que e´ necessa´rio armazenar mais de 231 elementos A e B, computacionalmente
representados por 0 e 1 respectivamente. Em termos computacionais, se representarmos
cada elemento 0 e 1 por uma varia´vel de 1 byte, armazenaremos mais de 2G bytes na
memo´ria. Para o refinamento do ca´lculo na sequ¨eˆncia de duplicac¸a˜o de per´ıodo, precisa-
r´ıamos de mais memo´ria, cerca de 64G bytes; no estudo da sequ¨encia de Rudin-Shapiro,
veremos que precisamos de ainda muito mais.
Essa quantidade de memoria na˜o e´ corriqueiramente encontrada em computadores
convencionais. Entretanto este problema de memo´ria pode ser superado se observamos
algumas caracter´ısticas inerentes a`s sequ¨encias aperio´dicas. Nas pro´ximas sec¸o˜es vamos
escrever as sequ¨eˆncias aperio´dicas na˜o como uma se´rie de nu´meros dispostos lado a lado,
mas numa forma matricial, como exemplo consideramos a sequ¨eˆncia finita 1 0 1 0 0 1 0
1 1 0 0 1 1 1 0 0, esta pode ser escrita matricialmente como:
1 0 1 0
0 1 0 1
1 0 0 1
1 1 0 0
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4.2.1 Duplicac¸a˜o de periodo
Escrevendo a sequ¨eˆncia de duplicac¸a˜o de per´ıodo e a colocando em uma forma matri-
cial com 2G colunas e 2G linhas, temos as seguintes representac¸o˜es:
0 1 0 0
0 1 0 1
0 1 0 0
0 1 0 0
G = 2.
0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 0
G = 3.
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0
G = 4.
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Podemos observar que as matrizes formadas pela sequ¨eˆncia aperio´dica teˆm proprieda-
des interessantes. Todas as linhas sa˜o ideˆnticas a na˜o ser nos elementos da u´ltima coluna;
esta por sua vez e´ ideˆntica a` primeira linha para G par e o negativo da primeira linha
para G ı´mpar, onde negativo refere-se a` troca de 0 por 1 e 1 por 0. Estas propriedades
sa˜o notadas em todos os tamanhos de sequ¨eˆncias que formam uma matriz quadrada.
Observando as relac¸o˜es de recorreˆncia entre as magnetizac¸o˜es parciais, vemos que a
magnetizac¸a˜o da gerac¸a˜o n depende somente das interac¸o˜es entre as gerac¸o˜es n e n− 1:
mn = mn(mn−1, K˜n, D˜n) . (4.11)
Tomando vantagem destas caracter´ısticas, podemos calcular a magnetizac¸a˜o de uma
sequ¨eˆncia de 22G elementos armazenando somente 2G elementos.
4.2.2 Rudin-Shapiro
A sequ¨eˆncia de Rudin-Shapiro tem propriedades ana´logas a` de duplicac¸a˜o de per´ıodo,
entretanto mais complexas. Colocando a sequ¨eˆncia de Rudin-Shapiro em uma matriz 2G
colunas e 2G−1 linhas, obtemos, para g = 2 e G = 4, as seguintes representac¸o˜es:
0 0 0 1
0 0 1 0
G = 2.
0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1
0 0 0 1 0 0 1 0 1 1 1 0 0 0 1 0
0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1
1 1 1 0 1 1 0 1 0 0 0 1 1 1 0 1
0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1
0 0 0 1 0 0 1 0 1 1 1 0 0 0 1 0
1 1 1 0 1 1 0 1 1 1 1 0 0 0 1 0
0 0 0 1 0 0 1 0 1 1 1 0 0 0 1 0
G = 4.
Escrevendo a sequ¨eˆncia de Rudin-Shapiro, como feito acima, e´ poss´ıvel, atrave´s de uma
sequ¨eˆncia com 2G gerac¸o˜es, obter a magnetizac¸a˜o de uma rede de Bethe com 22G−1 gera-
c¸o˜es, bastando observar que, para G par:
• toda coluna da primeira metade da matriz que comec¸a com 0 e´ igual a` primeira
linha ;
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• colunas da primeira metade da matriz que comec¸am com 1 sa˜o iguais ao negativo
da primeira linha ;
• colunas da segunda metade da matriz que comec¸am com 0 sa˜o iguais ao negativo,
de tra´s para frente, da primeira linha ;
• colunas da segunda metade da matriz que comec¸am com 1 sa˜o iguais ao inverso da
primeira linha ;
E´ poss´ıvel realizar um procedimento similar para G ı´mpar:
• colunas da primeira metade da matriz que comec¸am com 0 sa˜o iguais a` primeira
linha ;
• colunas da primeira metade da matriz que comec¸am com 1 sa˜o iguais ao negativo
da primeira linha ;
• colunas da segunda metade da matriz que comec¸am com 0 sa˜o iguais ao inverso da
primeira linha ;
• colunas da segunda metade da matriz que comec¸am com 1 sa˜o iguais ao negativo,
de tra´s para frente, da primeira linha .
4.3 Mapa da derivada
Diferentemente das magnetizac¸o˜es parciais, dadas por relac¸o˜es de recorreˆncia como
mostrado em (4.11), a expressa˜o anal´ıtica (3.58), para o ca´lculo da derivada do lado
direito da equac¸a˜o (3.51), na˜o pode ser imediatamente usada juntamente com o me´todo
de contruc¸a˜o das sequ¨eˆncias aperio´dicas de duplicac¸a˜o de per´ıodo e Rudin-Shapiro. Isto
porque cada derivada dependera´ de todas as interac¸o˜es na rede de Bethe.
O objetivo desta sec¸a˜o e´ justamente mostrar como podemos calcular a derivada atrave´s
de um mapa em que o me´todo de construc¸a˜o das sequ¨eˆncias possa ser usado. Para isto
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devemos definir:
si =
∂mi+1
∂K˜i+1
dK˜i+1
dt˜
,
s =
∂m2
∂K˜2
dK˜2
dt˜
e li =
∂mi+1
∂mi
.
Estas grandezas dependem somente das interac¸o˜es locais, ou seja, de K˜i+1. Podemos
obter a derivada iterando as seguintes relac¸o˜es de recorreˆncia com i partindo de 2 ate´
N − 1:
R = s+R ,
s = si + lis ,
S = s+R ,
onde R e´ inicialmente zero.
A derivada do lado direito de (3.58) e´ dada enta˜o por:
d log(MN (t))
d log(t)
=
tS
NMN
. (4.12)
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5 Resultados
Neste cap´ıtulo, vamos discutir o comportamento da derivada do lado esquerdo da
equac¸a˜o (3.51), que iremos representar por D:
D = d log(MN)
d log(t)
, (5.1)
em func¸a˜o do logaritmo da temperatura reduzida log(t). Isto sera´ feito na proximidade
da temperatura cr´ıtica, de forma que esta derivada da magnetizac¸a˜o siga a lei de escala
introduzida no cap´ıtulo 3 pela equac¸a˜o (3.51). Caracterizaremos tambe´m o comporta-
mento log-perio´dico devido a` simetria discreta introduzida pelas sequ¨eˆncias aperio´dicas.
Discutiremos o expoente cr´ıtico da magnetizac¸a˜o obtido atrave´s dessas curvas para cada
uma das sequ¨eˆncias em estudo, sempre tendo como base as barras de erro que permi-
tem afirmarmos, dentre outros comportamentos, a ocorreˆncia de mudanc´as de classe de
universalidade em algumas sequ¨eˆncias.
Das fontes poss´ıveis de erro no ca´lculo do expoente da magnetizac¸a˜o, ainda na˜o quan-
tificada e´ relativa a regia˜o de escala: as grandezas termodinaˆmicas so´ sera˜o func¸o˜es homo-
geˆneas generalizadas na temperatura cr´ıtica e portanto as leis de escala da magnetizac¸a˜o
(2.3) e da derivada do logaritmo da magnetizac¸a˜o (3.51) so´ sera˜o va´lidas nas proximidada-
des desta temperatura. De fato, a equac¸a˜o (2.3) pode ser usada como uma boa aproxima-
c¸a˜o da magnetizac¸a˜o e por consequeˆncia (3.51), pois tanto a magnetizac¸a˜o quanto va´rias
outras grandezas termodinaˆmicas podem ser expandidas como uma se´rie de poteˆncias da
temperatura reduzida nas proximidades da criticalidade, de modo que, para pequenas
temperaturas reduzidas, a poteˆncia do expoente cr´ıtico e´ preponderante.
O efeito de na˜o estarmos em um temperatura suficientemente pro´xima da temperatura
cr´ıtica sera´ observado tambe´m neste cap´ıtulo.
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5.1 Fibonacci
Os resultados encontrados na rede de Bethe para os modelos de Blume-Capel, com
∆ = 0, e Ising, ambos com interac¸o˜es moduladas pela sequ¨eˆncia de Fibonacci, sa˜o ideˆn-
ticos. Estes resultados na˜o trazem mudanc¸as observa´veis, para o expoente cr´ıtico, em
relac¸a˜o a interac¸o˜es constantes ou com modulac¸o˜es perio´dicas.
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Figura 20: Na figura e´ mostrado D em func¸a˜o
de log(t), obtido para o modelo de Ising com interac¸o˜es
dadas pela sequ¨eˆncia de Fibonacci, para dois valores
de r e diversos valores do nu´mero de gerac¸o˜es da rede de Bethe.
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Podemos notar, observando a figura 20, que o comportamento cr´ıtico do modelo de
Ising com interac¸o˜es dadas pela sequ¨eˆncia de Fibonacci e´ ideˆntico ao caso homogeˆneo (r =
0). Podemos observar tambe´m que a derivada como func¸a˜o do logaritmo da temperatura
reduzida e´ aproximadamente constante, mas sofre uma diminuic¸a˜o para valores pequenos
da temperatura reduzida. Aumentando o tamanho da rede de Bethe esta diminuic¸a˜o se
da´ a temperaturas cada vez menores. Sendo que no limite termodinaˆmico, ela desaparece.
Este comportamento para valores de t mais pro´ximos de zero mostrados na figura 20
pode ser entendido em termos do comprimento de correlac¸a˜o do sistema como func¸a˜o da
temperatura reduzida. O comprimento de correlac¸a˜o nas proximidades da temperatura
cr´ıtica e´ dado por uma lei de poteˆncia, ξ ∝ |t|−ν , onde ν e´ o expoente do comprimento
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de correlac¸a˜o.
A deflexa˜o observada na figura 20 aparece quando a temperatura reduzida e´ tal que
o comprimento de correlac¸a˜o fica pro´ximo do nu´mero de gerac¸o˜es, por isso, quando au-
mentamos N , a diminuic¸a˜o de D se da´ a temperaturas reduzidas menores.
Por fim, conclu´ımos que o expoente cr´ıtico da magnetizac¸a˜o e´ o mesmo expoente do
modelo homogeˆneo, β = 1/2 .
5.2 Duplicac¸a˜o de per´ıodo
Novamente os resultados obtidos em func¸a˜o dos modelos de Ising e Blume-Capel con-
cordam.
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Figura 21: As curvas em azul e vermelho sa˜o para o modelo de Ising;
a em preto e´ relativa ao modelo de Blume-Capel, todas sa˜o para r = 1 com 2G gerac¸o˜es.
D
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Figura 22: As curvas obtidas para o modelo de Blume-Capel com r = 1 .
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Podemos notar novamente a regia˜o em que o comprimento de correlac¸a˜o comec¸a a ser con-
sidera´vel em relac¸a˜o ao tamanho da rede — exatamente como fora discutido na sequ¨eˆncia
de Fibonacci — para t pequeno.
Observamos na figura 21 uma oscilac¸a˜o da derivada em torno de um valor me´dio; esta
oscilac¸a˜o ja´ foi prevista em nossa discussa˜o no cap´ıtulo 2 sobre o fenoˆmeno de oscilac¸o˜es
log-perio´dicas, que podem vir a ocorrer em sistemas com alguns tipos de simetrias dis-
cretas. A sequ¨eˆncia de duplicac¸a˜o de periodo possui l = 2, ou seja, como foi discutido
na sec¸a˜o 2.4, somente podemos fazer transformac¸o˜es exatas de grupo de renormalizac¸a˜o
usando poteˆncias inteiras de 2. Diferentemente, a sequ¨eˆncia de Fibonacci na˜o possui
uma simetria discreta que possa ser representada por um conjunto de poteˆncias inteiras
de um paramentro l e assim, como aparentemente observado na figura 20, na˜o possui
comportamento log-perio´dico.
Analisando a expressa˜o (3.51):
d log(MN(t))
d log(t)
= β + P [log(t)]
em conjunto com as curvas observadas na figura 21, podemos propoˆr um termo perio´dico
em log(t) como uma func¸a˜o harmoˆnica, por exemplo:
P [log(t)] = a cos(2πb log(t) + c), (5.2)
Podemos enta˜o fazer ajustse do comportamento log-perio´dico, mostrado nas figuras
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23 e 24:
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0,507
0,508
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0,51
0,511
0,512
G=32, r=1
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log(t)
Figura 23: A curva e´ obtida para o modelo de Blume-Capel com r = 1, o ajuste
dos paraˆmetros leva a β = 0, 509, a = 1, 75 10−5, b = 1.656, c = 0, 8539 com χ2 = 10−7.
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Figura 24: Com o ajuste dos paraˆmetros temos β = 0, 547, a = 2, 15 10−3 10−5, b = 1.654,
c = 0, 8539 com χ2 = 10−5.
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Podemos observar qualitativamente que a amplitude da func¸a˜o log-perio´dica a e´ uma
func¸a˜o de r.
Cabe salientar os motivos porque na˜o iremos neste trabalho analisar com mais cuidado
e precisa˜o o paraˆmetro b, mesmo lembrando que na sec¸a˜o 2.4 estabelecemos como, a partir
do expoente β e do conhecimento do per´ıodo da func¸a˜o log-perio´dica, poder´ıamos conhecer
todos os expoentes de um modelo: na˜o iremos fazer um ca´lculo detalhado do per´ıodo da
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func¸a˜o log-perio´dica porque a argumentac¸a˜o da sec¸a˜o 2.4, no que diz respeito a`s relac¸o˜es
entre os expoentes, e´ somente va´lida para sistemas abaixo da dimensionalidade cr´ıtica
superior (no caso dos modelos de Ising e Blume-Capel, esta dimensa˜o e´ quatro). Por
sua vez, a dimensa˜o da rede de Bethe pode ser considerada como infinita. Visto isso,
questo˜es sobre as igualdades entre os expoentes em sistemas aperio´dicos sera˜o estudadas
em trabalhos futuros.
Podemos estipular barras de erro para cada valor da derivada do logaritmo da mag-
netizac¸a˜o mostrados nas figuras 21 e 22, considerarando a discussa˜o feita no capitulo 4,
onde propomos uma medida do erro dada pela equac¸a˜o (4.10). Assim por exemplo, para
o modelo de Blume-Capel com a sequ¨eˆncia de duplicac¸a˜o de per´ıodo obtemos a barra de
erro para alguns valores de log(t) mostrados na figura 23 .
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Figura 25: As curvas foram obtidas usando o modelo de Blume-Capel com r = 1 ,
em vermelho temos 230 gerac¸o˜es da rede de Bethe e em azul 232
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As barras de erro observadas na figura 25 representam o erro relativo a` obtenc´a˜o do
limite termodinaˆmico. Podemos perceber que a barra de erro aumenta quando a tempera-
tura reduzida diminui: isto esta´ justamente relacionado com o aumento do comprimento
de correlac¸a˜o, acarretando assim, um desvio do valor obtido relativo ao limite termo-
dinaˆmico. O erro devido ao ca´lculo nume´rico da derivada e´ da ordem de 10−5 como
pode ser visto observando o segundo termo do lado direito da (4.10), sendo que usamos
∆ log(t) = 0.01 nas curvas obtidas nesta sec¸a˜o.
Resta agora usar os dados, exemplificados ao longo desta sec¸a˜o, para discutir a mu-
danc¸a de classe de universalidade provocada pela modulac¸a˜o das interac¸o˜es do hamilto-
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niano pela sequ¨eˆncia de duplicac¸a˜o de per´ıodo.
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Figura 26: as curvas mostram D em func¸a˜o de log(t) para o modelo
de Ising com 232 gerac¸o˜es
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Figura 27: Na figura e´ mostrado o expoente β como func¸a˜o de r para o modelo de Ising
Na figura 27, quando r = 0, temos β = 1/2 como esperado. Entretanto para valores
de r diferentes de zero observamos que o expoente na˜o e´ universal, variando com o valor de
r. Cabe lembrar que, segundo os resultados aqui observados, os modelos de Ising e Blume-
Capel com ∆ = 0 teˆm comportamento cr´ıticos ideˆnticos frente a` sequ¨eˆncia de duplicac¸a˜o
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de per´ıodo. Resaltamos tambe´m que, mesmo na˜o tendo realizado nenhum ca´lculo para ∆
diferente de zero, podemos supor que nenhuma alterac¸a˜o em relac¸a˜o aos expoentes sera´
notada, visto que o modelo de Ising pode ser interpretado como o de Blume-Capel no
limite em que ∆ → −∞ . Desta forma e´ razoavel esperar que ele na˜o deva mudar no
intervalo ∆ = 0 ate´ ∆ = −∞.
5.3 Rudin-Shapiro
Aparentemente, usando as mesmas ferramentas empregadas nas duas outras sequ¨eˆn-
cias aperio´dicas, para determinac¸a˜o do comportamento cr´ıtico da magnetizac¸a˜o, e por
conseguinte o expoente cr´ıtico β, poder´ıamos caracterizar tambe´m como a sequ¨eˆncia de
Rudin-Shapiro afeta o comportamento cr´ıtico da magnetizac¸a˜o da rede de Bethe. Curio-
samente a sequ¨eˆncia de Rudin-Shapiro reserva uma dificuldade adicional: o tamanho da
rede de Bethe necessa´rio para obtenc¸a˜o do limite termodinaˆmico na regia˜o de escala da
magnetizac¸a˜o e´ muito grande, o que impediu a caracterizac¸a˜o eficaz do comportamento
da magnetizac¸a˜o. Embora esta dificuldade impossibilite o ca´lculo exato do expoente β,
ainda sim podemos suspeitar que esta sequ¨eˆncia leva a um tipo de relac¸a˜o entre β e r
diferente do obtido para as sequ¨eˆncias de Fibonacci e duplicac¸a˜o de periodo, conforme
argumentamos a seguir.
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Figura 28: Curva feita a partir modelo de Ising, sequ¨eˆncia de Rudin-Shapiro
na rede de Bethe com 241 gerac¸o˜es.
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Como pode ser observado, os pontos da figura 28 na˜o sa˜o boas caracterizac¸o˜es do
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comportamento cr´ıtico do modelo. Estes pontos, que claramente na˜o podem ser modelados
por uma constante mais um termo harmoˆnico, parecem relacionadas com o fato de na˜o
estarmos em uma temperatura suficiente para que a derivada siga a lei de escala mostrada
em 3.51.
Podemos notar a semelhanc¸a delas com as curvas vistas na regia˜o ainda na˜o ta˜o
pro´xima da regia˜o da temperatura cr´ıtica na figura 21.
Supondo que os pontos realmente correspondam a esta regia˜o e que para temperaturas
reduzidas menores, as quais na˜o podemos explorar com uma barra de erro razoa´vel, che-
garemos a um platoˆ que caracterizara´ o expoente β. Podemos inferir que, para r pequeno,
veremos que o platoˆ da curva tendera´ para 0, 5.
Feito assim obtemos:
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Figura 29: na figura as curvas foram obtidas com o modelo de Ising na
rede de Bethe com 241 gerac¸o˜es.
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Vemos enta˜o que mesmo diminuindo drasticamente o valor de r na˜o conseguimos ver
sinal de um plato pro´ximo de 0, 5. Este fato abre espac¸o para especularmos que o expoente
cr´ıtico β e´ descont´ınuo em r = 0, ou seja, β = 0, 5 para r = 0 e β 6= 0, 5 quando r 6= 0.
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E´ razoavel supor que tal descontinuidade possa acontecer nas duas formas mostradas
na figura 30.
Figura 30(a) Figura 30(b)
Uma possibilidade e´ mostrada na figura 30(a) onde o expoente e´ descont´ınuo em
r = 0 e constante para r 6= 0; outra possibilidade, vista na figura 30(b), e´ β descont´ınuo
e uma func¸a˜o de r, como no caso de duplicac¸a˜o de per´ıodo, quando r 6= 0. Usualmente o
comportamento observado e´ o da figura 30(a).
5.4 Mapa da derivada
O mapa da derivada e a obtenc¸a˜o nume´rica da derivada sa˜o equivalentes, podemos
obter a derivada D em func¸a˜o do nu´mero de gerac¸o˜es da rede de Bethe como mostrado
na figura 31.
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Figura 31: Na figura mostramos a derivada D em func¸a˜o do
tamanho da rede de Bethe, usando o modelo de Ising modulado
pela sequ¨encia de Rudin-Shapiro, com r = 0.001.
Como exemplo podemos comparar os resultados mostrados na figuras 29 e 31 e notar
que o ca´lculo anal´ıtico de D atrave´s do mapa da derivada esta´ dentro da barra de erro
obtida pelo procedimento nume´rico, como pode ser visto na figura 32 .
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Figura 32: Na figura mostramos D em func¸a˜o do tamanho da rede de
Bethe, usando o modelo de Ising modulado pela sequ¨encia de
Rudin- Shapiro, com r = 0.001. A curva em vermelo foi
obtida como mapa da deriva e a verde nume´ricamente.
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Conclusa˜o e perspectivas
Vamos resumir os resultados obtidos ao longo deste trabalho, lembrando que eles
dizem respeito a abordagem da rede de Bethe no limite de campo me´dio. Citaremos
ainda algumas questo˜es a serem respondidas, no intuito de compreender aspectos em
aberto colocados neste trabalho.
Conclusa˜o
O comportamento cr´ıtico da rede de Bethe pode ser modificado se introduzirmos ape-
riodicidade. Observamos que a sequ¨eˆncia de duplicac¸a˜o de per´ıodo levou a que o expoente
β dependa de r, como visto no capitulo 5. Qualitativamente podemos representar esta
dependeˆncia como visto na figura 33.
Figuras 33: Na figura mostramos qualitativamente o expoente β em func¸a˜o
de r, na rede de Bethe com as interac¸o˜es dadas pela
sequ¨eˆncia de duplicac¸a˜o de per´ıodo.
A sequ¨eˆncia de Fibonacci na˜o traz mudanc¸as no comportamento cr´ıtico da magneti-
zac¸a˜o na rede de Bethe, como foi observado no cap´ıtulo 5. Este resultado constrasta com
o obtido por Iglo´i e Pala´gyi [10]. Estes autores, atrave´s de uma abordagem usando a desi-
gualdade Boguliubov, estudaram o comportamento cr´ıtico da magnetizac¸a˜o de uma rede
hipercu´bica, com interac¸o˜es dadas pela sequ¨eˆncia de Fibonacci, usando o modelo de Ising.
Como resultado, Iglo´i e Pala´gyi obtiveram uma dependeˆncia do expoente β em func¸a˜o
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do paraˆmetro r qualitativamente igual a` encontrada em nosso estudo da rede de Bethe
com a sequ¨eˆncia de duplicac¸a˜o de per´ıodo. Desta comparac¸a˜o e´ poss´ıvel concluir que, es-
tudar hamiltonianos modulados com interac¸o˜es aperio´dicas usando diferentes abordagens
de campo me´dio, pode levar a diferentes comportamentos cr´ıticos.
A sequ¨eˆncia de Rudin-Shapiro, como ja´ foi dicutido no cap´ıtulo 5, apresentou d´ıfi-
culdades computacionalmente proibitivas em nossa ana´lise, e por isso na˜o conseguimos
determinar o expoente cr´ıtico β. Entretanto, como mostrado nas figuras qualitativas
30(a) e 30(b) propomos, dada a existeˆncia das evideˆncias discutidas na sec¸a˜o 5.3, que o
expoente β seria dado por uma func¸a˜o descont´ınua do paraˆmetro r.
Outro aspecto relevante e´ observado quando comparamos como as diferentes sequ¨eˆn-
cias influenciam o nu´mero de gerac¸o˜es necessa´rio para obtenc¸a˜o de grandezas no limite
termodinaˆmico. A sequ¨eˆncia de Fibonacci faz com que uma aproximac¸a˜o razoa´vel do
limite termodinaˆmico da magnetizac¸a˜o ,com barra de erro ∆M suficientemente pequena,
seja alcanc¸ada para um nu´mero de gerac¸o˜es menor do que o necessa´rio, se considerarmos
a sequ¨eˆncia de duplicac¸a˜o de per´ıodo.
Com a sequ¨eˆncia de Rudin-Shapiro, necessitamos de um nu´mero de gerac¸o˜es da rede de
Bethe ainda maior que na sequ¨encia de duplicac¸a˜o de per´ıodo. A partir desta constatac¸a˜o,
podemos concluir que o tamanho de um sistema necessa´rio, para que possamos considera´-
lo no limite termodinaˆmico, e´ fortemente dependente do tipo de aperiodicidade do sistema.
Experimentalmente, isto pode significar que o tipo de arranjo de um quasi-cristal, ou o
tipo de aperiodicidade em uma super-rede, influencia fortemente o tamanho em que estas
estruturas apresentara˜o comportamento t´ıpico do limite termodinaˆmico.
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Perspectivas
• Caracterizar o expoente β dos modelos de Ising e Blume-Capel na rede de Bethe com
interac¸o˜es dadas pela sequ¨eˆncia de Rudin-Shapiro, tentando contornar de alguma
forma o problema computacional que emerge do nu´mero de gerac¸o˜es da rede.
• Calcular outros expoeˆntes cr´ıticos usando as te´cnicas ja´ descritas neste trabalho.
Para isto devemos incluir o campo magne´tico externo nos hamiltonianos de Ising
e Blume-Capel e obter relac¸o˜es de recorreˆncia analogas as 3.37 e 3.35 que incluam
este campo.
• Gostariamos de obter o comportamento cr´ıtico da magnetizac¸a˜o usando outras
sequ¨eˆncias aperio´dicas usando o mesmo modelo estudado por Iglo´i e Pala´gyi [10].
• Observar como diferentes nu´meros de coordenac¸a˜o z podem afetar os resultado
obtidos no cap´ıtulo 5. Isto pode ser feito se usarmos relac¸o˜es de recorreˆncia para z
finito e e´ um trabalho em andamento.
• O mapa da derivada descrito no capitulo 4 na˜o trouxe vantagens significativas para a
obtenc¸a˜o do comportamento cr´ıtico da magnetizac¸a˜o, quando comparado ao ca´lculo
nume´rico da derivada. Entretanto, esta te´cnica podera´ ser u´til em trabalhos futuros.
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