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ABSTRACT
Immersed Boundary Methods (IBMs) are a class of methods in Computational Fluid Dynamics
where the grids do not conform to the shape of the body. Instead they employ Cartesian
meshes and alternative ways to incorporate the boundary conditions in the (discrete) governing
equations. The simple grids and data structure are very well suited to handle complex
geometries and moving boundaries. The main objective of this project was to investigate
Immersed Boundary Methods through literature study, brief analysis and numerical
experiments, to gain experience and knowledge on the topic and to lay the foundations for
practical use of these methods in future research. The approach that was taken to meet the
objectives can be split into three parts: a literature study, a simple 1D channel-flow study and a
2D steady Navier-Stokes study. The literature study presents the basic IBM techniques and a
brief historical overview, followed by a discussion on some important properties of IBMs. Based
on a structured classification of existing methods, a choice is made on the type of Immersed
Boundary Methods to be explored in the 1D numerical study. The 1D study makes use of the
Poiseuille flow problem as a test case, since it has an analytical solution which allows us to
calculate the absolute error made by the developed IBMs. The study of three new and two
existing 1D methods and their derived variants reveals their accuracy on different grids and
shows that this accuracy can be substantially affected by the position of an immersed boundary
with respect to the neighboring grid points. The construction of a steady 2D Navier-Stokes code
provided an opportunity to test some of the findings from the 1D numerical study in a higher
dimension. A lot of effort was put in constructing the pre-processor, which creates the cartesian
grid and determines the intersections of the grid lines with the immersed boundary. Additional
parameters are defined to create a data structure that allows the IBMs to deal with immersed
bodies effectively. The current pre-processor can handle most body shapes fully automatically.
Thin, wedge-like shapes (e.g. airfoil trailing edges) still need a little bit of hand-coding. Three
IBMs are successfully implemented in an existing 2D first-order finite volume code for the
Navier-Stokes equations. These Immersed Boundary Methods are tested on three test cases: a
backward-facing step flow, a circular cylinder flow in a channel and a multi-element airfoil flow.
The results show that Immersed Boundary Methods are able to treat different boundaries in a
satisfying manner. The qualitative aspects of the flows are captured well. Moreover, the grid
generation is very straightforward and fast, even for the multi-element airfoil. The
recommendations include suggestions on improving the pre-processor, on speeding up the
steady solution method and on transforming the present code into an unsteady solver.
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First of all, my supervisor prof. Barry Koren, for the numerous discussions, his time and his interest in
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entertainment. And not to be forgotten, all the people that I spent less time with in this busy year: my
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Abstract
Immersed Boundary Methods (IBMs) are a class of methods in Computational Fluid Dynamics where the
grids do not conform to the shape of the body. Instead they employ cartesian meshes and alternative ways
to incorporate the boundary conditions in the (discrete) governing equations. The simple grids and data
structure are very well suited to handle complex geometries and moving boundaries.
The main objective of this project was to investigate Immersed Boundary Methods through literature study,
brief analysis and numerical experiments, to gain experience and knowledge on the topic and to lay the
foundations for practical use of these methods in future research. The approach that was taken to meet the
objectives can be split into three parts: a literature study, a simple 1D channel-flow study and a 2D steady
Navier-Stokes study.
The literature study presents the basic IBM techniques and a brief historical overview, followed by a dis-
cussion on some important properties of IBMs. Based on a structured classification of existing methods, a
choice is made on the type of Immersed Boundary Methods to be explored in the 1D numerical study.
The 1D study makes use of the Poiseuille flow problem as a test case, since it has an analytical solution
which allows us to calculate the absolute error made by the developed IBMs. The study of three new and
two existing 1D methods and their derived variants reveals their accuracy on different grids and shows that
this accuracy can be substantially affected by the position of an immersed boundary with respect to the
neighboring grid points.
The construction of a steady 2D Navier-Stokes code provided an opportunity to test some of the find-
ings from the 1D numerical study in a higher dimension. A lot of effort was put in constructing the
pre-processor, which creates the cartesian grid and determines the intersections of the grid lines with the
immersed boundary. Additional parameters are defined to create a data structure that allows the IBMs to
deal with immersed bodies effectively. The current pre-processor can handle most body shapes fully auto-
matically. Thin, wedge-like shapes (e.g. airfoil trailing edges) still need a little bit of hand-coding.
Three IBMs are successfully implemented in an existing 2D first-order finite volume code for the Navier-
Stokes equations. These Immersed Boundary Methods are tested on three test cases: a backward-facing
step flow, a circular cylinder flow in a channel and a multi-element airfoil flow. The results show that
Immersed Boundary Methods are able to treat different boundaries in a satisfying manner. The qualitative
aspects of the flows are captured well. Moreover, the grid generation is very straightforward and fast, even
for the multi-element airfoil.
The recommendations include suggestions on improving the pre-processor, on speeding up the steady
solution method and on transforming the present code into an unsteady solver.
iv
Contents
Preface i
Abstract ii
1 Introduction 1
I Literature study 3
2 Introduction to the literature study 5
3 The Immersed Boundary Method 7
3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Historical note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 IBMs basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3.1 The grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3.2 The forcing function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Relevance of IBMs 11
4.1 The grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.1.1 Complex geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.1.2 Moving boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 The number of operations per grid point . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2.1 Cartesian versus structured grids . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2.2 Cartesian versus unstructured grids . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3 A perfect method? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5 Classification 13
5.1 Continuous forcing approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.1.1 Immersed bodies with elastic boundaries . . . . . . . . . . . . . . . . . . . . . . 13
5.1.2 Immersed bodies with rigid boundaries . . . . . . . . . . . . . . . . . . . . . . . 14
5.1.3 Continuous forcing: summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.2 Discrete forcing approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.2.1 Indirect boundary condition imposition . . . . . . . . . . . . . . . . . . . . . . . 15
5.2.2 Direct boundary condition imposition . . . . . . . . . . . . . . . . . . . . . . . . 15
5.2.3 Flows with moving boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2.4 Discrete forcing: summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 Developments in IBMs 19
vi
II The 1D methods 21
7 Introduction to the 1D methods 23
8 Problem description 25
8.1 The Poiseuille flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
8.2 The governing equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
8.3 The immersed boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
8.4 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
9 Method 1: Explicit boundary condition method 29
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
9.2 Distribution functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
9.3 The numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
9.4 The adapted method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
10 Method 2: Alternative methods 33
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
10.2 Alternative Method A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
10.3 Alternative Method B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
10.4 Alternative Method C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
10.5 Note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
11 Method 3: Ghost cell method 37
11.1 Linear extrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
11.2 Quadratic extrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
12 Method 4: Cut cell method 41
12.1 General numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
12.2 Treatment of the immersed boundary: Cut cell approach . . . . . . . . . . . . . . . . . . 42
12.2.1 Linear extrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
12.2.2 Quadratic extrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
12.3 Note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
13 Method 5: Analytical forcing method 45
13.1 Analytical derivation of the forcing term . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
13.2 Numerical schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
14 Method Comparison and Error Analysis 49
14.1 Comparison of the results for all methods . . . . . . . . . . . . . . . . . . . . . . . . . . 49
14.2 Relative grid convergence study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
14.3 Error dependence on plate position in cell . . . . . . . . . . . . . . . . . . . . . . . . . . 54
14.4 Absolute grid convergence study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
15 Conclusions on the 1D IBMs study 59
III The 2D methods 61
16 Introduction to the 2D methods 63
CONTENTS vii
17 The 2D finite volume code 65
17.1 The data structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
17.1.1 The grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
17.1.2 The neighbors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
17.1.3 The boundary flag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
17.1.4 The initial solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
17.2 The solution method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
17.2.1 2D flow equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
17.2.2 The convective flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
17.2.3 The diffusive flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
17.2.4 Time stepping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
18 The pre-processor 69
18.1 The cartesian grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
18.1.1 Uniform grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
18.1.2 H - type grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
18.2 Initial and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
18.3 Immersed boundary data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
18.3.1 Determination of the ib grid points . . . . . . . . . . . . . . . . . . . . . . . . . . 71
18.3.2 Sign of ib flag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
18.3.3 The ghost flag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
18.3.4 Multiple bodies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
19 The 2D Immersed Boundary Methods 75
19.1 The Ghost cell method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
19.1.1 The linear extrapolation scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
19.1.2 Multiple extrapolations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
19.2 The adapted Ghost cell method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
19.3 The Stair-step method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
19.4 The adapted Stair-step method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
20 Test case I: the backward facing step 81
20.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
20.2 Computational results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
20.3 Grid studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
20.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
21 Test case II: circular cylinder in channel 89
21.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
21.2 Computational results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
21.3 Grid study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
21.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
22 Case III: multi-element airfoil 95
22.1 The flow problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
22.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
23 Conclusions on the 2D IBMs study 101
IV Conclusions and Recommendations 103
24 Conclusions 105
25 Recommendations 107
Chapter 1
Introduction
Immersed Boundary Methods (IBMs) were invented in 1972 by Charles S. Peskin [21] in order to simulate
the blood flow through the human heart. These methods differed substantially from the common CFD
methods back then: instead of using body-fitted grids, he discretized the fluid flow equations on a cartesian
mesh and added a forcing term to the governing equations to compensate for the presence of any immersed
boundaries. This alternative class of CFD methods gradually began to intrude the world of computational
aerodynamics where its main future lies in the simulation of flows around complex geometries or moving
boundaries.
Moving boundaries, in particular Fluid-Structure Interaction, are a hot topic at the moment. Aero elasticity
is a phenomenon that is hard to investigate, but engineering designs have pushed the envelope so far that
adequate computational tools have become a necessity. Immersed Boundary Methods seem to be up to the
challenge: IBMs codes have been used to simulate flows through complex-shaped coral colonies, around
cars, electronic components and objects in free fall [10]. The highly reduced grid generating times make it
a prime candidate for use in design processes, where fast turnaround times are essential.
However, Immersed Boundary Methods are still relatively unknown. Future research at CWI (Center for
Mathematics and Computer Science, Amsterdam) and the Delft University of Technology may include the
aerodynamics of sailing and the study of swimming fish, subjects that could benefit greatly from an IBMs
approach. In this perspective the main objective for this graduation project was formulated: ”investigate
the field of Immersed Boundary Methods through literature study and numerical experiments to gain expe-
rience and knowledge on the topic and to lay the foundations for use of these methods in future research.”
For convenience and good comparison purposes, Fluid-Structure Interaction and unsteadiness are not yet
considered in this thesis.
The process that was undertaken to accomplish this goal can be split into three main parts: a literature study,
a 1D experimental numerical study and the construction of a 2D IBMs code for the steady Navier-Stokes
equations, including grid generator. These three parts form the main structure of this report. The fourth
and last part contains some conclusions and recommendations. The contents of each part are summed up
briefly below, as a guideline for reading the report and as a way to keep everything in context.
Part I: Literature study. A definition of IBMs and their essential features is given, where the differ-
ences with body-conformal grid methods are emphasized. The strengths and weaknesses of the technique
are discussed, followed by a general classification of IBMs.
Part II: The 1D methods. The Poiseuille flow is introduced as a 1D model problem. A number of
new and existing methods are proposed to numerically approximate the solution to the Poiseuille problem.
These approximations are then compared to the known analytical solution and the size and dependency of
the error on the grid size is established. To conclude the 1D phase, a few methods are selected for imple-
mentation in the 2D code.
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Part III: The 2D methods. The main features of the 2D finite volume solver that forms the basis for the
IBMs codes are discussed. The cartesian grid generator, an essential element in the final code is next. Four
IBMs implementations are analyzed in detail before they are tested on 2 benchmark problems: the back-
ward facing step and a circular cylinder positioned asymmetrically in a channel. Finally, the simulation of
the flow around a multi-element airfoil showcases the possibilities of the developed IBMs.
Part IV: Conclusions and recommendations. General conclusions on the performed research and rec-
ommendations for future developments.
Part I
Literature study
Chapter 2
Introduction to the literature study
This part of the thesis is the result of a literature study on Immersed Boundary Methods (IBMs). The liter-
ature study is based on a selected number of articles, presentations and conversations. Its purpose is not to
summarize the articles studied but to give the reader a comprehensible introduction to the subject.
The next chapter will discuss in detail what immersed boundary methods are and why they are so different
from standard Fitted Boundary Methods (FBMs). A comparison between both approaches is made in
chapter 4, where it is shown that the intrinsic characteristics of IBMs can be a major advantage over FBMs
for certain types of flow problems. In chapter 5, an overview is given of the different types of immersed
boundary methods. Finally, in chapter 6, challenges in developing the next generation IBMs and the link
to this graduation project are pointed out.
6 Introduction to the literature study
Chapter 3
The Immersed Boundary Method
3.1 Definition
The term Immersed Boundary Methods (also known as embedded boundary techniques) designates the
class of boundary methods where the calculations are performed on a cartesian grid that does not conform
to the shape of the body in the flow. The boundary conditions on the body surface are not imposed directly,
instead an extra term, called the forcing function, is added to the governing equations or the discrete nu-
merical scheme is altered near the boundary.
Two different classes can be distinguished within IBMs: the first deals with moving immersed boundaries
and is very suitable for Fluid-Structure Interaction (FSI) problems, the second focuses on (complex) static
embedded boundaries.
3.2 Historical note
The Immersed Boundary Method’s founding father is Charles S. Peskin, who developed the technique in
1972 to study blood flow around heart valves (see [21] and [22]). His formulation consists of a cartesian
mesh (Eulerian coordinate system - fixed in space) that is used to solve the flow equations and a curvilin-
ear grid (Lagrangian coordinate system - moves with local flow velocity) which is attached to the elastic
boundaries (heart walls). The information about the position of the boundary and the elastic force it exerts
on the fluid is then transferred to the cartesian mesh in order to obtain a flow solution. To project the forcing
on the grid, a smoothed delta function (distribution function) is used.
The method was (and remains) quite successful and in the mid-eighties the Immersed Boundary approach
was extended to solid, in-deformable boundaries. At first, this was attempted by decreasing the deforma-
bility of the elastic fibres that model the immersed boundary. This inevitably results in a numerically stiff
problem however. A number of ways to circumvent this problem were proposed, more on this topic can
be found in chapter 5. Alternatively, the discrete forcing approach was formulated in the 1990’s (see [4]
and [18], [26]). This method is promising, especially for the simulation of high Reynolds number flows
where continuous forcing cannot adequately represent a sharp boundary.
The IBMs field is still evolving and is mainly concentrated on flows with moving boundaries and flow
simulation around complex geometries. Development of robust computational methods as alternatives to
boundary-fitted CFD techniques remains an important objective, as well as more fundamental research on
new IBMs formulations.
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Figure 3.1: Structured and unstructured body-fitted grids (courtesy of G. Iaccarino [17])
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Figure 3.2: Cartesian grid without and with local refinements near the immersed boundary.
3.3 IBMs basics
This section introduces the standard layout of an immersed boundary method. For this purpose the flow
around a two dimensional object is considered. The method is essentially the same in 3D. For simplicity,
the body is assumed to be static.
3.3.1 The grid
Grid generation in fitted boundary methods consists of 2 parts: first a surface grid is created, which rep-
resents the geometry of the body in a discrete way. Then grid-generating algorithms build up a structured
or unstructured mesh to fill the fluid domain, that is the space between the surface of the body and the
boundaries of the computational domain. These grids are called body-conformal or body-fitted grids and a
few examples can be found in figure 3.1.
In IBMs however, the grid is extremely simple. A rectangular (or cartesian) grid spans the whole compu-
tational domain, including the immersed body. Local grid refinements are possible in the vicinity of the
boundary, this is done by subdividing cells. See figure 3.2.
The main advantage of fitted boundary methods is that imposing the boundary conditions is very simple.
Since all the calculations are performed in grid points or cell faces, it is very convenient to have information
about the solution at the boundary (e.g. flow velocity equals zero) exactly where you need it.
With IBMs, this is in general not possible because there is no relation between the body surface and
the position of the grid points. The boundary conditions are imposed by including an extra term in the
governing equations (the forcing function) or changing the numerical stencil near the boundary.
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3.3.2 The forcing function
The implementation of the boundary conditions through the use of a forcing function is the core of an
immersed boundary method. This can be done in many ways, see chapter 5. The general concept is best
explained by the use of an abstract example. Mittal and Iaccarino have given a very comprehensive expla-
nation in their paper on IBMs [17]. The same approach is followed here.
Consider a set of conservation laws (a system of partial differential equations) that govern the flow around
the object in figure 3.2:
  	
in 
 (3.1)
with
  
on  (3.2)
The body has a volume 
 and a boundary  . The volume 
 is occupied by the fluid. The treatment
of the boundary ”at infinity”, the outer boundary of the domain, is not important when explaining basic
IBMs procedures and is therefore ignored at this stage. The discretized flow equations will be solved on a
cartesian grid which covers the whole computational domain 



ff
 .

is the vector representing
the unknowns and
 
is the operator denoting the governing equations as mentioned above. Note that the
boundary condition
fi
is not available for every component of

on the immersed boundary.
In FBMs, one would formulate a discretization of eq. (3.1) on a body-conformal mesh and enforce the
boundary condition (3.2) directly. IBMs however require modification of (3.1) to enable imposing the
boundary condition.
Let us assume for the moment that a forcing function flffi or fl 
ffi
exists such that the boundary condition can
be imposed by including this forcing function in the governing equations as a source term. This can be
done in two essentially different ways: the continuous forcing vs. discrete forcing approach.
Continuous forcing
In this approach, a forcing function flffi will be added to the right hand side of equation (3.1) to yield
 !
fl"ffi . This equation is then discretized on the cartesian grid with an appropriate numerical scheme
and transforms into a system of discrete equations:
# $&%('
*)+
'
fl"ffi
)
 (3.3)
Equation (3.3) can now be solved on the entire domain 
  
,
 . Because the forcing was introduced
before the equations were discretized, this method is known as the ”continuous forcing approach”. The fact
that this IBMs formulation is independent of the spatial discretization scheme is one of its most important
characteristics.
Discrete forcing
Instead of including a forcing function in the continuous equations, it is also possible to discretize eq. (3.1)
on the cartesian grid without taking into account the presence of the body:
# $&%'
*)-.	
. In the cells
near the immersed boundary the system
# $
 
%'
*)+
'0/
)
incorporates the boundary conditions. The vector
'0/
)
represents known terms associated with the boundary conditions on the immersed surface. To find a
solution,
# $&%('
*)+1	
needs to be solved on 
2 , and
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) (3.4)
with
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fl
 
ffi
)
'3/
)

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%'
5)
on 
! . This expression may look very abstract, but the concept is explained in more detail in chapter 5.
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The forcing was now introduced after discretizing the equations, therefore this branch of IBMs is called
the ”discrete forcing approach”. This method depends substantially on the discretization scheme, allowing
direct control over numerical accuracy, stability and discrete conservation properties of the solver.
The two approaches discussed above illustrate a fundamental duality in the IBMs field. A number of
different methods exist in each category, those will be discussed in chapter 5.
Chapter 4
Relevance of IBMs
In the previous chapter the basic immersed boundary procedures were explained to equip the reader with
a sense of what to expect of these methods. It became clear that imposing the boundary conditions is not
straightforward when using cartesian grids and that the effect of the boundary treatment on the accuracy
and conservation properties of the numerical scheme is not obvious. So, all things considered, why would
someone put in the effort of developing these new methods? What makes IBMs so special that they are
worth investigating?
4.1 The grid
One of the main features of IBMs is the cartesian grid. In general, the quality of a grid is high when the
total number of grid points is minimal while the local resolution is still acceptable. Such a grid will give
good accuracy at the fastest time-to-solution. A typical high-quality cartesian grid and the intersections of
the grid with the immersed boundary are reasonably easy to generate for virtually any geometry, even for
complex, moving bodies. CFD solvers that use body-fitted grids often run into trouble when dealing with
complex or moving geometries, even when the grids are unstructured.
4.1.1 Complex geometries
Generating a high-quality structured body conformal grid for a complex geometry can be a major task,
since grid-generation algorithms often cannot deal with very sharp corners, holes in the geometry or irreg-
ular shapes. Furthermore, obtaining desired grid quality requires a lot of human interaction, and the total
grid-generation process can amount up to   % of the total computation time. Unstructured grids are better
suited to handle complex shapes, but they need a substantial amount of extra CPU time and memory for
construction and storage, as compared to structured grids.
Cartesian grids however can be constructed really easily and quickly with an automated grid generator,
without any human interaction. As opposed to body-fitted meshes, cartesian grids are not affected sig-
nificantly by higher complexity in body shapes. Novel approaches to local grid refinement [12] can even
reduce both the computational overhead and the storage cost involved in constructing the grid such that it
becomes much more attractive than an unstructured mesh.
4.1.2 Moving boundaries
In the case of moving boundaries, such as deforming boundaries occurring in Fluid-Structure Interaction
or tumbling bodies in free fall, body conformal grids have to be regenerated at every time step. In addition
to this, a procedure is required to project the old solution onto the new grid. These two steps do not only
add to the computational cost, they can also deteriorate the simplicity, accuracy and stability of the solver.
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The Immersed Boundary Methods have a clear advantage here: by using a stationary, nondeforming carte-
sian grid, the application to flow problems with moving boundaries becomes much easier and there is no
need to reconstruct the grid at every time step. This means that IBMs can be faster and more robust than
CFD methods based on body-conformal meshes. Especially in iterative engineering design procedures
where multiple computations need to be done, limiting the time-to-solution and the time spent on manual
grid modifications is important.
4.2 The number of operations per grid point
Another advantage of cartesian grids with respect to body-conformal grids is that the per-grid-point oper-
ation count can be significantly lower. This is true for both structured and unstructured grids, albeit for a
different reason.
4.2.1 Cartesian versus structured grids
If a structured curvilinear body-fitted grid is used, there are two ways to proceed when calculating fluxes
or flow variables over cells. One is to transform the physical domain to a computational domain via a
coordinate transformation, and then solve the (transformed!) equations and re-transform the solution to the
physical domain. The other method does not make use of a computational domain, but this implies evalu-
ating fluxes in   ,  and  direction over cell faces that are not aligned along the principal axes, requiring
local rotations.
Cartesian grids do not suffer from these extra operations per grid point. The grid is aligned with the global
principal axes and therefore grid transformations or local rotations are not necessary.
4.2.2 Cartesian versus unstructured grids
IBMs also have an advantage over unstructured grids: it is possible to increase the computational speed
by applying powerful line-iterative techniques or geometric multigrid methods. These techniques can in
principle be applied to unstructured grids as well, though less straightforward.
4.3 A perfect method?
There are of course a few disadvantages to IBMs and it is important to be aware of them. It was already
mentioned before that the treatment of the boundary conditions is not evident, but the main problem is
that the grid size (i.e. the total number of grid points or cells in the grid) increases faster with increasing
Reynolds number for uniform cartesian grids than for body-fitted grids. This is due to the fact that the
alignment between the grid lines and the body surface in body-conformal grids results in better control of
the grid resolution in the boundary layer, while this is not the case for cartesian grids. It is shown in [17]
that the grid-size ratio
grid-size ratio
 size of cartesian grid
size of body-fitted grid
scales with
0
	 
for 2D bodies
and with
0
	 
for 3D bodies 
Consequently, as the Reynolds number increases, a cartesian grid will grow faster than its body-conformal
counterpart. The problem is not as bad as it seems though, since a substantial amount of grid points can
be inside the body, where the fluid-flow equations need not be solved (depending on the IBMs used). The
fraction of grid points that lie within the body is proportional to the ratio of the volume of the body to the
volume of the bounding box, and therefore depends on the shape and orientation of the body.
Chapter 5
Classification
In general (as discussed in chapter 3), IBMs are split up in continuous forcing and discrete forcing ap-
proaches. Within those categories, there are still important differences between methods. This chapter
attempts to present the essence of each method and tries to point out the primary advantages and disad-
vantages associated with this specific technique. The classification follows the one by Mittal and Iac-
carino [17].
5.1 Continuous forcing approach
As will be shown further in this section, elastic and rigid boundaries require different treatments in an
immersed boundary formulation. Therefore, those subjects will be dealt with separately.
5.1.1 Immersed bodies with elastic boundaries
This is the class of flow problems Peskin had in mind when he developed the first IBMs [21]. His method
solves the Navier-Stokes equations for the fluid on a stationary cartesian grid, while the immersed boundary
is represented by a set of elastic fibres whose location is tracked in a Lagrangian fashion (fibres move with
local flow velocity). The coordinate vector   of the  Lagrangian point follows from the fact that the
time derivative of the fiber location has to equal the fluid velocity at that point:

 	
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 
 (5.1)
The stress (  ) and deformation of the fibres are related by Hooke’s Law or a similar relation. Finally,
the effect of the immersed boundary on the flow has to be incorporated through the inclusion of a forcing
function in the fluid momentum equations. For this purpose, a local forcing term fl



 
transfers the
fiber stress to the fluid-flow grid:
fl
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
represents here the Dirac delta function. However, since in general the immersed boundary does not coin-
cide with the cartesian grid points, the Dirac delta function is not able to transfer the forcing to the cartesian
grid. Therefore, the sharp

function is replaced by a smoother distribution fl which spreads the forcing
over a band of cells on the cartesian grid around the immersed boundary. Figure 5.1 shows schematically
how this can be achieved.
The forcing at any cartesian grid point ffi "! # as a result of the elastic forces in the fibres is then:
fl
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Figure 5.1: Fiber stress in Lagrangian point  is spread over surrounding grid nodes (shaded region) by a
distribution function (examples of various studies, see [24], [4] and [16]).
The same smooth distribution function fl is also used to compute the fiber velocity in equation (5.1) by
projection of fluid velocity data on the fiber location.
Obviously, the smooth distribution function plays an important role, because this function is responsible
for the transfer of elastic forces to the fluid and for the feedback on the new position of the immersed
boundary. Various versions of the fl function have been proposed, see e.g. [24], [4] and [21].
The method for elastic immersed boundaries that is described in this section has been applied successfully
to many practical problems in biology and multiphase flows.
5.1.2 Immersed bodies with rigid boundaries
When the immersed boundary is rigid however, the limitations of Peskin’s technique become visible. The
main problem is that the constitutive laws (e.g. Hooke’s Law) are in general not well-posed in the rigid
limit, meaning that small deformations of a very stiff boundary cause large stresses. One way to deal
with this problem is to assume the body to be elastic, but extremely stiff. Another technique assumes the
structure / boundary to be attached to an equilibrium position by a spring which results in a restoring force,
see [4] and [16]:


 & 4 
 	
4
 


 
 (5.4)
where
 
represents a positive spring constant and  


the equilibrium position of the   Lagrangian point.
Evidently, approximating the boundary as rigid in an accurate way requires large spring constants. Lower
values of
 
can allow the boundary to deviate excessively from its equilibrium position, which is of course
not realistic for a rigid body.
Both approaches discussed so far in this section will give rise to stiff systems of equations and the related
numerical problems. When using explicit time integration methods, this in turn limits the maximum allow-
able time step in order to maintain a stable system, adding substantially to the computational overhead.
A generalized version of the previous method was formulated by Goldstein et al. [11]. However, the same
stability problems arise due to the very large ”stiffness” constants that are needed in this approach to model
the rigid boundary accurately. Especially highly unsteady flows and high Reynolds number flows play
havoc with the numerical stability of the solver.
A technique related to Goldstein’s assumes the entire flow to occur in a porous medium [3], [15], a physical
process governed by the Navier-Stokes/Brinkman equations. An extra (forcing) term in the Navier-Stokes
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equations contains the permeability (   ) of the medium, i.e. zero for a solid and infinite for a fluid, and thus
forces the velocity field to zero within the solid. Then again, stability constraints are severe due to large
variations in   and errors in imposing the right velocity on the boundary are inevitable due to smoothing
of the variation of   at the fluid-solid interface.
5.1.3 Continuous forcing: summary
The continuous forcing approach is an attractive IBMs formulation for problems with elastic boundaries.
The model itself remains close to the physics behind the phenomena and is relatively easy to set up for re-
alistic flow problems. Successful simulations of biological and multiphase flows have been accomplished.
When flow problems involve very stiff or rigid bodies, continuous forcing is likely to cause trouble since
most methods give rise to ”stiff” numerical systems. Satisfactory results have only been attained for low
Reynolds number flows with moderate unsteadiness.
The main problem associated with the continuous forcing approach is that the smoothing of the forcing
function prohibits the sharp representation of the immersed boundary. This is often not acceptable at high
Reynolds numbers. Furthermore, some of the methods described above require the solution of the fluid
flow equations inside the body, where the solution is often not needed or unphysical. For high Reynolds
numbers however, a substantial amount of grid points can be located inside the body (see chapter 4), and
thus be responsible for unnecessary extra computation time.
5.2 Discrete forcing approach
Instead of focussing on elastic or rigid boundaries, methods that fall under the discrete forcing approach
are categorized into methods that enforce the boundary conditions directly on the immersed boundary and
methods that impose the boundary conditions indirectly.
5.2.1 Indirect boundary condition imposition
Indirect imposition of the boundary conditions (e.g.   	 ) means simply that this boundary condition is
not used directly in the numerical scheme. Instead a forcing term is added to the discrete system of gov-
erning equations in the cells near the immersed boundary. The forcing term is derived from the boundary
conditions, as opposed to continuous forcing methods where it is determined using a ”mechanical” rela-
tion (force versus displacement or permeability). In general, the derivation of the forcing term is done by
estimating the velocity field and correcting it at the boundary to fit the boundary conditions. Only in rare
cases the forcing term can be determined analytically: see [4] and chapter 13.
Mohd-Yossuf [18] and Verzicco et al. [26] tackle the problem by calculating 	
 a prediction for the
velocity field from which the forcing is determined. This is accomplished without user-specified parameters
or the like in the forcing terms. That means that the stability of the numerical scheme for rigid bodies will
not depend on any stiffness parameter (as is the case in the continuous forcing methods), and that is of
course good news. But the repeated use of the smoothed distribution function to extend the forcing to the
grid may cause trouble at high

.
5.2.2 Direct boundary condition imposition
The problem with all the methods that were reviewed in this report so far is that their performance suffers at
higher Reynolds numbers. The spreading of the forcing by the smoothed distribution function undermines
the local accuracy of the solution in the boundary layers. To retain a sharp boundary, the computational
stencil near the immersed boundary can be modified such that the boundary condition can be implemented
directly. The next two methods do precisely this.
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Ghost-cell finite difference approach
Especially at higher Reynolds numbers, solving the fluid equations inside the solid body is not only un-
physical, but also CPU-time consuming. To avoid this, ghost cells are defined just inside the immersed
boundary, such that every ghost cell has at least one neighbor in the fluid (see figure 5.2). If the (artificial)
value for the flow parameters were known in these cells, the computation in the fluid domain could stop
right there without having to solve inside the solid. However, there is no information available in the ghost
points themselves, but very close by there is: the boundary condition on the immersed boundary in the case
of a rigid no-slip boundary is given as
  	
. The value of the state variables in the ghost cell can then be
extrapolated from the boundary and from fluid cells close by.
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Figure 5.2: Ghost cell method: F1, F2, F3 and F4 are fluid nodes, G is a ghost cell node, B1, B2 and P1,
P2 are points on the boundary that can be used in different extrapolation stencils.
There are of course quite a few options available for constructing the extrapolation scheme. A simple one
is the bilinear scheme (trilinear in 3D):
 
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where
 
is a generic flow variable and

 through

	
coefficients that can be determined by evaluating   at
fluid nodes   and 

and at two points on the immersed boundary (   and   ). Depending on the type of
flow that is expected (laminar, turbulent) and the Reynolds number, it may be attractive to use higher-order
extrapolation stencils and use other/more fluid or boundary points.
The generic flow variable can now easily be evaluated in the ghost point, and solving (5.5) for the ghost
cells simultaneously with the flow equations on the fluid domain solves the system. This method has been
quite successful for simulating viscous flows with Reynolds numbers of up to 



.
Cut-cell finite volume approach
The primary reason for adopting a finite volume approach is often that such methods naturally assure the
conservation of mass and momentum, something that is missing from all the techniques discussed above. A
finite volume method requires that the cells that are cut by the immersed boundary will have to be reshaped
such that the immersed boundary will coincide with a cell face. This is done by cutting the ”solid” part of
the cell away. If the center of the original cell lies in the fluid, the reshaped cell becomes an independent
new control volume, otherwise the cut cell may be merged with a neighbor. This is done to prevent the
creation of new cells that are significantly smaller than the surrounding ones, which could lead to errors in
the solution. In figure 5.3 such a newly formed cell is shown.
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Figure 5.3: Cut-cell method: re-shaped cell next to immersed boundary with associated fluxes (left); 6-
point interpolation stencil for determining the flux over the southwest cell face (right).
The next step is to formulate expressions that approximate the flux integrals of mass, convection and dif-
fusion as well as pressure gradients on the faces of each cell. One way to do this is to formulate an
interpolation or extrapolation stencil that expresses a flow variable   in terms of a polynomial and to de-
termine the coefficients by evaluating   in a number of fluid nodes and points on the immersed boundary.
The fluxes fl can then be approximated based on the function for   .
As an example, take the flux on the southwest face in figure 5.3. This flux can be based on a 6-point
interpolation stencil that is linear in ffi and quadratic in  :
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Coefficients

 through

 can be determined by evaluating
 
at the six points shown in the figure. The
other fluxes are treated in a similar way.
The stencil (5.6) in this example guarantees local second-order accuracy and exact conservation of mass
and momentum, irrespective of the grid resolution. Note also that the cut-cell method obviates the need for
computation of any information inside the solid body, and retains a sharp boundary (no force spreading).
The cut-cell method has been used successfully in the simulation of complex 2D flows, for instance flow-
induced vibrations, flapping foils and multiple objects in free fall through a fluid. However, extension to
3D is not straightforward since the cut-cell approach would generate complex-shaped cells, which makes
it hard to discretize the governing equations. Adopting so-called cell-trimming procedures to generate a
body conformal grid from a cartesian grid [29] could circumvent this problem.
One other drawback that is inherent to all discrete forcing approaches is that a pressure condition on the
boundary is necessary, something that was not needed in continuous forcing methods. Furthermore, moving
boundaries are harder to deal with than in continuous forcing IBMs, as is explained in the following section.
5.2.3 Flows with moving boundaries
While including a moving boundary is relatively easy for continuous forcing methods (see e.g. Peskin’s
method), discrete forcing approaches (with direct boundary condition imposition) have to deal with a spe-
cial problem when the immersed boundary is moving through the domain: freshly-cleared cells. These are
cells that were inside the solid at time


but become fluid cells at time



 
 (figure 5.4). These cells do not
have a valid time-history, so evaluating time derivatives requires a trick. As seen before, interpolating the
required flow variable from neighboring points and the boundary can provide a solution. Another possibil-
ity is to merge the freshly-cleared cells with adjacent fluid cells for the first time step after emerging from
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Figure 5.4: When the immersed boundary retreats, some cells that were inside the solid are cleared and
belong to the fluid at the next time step.
the body.
The issue of freshly-cleared cells is not a problem in methods that use distribution functions to transfer the
forcing to the cartesian grid (i.e. all continuous forcing methods), since the distribution function provides
a smooth transition from solid to fluid.
5.2.4 Discrete forcing: summary
The discrete forcing approach is very well suited for flows around rigid bodies and the cut-cell and ghost-
cell methods in particular can handle higher Reynolds numbers. Key elements are the absence of stiffness
or user defined parameters that can impact the stability of the method, the ability to represent sharp im-
mersed boundaries by imposing the boundary conditions directly on the numerical scheme and the fact that
computing flow variables inside a rigid body becomes unnecessary.
The disadvantages include the need for a pressure boundary condition on the immersed boundary, the
slightly more complicated inclusion of boundary movement into the procedure and the less straightforward
implementation of the forcing function, which is now intimately connected to the discretization of the
governing equations.
Chapter 6
Developments in IBMs
In the previous chapters the concept of Immersed Boundary Methods is explained and a number of tech-
niques are discussed and classified. It is shown that IBMs are a serious alternative to fitted boundary meth-
ods for flows around complex shaped bodies and for flows with moving boundaries. The main features of
Immersed Boundary Methods for these flow types are the simple grids that can be generated quickly and
the shorter time-to-solution.
The present developments in IBMs research are focused on reducing the time-to-solution, automating the
CFD analysis process, simulating higher Reynolds number flows and modeling the physics as accurately as
possible. Work is being done on local grid refinement, on including more physics into interpolation stencils
and on addressing multi-physics problems (e.g. multiphase flows, combustion, etc.).
The graduation work will start on a one-dimensional model problem (see [4]) where the goal is to exper-
iment with various IBMs to get a feel for the existing techniques and to try some ideas of my own. This
exploration phase will form the basis for the extension to two dimensions.
20 Developments in IBMs
Part II
The 1D methods
Chapter 7
Introduction to the 1D methods
The next phase of the graduation work on Immersed Boundary methods focuses on a one-dimensional
model problem, more specifically a Poiseuille flow. A similar model for the 1D heat equation was studied
by Beyer and LeVeque [4]. The main purpose of this study was to get a better understanding of IBMs in
general, to identify the primary challenges in building a successful IBMs solver and to determine which
method to use for the 2D code. Since our interests are high Reynolds number flows around rigid bodies,
mainly the discrete forcing approach from chapter 5 will be considered from now on.
The idea to study the Poiseuille flow was suggested by Iaccarino, who has investigated the same problem in
his PhD thesis [13]. In the first chapter, the flow under consideration is described in detail and the governing
equation is derived from the Navier-Stokes equations. An important property of the governing equation is
that it can be solved analytically, allowing for detailed assessment of the error made with each method.
Chapters 9 through 13 discuss the various Immersed Boundary Methods that were used to approximate the
solution of the Poiseuille flow. An extensive error analysis of these methods is the subject of chapter 14.
IBMs differ from body-conformal grid methods in the sense that the relative position of the immersed
boundary in a grid cell has a substantial effect on the error. This and other interesting conclusions can be
found at the end of this part (chapters 14 and 15).
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Chapter 8
Problem description
8.1 The Poiseuille flow
The subject of the one-dimensional study is the well-known Poiseuille flow. Its geometry is that of a
channel, formed by two infinite plates or walls, running parallel to each other. The walls are fixed in space,
and the distance between them (the width of the channel) is denoted by   . The coordinate system is chosen
such that the lower wall coincides with the    plane, with the  axis pointing in the direction of the upper
wall. The flow is driven by a pressure gradient

 and is assumed to be laminar, steady, incompressible
and horizontal (i.e. body forces are ignored). Figure 8.1 represents this setup in 2D.
8.2 The governing equation
The Poiseuille flow can be described by the Navier-Stokes equations. However, since the flow has some
special properties, these equations can be simplified to yield the governing equation. The derivation starts
with the 2D incompressible Navier-Stokes equations as given in [2]:
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Figure 8.1: Schematic representation of the Poiseuille flow: a laminar, fully-developed viscous flow in an
infinite channel, where an infinite plate acts as the immersed boundary.
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The energy equation is not needed to close the system of equations, and we are left with three state vari-
ables:

,

and  . The assumption that the flow is steady means that all the time derivatives can be
eliminated from the equations. Furthermore, since the plate and walls of the channel are infinitely long, the
streamlines are considered to be parallel (    ). The continuity equation (eq. (8.1)) becomes then:
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meaning that the velocity

is a function of  only. This is the reason why this seemingly two-dimensional
flow problem was chosen for the 1D study. The momentum equations simplify to:
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. While equation (8.6) confirms that the pressure can only vary in flow direction, the real result of this
derivation is found in the reduced ffi momentum equation (eq (8.5)). This governing equation determines
the velocity profile of the Poiseuille flow. This PDE can be solved analytically and the resulting velocity
distribution is parabolic in y:
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&
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To obtain this result, no-slip
 -  
boundary conditions at the upper and lower wall are taken into ac-
count.
8.3 The immersed boundary
Now that the governing equation (8.5) and the analytical solution (8.7) of the Poiseuille flow are known, it
is time to attempt to approximate the velocity profile using IBMs. For this purpose, an immersed boundary
is introduced at an arbitrary distance  from the lower wall, see figure 8.1. This boundary needs to be an
infinite flat plate, parallel to the channel walls, if it is still to be subject to the governing equation.
The analytical solution to this flow consists of two standard Poiseuille flows on top of each other, both
driven by the same 


 :
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This solution is exact and it will be used to assess the errors made by the numerical IBMs. An equidistant
grid is used, with a grid size irrespective of the position of the immersed boundary. The number of grid
points is denoted by  , consequently the distance between grid points becomes 

 
 . The first and
last grid point coincide with the upper and lower wall, which allows straightforward implementation of the
no-slip boundary conditions at the wall. However, the immersed boundary will generally not line up with
a grid point, as in figure 8.2.
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Figure 8.2: Equidistant, 1D grid in Poiseuille channel. Note that the boundary position is arbitrary and
independent of the grid layout.
8.4 Numerical methods
The next step is to discretize the governing equation on the 1D grid in ”immersed boundary” fashion. This
is mainly done using finite differences, except for the Cut cell method which is a finite volume method.
Especially the treatment of the no-slip boundary condition on the immersed boundary is crucial for the
success of a method, and both direct and indirect boundary condition imposition methods are examined.
Besides implementing existing methods (e.g. ghost cell, cut cell, etc.), my adviser prof. Koren and I came
up with new approaches and numerical schemes for this model problem. All these IBMs are discussed in
chapters 9 through 13.
28 Problem description
Chapter 9
Method 1: Explicit boundary condition
method
9.1 Introduction
The Explicit boundary condition method can be classified as a continuous forcing method (see chapter 5),
because the boundary condition is integrated in the governing equation such that the discretization stencil
is the same in every part of the domain. The general idea behind this method is that the physical domain
can be split up in 3 important parts: the fluid domain 
 , the walls of the channel   and the immersed
boundary  .
Different equations hold on each part of the domain:
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valid on 
 (9.1)
   
valid on   and  (9.2)
Equation (9.1) is a rewritten version of the governing equation and (9.2) is the no-slip boundary condition.
When attempting to simulate this flow, it is important to choose the right equation depending on the po-
sition in the channel. This is not relevant for the boundary conditions at the wall because they are easily
incorporated in the numerical scheme due to the definition of the grid. The immersed boundary is tackled
by defining a function

which will allow the solver to switch properly between equations (9.1) and (9.2):
 

4

& 

 

	

 


 
To avoid adding up terms with conflicting dimensions, equation (9.2) is divided by the square of the cell
size  :







 (9.3)
Equation (9.1) is now multiplied by  4  4    and equation (9.3) by    4   to yield:
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Figure 9.1: Sketch of distribution functions 

and    .
9.2 Distribution functions
This last equation (9.4) needs to be discretized on the equidistant grid. This however gives rise to a problem:
because the

function is only non-zero at the exact location of the immersed boundary and because this
boundary does not coincide with a grid point, its influence on the flow will not be taken into account.
Therefore the

function must be replaced by a distribution  which will spread the presence of the plate
to the neighboring grid points. Numerous distributions are possible, but for the sake of simplicity two basic
distributions 
 (hat) and    (cosine) were chosen.
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Note that the width of the distribution functions is   and that they are both equal to

on the plate. This
implies that there is always one grid point on each side of the plate which feels the influence of the no-slip
condition, except for the rare case where plate and grid point coincide. When this happens, the boundary
condition on the plate will be enforced at the grid point and the two neighbors will not be affected, or only
through the normal numerical scheme.
9.3 The numerical scheme
Finally, equation (9.4) is ready to be discretized. The second derivative
ffi0+1

fi
0 is replaced by a second-order
accurate central discretization. The



 term is a constant and  represents a distribution function (   or
   ):
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fl 
fl ffi
 (9.5)
To satisfy the boundary conditions at the walls, equation (9.5) is replaced by     and 48 2    for
the first and last grid point respectively. Equation (9.5) and the wall boundary conditions are then used to
formulate the system in matrix - vector notation. The matrix is tri-diagonal which allows the use of the
Thomas algorithm. No own software was written for the inversion of this matrix, it was just inverted in
Matlab. The result can be seen in figure 9.2 for 

 

and  
 
:9;9 (parameters are arbitrarily chosen).
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Figure 9.2: Analytical solution and numerical approximation (Explicit boundary condition method) for the
Poiseuille flow. Original and adapted methods with distribution function 

and    .
9.4 The adapted method
Despite the fact that the influence of the plate on the flow is clearly visible and that the overall result for
just 20 grid cells is not bad at all, there is one detail which is quite disturbing. The flow is calculated to be
negative in the grid points next to the plate, which is obviously not realistic (see the detail in figure 9.2).
This is related to the formulation of the method: when adding equations (9.1) and (9.3) earlier on, the
possibility of multiplying (9.3) by a constant factor  was ignored completely, mainly to avoid problems
with user defined parameters that have to be ”tuned” for each flow in order to obtain good results. However,
the present method improved a lot by adding the constant factor and setting it for example equal to
4 
:
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 (9.6)
From the result in figure 9.2 it can be seen that the velocity is never negative and that the accuracy is
improved considerably. Tuning

to other negative values produced even slightly better results, but this
approach seems worthless in higher dimensions since there is no way to experimentally evaluate the result,
so the ”tuning” was abandoned alltogether. Similar results are found in [11] and [16], where the topic of
user defined parameters and their influence on accuracy is discussed in detail.
More results, a comparison with the other methods and an extensive error analysis can be found in chap-
ter 14.
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Chapter 10
Method 2: Alternative methods
10.1 Introduction
Barry Koren suggested three alternative methods: the Alternative method A, B and C. In any of these
cases the numerical scheme differs from the standard central scheme only in the grid points neighboring
the immersed boundary. Contrary to scheme A, schemes B and C take into account that the flows above
and under the plate are in fact not related and they treat the discretization accordingly in a predominantly
one-sided manner. Scheme B replaces the second derivative in equation. (8.5) with a central scheme for
non-equidistant grids. The idea behind methods A and C is essentially the same: they add an extra term

0+1

fi
0 to both sides of the governing equation:
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The constant

resembles the tuning factor from the previous chapter and is set here to

for simplicity.
The term added to the left side of the equation is discretized over the boundary using

fi  (which is later
replaced by some inter/extrapolated expression), in the term in the righthand side  fi  is replaced by the
boundary condition

fi
 
   
.
10.2 Alternative Method A
As explained in the introduction, this method starts from equation (10.1), where the focus lies on the
formulation of the

0+1

fi
0 terms that were added to the governing equation:
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Figure 10.1: Situation sketch.
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This expression makes use of grid points     and 
4 
. If instead  

and  were used, the problem of
division by

could arise when the immersed boundary lies close to grid point  

or  . The velocity at
the immersed boundary

fi! is now set to
  
in the added second derivative in the righthand side of
equation (10.1), whereas it is replaced by the weighted average of the velocity in the neighboring points in
the lefthand side of the same equation:
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Substituting all these expressions into equation (10.1) yields the numerical scheme for the grid point just
below the immersed boundary, grid point  :
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The stencil for the neighboring grid point above the immersed boundary (point    ) is then just a mirrored
version of equation (10.3):
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10.3 Alternative Method B
This method is actually quite similar to method A. There are a few differences however: instead of using
equation (10.1) as the basis for the scheme, the attention is now shifted to the direct discretization of the
second derivative in the governing equation. Furthermore the stencil in method B divides the flow essen-
tially in two parts: no grid points from above the plate are used in the schemes for the points under the
immersed boundary and vice versa.
Following again the reasoning from the previous paragraph and taking into account the grid point number-
ing as in figure 10.1, the governing equation can be discretized as:
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and for the neighboring grid point above the immersed boundary:
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These expressions are the central discretizations of the second derivative on a non-uniform mesh. Be-
cause this scheme is second-order accurate (proof by substituting Taylor expansions in equation (10.5)),
because the flows above and under the plate are solved independently and since the governing equation has
a second-order polynomial as solution, this method is expected to do very well, at least where accuracy is
concerned. More on that in chapter 14.
10.4 Alternative Method C
Method C is again based on equation (10.1), but makes use of Taylor series expansions with respect to   to
evaluate the added second derivatives. This is shown for the grid point just below the immersed boundary,
see figure 10.1 for definition of the grid point indices. First the Taylor series expansions of the velocities

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Elimination of
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Substitute (10.9) and (10.10) in (10.1) to find the discrete equation according to method C for the grid point
directly under the plate:
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The only thing which is still missing is an expression for

fi
 . Therefore the Taylor series expansion
procedure from the beginning of this paragraph is followed again, albeit with only the first two terms in the
righthand side of equations (10.7) and (10.8). As before, eliminate 
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. This yields then:
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Figure 10.2: Analytical solution and numerical approximation (Alternative methods A, B and C) for the
Poiseuille flow
This expression is a linear extrapolation of the velocity from the nearest two grid points under the immersed
boundary to the plate itself. Substituting the expression for

fi
 in (10.11) yields the numerical scheme valid
for the first grid point under the plate (point  ):
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The stencil for the neighboring grid point above the plate can be derived similarly, for brevity only the
result is included:
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In figure 10.2, the approximation of the analytical solution by the three Alternative methods is shown.
The parameters are the same as for figure 9.2: 

 

and  
 
 9;9 . Complying with expectations,
the Alternative method B seems to be exact and coincides with the analytical solution. More results and
analysis are given at the end of Part II, the subject is treated in depth in chapter 14.
10.5 Note
At this point, a few preliminary conclusions seem appropriate. Methods A and C are both based on equa-
tion (10.1). And although the added second derivatives in this equation seem to push the numerical solution
computed with methods A and C in the right direction, they represent an inherent flaw in the methods as
well. Because the added terms cancel each other in the case where the numerical approximation equals
the analytical solution, no ”forcing” terms are left. Without these forcing terms, the solution should be
the parabolic profile (equation (8.7)). As a result, schemes A and C are not able to converge to the exact
solution. Method B is developed as a finite differences method, but it will be shown in chapter 12 that it is
in fact the same as the quadratic Cut cell method.
Chapter 11
Method 3: Ghost cell method
The Ghost cell method is a well established Immersed Boundary Method, mainly because of its simplicity
and the ease with which it can be implemented. For the Poiseuille flow model problem the linear and
quadratic extrapolation schemes are investigated. How the technique works was explained in chapter 5,
however, applying it to an body with infinitesimal thickness may sound rather unusual. This aspect is
treated in this section, followed by the extrapolation stencils and a graph showing the resulting numerical
solution.
For the sake of simplicity, let us consider for the moment only the flow under the dividing plate in the
channel. The standard central discretization (see equation. (11.1)) of the governing equation will encounter
a problem only in the point neighboring the immersed boundary, grid point  in figure 11.1. The stencil for
this point makes use of the velocity in point
 
, which lies just above the immersed boundary. As ”seen”
from the flow below the plate, this point is the first grid point to lie beyond the immersed boundary and thus
becomes a ghost point. It will get a fictitious velocity

appointed to it for use in the numerical scheme
mentioned above, but this velocity has nothing to do with the real velocity at this point from the flow above
the plate!
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The fictitious velocity in the ghost point is determined by extrapolation from the velocities at the immersed
boundary and one or more grid points in the fluid below the plate. Since the analytical solution of the
differential equation under consideration (governing equation (9.1)) is of second order only, here it makes
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Figure 11.1: Grid point indices for the Ghost cell method, flow below the plate.
 
represents the ghost
point.
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no sense to look at higher order extrapolation schemes than a quadratic stencil. This quadratic extrapolation
will already approximate the analytical solution exactly.
11.1 Linear extrapolation
Consider the Taylor series expansion of the velocity around the immersed boundary at   :
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In the linear approximation, all the terms in the right hand side of this expression are dropped, except the
first two. The remaining first derivative is then discretized as the weighted average of two discrete first
derivatives (   is the coordinate of the ghost point):
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This discretization is preferred above the easier, one-sided discretization
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approximation (see [14]).
The order of accuracy can be proved by evaluating the Taylor expansion, equation (11.2), in the ghost point
and in grid point  , followed by elimination of the second derivative from the expressions:
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This expression can be rewritten to yield equation (11.3) plus second-order terms. There is no difference
whether the one-sided discretization or equation (11.3) is used in the linear extrapolation stencil, in the
quadratic scheme however they do not produce the same result.
The next step is to substitute equation (11.3) into (11.2), set     , evaluate the Taylor series in the ghost
point

and simplify:
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  (11.5)
This expression is then substituted into the central discretization (adapted for the Ghost cell method):
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and the linear Ghost cell scheme results:
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A similar derivation for the flow above the plate shows the expression for the numerical scheme in the grid
point just above the immersed boundary:
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Note that the coordinate 

has now changed, since the ghost cell has become a different cell altogether!
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11.2 Quadratic extrapolation
The quadratic extrapolation scheme results when all but the first three terms are dropped in the right hand
side of equation (11.2). The remaining first and second derivatives are then discretized and substituted in
the Taylor series. Both discrete derivatives need to be second order accurate for this extrapolation stencil to
be truly quadratic. The first derivative is approximated by equation (11.3), the discretization of the second
derivative is similar to the one used in Alternative method B, presented in section 10.3:
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(11.9)
Expressions (11.3) and (11.9) are substituted into (11.2), and the Taylor series is then evaluated in grid
point 
4  (this is done to include information from the ”known” velocities in the 3 points closest to the
immersed boundary: 

,   and  fl  ):
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Setting
  
and rewriting gives an expression for the velocity in the ghost point in terms of

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Substition in (11.6) results in the numerical scheme for the quadratic extrapolation Ghost cell method:
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The derivation for the upper flow is now trivial, only the final stencil is presented:




4


4

  
  2

4

 


 
4


4
 



.2





4


 
fl

4


 fi



fl 
fl ffi
(11.13)
As with the linear extrapolation, remember that the indices and ghost cell have changed.
Both Ghost cell methods were analyzed in the Matlab program, a plot of the results can be found in
figure 11.2. The parameters are the same as for the previous methods: 

 

and 
 
:9;9 .
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Figure 11.2: Analytical solution and numerical approximation (linear and quadratic Ghost cell methods)
for the Poiseuille flow.
Chapter 12
Method 4: Cut cell method
All the methods treated so far were based on finite differences. The Cut cell method however is a finite
volume method, regarded by many as the natural way to treat flow problems because of the inherent con-
servation of mass and momentum. The technique was already mentioned in chapter 5, but to avoid any
misunderstanding it is derived briefly in this section. The first difference with respect to the previously
treated IBMs is the grid. To facilitate implementation of the boundary conditions at the walls and to allow
for accurate comparison between methods, the cell-centered grid points were left in the same position as
before. This means that the grid starts and ends with half a cell, see figure 12.1. Since the flow problem
is 1D, the cells are infinite in   direction. This general grid allows the derivation of the finite volume
approach, the modifications needed in the vicinity of the immersed boundary will be dealt with later.
12.1 General numerical scheme
As before, the governing equation
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(12.1)
is the starting point for explaining the Cut cell method. This expression can be rewritten using the Nabla
operator   , which is defined as a vector containing the derivatives to the different coordinates 


 

:
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Note that     

can be seen as the divergence of the gradient of

. Integration over a finite volume element

  , or ”cell” (see again figure 12.1) gives:
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Using the divergence theorem, the lefthand side of eq. (12.3) can be transformed into:
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where % is the boundary of the cell, * the unit outward normal vector on   and , the coordinate along   .
Substitution of (12.4) into (12.3) yields:
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The value of

1

fi
on the cell faces needs to be approximated using values of

in the cell centres. With
central discretizations equation (12.6) becomes:

 2

4 


4


4 

fl






fl 
fl ffi



 2

4
 

 


fl







fl 
fl ffi
 (12.7)
This scheme was already used extensively in its finite difference form in all previous methods.
12.2 Treatment of the immersed boundary: Cut cell approach
The cell which is cut by the immersed boundary is split at the plate, see figure 12.2. The part containing the
cell center remains an independent grid cell, but the other part merges with its neighbor. This means that the
cell size is no longer constant. Considering the flow under the plate and cell  in particular, equation (12.5)
changes to:
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Figure 12.3: Sketch of the mirror point  as used in the quadratic extrapolation stencil.
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with 
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term is replaced by the central discretization
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that straightforward with the
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term. Two alternatives will be considered here: linear and quadratic
extrapolation.
12.2.1 Linear extrapolation
The
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term is replaced by
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  , to yield the following discrete equation:
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Above the plate the equation becomes:
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12.2.2 Quadratic extrapolation
In this case the first derivative is replaced by the central discretization:
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This expression employs point  which is the mirror of point  with respect to the immersed boundary,
see figure 12.3. The distance between these two points equals  


4


.

 is the velocity in point   
which can be determined using a scheme similar to the quadratic extrapolation scheme from the ghost cell
method, (chapter 11, equation (11.11)):
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This expression is then simplified and substituted into (12.12), yielding:
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Finally, substitute (12.14) in (12.9) to find the stencil for the cell right under the immersed boundary:
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Figure 12.4: Analytical solution and numerical approximation (linear and quadratic Cut cell methods) for
the Poiseuille flow.
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and for the cell above the plate:
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Both the linear and the quadratic Cut cell method were programmed in Matlab, and an impression of the
results can be found in figure 12.4.
12.3 Note
The quadratic Cut cell method resembles Alternative method B (chapter 10) in the way that they both resize
the cell that is cut by an immersed boundary and adapt the stencil for that cell. The numerical schemes are
not identical however: this is due to the fact that Alternative method B uses the point in the middle between
the immersed boundary  and the grid point   as a support, while the Cut cell method calculates a flux at
 .
Chapter 13
Method 5: Analytical forcing method
One nice feature that is specific for this simple flow problem is that the governing equation is analytically
integrable. The advantages of this property are that it is possible to compute an analytical solution and
compare any numerical approximation to it. Moreover, it allows the exact determination of the added
forcing term (see chapter 3), something that is in general not possible in Immersed Boundary Methods.
Consider for instance the following equation:
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the governing equation with an extra forcing term  in the right hand side. Physically, the forcing term
could be interpreted in this situation as the force needed to overcome the friction on the plate and keep it
in place. The Dirac delta function makes sure that the forcing term is only applied at  , on the immersed
boundary.
13.1 Analytical derivation of the forcing term
Equation (13.1) will now be solved analytically. For this purpose, the expression has to be integrated twice,
followed by the determination of the integration constants, using the boundary conditions. To get this right,
it is quite useful to take a look at the definition of the Dirac delta function (a good source of information
is [31]). The Dirac delta function can be seen as the derivative of the Heaviside step function   , while the
Heaviside function is in turn the derivative of the ramp function
 (both functions are shown in figure 13.1):
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The analytical forcing method can be found rather easy now, the first step is to integrate eq. (13.1) twice:
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are integration constants. These can be determined by substituting the boundary conditions:
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Finally, the forcing term F results from substitution of
 
at 

  , the boundary condition at the plate,
yielding:
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Combining (13.6) and (13.1) yields the continuous formulation of this Immersed Boundary Method:
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13.2 Numerical schemes
Discretizing expression (13.7) is done in the standard finite difference way by replacing the second deriva-
tive with the central scheme.
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The Dirac delta function needs to be replaced by a smooth distribution function (as explained in chapters 5
and 9). Again a hat function( fl  and fl   ) and a modified cosine ( fl
6
and fl   ) were used, and both of them
exist in two variations: a normal one with support over   and a ”wide” version which has a support of   
(see figure 13.2).
The method was implemented in the Matlab program, and the result for  

cells and a plate located at

 9;9
  is plotted in figure 13.3.
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Figure 13.3: Analytical solution and numerical approximation (Analytical forcing method) for the
Poiseuille flow.
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Chapter 14
Method Comparison and Error
Analysis
In this chapter, the results of the Immersed Boundary Methods that were applied to the Poiseuille problem
are compared to each other, and the discrete
$

errors in the solutions are analyzed. Given the goal of the
one-dimensional test case (i.e. to select suitable IBMs for application to 2D problems), it was decided to
focus attention on two topics: the comparison of the magnitude of the absolute error associated with each
method on one grid and the grid size dependency of the errors. This is possible because the exact analytical
solution of the Poiseuille flow is known.
14.1 Comparison of the results for all methods
As in the previous sections, the numerical approximations to the velocity profile are plotted for the case
where 

 

and 
 
:9;9 . The rather small number of cells makes the difference between analytical
solution and numerical approximation better visible, while the position of the plate is chosen such that it
does not really favor any of the immersed boundary methods (more on this topic later on). The results (in-
cluding details of the regions around plate and maximum velocity) are plotted in figures 14.1 through 14.4.
The graphs are representative in the sense that the same trends can be seen in plots with more grid cells.
The first thing that attracts attention is the separation of ”exact” and ”approximate” numerical methods.
Indeed, some methods (i.e. the Alternative method B, the quadratic Ghost cell and Cut cell methods and
the Analytical Forcing method fl
 ) turn out to be globally second-order accurate and thereby match the
order of the solution to the Poiseuille problem. Their calculated velocity profile resembles the analytical
result almost perfectly, and the very small errors can be appointed to data type specifications or machine
precision limits. This comes as no big surprise: The Alternative method B as well as the quadratic Ghost
and Cut cell methods separate the upper and lower flow completely and use second-order extrapolation
schemes in the treatment of the immersed boundary. The only flaw of the Analytical Forcing method lies
in the smooth distribution function used to approximate the Dirac delta function. Why the small hat func-
tion outperforms the others is still unclear, as this function is theoretically not second-order accurate.
However, there is a drawback to the great accuracy these four methods achieve: the
$

errors they produce
are effectively meaningless (error levels are of the same order as round-off errors) and cannot be used in
the error analysis. They are therefore neglected in the remainder of this chapter. This does not mean that
they are not to be considered when a choice needs to be made on the IBMs for the 2D code, on the contrary,
they need to be taken very seriously since they are more accurate than any other method seen so far.
In figures 14.3 and 14.4 it can be seen that especially the linear Ghost and Cut cell methods and to a
lesser extent the Analytical Forcing methods fl   , fl
6
and fl   perform rather well, while Explicit boundary
condition methods and the Alternative methods A and C lack accuracy near the immersed boundary. All
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Figure 14.1: Comparison of the ”exact” numerical methods: velocity profile.
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Figure 14.2: Details of the velocity profile: around the immersed boundary (left) and at the maximum
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Figure 14.3: Comparison of the ”approximate” numerical methods: velocity profile.
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Table 14.1: Plate position  as a function of 
the methods converge to the analytical solution when more grid cells are used, this is explained in the
following error analysis.
14.2 Relative grid convergence study
One of the fundamental differences between body-conformal grid methods and Immersed Boundary Meth-
ods is that in the former, the position of the boundary relative to the neighboring grid point is always the
same. More exactly, the boundary is located on a cell face / grid point, irrespective of the grid size. This is
not the case in IBMs: generally, a boundary will lie at a random distance from the nearest grid point, say
  , and this distance does depend on the number of cells. Double the number of cells to    and the
distance will not be    . Indeed, the relative position of the immersed boundary with respect to the cell
it lies in changes with the grid size. This has implications for the error of a numerical method: consider for
instance stencils which make use of linear extrapolation schemes.
So to get an idea of the dependency of the numerical error on the grid size without the effect of changing
relative positions, a relative grid convergence study is performed. This means that over a range of grid
sizes, the immersed boundary is moved such that it always remains in the exact middle between two grid
points: the point which lies at


 
and the one below it. Table 14.2 lists the plate position   as a function
of the number of grid points  .
Using these values for  and  the discrete
$

errors are calculated for all the ”approximate” numerical
methods, where the
$

norm is defined as (see also [30]):
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The
$

norms are plotted against the number of cells  on a log-log scale as usual, see figures 14.5
and 14.6. Remark that the Analytical Forcing method fl
6
is plotted in a separate figure and that it is essen-
tially ”exact” (that is: the errors are of the smallest order of magnitude allowed by the data type). This is
due to the distribution of the error over the cell, as discussed in the next subsection.
Essentially, all the lines seem to be straight in the first log-log plot, meaning that there is an unambiguous
relation between the magnitude of the
$

error and the grid size for every method. From the graph, it can
be concluded that:
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This information will prove valuable later on in the absolute grid convergence study.
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14.3 Error dependence on plate position in cell
In fact, the relative grid convergence study is only accurate when the immersed boundary happens to fall
right in between two grid points. This is of course very rarely the case, and therefore it is useful to have
an idea about the dependency of the error on the plate position relative to the neighboring grid points: how
does the relative position of the plate in a cell influence the error?
To assess this property, the following situation is considered: the channel is divided in
  
cells, and the
cell between 
 
 9  
 
and 
 

  is subdivided in  

equidistant positions. For every calculation,
the plate is set at a new position in this cell, and the resulting
$

norms for all the ”approximate” numerical
methods are then plotted on each position. The difference in error magnitude between the methods requires
the result to be plotted in 3 different graphs: 14.7, 14.8 and 14.9.
In the figures it can be seen that the errors for the Alternative methods A and C and the linear Cut cell
method go abruptly to zero near the grid points. This is due to a small change in the scheme that replaces
the complicated immersed boundary treatment directly with the boundary condition should the plate coin-
cide exactly with a grid point.
Another striking detail is the fact that the error for the Analytical Forcing method fl
6
is equal to zero when
the immersed boundary is located in the middle between two grid points! This explains of course its strange
behavior in the relative grid convergence study. The issue could have been dealt with by choosing another
point relative to the cell to examine the relative grid convergence. However, since the Analytical Forcing
method is not extendible to 2D, there is no real point in doing so.
Finally the error is analyzed as one would normally do, with a fixed plate and an increasing total number
of grid points. The previous subsections will provide insight into the resulting figures.
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Figure 14.10:
$

error for all the ”approximate” numerical methods.
14.4 Absolute grid convergence study
This is the classical grid convergence study, with  ranging from
 
to
   
cells and  set at

:9  
 
 9
 
 
.
The value is really arbitrary, but this one was chosen such that plate and grid point would never coincide.
Remember that the relative position between plate and cell face will change every time  changes, and
that all the methods are ”exact” in the fluid domain except for the near vicinity of the immersed boundary,
so all the errors are directly related to the implementation of the IBMs.
Figure 14.10 shows the
$

error norm for all the ”approximate” immersed boundary methods as a function
of the number of grid points  . It is conventionally plotted on a double logarithmic scale. The same
graph is compared with the relative position of the plate with respect to the nearest grid point under the
immersed boundary, figure 14.11. Finally, both the
$

norm and the relative plate position are corrected
for Alternative method C to show the relation between the two, see figure 14.12. The plots are discussed in
detail below.
At first sight, graphs 14.10 and 14.11 are a little disturbing. The problem is that the relative position of
the immersed boundary shifts on every new grid. The influence this has on the error was discussed in
section 14.3. As a result, none of
$

norms decrease in a monotonous way. This means that one can never
be sure that a calculation with more cells will yield more accurate results than a calculation with fewer
grid points. However, the problem is not as big as it seems, since it is possible to formulate a maximum
for the error as a function of the number of grid points which is monotonous. This is done by combining
the maximum error for a method from the error distribution study with the error-cell size relationships as
found in the relative grid convergence assessment.
Furthermore, the influence of the changing relative position of the immersed boundary in a cell with in-
creasing grid size turns out to be substantial. The nice straight lines from the relative convergence study
are transformed into seemingly random scribbles. However, the relation between relative plate position
and
$

error norm can be visualized by correcting both
$

norm and relative plate position. An example
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Figure 14.11:
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error for all the ”approximate” numerical methods, compared to the relative position of
the immersed boundary in the cell.
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for the Alternative method C is presented in figure 14.12. The corrected
$

norm in this plot results when
the normal Alternative method C
$

norm is divided by 

	 
, the general dependency of the method on the
grid size. As a result, the corrected
$

error runs now more or less horizontal, as does the relative plate po-
sition. For correcting the position of the plate relative to the cell, an approximation of the error distribution
over a cell for Alternative method C (see figure 14.7) is made. The approximation is essentially a linear or
higher-order polynomial function. This approximate error distribution function can then be used to define
the corrected relative plate position in the cell as a distance from the position where the error would be
minimal.
The resulting graph 14.12 shows a clear relationship between error and relative immersed boundary move-
ment. Any small discrepancies can be attributed to the approximation of the error distribution by a second
order polynomial.
The same procedure could be repeated for the other methods as well, with similar results. But figure 14.11
can also be interpreted directly: take for instance the
$

error for the Analytical Forcing method fl
6
at



 
and 
    
. The error in these points is substantially lower than for the adjacent number
of grid points. This can be explained by evaluating the error distribution for this method (figure 14.7) for
the relative plate positions: 





   (      ) and          (       ). It turns out that the error
distribution for these plate positions is very low indeed.
This concludes the error analysis of the Immersed Boundary Methods that were applied to the 1D Poiseuille
flow problem. The next step is to pick the right method for use in a steady 2D incompressible Navier-Stokes
code.
Chapter 15
Conclusions on the 1D IBMs study
In the previous chapters a number of IBMs have been studied. The comparison of the numerical approx-
imation of the Poiseuille flow with immersed boundary to the analytical solution has revealed important
properties of each method. On the basis of this analysis, a choice needs to be made on which method(s) to
use in the next phase, the 2D code. The relevant properties of a method are: compatibility with the basic
2D finite volume code and its data structure (see chapter 17), accuracy and ease of implementation.
Furthermore, since the focus lies on flows of a convective nature with higher Reynolds numbers, contin-
uous forcing approaches which use distribution functions seem less attractive, as they are not well suited
to capture thin boundary layers. This means that both the Explicit boundary condition method and the
Analytical forcing method will not be extended to 2D. The Analytical forcing method faces even more
problems concerning extension to 2D: it remains hard to see how the forcing term (which depends only on
the known and constant

  in 1D) can be determined exactly in 2D.
Both linear and quadratic Cut cell methods performed very well in this 1D study, however they are difficult
to implement in the existing 2D code data structure. On top of that, these methods have already been stud-
ied extensively in the past, and they are, strictly speaking, no pure Immersed Boundary Methods, since they
need to modify the simple cartesian mesh to solve the equations. For these reasons, the Cut cell method
will not be implemented in the 2D code.
The Ghost cell method on the other hand is very suitable: it shows good convergence, it is accurate, not
too difficult to implement in the 2D finite volume code and has been shown to work pretty well in 2 and
3 dimensions. It can also be modified quite easily if desired. The Alternative methods in general are not
the best in terms of accuracy and convergence. The results are encouraging enough to develop some more
alternative methods in 2D, without being limited to the methods tested in the 1D test problem.
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Part III
The 2D methods
Chapter 16
Introduction to the 2D methods
After completion of the 1D phase, a few important decisions had to be made about the setup of the 2D
code. First of all, there was the question whether to implement the IBMs into an existing code or to build
one from scratch. This last option would have given the most freedom and control over the end result,
but the programming would probably have required spending a considerable amount of time on something
which was not the topic of the graduation project. Moreover, there was a code available, written by Jeroen
Wackers, that satisfies the main requirements: it is a steady 2D incompressible Navier-Stokes solver. It
applies artificial compressibility and time stepping to converge the unsteady Navier-Stokes equations to a
steady solution (chapter 17). This means that there is still room to extend the method to unsteady Navier-
Stokes by removing the artificial compressibility term and adding pressure correction steps to the normal
time steps, potentially useful for future developments.
The next step was the pre-processing, documented in chapter 18. As mentioned before, the simple cartesian
grids are the main strength of IBMs, so an easy-to-use, multi-purpose grid generator is an essential part
of any successful Immersed Boundary code. Especially the representation of the immersed boundary and
the changes to the data structure of the solver are important. One of the most difficult issues is the general
nature of the shape of an immersed boundary: dealing with sharp or thin edges, indents in the surface or
multiple bodies in close proximity requires extra care and extra programming.
With the basic 2D finite volume code and the cartesian grid generator ready, the implementation of the var-
ious IBMs could begin. Four of the six methods that have been programmed are discussed in chapter 19.1
(i.e. Ghost cell, adapted Ghost cell, Stairstep and adapted Stairstep method). The other two methods were
unsuccessful. One of these is the Cut cell method, and although it is in theory a good technique, combining
it with the existing data structure proved far too complex and time consuming to complete it. The other is
a 2D version of the one-dimensional Alternative method A (chapter 10), which suffers from stability and
accuracy problems directly related to the ”tuning” factor, comparable to the 1D Explicit boundary condi-
tion method (chapter 9). These last two methods are not included in this report.
To assess the quality of the written codes, a good benchmark problem is needed to test the IBMs solutions
of a 2D, steady, incompressible convection-diffusion flow. Two well documented test cases are chosen: the
flow over a backward facing step at
 + 

 [20] and the flow around a circular cylinder placed slightly
off-center in a channel at

 
 [25]. The test cases are treated in chapters 20 and 21.
Finally, to display the capabilities of IBMs codes, the flow around a multi-element airfoil at
    
is computed on an H-type cartesian grid, see chapter 22. The ease of automated cartesian grid generation
is illustrated in comparison to the structured body-fitted grid approach used by [23], where  ;9 different
regions make up the whole grid. Chapter 23 presents the conclusions for the 2D code part.
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Chapter 17
The 2D finite volume code
This chapter briefly discusses the 2D finite volume code as written by Wackers [27], [28]. The goal of
this chapter is to clarify the global structure and solution method of the code without getting stuck in the
details. As mentioned before, the code is a finite volume-based, 2D incompressible Navier-Stokes solver
which time-marches towards a steady solution, using a fictitious



term. The grids are considered to
be cartesian and only the domain boundaries are treated (immersed boundaries are dealt with in the pre-
processor, next chapter). The program is written in Fortran 95.
This compact description gives a first impression. In the remainder of this chapter, two important aspects
of the finite volume code are explained in detail: the data structure and the solution method.
17.1 The data structure
17.1.1 The grid
The grid is structured such that the number of (rectangular) cells in   and  direction remains constant
throughout the physical domain. However, the cell size need not be constant, although strong variations in
cell size can affect the accuracy. This essentially allows for the construction of so-called H-type grids (this
will be used to our advantage later on). The grid is positioned into the physical domain such that one band
of cells falls just outside the boundaries of the domain. These cells wrapped around the domain are called
boundary cells, they are used to store the boundary conditions defined on the domain boundaries and will
be treated differently from cells in the interior of the domain. When a grid is generated, it is stored in an
array containing all the   and  coordinates of the lower left corner of each cell. This sequence of cell
coordinates starts in the upper left most cell of the grid, runs right until the end of the row and continues on
the leftmost cell of the row below it. The cell numbering is done in the same way. Figure 17.1 summarizes
some of the main grid-related definitions.
17.1.2 The neighbors
In a later stage, fluxes need to be computed over all four cell faces. To do this, it must be known which cell
borders another. This would not have posed any problems in an    structured rectangular grid. However,
this data structure is inherited from the old code, which used semi-structured grids. The numerous adjust-
ments that would have to be made in the code when converting the grid to an    structure made changing
the old system undesirable, which used the cell numbers to define ”neighbors”. For every cell, the cell
numbers of the cells above and below it and to its right and left are stored in an array. If a cell does not
have a cell on one (or two) sides because it is a boundary cell, a zero is stored for that neighbor.
The information gathered so far enables all the geometric calculations to be done. The geometry of a cell
is determined by defining its corners as the stored lower left corners of its right neighbor and the cell above
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Figure 17.1: Basic properties of the cartesian grid.
that one, its upper neighbor and finally the cell itself. Then the length of each cell face is calculated, as
well as its area.
17.1.3 The boundary flag
When a cell is a boundary cell, it receives a boundary flag. The flag is
4
6
for an inflow boundary,
4
  for an
outflow boundary,
4
 for a symmetry boundary and
4  
for a no-slip boundary (solid wall). This boundary
flag tells the solver how to calculate the flux over the cell face it shares with a neighbor in the interior of the
domain. The state variables stored in the boundary cells are never updated, since they are pre-set boundary
conditions. In general,

and

are defined on the inflow boundary,  on the outflow boundary while the
remaining boundaries are set to no-slip or symmetry.
17.1.4 The initial solution
Besides boundary conditions, an initial solution needs to be given to start the time-stepping procedure. For
this purpose a value for each of the three state variables (velocities  and  and pressure  ) in each cell is
stored in another array which will later contain the converged solution. The state variables in the boundary
cells represent the boundary conditions, since they are never updated as opposed to the normal cells.
The data structure as it is contains now enough information to compute basic phenomena like channel
flows. The inclusion of an immersed boundary demands additional information to be stored for use in the
solver, and this expands the existing data structure. More details can be found in chapter 18.
17.2 The solution method
The first step in the solution procedure is the derivation of the governing equations. These equations are
then discretized on the finite volume grid. The convective and diffusive parts are discretized, allowing the
fluxes (and their sum) to be calculated, which in turn is used to update the state variables through a time
step. This procedure is repeated for all cells (called a sweep). The sweep procedure itself is then reiterated
until a predefined convergence criterion is met. All these stages are described below.
17.2.1 2D flow equations
The derivation of the governing equations starts again with the unsteady, incompressible 2D Navier-Stokes
equations without body forces, see [2]:
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Note that both momentum equations contain a time derivative of

or

, but the continuity equation does
not have a time derivative for the pressure. This means that a time stepping procedure based on these
equations will be unable to update the pressure. One way to tackle this problem is to add an artificial


term to the last equation and time-march until convergence, since at this point the time derivatives are zero
anyway. Hence, the solution found is also a solution of the steady version of system (17.1). This trick is
called artificial compressibility and is described in [5].
System (17.1) then becomes:
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where

is a chosen constant and the subscripts stand for derivatives. To obtain a more compact form, the
following vectors are defined:
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(17.2) now transforms into:
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Integration over one cell 


in combination with the divergence theorem [1] then results in:
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Until this point everything is still exact, but now the system of equations (17.4) needs to be discretized. In
a first-order finite volume approach the values of the state variables are assumed to be constant over a cell.
Since the cells in the cartesian grid are rectangular and aligned with   and  , the boundary integral of the
flux term can be written as a sum over the four cell faces of cell 
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, with fl and
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
 and

fi are the ffi and  components of the outward unit normal vector, and  the length of a cell face.
The flux term will now be split in a convective and a diffusive part to simplify the discretization.
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17.2.2 The convective flux
The convective part of the flux vector is calculated using an approximate Riemann solver, a kind of lin-
earized Osher scheme. To find the state at the interface between two cells (and thus the convective flux),
the states on both sides of the cell face are viewed as the right and left initial states in a 1D shock tube
problem from gas dynamics. After this initial instant, contact discontinuities, shocks and expansion waves
start traveling through the fluid, resulting in a new state at the interface. This strategy to determine the
convective fluxes is made possible by adding the artificial compressibility term to the governing equations,
which makes the system hyperbolic.
To establish the relation between the state variables on the cell face and the left and right states a charac-
teristic analysis needs to be done, in order to find the characteristic wave speeds and Riemann invariants.
This however falls outside the scope of this report and is moreover very well documented in e.g. [28], see
also [6], [7], [8] and [27].
17.2.3 The diffusive flux
Compared to the convective flux discretization, the diffusive fluxes are very simple. The only terms that
need to be computed are
4


 1
   and
4



  
. These can be approximated with second-order accurate central
differences. And, because the grid is aligned with   and  ,

  


 or


fi
for each cell face.
17.2.4 Time stepping
Now that the flux term is solved, equation (17.4) can be discretized in time such that the new state in cell



can be determined explicitly from the old state and the sum of the fluxes:
 
 

2


 
 

4
 



	

	



fl

!
	





 


!
	

fi



 

!
	
 (17.6)
where
 

is the time step and


the cell area. This is known as the first-order forward Euler discretization
in time. With this expression, the state variables in a cell can be updated until the new and old states differ
less than a pre-set value.
Chapter 18
The pre-processor
This chapter describes the main pre-processing procedures: the generation of the grid and the collection of
the immersed boundary data. The immersed boundary is assumed to be a closed curve, given as an array
of coordinates of points. There is a note at the end of this chapter on the procedure for multiple immersed
bodies.
The pre-processor is a separate program that creates a grid and immersed boundary data complete with
initial and boundary conditions to the user’s specifications. The data are stored in two files: one file
which lists the initial solution in every cell, the second file contains the grid data (see chapter 17) and
additional immersed boundary information. These files can be checked for errors (e.g. by plotting the
grid, see figure 18.1) before they are read by the Navier-Stokes code. This is not trivial, since the pre-
processor can have difficulties when dealing with particular body shapes, see subsection 18.3.2. The grid
files can be created quickly and they are re-usable (to give an example: a 200.000 cell H-type grid will
take approximately 3 minutes on a 64-bit AMD Athlon processor to be generated, from specifying grid
properties to saved grid files). This is true for almost any given geometry. However, very large grids
(millions of cells) mean a lot of time is spent saving the grid to the files, and these files become rather large
too. In this case, it might be better to couple the pre-processor directly to the Navier-Stokes code, so no file
needs to be created.
18.1 The cartesian grid
Before actually creating the grid, all the final output parameters are initialized. The parameters that were
discussed in the previous chapter (boundary flag and neighbors) as well as the new immersed boundary
parameters immersed boundary flag, ghost flag and ib grid points are set to a standard value, such that not
all parameters for every cell need to be changed later on. This standard value is

, except for the ib grid
points, they are set to
4
  

or any other value well outside the physical domain.
18.1.1 Uniform grid
Creating a uniform grid is of course rather straightforward: once the user has set the width and height of the
domain and how many cells he/she would like in   and  direction, the actual determination of the node
positions is trivial. The   and  coordinates of the lower left corner of each cell are then stored in a 2-
column array, following the cell numbering as explained in chapter 17. At the same time, the cell numbers
of the neighboring cells are stored in neighbors and the boundary type in boundary flag. Figure 18.1 shows
the coarse uniform grid for the backward facing step problem.
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Figure 18.1: Uniform cartesian grid for the backward facing step problem.
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Figure 18.2: H - type cartesian grid around a circular cylinder.
18.1.2 H - type grid
An H - type grid is somewhat more complex, since the grid is split into different regions. The basic idea
is to define a rectangular area around the body and mesh it with a fine uniform grid. This fine grid helps
to capture the shape of the body and to increase the accuracy when dealing with thin boundary layers. The
rest of the domain is meshed using e.g. parabolic, cosine or exponential functions. Those functions ensure
a smooth transition to the uniform grid region with limited increase in the total number of cells. In other
words: an H - type grid can guarantee good local grid resolution for a smaller total number of cells than a
uniform grid. Since these grids have no ”hanging nodes”, the data structure does not need to be changed
and the same parameters as above are stored in the grid file. An example of this mesh type can be found in
figure 18.2.
18.2 Initial and boundary conditions
Additional to the declaration of the boundary type with the boundary flag parameter, a boundary condition
for velocities

and

needs to be declared at the inflow boundary and one for the pressure  and velocity

at the outflow. The inflow boundary condition is often a uniform freestream or parabolic velocity profile,
while the outflow boundary condition is an arbitrary constant pressure and
  
.
The initial solution is defined in all cells, except for those where a boundary condition is prescribed. While
the state in the the normal cells is updated through the time-stepping procedure, the state in the boundary
cells is not (to avoid the boundary conditions being overwritten). Care is taken to ensure a smooth transition
between initial solution and boundary conditions. Both initial solution and boundary conditions are saved
in a file, which forms part of the input for the Navier-Stokes solver.
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Figure 18.3: ib flag for the backward facing step grid.
18.3 Immersed boundary data
The problem of data structure and information on immersed boundary position necessary to solve the flow
problem is considered first. The goal is to translate a given boundary shape and position into cell-specific
data such that it can be processed in IBM fashion. The data should answer the following questions: Is there
a boundary cutting through this cell? If so, where? Is this cell inside or outside the body? Is this cell a
so-called ghost cell?
A number of parameters is defined to provide answers to these questions. First of all, the intersections of
the given immersed boundary with the cell faces of each cell need to be stored. The   and  coordinates
of these intersections are stored in ib grid points, where the sequence is very important. The sequence
allows the code to reconstruct the immersed boundary, by drawing lines between two consecutive ib grid
points.
Next is the immersed boundary flag or ib flag. This parameter tells whether a cell center lies inside (neg-
ative) or outside the body (zero or positive). At the same time, it counts the number of times the given
immersed boundary intersects with the cell boundary. This is limited to a maximum of 4 intersections,
more than that is very unlikely to happen under adequate grid resolution. Examples: ib flag =  means that
the cell lies outside the body without being intersected by an immersed boundary, ib flag = 4
6
denotes a
cell inside the body with 3 immersed boundary intersection points, while a cell with ib flag = 4  lies inside
the body, clear of the immersed boundary. In figure 18.3, the ib flag parameters are plotted as colored dots
for the backward facing step grid.
Finally, the ghost flag parameter is set to  if the cell is a ghost cell,  if the cell is not. A cell is a ghost cell
when its center lies within the body and it has at least one neighbor whose cell center lies outside the body.
18.3.1 Determination of the ib grid points
In general, a 2D body is given as a sequence of coordinates that describes the shape of the body. To make
sure it is a closed form, the last and first point should be the same. The pre-processor then takes the first
two points and draws a straight line between them. The coordinates of the intersection points between
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Figure 18.4: ib flag for the circular cylinder grid.
this line element and any horizontal or vertical grid line are stored. Intersections that were stored twice
(e.g. because they happen to fall on a grid node) are removed, and the remaining points are rearranged
according to their distance to the first original boundary point. This process is repeated until the whole
given boundary is translated to a sequence of ib grid points. For each cell, the number of intersections is
then counted to yield the absolute value of ib flag. The sign of ib flag is determined below. The ib grid
points are plotted as green circles for the backward facing step (figure 18.3).
18.3.2 Sign of ib flag
To know whether a cell lies inside the body or not, one cell is chosen which lies certainly inside the body.
Then a search routine checks the ib flag of the cell’s neighbors: if it is also  , it must be inside the body
too, and its ib flag is changed to 4  . The search routine continues to do this with the newly found cells
inside the body until it cannot find any more cells whose ib flag is  .
At this point, all the cell centres inside the body are found, except those cells that are cut by the immersed
boundary. Therefore all the cells whose ib flag value is   ,
6
or
 
are checked in a new search routine. If
they have a neighbor that lies inside the body (negative ib flag), a line element is constructed between the
cell centres of the cell with ib flag ¿  and its neighbor inside the body. If that line element is intersected
by an immersed boundary segment reconstructed from the ib grid points, the ib flag remains unchanged. If
not, ib flag becomes negative. This is done a few times to ensure all cell centres inside the body are found.
The result can be seen in figures 18.3 and 18.4.
Although the result seems satisfactory, it is not a fool proof procedure. One particular shape of the im-
mersed boundary gives problems with the determination of the sign of ib flag. Thin, wedge-like shapes
(e.g. airfoil trailing edges) can make it impossible to draw a line element between neighboring cell centres
inside the body that is not intersected by an immersed boundary segment. As a result, a cell center which
lies inside the body is not recognized as such and its ib flag remains positive (see figure 18.5, left). Another
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Figure 18.5: Sketches of the two problems with the body search routine.
problem is that cells near the trailing edge of an airfoil often contain four ib grid points: their cell faces
are cut four times by the immersed boundary. This happens quite regularly at the very tip of the trailing
edge (cell   ), but it is not uncommon to be the case in neighboring cells at the same time (cell  ), see
figure 18.5, right. The immersed boundary needs to be closed at the trailing edge to prevent ”leaking”
of the negative ib flags (see procedure above). This is accomplished by constructing immersed boundary
segments between ib grid points 1 and 2, 2 and 3 and 3 and 4 in cell   . However, since the datastructure
needs to be generally applicable, the same is true for the neighboring cell (  ) with ib flag 4. As a result,
the line element drawn between the two cell centres is cut by the immersed boundary segment between ib
grid point 2 and 3 from cell

and the ib flag of cell   stays positive, keeping the cell center ”outside” the
body.
18.3.3 The ghost flag
The last immersed boundary data parameter is the ghost flag. The function of this parameter is to identify
ghost cells, cells whose center lies inside the body which have at least one neighbor outside the body. These
cells have a special function in Ghost cell methods (see chapters 5, 11 and 19). The ghost flag is derived by
checking the ib flag of the neighbors of all cells inside the body: when a cell with a negative ib flag has at
least one neighbor with a positive (or zero) ib flag, its ghost flag is changed to 1. Because it depends fully
on the ib flag parameter, any mistake there will translate in a wrong ghost flag. Examples are given for the
backward facing step and circular cylinder in figures 18.6 and 18.7.
18.3.4 Multiple bodies
When the object under consideration consists of more than one element, the whole immersed boundary
data loop can be rerun for each element. However, more than one immersed boundary cutting through the
same cell should be avoided by refining the mesh.
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Chapter 19
The 2D Immersed Boundary Methods
In total, four IBMs were implemented successfully in the 2D code. The Ghost cell method, adapted Ghost
cell method, Stair-step method and adapted Stair-step method are presented in this chapter. The main
purpose of this chapter is to explain the principal idea behind a technique and to evaluate its most important
properties, rather than drowning the reader in programming details. For the same reason, no print-outs of
the code itself are added in appendix.
19.1 The Ghost cell method
As discussed in chapters 5 and 11, the basic idea behind the Ghost cell method is to divide the grid cells
in one of three categories: the ghost cells, the cells inside the body that are not ghost cells and the rest, the
fluid cells. The cells inside the body are ignored from now on, their state is of no interest so no computation
time is wasted on them. The values of the state variables in the ghost cells result from extrapolation. The
boundary condition on the immersed boundary and the fluid cells in the vicinity of the ghost cell provide
the input for the extrapolation stencil. The consequence of implementing the boundary conditions through
the extrapolated ghost cell states is that the Ghost cell method cannot guarantee exact conservation of mass
and momentum. The fluid cells are treated as usual: fluxes based on a cell’s own state and the state of its
neighbors at time


are used to calculate the new state at time



 

.
The first thing to do is to implement an    loop in the sweep routine (i.e. the procedure where the sum of
the fluxes is calculated for all cells in the grid). This is done to distinguish between the three cell categories
(as discussed above) and to choose the corresponding actions that need to be taken: do nothing (cells inside
the body), extrapolate (ghost cells) or follow the normal flux calculation (all the other cells). The only task
remaining now is the determination of the state variables in the ghost cells through extrapolation. Since
the accuracy of quadratic extrapolation would not be visible in a first order finite volume method, linear
extrapolation is the preferred choice.
19.1.1 The linear extrapolation scheme
Once the sweep routine arrives at a ghost cell, the neighbors of this cell are checked for position: when
the neighbor lies outside the body (zero or positive ib flag), the immersed boundary segment that separates
them needs to be located. To do this, the intersection point(s) of the immersed boundary segment(s) and
the line connecting the cell centres of the ghost cell and its neighbor is (are) calculated, the one that falls
in between the cell centres is on the immersed boundary segment needed (figure 19.1). It is very important
to perform this check, since each cell can contain up to three different immersed boundary segments and
choosing the wrong one results in large errors.
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Figure 19.1: Situation sketch for the linear extrapolation scheme.
The two ib grid points corresponding to the immersed boundary segment just found forms the basis of the
linear extrapolation scheme, together with the center of the cell neighboring the ghost cell. The positions
of these three points and their respective values for

and

can be used to construct fictitious planes in the
 
   space:
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 (19.1)
Constants

1	


1
0

 

 are found by evaluating (19.1) in the previously mentioned points. The velocity
components in the ghost cell are then determined by substituting the coordinates of the ghost cell center in
the mathematical expressions for the planes.
The only remaining state variable in the ghost cell to be dealt with is the pressure. There is no boundary
condition on the immersed boundary available for the pressure, so another solution has to be found. Bound-
ary layer theory says that the pressure in a boundary layer is approximately constant perpendicular to the
wall. This approximation is only valid for boundaries with limited curvature. Under the assumption that

  
 
holds, we take the pressure in the ghost cell equal to that in its neighbor. This yields an approxi-
mation with a maximum error of order  . Furthermore, for a good solution of the Navier-Stokes equations
adequate grid resolution in the boundary layer is a prerequisite. This means that  near the boundary is
small, thereby limiting the error caused by the numerical boundary condition for the pressure.
19.1.2 Multiple extrapolations
The procedure described above works fine when every ghost cell has only one neighbor outside the body.
However, often there is more than one (example in figure 19.3), which can cause trouble. One way to deal
with multiple interpolations is to create a weighted average of the extrapolated velocities and pressures
based on distances between cell centres. In smooth flow regions, this approach may work well, but in
ghost cells near the trailing edge of an airfoil or in the corner of a backward facing step, the results are
quite disturbing. The problem is of course that the state in the ghost cell is composed of two or more very
different flow regimes, like the flow above and under an airfoil or the smooth flow over the step and the
recirculation region behind it (see figure 19.2).
In fact, the situation is so bad for the backward facing step test case, that it was decided not to use this
method at all, but to try and fix it before continuing the tests. The resulting adapted Ghost cell method is
discussed in the next section.
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Figure 19.2: Numerical solution of Ghost cell method for the backward facing step problem (see chap-
ter 20). Velocity vector plot near corner of step. Note the odd vector to the right of step edge.
19.2 The adapted Ghost cell method
The normal Ghost cell method encounters problems when more than one ghost cell neighbor lies outside
the body. This means that each state variable in the ghost cell is composed of different extrapolations.
However, the state of the ghost cell itself is not relevant for the final solution (since it is a fictitious state
inside the immersed boundary), but its value is used to determine the fluxes on the cell faces the ghost cell
shares with its ”fluid” neighbors. The fluxes are important, since they have a direct influence on the states
of fluid cells close to the immersed boundary. Bearing these arguments in mind, it makes sense to come up
with a method that computes the fluxes between ghost and fluid cell on the basis of just one extrapolation:
the extrapolation from the fluid cell under consideration.
As opposed to the normal Ghost cell method, all cells inside the body (including ghost cells) are left out
of the computation. For every fluid cell, the flux calculation is done as explained in chapter 17, except
when a cell face between the fluid and a ghost cell is concerned. In this case, the procedure for finding the
right immersed boundary segment and constructing the linear extrapolation scheme from section 19.1 is
repeated. This is done independently for all ”fluid” neighbors of the ghost cell and as a result, the state of
one ghost cell can be different for the flux calculations on each of its cell faces. Another difference is that
the extrapolation is not evaluated in the ghost cell center, but in the middle of the cell face (figure 19.3).
This state and the state in the fluid cell center are then fed into the approximate Riemann solver as right
and left initial state. The flux over the cell face is determined using the resulting values for

,

and  .
The resulting scheme is much better suited to handle abrupt changes in the flow, as found in e.g. the
backward facing step problem. Figure 19.4 shows the velocity vector field in the vicinity of the step, the
difference with the normal Ghost cell method (figure 19.2) is very clear. The odd velocity vector near the
step corner has disappeared and the flow looks smooth and normal. For this reason, the adapted and not the
normal Ghost cell method will be used in the upcoming test cases, chapters 20 and 21.
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Figure 19.3: Situation sketch for the linear extrapolation scheme, adapted Ghost cell method.
19.3 The Stair-step method
The Stair-step method is another way to deal with immersed boundaries on cartesian grids, although, strictly
speaking, it cannot be classified as a proper Immersed Boundary method. Instead of finding a way to im-
pose boundary conditions through extrapolation schemes, the stair-step method approximates the shape of
the boundary such that it falls onto the cartesian grid lines. Since the boundary condition
    
is
now known on the cell faces, it becomes much easier to implement. In fact, the fluxes over the cell faces
containing a boundary can be solved through the same routine used to find the flux over a cell face on a
no-slip domain boundary. This is done by considering the half Riemann problem, where the position of the
contact discontinuity is fixed at the cell face.
Approximating the boundary shape is done by redrawing the immersed boundary around the ghost cells.
The result is a so-called stair-step, see figure 19.5. This method is not new, in fact it has been studied
extensively in e.g. [29]. And because of the rather crude approximation of the immersed boundary shape, it
is not expected to be very accurate either. However, comparing this method to the others will show whether
putting effort in more accurate immersed boundary treatments in combination with a first-order accurate
finite volume method pays off or not. Moreover, the Stair-step method will form the basis for the next
Immersed Boundary Method: the adapted Stair-step method.
19.4 The adapted Stair-step method
The normal Stair-step method from the previous section imposes boundary conditions
 
and
  
on
both convective and diffusive fluxes when treating cell faces on the stair-step boundary. This is necessary
for the diffusive fluxes, however, the boundary condition for the convective fluxes could be limited to the
specification of the flow direction
1

. The general idea can be compared to boundary conditions in potential
and Euler flow: the only boundary condition set on a boundary is the requirement that the velocity compo-
nent normal to the boundary has to be zero.
In practice, the flux calculation on a ghost cell - fluid cell interface is done by decomposing the velocity in
the fluid cell along the immersed boundary segment axis system (see figure 19.6). Just as in the treatment
of a symmetry domain boundary, the normal velocity vector is set to zero. The remaining tangential ve-
locity is then decomposed again in the axis system of the cell face and the resulting velocities are used to
construct the flux vector. The pressure on the cell face is taken equal to the fluid cell pressure, as usual.
The present scheme is not exactly mass-conserving, however it may yield smoother solutions near the
boundary than the normal Stair-step approach.
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Figure 19.4: Numerical solution of the adapted Ghost cell method for the backward facing step problem
(see chapter 20). Velocity vector plot near corner of step.
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Figure 19.6: The stair-step boundary, with decomposed velocity vector in fluid cell.
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Chapter 20
Test case I: the backward facing step
20.1 Introduction
The backward facing step problem was first studied in the 1984 GAMM workshop on the Analysis of Lam-
inar Flow over a Backward Facing Step (see [20]). The goal of the organizers was to define a test problem
that would be suitable as a benchmark for a wide range of 2D Navier-Stokes CFD codes. Measurements
from wind tunnel experiments (actual medium was MARCOL 2 Oil) provided data to which the numerical
results could be compared.
The backward facing step is sketched in figure 20.1. It is a 2D channel flow with inflow  and outflow   ,
measuring 23 in length. The step is 3 long and 0.5 high. The walls are no-slip boundaries, at the outflow
boundary the pressure is kept constant and at the inflow the fully developed parabolic velocity profile for
laminar flow is prescribed. In total, six test cases were given: two 
4
 
combinations at three Reynolds
numbers (       and    ), where the Reynolds number is defined as
2
 
	 


 
4




The
5

 
case is an unsteady flow and as such not suitable for the IBMs codes developed in this
project. The remaining four test problems do not differ substantially, therefore only the      ,    ,
 
 
  setup is chosen.
A number of items is important when assessing the quality of a numerical solution to the backward fac-
ing step problem. These items can be compared to both wind tunnel experiment data and the numerical
solutions provided by participants of the workshop. Of primary interest are:
1. streamline plots on the whole domain and in the recirculation zone,
2. pressure level plots on the whole domain and in the recirculation zone,
3. length of the recirculation zone,
4. minimum of the streamfunction,
5. maximum of the streamfunction at the outflow boundary.
The streamline and pressure level plots give a very good qualitative picture of the numerical flow solution.
However, since the backward facing step problem was computed with the three available methods on
 
different grids (see below) and because, especially on the finer grids, the plots for the different methods
resemble each other very well, it was decided not to include all the plots in this report. Instead, a few
figures are shown of the numerical solutions on the finest grids, where all three methods are represented.
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Figure 20.1: Sketch of the backward facing step.
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Figure 20.2: Sketch of the relative position of the immersed boundary in a cell for the grids from grid
studies 3 (left) and 4 (right).
For the last three items, grid studies are done to get an idea about their converged values. To examine
whether the relationship between relative position of an immersed boundary in a cell and the error as found
in 1D (chapter 14) holds in 2D as well, four distinctive grid studies are performed. In study 1, the cell
sizes are chosen such that the immersed boundary coincides with the grid lines, to mimic a body-fitted
grid. Study 2 is a normal grid study, where the boundary is truly ”immersed”. In studies 3 and 4, the grids
are designed to keep the boundary at a specific relative position within a cell, as is sketched in figure 20.2.
Each study is performed on four grids for three methods: the adapted Ghost cell, Stair-step and adapted
Stair-step method. The grid sizes per study are shown in table 20.1.
A plot of one of the coarse grids can be found in figure 18.1. However, the detail of the step corner in
figure 20.2 shows much more clearly how the step geometry is approximated when dealing with one of the
grids from grid study 2, 3 or 4. The tilted immersed boundary segment has a substantial effect when the
flow is solved with the adapted Ghost cell and adapted Stair-step methods, compared to the flow around
the real step geometry.
Study 1 Study 2 Study 3 Study 4
 

  



 




 

 

9
 
  
 
  
  
 
9    

9
 
  
6
6
   
 

6
 


 

6

 

 
 
6



 
9
9

 
  
   
 

 

9
  
  
 
9

     
Table 20.1: Number of cells in   and  direction for the four grids in each grid study.
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Figure 20.3:

,

,  and streamline plot for the adapted Ghost cell method on the finest grid of grid study
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Figure 20.4: Details of the pressure contours and streamlines near the step, computed with the adapted
Stair-step method on the finest grid of grid study 4.
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Figure 20.5: Sketch of the situation at the inlet of the channel for the Stair-step and adapted Stair-step
methods (left), pressure contours under these circumstances (right).
20.2 Computational results
An overview of the flow is given in figure 20.3. In the plots, the   and  scales are made dimensionless
by dividing them by

 
4


. This is done to facilitate the comparison of these plots to the data in [20].
The given graphs match the experimental data from the workshop very well, and the qualitative aspects
of the flow are certainly correct. The main flow diverges behind the step and gradually settles into a new
fully developed laminar velocity profile near the end of the channel. Both velocity components are zero
at the step boundary and behind the step one finds a region of very low velocity fluid (i.e. a separation
bubble). The pressure contour plot looks good too: (quasi-) straight isobar lines are found near the inflow
and outflow boundaries and a low pressure spike is seen near the step corner (figure 20.4, left). The general
pressure distribution over the channel matches the numerical results of the workshop participants.
The streamline plot is made by computing the stream function in each cell  as
 

 4
%
fi

fi

 fiff
fi


fl  
scaled to fit the
#



%
range, and plotting the contours in the channel. In practice, the integral is approx-
imated by taking the Riemann sum since

is assumed to be constant in a cell. The result is shown in
figure 20.3, a detail of the recirculation zone can be seen in fig. 20.4, right. Again, the similarity with the
published results is undeniable. The streamlines are smooth and the recirculation zone is represented very
well. From the stream function and the streamline plot all the information needed for the grid convergence
studies can be gathered.
However, not all is well. The fact that the immersed boundary starts right at the inflow boundary creates an
unfortunate situation. At the point where the inflow boundary and the step meet, the boundary conditions
should match each other. Especially the Stair-step and adapted Stair-step methods run into trouble here:
these two codes translate the immersed boundary (and the boundary condition) to the nearest grid line, thus
creating a mismatch between inflow and step boundary condition. This situation is sketched in figure 20.5,
left. The influence of this problem on the flow velocity and streamline plots is negligible, but the effect
on the pressure contours near the inflow boundary of the channel is substantial. Figure 20.5, right shows
this for the Stair-step method: the isobar lines that are supposed to run more or less vertical in this area are
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Figure 20.6: Grid studies (see section 20.1 and table 20.1) for the length of the recirculation bubble. The
numerical results mentioned in the plots can be found in [20].     is the cell size in  direction.
deformed, so there is a pressure gradient on the inflow boundary.
20.3 Grid studies
While the general plots show a high level of similarity between the IBMs and the experimental data (albeit
mainly qualitative), the real test is the quantitative assessment of the computed flow with respect to the
workshop proceedings. This is where the grid studies come in. Three quantifiable aspects of the flow are
chosen for analysis: the length of the circulation zone behind the step, the maximum of the stream func-
tion at the outflow boundary (which gives an indication of mass loss or gain) and the overall minimum of
the stream function. These parameters are the subject of figures 20.6, 20.7 and 20.8. The parameters are
plotted against 



, the cell size in  direction, since it is mainly the cell density in this direction which
determines the quality of the solution.
The graphs show that, in general, the three IBMs converge with decreasing cell size and that the differences
between the methods become smaller. The length of the recirculation zone looks like it is going to end up
around
 
  when  goes to zero (fig. 20.6). This is more than the value from the wind tunnel experiments
(   ), but still within the range of numerical results as found by the participants to the workshop. Moreover,
since the accuracy of the measurements in the wind tunnel experiment is limited and because the position
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Figure 20.7: Grid studies (see section 20.1 and table 20.1) for the maximum of the stream function on the
outflow boundary. 



is the cell size in  direction.
of the reattachment point in the calculations depends on the flux discretization, total elimination of the
difference between wind tunnel experiments and computation is a challenging ambition. The maximum
of the stream function at the outflow boundary should theoretically converge to

, which is confirmed in
figure 20.7. The value of the streamfunction in the center of the separation bubble was measured from the
experiments to be
4

   
, however many of the workshop CFD codes found lower values, some even as
low as
4 


6

. The IBMs are likely to converge to a value of
4


   , well within the range of numerical
results. In general, it is fair to say that especially on the finer grids, the differences between the methods
are rather small.
The influence of the position of the immersed boundary relative to the grid lines as found in chapter 14 is
observed in 2D as well. Note the difference between grid studies 1, 3 and 4 on the one hand and ”normal”
grid study 2 on the other: the latter produces plots which are much more irregular than the others. This
phenomenon is best seen in figure 20.7. However, the effect is smaller than in 1D. This can be explained:
the geometry limits the possible relative vertical positions of the immersed boundary in a cell to three (  ,


and

 ). However, from figure 14.9 it can be seen that the largest difference in error is situated between

and


. And to avoid using body fitted grids, grid study 2 alternates between


and


relative immersed
boundary position for the top of the step, so the effect of the immersed boundary treatment on the error is
almost identical. The remaining oscillation in the grid study 2 data results then from the relative position
of the back of the step in the cell.
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Figure 20.8: Grid studies (see section 20.1 and table 20.1) for the value of the stream function in the middle
of the recirculation bubble. The numerical results mentioned in the plots can be found in [20].     is the
cell size in  direction.
However, the oscillations in the normal grid study (study 2) are expected to disappear when treating prob-
lems with curved boundaries. The geometry of the backward facing step is aligned with the grid lines,
so the relative position of the immersed boundary in a cell is the same in a large number of cells. Most
other bodies do not suffer from this problem: the relative immersed boundary positions are usually more
randomly distributed and so are the error fluctuations associated with the relative positions.
20.4 Conclusions
The results presented in this chapter are quite satisfactory. The analyzed parameters and plots compare
well with those found in the experimental study, as well as with the values computed by the body-fitted
methods of the workshop participants. The differences between the methods are small, this is probably a
consequence of the fact that the finite volume code is first order accurate. And finally, the shape of the
backward facing step does not allow a complete assessment of the IBMs since the immersed boundary is
aligned with the grid lines.
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Chapter 21
Test case II: circular cylinder in channel
21.1 Introduction
To test the quality of the IBMs under conditions where the immersed boundary is not aligned with the grid
lines, another well documented test case is chosen. It is the steady, laminar flow around a circular cylinder
in a channel, subject of an other CFD workshop. Wind tunnel experiments as well as numerical results are
published in [25]. The test case under consideration is sketched in figure 21.1. It shows a circular cylinder
with a



m diameter, its center located at

   m from the inlet and bottom of the channel. The channel
itself is     m long and


 

m wide. As with the backward facing step flow, the pressure is kept constant
at the outflow boundary while a parabolic velocity profile with maximum velocity


6
m/s is prescribed at
the inflow boundary. The Reynolds number based on cylinder diameter is set at  

, which should result
in a steady laminar separation region behind the body. Another special feature of this flow is the fact that
the cylinder is placed slightly below the center line in the channel. This in combination with the parabolic
velocity profile will result in both a drag and lift force acting on the body.
Choosing a circular cylinder as a test case does have some disadvantages. One of them is that the separation
point is ill-determined, which means that grid resolution is critical in achieving accurate results, since the
position of the separation point depends on the amount of numerical viscosity. Three refinement levels are
adopted for the H - type cartesian grid (see e.g. figure 18.2). The properties of the three grids used are
summarized in table 21.1. The finest grid is limited to less than
  

  
cells due to limitations in time
and computing facilities, while the numerical methods described in [25] use body-fitted grids containing
between
 

  
and


  

  
cells. Consequently, the results obtained in this grid study will not be
entirely comparable with the data presented in the paper. However, the calculations should provide the
trends towards the correct solution and the qualitative aspects of the flow must be present.
21.2 Computational results
Like in the backward facing step problem, the data are presented as

,

,  and streamline plots on the one
hand and a grid study assessing the convergence of the methods on the other hand. For the grid study, four
quantifiable properties of the solution that are suggested in [25] will be considered: the lift coefficient (    ),
Grid grid size uniform region total no. of cells
coarse
 
9   9
 
 
6
  

   
 
medium  
6
 

  
 


  
 
6

 
6
 
fine
6
 
 



 




 


 
   
Table 21.1: Coarse, medium and fine grid properties for the circular cylinder.
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Figure 21.1: Sketch of the circular cylinder in the channel.
the length of the recirculation zone, the pressure difference between front and back of the cylinder and the
maximum of the stream function at the outflow boundary.
Figure 21.2 shows the

and

velocity components in the channel. The asymmetry in the test setup is
clearly present in the flow: the

velocity in the upper part of the channel is generally higher than the
velocity in the lower part. The vertical flow velocities are high near the front of the cylinder, as the flow is
forced around the body.
The pressure contours and streamlines can be found in figure 21.3. A large jump in cell sizes between
the uniform refined grid near the immersed boundary and the surrounding parabolically refined grid makes
some of the pressure contours look non-smooth. This problem with the grid generator was later addressed
and fixed before starting with the multi-element airfoil calculations (next chapter). In general, however, the
pressure contours are satisfactory: there is a smooth stagnation area with high pressure in front of the cylin-
der and a reasonably large negative pressure gradient above and below the body as the fluid is squeezed
through. The isobars in the wake suffer slightly from the previously mentioned grid mismatch, but they
become quite straight and vertical near the outflow boundary. A detail of the pressure plot is given in fig-
ure 21.4, left. In this graph, the positive pressure gradient on the boundary between
 
and

 

degrees
from the stagnation point, which causes the separation, is clearly visible.
The streamlines in the channel conform to expectations as well, the really interesting part of the flow is
represented well in figure 21.4, right. Here we see the recirculation zone, plotted as the contours of the
streamfunction. Because the flow is asymmetric, the upper recirculation bubble is longer than the lower
one. This picture is qualitatively very promising (see e.g. [9]), however calculations on finer grids are
desired to increase the accuracy of the solution.
21.3 Grid study
In contrast to the backward facing step test case, only one grid study is performed. The reason for this
is that the relative positions of the immersed boundaries in the cells are now more evenly distributed, the
effect of changing relative positions with grid refinement has become negligible. Another remark that was
made in the previous chapter is now true as well: the coarsest grid in this study is actually very coarse
compared to the complexity of the problem. The results obtained on this grid are therefore quite poor and
their presence in the plots is debatable, since the computations did not show any separation at all.
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Figure 21.2: Velocity

and

plot for the adapted Ghost cell method on the fine grid.
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Figure 21.3: Pressure  and streamline plot for the Stair-step method on the fine grid.
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Figure 21.4: Details of the pressure contours and streamlines around the cylinder, computed with the
adapted Stair-step method on the fine grid.
However, the grid study plotted in figure 21.5 does seem to yield encouraging data: the lift coefficient, the
length of the recirculation zone and the pressure difference converge towards their respective fine mesh
values as computed by the participants to the workshop. The maximum of the stream function is close to
its theoretical value (the error is smaller than 1 promille). Calculations on finer grids are desired to confirm
these trends.
21.4 Conclusions
The circular cylinder test case is a much more challenging flow problem than the backward facing step.
The IBMs are able to deal with the circular shape, although adequate grid refinement near the boundary
is necessary to capture the shape of the boundary as well as the physical processes. The adapted Ghost
cell, Stair-step and adapted Stair-step methods produce comparable results that show a converging trend
towards the benchmark solution. The qualitative aspects of the flow are all present on the finer grids, but
additional computations on finer grids are recommended in order to obtain more accurate quantitative data.
21.4 Conclusions 93
0 1 2 3 4 5
x 10−3
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
h(y) [m]
lift
 c
oe
ffi
cie
nt
Lift coefficient
 
 
lower bound num. results
upper bound num. results
adapted Ghost
Stair−step
adapted Stair−step
0 1 2 3 4 5
x 10−3
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
h(y) [m]
le
ng
th
 o
f r
ec
irc
ul
at
io
n 
zo
ne
Length of recirculation zone
 
 
lower bound num. results
upper bound num. results
adapted Ghost
Stair−step
adapted Stair−step
0 1 2 3 4 5
x 10−3
0.115
0.12
0.125
0.13
0.135
0.14
0.145
0.15
0.155
h(y) [m]
pr
es
su
re
 d
iff
er
en
ce
Pressure difference
 
 
lower bound num. results
upper bound num. results
adapted Ghost
Stair−step
adapted Stair−step
0 1 2 3 4 5
x 10−3
0.996
0.997
0.998
0.999
1
1.001
1.002
h(y) [m]
m
a
xi
m
um
 o
f s
tre
am
 fu
nc
tio
n 
on
 o
ut
le
t
Maximum of stream function on outlet
 
 
theoretical value
adapted Ghost
Stair−step
adapted Stair−step
Figure 21.5: Grid study for the value of the lift coefficient, the length of the recirculation zone, the pressure
difference over the cylinder and the maximum of the stream function at the outlet. The numerical results
mentioned in the plots can be found in [25].     is the cell size in  direction.
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Chapter 22
Case III: multi-element airfoil
While the previous two chapters concentrated on the assessment of the IBMs in terms of accuracy and so-
lution quality, the real strength of the methods remains unexploited. The backward facing step and circular
cylinder are simple geometries so their body-fitted grids are easy to generate. But using IBMs particularly
makes sense when the body shape is complex. Therefore, a third flow simulation is considered, to show the
real potential of the cartesian grid methods: the flow around a multi-element airfoil known from literature.
However, there are a few problems. First of all, this flow problem requires Reynolds numbers in the order
of


, which means thin boundary layers and a lot of cells. Due to limited computing resources, this was
impossible to achieve in the time remaining, so the Reynolds number is set at
  
. Secondly, the flow
around the airfoil could well be turbulent (certainly turbulent at      ), which means that the laminar
code that was developed in this project is of limited use. And finally, since one or more airfoil elements
will face higher angles of attack (  -    degrees), unsteady flow separation may become a problem.
However, all these problems are actually not so important, because the goal of this simulation is not to
validate the code by finding very accurate solutions, but to show the potential of IBMs. Obtaining accurate
results for these kinds of flows obviously requires local grid refinement, turbulence models and powerful
computing facilities. The only thing that will be shown here is that IBMs are able to find solutions for
complex problems in an easy and straightforward way, while obliterating the need for time-consuming
body-fitted grid generation.
22.1 The flow problem
The multi-element airfoil that is chosen for this simulation is defined in [19] as case A-2. It is composed of
a slat, a main element and a flap, with a total chord length of

   meter. For this simulation, the angle of
attack is set to

degrees and the Reynolds number to
  
. To avoid disturbances in the solution, the do-
main boundaries are chosen far from the airfoil: it is placed in a 

 

meter H - type cartesian grid with
symmetry boundary conditions on top and bottom domain boundary. A uniform freestream inflow con-
dition and a constant pressure outflow complete the domain boundary conditions. The grid is depicted in
figures 22.1 and 22.2. Just for comparison, a sketch of the grid structure as used in [23] is shown in fig. 22.3.
The calculation is performed on a coarse and a fine grid (see table 22.1). Both grids require some retouching
by hand since the ib flag and ghost flag routines in the pre-processor cannot deal with thin trailing edges,
Grid grid size uniform region total no. of cells
coarse
6
  
  

 
 

   

 
fine 
  

 
 
 
 
  
 
   
 

  
Table 22.1: Coarse and fine grid properties for the multi-element airfoil.
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Figure 22.1: The H - type grid for the multi-element airfoil.
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Figure 22.2: Detail of the H - type grid: the uniform grid region around the airfoil.
22.2 Results 97
Figure 22.3: The structured grid for the multi-element airfoil as used by [23] (courtesy of S. De Rango &
D. W. Zingg).
cf. chapter 18. On the downside, the small cell sizes near the airfoil (and correspondingly small time steps)
and the rather large physical domain took their toll on the computation time: about
6
4
  days on a 64-bit
AMD Athlon processor per computation. For this reason, the calculations were done with the adapted
Stair-step method, as this code is able to handle up to five times larger time steps than the adapted Ghost
cell method. This may be caused by the extrapolation scheme in the adapted Ghost cell method, which can
yield disproportionally large fluxes on a cell face when an immersed boundary segment lies very close to a
fluid cell center.
22.2 Results
The computed velocities, pressure and streamlines on both grids are plotted in figures 22.4, 22.5, 22.6, 22.7
and 22.8. At first sight it is obvious that there is a big difference between the results on the fine and coarse
grid. The reason for this is simple: at the Reynolds number and angle of attack chosen for this problem,
no steady physical solution exists. However, on the coarse grid, more artificial diffusion is added to the
system, which means that instabilities which are in reality supposed to be present, are damped out by the
discrete solution method. This effect is smaller on finer grids and, as a consequence, the unsteady flow
over the airfoil does not converge to a steady solution. The data presented from the fine grid calculation
are in fact a snapshot at an arbitrary moment in the iteration process, when the total of the residuals (sum
of fluxes over all cells) has converged to a level where it is not reduced anymore by further time-stepping.
So, while the plots show a steady recirculation zone behind the airfoil on the coarse grid, the fine grid plots
show a Von Karman vortex street pattern. This seems not impossible, because the Reynolds number based
on airfoil thickness is of order
  
, which is the Von Karman flow regime for circular cylinders. However,
as mentioned before, it is possible that the real solution looks rather different since the current method is
not time-accurate.
But even if the computed solution is not physically correct, the figures do show that IBMs are able to handle
complex geometries in an simple manner. The calculations took some time, but the usually labour-intensive
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Figure 22.4: Horizontal velocity over multi-element airfoil on coarse grid (left) and fine grid (right).
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Figure 22.5: Vertical velocity over multi-element airfoil on coarse grid (left) and fine grid (right).
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Figure 22.6: Pressure contours over multi-element airfoil on coarse grid (left) and fine grid (right).
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Figure 22.7: Streamlines over multi-element airfoil on coarse grid.
20 20.5 21 21.5 22 22.5
24.6
24.8
25
25.2
unsteady "streamlines"
X [m]
Y 
[m
]
Figure 22.8: Unsteady ”streamlines” over multi-element airfoil on fine grid.
grid generation process was completed in minutes. Since this ”proof of concept” is the main goal of this
chapter, the detailed analysis of the plots is kept brief.
In general, the flow around the front part of the airfoil looks steady. There is a small recirculation region
behind the slat and a stagnation point on the bottom of the main element. The flow separates on the top
of the main element not far aft from the nose. Streamlines are passing through the gaps between all three
airfoil elements, a typical feature for these kinds of airfoils. The pressure plots indicate that the airfoil
certainly generates lift. Vortexes seem to form on top of the main element and flap, which are shedded
downstream with the flow (fine grid calculations). This phenomenon is particularly visible in the vertical
velocity and pressure contour plots. The shedded vortexes decay within five chord lengths due to the first
order accuracy of the finite volume method. In figure 22.8, unsteady ”streamlines” are plot. These are
based on the instantaneous velocity field, but they are no real streamlines. However, they give a good idea
about how the flow behaves. For that reason the plot was included in this chapter.
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Conclusions on the 2D IBMs study
The 2D IBMs study essentially breaks down into three parts: the grid generation, the IBMs codes them-
selves and the test cases.
The pre-processor is an important part of the code, as it not only defines the actual grid nodes but also the in-
tersections of the grid lines with the immersed boundary. Additional parameters are defined to create a data
structure that allows the IBMs to deal with immersed bodies effectively. The main challenge is to create a
pre-processor that can handle objects of a general nature, such that the process is automatic and no human
interaction is required. This aspect is still problematic for thin, wedge-like shapes like airfoil trailing edges.
In total, four Immersed Boundary Methods were developed and implemented in the 2D first-order finite
volume code. Three of those were successfully tested: the adapted Ghost cell method, the Stair-step method
and the adapted Stair-step method. The total error is predominantly determined by the finite volume code
and not by the immersed boundary treatment. As a result, the differences in accuracy between the results
obtained by the various methods are smaller than expected. When combined with a higher-order solver,
the adapted Ghost cell method might yield more accurate results than the Stair-step methods.
The IBMs were tested on two test cases: the backward facing step and a circular cylinder in a channel.
Both qualitative and quantitative aspects of the flows are evaluated using flow visualizations and grid stud-
ies. The results are encouraging but, especially in the case of the cylinder, additional fine grid calculations
are still desired. Finally, to demonstrate the ability of IBMs to deal with complex geometries, the flow
around a multi-element airfoil was computed.
The main problem encountered during the flow calculations is the rather long computation time. This
limited the number of calculations as well as the maximum number of grid cells. The reason for the high
computational cost is the explicit time-stepping method used in the finite volume solver. It is known to be
inefficient for solving steady flow problems due to the limitation of the maximum time step for stability
reasons.
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Part IV
Conclusions and Recommendations
Chapter 24
Conclusions
Immersed Boundary Methods (IBMs) are a class of methods in Computational Fluid Dynamics where the
grids do not conform to the shape of the body. Instead they employ cartesian meshes and alternative ways
to incorporate the boundary conditions in the (discrete) governing equations. The simple grids and data
structure are well suited to handle complex geometries and moving boundaries. The disadvantage of these
methods is that they need larger grids to achieve the same accuracy compared with body-conformal meshes.
The difference between the total number of grid points for cartesian versus body-fitted grids scales with
 
	 
in 2D and
 
	 
in 3D, which means that the penalties are substantial for high-Reynolds-number
flows.
The 1D IBMs study reveals that the boundary condition on the immersed boundary can be imposed in many
ways, with varying accuracy. The Poiseuille flow considered in this study forms a good test case that allows
the IBMs to be compared with the analytical solution. The more accurate methods are able to approximate
the analytical solution perfectly and as a result, their discrete
$

error norms are almost zero and cannot be
compared amongst themselves. One of the most interesting findings is that the accuracy of the IBMs is not
only determined by the grid size, but also by the relative position of the immersed boundary with respect to
its neighboring grid points. This property can cause non-monotonous behavior in grid convergence stud-
ies. The problem is not present for curved bodies in 2D and 3D because the relative immersed boundary
positions are usually more randomly distributed.
In the 2D phase, a pre-processor and an IBM flow solver were constructed and tested on benchmark prob-
lems. The pre-processor is an essential part of an Immersed Boundary code, as it not only defines the actual
grid nodes but also the intersections of the grid lines with the immersed boundary. Additional parameters
are defined to create a data structure that allows the IBMs to deal with immersed bodies effectively. The
current pre-processor can handle most body shapes fully automatically. Thin, wedge-like shapes (e.g. air-
foil trailing edges) still need a little bit of hand-coding.
Three IBMs have been successfully implemented in a first-order finite volume code for the Navier-Stokes
equations. The solver uses artificial compressibility and explicit time-stepping to march the discrete system
towards a steady laminar solution. This approach is known to be rather inefficient. The resulting compu-
tational overhead limited the grid size and hence the accuracy attainable within the duration of the project.
Furthermore, since the flow solver is first-order accurate, it dominates the total error, irrespective of the
immersed boundary treatment used. This makes it hard to compare the quality of the methods. One thing
became very clear however, that is that the adapted Ghost cell method requires up to five times smaller time
steps to remain stable than the Stair-step and adapted Stair-step methods.
The 2D IBMs were tested on three test cases: a backward-facing step flow, a circular cylinder flow in a
channel and a multi-element airfoil flow. The results show that Immersed Boundary Methods are able to
treat different boundaries in a satisfying manner. The qualitative aspects of the flows are captured well.
Moreover, the grid generation is very straightforward and fast, even for the multi-element airfoil.
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Recommendations
General
The problem with the pre-processor being still unable to recognize cells inside thin, wedge-like shapes as
being inside the body can be solved by reversing the pre-processing procedure in the sense that for cells
outside the body it is checked whether they are separated from their neighbors by an immersed boundary
segment. This would also obliterate the need to run the procedure more than once if multiple bodies are
concerned.
The uniform and H - type cartesian grids do have their shortcomings, especially when high-Reynolds-
number flows are simulated. Local grid refinement is essential to ensure an accurate solution of the Navier-
Stokes equations without increasing the computational costs more than necessary. The disadvantage is that
local grid refinement requires a more complex data structure.
Implementing the IBMs in a higher order finite volume code will increase the accuracy and might show
more difference in accuracy between the methods.
The present method is designed for laminar flow. If desired, it can be fitted with a turbulence model, with-
out changing the general setup of the solver.
Steady codes
To solve steady flows efficiently it is imperative to convert the explicit time-stepping method into an im-
plicit method. This will reduce the computational time considerably.
Unsteady codes
The current steady laminar code can be transformed into an unsteady solver by removing the artificial
compressibility term and adding a pressure-correction routine per time step. This renders the method time-
accurate and requires no major modifications to the 2D code.
Including moving boundaries in an unsteady IBM is another possibility. The only extra problem is posed
by the ”freshly-cleared” cells, cells that were inside an immersed body at time


and that are in the fluid at
time



 

. Their state can be determined by extrapolation from surrounding fluid cells where the solution
is known at time



 

. A code that is capable of handling moving boundaries is an important step towards
the successful simulation of Fluid-Structure Interaction phenomena.
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