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Abstract
It is well known that pricing options in finance generally leads to the resolution of the second order
Black-Scholes Partial Differential Equation (PDE). Several studies have been conducted to solve this
PDE for pricing different type of financial options. However the Black-Scholes PDE has an analytical
solution only for pricing European options with constant coefficients. Therefore, the resolution of the
Black-Scholes PDE strongly relies on numerical methods. The finite difference method and the finite
volume method are amongst the most used numerical methods for its resolution. Besides, the Black-
Scholes PDE is degenerated when stock price approaches zero. This degeneracy affects negatively the
accuracy of the numerical method used for its resolution, and therefore special techniques are needed to
tackle this drawback. In this Thesis, our goal is to build accurate numerical methods to solve the multi-
dimensional degenerated Black-Scholes PDE. More precisely, we develop in two dimensional domain
novel numerical methods called fitted Multi-Point Flux Approximation (MPFA) methods to solve the
multi-dimensional Black-Scholes PDE for pricing American and European options. We investigate two
types of MPFA methods, the O-method which is the classical MPFA method and the most intuitive
method, and the L-method which is less intuitive, but seems to be more robust. Furthermore, we
provide rigorous convergence proofs of a fully discretized schemes for the one dimensional case of the
corresponding schemes, which will be well known on the name of finite volume method with Two
Point Flux Approximation (TPFA) and the fitted TPFA. Numerical experiments are performed and
proved that the fitted MPFA methods are more accurate than the classical finite volume method and
the standard MPFA methods.
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Introduction
A financial market is a market whereby investors, companies and governments meet to trade financial
securities such as bonds, stocks, precious metal. A good number of transactions on financial markets
are about buying and selling options. Indeed, an option is a contract which gives the right to buy
(call) or to sell (put) an underlying asset at an agreed price (strike) on (European options) or before
(American options) a specified date (maturity). In their seminal paper, Black and Scholes [1973],
Fisher Black and Myron Scholes stated the famous Black-Scholes model. Under some assumptions, the
derivation of the Black-Scholes model leads to a second order parabolic Partial Differential Equation
(PDE) with respect to time and the underlying stock price. An analytical solution has been found
for the Black-Scholes PDE only for pricing European options with constant coefficients. Moreover,
pricing multi-assets options is of great interest in the financial industry (see Persson and von Persson
[2007]). Multi-asset options are options based on more than one underlying. There are several kinds
of multi-assets options, few of them are exchange options, rainbow options, baskets options, best or
worst options, quotient options, foreign exchange options, quanto options, spread options, dual-strike
options and out-performance options. Pricing these options leads to the resolution of the following



















where r is the risk free interest, U is the option value at time τ , τ = T − t with t and T respectively
the instantaneous and maturity time, Si represents the asset i price, σi represents the volatility
of asset i, ρij represents the correlation between the assets i and j, with i, j = 1, ..., n. The main
difference between multi-assets options is their payoff functions which represents the initial condition
of the corresponding backward PDE. The spatial domain of the PDE is infinite, but for its numerical
resolution, a truncation is required [Duffy, 2013, Chapter 3]. It has been observed that when the
stock price S approaches the region near to zero, the Black-Scholes PDE is degenerated [Duffy, 2013,
Chapter 30.3]. Moreover, the initial condition of the PDE has a discontinuity in its first derivative
when the stock price is equal to the strike K. This discontinuity has an adverse impact on the
accuracy when the finite difference method is used [Wilmott, 2005, Chapter 26]. Therefore, for the
spatial discretization of the PDE, it is suitable to use non-uniform grids with more points in the region
around S = 0 and S = K in order to handle the degeneracy and the discontinuity. To overcome the
above challenges, many methods have been proposed in the literature. In Wang [2004], a fitted finite
volume method for one dimensional Black-Scholes PDE is proposed and rigorous convergence proof is
provided. In Huang et al. [2006], a fitted finite volume discretization method for the two-dimensional
Black-Scholes PDE is proposed and its rigorous convergence proof is analysed in Huang et al. [2009].
Although these two fitted finite volume methods are stable, they are only order 1 with respect to asset
price variables.
In this Thesis, we present a novel discretization method for the Black Scholes PDE based on a
special kind of finite volume method, the so-called Multi-Point Flux Approximation (MPFA) method.
This method was introduced by Aavastmark (see Aavatsmark [2002]) and has been used in fluid
dynamics for flow and transport equations (see Sandve et al. [2012] and references therein). Actually,
the MPFA was designed to give a correct discretization of the flow equation for general grids including
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fractures (see Aavatsmark [2002], Sandve et al. [2012]). The MPFA method is essentially based on
the approximation of a linear function gradient over a triangle, the calculation and the continuity
of flux through edges of this triangle. The convergence of MPFA method is usually second order in
space domain on rough grids (see Aavatsmark [2007], Stephansen [2012]). Note that the MPFA is
only used to approximate the second order operator. To build our new fitted MPFA method, we
couple the standard MPFA with the upwind methods (first and second order) to approximate two
dimensional options pricing operator. Besides, a fitted finite volume Huang et al. [2006] is used to
handle the degeneracy of the PDE in the region where the stocks price approach zero (degeneracy
region). In the region, where the PDE is not degenerated, we apply the MPFA method. The novel
numerical technique from this combination is called fitted MPFA method and will obviously improve
the accuracy of the current fitted finite volume in the literature, since more approximations involved
are second order in space. Naturally, this method is applicable to other types of multi-asset options
and also to financial models in incomplete markets such as jump-diffusion model (see Merton [1976]),
Heston model (see Heston [1993]), and Bates Model (see Bates [1996]) on non-uniform grids.
This Thesis is subdivised in four Chapters whereby concepts and ideas are developed in details. We
start, in Chapter 1, by presenting some basic mathematical tools in probability and option pricing
theory. Moreover, we derive the multi-dimensional Black Scholes PDE and we set up the mathematical
framework to prove the existence and uniqueness of the solution for the continuous option pricing
problem.
The main contributions of this Thesis will be found in Chapters 2, 3 and 4. Thereby, in Chapter
2, we present the Two Point Flux Approximation (TPFA) method and the fitted Two Point Flux
Approximation for solving the one dimensional degenerated Black Scholes PDE. Indeed, the fitted
Two Point Flux Approximation method is the combination of the fitted finite volume introduced by
Wang [2004] and the TPFA method. We provide a rigorous proof of convergence for the TPFA method
and the fitted TPFA method. Numerical experiments are performed to confirm theoretical results.
Furthermore, in Chapter 3, we introduce a novel numerical method called the fitted Multi-Point Flux
Approximation (MPFA) method to solve the two-dimensional degenerated Black-Scholes PDE for
pricing European options. Like the fitted TPFA method, the fitted MPFA is also a combination of
the fitted finite volume method and the MPFA method. Our focus will be on a type of MPFA method
called O-MPFA method by giving details about the geometrical contruction of the method. Numerical
experiments are provided and show that the fitted O-MPFA methods are more accurate than the O-
MPFA methods which are also more accurate than the standard fitted finite volume the method.
Finally, we introduce another kind of Multi-Point Flux Approximation which is the L-MPFA method
in Chapter 4. The L-MPFA methods and the fitted L-MPFA methods are applied to solve the Black-
Scholes PDE for pricing American options. We provide numerical experiments that show, on one
hand, that L-MPFA methods are more accurate than O-MPFA methods and the standard fitted finite




Options pricing problem: Basic notion
In this Chapter, we first recall some notions in probability theory and stochastic calculus in order to set
a convenient mathematical framework for our study. Afterwards, we present the famous Black-Scholes
model with its corresponding assumptions which will lead to the derivation of the multi-dimensional
Black-Scholes Partial Differential Equation. Existence and uniqueness of the solution of the continuous
option pricing problem are proven with help of Sobolev spaces.
1.1 Preliminaries
Let us introduce here some notions and definitions in probability theory and stochastic calculus which
will be useful in our work.
1.1.1 Notion in Probability
Definition 1 [σ − field, measurable space] Oksendal [1992]
A class F of subsets of a given set Ω is a σ-field ( or σ-algebra) of subsets of Ω if:
i) Ω ∈ F ,
ii) If A ∈ F then Ac ∈ F , where Ac = Ω \A is the complement of A in Ω,
iii) If {An, n ∈ N} ⊂ F then ∪∞n=1 An ∈ F .
The couple (Ω,F) is called measurable space. Moreover, the σ-field, σ(F), generated by the class F is
the smallest σ-field containing the class F . Indeed
σ(F) = ∩{F : F σ − field,F ⊂ F}. (1.1)
The σ-field generated by the class of intervals in R is called the Borel σ-field denoted by B.
Furthermore, an increasing sequence F = (Fn)n>0 of sub-σ-field of the σ-field F is a filtration.
Definition 2 [Probability measure] Janssen and Manca [2007]
A probability measure P on a measurable space (Ω,F) is
a function P : F −→ [0; 1] such that:
• P(∅) = 0, P(Ω) = 1.





• The triple (Ω,F ,P) is called a probability space.
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Definition 3 [Random variable] Janssen and Manca [2007]
Let (Ω,F ,P) be a probability space. A random variable X is an application X : Ω −→ Rn such
that
∀B ∈ B, X−1(B) = {ω : X(ω) ∈ B} ∈ F , (1.3)
where B is the borel σ-field.
Definition 4 [Independence of random variables] Kopp [2011]
Let (Ω,F ,P) be a probability space, X1 and X2 two random variables
The random variables X1 and X2 are independent if for every choice of borel sets B1, B2, we have
P(X1 ∈ B1, X2 ∈ B2) = P(X1 ∈ B1)×P(X2 ∈ B2). (1.4)
Definition 5 [Expectation, variance, covariance of continuous random variable] Duffy [2013]





provided that the integral ∫ +∞
−∞
| x | f(x)dx (1.6)
is finite.
The variance of the random variable X is defined as:















The variance is always non negative; in particular, for a deterministic variable it is zero. The standard




The covariance between two random variables X and Y is defined as:


























where g(x, y) is the so-called joint density function of the variables X and Y . In general, the variance
is a special case of covariance, in particular V ar(X) = Cov(X,X). Another way to express the
covariance is given by













In general, covariance can be negative, zero or positive. We define the correlation coefficient ρ between










This factor can be negative, zero or positive. If ρ is zero, we say that X and Y are uncorrelated, while
if it is positive or negative they are said to be positively or negatively correlated, respectively.
Let us provide some basic properties of expectation.
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Properties 1.1.1.1 Janssen and Manca [2007]
Let X and Y be random variables with finite expected values, a and b two constant and φ : R −→ R a
continuous real valued function. The following properties are satisfied:
• E(aX + bY ) = aE(X) + bE(Y ).
• If X and Y are independent then we have










Definition 6 [Normal distribution] Tankov [2003]
The normal distribution is one of most used distribution as it approximates many natural phenomena.
It tells us the probability that an observation in some context will fall between two real numbers.
• Probability density function
Let X be a random variable distributed normally with µ as mean and σ2 as variance. One
denotes as following
X ∼ N (µ, σ2) (1.14)















The continuous random variable X is log-normally distributed with mean µ and standard devia-
tion σ if the random variable Y = ln(X) is normally distributed with the mean µ and standard
deviation σ. The probability density function of the random variable X is given by











with x > 0. (1.16)
1.1.2 Notion in stochastic calculus
Definition 7 [Stochastic process]
Let (Ω,F ,P) be a probability space and (S,
∑
) a measurable space. A stochastic process with values
on the measure space S is a family of random variables
{Xt, t ∈ T}, (1.17)
where for all t, Xt : Ω −→ E is F-measurable i.e
∀B ∈ S,X−1t (B) = {ω : Xt(ω) ∈ B} ∈ F . (1.18)
The set T is called parameter of the stochastic process. For every ω ∈ Ω, the mapping
t 7−→ Xt(ω), (1.19)
defined on the set parameter T is called the trajectory or the sample path of the process. More details
can be found in Oksendal [1992]
Definition 8 [Adapted stochastic process] Kopp [2011]
The process {Xt, t ∈ T} is adapted to a given filtration F = (Ft)t>0 if Xt is Ft-measurable for each
t ∈ T .
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Definition 9 [Brownian motion] (Shreve [2004])
Let (Ω,F ,P) be a probability space. For each ω ∈ Ω suppose there is a continuous function W(t) of
t ≥ 0, that satifies W (0) = 0 and that depends on ω. Then W (t), t ≥ 0 is a Brownian motion if for
all 0 = t0 < t1 < . . . < tm the increments
W (t1)−W (t0),W (t2)−W (t1), . . . ,W (tm)−W (tm−1), (1.20)










= ti+1 − ti. (1.22)
Figure 1.1: Trajectory of a Brownian motion
Definition 10 [Itô process] (Shreve [2004])
Let Wt, t ≥ 0, be a Brownian motion, and let Ft, t ≥ 0 be an associated filtration. An Itô process is
a stochastic process of the form







or in the differential form
dXt = utdt+ vtdWt, (1.24)
where X0 is nonrandom, us and vs are adapted stochastic processes.
Theorem 1 [The Multi− dimensional Itô formula] (see Shreve [2004])
Let





 , u =
u1...
un
 , v =
v11 . . . v1m... ...
vn1 . . . vnm





be a n-dimensional Itô process. Let g(t, x) = (g1(t, x), . . . , gp(t, x)) be a C
2 map from [0,∞)×Rn into

















where dWidWj = δijdt, dWidt = dtdWj = 0.
1.1.3 Useful concepts and theorems
Degeneracy of Partial Differential Equations

















+ cu = f in Ω ⊂ RN , (1.28)
with boundary conditions on ∂Ω or on part of ∂Ω, and the functions aij(x) ∈ C1(Ω), 1 ≤ i, j ≤ N . The




aij(x)ξiξj ≥ α|ξ|2 ∀x ∈ Ω, ∀ξ ∈ RN with α > 0. (1.29)




aij(x)ξiξj ≥ 0 ∀x ∈ Ω, ∀ξ ∈ RN . (1.30)
Let us recall recall some very important theorems in functional analysis for this work. We start with
the following definition.
Definition 11 Weak derivatives (Evans [1997])
Suppose u, v ∈ L1loc(Ω) and α is a multi-index. We say that v is the αth-weak derivative of u, written
∂αu = v, (1.31)
provided ∫
Ω




for all test functions φ ∈ C∞c (Ω), with L1loc(Ω) the space of functions locally integrable on Ω.
Definition 12 Sobolev space-seminorm [ P. Knabner [2002], Definition 3.2, page 94]
Suppose Ω ⊂ Rd is a (bounded) domain. The Sobolev space Hk(Ω) is defined by
Hk(Ω) :=
{
v : Ω −→ R|v ∈ L2(Ω), ∃ ∂αv ∈ L2(Ω),∀α with |α| ≤ k
}
. (1.33)
















Definition 13 Triangulation [ P. Knabner [2002], Definition 3.19, page 114]
A triangulation Th of a set Ω ⊂ Rd consists of a finite number of subsets K of Ω with the following
properties:
(T1) Every K ∈ Th is closed.
(T2) For K ∈ Th its nonempty interior int(K) is a Lipschitz domain.
(T3) Ω = ∪K∈ThK.
(T4) For different K1 and K2 of Th, the intersection of int(K1) and int(K2) is empty.
Moreover, A family of triangulation (Th)h is called regular if there exists some σ > 0 such that for
all h > 0 and all K ∈ Th,
%K ≥ σhK , (1.36)
where
hK := diam(K), %K := sup
{
diam(S)|S is a ball in Rd and S ⊂ K
}
, K ∈ Th, (1.37)
with diam denoting the diameter.
Theorem 2 Projection theorem [P. Knabner [2002], Theorem 3.29, page 138]
Consider a family of Lagrange finite element discretization in Rd for d ≤ 3 on a regular family of
triangulation (Th)h. For the respective local ansatz spaces P suppose Pk ⊂ P for some k ∈ N. Then
there exists some constant C > 0 such that for all v ∈ Hk+1 (Ω) and 0 ≤ m ≤ k + 1( ∑
K∈Th
|v − IK (v) |2m,K
)1/2
≤ C · hk+1−m|v|k+1, (1.38)
where IK is a local interpolation operator over K.
Theorem 3 Sobolev embedding theorem [Brezis [2010], Theorem 8.8, page 212/213]
There exists a constant C1 (depending only on |I| ≤ ∞) such that
||u||L∞(I) ≤ C1||u||W 1,p(I) ∀ u ∈W 1,p(I), ∀ 1 ≤ p ≤ ∞. (1.39)
In other words, W 1,p(I) ⊂ L∞(I) with continuous injection for all 1 ≤ p ≤ ∞.
Further, if I is bounded then
(a) the injection W 1,p(I) ⊂ C(I) is compact for all 1 < p ≤ ∞,
(b) the injection W 1,p(I) ⊂ Lq(I) is compact for all 1 ≤ q <∞.
where I is an open interval of R and |I| is the measure of the interval I.
In the next paragrah, we are going to present a theorem for the existence and uniqueness of the
solution in the case of time dependent problems ( see Haslinger et al. [2013]).
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Time dependent problems




, V ∗ and 〈·, ·〉, we denote the norm, the
scalar product in V, the dual space to V and the duality pairing between V and V ∗, respectively. The





Let us denote by L(0, T ;X), p ∈ [1,∞), the set of all measurable functions u : (0, T ) −→ X for which∫ T
0
||u(t)||2Xdt <∞ (in the Lebesgue sense). (1.40)
Let us denote also by W 1,p(0, T ;V,H), the space defined as follows:
W 1,p(0, T ;V,H) = {u ∈ Lp(0, T ;X)| u′ ∈ Lq(0, T ;X)}, (1.41)
where 1/p+ 1/q = 1.
Let a(·, ·; t) : V × V 7−→ R be an uniformly bounded and V-elliptic bilinear form with respect to
t ∈ [0, T ] i.e
∃M > 0, |a(u, v; t)| ≤M ||u|| · ||v|| ∀u, v ∈ V, ∀t ∈ [0, T ], (1.42)
∃α > 0, β ≥ 0 : a(v, v; t) ≥ α||v||2 − β|v|2 ∀v ∈ V, ∀t ∈ [0, T ]. (1.43)
In addition, we assume that the function t 7−→ a(u, v; t) is measurable in (0,T) for every u, v ∈ V
and the function f ∈ L2(0, T ;V ∗), the initial value u0 ∈ H being given. Let us consider the following
problem






= 〈f(t), v〉 ∀v ∈ V and a.a. t ∈ (0, T ),
u(0) = u0 given.
(1.44)
Let us state now the existence and uniqueness theorem for the problem (1.44).
Theorem 4 [Haslinger et al. [2013], Theorem 1.33, page 39]
Let the bilinear form a(·, ·; t) : V × V 7−→ R satisfies (1.42) and (1.43). Then there exists a unique
solution u of (1.44) for any f ∈ L2(0, T ;V ∗) and u0 ∈ H.
1.2 Basic concepts in options theory
1.2.1 Option
An option is a contract between two parties which gives to the holder the right but not the obligation
to buy or to sell an asset at an agreed price K called strike at a specified time T called maturity. A
call is an option which gives the right to buy whereas a put gives the right to sell. Thereby, the payoff
P of a call option is given by
P = max(S −K, 0), (1.45)
where S is the price of the underlying asset and the payoff for a put option, is given by
P = max(K − S, 0). (1.46)
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(a) Payoff of a put a otion (b) Payoff of a call option
Figure 1.2: Payoff function
Besides, there exist several types of options but the most common are European options and
American options. An European option is an option which can be exercised only at maturity whereas
an American option can be exercised anytime before the maturity.
In 1973, Robert Merton and Fisher Black stated a mathematical model which was a breakthrough
revolutionizing the theory of corporate liability pricing. Nevertheless, their model was given under
some conditions which will be discussed in the next paragraph.
1.2.2 Black-Scholes assumptions and model
Before giving the famous Black-Scholes model, Fisher Black and Robert Merton did some assumptions
which are:
1. Frictionless Market: this means there no transaction costs of differential taxes.
2. No dividend payment.
3. The risk-free interest is avalaible and constant over time.
4. No restriction regarding value of the transaction and price developpement of the asset.
5. Short trading is not prohibited.
6. Stocks are randomly divisible.
7. All information are available to all the market participants.
8. No arbitrage possibilities.
9. The stock price St follows a geometric brownian motion given by:
dSt = µStdt+ σStdWt, (1.47)
where µ is the drift and σ is the volatility.
17
Figure 1.3: Sample of stock price
1.3 Multi assets option Black Scholes Partial Differential Equation
1.3.1 Multi-asset options
A multi-asset option is an option with more than one underlying correlated assets. There exist different
types of multi-asset options which differ from each other mainly by their payoff function. Thereby,
few of them are (Duffy [2013]):
• Exchange option which is one that gives the holder the right to exchange one asset for another.
The payoff P is then given by
P = max
(
S1(T )− S2(T ), 0
)
, (1.48)
where Si is the price of the asset i, i = 1, 2, and T is the maturity.
• Rainbow option is one that is linked to the performances of two or more underlying assets. It
can be speculated on the maximum or minimum performance of all the underlying assets at one














where Θ = 1 for a call, Θ = −1 for a put, and K the strike price. Similarly, the payoff P for a














• Basket options can be used by portfolio managers to hedge the risks of their portfolios. A basket






where αj is the the total investment in asset j (as a percentage), Sj(τ) is the price of the asset j











where K is the strike and Θ is defined as in equation (1.49).
1.3.2 Derivation of the multi-dimensional Black-Scholes Partial Differential Equa-
tion
For a multi-asset option with n (n ≥ 2) underlying assets, the Black-Scholes model is given by:

dxi(t) = rxi(t)dt+ σixi(t)dWi(t) i = 1, 2, . . . , n,
dWi(t)dWj(t) = ρijdt i 6= j i, j = 1, 2, . . . , n,
(1.53)
where xi, σi,Wi represent respectively the stock price, the volatility and the Brownian motion asso-
ciated to asset i; t is the current time, r is the risk-free interest and ρij is the coefficient correlation
between asset i and j . For simplicity, we denote xi(t) by xi, i = 1, 2, . . . , N .
Let us consider the Black-Scholes model of a multi-asset option with n underlying assets (1.53) and
V (x1, x2, . . . , xn, t) the value of that option; We set up a portfolio made of one option and δi assets
i, i = 1, 2, . . . , n. By applying the multi-dimensional Itô formula (1.27) to V, we have



































The dynamic of the portfolio Pt is given by




The change in value of the portfolio Pt is given by

































































































i = 1, 2, · · · , n. (1.56)

















































































































































− rV = 0. (1.57)


























+ rV = 0. (1.58)
As we can notice, when the stock price xi goes to zero, the coefficients of the second order derivatives
go to zero; then the ellipticity condition in (1.29) is not satistify. Therefore, the multi-dimensional
Black-Scholes PDE is degenerate.















i , . . . , x
max
i are grid points in the increasing
order, on the axis representing the asset price xi.
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1.4 The continuous problem: Black Scholes PDE for pricing multi-
assets options
1.4.1 Weighted Sobolev spaces
Let us start by introducing the notations and functional spaces that we will be used in this work.
For an open set Ω ⊂ Rn, n ∈ N, the space of square integrable functions is denoted L2(Ω). We denote
also by C(Ω) (respectively C(Ω)) the set of continuous functions over Ω (respectively on Ω). For any

















where || · ||G denotes the natural norm on G(Ω). The norm on this space is denoted

























The space of all weighted square integrable functions is defined as
L2ω(Ω) =
{
v : ||v||ω <∞
}
, (1.63)







Thereby, we define the weighted Sobolev spaces as follows:
H1ω(Ω) =
{






gϕ ∀ϕ ∈ C1c (Ω)
}
, (1.65)
where g = v′ is the weak derivative; and also
H10,ω(Ω) =
{














































1.4.2 Existence and uniqueness results for the continuous problem solution
















+ rV = 0, (1.70)
with (x1, x2, . . . , xn, τ) ∈ Ω×(0, T ], Ω = (0, xmax)n, where xi is the price of the asset i, r is the risk free
interest, V is the option value, T is the maturity and t is the time to maturity. For i, j = 1, 2, . . . , n, xi
represents the asset i price, σi represents the volatility of asset i, ρij represents the correlation between
the assets i and j. The corresponding initial and boundary conditions are:

V (x1, x2, . . . , xn, 0) = h1(x1, x2, . . . , xn),
V (x1, x2, . . . , xi−1, 0, xi+1, . . . , xn, t) = h
i
2(t),








3, i = 1, 2, . . . , n are functions depending on the type of option. Our study is conducted
under the following assumptions.
Assumption 1 We assume that, for i = 1, . . . , n, the coefficients r and σi satisfy
r ≤ r(t) ≤ r̄ σ ≤ σi(t) ≤ σ̄, (1.72)





















3, i = 1, . . . , n, defined in (1.71)
are equal to zero. Indeed, we can transform the nonhomogeneous boundary conditions (1.71) into
homogeneous one. This can be done by substracting LV0 from both sides of the PDE (1.70), whereby
V0 is a known function satisfying the boundary conditions in (1.71) . A nonzero function g will appear
















+ rU = g, (1.74)
where U = eβt(V − V0). In order to apply the finite volume method, it is convenient to transform
(1.74) to its divergence form as follows:
∂U
∂τ




+ λU = g, (1.75)











ρijσiσjxixj i 6= j i, j = 1, 2, . . . , n,





























Assumption 2 For i, j = 1, 2, . . . , n, we assume that
n∑
j=1j 6=i
ρij < 1, and ρij ≥ 0 i, j = 1, 2, . . . , n. (1.79)
Thereby using the weighted Sobolev space defined in (1.66), the corresponding variational problem
can be formulated as follows:


















u0 = max(x−K, 0),
where








+ λ(u, v), (1.81)
is a bilinear form and M,f and λ are defined in (1.76),(1.77) and (1.78) and K is the strike price.
Theorem 5 There exists a unique solution to Problem 1
Proof
1. V-ellipticity of the bilinear form
Using integration by part, for v ∈ H10,ω(Ω) we have:
∫
Ω













v2 · ∇fdΩ, (1.82)
where n is the outward vector normal to ∂Ω. Since v = 0 on ∂Ω, hence∫
Ω




(∇ · f) · v2dΩ. (1.83)
As a result of that, we have
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Furthermore, using (1.84) (1.87), (1.88) and (1.85), we get


















































|2− n|σ2, (n+ 2)r
)
, C > 0. (1.91)
The bilinear form A(·, ·, t) is then coercive thus H1ω(Ω)-elliptic (taking β = 0 in (1.43)).
2. uniform bound of the bilinear form A
























































































































































































































































∣∣∣∣∣ ≤ 12β∣∣∣∣∇u∣∣∣∣0,ω · ∣∣∣∣∇v∣∣∣∣∣∣0,ω. (1.94)











































































































































































































































Using (1.94) and (1.96), gives









































































































∣∣∣∣∣ = M ∣∣∣∣v∣∣∣∣0 · ∣∣∣∣∇u∣∣∣∣ω. (1.100)
Besides, we have also


































Besides, we can easily show that the function v → (f, v) is continuous in H1ω(Ω). Then, the bilinear




In this Chapter, we have presented some basic concepts in measure theory, stochastic calculus and
option theory. Thereby, using Itô formula and arbitrage arguments, we were able to derive the
multi-dimensional degenerated Black-Scholes PDE. We ended the Chapter by proving that the multi-




methods and Fitted Two Point Flux
Approximation methods for pricing
European options
In this Chapter, we present the Two Point Flux Approximation (TPFA) method and introduce a novel
numerical scheme called the fitted Two Point Flux Approximation by combining the Two Point Flux
Approximation and the classical finite volume method for solving the one dimensional degenerated
Black-Scholes Partial Differential Equations. Convergence proofs for the TPFA and fitted TPFA are
provided. This Chapter is part of the preprint that can be found in Koffi and Tambue [2019a].
2.1 Introduction
It is well known that the Black-Scholes Partial Differential Equation is degenerate when the stock
price approaches zero. This degeneracy may affect the accuracy of the numerical method used if
sophisticated technique is not used. Thereby in Wang [2004], S. Wang proposed a fitted finite volume
method with the corresponding convergence proof in space to tackle the degeneracy of the Black-
Scholes PDE. Moreover, under less restrictive and more realistic assumptions, a convergence proof in
space of the fitted finite volume method for pricing American options is proposed in Wang et al. [2006].
Furthermore, in Angermann and Wang [2007], a rigorous convergence proof of a fully discretized
scheme using the fitted finite volume method and θ−Euler method for pricing both American and
European options is provided. Note that convergence proofs of the TPFA method are provided in
Eymard et al. [2000], Tambue [2016] for non degenerated parabolic PDE. Their proofs are based on
the fact that the diffusion coefficient can not reach zero, therefore such proofs can not be extended
to the degenerated Black Scholes PDE where the diffusion coefficient is zero at s = 0 (stock price is
zero). To the best of our knowledge, the convergence of classical TPFA method for degenerated PDE
has been lacking in the literature due to the complexity of that degeneracy.
In this Chapter, we fill the gap by providing a rigorous convergence proof of a fully discretized scheme
using the classical TPFA method for degenerated Black Scholes PDE in one dimension. Furthermore,
we also derive the fitted TPFA method for the degenerated Black Scholes PDE by combining the
classical TPFA method and the fitted finite volume method presented in Angermann and Wang [2007],
Wang et al. [2006] and provide rigorous convergence proof of a fully discretized scheme where the time
discretization is performed using the classical Euler methods. Note that the fitted finite volume
method, presented in Angermann and Wang [2007], Wang et al. [2006], in this combination is meant
to handle the degeneracy of the PDE when the stock price approaches zero.
This Chapter is organized as follows. In Section 2.2, notations and mathematical setting of the
continuous problem are provided. In Section 2.3, the spatial discretization using the standard finite
volume method with Two Point Flux Approximation are provided along with the corresponding novel
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fitted scheme. The coercivity proofs of the corresponding discrete bilinear forms are also provided
to ensure the existence and uniqueness of the discrete solution after TPFA spatial discretization and
fitted TPFA spatial discretization. The full discretization of the Black-Scholes degenerated PDE
and the convergence results are performed in Section 2.4. Note that the temporal discretization is
performed using the standard θ− Euler method. Finally, numerical experiments are given in Section
2.5 to support theoretical results.
2.2 Mathematical setting for the one dimensional Black-Scholes PDE
As we introduced in paragraph 1.4.1, we define the weighted Sobolev spaces and the corresponding
norms for solving the one dimensional option pricing problem. For an open set Ω ⊂ R, the space of
square integrable functions is denoted L2(Ω). We denote also by C(Ω) (respectively C(Ω)) the set of
continuous functions over Ω (respectively on Ω). For any Hilbert space G(Ω) of classes of functions





































The space of all weighted square integrable functions is defined as
L2ω(Ω) =
{
v : ||v||ω <∞
}
, (2.4)





Thereby, we define the weighted Sobolev spaces as follows:
H1ω(Ω) =
{






gϕ ∀ϕ ∈ Cc(Ω)
}
. (2.6)
Note that in (2.6), g = v′ is the weak derivative. We also denote by
H10,ω(Ω) =
{

































+ r(t)V = 0, (2.9)
in (x, t) ∈ Ω = (0, xmax)× (0, T ], where V is the option value, x the stock price, σ the volatility, r the
risk-free interest, T is the maturity time and t is the time to maturity. The corresponding initial and
boundary conditions are: 
V (x, 0) = g1(x)
V (0, t) = g2(t)
V (xmax, t) = g3(x),
(2.10)
where g1, g2 and g3 are functions depending on type of options we are pricing. Our study is conducted
under the following assumption.
Assumption 3 We assume that the coefficient r and σ are sufficiently smooth and satisfy
r ≤ r(t) ≤ r̄ σ ≤ σ(t) ≤ σ̄, (2.11)




Multiplying by eβt and adding f(x, t) = −eβtLV0(x) to both sides of (2.9), we can therefore
transform the boundary conditions in (2.10) to homogeneous Dirichlet boundary conditions by using
the following linear transformation




























σ2(t), b(t) = r(t)− σ2(t), c(t) = 2r(t) + β − σ2(t), (2.15)
with the following initial and homogeneous boundary conditions{
u(0, t) = 0 = u(xmax, t) t ∈ [0, T ),
u(x, 0) = g1(x)− V0(x) x ∈ Ω.
(2.16)
It can be proved that solving (2.14)-(2.16) is equivalent to solve the following problem:
Problem 2 Find the function u ∈ H10,ω(Ω) such that




∀ v ∈ H10,ω(Ω),
(2.17)
u0 = max(K − x, 0),
with
A(u, v; t) :=
(







Theorem 6 Under Asumption 3, Problem 1 has a unique solution.
Proof of theorem 5 The proof is a particular case of Theorem 5 proof for n = 1, in one dimension.
1The American options are solved by just adding a nonlinear term called Penalty
32
2.3 The finite volume formulation
2.3.1 Finite volume grid and discrete representation of the exact solution
Let Ω be subdivided into sub-intervals as follows:
Ωi = [xi, xi+1] i = 0, 1, . . . , N, (2.19)
with 0 = x0 < x1 < x2 < . . . < xN < xN+1 = xmax and hi = xi+1 − xi. We also defined the











for i = 0, 1, . . . , N + 1,
with x− 1
2
= x0 and xN+ 3
2
= xmax. These mid-points help us to define another partition Ki of Ω,
called dual partition, defined by








, i = 0, 1.., N.
Assumption 4 [Local quasi-uniformity of the spatial mesh]
There exists a constant c > 0 such that
li+1
c
≤ li ≤ cli+1 i = 0, 1, . . . , N. (2.20)
Since the dual partition Ki is linked to the partition Ωi, Assumption 4 implies that
hi+1
c
≤ hi ≤ chi+1 i = 0, 1, . . . , N. (2.21)
We can now apply the finite volume method by integrating (2.14) over each interval Ki,






















































Besides, for a function v ∈ C(Ω) we define the mass lumping operator Lh as follows:




:= v(xi), i = 1, 2, . . . , N.





















































































i = 0, 1, . . . , N. (2.27)
Note that (2.25) is a representation of the exact solution on the dual partition Ki and will play a key
role in our error analysis.
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2.3.2 The Two Point Flux Approximation (TPFA) method
We are now ready to approximate u in the dual partition Ki. Indeed we denote by u(xi, t) ≈ ui(t).













f(x, t)dx ≈ lifi fi = f(xi, t). (2.28)
Since the Black-Scholes equation (2.9) is one dimensional in space, instead of the Multi-Point Flux
Approximation (MPFA) method we use the Two-Point Flux Approximation (TPFA) method to ap-










































H(x) = k(x, t)
∂u
∂x





































Thereby from Figure (2.1), Hi+ 1
2

















Using the continuity of the flux at the interface xi+ 1
2















By setting Ti =
ki
li
, we can rewrite Hi+ 1
2











































ui if b > 0,
ui+1 if b < 0.
(2.36)












) = −τi+ 1
2










) = −τi− 1
2







with b+ = max(b, 0) and b− = min(b, 0). Moreover, in order to analyse the above scheme, it is
convenient to rewrite it in a discrete variational form. Multiplying equation (2.37) by arbitrary real























Let us denote by Vh ⊂ H1ω(Ω) the space of continuous functions that are piecewise continuous over
the grid (Ki) of Ω. Thereby, the TPFA method (2.37) is equivalent to
ah(uh, vh) = a
1
h(uh, vh) + a
2
h(uh, vh) + c
N∑
i=1














































where Fh is the discrete flux in given in (2.38).
2.3.3 The fitted Two Point Flux Approximation method
Since the PDE (2.14) is degenerated when x approaches zero, the second term of (2.22), at the point
x = x1/2, will be approximated using the fitted finite volume method introduced Wang [2004]. The
fitted finite volume method will consist to solve a two-point value problem over the interval K1.









x1[(a+ b)u1 − (a− b)u0]. (2.44)
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On the the rest on the study domain (Ki, i = 2, .., N), we apply the TPFA method coupled to the
upwind method introduced in Section 2.3.2. Therefore, the discrete approximation of (2.22) by the












) = −τi+ 1
2








) = −τi− 1
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We define the corresponding bilinear form bh by
bh(uh, vh) = b
1
h(uh, vh) + b
2
h(uh, vh) + c
N∑
i=1





























































where Gh is the discrete flux given by the fitted TPFA in (2.46).
2.3.4 Coercivity and Flux consistency for TPFA and fitted TPFA










= (Lhu, Lhv) =
N∑
i=1
liuivi u, v ∈ C(Ω), (2.52)













|ui+1 − ui|2, (2.54)
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and weighted discrete H1ω− norm is then
||uh||2ω,d = ||uh||20,ω + ||uh||20,h. (2.55)
Indeed it is easy to show that ||.||0,ω is a semi-norm in Vh since τi+ 1
2
> 0.
Theorem 7 [Coercivity of bilinear forms]
Under the regularity of the mesh (see Assumption 4) and Assumption 3, there exists a constant α > 0
independent of h such that,
ah(uh, uh) ≥ α||uh||ω,d ∀uh ∈ Vh. (2.56)
where ah is the bilinear form given by (2.40) for the TPFA method. Simlilarly, when the fitted TPFA
method (2.45) is used for the space discretization, there exists a constant γ > 0 independent of h such
that
bh(uh, uh) ≥ γ||uh||ω,d ∀uh ∈ Vh. (2.57)
where the bilinear form bh is given by (2.48).
Remark 1 Note that using the coercivity properties in (2.56) and (2.57), with the fact that the linear
mapping v → (f, v)h is continuous in Vh, the existence and uniqueness of the discrete solution uh is
ensure for both the TPFA and fitted TPFA methods in (2.39) and (2.47). The proof is done exactly
as for the continuous case (see Theorem 4 or [Haslinger et al., 2013, Theorem 1.33]).
Proof of Theorem 6 Here we distinguish two cases which are:
1stcase: The standard TPFA method is used for the spatial discretization.
In this case, the discrete flux is given by (2.46) and the corresponding bilinear form (2.40) is
ah(uh, vh) = a
1
h(uh, vh) + a
2
h(uh, vh) + c
N∑
i=1



















































































































































































































































































a2h(uh, uh) ≥ 0. (2.60)
Then, using (2.59) and (2.60) yields to
ah(uh, uh) ≥






c = 2r + β − σ2 > 0, (2.62)
therefore, this yields to
ah(uh, uh) ≥ α
(∣∣∣∣uh∣∣∣∣0,ω + ∣∣∣∣uh∣∣∣∣0,h), (2.63)
with α = min(1, c). Hence we get
ah(uh, uh) ≥ α
∣∣∣∣uh∣∣∣∣ω,d. (2.64)
2nd case The fitted TPFA method is used for the spatial discretization.
Here, Gh defined in (2.45), gives the discrete flux. Thereby, the corresponding bilinear form (2.48) is
given by
bh(uh, vh) = b
1
h(uh, vh) + b
2
h(uh, vh) + c
N∑
i=1
liuivi uh, vh ∈ Vh. (2.65)
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1. 1stcase: b > 0.






1 > 0 (2.68)










































































































b2h(uh, uh) ≥ 0. (2.69)
Thus for any b, we have
b2h(uh, uh) ≥ 0, (2.70)
thereby, using (2.66) and (2.70) in (2.48), we have:
bh(uh, uh) ≥






c = 2r + β − σ2 > 0. (2.72)
Therefore, this yields to
bh(uh, uh) ≥ γ
(∣∣∣∣uh∣∣∣∣0,ω + ∣∣∣∣uh∣∣∣∣0,h), (2.73)
with γ = min(1, c). Hence we get
bh(uh, uh) ≥ γ
∣∣∣∣uh∣∣∣∣ω,d. (2.74)
Proposition 1 Flux consistency
Let Ih be the interpolation operator defines as follows
Ih : C(Ω) −→ Vh
v 7→ Ihv(x) :=
N∑
i=1
v(xi)φxi(x), x ∈ Ω
where {φxi}Ni=1, with φxi(xj) = δij, is the nodal basis to {xi}Ni=1, xi ∈ Ki. Let F be the total


























When the TPFA method is applied for the spatial discretization i.e the discrete flux is given by Fh









)∣∣∣ ≤ C1 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+∣∣ω′∣∣+∣∣ω∣∣)dx i = 0, 1, ..., N. (2.76)
Similarly, when the fitted TPFA is applied for the spatial discretization i.e the discrete flux is given by









)∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+∣∣ω′∣∣+∣∣ω∣∣)dx. i = 0, 1, ..., N. (2.77)
Before proving the proposition (1), let us state the following lemma:
Lemma 1 For i = 1, 2, . . . , N , there exist two constants C3 and C4 independent of h such that the
transmissibility coefficient τi+ 1
2
defined in (2.34) and its inverse are bounded as follows:∣∣∣τi+ 1
2
∣∣∣ ≤ C3, 1
τi+ 1
2
≤ C4hi i = 0, 1, . . . , N. (2.78)
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Proof of Lemma 1






























































































































with 0 < Xi < 1. (2.79)
Thereby, using the Taylor expansion, we have
1
1−Xi
= 1 +Xi +O(X2i ). (2.80)
Then there exists a constant M1 such that
1
1−Xi
≤ 1 +Xi + M1X2i ≤ 2 + M1. (2.81)
Since 0 ≤ Xi ≤ 1, we have also
0 ≤ 1 +Xi +X2i ≤ 3, (2.82)
thus using Xi in (2.81) and (2.82), we get ∣∣∣τi+ 1
2





































































































































































































































































































Let us notice also that for i = 0, 1, . . . , N , we have
0 < Wi < 1, 0 < Yi < 1, 0 < Zi < 1. (2.88)
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Then
0 < W 2i < 1, 0 < Y
3
i < 1, 0 < Z
3
i < 1. (2.89)
Using the Taylor expansion, gives
1
W 2i
= 1 + (1−W 2i ) +O(W 4i ),
1
1− Y 3i
= 1 + Y 3i +O(Y 6i ),
1
1− Z3i




≤ 1 + (1−W 2i ) + M2W 2i ≤ 2 + M2,
1
1− Y 3i
≤ 1 + Y 3i + M3Y 6i ≤ 2 + M3, (2.90)
1
1−Xi
≤ 1 + Zi + M4X2i ≤ 2 + M4,






























2c+ 2 + M3 + M4
)
.
Let us prove now, Proposition 1.
Proof of Proposition 1
Here we have two cases which are the following:
• 1stcase: The TPFA method is applied for the spatial discretization.





























)∣∣∣ ≤ ∣∣∣k(xi+ 1
2
)




∣∣∣∣∣bω(xi+ 12 )− (b+ω(xi) + b−ω(xi+1))
∣∣∣∣∣
+


















Indeed, using the Sobolev embedding, Theorem 3, as we are in dimension 1, H2(Ω) ↪→ C1(Ω),.





























































































































For x ∈ Ωi = [xi;xi+1], we have












































































= −ax2ω′′(x)− (2a+ b)xω′(x)− bω(x), (2.100)
then we have






























xmax, r̄ + β, 1
)
.
Let us estimate P2 defined by














1. 1stcase : b > 0











As in (2.93), by applying the Taylor theorem with integral remainder we have also
ω(xi+ 1
2










2. 1stcase : b ≤ 0:











As in (2.93), by applying the Taylor theorem with integral remainder we have also
















































∣∣∣ ≤ ∣∣∣τi+ 1
2
































1 + 2Zi + Z
2
i

















, 0 < Zi < 1. (2.117)
Using a similar argument as in (2.81) and (2.82), there exists a positive constant M4 such that∣∣∣k(xi+ 12 )
hi
∣∣∣ ≤ σ2xmax × (2 + M4). (2.118)
















∣∣∣ ≤ ∣∣∣τi+ 1
2







































and using (2.112) and (2.120). We therefore have
|P3| ≤

























































)∣∣∣ ≤ C1 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx, (2.123)
with

























































)∣∣∣∣∣∣∣∣Gh(ω(x1/2)− F (ω(x1/2)∣∣∣ ≤ ∣∣k(x 1
2
)
∣∣ · ∣∣∣∣∣ω′(x 12 )− ω(x1)− ω(x0)h0
∣∣∣∣∣+ |b|x 12 ∣∣∣ω(x1/2)− ω(x0)∣∣∣∣∣∣k(x1/2)− 14x1(a+ b)∣∣∣∣∣∣ω(x1)− ω(x0)∣∣∣.
It follows that: ∣∣∣k(x1/2)− 14x1(a+ b)∣∣∣ ≤ ∣∣∣k(x1/2)∣∣∣+ ∣∣∣14x1(a+ b)∣∣∣
≤
∣∣∣k(x1/2)∣∣∣+ 14xmax(r̄ + β).
Thereby, using (2.118), 2.92 and 2.102, (2.104) and 2.106, we get∣∣∣Gh(ω(x1/2)− F (ω(x1/2)∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx
where







































)∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx,
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with











Finally, when the fitted TPFA method is applied for the space discretization, there exists a
positive constant satisfying (2.77).
2.4 Full discretization and errors estimates
Let 0 := t0 < t1 < . . . < tM−1 < tM := T be a subdivision of the time interval [0, T ] with the step
sizes ∆tm = tm+1 − tm, m ∈ {0, . . . ,M − 1} and ∆t = max1≤m≤M−1 ∆tm. The full discretization of
(2.14) using the combination of the TPFA method with the parameter θ ∈ [0, 1] can be formulated as
follows:
Find a sequence u1h, . . . , u
M











θum+1h + (1− θ)u
m










where tm+θ = θtm+1 + (1 − θ)tm and the bilinear form ah is given by (2.43). Similarly, when the
fitted TPFA method is applied for the the spatial discretization, the full discretization is formulated
as follows:
Find a sequence u1h, . . . , u
M











θum+1h + (1− θ)u
m










where the bilinear form bh is given by (2.51).
2.4.1 Errors estimates
Theorem 8 Let us consider the unique solution u of (2.17) and ζmh the numerical solution of the
fully discretized scheme using the TPFA method (2.37)(ζmh = u
m
h for the TPFA method) or the fitted
TPFA method (2.45) (ζmh = z
m









and F (u) ∈ C(0, T,H1(Ω)), then there exists a positive constant C, independent of
h, ∆t, M , and N such that ∣∣∣∣u(tm)− ζmh ∣∣∣∣0,h ≤ C(h+ ∆t). (2.127)
Proof of Theorem 7
Indeed, the proofs follow the same lines as that in [Angermann and Wang, 2007, Theorem 7]. We
summarise the keys steps. Here we have two cases.
1st case When the TPFA method is applied for the space discretization.
Here, we take ζmh = u
m
h . Let us notice that∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ ∣∣∣∣u(tm)− Ihu(tm)∣∣∣∣0,h + ∣∣∣∣Ihu(tm)− umh ∣∣∣∣0,h, (2.128)
where Ih is the interpolation operator introduced in (2.75).
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In order to bound the first term on the right hand side of (2.128), let us recall the following result.
Since u(t) ∈ H2(Ω) then there exists a constant C31 depending on u (see Theorem 4 or Theorem 3.25,
page 138 in P. Knabner [2002]) such that∣∣∣∣Ihu(t)− u(t)∣∣∣∣0,h ≤ C31 · h2 · |u(t)|2, (2.129)




, H2(Ω)), there exists a positive
constant C32 = C31(u, T ) · xmax such that∣∣∣∣Ihu(tm)− u(tm)∣∣∣∣0,h ≤ C32 · h. (2.130)










θWm+1 + (1− θ)Wm, vh; tm+θ
)
, (2.131)
































θum+1h + (1− θ)u
m






















θum+1h + (1− θ)u
m











































































































θum+1h + (1− θ)u
m















θum+1h + (1− θ)u
m
















































θu̇(tm+1) + (1− θ)u̇(tm), vh
)
, (2.137)
Y m2 = ah
(































− θu̇(tm+1)− (1− θ)u̇(tm) (2.141)











∥∥(Lh − I) ◦ u̇(s)∥∥L2(Ω)ds+ ∫ tm+1
tm
||ü||L2(Ω)ds.
Let us estimate of Y m2 .
Y m2 = ah
(











By adding and extracting the term âh
(
θu(tm+1) + (1− θ)u(tm), vh, tm+θ
)
we get
Y m2 = ah
(























Y m21 = ah
(








Y m22 = âh
(












with tm+θ = θtm+1 + (1− θ)tm θ ∈ [1/2, 1].
Note that





















Let us consider the term
δ21(ω, vh, s) := ah(Ihω, vh; s)− âh(ω, vh; s). (2.147)
Thereby, using (2.43) we have:




























































































































Furthermore, rearranging the summation in (2.148) gives

















































































































































= δ211 + δ212, (2.149)




















































































































. Let us denote by





























































































































(∣∣F (ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2∣∣∣∣vh∣∣∣∣0,ω.
(2.153)
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Coming back to δ11 defined in (2.150), and using the equations (2.151), (2.153), and also the fact that






































Note that ‖.‖1 and |.|1 are respectively the H1(Ω) norm and semi-norm.
For the second term of (2.149), δ212 is estimated as in Angermann and Wang [2007] as follows∣∣∣∣∣c(s)((Lh − I)ω,Lhvh)
∣∣∣∣∣ ≤ C212 · h · ∣∣∣∣ω∣∣∣∣1,ω · ∣∣∣∣vh∣∣∣∣0,h.
Thus


















































· h · ||vh||ω,h. (2.157)
Using (2.147), we have
|Y m21 | ≤ θ








· h · ||vh||ω,h. (2.158)
We estimate Y m22 as is done in Angermann and Wang [2007] and we get
|Y m22 | ≤ C22∆tm||vh||0,h. (2.159)
53
Estimate of Y m3 is done as in [Angermann and Wang, 2007, Y
m
4 ] and we have∣∣Y m3 ∣∣ ≤ C3h∣∣∣∣vh∣∣∣∣0,h. (2.160)









θWm+1 + (1− θ)Wm, vh; tm+θ
)






















+C21 · h · ||vh||1,ω + C22(∆tm)||vh||0,h + C3h
∣∣∣∣vh∣∣∣∣0,h. (2.161)
Replacing vh by W
θ
h = θW
m+1 + (1− θ)Wm in (2.161),and, as in Angermann and Wang [2007], using






+ α||W θh ||2ω,d ≤ Qm(∆tm, h)||W θh ||ω,d,
(2.162)
with















































where ∆t := maxm=0,...,M−1 |∆tm|. As in Angermann and Wang [2007], we have





















Following [Angermann and Wang, 2007, (66)], (2.164) yields





By taking u0 = Ihu0, we have ||W 0||0,h = 0 and it leads to
||Wm||0,h ≤ C(h+ ∆t), (2.166)
which is actually
||Ihu(tm)− umh ||0,h ≤ C(h+ ∆t). (2.167)
Therefore, using (2.130) and (2.167), we get∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ ∣∣∣∣u(tm)− Ihu(tm)∣∣∣∣0,h + ∣∣∣∣Ihu(tm)− umh ∣∣∣∣0,h
≤ C32 · h+ C ′(h+ ∆t)∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ C(h+ ∆t). (2.168)
2ndcase: The proof for fitted TPFA method is done exactly in the same way.
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2.5 Numerical experiments
In this Section, we perform numerical experiments for an European call option pricing problem. The
error are computed with respect to the following analytical solution of the Black-Scholes PDE (see
Haug [2007]):
C(x, t) = xN(d1)−Ke−rtN(d2), (2.169)
where
d1 =







, d2 = d1 − σ
√
t. (2.170)
with t the time to maturity and N(·) the standard cumulative normal distribution function. The
computational domain is Ω = [0, xmax]× (0, T ] with xmax = 300 and the maturity time T = 1. These
numerical experiments are performed using the risk free interest rate r = 0.1, the volatilty σ = 0.5
and the strike price K = 100.
(a)
(b)
Figure 2.2: Analytical solution in (a) and numerical solution from fitted TPFA in (b) at maturity
time T = 1
Here we have performed space errors by fixing the time step at dt = 1/100 and vary the space step h.






100 150 200 250 300 350 400 450 500
TPFA 0.0104 0.0069 0.0052 0.0042 0.0035 0.003 0.0026 0.0023 0.0021
Fitted TPFA 0.0103 0.0069 0.0052 0.0041 0.0034 0.0029 0.0026 0.0023 0.0021
For the time error, we fix the space step at h = 0.25, and vary the time step dt.
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100 150 200 250 300 350 400
TPFA 8.98.10−4 8.83.10−4 8.75.10−4 8.71.10−4 8.69.10−4 8.66.10−4 8.656.10−4
Fitted TPFA 8.98.10−4 8.83.10−4 8.75.10−4 8.71.10−4 8.69.10−4 8.66.10−4 8.656.10−4
Figure 2.3: Space step versus L2 Errors in loglog scale. This graph shows the convergence in space of
the fitted TPFA. The order of convergence in space is O(h), this is in agreement with the theoretical
result in Theorem 8. The time step is fixed to be dt = 1/100.
Conclusion
In this Chapter, we have presented two spatial numerical methods for spatial discretization of the
Black-Scholes PDE for pricing options. The first scheme is the classical finite volume method with
Two-Point Flux Approximation (TPFA) and the second scheme is a novel scheme called fitted Two-
Point Flux Approximation (TPFA). The novel fitted Two-Point Flux Approximation (TPFA) combines
the classical fitted finite volume method and the standard TPFA method. The classical fitted finite
volume method is used to tackle the degeneracy of the Black-Scholes PDE near zero. The convergence
analyses are performed along with numerical experiments to confirm the theoretical results.
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Chapter 3
A Multi-Point Flux Approximation and
fitted Multi-Point Flux Approximation
method for two dimensional pricing
options: The O-method
In this Chapter, we develop novel numerical methods based on the Multi-Point Flux Approximation
(MPFA) method to solve partial differential equation (PDE) arising from pricing two-assets option.
We should notice that the TPFA method introduced in the previous Chapter can only be extended
to a two dimensions problem on K 1 orthogonal grids (see Aavatsmark [2007]), which are difficult to
construct. The MPFA methods appear then as a solution to this shortcoming because they can be
applied on general grids. Here, the O-MPFA method is used as our first method and it is coupled
with a fitted finite volume to handle the degeneracy of the PDE and the corresponding scheme is
called fitted MPFA method. The convection part is discretized using the upwinding methods (first
and second order) that we have derived on non uniform grids. The time discretization is performed
with the θ− Euler methods. Numerical simulations show that our new schemes are more accurate
than the current fitted finite volume method proposed in the literature. This Chapter is published in
Koffi and Tambue [2019c]
3.1 The finite volume formulation
An option with two underlying assets modeled by the Black Scholes equation is formulated as follows

dx(t) = µ1xdt+ σ1xdW1,
dy(t) = µ2ydt+ σ2ydW2,
dW1(t)dW2(t) = ρdt,
(3.1)
where µi, σi,Wi are respectively the drift, the volatility and the Wiener process governing the stocks
x, y and ρ is the correlation coefficient between the two Wiener processes. By applying the Ito’s
formula and using the standard arbitrage argument (see Section 1.3.2, Chapter 1), it is well known
that the value of the option U follows the following two-dimensional Black-Scholes Partial differential



























1K being the diffusion tensor, in our study it will be denoted by M.
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where τ = T−t, T is the maturity time, t the current time and r is the risk-free interest. For European
rainbow option price on maximum of two risky assets, the following initial and boundary conditions
are used

U(x, y, 0) = max (max(x, y)−K, 0) ,
U(0, y, τ) = 0,
U(x, 0, τ) = 0,
(3.3)
with K the strike price. However, to compare our numerical solution with the existing fitted finite
volume method, the exact solution will be used at the boundary. In order to apply the finite volume














 , f =
 (r − σ21 − 12ρσ1σ2)x
(r − σ22 − 12ρσ1σ2)y
 ,
λ = −3r + σ21 + σ22 + ρσ1σ2.
Note that M does not satisfying the standard ellipticity condition (see [Tambue, 2016, (3)]), so the
PDE (3.4) is degenerated. We will assume Dirichlet boundary condition in the entire domain.
Let us consider the domain of study Ω = Ix × Iy × [0, T ] where Ix = [0, xmax] and Iy = [0, ymax].
In the sequel of this work, the Black-Scholes partial differential equation (3.2) is considered over the
truncated domain Ω.
At x = xmax and y = ymax, the linear boundary condition will be applied (see Huang et al. [2006]).
The intervals Ix and Iy will be subdivided into N part in the following way (see Huang et al. [2006,
2009]) without loss the generality as irregular grids such as triangular grids can be used.
Ixi = [xi−1;xi], Iyj = [yj−1; yj ] i, j = 1, 2, ..., N + 1, (3.5)
with hi = xi+1 − xi, lj = yj+1 − yj .















, i, j = 1, 2, .., N, (3.6)











= x0 = 0, xN+ 3
2
= xN+1 = xmax, y− 1
2
= y0 = 0 , yN+ 3
2
= yN+1 = ymax.








] a control volume associated
to our subdivision.
Note that the control volume Cij is the area surrounding the grid point (xi, yj). Our goal is to
approximate the option function U at (xi, yj)
2 by a function denoted U . The matrix M in (3.4) will
be replaced by its average value within each control volume as follows:
2center of the control volume Ci,j
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(xi, yj)Ci,j






Mdxdy, i, j = 1, ..., N. (3.7)











































Now let us consider the divergence form given in (3.4). Following the finite volume method’s principle,















The next Section will be dedicated to spatial discretization of equation (3.8). For the term in the left
hand side of (3.8) and for the last term in its right hand side, we use the mid-point quadrature rule







(xi, yj , τ), (3.9)
∫
Cij
λUdC ≈ meas(Cij)λU(xi, yj , τ). (3.10)
The diffusion term ∫
Cij
∇ · (M∇U)dC, (3.11)
of (3.8) will be approximated using the Multi-point flux approximation (MPFA) method or our
novel fitted Multi-point flux approximation. More details will be given in the next section.
Besides, the convection term ∫
Cij
∇(fU)dC, (3.12)
of (3.8) will be approximated using the upwind methods (first or second order). Note that the standard
two -point flux approximation in Tambue [2016] can only be consistent in the approximation of (3.11)
if and only if the grid is M−orthogonal.
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3.2 The Multi-Point Flux Approximation (MPFA): O-method




∇ · (Mij∇U) =
∫
∂Cij
(Mij∇U) · ~ndC, i, j = 1, 2, . . . , N, (3.13)
where ~n is the outward vector from the control volume.
Now, we can apply the so-called Multi-Point Flux Aprroximation(MPFA) to approximate the
integral defined in (3.13).
Nevertheless, let us give a geometrical reminder which will be useful for the application of our method.
3.2.1 Geometrical reminder














Here, Ui is the value of U(x) at the vertex i, and φi(x) is the linear basis function defined by
φi(xj) = δij . (i)
Since we are in a 2-dimensional case, the linear basis function is under the following form:
φi(x, y) = α+ λx+ βy = [1 x y]
 αλ
β
 = p(x, y)Γ. (ii)
So for i=1,2,3 we have the following system of equations:
φ1i = φi(x1, y1) = α+ λx1 + βy1,
φ2i = φi(x2, y2) = α+ λx2 + βy2,
φ3i = φi(x3, y3) = α+ λx3 + βy3.
This system of equations can be re-written as follows:







 1 x1 y11 x2 y2
1 x3 y3




From (iii), we have Γ = M−1ϕi and using the expression of Γ in (ii) we get
φi(x, y) = p(x, y)M
−1ϕi = N(x, y)ϕi, (iv)




 x2y3 − x3y2 −(x1y3 − x3y1) x1y2 − x2y1−(y3 − y2) y3 − y1 −(y2 − y1)
x3 − x2 −(x3 − x1) x2 − x1
 .












[x1y2 − x2y1 + x(y2 − y1) + y(x2 − x1)] ,
with det(M) = 2F and F is the area of the triangle x1x2x3. From (iv), we have :
φi(x, y) =
(
φ1iN1(x, y) + φ
2








































 −φ1i (y3 − y2) + φ2i (y3 − y1)− φ3i (y2 − y1)
φ1i (x3 − x2)− φ2i (x3 − x1) + φ3i (x2 − x1)
 .




 −(y3 − y2)
(x3 − x2)
 , ∇φ2 = 1
2F
 (y3 − y1)
−(x3 − x1)







We may notice that the vector ω1 =
 −(y3 − y2)
(x3 − x2)
 is orthogonal to vector −−−→X2X3, the same length
with this vector and inner to the triangle X1X2X3. It is similar for ω2 =




X1X3 and vector ω3 =
 −(y2 − y1)
(x2 − x1)






where F is the area of the triangle , vi is the outer normal vector of the edge located opposite of vertex
i, the length of vi equals the length of the edge to which it is normal.
For these normal vectors the following relations holds:
3∑
i=1
vi = 0. (3.15)

























(−U1(v2 + v3) + U2v2 + U3v3)
∇U = − 1
2F
[(U2 − U1)v2 + (U3 − U1)v3] . (3.16)
In the following Section, the gradient of the function U over a triangle will be useful in the calculation
of flux.
3.2.2 Flux through half edge inside an interaction volume
We first consider the control volume Cij and its center is xk = (xi, yj) (see Figure 3.3). Using the
local indices, the mid-points on the edges are denoted x̄1 and x̄2. We denote also by Γ1 and Γ2 the
inner normal vector to edge located opposite of respectively vertex x̄1 and x̄2, with same length with
the corresponding edge. The area of triangle xkx̄1x̄2 is denoted F . Using the gradient of U expression
(3.16) over the triangle xkx̄1x̄2 and the fact that the normal vector of edges Γ1 and Γ2 are inner
unlike normal vectors in Figure 4.2, we have
∇U = − 1
2F
[





Γ1(Ū1 − Uk) + Γ2(Ū2 − Uk)
]
. (3.17)
We will let these normal vector pointing in the direction of the increasing cell indices and the











Each of the edges p can be associated with a global direction, defined through the unit normal np. It is
convenient to let np point in the direction of increasing global cell indices. The flux through half edge
p as seen from the control volume Cij is denoted f ijp , and may now be determined from the gradient








Figure 3.3: Triangle inside a control volume
The flux through an half edge p seen from the control volume Cij is given by




Here, we denote by f ijh (respectively f
ij
v )the flux through an half horizontal edge (respectively through







M ij∇U . (3.19)









A = hilj ,
where ap, p = 1, 2, is a vector parallel to Γp and twice the length of Γp and pointing toward increasing

































Mij [ a1 a2 ]









Mij [ a1 a2 ]





with x̄p midpoint of the edge p (p=1,2,...,4) inside the interaction volume Rij . We get f ijh
f ijv
 = Gij













































Besides, an interaction volume Rij(see red line in Figure 3.4 ) is a cell grid defined as follows
for i, j = 1, 2, . . . , N + 1, Rij = [xi−1, xi]× [yj−1, yj ].
We may also notice that the interaction volume Rij is covering an area in the intersection of the
controls volume Cij , Ci+1,j , Ci,j+1 and Ci+1,j+1 (see Figure 3.4).
Remark 2 Our goal here is to compute the flux through the half edges 1, 2, 3 and 4 (see green lines in
Figure 3.4) inside the interaction of volume Rij by considering the triangles x1x̄1x̄3, x2x̄1x̄4, x3x̄2x̄3
and x3x̄2x̄4 where the vertices are x1 = (xi, yj), x2 = (xi+1, yj)
x3 = (xi, yj+2) and x4 = (xi+1, yj+1).






























Figure 3.5: Triangle in an interaction volume
Let us consider the triangle x1x̄1x̄3. Using the expression of the gradient ∇U in (3.17), the gradient




a1(Ū1 − Uij) + a2(Ū3 − Uij)
]
. (3.23)
Since the triangles x1x̄1x̄3 and x0x̄1x̄3 (see Figure 3.5) are all contained in the control volume Cij and
U is constant over the control volume then the expression of the gradient ∇U over the triangle x1x̄1x̄3
is the same over the triangle x0x̄1x̄3.
Thereby, using (3.21) and the fact that the fluxes through the edges 1 and 3 are in positive direction





 Ū1 − Uij
Ū3 − Uij
 . (3.24)












Figure 3.6: Triangle in an interaction volume




a1(Ū1 − Ui+1,j) + a2(Ū4 − Ui+1,j)
]
.
Since the triangles x2x̄1x̄4 and x0x̄1x̄4 are all contained in the control volume Ci+1,j and the fact that
U is constant over the control volume then the expression of the gradient ∇U over the triangle x2x̄1x̄4
is the same over the triangle x0x̄1x̄4 (see green lines in Figure 3.6 ).
Thereby, using (3.21) and the fact that the flux through the edges 1 in the negative direction and 4 is
in positive direction (increasing cell indices direction) then: f i+1,j1
f i+1,j4
 = Gi+1,j
 −(Ū1 − Ui+1,j)
Ū4 − Ui+1,j
 = Gi+1,j
 Ui+1,j − Ū1
Ū4 − Ui+1,j
 . (3.25)
Similarly, to compute the fluxes through the half edges 2 and 4 of the control volume Ci+1,j+1, we will














Figure 3.7: Triangle in an interaction volume




a1(Ū1 − Ui+1,j+1) + a2(Ū4 − Ui+1,j+1)
]
. (3.26)
Since the triangles x4x̄2x̄4 and x4x̄2x̄4 are all contained in the control volume Ci+1,j+1 and U is constant
over the control volume then the expression of the gradient ∇U over the triangle x4x̄2x̄4 is the same
over the x0x̄2x̄4.
Thereby, using (3.21) and the fact that the fluxes through the edges 2 and 4 in the negative direction














 Ui+1,j+1 − Ū2
Ui+1,j+1 − Ū4
 . (3.27)
Furthermore, to compute the fluxes through the half edges 2 and 3 in the control volume Ci,j+1,














Figure 3.8: Triangle in an interaction volume





a1(Ū2 − Ui,j+1) + a2(Ū3 − Ui,j+1)
]
. (3.28)
Since the triangles x3x̄3x̄2 and x0x̄3x̄2 are all contained in the control volume Ci,j+1 and U is constant
over the control volume then the expression of the gradient ∇U (3.28) over the triangle x3x̄3x̄2 is the
same over the triangle x0x̄3x̄2.
Thereby, using (3.21) and the fact that the flux through the edge 2 is in the positive direction and
the flux through the half edge 3 is in the negative direction ( opposite of the increasing cell indices
direction) lead to f i,j+12
f i,j+13
 = Gi,j+1






 Ū2 − Ui,j+1
Ui,j+1 − Ū3
 . (3.29)


























11(Ū1 − Uij) + g
ij
12(Ū3 − Uij),= −g
i+1,j
11 (Ū1 − Ui+1,j) + g
i+1,j
12 (Ū4 − Ui+1,j),
f2 = −gi+1,j+111 (Ū2 − Ui+1,j+1)− g
i+1,j+1
12 (Ū4 − Ui+1,j+1) = g
i,j+1
11 (Ū2 − Ui,j+1)− g
i,j+1




21 (Ū2 − Ui,j+1)− g
i,j+1
22 (Ū3 − Ui,j+1) = g
ij
21(Ū1 − Uij) + g
ij
22(Ū3 − Uij),
f4 = −gi+1,j21 (Ū1 − Ui+1,j) + g
i+1,j
22 (Ū4 − Ui+1,j) = −g
i+1,j+1
21 (Ū2 − Ui+1,j+1)− g
i+1,j+1





















We can rewrite (3.31) under the following form, using the left-hand side of each equality sign






















12 0 0 0
0 0 0 gi+1,j+111 + g
i+1,j+1
12
0 0 −gi,j+121 + g
i,j+1
22 0





Using the right-hand side of each equality sign of equation (3.31), one can write :



































































Thereby, V may be eliminated by solving (3.33) with respect to V. By substituting V = A−1BU in
(3.32), the flux through the half edges 1,2,3 and 4 inside the interaction volume Rij is given by
f = T ijU , i, j = 1, 2, . . . , N + 1, (3.34)
with
T ij = Cij [Aij ]−1Bij + F ij , (3.35)
where T ij is called the transmissibility matrix of the interaction volume Rij .
Remark 3 We should notice that at this point, to calculate the flux through an half edge of a control
volume, we need to know the interaction volume to which it belongs and its position (position 1,2,3 or
4) in this interaction volume (see Figure 3.4).
3.2.3 Flux through edges of a control volume
Let us recall that the Multi-Point Flux Approximation method is used to approximate the integral






















where E ,N ,W and S denote respectively the eastern, northern, western and southern of edge a






































Figure 3.9: Control volume
We may notice that for calculating the flux through all the the edges of a control volume, we need
to consider 4 interaction volumes (see Figure 3.9 ).
Flux Ef












Figure 3.10: Eastern edge of a control volume
The lower eastern half edge is contained in the interaction volume Ri+1,j and it is in position 2 in the






21 Ui,j−1 + T
i+1,j
22 Ui+1,j−1 + T
i+1,j
23 Uij + T
i+1,j
24 Ui+1,j .
Similarly, the upper eastern half edge is contained in the interaction volume Ri+1,j+1 and it is in





11 Uij + T
i+1,j+1
12 Ui+1,j + T
i+1,j+1
13 Ui,j+1 + T
i+1,j+1
14 Ui+1,j+1.
Finally the flux through the eastern edge of the control volume Cij will be the addition of Ef ijd and
Ef
ij







= T i+1,j21 Ui,j−1 + T
i+1,j
22 Ui+1,j−1 + T
i+1,j
23 Uij + T
i+1,j
24 Ui+1,j + T
i+1,j+1
11 Uij
+T i+1,j+112 Ui+1,j + T
i,j




ij = (T i+1,j+111 + T
i+1,j








+T i+1,j+113 Ui,j+1 + T
i+1,j















Figure 3.11: Northern edge of a control volume
Besides, the left northern half edge is contained in the interaction volume Ri,j+1 and it is position 4





41 Ui−1,j + T
i,j+1
42 Uij + T
i,j+1
43 Ui−1,j+1 + T
i,j+1
44 Ui,j+1.
The right northern half edge of the control volume Cij is contained in the interaction volume Ri+1,j+1





31 Uij + T
i+1,j+1
32 Ui+1,j + T
i+1,j+1




then the flux N f
ij through the northern edge of the control volume Cij , is given by
N f
ij = N f
ij
lf + N f
ij
r
= T i,j+141 Ui−1,j + T
i,j+1
42 Uij + T
i,j+1
43 Ui−1,j+1 + T
i,j+1
44 Ui,j+1 + T
i+1,j+1
31 Uij
+T i+1,j+132 Ui+1,j + T
i+1,j+1




ij = (T i+1,j+131 + T
i,j+1
42 )Uij + T
i+1,j+1




+(T i+1,j+133 + T
i,j+1
44 )Ui,j+1 + T
i,j+1
















Figure 3.12: Western edge of a control volume
The lower western half edge is contained in the interaction volume Rij and it is in position 2, then by









23 Ui−1,j + T
ij
24Uij .
The upper western half edge is contained in the interaction volume Ri,j+1 and it is in position 1, so





11 Ui−1,j + T
i,j+1
12 Uij + T
i,j+1
13 Ui−1,j+1 + T
i,j+1
14 Ui,j+1.
Thus the flux Wf

















+T i,j+112 Uij + T
i,j+1








14 Ui,j+1 + T
i,j+1





















Figure 3.13: Southern edge of a control volume
The left southern edge is contained in the interaction volume Rij and it is in position 4 in the












The right southern half edge is contained in the interaction volume Ri+1,j and it is in position 3 in





31 Ui,j−1 + T
i+1,j
32 Ui+1,j−1 + T
i+1,j
33 Uij + T
i+1,j
34 Ui+1,j .
Thus the flux Sf

















+T i+1,j32 Ui+1,j−1 + T
i+1,j



















Remark 4 Let us remember that all the fluxes in the previous paragraph have been calculated in the
direction of the increasing cell indices. Thereby, to take in account the outward normal vector direction,
the fluxes through the western Wf and southern Sf edge of a control volume will be counted negatively.
Therefore, for i, j = 1, 2, . . . , N , the outflux F ij through the edges of the control volume Cij is given
by:
F ij = Ef ij + N f ij −Wf ij − Sf ij .
Thereby, we have
Fij = Ef ij + N f ij −Wf ij − Sf ij
=
(
(T i+1,j+111 + T
i+1,j




24 )Ui+1,j + T
i+1,j+1
14 Ui+1,j+1
+T i+1,j+113 Ui,j+1 + T
i+1,j






(T i+1,j+131 + T
i,j+1
42 )Uij
+T i+1,j+132 Ui+1,j + T
i+1,j+1















14 Ui,j+1 + T
i,j+1
13 Ui−1,j+1


























Finally, for i, j = 1, ..., N , the outflux F ij , through the edges of the control volume Cij , is given by
F ij = aijUij + bijUi+1,j + cijUi+1,j+1 + dijUi,j+1 + eijUi−1,j+1 + αijUi−1,j + βijUi−1,j−1









































































Let us notice that for the control volumes near to the boundary of the our domain, some terms
from the boundary conditions will be involved in (3.41) .
Hence (3.11) becomes
F = AmpU + Fmp, (3.42)
where Amp is a N

















































. . . 0N
...
. . . YN−1 WN−1 XN−1
0N . . . . . . . . . . . . 0N YN WN

,
with 0N is N × N null matrix , Wi, Yi, Xi are tridiagonal matrices, and Fmp is a N2 vector coming
from the boundary. The structure of the diffusion matrix Amp can be viewed in Figure 3.14
Figure 3.14: Structure of diffusion matrix coming from standard MPFA
76
In the next Section, the convection term will be discretized using the upwind 1st order and 2nd
order methods.
3.3 Upwinds methods





 (r − σ21 − 12ρσ1σ2)x
(r − σ22 − 12ρσ1σ2)y
 ,
will be approximated using the upwind methods (1st and 2nd order ). We start by applying the







(f · U) · ~ndC, (3.43)
with ~n an outward unit normal vector. Since our control volume Cij has four edges, then we have




















where Eij ,Nij ,Wij and Sij are respectively the eastern, northern, western and southern edges of the
control volume Cij and ~nE , ~nN , ~nW , ~nS are respectively the normal outward vector to the eastern,
northern, western and southern edges of the control volume Cij .
3.3.1 First order upwind method
The first order upwind method discussed in [LeVeque, 2004, chapter 4.8] will be applied to eval-
uate the second term of (3.8).
Iij is calculated by summing up the flux through the edges of the control volume Cij .
The flux through an edge using the first order upwind will depend on the sign of f · ~n on this edge. If
the sign of f · ~n is positive, Uij will be used to approximate (f · ~nU) otherwise we will use the value
of U in other side of the edge. This procedure is detailed in following paragraphs.
Flux through the eastern edge of control volume Cij , i, j = 1, . . . , N
.















Figure 3.15: Eastern edge of a control volume
then, according the upwind method we have :
fE = (f.~nE)U =

fxUij if fx ≥ 0,





Uij if fx ≥ 0,
Ui+1,j if fx < 0.
(3.46)























































Flux through the western edge of the control volume Cij, for i, j = 1, ..., N .




 = −~nE . (3.49)
Using the similar approach as in the case of the eastern edge of the control volume Cij , we get
IijW = γj
[

















Figure 3.16: Northern edge of a control volume










Then, according the upwind method we have :
fN = (f.~nN )U =

fyUij if fy ≥ 0,






Uij if fy ≥ 0,
Ui,j+1 if fy < 0.
(3.53)























































Flux through the southern edge of the control volume Cij , for i, j = 1, ..., N




 = −~nN . (3.56)
Using the similar approach as in the case of the northern edge of the control volume Cij , we get
IijS = ki
[










Therefore, the outflux through the edges of the control volume Cij ∀i, j = 1, . . . , N is
80





























max(f j−1ν , 0)Ui,j−1 + min(f j−1ν , 0)Uij
)]














y , 0)Ui,j+1 + γj min(f ix, 0)Ui+1,j
Iij = εijUi−1,j + µijUi,j−1 + ΩijUij + φijUi,j+1 + ΨijUi+1,j , (3.58)
where
εij = −γj max(f i−1x , 0), µij = −ki max(f j−1y , 0),
Ωij = γj
(




max(f jy , 0)−min(f j−1y , 0)
)
,
φij = ki min(f
j
y , 0), Ψij = γj min(f
i
x, 0).
Equation (3.58) leads to a system of equations which can be written as follows:
I = AupU + Fup, (3.59)










































. . . QN−2 HN−2 PN−2 0N
...
. . . QN−1 HN−1 PN−1
0N . . . . . . . . . 0N QN HN

,
with 0N is N ×N zeros matrix, Hi is a tridiagonal matrix, Pi, Qi are diagonal matrices and Fup is a
vector coming from the boundary conditions. Therefore, combining the O−MPFA method (3.41)















where AL is a diagonal matrix of size N
2 × N2 coming from the discretisation of (3.10). The di-
agonal elements of AL are Aii = hiliλ with λ given in (3.4). The matrix L is also a diagonal matrix
of size N2 ×N2 whose diagonal elements are Lii = hili for i = 1, . . . , N2.
3.3.2 Second order upwind method
For computing the different integral above, we are going to use the upwind method to approximate
the term (fU).~n, afterwards we will integrate this approximation over the corresponding face on the
boundary of the control volume Cij .
Integral over the eastern face of the control volume Cij for i, j = 3, ..., N − 2










Then, according the upwind method we have:




2 if fx ≥ 0,
fx
3Ui+1,j−Ui+2,j






2 if fx ≥ 0,
3Ui+1,j−Ui+2,j
2 if fx < 0.
(3.63)













































max(f i+1x , 0)Uij −
1
2
max(f i+1x , 0)Ui−1,j +
3
2
min(f i+1x , 0)Ui+1,j −
1
2











Integral over the western edge of the control volume Cij
for i, j = 2, ..., N − 1




 = −~nE . (3.65)
Using a similar approach to the case of the eastern edge of the control volume Cij , we get:




max(f ix, 0)Ui−1,j −
1
2
max(f ix, 0)Ui−2,j +
3
2













Integral over the northern edge of the control volume Cij
for i, j = 2, ..., N − 1










Then, according the upwind method we have:
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fN = (f.~nN )U =

fyUij if fy ≥ 0,






2 if fy ≥ 0,
3Ui,j+1−Ui,j+2
2 if fy < 0.
(3.69)












































max(f j+1y , 0)Uij −
1
2
max(f j+1y , 0)Ui,j−1, +
3
2
min(f j+1y , 0)Ui,j+1 −
1
2











Integral over the southern edge of the control volume Cij
for i, j = 2, ..., N − 1




 = −~nN . (3.71)
Using a similar approach as in the case of the northern edge of the control volume Cij , we get:




max(f jy , 0)Ui,j−1 −
1
2
max(f jy , 0)Ui,j−2 +
3
2
min(f jy , 0)Uij −
1
2











Therefore, the outflux through the edges of the control volume Cij , for i, j = 1, . . . , N is given by













max(f i+1x , 0)Uij −
1
2
max(f i+1x , 0)Ui−1,j +
3
2
min(f i+1x , 0)Ui+1,j −
1
2








max(f j+1y , 0)Uij −
1
2
max(f j+1y , 0)Ui,j−1, +
3
2
min(f j+1y , 0)Ui,j+1 −
1
2








max(f ix, 0)Ui−1,j −
1
2
max(f ix, 0)Ui−2,j +
3
2











max(f jy , 0)Ui,j−1 −
1
2
max(f jy , 0)Ui,j−2 +
3
2
min(f jy , 0)Uij −
1
2
min(f jy , 0)Ui,j+1
)]
























































































For the control volumes near the boundary of the study domain, the first order upwind method is
used for the approximation of the flux through edges directly connected to the boundary. Equation
(3.73) leads to a system of equations which can be written as:



























K1 R1 G1 0N . . . . . . 0N
S2 K2 R2 G2
. . .
...








. . . 0N
...
. . . HN−2 SN−2 KN−2 RN−2 GN−2
...
. . . HN−1 SN−1 KN−1 RN−1
0N . . . . . . 0N HN SN KN

,
where Ki is penta-diagonal matrice and Ri, Gi, Si, ki are diagonal matrices. F2up is a vector coming
from the boundary conditions.















where AL is a diagonal matrix of size N
2×N2 coming from the discretisation of (3.10). The diagonal
elements of AL are Aii = kiliλ, with λ given in (3.4). The matrix L is also a diagonal matrix of size
N2 ×N2 whose diagonal elements are Lii = kili for i = 1, . . . , N2.
Figure 3.17: Structure of the advection matrix using the 2ndorder upwind
As we said previously, when the stock price approaches zero, the ellipcity conidtion (1.29) is not
satisfied. The PDE is then degenerate. To overcome the degeneracy, we apply the fiited finite volume
method in the degeneracy region DR defined as:
DR =
(
[0, x1]× [0, ymax]
)⋃(




3.4 Fitted Multi-Point Flux Approximation
The fitted Multi-Point Flux Approximation is a combination of the fitted finite volume method (see
Huang et al. [2006, 2009]) and the Multi-Point Flux Approximation method. The fitted finite volume
helps to deal with the degeneracy of the PDE (3.2). We approximate simultaneously the diffusion
term and the convection term in the degeneracy region by solving a two-points boundary problem. In
the region where the PDE is not degenerated, we apply the standard Multi-point flux approximation
to the diffusion term as described in the previous Section.
Let us set
k(U) = ∇ · (M∇U + fU), (3.77)
where M and f are defined in (3.4). Thereby, we have the following decomposition over a control


































































































with ~n is the outward unit normal vector, m11,m12,m21,m22 the coefficients of the matrix M and p, q
coefficients of vector f defined in (3.4).
In their work, Huang et al. [2006, 2009] showed how the fitted finite volume method is used to
approximate each of the integral in (3.78).
3.4.1 Fitted Finite volume method in the degeneracy region
Following Huang et al. [2006], the fitted finite volume method is used to approximate the flux through
the edges which are effectively in the degeneracy region especially the western edge of the control
volume C1,j for j = 1, . . . , N and the southern edge of the control volume Ci,1 for i = 1, . . . , N .
Flux through the western edge of a control volume C1,j forj = 1, . . . , N .





























































































with a = 12σ
2
1 , b = r − σ21 − 12ρσ1σ2 and d =
1
2ρσ1σ2y.
We want to approximate
g(U) = ax∂U
∂x
+ bU , (3.79)




ax ∂v∂x + bv
)′
= K1,
v(0, yj) = U0,j v(x1, yj) = U1,j .
(3.80)
By solving this problem, we obtain
88






























































































































Flux through the southern edge of a control volume Ci,1, i = 1, . . . , N
(xi, y1)
Figure 3.19: Southern edge in a degeneracy region


























































































with e = 12σ
2
2 , k = r − σ22 − 12ρσ1σ2 and h
′ = 12ρσ1σ2x.








ey ∂v∂y + kv
)′
= K1,
v(xi, 0) = Ui,0 v(xi, y1) = Ui,1.
(3.82)
By solving this problem, we obtain
































































































Furthermore, the flux through edges which are not in degeneracy region will be approximated using
the MPFA method for the diffusion term and the upwind method for the advection term. Thereby,























T 2,j+111 + T
2,j













U2,j + T 2,j+114 U2,j+1 + T
2,j+1
13 U1,j+1
+T 2,j21 U1,j−1 + T
2,j
22 U2,j−1. (3.84)























T 2,j+131 + T
1,j+1




U1,j + T 2,j+132 U2,j
+T 2,j+134 U2,j+1 +
(
T 2,j+133 + T
1,j+1





+T 1,j+143 U0,j+1 + T
1,j+1
41 U0,j . (3.85)























T 2,j33 + T
1,j




U1,j + T 2,j34 U2,j
+
(
T 2,j31 + T
1,j




U1,j−1 + T 2,j32 U2,j−1
+T 1,j43 U0,j + T
1,j
41 U0,j−1. (3.86)
Similarly, using (3.38) and (3.54), the flux through the northern edge of a control volume Ci,1,






















T i+1,231 + T
i,2




Ui,1 + T i+1,232 Ui+1,1
+T i+1,234 Ui+1,2 +
(
T i+1,233 + T
i,2





+T i,243 Ui−1,2 + T
i,2
41 Ui−1,1. (3.87)
In the same way, using (3.37) and (3.47), the flux through the eastern edge of a control volume























T i+1,211 + T
i+1,1







T i+1,212 + T
i+1,1





+T i+1,214 Ui+1,2 + T
i+1,2
13 Ui,2 + T
i+1,1




Finally, the flux through the western edge of the control volume Ci,1 , i = 1, . . . , N , using (3.39) and






















T i,212 + T
i,1









T i,211 + T
i,1




Ui−1,1 + T i,121 Ui−1,0
+T i,122 Ui,0. (3.89)
Let us recall that we aim to approximate the integral of k(U) (see (3.77)) by following the decompo-
sition of this integral given in (3.78).
3.4.2 Flux through edges of control volume in the degeneracy region
The control volumes C11, C1,j j = 2, . . . , N , and Ci,1, i = 2, . . . , N , have at least one edge which is fully
in the degeneracy region. The flux through the edges of these control volumes will be approximated
either by the fitted finite volume method or the combination of the O-MPFA method and the upwind
methods (1st and 2nd order).
Fitted MPFA-1st order upwind
we call fitted MPFA- 1st order upwind the combination of the fitted finite volume method and the







Figure 3.20: Control volume C11
As we can see on Figure 3.20, the western and the southern edge are in the degeneracy region.










































































































42 + γ1 max(f
2


























































γ1x1(a− b), r111 = T 2121 +
1
4
k1y1(e− k), s111 = T 2122 .
For the control volume C1,j , j = 2, . . . , N , only the western edge is in the degeneracy region; thereby
93
using (3.81), (3.86), (3.84) and (3.85), the outflux through the edges of the control volume C1,j ,




































































































∇k(U) ≈ a11,jU1,j + bb1,jU2,j + c11,jU2,j+1 + d11,jU1,j+1 + γ11,jU1,j−1 + λ11,jU2,j−1

























x , 0) + h1 max(f
j+1









34 + lj min(f
2

























42 − h1 max(f
j


















ljx1(a− b), Υ11,j = −T
1,j
41 .
For the control volume Ci,1, i = 2, . . . , N , only the southern edge is in degeneracy area; thereby, using







































































































∇k(U) ≈ a1i,1Ui,1 + b1i,1Ui+1,1 + c1i,1Ui+1,2 + d1i,1Ui,2 + e1i,1Ui−1,2 + α1i,1Ui−1,1 + t1i,1Ui−1,0























































14 + hi min(f
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y1hi(e− k), s1i,1 = T
i+1,1
22 .
As we already mentioned, for the control volumes which are not in the degeneracy region, we use the
multi-Point flux approximation to approximate the diffusion term and the upwind methods (first and




























with F the vector of boundary conditions, AL is a diagonal matrix of size N
2 ×N2 coming from the
discretisation of (3.10). The elements of AL are hiljλ with λ given in (3.4). The matrix L is also a
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diagonal matrix of size N2 ×N2 whose diagonal elements are hilj for i, j = 1, . . . , N and
Z =























. . . 0N
...
. . . LN−1 DN−1 KN−1
0N . . . . . . . . . . . . 0N LN DN

.
The fitted matrix Z uses the first order upwind method. The matrices Di,Ki, Li are tri-diagonal
matrices defined as follows. For i = 1, N
k = 1, . . . , N, (Di)kk = a
1
1,k, k = 1, . . . , N − 1 (Di)k,k+1 = d11,k,
k = 2, . . . , N, (Di)k,k−1 = γ
1
1,k,
k = 1, . . . , N, (K1)kk = b
1
1,k, k = 1, . . . , N − 1 (K1)k,k+1 = c11,k,
k = 2, . . . , N (K1)k,k−1 = λ
1
1,k,
(LN )11 = α
1
N,1, (LN )12 = e
1
N,1,
k = 2, . . . , N (LN )kk = αN,k + εN,k, k = 1, . . . , N − 1 (LN )k,k+1 = eN,k,
k = 2, . . . , N (LN )k,k−1 = βN,k,
For i = 2, . . . , N − 1,
(Di)11 = a
1
i,1 ; (Di)12 = d
1
i,1; (Ki)11 = b
1
i,1 ; (Ki)12 = c
1
i,1, (Li)11 = αi,1, (Li)12 = e
1
i,1,
k = 2, . . . , N (Di)kk = ai,k + Ωi,k, (Ki)kk = bi,k + ψi,k, (Li)kk = αi,k + εi,k,
k = 2, . . . , N − 1, (Di)k,k+1 = di,k + φi,k, (Ki)k,k+1 = ci,k, (Li)k,k+1 = ei,k,
k = 2, . . . , N, (Di)k,k−1 = γi,k + µi,k, (Ki)k,k−1 = λi,k, (Li)k,k−1 = βi,k,












i,j are defined in (3.90),(3.91),(3.92) and the others
elements are defined in (3.41) and (3.58).
Fitted MPFA-2nd order upwind
As discussed in the previous paragraph, the fitted MPFA-2nd order upwind is the combination of the
fitted finite volume method and the MPFA method coupled to the 2nd order upwind method described
in Section 3.3.2.
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with G the vector of boundary conditions, AL is a diagonal matrix of size N
2 ×N2 coming from the
discretisation of (3.10). The elements of AL are hiljλ with λ given in (3.4). The matrix L is also a
diagonal matrix of size N2 ×N2 whose elements are hilj for i, j = 1, . . . , N and
Y =

H1 P1 0N 0 . . . . . . . . . 0N 0N
Q2 H2 P2 R2 0N 0N
W3 Q3 H3 P3 R3 0N
...























. . . 0N
. . . WN−2 QN−2 HN−2 PN−2 RN−2
...
. . . WN−1 QN−1 HN−1 Pi,N−1
0N . . . . . . . . . . . . 0N 0N QN HN

.
The elements of matrix Y are matrices. Indeed 0N is a zeros matrix of size N × N . The matrices
Hi, Pi, Q are tri-diagonal matrices and Wi, Ri are diagonal matrices defined as follows:
(H1)11 = a
1
11 (H1)12 = d
1
11, (P1)11 = b
1
11, (P1)12 = c
1
11;
k = 2, . . . , N (H1)kk = a
1
1,k, k = 2, . . . , N − 1 (H1)k,k+1 = d11,k, k = 2, . . . , N (H1)k,k−1 = γ11,k;
k = 2, . . . , N, (P1)kk = b
1
1,k, k = 2, . . . , N − 1, (P1)k,k+1 = c11,k, k = 2, . . . , N (P1)k,k−1 = λ11,k;




i,1, (Hi)12 = d
1
i,1, (Pi)11 = b
1
i,1 + ∆i,1, (Pi)12 = c
1
i,1, (Qi)11 = αi,1 + ηi,1, (Qi)12 = e
1
i,1;
k = 2, . . . , N, (Hi)kk = ai,k + Ωi,k, (Pi)kk = bi,k + ∆i,k, (Qi)kk = αi,k + ηi,k;
k = 2, . . . , N − 1, (Hi)k,k+1 = di,k + φi,k, (Pi)k,k+1 = ci,k, (Qi)k,k+1 = ei,k;
k = 2, . . . , N, (Hi)k,k−1 = λi,k + µi,k, (Pi)k,k−1 = λi,k, (Qi)k,k−1 = βi,k;
k = 2, . . . , N − 2, (Hi)k,k+2 = Ψi,k, k = 3, . . . , N (Hi)k,k−2 = κi,k;
and
(Ri)kk = Πik, i = 2, . . . , N − 2, k = 2, . . . , N − 1,
(Wi)kk = εik, i = 3, . . . , N − 1, = 2, . . . , N − 1,












i,j are defined (3.90),(3.91),(3.92), and the others
elements are defined in (3.41) and (3.73).
Figure 3.23: Structure of the fitted MPFA matrix using the 2nd order upwind
3.5 Time discretization




= AU + F.


















I + (1− θ)∆τA
)






U11(τn) U12(τn) . . . U1N (τn) U21(τn) . . . U2N (τn) . . . UN,1(τn) . . . . . . UNN (τn)
]T
,
Fn = F (τn), τn = n∆τ.
3.6 Numerical experiments
In this Section, we perform some numerical simulations and compare different numerical schemes
developed in this work. More precisely, we compare the novel fitted MPFA method combined to the
upwind methods, first order (fitted MPFA-1st upw) and second order (fitted MPFA-2nd upw), with
the fitted finite volume method by Huang et al.[2006] and the standard MPFA method combined to
the upwinds methods, first order (MPFA-1st upw) and second order ( MPFA-2nd upw). The analytical
solution of the PDE (3.2) is well known and given as
































































and illustrated in Figure (3.24) below
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Figure 3.24: Analytical solution for the price at final T. The computational domain of the problem is
Ω = [0; 300]× [0; 300]× [0, T ] with T = 1/12, K = 100, the volatilities σ1 = σ2 = 0.3. The correlation
coefficent is ρ = 0.5, the risk free interest r = 0.03 and ∆τ = 1/100.
Note that in all our nuemrical schemes, the Dirichlet boundary conditions are used with the value
equal to the analytical solution. The graphs of options price with differents methods are given in
Figure (3.25) and Figure (3.26) below
(a) MPFA-upwind 1st order (b) MPFA-upwind 2nd order
Figure 3.25: Option price for MPFA-upwind methods at final time T. The computational domain of
the problem is Ω = [0; 300]× [0; 300]× [0, T ] with T = 1/12, K = 100, the volatilities σ1 = σ2 = 0.3.
The correlation coefficent is ρ = 0.5, the risk free interest r = 0.03 and ∆τ = 1/100.
(a) fitted MPFA-upwind 1st order (b) fitted MPFA-upwind 2nd order
Figure 3.26: Option price for fitted MPFA-upwind methods at final time T. The computational domain
of the problem is Ω = [0; 300]× [0; 300]× [0, T ] with T = 1/12, K = 100, the volatilities σ1 = σ2 = 0.3.
The correlation coefficent is ρ = 0.5, the risk free interest r = 0.03 and ∆ = 1/100.
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In this paragraph, we consider the four numerical methods illustrated in the previous sections and
the fitted finite volume Huang. We evaluate the error of these numeircal method with respect to the











where U is the numerical solution, Uana the analytical solution and meas(Cij) is the measure of
the control volume Cij . This gives the following tables:
Table 3.1: Table of errors.The computational domain of the problem is Ω = [0; 300]× [0; 300]× [0, T ]
with T = 1/6, K = 100, the volatilities σ1 = σ2 = 0.3. The correlation coefficent is ρ = 0.5, the risk
free interest r = 0.1 and ∆τ = 1/100.
hhhhhhhhhhhhhhhhNb of grid pts
Num method
Fitted fin vol MPFA-1st upw MPFA-2nd upw fitted MPFA-1st upw fitted MPFA -2nd upw
50× 50 0.0134 0.0060 0.0059 0.0060 0.0060
70× 70 0.0133 0.0044 0.0044 0.0044 0.0044
85× 85 0.0132 0.0037 0.0037 0.0037 0.0037
100× 100 0.0132 0.0032 0.0032 0.0032 0.0032
150× 150 0.0131 0.0024 0.0023 0.0023 0.0023
Table 3.2: Table of errors.The computational domain of the problem is Ω = [0; 300]× [0; 300]× [0, T ]
with T = 1/6, K = 100, the volatilities σ1 = σ2 = 0.3. The correlation coefficent is ρ = 0.5, the risk
free interest r = 0.08 and ∆τ = 1/100.
hhhhhhhhhhhhhhhhNb of grid pts
Num method
Fitted fin vol MPFA-1st upw MPFA-2nd upw fitted MPFA-1st upw fitted MPFA -2nd upw
50× 50 0.0134 0.0060 0.0059 0.0060 0.0060
100× 100 0.0104 0.0056 0.0055 0.0056 0.0055
150× 150 0.0131 0.0056 0.0055 0.0056 0.0055
Table 3.3: Table of errors.The computational domain of the problem is Ω = [0; 300]× [0; 300]× [0, T ]
with T = 1/6, K = 100, the volatilities σ1 = σ2 = 0.3. The correlation coefficent is ρ = 0.5, the risk
free interest r = 0 and ∆τ = 1/100.
hhhhhhhhhhhhhhhhNb of grid pts
Num method
Fitted fin vol MPFA-1st upw MPFA-2nd upw fitted MPFA-1st upw fitted MPFA -2nd upw
100× 100 0.0152 0.0239 0.0235 0.0240 0.0229
150× 150 0.0151 0.0231 0.0228 0.0232 0.0229
Table 3.4: Table of errors.The computational domain of the problem is Ω = [0; 4]× [0; 4]× [0, T ] with
T = 2, K = 1, the volatilities σ1 = σ2 = 1. The correlation coefficent is ρ = 0.3, the risk free interest
r = 0.5 and ∆τ = 1/100.
hhhhhhhhhhhhhhhhNb of grid pts
Num method
Fitted fin vol MPFA-1st upw MPFA-2nd upw fitted MPFA-1st upw fitted MPFA -2nd upw
50× 50 0.01208 0.0631 0.0669 0.0623 0.0659
150× 150 0.01203 0.0572 0.0648 0.0559 0.0629
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Table 3.5: Table of errors.The computational domain of the problem is Ω = [0; 4]× [0; 4]× [0, T ] with
T = 2, K = 1, the volatilities σ1 = σ2 = 1. The correlation coefficent is ρ = 0.3, the risk free interest
r = 0.5 and ∆τ = 1/10.
hhhhhhhhhhhhhhhhNb of grid pts
Num method
Fitted fin vol MPFA-1st upw MPFA-2nd upw fitted MPFA-1st upw fitted MPFA -2nd upw
50× 50 0.01196 0.0562 0.0643 0.0555 0.0624
100× 100 0.01201 0.0626 0.0664 0.0618 0.0654
As we can observe in Table 3.1-3.5, the errors from our fitted MPFA and MPFA methods are
smaller compared to those of fitted finite volume in Huang et al. [2006]. We can also note that when
r become smaller, the gaps between the errors of the fitted finite volume in Huang et al. [2006] and
our fitted MPFA and MPFA methods reduce.
Conclusion
In this Chapter, we have presented the Multi-Point Flux Approximation (MPFA) to approximate
the diffusion term of Black-Scholes Partial Differential Equation in its divergence form. The MPFA
method coupled with the upwind methods (first and second order) have been used to solve numerically
the Black-Scholes PDE.
To handle the degeneracy of the Black Scholes PDE, we have proposed a novel method based on a
combination of the MPFA method and the fitted finite volume by Huang et al. [2006]. Besides, it is
important to mention that the one dimensional version of the MPFA method is the TPFA method
introduced in the previous Chapter. Thereby, the convergence proof for the MPFA will use similar
arguments as in the case of the TPFA methods.
Moreover, we performed some numerical simulations which show that our fitted MPFA method coupled
with the first or second order upwinding methods are more accurate than the fitted finite volume
method Huang et al. [2006].
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Chapter 4
A L-Multi-Point Flux Approximation
method and a fitted L-Multi-point
Flux Approximation method for
pricing two dimensional options
In this Chapter, we introduce a special kind of finite volume method called Multi-Point Flux Approx-
imation method (MPFA) to price European and American options in two dimensional domain. We
focus on the L-MPFA method for space discretization of the diffusion term of Black-Scholes operator.
The degeneracy of the Black Scholes operator is tackled using the standard fitted finite volume method.
This combination of standard fitted finite volume method and L-MPFA method coupled to upwind
methods gives us a novel scheme called the fitted L-MPFA method. Numerical experiments show the
accuracy of the novel fitted L-MPFA method comparing to the O-MPFA methods presented in the
previous chapter and well known schemes for pricing options. This Chapter is part of the preprint
that can be found in Koffi and Tambue [2019b]
4.1 Introduction
In finance, there exist two main types of options which are European and American options. European
options are options that can be exercised only at expiry date while American options can be exercised
anytime before the expiry date. This flexibility of exercising American options leads to solve an
optimal stopping time problem in the Black-Scholes framework which incorporate the early exercise.
Many studies focused on the pricing problem of American options were conducted and the linear
complementary problem approach was quite popular for pricing American options (see Kovalov et al.
[2007], Topper [2005], Wang et al. [2006], Zhang et al. [2009]). This approach brings us to solve linear
complementary problem stated as follows (see Topper [2005]):

LU ≥ 0,
























with r is the risk-free interest, t is the time to maturity T, U is the option value at time t, U? is the
payoff. For i, j = 1, . . . , n, xi represents the asset i price, σi represents the volatility of asset i, ρij
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represents the correlation between the assets i and j. Furthermore, Wang et al. [2006] proposed a
power penalty method to solve the linear complementary problem for pricing American options. The







where η is penalty parameter and k is the power of the method. Let us notice that, when we take the
penalty parameter η = 0 in (4.3), we get the Black-Scholes Equation for pricing European options,
with the operator L defined in (4.2). However, the power penalty problem (4.3) can not be solved
analytically, therefore numerical methods are required for its resolution. Nevertheless, the Black-
Scholes operator (4.2) is degenerated when the stock price approaches zero. This degeneracy can affect
the accuracy of the numerical method used for the resolution. To tackle this problem, several methods
have been proposed. The fitted finite volume method, proposed by S.Wang in Wang [2004] whereby
a rigorous proof of convergence is provided, appears to be more attractive. Moreover, the fitted finite
volume method has been used for the resolution of the two dimensional second order Black Scholes
PDE followed by the convergence proof in Huang et al. [2006]. In spite of the fact that the fitted finite
volume methods perform well for the resolution of the Black-Scholes PDE, they are only of order 1
with respect to asset price variable. Besides, the fitted O-Multi-Point Flux Approximation (O-MPFA)
method has been proposed in Chapter 3 to overcome the degeneracy problem of the Black-Scholes
PDE. It has been shown that the O-MPFA is more accurate than the classical fitted finite volume
method by Wang [2004]. However, the O-MPFA is computationally heavy, 9 points stencil method,
and for more general grids, the convergence rate of the O-MPFA method may reduce (see Aavatsmark
[2007]). In this Chapter, we focus on the L-MPFA method which is based on the approximation of a
linear function gradient defined over a given triangle and the continuity of flux through the edges of
this triangle.
Indeed, the L-MPFA method is a 7 points stencil method while the O-MPFA is a 9 points stencil
method. This shows that the O-MPFA method can be computationally more expensive than the L-
MPFA method. Moreover, for more general grids, the order reduction in convergence rate is larger for
the O-MPFA than the L-MPFA (see Aavatsmark [2002]). Thereby, to approximate the solution of the
second order Black-Scholes operator, we couple the L-MPFA method with the upwind methods (first
and second order). Besides, the degeneracy of the Black-Scholes operator (4.2) is handled by the fitted
finite volume (see in Wang [2004]) when the stock price is approaching zero. The L-MPFA method
coupled with the upwind methods (1st and 2nd order) is used to approximate the solution of (4.3) when
the Black-Scholes operator is not degenerated. We call fitted L-MPFA method that combination of
the L-MPFA method and the fitted finite volume method. Numerical simulations show that the new
fitted L-MPFA method is more accurate than the fitted O-MPFA method developed in the previous
Chapter and the standard fitted finite volume method developed in Huang et al. [2006].
The Chapter is structured as follows. In Section 2, we present the power penalty problem with
the corresponding initial and boundary conditions. The spatial discretization of the linear operator
is developed in Section 3. Details on the L-MPFA method of the diffusion term discretization are
provided. The convection term is discretized using the upwind methods (1st and 2nd method). At
the end of Section 3, the novel fitted MPFA method is provided. The θ− Euler method is used for
the time discretization method in Section 4. Numerical experiments are presented for the different
numerical methods are presented in Section 5. The conclusions of our study are drawn in the last
Section.
4.2 Formulation of the problem




dx(t) = µ1xdt+ σ1xdW1,
dy(t) = µ2ydt+ σ2ydW2,
dW1(t)dW2(t) = ρdt.
(4.4)
where µi, σi,Wi are respectively the drift, the volatility and the Wiener process governing the stocks
x, y and ρ is the correlation coefficient between the two Wiener processes. As we have already discussed
in Chapter 3, the value of the option U follows the two-dimensional Black-Scholes operator on the























where the initial and boundary conditions for an American put are given by

U(x, y, 0) = U∗(x, y) = max (K − α1x− α2y, 0) ,
U(0, y, t, ) = U(x, 0, t, ) = K,
limx,y−→xmax,ymax U(x, y, t) = 0.
(4.6)
K is the strike price, U∗ is the payoff for basket options, and αi, i = 1, 2, are weights such that
α1 +α2 = 1. However, without a loss of generality, we can transform the non homogeneous boundary
conditions (4.6) into homogeneous Dirichlet boundary conditions by substracting LU0 from both side
of (4.5), with U0 a function satisfying the boundary condition (4.6), and introducing a new variable
V given by











Besides, in order to apply the finite volume method, it is convenient to re-write the Black-Scholes
operator (4.5) in the following divergence form
LV = ∂V
∂t










 , f =
 (r − σ21 − 12ρσ1σ2)x
(r − σ22 − 12ρσ1σ2)y
 ,
λ = 3r + β − σ21 − σ22 − ρσ1σ2.
4.2.1 Linear complementary approach














where L is the operator given by (4.8) , g = eβtLU0, v = −V with V defined in (4.7)








u ∈ H10,ω(Ω) : u ≤ v?
}
. (4.10)
We should notice that G is a closed and convex subset of H10,ω(Ω). The variational formulation
corresponding to the linear complementary problem (4.9) is then given by (see Wang et al. [2006])


























+ λ(v, u), u, v ∈ H10,ω(Ω), (4.12)
is a bilinear form and M,f, λ are defined in (4.8).
Theorem 9 There exists a unique solution in G to problem 3.
Proof of Theorem 8 The proof is similar to the proof of Theorem 2.3 in Wang et al. [2006].
4.2.2 Power penalty approach
Pricing an American option with 2 underlying assets can also lead to solve the following power penalty
problem with homogeneous boundary condition given by
LV + η
[




where the Black-Scholes operator L is defined in (4.8), V is defined in (4.7), η the penalty parameter
and g = LU0. When the penalty parameter η = 0 in (4.13), we get the Black-Scholes Partial Differ-
ential Equation for pricing European options. We formulate the variational problem corresponding to
the power penalty problem (4.13) as follows:

























+ λ(v, u) u, v ∈ H10,ω(Ω) (4.15)
is a bilinear form and M,f, λ are defined in (4.8).
Theorem 10 There exsits an unique solution vη in H
1
0,ω(0, ω) to Problem 4.
Proof of Theorem 9 The proof is similar to the proof of Theorem 3.1 in Wang et al. [2006].
4.2.3 Convergence
Here, we recall an important result about the convergence of the solution of problem 3 to the solution
of Problem 4. We first start by the following lemma.
Lemma 2 Let vη be the solution of Problem 3. If vη ∈ Lp(D), then there exists a positive constant
C, independent of vη and η, such that ∣∣∣∣[vη − v?]+∣∣∣∣Lp(D) ≤ Cηk ,∣∣∣∣[vη − v?]+∣∣∣∣L∞(0,T ;L2(Ω)) + ∣∣∣∣[vη − v?]+∣∣∣∣L2(0,T ;H10,ω(Ω)) ≤ Cηk/2 . (4.16)
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where k is the penalty power, p = 1 + 1/k, and [·]+ = max(·, 0).
Proof of Lemma 2 The proof is similar to the proof of Lemma 3.1 in Wang et al. [2006].
Theorem 11 Let assume that the solution v to Problem 3 is such that
∂u
∂t
∈ Lk+1(D) and assumptions
in lemma 2 are satisfied. Let assume vη be the solution of Problem 4. Then, there exists a constant
C > 0, independant of v, vη, η such that∣∣∣∣v − vη∣∣∣∣L∞(0,T ;L2(Ω)) + ∣∣∣∣v − vη∣∣∣∣L2(0,T ;H10,ω(Ω)) ≤ Cηk/2 . (4.17)
where k is the penalty power.
Proof of Theorem 10 The proof is similar to the proof of theorem 4.1 in Wang et al. [2006].
Our goal in this Chapter is to approximate the value vη. For simplicity vη will be denoted by v.
4.2.4 Finite volume method
Let us consider the domain D = Ω×(0, T ) such that Ω = Ix×Iy where Ix = [0, xmax] and Iy = [0, ymax].
At x = xmax and y = ymax, the linear boundary condition will be applied Huang et al. [2006]. The
intervals Ix and Iy will be subdivided into N without loss the generality, in the following way
Ixi = [xi−1;xi], Iyj = [yj−1; yj ] i, j = 1, ..., N + 1. (4.18)















i, j = 1, ..., N, (4.19)











= x0 = 0, xN+ 3
2
= xN+1 = xmax, y− 1
2
= y0 = 0 , yN+ 3
2
= yN+1 = ymax.








] a control volume associated our
subdivision.
(xi, yj)Cij
Figure 4.1: Control volume
Note that for i, j = 1, . . . , N , the control volume Cij is the area surrounding the grid point (xi, yj).
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Our goal is to approximate the option function v at (xi, yj)
1 by a function denoted V.







Mdxdy, i, j = 1, ..., N, (4.20)










































Now, let us consider the divergence form of equation (4.13). According to the finite volume method,



















V ? − V
]1/k
+
dC = 0. (4.21)
The next Section will be dedicated to spatial discretization of equation (4.21). For the term in the
left hand side of the equality sign and for the last one in the right hand side of (4.21), we use the
































The convection term ∫
Cij
∇(fV)dC, (4.25)
of (4.21) will be approximated using the upwind methods (first or second order). The diffusion term∫
Cij
∇ · (M∇V)dC, (4.26)
of (4.21) will be approximated using the Multi-Point Flux Approximation (MPFA) L-method or
the fitted multi-point flux approximation L- method. More details about these methods will be
given in the next Section.
4.3 Space discretization
The spatial discretization of (4.8) consists in approximating all terms in (4.21) over the control volumes
of the study domain.
1center of the control volume Cij
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4.3.1 Discretization of the diffusion term
Let us start by applying the divergence theorem to the diffusion term (4.26) as follows,




∇ · (Mij∇V) =
∫
∂Cij
(Mij∇V) · ~ndC, (4.27)
where ~n is the outward vector from the control volume.
Now, we can apply the so-called L-Multi-Point Flux Aprroximation(MPFA) method to approx-
imate the integral defined in (4.27).
L -Multi-Point Flux Approximation (L-MPFA) method
The L-MPFA method takes its name from the fact that the curve connecting the three control volume
centres considered for the application of the method, constitutes a stylized ”L”. Here, we follow the
description of the L-method given in Aavatsmark [2002].















































T = νT2 Rν3.
Let’s notice that the matrix R is a rotation of angle −π2 . Thereby the vector ν2 and ν3 have







Figure 4.2: Triangle x1x2x3
Let us called interaction volume Rij a cell grid defined as follows
for i, j = 1, . . . , N + 1, Rij = [xi−1;xi]× [yj−1; yj ]. (4.31)
We denote respectively by x1(xi−1, yj−1), x2(xi, yj−1), x3(xi, yj) and x4(xi−1, yj) the centre of the
control volume Cij , Ci+1,j , Ci,j+1 and Ci+1,j+1. We denote also by x̄1, x̄2, x̄3 and x̄4 the midpoints of
the segment x1x2, x3x4, x1x3 and x2x4. We may notice that an interaction volume Rij is covering an
area in the intersection of the control volumes Cij , Ci+1,j , Ci,j+1 and Ci+1,j+1. An interaction volume
can be divided into 2 triangles such that the half edges 1, 2 are in the triangle T1 = x1x2x3 and the
half edges 3, 4 are in the triangle T2 = x1x3x4 (see Figure 4.3).
















Figure 4.3: Interaction volume
In an interaction volume, we aim to compute the flux through the half edges 1, 2, 3 and 4 (see
Figure 4.3). Thereby, using (4.27), the flux f ijp through the half edge p seen from the centre of the
control volume Cij is expressed as follows:




where np is the vector normal to the half edge p with the same length.














Figure 4.4: Triangle T1
In the triangle T12 = x̄1x2x̄2, using the flux expression (4.32) and following the gradient expres-
sion (4.30) lead to











































T i,j−11 = −ν
T
2 Rν1.
Moreover, using the property of the matrix R, we have
ν4 = R(x̄5 − x2). (4.34)
Using also the equation (4.28) and the expression of gradient (4.30) in the triangle T12 lead to




















In the triangle T11 = x1x̄1x̄5, we have











Replacing V̄5 by its expression (4.35) in (4.36), gives





























T i−1,j−11 = ν
T
3 Rν2.
Similarly, in the triangle T13 = x̄5x̄2x3











Replacing V̄5 by its expression (4.35) in (4.38), gives































































































 , V = [ V̄1V̄2
]
. (4.41)
The system of equations (4.40) can be written as







 , Dij =
 0 ωi,j−111 − ωi,j−112 0




Using the expressions at both sides of the second equalities of system equations (4.40), it follows
that
AijV = BijW, (4.43)
where
Aij =
















 ωi−1,j−113 + ωi−1,j−112 −ωi,j−112 + ωi,j−111 − ωi−1,j−112 (1 + χi,j−141 − χi,j−142 ) 0














Thereby, by solving (4.43) with respect to V and replacing in (4.42) we get
g = RijV, (4.44)
where
Rij = Cij [Aij ]−1Bij +Dij .
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Now, considering the triangle T2 (see Figure 4.3) and applying the above procedure used in the triangle
T1, we are able to the compute fluxes through the half edges 3 and 4 as follows:











For simplicity, in an interaction volume Rij , the flux through the half edges 1, 2, 3 and 4 are given by















and T ij is 4× 4 matrix coming from Rij and Sij defined in (4.44),(4.45). T ij is called the transmissi-
bility matrix of the interaction volume Rij .
Let us notice that the flux through a full edge will be the addition of the fluxes through its 2 half edges.
Let us recall that, from (4.27), our aim is to compute the flux through the edges of the control





Figure 4.5: Control volume
Let us denote, for the volume control Cij , by Ef ijl the flux through lower eastern half edge, by Ef
ij
u
the flux through the upper eastern half edge. The flux Ef
ij through the eastern edge of the control
volume Cij is calculated as follows:
The lower eastern half edge is in position 3 in the triangle T2 of the interaction volume Ri+1,j (see





31 Vi,j−1 + T
i+1,j
33 Vi+1,j + T
i+1,j
34 Vij .
Similarly, the upper half eastern edge is in position 1 in the triangle T1 of the interaction volume





11 Vij + T
i+1,j+1




Finally, the flux through the eastern edge of the control volume Cij will be the addition of Ef ijl and
Ef
ij








ij = T i+1,j31 Vi,j−1 +
(










Vij + T i+1,j+113 Vi+1,j+1.
(4.48)
The same method is applied to calculate the flux through the northern, western and southern edges of
the control volume Cij . The flux through the edges of the control volume Cij is obtained by summing
up the flux through the 4 edges. This gives :





















































This leads to a system of equations which can be written as follows:














































. . . 0N
...
. . . YN−1 WN−1 XN−1
0N . . . . . . . . . . . . 0N YN WN

.
with 0N is N ×N zeros matrix, Wi, Xi, Zi are tridiagonal matrix and Fmp is a N2 vector coming from
the boundary conditions.
The diffusion matrix Amp is under the following form:
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Figure 4.6: A structure of the diffusion matrix using L-MPFA method.
As we can see on Figure 4.6, the L-MPFA method is a 7 points stencil method, unlikely to the
O-MPFA method (see Koffi and Tambue [2019c] ) which is a 9 points stencil method.
4.3.2 Discretisation of the convection term





 (r − σ21 − 12ρσ1σ2)x
(r − σ22 − 12ρσ1σ2)y
 ,
will be approximated using the upwind methods (1st and 2nd order ). We start by applying the







(f · V) · ~ndC, i, j = 1, . . . , N, (4.51)
with ~n an outward unit normal vector.
First order upwind method
The first order upwind method discussed in [LeVeque, 2004, chapter 4.8] and described in details
in Section 3.3.1 of Chapter 3 will be applied to evaluate integral of the advection term given in (4.51).
Iij is calculated by summing up the flux through the edges of the control volume Cij .
The flux through an edge using the first order upwind will depend on the sign of f · ~n on this edge.
If the sign of f · ~n is positive, Vij will be used to approximate (f · ~nV) otherwise we will use the value
of V in other side of the edge.
In doing so, we get
Iij = εijVi−1,j + µijVi,j−1 + ΩijVij + φijVi,j+1 + ΨijVi+1,j , i, j = 1, 2, . . . , N, (4.52)
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where























Equation (4.52) will lead to a system of equations which will be written as follows
I = AupV + Fup, (4.53)
where Aup is a N










































. . . QN−2 HN−2 PN−2 0N
...
. . . QN−1 HN−1 PN−1
0N . . . . . . . . . 0N QN HN

,
with 0N is N ×N zeros matrix, Hi is a tridiagonal matrix, Pi, Qi are diagonal matrices and Fup is a
vector coming from the boundary conditions. Therefore, combining the L-MPFA method (4.50) and
the first order upwind (4.53), we get
dV
dt










V∗ − V, 0
)]1/k





where AL is a diagonal matrix of size N
2 × N2 coming from the discretisation of (4.23). The di-
agonal elements of AL are Aii = hiliλ with λ given in (4.8). The matrix L is also a diagonal matrix
of size N2 ×N2 whose diagonal elements are Lii = hili for i = 1, 2, . . . , N2.
Second order upwind method
A second order upwind method approximation is used to calculated the flux defined in (4.51). Following
the description of the method given in Section 3.3.2 of Chapter 3, the flux EJ
ij through the eastern

















2 if fx ≥ 0,
3Vi+1,j−Vi+2,j








max(f i+1x , 0)Vij −
1
2
max(f i+1x , 0)Vi−1,j +
3
2
min(f i+1x , 0)Vi+1,j −
1
2











We use the same argument to calculate the flux NJ
ij ,WJ
ij , SJ
ij through the northern, western and
southern edges of the control volume Cij and after sum them up. We get then
























































































For the control volumes near the boundary of the study domain, the first order upwind method is
used for the approximation of the flux through edges directly connected to the boundary. Equation
(4.58) leads to a system of equations which can be written as:



























K1 R1 G1 0N . . . . . . 0N
S2 K2 R2 G2
. . .
...








. . . 0N
...
. . . HN−2 SN−2 KN−2 RN−2 GN−2
...
. . . HN−1 SN−1 KN−1 RN−1
0N . . . . . . 0N HN SN KN

,
where for Ki is penta-diagonal matrice and Ri, Gi, Si, Hi are diagonal matrices. F2up is a vector coming
from the boundary conditions.














V∗ − V, 0
)]1/k





where AL is a diagonal matrix of size N
2×N2 coming from the discretisation of (4.23). The diagonal
elements of AL are Aii = hiliλ with λ given in (4.8). The matrix L is also a diagonal matrix of size
N2 ×N2 whose diagonal elements are Lii = hili for i = 1, 2, . . . , N2.
Besides, the ellipticity condition for the PDE (4.2) is not satisfied when the stocks price (x → 0
and/or y → 0) is near to zero. This may cause some oscillations of the numerical solution when the
PDE is degenerate.
Nevertheless, Wang [2004] suggested a fitted finite volume method to deal with the degeneracy of the
PDE. Thereby, the fitted finite volume method will be applied in the degeneracy region (x→ 0 and/or
y → 0) in the next Section.
Fitted finite volume
The fitted finite volume method is used to approximated the flux through edges which are (fully) in
the degeneracy region i.e the western edge of the control volume C1,j j = 1, .., N and the southern
edge of the control volume Ci,1 i = 1, . . . , N .






















































with a = 12σ
2
1 , b = r − σ21 − 12ρσ1σ2 and d =
1
2ρσ1σ2y.








ax ∂v∂x + bv
)′
= K1,
v(0, yj) = V0,j v(x1, yj) = V1,j .
(4.63)
By solving this problem, we get




Thereby, using (4.61),(4.62), (4.63), (4.64) and the forward difference to approximate the first partial






































































































The fitted L-Multi-Point Flux Approximation method ( with the 1st order upwind method)
1. Fitted L-MPFA method (with 1st order upwind method)
Here the fitted finite volume method is combined with the first order upwind method . Thereby
we have:
For the control volume C11, the western and southern edges are (fully) in the degeneracy
region. The integrals over the western and southern edges of the control volume C11 are
then approximated using the fitted finite volume (4.65) and (4.66). The integrals over the
eastern and northern edges of the control C11, which are not in the degeneracy region,















22 + l1 max(f
2





















































Similarly, for the control volume C1,j j = 1, . . . , N , only the southern edge is (fully) in
the degeneracy region. Then the integral over this edge, is approximated using the fitted
finite volume method (4.66). The integrals over the eastern, northern and western edges




∇k(V)dC1j = aa1,jV1,j + bb1,jV2,j + cc1,jV2,j+1 + dd1,jV1,j+1 + ββ1,jV1,j−1















44 + lj max(f
2
x , 0) + h1 max(f
j+1
y , 0)















43 + lj min(f
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−h1 max(f jy , 0),







Using the same argument as above, for the control volume Ci,1 i = 2, .., N , the integral
over the southern edge is approximated using the fitted finite volume (4.66). The integrals
over the eastern, northern and western edges are approximated using the L-MPFA method
combined with the upwind methods (1st and 2nd order)
∫
Ci,1
















33 + l1 max(f
i+1
x , 0) + hi max(f
2
y , 0),





























13 + hi min(f
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34 − l1 max(f
i
x, 0).






Besides, for the control volume Cij , i, j = 2, ..., N , the L-MPFA method is used to approximate

























V∗ − V, 0
)]1/k
,
with F the vector of boundary conditions. AL is a diagonal matrix of size N
2×N2 coming from
the discretisation of (4.23). The diagonal elements of AL are Aii = hiliλ for i = 1, ..., N
2 with λ
given in (4.8). The matrix L is also a diagonal matrix of size N2 ×N2 whose diagonal elements



























. . . 0N
...
. . . LN−1 DN−1 KN−1
0N . . . . . . . . . . . . 0N LN DN

.
The elements of matrix Z are matrices. 0N is a zeros matrix of size N × N . The matrices
Di,Ki, Li are tri-diagonal matrices defined as follows:
for i = 1 or i = N,
k = 1, . . . , N (Di)kk = aa1,k, k = 1, . . . , N − 1 (Di)k,k+1 = dd1,k,
k = 2, . . . , N (Di)k,k−1 = ββ1,k,
for i = 1 k = 1, . . . , N (K1)kk = bb1,k k = 1, . . . , N − 1 (K1)k,k+1 = cc1,k,
for i = N, (LN )11 = eeN,1; k = 2, . . . , N (LN )kk = eN,k + ηN,k, k = 2, . . . , N (LN )k,k+1 = αN,k,
for i = 2, . . . , N − 1
(Di)11 = aai,1 ; (Di)12 = ddi,1, (Ki)11 = bbi,1 , (Ki)12 = cci,1, (Li)11 = eei,1,
k = 2, . . . , N (Di)kk = ai,k + Ωi,k, (Ki)kk = bi,k + ∆i,k, (Li)kk = ei,k + ηi,k,
k = 2, . . . , N − 1 (Di)k,k+1 = di,k + φi,k, (Ki)k,k+1 = ci,k,
k = 2, . . . , N (Di)k,k−1 = βi,k + µi,k, (Li)k,k−1 = αi,k.
where the elements aaij , bbij , ccij , ddij , eeij , ββij are defined in (4.67),(4.67),(4.68), and the ele-
ments aij , bij , cij , dij , eij ,Ωij ∆ij , βij , φij , αij , µij , ηij are defined in (4.49) and (4.52).
2. Fitted Multi-Point Flux Approximation (2nd order upwind)
Similarly, the fitted L-MPFA method deriving from the combination of the L-MPFA method
and the 2nd order upwind method leads to the following equation :
dV
dt






















V∗ − V, 0
)]1/k
.
with F the vector of boundary conditions. AL is a diagonal matrix of size N
2×N2 coming from
the discretisation of (4.23). The diagonal elements of AL are Aii = hiliλ with λ given in (4.8).
The matrix L is also a diagonal matrix of size N2 ×N2 whose diagonal elements are Lii = hili




H1 P1 R1 0N . . . . . . . . . 0N 0N
Q2 H2 P2 R2 0N 0N
W3 Q3 H3 P3 R3 0N
...























. . . 0N
. . . WN−2 QN−2 HN−2 PN−2 RN−2
...
. . . WN−1 QN−1 HN−1 Pi,N−1
0N . . . . . . . . . . . . 0N WN QN HN

.
The elements of matrix Y are matrices. 0N is a zeros matrix of size N . The matrices Hi are a
penta-diagonal matrices and the matrices Pi, Ri, Qi,Wi are diagonal matrices.
Furthermore, The θ- Euler method will be applied on the semi-discrete equations (4.54),(4.60),
(4.69) and(4.70) for the spatial discretisation.
4.4 Time discretization




= AV +G(V) + F,
By using the θ-Euler method for the time discretization, we have














At every time iteration, the nonlinear system where Vm+1 is the solution, is solved using the
Newton method. Note that
Vm =
[




where the time step is ∆t = TM , T being the maturity time.
4.5 Numerical experiments
In this Section, we perform some numerical simulations for the L-MPFA method combined to the
upwind methods (first and second order) and for the fitted L-MPFA method combined to the upwind
methods (first and second order).
4.5.1 Errors for European call options
The computational domain of the problem is Ω = [0; 300] × [0; 300] × [0;T ] with T=1/12. The nu-
merical experiments are performed with the strike price E = 100, the volatilities σ1 = σ2 = 0.3, the
correlation coefficient ρ = 0.3 and the risk free interest r = 0.08
Here, by taking β = 0 in (4.13), the L-MPFA method illustrated in the previous sections will
be compared to the fitted finite volume method, Wang [2004], and the fitted O-MPFA methods for
pricing multi-asset options for pricing options introduced in Koffi and Tambue [2019c]. The relative
error will be computed with respect to the analytical solution of the Black-Scholes PDE defined in
Haug [2007] as follows

































































Figure 4.7: Analytical solution
The solution using the L-MPFA coupled to the 2nd order upwind method is illustrated as below
Figure 4.8: L-MPFA -upwind 2nd order











where V is the numerical solution, V ana the analytical solution and meas(Cij) is the measure of the
control volume Cij . This gives the following tables:
Table 4.1: Table of errors
Fitted fin vol O-MPFA-1st upw O-MPFA-2nd upw fit O-MPFA-1st upw fit O-MPFA -2nd upw
50× 50 0.0317 0.0224 0.0225 0.0212 0.0212
70× 70 0.0329 0.0248 0.0248 0.0238 0.0238
85× 85 0.0327 0.0260 0.0260 0.0251 0.0251
As we can observe in Table 4.1 and Table 4.2, the new fitted L-MPFA method is more accurate
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Table 4.2: Table of errors
L-MPFA-1stupw L-MPFA-2nd upw fit L-MPFA-1st upw fit L-MPFA -2nd upw
50× 50 0.0048 0.0049 0.0048 0.0047
70× 70 0.0041 0.0041 0.0041 0.0041
85× 85 0.0040 0.0040 0.0040 0.0040
than the fitted O-MPFA method developed in Koffi and Tambue [2019c] and the standard fitted finite
volume method developed in Huang et al. [2006].
4.5.2 Errors for American put options
Since there is no analytical solution for the power penalty problem (4.13) for pricing American put
options, and the numerical solution given by the fitted L-MPFA coupled to 2nd order upwind method
is more accurate when pricing European options (see Table 4.1 and Table 4.2), we have chosen for
reference solution or “exact solution” the numerical solution given by the fitted L-MPFA coupled to
2nd order upwind method with dt = T/256. The relative error of all the numerical methods used in
this study will be performed with respect to this reference solution.
Figure 4.9: Reference solution
For the numerical simulations below, the computational domain of the problem is Ω = [0; 300] ×
[0; 300] × [0;T ] with T = 1/6,K = 100, the volatilities σ1 = σ2 = 0.3. The correlation coefficient
is ρ = 0.3 , the risk free interest r = 0.08. The penalty parameter β = 256 and the power penalty
k = 1/2.
Table 4.3: Table of errors for ∆t = T/64
Fitted Fin vol L-MPFA-1stupw L-MPFA-2nd upw fit L-MPFA-1st upw fit L-MPFA -2nd upw
50× 50 0.0616 0.0610 0.0583 0.0611 0.0584
60× 60 0.0277 0.0278 0.0276 0.0278 0.0277
70× 70 0.0184 0.0183 0.0182 0.0182 0.0180
80× 80 0.0104 0.0100 0.0098 0.0097 0.0095
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Table 4.4: Table of errors for ∆t = T/128
Fitted Fin vol L-MPFA-1stupw L-MPFA-2nd upw fit L-MPFA-1st upw fit L-MPFA -2nd upw
50× 50 0.0599 0.0520 0.0476 0.0522 0.0459
60× 60 0.0227 0.0265 0.0249 0.0241 0.0220
70× 70 0.0136 0.0148 0.0146 0.0146 0.0144
80× 80 0.0087 0.0068 0.0065 0.0062 0.0059
Again we can observe in Table 4.3 and Table 4.4, the novel fitted L-MPFA coupled to the 2nd
order upwind method is more accurate than the standard fitted finite volume by Huang et al. [2006].
Conclusion
In this Chapter, the L-MPFA methods have been introduced to approximate the diffusion term of the
Black-Scholes PDE. The upwind methods (1st and 2nd order) are used for space discretization of the
convection term appearing in the two dimensional Black-Scholes PDE. We have provided novel schemes
called the fitted L-MPFA method to handle the degeneracy of the Black-Scholes PDE by combining the
standard fitted finite volume and the L-MPFA method coupled to the upwind methods. Numerical
experiments are performed and comparison between the L-MPFA methods, the O-MPFA methods
developed in Chapter 3 and the fitted finite methods by Huang et al. [2006] are performed. The
results have shown that the fitted L-MPFA method coupled to the 2nd order upwind method is more
accurate than the fitted finite volume by Huang et al. [2006] and the O-MPFA methods developed in
chapter 3 for pricing Europeans and American options.
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Conclusion
In this Thesis, our goal was to develop numerical methods to solve accurately the degenerated Black-
Scholes PDE for option pricing. The first step was, in Chapter 1, to prove the existence and uniqueness
of the solution of the continuous degenerated multi-dimensional option pricing problem using weighted
Sobolev spaces. Afterwards, in Chapter 2, we presented the TPFA method and the fitted TPFA meth-
ods. Despite the fact that the degeneracy of the Black-Scholes PDE does not allow a lower bound to
the transmissibility coefficient of the TPFA method and fitted TPFA method, we were able to prove
the flux consistency and the error estimate using appropriate Taylor expansion around zero. This led
to the convergence proof of the TPFA and the fitted TPFA method for the degenerated Black-Scholes
PDE.
Moreover, in Chapter 3, we introduced the MPFA method, the main numerical scheme of this work
which helped to discretise the diffusion term of Black-Scholes PDE in its divergence form. The ad-
vection term was discretised using the upwind methods (first order and second order). To handle the
degeneracy of the Black-Scholes PDE, we developed a novel numerical scheme called fitted MPFA
method, which is a combination of the fitted finite volume method and the MPFA method. The fitted
finite volume method was applied in the region where the stock prices (see Wang [2004]) are close
to zero (degeneracy region) and over the rest of the study domain, the MPFA method coupled to
upwinds methods were applied. The MPFA method used here was the O-MPFA methods. Numerical
experiments have shown that the fitted O-MPFA methods coupled the upwind methods are more
accurate than the fitted finite volume method.
Finally, in Chapter 4, we presented the L-MPFA method, which is another kind of MPFA method.
The L-MPFA method is less intuitive and less computionally expensive than the O- MPFA method
used in Chapter 3. Using a similar approach as the one in Chapter 3, we have developed the fitted L-
MPFA methods to solve the degenerated Black-Scholes PDE for pricing american options. Numerical
results have shown that the fitted L-MPFA methods coupled to upwind methods are more accurate
than standard fitted finite volume method and O-MPFA methods introduced in Chapter 3.
We should note that the TPFA method is the one dimensional version of the MPFA methods. Thereby,
the convergence proof for the O-MPFA methods and L-MPFA methods will be an extension of the
convergence proof of the TPFA methods provided in Chapter 2. More precisely, we need to establish
relation between the transmissibility coefficients and define appropriate weighted norm and bilinear
forms corresponding to option pricing problem.
Our future work will be to develop new fitted schemes with high order of accuracy along with their
rigorous convergence proofs. More precisely, we will develop the fitted MPFA schemes for pricing
problems in dimension 3 and will also provide rigorous convergence proofs. Another advantage of our
novel fitted MPFA methods is that it can easily be adapted to more structured commercial or open
source software as the standard MPFA (see Lie et al. [2012]), thereby we will also build a MPFA and
fitted MPFA toolbox for computational finance.
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