The lattice Bhatnagar-Gross-Krook (LBGK) model has become the most popular one in the lattice Boltzmann method for simulating the convection heat transfer in porous media. However, the LBGK model generally suffers from numerical instability at low fluid viscosities and effective thermal diffusivities. In this paper, a modified LBGK model is developed for incompressible thermal flows in porous media at the representative elementary volume scale, in which the shear rate and temperature gradient are incorporated into the equilibrium distribution functions. With two additional parameters, the relaxation times in the collision process can be fixed at a proper value invariable to the viscosity and the effective thermal diffusivity. In addition, by constructing a modified equilibrium distribution function and a source term in the evolution equation of temperature field, the present model can recover the macroscopic equations correctly through the Chapman-Enskog analysis, which is another key point different from previous LBGK models.
Introduction
Fluid flow and convection heat transfer in porous media have long been a subject of research due to its comprehensive relevance in engineering and scientific applications, such as geothermal energy extraction, heat exchangers and electronic cooling instruments, chemical catalytic reactors, and pollution transport and mineral processing. Over the past several decades, considerable investigations and applications have been devoted to the convection heat transfer in porous media by many researchers using various traditional numerical methods (eg. finite difference, element and volume methods). A comprehensive review on this subject has been made by Cheng [1] , Nield and Bejan [2] and Vafai [3] .
As a powerful computational tool based on the kinetic theory, the lattice Boltzmann method (LBM) has been successfully applied to simulating complex fluid flows and modeling the physics in fluids [4, 5, 6] . Some attractive advantages of LBM over the traditional numerical methods have been explained in references [7] and [8] . Thanks to the mesoscopic and kinetic nature, the LBM has been widely applied to the fluid flow and thermal problems in porous media [9, 10, 11] after its emergence [12] . Generally speaking, applications of the LBM to porous flows in the literature center around two scales: the pore scale and the representative elementary volume (REV) scale. At the pore scale [12, 13, 14, 15, 16, 17] , the standard lattice Boltzmann equation (LBE) is used to simulate fluid flows in pores, and the local information of flow can be directly obtained. Therefore, the LBM at the pore scale can be severed as the most straightforward way to investigate the macroscopic relations and reveal the microscopic mechanism of porous flows. However, the detailed geometric information of the pores is needed for this approach, and thus the computational domain size cannot be too large in view of the limited computer resources. An alternative approach is to investigate the averaged quantities at the REV scale. In the LBM at the REV scale, an additional term based on some semi-empirical models is incorporated into the standard LBE to account for the presence of a porous medium [9, 10, 11] . Evidence from the literature has demonstrated the REV approach to be simple and computationally efficient for modeling flows and transport problems in porous media [18, 19, 20, 21] .
Guo and Zhao [9] proposed a lattice Boltzmann (LB) model for simulating fluid flow in porous media, in which the porosity is introduced in the equilibrium distribution function (EDF), and a forcing term is included in the LBE to account for the linear and nonlinear drag forces of the porous media. Further, Guo and Zhao [10] extended the isothermal LBM to thermal flows in porous media by adding a temperature distribution function for the evolution of temperature field. Subsequently, Seta [11] confirmed the reliability and computational efficiency of the LBM in simulating natural convection in porous media. Shokouhmand et al. [22] conducted simulations on laminar flow and convective heat transfer in conduits partially and fully filled with porous media. Rong et al. [23] proposed a LB model particularly for axisymmetric thermal flows in porous media. Abrach et al. [24] employed the LBM for the heat and mass transfer during drying of deformable saturated porous media. Recently, Gao et al. [25] developed a thermal LB model for simulating the non-equilibrium natural convection problems in porous media.
All the mentioned-above LB models for porous flow and heat transfer problems at the REV scale are based on the Bhatnagar-Gross-Krook (BGK) collision model [26] . Among these models, both the viscosity of fluid and the effective thermal diffusivity of solid matrix are directly determined by the relaxation times.
The most well-known criticism on these BGK-based models is the numerical instability for moderately low viscosity and/or effective thermal diffusivity. One alternative option to resolve the shortcomings of the BGK model is to employ the multiple-relaxation-time (MRT) collision model [27, 28, 29] . Very recently, such effort has been made by Liu et al. [30] who constructed a MRT-LB model within the double-distribution-function (DDF) framework. They showed that numerical stability of the BGK model is well improved by the MRT model when simulating convection heat transfer in porous media. On the other hand, compared with the MRT model, the BGK counterpart has become the most used form of the LBM owing to its extreme simplicity and computational efficiency. Therefore, it is of much significance for us to develop a new lattice BGK (LBGK) model which can enhance numerical stability at low viscosities and thermal diffusivities.
Within the framework of LBGK model, Inamuro [31] proposed a lattice kinetic scheme (LKS) for simulating fluid flows with heat transfer in the absence of porous medium. In this method, an additional term relating with the shear rate (and temperature) is incorporated into the EDF to represent the fluid viscosity (and the thermal diffusivity). The relaxation time is fixed at unity while the fluid viscosity (and the thermal diffusivity) is determined by another parameter independent of the relaxation time. Thus, better numerical stability than the standard LBGK model can be achieved by the LKS at relatively small viscosity (and thermal diffusivity). Later, this LKS was extended to develop LBGK models for two-phase fluid flows [32, 33] and non-Newtonian fluid flows [34] . However, in these LKS schemes, the mass conservation is not satisfied unless the fluid density is constant [35] , and the gradient operators of velocity and temperature occurred in the EDF are calculated by a finite-difference scheme. This non-local treatment not only spoils the computational efficiency, but also brings about some difficulties to the implementation of complex boundary conditions with a local lattice scheme. Although Peng et al. [36] computed the stress tensor locally in viscous thermal flows, the problem of mass nonconservation still remains. Recently, Wang et al. [35] improved the original LKS to develop a mass-conserving and localized LBGK model for non-Newtonian fluid flows.
However, as far as we know, no works have been reported on extending the LKS to improve the numerical stability of LBGK models for incompressible thermal flows in fluid-saturated porous media.
In this work, we propose a modified LBGK model for simulating convection heat transfer in porous media at the REV scale. By introducing the shear rate and temperature gradient into the EDFs as the original LKS, the dimensionless relaxation times can be fixed at proper values invariant to the fluid viscosity and thermal diffusivity which are determined by two additional parameters. In addition, with a modified EDF and a source term in the evolution equation for the temperature field, the macroscopic equations can be correctly recovered from the present LBGK model through the Chapman-Enskog analysis. In the following, the modified LBGK model is first presented, and the Chapman-Enskog analysis is then given to recover the macroscopic equations. Subsequently, a local scheme, instead of the non-local finite-difference schemes, is presented for computing the shear rate and temperature gradient. Finally, some benchmark numerical tests are carried out to validate the present model. The numerical results show that the present modified LBGK model and the local scheme for the gradient operators are both second-order accurate in space. It is also confirmed that the present LBGK model are much more stable compared with the standard LBGK model.
Macroscopic equations
For a homogeneous, isotropic and fluid-saturated porous medium, the local thermal equilibrium assumption between the fluid and solid is invoked [2] . The viscous fluid flow in porous media is assumed to be incompressible and the Boussinesq approximation is valid. Neglecting viscous heat dissipation and compression work done by the pressure, the macroscopic governing equations for the convection heat transfer in porous media at the REV scale can be written as [6, 10, 30, 37 ]
where ρ 0 is the mean fluid density, u, p and T are the volume-averaged fluid velocity, pressure and temperature, respectively; ε is the porosity of the porous medium, ν e is the effective kinematic viscosity, and
is the thermal capacity ratio between the solid and fluid phases, with ρ f (ρ s ) and c pf (c ps ) being the density and specific heat of fluid (solid) phase, respectively; α e is the effective thermal diffusivity, and relates with the effective conductivity (k e ) as α e = k e /(ρ f c pf ). F represents the total body force stemming from the presence of a porous medium and other external force, and are expressed as
where ν is the kinematic viscosity (not necessarily identical to ν e ), K is the permeability, F ε is the geometric function, and G denotes the external body force. With the Boussinesq approximation, the body force G encompassing the buoyancy force and other external forces is described by
where g is the gravity acceleration, β is the coefficient of thermal expansion, T 0 is the reference temperature, j is the unit vector in a direction opposite to gravity, and a is the acceleration induced by other external force. Based on Ergun's empirical relation, F ε and K can be written as
where d p is the diameter of filling solid particle.
The convection heat transfer problems governed by Eq. (1) can be characterized by several dimensionless parameters: the Darcy number Da, the viscosity ratio J e , the Reynolds number Re (for mixed convection flow), the Rayleigh number Ra (for natural convection), the internal Rayleigh number Ra I (for thermal convection flows with internal heat source), the Prandtl number P r, which are defined as follows:
where L is the characteristic length, U is the characteristic velocity and ∆T is the characteristic temperature difference.
Modified LBGK model for thermal flows in porous media
In this section, we follow the DDF method to develop a thermal LB model for fluid flow and convection heat transfer in porous media at the REV scale. The model is based on the BGK collision operator, and is constructed with the idea of the LKS. In this model, the flow field is modeled by a LBE of the density distribution function, and the temperature field is modeled by another evolution equation of the temperature distribution function. For the shear rate and temperature gradient, a local computational scheme is presented especially.
Lattice Boltzmann equation for the flow field
For the pressure and velocity fields governed by Eqs. (1a) and (1b), the evolution equation of the modified LBGK model is given by
where f i (x, t) is the density distribution function for the particle with velocity c i at time t and position x, δ t is the time increment, τ f is the dimensionless relaxation time, f (eq) i (x, t) is the equilibrium distribution function, and F i is the external force term.
In this work, the original LKS for fluid flows in plain media is extended to incompressible fluid flows in porous media, in which the above EDF is defined as [30, 31, 35, 38] 
where ω i is the weight coefficient, c s is the speed of sound, and
Here, I denotes the identity tensor, and the shear rate S (S = ∇u + (∇u) T ) together with an additional parameter A are included in the EDF. For the forcing term, the appropriate form of F i to achieve correct hydrodynamic equations is taken as [9, 10, 11] :
The pressure and fluid velocity are defined as
Due to the nonlinear relation of F with u in Eq. (2), the fluid velocity u is calculated by a temporal velocity v and is given by
where the two parameters c 0 and c 1 are respectively given by
Note that implementation of the above LBGK model depends on the underlying lattice. For convenience of study, the flow problems considered in this paper are limited to be two dimensional. But it is straightforward for us to extend the present model to three dimensional case. For the D2Q9 model, the discrete nine velocities are given by c 0 = 0, c i = c (cos((i − 1)π/2), sin((i − 1)π/2)) for i = 1 − 4, and
Here, c = δ x /δ t is the lattice speed with δ x denoting the lattice spacing. Accordingly, the sound speed c s = c/ √ 3, and the weight coefficients are given by ω 0 = 4/9, ω i = 1/9 for i = 1 − 4, and ω i = 1/36 for i = 5 − 8.
Through the Taylor expansion and the Chapman-Enskog analysis, the macroscopic equations (1a) and (1b) can be derived from the LBE (6) (The details are presented in Appendix A), and the effective kinematic viscosity is determined by ν e = c 2 s (τ f − A − 1/2)δ t . We would like to point out that when A in the EDF (8) is set to be zero, the present LBE (6) is simplified to the standard LBGK model in which the viscosity ν e is directly determined by τ f , i.e., ν e = c 2 s (τ f − 1/2)δ t .
Lattice Boltzmann equation for the temperature field
The governing equation (1c) is a convection-diffusion equation (CDE) with a heat source term, in which the velocity u obeys the incompressible generalized Navier-Stokes equations (1a) and (1b). For most of the existing LBGK models for CDE (1c), several unwanted deviation terms are ignored with the additional condition, t 0 ≫ L/c s (t 0 and L are the characteristic time and length, respectively) in the Chapman-Enskog analysis to derive Eq. (1c) (cf. Ref. [10] and references therein). In order to eliminate this imperfectness, as well as inspired by the idea of Chai and Zhao [39] , a modified EDF and a source term should be constructed in the evolution equation of the temperature field. Additionally, it is noted that that the temperature gradient is included in the LKS. Thus, the evolution equation of the present modified LBGK model for CDE (1c) is written as follows
where τ T is the dimensionless relaxation time, g i is the temperature distribution function, and g (eq) i is the temperature EDF and defined by
where the coefficient ̟ i is given by ̟ i = ω i (i = 0), ̟ 0 = − i =0 ̟ i . The two source terms P i and Q i are taken as
It is noted that the discrete source term Q i corresponds to the source term Q resided in Eq. (1c).
The LBE (13) is implemented separately with two substeps, i.e., the collision step and streaming step:
Streaming :
where g * i (x, t) denotes the postcollision distribution function. At each time step when the two substeps are completed, the macroscopic temperature T are computed by
In the LBE (13) for the temperature filed, both the EDF g (eq) i and the source term P i depend on ε and σ with which the influence of porous media is introduced. It should be noted that although a linear EDF is widely employed in previous LBGK models for Eq. (1c) [10, 25, 30, 40] , large errors will be encountered in solving the CDE (1c) by these models when the resulted numerical diffusion coefficient from the Chapman-Enskog analysis is proportional to the velocity square [39, 41] . Additionally, when σ = ε = 1, B = 0 and without the forcing term Q i , the present LBGK model will reduce to that proposed by Chai and Zhao [39] for the CDE without porous media, which can thus be considered as a special case of the present model.
By the Chapman-Enskog analysis on the LBE (13), the temperature equation (1c) can be recovered
exactly. In what follows, the detailed mathematic derivations will be shown. To this end, the ChapmanEnskog expansions are first applied to the distribution function g i , the derivatives of time and space, and the internal heat source term Q:
where λ is a small expansion parameter having the magnitude of the Knudsen number. Since the spatial derivative of temperature is contained in the EDF g (eq) i and the force term P i , the following multiscaling expansions are also introduced [35] :
where ∆ · u = u α δ βγ + u β δ αγ + u γ δ αβ , in which δ αβ denotes the Kronecker delta with two indices, and
The Taylor series expansion applied to Eq. (13) up to second order in δ t leads to
where (20) and (21) into Eq. (24), one can obtain the consecutive orders of Eq. (24) in terms of λ:
where
With Eq. (25b), Eq. (25c) can be rewritten as
i .
Note that σT = i g
Based on Eqs. (21)- (23), it is easy from Eq. (25a) to obtain that
Along with these derived equations, by taking summations of Eqs. (25b) and (26) over i, the macroscopic equations at the t 1 = λt and t 2 = λ 2 t time scales can be obtained
can be draw out to further compute i c i g
i . After some tedious but standard algebraic manipulations, we can get
With the aid of the incompressible Navier-Stokes equations at t 1 time scale (see Appendix A)
and Eq. (28a), the first two terms in the square bracket on the right hand side of Eq. (29) can be evaluated.
After some standard algebra, it can give us
Further, application of Eq. (31) to Eq. (29) yields
As a consequence, Eq. (28b) can be rewritten as
Combining the derived equations at t 1 and t 2 time scales (Eqs. (28a) and (33)), the final CDE can be recovered
where α e is the effective thermal diffusivity and determined as
Under incompressible flows condition, i.e., ∇ · u = 0, it should be seen that the derived CDE (34) is just
Eq. (1c).
From the presented Chapman-Enskog analysis, it is clearly seen that the macroscopic equations Eq. (1) for convection heat transfer in porous media can be exactly recovered from the present modified LBGK model. Now, some comments on the present modified LBGK model are in order. First, the fluid viscosity and the thermal diffusivity are not determined only by the relaxation times. Thus, as compared with the nonmodified LBGK model, the present LBGK model can achieve better numerical stability and boarder range of Prandtl number values in the simulations. Second, the EDF g eq i (Eq. (14)) in the present LBGK model is nonlinear in terms of u, and thus avoids the numerical diffusion coefficient resulted in the recovered CDE.
Third, the temperature gradient ∇T appearing in g (eq) i and P i can be computed by a local scheme instead of a finite difference scheme (as will be presented in the forthcoming section). Thus, the locality of collision process (Eq. (17)) of the present model is preserved. Finally, as ε → 1, one can see that the macroscopic equation Eq. (1) will be that for free convection heat transfer without porous media. Accordingly, the present LBGK model is actually reduced to that for thermal convective flows in the absence of porous media.
Local scheme for the shear rate and the temperature gradient
In the framework of LBM, it is direct to use the traditionally nonlocal finite-difference schemes to compute spatial gradients. However, the shear rate and the temperature gradient can be locally calculated by the nonequilibrium part of the distribution function [39, 43, 44] without the influence of porous media. In this work, we will provide a local computational scheme for these two gradient terms in the presence of porous media, which has not been reported in the literature yet.
First, the local computing scheme for the shear rate is derived. Reviewing Eq. (A.13) in Appendix A:
and multiplying ξ on its both sides with the relations ξf
, we can obtain that
where f e(0) i is given by Eq. (7), and its velocity moments can be found in Eq. (A.4).
Next, we turn to the computational scheme for the temperature gradient ∇T . Similar to the shear rate, multiplying Eq. (32) with λ on both sides and recognizing that λg
Due to the tensor uu contained in the above equation, we cannot directly obtain ∇T . Fortunately, based on the equality ∇T = I · ∇T , Eq. (37) can be put into the following tensor form
Now we can obtain ∇T by solving Eq. (38) . Mathematically, this can be done by solving the following equation in the matrix form
where M , ∇T and N are three matrixes, which are respectively formed by the elements of tensors
By some simple computations, the determinant of the matrix M can be obtained
From Eq. (35), one can see that B < τ T . Furthermore, in the simulations of this paper, σ is set to be 1, while ε is varied within 0 < ε < 1. Hence, 1/ε − 1/σ > 0. With these inequalities, we can conclude from Eq.
(43) that det( M ) > 0, that is, M is an invertible linear matrix. Consequently, ∇T can be determined
It is clear that the above formulae to compute the shear rate and the temperature gradient are local schemes while no finite difference schemes are employed. This ensures that the collision process of the present LBGK model can be locally performed. A few remarks regarding the local schemes for computing the shear rate and the temperature gradient are given here. First of all, the local computing schemes are still available for the case without porous media only by taking the porosity ε = 1. Second, as A and B are equal to zero, the shear rate S disappears from the present model, however, the temperature gradient ∇T still needs to be computed since it remains in the source term P i . Third, when ε = σ or u · ∇T = 0 (this corresponds to the pure diffusion system), the second term on the right hand side of Eq. (37) equals to zero.
As such, the temperature gradient can be directly obtained, and is given by
Boundary conditions
In this work, to specify physical boundary conditions for the distribution functions, we will extend the nonequilibrium extrapolation scheme (NEES) [45] to the present LBGK model due to its simplicity, second-order accuracy, capability for different boundary conditions, and good robustness.
The basic idea of NEES is to decompose the distribution function at a boundary node x b into the equilibrium part and the nonequilibrium part. Specifically, for the density distribution function f i , the decomposition at x b is described as
The physical boundary conditions are embodied through the equilibrium part, while the nonequilibrium part is approximated by certain extrapolation schemes. With the same idea in the present LBGK model, the NEES is first generalized for the velocity boundary condition where u(x b , t) is known but p(x b , t) is unknown. From Eqs. (7) and (8), one can see that the pressure p(x b , t) and the shear rate S(x b , t) need to be evaluated to determine the equilibrium part. For this purpose, we use the pressure p(x f , t) and the shear rate S(x f , t) at x f to respectively replace p(x b , t) and S(x b , t), and then the EDF f
where x f is the nearest neighbor fluid node away from x b , and
Note that S(x f , t) can be calculated directly according to Eq. (36) . For the nonequilibrium part at
As a whole, the distribution function at the boundary node x b is calculated by
Thermal boundary conditions with the NEES can be treated in a similar way. Two cases of temperature boundary conditions are taken into account. For the case that the temperature T (x b , t) at x b is only known, determination of ∇T (x b , t) is needed for g (eq) i (x b , t) (see Eq. (14)). By approximating ∇T (x b , t) with
∇T (x f , t) and combining the velocity boundary condition, the equilibrium part g (eq) i (x b , t) is specified as
As such, the temperature distribution function g i (x b , t) is calculated by
For the other case when the temperature gradient ∇T (x b , t) is known, the local temperature T (x b , t) at the boundary node x b can be taken from the following second-order finite difference approximation
where x f f is the nearest fluid node of
at x b can be approximated by
and then the distribution function g i (x b , t) at x b is calculated according Eq. (51). Finally, we would like to point out that other boundary schemes can also be developed in a similar way for the velocity and thermal boundary conditions in the present LBGK model.
Results and discussions
In this section, we shall validate the proposed LBGK model by some two-dimensional convective heat transfer problems in porous media, and compare the simulation results with analytical and previous numerical results. To ensure the numerical results to reach the steady state, the following convergent criterion is used in the simulations
where φ is u or T , and its norm is computed respectively with the L 2 and L 1 -norm. Unless otherwise specified, values of the following parameters are used: ρ 0 = 1.0, J e = 1.0, σ = 1.0, and α e /α f = 1.0 (α f is the thermal diffusivity of the fluid), and the dimensionless relaxation times τ f and τ T are set to be unity.
Due to the positivity of the viscosity and effective thermal diffusivity, it should be clear that values of A and B should satisfy the constraint of A < τ f − 1/2 and B < τ T − 1/2. As noted for the relaxation times elsewhere [30, 42] , A and B can also be determined via P r, Ra and M a, where M a is the Mach number and defined as M a = U/c s (U = √ gβ∆T L is the characteristic velocity), which are given by
To make the flows fully lie in the incompressible regime, the Mach number should be small and is set to be 0.1 in this work.
In addition, the accuracy of the present model and the computing scheme for the shear rate and temperature gradient will also be investigated. Correspondingly, the following relative global error is used
where Φ represents a scalar or vectorial variable in terms of velocity u and temperature T , and the subscripts a and n denote the analytical and numerical results.
Mixed convection in porous channel
The first test problem is the mixed convection flow in a channel filled with a porous medium. The schematic of this problem is shown in Fig. 1 the following governing equations [10, 30] :
where u x and u y are the two components of fluid velocity u, T 0 = (T h + T c )/2 is the average temperature, and a y represents the external force in the y-direction which is given by
The analytical solutions of u and T in Eq. (57) are identified as
where Re is the Reynolds number defined by Re = Hv 0 /ν, ∆T = T h − T c is the temperature difference, and the two parameters ζ 1 and ζ 2 are respectively given by
From Eqs. (59a) and (59b), the following exact solutions to the gradients of velocity and temperature can also be obtained
In the simulations, the computational domain is chosen to be H × L = 1.0 × 1.0, and some physical parameters are listed as follows: ε = 0.6, Ra = 100, P r e = Fig. 6 where δ x = 1/32. As can be seen, the relative errors of temperature and its gradient increase with increasing B. In contrast, the relative errors of velocity and shear rate exhibit two different trends as A increases, that is, they decrease when A is approximately smaller than zero, and turn to increase when A is larger than zero. Based on these results, it can be recognized that, to derive more accurate results, A and B as well as the relaxation times should be also assigned with appropriate values, and especially A should be around zero.
As noted previously, due to the presence of two additional parameters A and B, the present modified LBGK model would be more stable than the standard LBGK model. Now, we will confirm this speculation by comparing the results predicted by the present model with those by the LBGK model [10] at low viscosities.
In Fig. 7 , the computation results with two viscosities ν = 9.375 × 10 −6 and ν = 9.375 × 10 −7 are shown at Re = 5, Ra = 100, P r = 1, ε = 0.6, Da = 0.01, δ x = 1/32. From Fig. 7(a) , one can see that the LBGK model [10] becomes unstable at ν = 9.375 × 10 −6 (τ f = 0.5009) when t = 46000δ t , while the present LBGK model (τ f = 1.0) is stable (see Fig. 7(b) ) and finally yields excellently agreeable results to the analytical solution (see Fig. 7(c) ). This demonstrates that the present modified LBGK model is more stable than the standard LBGK model. To strengthen this statement, we further performed simulations with smaller values of viscosity, for example ν = 9.375 × 10 −7 (τ f = 0.50009 in the LBGK model [10] ), and find that the present LBGK model can still give excellent agreement results (see Fig. 7(d) ). Additionally, since the Prandtl number is unity in the simulations, we would like to point out that better numerical stability of the present LBGK model at low effective thermal diffusivities is actually also verified. These results further demonstrate the enhanced numerical stability of the present LBGK model over the standard LBGK model, which can be attributed to the independent determination of relaxation times with the viscosity and effective thermal diffusivity.
Natural convection in a porous cavity
Natural convection in a square cavity saturated with porous media has been extensively studied as a benchmark flow by many researchers [10, 11, 46, 47, 48] . The schematic of the problem is shown in Fig. 8, where the upper and lower walls of the cavity are adiabatic, while the left and right walls are isothermal but held at different temperatures T h and T c (T h > T c ), respectively. At all walls of the cavity, the zero velocity boundary condition is imposed. The height and width of the cavity are H and L, the temperature difference is ∆T = T h − T c , and the reference temperature is T 0 = (T h + T c )/2. The average Nusselt number N u on the left (or right) vertical wall is defined as
where N u(y) = −L(∂T /∂x) wall /∆T is the local Nusselt number.
We first apply the present modified LBGK model to the case in which ε → 1 and Da tends to infinity with 10 3 ≤ Ra ≤ 10 6 . As noted before, the convection heat transfer problem is actually reduced to the 
Schematic of natural convection in a fluid-saturated porous cavity.
case without porous media. In the simulations, we use the grid size of 100 × 100 for Ra = 10 and its location y max , the maximum vertical velocity component v max at the mid-height (y = H/2) and its location x max , the maximum Nusselt number N u max and the corresponding location y N u , and the average Nusselt number N u along the cold wall. In Table 1 , the present results are listed for ε = 0.9999, Da = 10 8 , P r = 0.71, and Ra I = 0. Here, the computed velocities are normalized by the reference velocity α/L, and the x-and y-coordinates are normalized by L and H, respectively. The benchmark data from Refs. [49, 50] and the LB results given in Refs. [30, 51] are included in the Table for quantitative As can be observed from the figure, for the same Ra * the velocity and thermal boundary layers near the hot and cold walls become thinner as Da decreases. At higher values of Da (Da = 10 −2 ), the convective mixing is more vigorous inside the cavity, and the isotherms are more sparse near the corners. On the other hand, we also find that as Ra increases with a fixed Darcy number, the patters of isotherms change from almost vertical to be horizontal in the center of the cavity while being vertical only in the thin boundary layers near the hot and cold walls. This indicates that the dominant heat transfer mechanism is varied from conduction to convection. All of these observations and findings are in good agreement with those reported 
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Ref. [ in Refs [30, 48, 51] . To quantify the results, the average Nusselt numbers of the left vertical wall from the present calculations are compared with those previous results, which are listed in Table 2 . It is clearly seen that the present results agree well with the well-documented numerical results in previous studies.
Thermal convection of a heat-generating fluid in a porous cavity with isothermally cooled walls
In the above tests, the thermal convection problems in a fluid-saturated porous medium is studied but without internal heat generation. To further show the potential of the present LBGK model, the natural convection flows in a porous cavity with internal heat generation are tested. This kind of thermal convection flows have been studied numerically by many researchers [30, 52] , and the convective flows induced by internal heat generation in a porous cavity with isothermally cooled walls are considered in this subsection.
The schematic illustration of simulated problems are shown in Fig. 10 . The walls of the porous cavity are maintained at a constant temperature T c and subjected to no-slip boundary conditions. The internal heat source term is Q, and the temperature difference ∆T is defined as ∆T = QL 2 /α e , by which gβ is determined as gβ = Ra I να e /(∆T L 3 ). In simulations, the temperature difference ∆T is fixed at 10, the reference temperature T 0 is assigned to be T c , P r is set to be 7, Ra = 0, and Ra I = 6.4 × 10 5 . In this test, the dimensionless parameters A and B are determined respectively by A = τ f − 0.5 − M a 3P r/Ra I L/δ x and B = τ T − 0.5 − M a 3/(P rRa I )L/(σδ x ), and the square cavity are covered by a uniform lattice of N x × N y = 120 × 120.
In Fig. 11 , the streamlines and isotherms predicted by the present model with the Brinkman-extended
Darcy model (ε = 1, F ε = 0) are shown for different Da. We note that these presented results are qualitatively consistent with those in previous numerical studies [30, 52] . To make a quantitative comparison, the maximum dimensionless stream function ψ max (normalized by L √ gβ∆T L) and the maximum dimensionless temperature θ max of θ = (T − T c )/∆T are computed and listed in Table 3 . From the comparisons shown in the Table, it is clear that our numerical results are in excellent agreement with those reported data in Refs. [30, 52] [30, 52] . In addition, we can observe that as Da decreases the maximum dimensionless stream function ψ max decreases, while the maximum dimensionless temperature θ max increases. This different trend can be attributed to the fact that as Da decreases the flow is resisted increasingly by the presence of porous medium and hence the fluid velocity in the cavity decreases, while the buoyancy force is retarded to decrease the convective heat transfer [52] , which is also indicated in Fig. 11 .
Thermal convection in a porous cavity with internal heat generation
In this subsection, the thermal convection flow in a porous cavity with internal heat generation and external sidewall heating is studied. The flow geometry and boundary conditions are identical to those shown in Fig. 8 , but a volumetric internal heat source Q is imposed over the domain. The temperature difference is ∆T = T h − T c , the reference temperature is T 0 = (T h + T c )/2, and the internal heat source Q is determined by Q = Ra I α e ∆T /(RaL 2 ). In the following simulations, the Prandtl number P r is set to be Ra I = 10 3 , the flow fields exhibit an elliptic vortex feature in the core of the cavity, and the isotherms are horizontal in the cavity center due to the dominated convection effect from the external sidewall-heating.
As Ra I increases to Ra I = 10 5 , the flow fields are in a similar status as those at Ra I = 10 3 , but the flow circulation becomes more stronger. When Ra I is further increased to 10 7 , due to the increase of internalheating effect, two vortices with counter rotations exist in the cavity, and the isotherms in the left region of the cavity exhibit an opposite curve to those in Figs. 12 (a) and (b).
Next, the streamlines and isotherms for different Ra I at Ra = 10 5 , ε = 0.4 but Da = 10 −4 are depicted in reduces the strength of the flow field here. At Ra I = 10 3 , the isotherms show a weak-convection structure, and the center vortex with weaker circulation can be observed from the streamlines. As Ra I increases to 10 7 , the flow field is dominated by changing from the external sidewall-heating to the internal-heating, and a convection temperature structure results from the larger internal-heating effect.
The effect of Da on the flow patterns and isotherms at Ra = 10 6 , Ra I = 10 7 and ε = 0.4 is illustrated in Fig. 14 . It is noted for Ra I /Ra ≥ 10 that the heat transfer in the cavity is induced by the internal-heating more intensively than that by the external sidewall-heating. Owing to the combined influence of the internal heat generation and the buoyancy force, a couple of vortices appear respectively in the vicinity of the hot wall and the cold wall. It can be observed from the isotherms that as Da decreases, the convective heat transfer becomes weaker due to the lower strength of flow circulation. In addition, in the internal-heating dominated condition, the maximum dimensionless temperature θ max increases with the decrease of Da. All the observations from Figs. 12-14 are in good agreement with those results in previous studies [30, 53] .
To quantify the results, the maximum dimensionless temperature θ max and the average Nusselt numbers along the hot wall are computed. Table 4 lists the present numerical results together with some previous results using the finite element method [53] and the LBM [30] for comparison. As can be seen from the 
Conclusions
In this paper, a modified LBGK model is proposed for simulating the incompressible fluid flow and convective heat transfer in porous media at the REV scale. Different from previous LBGK models for thermal flows in porous media, the macroscopic temperature equation can be correctly recovered from the proposed LBGK model by employing a modified EDF and a source term in the evolution equation of temperature field. In addition, following the idea of the LKS, the EDFs for the flow and temperature fields in the present LBGK model are incorporated with the shear rate and temperature gradient, for which a local computing scheme is proposed instead of the traditionally finite-difference schemes. The key advantage of this treatment is that the fluid viscosity and the thermal diffusivity can be determined by two additional parameters independent from the relaxation times, and thus better numerical stability can be achieved at low viscosities and thermal diffusivities.
The modified LBGK model has been well validated by simulating four two-dimensional convective flow problems, including mixed heat convection in a porous channel, natural convection in a porous cavity, and thermal convection in porous cavity with internal heat generation with isothermally cooled walls/external sidewall-heating. As for the present model for the flow and temperature fields and the local schemes for the gradient operators, they have been demonstrated to be second-order accurate in space by the first test problem where the analytical solution exists. Furthermore, the computational accuracy of the present model and the local scheme for gradient calculations have been investigated with different values of dimensionless relaxation times and the two additional parameters. The results suggest that to obtain more accurate results, the relaxation times should be around unity, and the additional parameter in the flow field should be close to zero, while the other additional parameter in the temperature filed is assigned with smaller value as possible. In addition, the present modified LBGK model is confirmed to be more stable than the non-modified LBGK models at low viscosities and thermal diffusivities. Thus, the present work provides a more useful LBGK model in studying heat (or mass) transfer processes in porous media.
Combining the first-and second-order equations and noting that ρ 0 is a constant, the final hydrodynamic equations for the flows in porous media can be derived:
where ν e is the effect viscosity given by ν e = c where s 0 (u) and F 0 can be written in a definite form as .20) 
