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ABSTRACT
A curve of a polynomial equation can be fitte d  to data points 
by using linear programming to minimize the sum of absolute deviation 
from the predicting curve to the data points. This paper formulates 
the problem and describes a method to eliminate Phase I of the linear 
programming problem by modifying the In it ia l tableau.
The results obtained by using linear programming are compared to 
results obtained by the least square method of curve f it t in g . Example 




In many facets of engineering and economics, i t  is desirable to 
make predictions based on exp lic it mathematical formulas. These mathe­
matical formulas are often based on experimental data. The purpose of 
this paper Is to present a way to correlate experimental data to determine, 
by means of linear programming, a polynomial expression for the dependent 
variable of the experiment.
Consider a set of N data points, (x..,y..), 1 = 1 ,. . . ,N. The problem 
of determining coefficients, Bq,B^, . . . ,Bp, such that the equation, 
y(x) = Bg + B-jX +...+BpxP, "best fits "  the data (minimizes the sum of devia­
tions In the prediction) can be based on several c rite ria . Two of these 
crite ria  are:
N 2
(1) minimize I  [y(x^) - y^] , and
1=1
N
(2) minimize I  |y (x .) - y . | .
1=1  ̂ ^
Criteria (1) may be recognized as the basis for the least squares 
method for curve f it t in g . This method Involves taking the partial deriva­
tives of the summation with respect to Bq,B^, . . . ,Bp, equating them to 
zero, and solving a system of P+1 linear equations.
The second c rite ria  measures absolute deviation. Criteria (2) 
may be considered superior to the least squares method since the 
deviations are not altered by the squaring procedure. Hence, our best 
f i t  solution w ill be based on the c rite ria  of minimizing the sum of 
the absolute deviations between the prediction and the observation.
Linear programming Is well suited to the problem of minimizing the
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sum of absolute deviations. The objective function for the linear 
programming problem is:
N +
minimize Z = Y (e. + e . ) ,
1=1  ̂ 1
where e  ̂ and e” represent the positive and negative deviations from 
the prediction, y.  = Bq + B̂ x̂  + .. .+  BpxP. The N constraints are of 
the form:
Bq + B^Xj + BgX. + BgXj + . . . +  BpxP + et  -  = y^
for 1 = 1 , . . . ,N.
Thus by solving a linear programming problem of the type described
above, the coefficients of the polynomial are determined that minimize
the sum of absolute deviations since at most one of the et and eT can1 1
be positive simultaneously. This paper w ill show how a linear program­
ming code may be created to solve the b es t-fit problem. Example problems 
w ill graphically Illu s tra te  the comparison of the results obtained by 
the linear programming method and the least squares method.
ARTHUR LAKES LiBRARt 
«^LO R A D O  SCHOOL OF MINES 
g o l d e n , COLORADO
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REVIEW OF LINEAR PROGRAMMING
The intention of linear programming is to provide a method for 
optimally allocating scarce resources among different alternatives. As 
the adjective "linear" Implies, the relations between the variables In 
the constraints and the objective function must be linear.
In mathematical notation, linear programming finds the value of 
the variables, x - j,...,x ^ , which maximize the linear function
h  ‘  <=1̂ 1 + C2*2 + ' ' - + Cn*n
subject to the constraints,
*11*1 *  *12*2 *  ' - • ®1n*n - ‘’ l
*21*1 *  *22*2 + • • • + a2n*n -  **2
*m1*1 + *m2*2 + ' ' ' + *nn*n 1  ^  
and X. 2L 0 for 1 = 1, . . . n.
A method has been developed that systematically solves linear
programming problems. This method Is known as the simplex method.
Before the simplex method Is reviewed. I t  Is necessary to recall the
Gauss-Jordan elimination procedure for solving a system of linear equations
Gauss-Jordan Elimination
A basic procedure involved In the simplex method Is that of solving 
a system of m simultaneous linear equations. Consider the system:
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*11*1 *  *12*2 + • • • + a]n*n ° h
*21*1 *22*2 32n*n °  '̂ 2
*m1*1 + *m2*2 + • • • + =mn*n = ‘'n
where x -j,...,x ^  are the unknown variables. This system can be conveniently 
represented in matrix notation as:
A )T = F
where
*11 *12  • • . * ; ^1
*21 *22  • • * ®2n X2 "2
\  •




To determine I f  the system has an unique solution, multiple 
solutions, or no solutions, the relationship of m to n must be examined.
F irs t, suppose m >n. I f  m-n of the equations are not linear 
combinations of the remaining equations them there Is no solution. In 
other words. I f  the rank of [A,b] Is greater than the rank of F there are 
no feasible solutions.
Second, suppose m = n and the m equations are not linear 
combinations of each other. In this case there exists a unique 
solution and the solution may be determined by Gauss-Jordan elimination.
Finally, suppose m ^  n, as Is the case for most linear programming 
problems. In this case. In fin ite ly  many solutions exist. The simplex 
method uses Gauss-Jordan elimination to evaluate some of these feasible
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solutions encountered in the search for the optimal solution.
The objective of Gauss-Jordan elimination is to eliminate each 
variable from every equation except one In such a way that each of the 
n equations contains exactly one variable. The process may be summed 
up as:
Step 1: le t  1 = 1
Step 2: a) I f  a... = 0, make a.... f  0 (Interchange row),
b) I f  a^. f  0 , make â .. = 1 (divide every entry
In row 1 by a^^),
Step 3: add a convenient multiple of the 1^  ̂ row to the other
rows so that the coefficient of x.. Is zero In a ll 
but the 1̂  ̂ row.
Step 4: a) I f  1 = n, stop.
b) I f  1 = n, le t 1 = 1 + 1 and go to step 2.
To Illu s tra te  the Gauss-Jordan procedure, consider the following 
system of linear equations:
(1) x̂  - Xg + 4xq = 5
(2) x̂  + 3xg = 8
(3) - 2x2 ^^3 " TT
The terms containing Xy must f ir s t  be eliminated from equations (2) and 
(3 ). By subtracting equation (1) from equation (2 ), x̂  remains only In 
equation (1). The system Is now:
0 )  X2 + 4xg = 5
(2) 4x2 " 4xg = 8
(3) 2x2 SXg = 11.
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Now %2 must be eliminated from the new equations (1) and (3). Accord­
ing to Step 1, equation (2) Is divided by 4 to leave:
(2) %2 -  Xg = 2.
Adding equation (2) to equation (1) and subtracting two times equation
(2) to equation (3) yields:
(1) x-| + 3Xg = 7
(2) *2 1*3 = 2
(3) 7x3 = 7.
The final Iteration of the procedure eliminates x  ̂ from equations (1) 
and (2). Making a^  ̂ = 1» adding equation (3) to equation (2 ), and 
subtracting three times equation (3) from equation (1) yields:
0 )  = 4
(2) ^2 = 3
(3) Xg = 1.
Hence, the solution of the problem Is x̂  = 4, X2 = 3, and Xg = 1.
Note the above example considered a system where n = m. For 
m £ n  there arises the problem of having n-m "extra" variables In the 
system of equations. In the simplex method this problem Is solved by 
setting the extra variables, non-basic variables, equal to zero.
The Simplex Method
The simplex method Is an Ite ra tive  method which solves any linear 
programming problem exactly, Indicates the solution to the problem Is 
unbounded, or Indicates that no feasible solution exists for the problem. 
The method moves from one basic feasible solution (a solution which Is 
obtained by setting n-m, for n >m, variables equal to zero and solving
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for the other m variables in such a way that no basic variable has a 
negative value) to another in such a way that each new solution increases 
the value of the objective function. The basic feasible solutions 
correspond to extreme points In the convex set of feasible solutions.
Before the simplex method can be In itia ted , a ll of the Inequality 
constraints, excluding the non-negativity constraints, must be converted 
to equalities. This conversion Is accomplished by Introducing new 
variables called slack variables. Slack variables w ill be denoted x^+j 
for 1 = l , . . . ,m .  One slack variable Is assigned to each constraint.
Thus the value of the slack variable Indicates how loose the original 
inequality constraint Is at each Iteration of the simplex method. At 
the f ir s t  Iteration a ll slack variables are basic variables (variables 
with a value othèr than zero) and equal the right hand side (RHS) of 
their respective equation.
After Introducing slack variables to the problem, the problem Is:
Max = C|X  ̂ + CgXg + . . . + c^x  ̂
subject to the constraints.
*n *1  *12*2 + • • • + X(n+1) ’  b]
*21*1 *  *22*2 X(n+2) ° *̂ 2
*inl*l + *m2*2 + • • • + X(n+m) = ^
In matrix notation the constraints are written:
[Â ,ï]x  = b
where T  Is the Identity matrix (each element, e . y  of T  equals one I f  
1 = j  and 0 I f  1 . j ).
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Now that the slack variables have been introduced and made basic, 
the simplex method searches the non-basic variables (variables with value 
zero) to see I f  can be increased by replacing one of the basic 
variables with a non-basic variable. I t  Is an easy matter to select the 
non-basic variable that qualifies as the entering variable. Z  ̂ w ill 
Increase at the most rapid rate by choosing the variable with the most 
negative coefficient In the objective function (row 0) to be the 
entering variable. I f  none of the coefficients In row 0 are negative, 
then the present value of the basic variables Is optimal.
Because a new variable has replaced a basic variable (the entering 
variable has entered the basis), one of the previous basic variables 
Is selected to leave the basis. The leaving variable Is choosen by 
determining the smallest positive ra tio , RHS/alj, for 1=1,...m  and 
for j  corresponding to the column of the entering variable. The basic 
variable In the row producing the smallest ratio Is the leaving variable.
So far the simplex method has exchanged a non-basic variable for 
a basic variable In order to Increase Z .̂ After the exchange. I t  Is 
necessary to determine the new basic feasible solution by solving for 
the basic variables In terms of the non-basic variables. The Gauss- 
Jordan elimination procedure Is used to solve for the new basic 
variables.
When the new basic feasible solution is determined, one iteration  
of the simplex method Is complete. Thus the simplex method may be 
summarized as follows:
Step 1: Introduce slack variables.
Step 2: Determine entering variable by checking for the most
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negative coefficient in row 0. I f  a ll coefficients are 
non-positive, stop (optimal).
Step 3: Determine the leaving variable by checking for the smallest
ratio , (RHS^)/a^j, 1 = l , . . . ,m ,  where Xj Is the entering 
variable.
Step 4: Determine a new basic feasible solution by Gauss-Jordan
elimination. Go to Step 2.
An example w ill Illu s tra te  the simplex method [2] .
Example:
Max = 3x̂  + Sxg 
subject to the constraints,
Ix , < 4 
Ix^ < 6 
3X]+2x2 £  18 
x-|, X2 £  0 
Step 1 : Introduce slack variables.
Max(Z  ̂ -  3x̂  - 5x2 " ^^3 ‘  ^^4 " 0* 5) 
s .t . x-j + Xg = 4
*2 + *4 ° ®
3x-| + 2x2 + Xg =18
I t  Is convenient to solve linear programming problems by writing the
problem In tableau from. The In it ia l tableau for the example Is:
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Variables
Zx 1̂ ^2 ^3 4̂ 5̂ RHS
Zx 1 -3 -5 0 0 0 0
basic *3 0 1 0 1 0 0 4
variables 4̂ 0 0 1 0 1 0 6
X, 0 3 2 0 0 1 18




Entering variable Is Xg (cg < c^). 
Leaving variable Is x  ̂ (6/1 < 18/2). 
Perform Gauss-Jordan elimination.
Variables
Zy 1̂ ^2 "3 X4 *5 RHS
Z 1 0 0 0 3 1 36X
basic Xq 0 0 0 1 2/3 -1/3 2
variables x% 0 0 1 0 1 0 6
*1
Basic feas
0 1 0 0 -2/3 1/3 2
;1ble solution: 1̂ = 2 , X2 = 6, Xg =
Step 2: Stop, optimal (a ll coefficients In row 0 are non-negative,
D ifficu lties  Encountered by the Simplex Method
The linear programming model presented thus far Is very restrictive  
problems must be maximization problems. Inequalities must be of the less- 
than-or-equal-to type, right hand sides must be positive, and variables 
must be non-neqatlve. There are methods to overcome these restrictions.
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Minimization: There are two ways to overcome the problem of mini­
mization. One of these ways Is simply to minimize the negative of the 
objective function and keep the same rules for the simplex algorithm.
The other method Is to change the c rite ria  for selecting 
the entering variable. The new c rite ria  would be to select the variable 
with the largest positive coefficient In row 0. This variable causes 
to decrease at the fastest rate. Sim ilarly, the Indication for optimality 
would be the absence of positive coefficients In row 0 .
Inequalities In the Wrong Direction: Inequalities In the wrong
direction occur when less-than-or-equal-to constraints appear In a 
minimization problem, or when greater-than-or-equal-to constraints 
appear In maximization problems. To resolve the problem, multiply the 
entire constraint by -1. However, this multiplication often creates a 
negative RHS.
Negative RHS: The problem that arises with a negative RHS Is that
there no longer exists an In it ia l basic feasible solution which does not 
violate the non-negativity constraints of the variables. For example. In 
a maximization problem with the constraint:
-*1 -  *2 + *slack = -10' 
the obvious In it ia l basic feasible solution, " -10» is no longer
valid.
To resolve the problem, a new type of variable Is Introduced.
An a r t if ic ia l variable (x_) Is subtracted from the constraint with the
a
common restriction that x, > 0. In the example above, the addition 
of the a r t if ic ia l variable yields:
*1 + *2 -  *slack + *a “ 10.
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There are in fin ite ly  many combinations of and x̂  that produce an
obvious feasible solution. Clearly the set of feasible solutions has been 
enlarged by the addition of a r t if ic ia l variables. In the original 
problem at optimality, a ll a r t if ic ia l variables must be non-basic to 
guarantee the optimal solution Is not In the expanded solution set.
Two methods have been devised to drive a r t if ic ia l variables out of . 
the basis. The methods, "Big M" method and the "two-phase" method, 
w ill be discussed In the next section.
Equalities: Equality constraints require the addition of an
a r t if ic ia l variable. I f  the RHS Is negative, multiply the constraint 
by -1 and add the a r t if ic ia l variable. I f  the RHS Is positive, add 
an a r t if ic ia l variable. As stated In the resolution of the problem 
of the negative RHS, i t  Is necessary to drive the a r t if ic ia l variables 
out of the basis at optimality to assure the solution Is contained 
In the original solution set.
Variables Unconstrained In Sign: I t  Is always possible to represent
a variable unconstrained In sign by the difference of two non-negative
variables. Thus, I f  Xj Is to be unconstrained In sign, the transformation,
X.  = x ' .  -  x " ., Is-made with the restriction that x ' . ,  x". > 0. This J J J J J —
procedure adds one additional column to the tableau for each unconstrained 
variable.
Tie for Entering Variable: No convenient method exists for deter­
mining the entering variable that w ill lead to optimality quickest when 
there Is a t ie  for entering variable. Hence, the choice Is arbitrary.
Every choice w ill lead to optimality.
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Tie for Leaving Variable: A t ie  for the leaving variable implies
that the tied variables w ill a ll be driven to zero when the new variable 
enters the basis. At the next Iteration I t  would then be possible to 
change the basis without Increasing the objective function. Pivoting 
back and forth may continue between the same two variables In a perpetual 
loop. In practice, this situation Is rare [2 ]. Rules have been 
developed to break ties and prevent perpetual loops [ 1] .
Multiple Solutions: When optimality has been achieved and there
exists a non-basic variable with a coefficient of zero In row 0 , multiple 
solutions are Indicated. A zero cost coefficient for a non-basic variable 
Implies this variable may be brought Into the basis without affecting 
Z^. In addition, any point on the line between two optimal extreme 
points Is also ah optimum.
Unbounded Solutions: Unbounded solutions occur when Is allowed
to Increase without bound. In terms of the simplex method, the entering
variable can be Increased Indefin itely without driving a basic variable 
negative. The tableau Indicates this situation when a ll of the coefficients 
of the pivot column are non-positive.
Big M and Two-Phase Methods
The Big M and two-phase methods are two techniques that have been 
d1vised to drive a r t if ic ia l variables from the basis. As stated earlie r, 
the a r t if ic ia l variables must be non-basic at optimality to guarantee 
the optimal solution of the problem belongs to the original unexpanded 
solution set.
The Big M method drives the a r t if ic ia l variables out of the basis
by assessing a large penality, M, on the a r t if ic ia l variable In the
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objective function. For example. I f  Xg Is an a r t if ic ia l variable the 
objective function.
Max = 3x-| + Sxg , 
would be transformed to.
Max Ẑ  = 3x-j + 6x2 - Mxg ,
and row 0 of the tableau would be,
A  -  - 6x2 + Mxg .
Before Z  ̂ Is tested for optimality the a r t if ic ia l variables must be 
removed from the objective function. Removal Is done algebraically by 
substracting M times the constraint containing the a r t if ic ia l variable 
from row 0. When the variables have been removed, the simplex method 
proceeds normally In search of the optimal solution.
The two-phase methods divides the original linear programming 
problem Into two separate problems. The f ir s t  problem. Phase I ,  Is to 
determine an In it ia l basic feasible solution. Phase I I  solves the 
original linear programming problem by starting at the In it ia l basic 
feasible solution determined In Phase I .
To determine the In it ia l basic feasible solution for Phase I I ,
Phase I  replaces the original objective function with the sum of the 
a r t if ic ia l variables. By minimizing this objective function, the a r t i ­
f ic ia l variables are driven to zero. I f  the optimal sum of the a r t if ic ia l
variables Is not equal to zero, then no In it ia l basic feasible solution
exists.
Phase I I  begins with the final tableau of Phase I except that the 
original objective function Is substituted for the "a rtif ic ia l"
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objective function. Also the columns of the tableau corresponding 
to a r t if ic ia l variables are deleted. Phase I I  continues by the simplex 
method to achieve optimality.
An example of the two-phase method w ill help explain the use of 
the method.
Example:
Max = 2x̂  - 6xg 
subject to the constraints, 
Ix^ - 3xg £  6 
Ix^ + 2xg >_ 4 
-x  ̂ + 3xg £  6
ÜBRARÏ
After the addition of slack and a r t if ic ia l variables the In it ia l tableau 
would be.
Variable
Zx ^1 X2 ^3 X4 ^5 ^6 RHS
Zx 1 -2 6 0 0 0 0 0
basic ^3 0 1 -3 1 0 0 0 6
variables 5̂ 0 1 2 0 -1 1 0 4
_
0 -1 3 0 0 0 1 6
where Xg Is the only a r t if ic ia l variable.
After substituting the Phase I objective function, 
Min W = Xg or Max W = - X g ,  
the Phase I tableau Is:
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Variable
W 1̂ X2 ^3 X4 5̂ ^6 RHS
W 1 0 0 0 0 1 0 0
basic ^3 0 1 -3 1 0 0 0 6
variables 5̂ 0 1 2 0 -1 1 0 4
0 -1 3 0 0 0 1 6
Eliminating Xg from row 0 yields:
Variable
W X2 3̂ 4̂ 5̂ ^6 RHS
W‘ 1 -2 0 1 0 0 -4
Xq 0 1 -3 1 0 0 0 6
basic 0
variables 5̂ 0 1 2 0 -1 1 0 4
^6 0 3 0 0 0 1 6
Continuing with the simplex method to maximize W yields:
Variable
w 1̂ X2 3̂ *4 5̂ ^6 RHS
W 1 0 0 0 2 1 0 0
basic 3̂ 0 5/2 0 1 -3/2 3/2 0 12
variables X2 d 1/2 1 0 -1/2 1/2 0 2
6̂ 0 - 5/2 0 0 3/2 -3/2 1 0
Notice that W = 0 Indicates the a r t if ic ia l variable has been 
removed from the basis and an In it ia l basic feasible solution exists 
The solution of Phase I Is:
Xg = 12, Xg = 2, Xg = 0,
X, = 0 , X. = 0, Xr = 0.
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Phase I I  substitutes the original objective function, removes the 
f if th  column, and proceeds to maximize Z^. The in it ia l tableau for
Phase I I  is:
Variable
Zx 1̂ 2̂ 3̂ *4 ^6 RHS
Zx 1 -2 6 0 0 0 0
basic 3̂ 0 5/2 0 1 -3/2 0 12
variables X2 0 1/2 1 0 -1/2 0 2
6̂ 0 -5/2 0 0 3/2 1 0
Before continuing with the simplex method, basic variables must 
be algebraically eliminated from row 0. In this case Xg must be 
eliminated. Elimination of Xg in row 0 yields:
Variable
Zx 1̂ X2 3̂ *4 6̂ RHS
Zx 1 -5 0 0 3 0 -12
basic 3̂ 0 5/2 0 1 -3/2 0 12
variables X2 0 1/2 1 0 -1/2 0 2
6̂ 0 -5/2 0 0 3/2 1 0
Two iterations of the simplex method yield the final tableau:
Variable
Zx 1̂ X2 3̂ "4 6̂ RHS
Zx 1 0 0 2 0 0 12
basic ^4 0 0 -5 1 1 0 2
variables 1̂ 0 1 -3 1 0 0 6
6̂ 0 0 0 1 0 1 12
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Hence, the optimal solution is:
x-| = 6 ,  X4 = 2 ,  Xg = 1 2 ,
= 12, and Xg, Xg = 0.
The Big M and two-phase methods do essentially the same thing 
computationally. However, the two-phase method introduces less round­
o ff error, and for this reason i t  is used in most linear programming 
codes.
Duality Theory in Linear Programming
Duality is one of the more important concepts in linear programming, 
The concept of duality states that every linear programming problem 
has associated with i t  another linear programming problem denoted as 
the dual. Further, when either problem is solved, the primal or the 
dual, the other is solved. [1]
Recall the formulation of the orig inal, primal, linear programming 
problem:
Max + CgXg + . . . + c^x„
subject to the constraints,
*11*1  *  *1 2 *2  + • • • + * ln *n  -  ^1
*2 1 *2  ^  *2 2 *2  + • • • + 32n*n -  ^2
*m1*m + *m2*2 + ' ' ' + *mn*n ^
The dual problem associated with this primal problem is formulated by:
(1) transposing the constraint coefficient matrix. A, 
(interchange the rows and columns of A),
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(2) interchange the objective function and the right hand 
side,
(3) reverse the inequalities (except non-negativity inequalities),
(4) minimize instead of maximize.
Note, these instructions are valid only i f  the problem is in primal 
form. Dual variables corresponding to a primal equality constraints 
are unconstrained in sign.
The general dual problem is to find y^,. . . , y^ that minimizes
Zy = + bfYz + - - ' + V m
subject to the constraints,
*11^1 *  *21^2 + • • • +
*12^1 t  *22^2 + • • • +
+ *2n^2 + ' ' ' + W m  ^ "n
> 0
From the formulation of the dual, i t  is easy to see that the dual 
of the dual is the primal. Further investigation reveals many useful 
facts about the primal-dual relationship. One of these facts is the 
idea of complementary slackness which states at optimality:
(1} I f  a primal variable is positive, then the dual constraint 
is tight (slack variable equals zero).
(2) I f  a dual variable is positive, then the corresponding primal 
constraint is tig h t.
(3) I f  a primal constraint is loose, then the corresponding dual 
variable equals zero.
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(4) I f  a dual constraint is loose, (slack variable is positive), 
then the corresponding primal variable equals zero.
In addition, le t the optimal values of the variables be denoted with 
an asterisk superscript. Assuming a fin ite  feasible solution exists 
for the primal or dual, then both have a f in ite  feasible solution and 
z j = I  = I  b.yt = Z*
When solving a linear programming problem by the simplex method, 
both the primal and dual problems are solved simultaneously. Thus, at 
optimality the optimal values of the dual variables correspond to the 
coefficients in row 0 of the slack variables. Note that since the 
dual of the dual is the primal, the coefficients in row 0 of the slack 
variables of the dual problem equal the optimal values of the primal 
variables.
At optimality the coefficients of the slack variables offer another
*  *  *
important insight into the problem. The values, y^, yg, . . . »  y^,
*  *
indicate the rate of which = Z  ̂ would increase (decrease) i f  the
amount of resource i were increased (decreased) by one unit over a range
that does not change the basis. This relationship makes i t  possible to
*
perform a quick, limited sensitivity analysis between the value of Ẑ
and the right hand side.
Also, at optimality the coefficients in row 0 of the original
variables give an insight into sensitivity analysis. When an original
variable is non-basic at optimality, the associated coefficients in row
★
0 indicate how much Z w ill decrease by increasing the variable by one 
unit.
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Thus, duality theory is Important because i t  offers an alternate 
way to attack a linear programming problem and introduces relationships 
useful in sensitivity analysis.
®OU>EN, COLORADO
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LEAST SQUARES CURVE FITTING
One of the more popular methods of f it t in g  curves to data is the 
method of least squares. The results of the linear programming method 
w ill be compared to the results of the least squares method. A review 
of the least squares method is presented to better understand the 
comparative results.
The least squares method is based on the c rite ria  of minimizing 
the square of the vertical distance from the experimental data point 
to the prediction. For the case of simple linear regression, the objective
is to find the coefficients Bg and , which minimize
where (Xj,y^) is\an experimental data point with x̂  the independent 
variable.
Linear Regression with the Least Squares Method
The regression curve of y on x, where y is the random variable, 
refers to the relationship between x and the mean of the associated 
distribution of the y 's . Linear regression implies the relationship 
between x and y may be suffic iently predicted by the equation:
E (y  I x.j ) = Bg + B-j X | .
To minimize the error in the prediction, i t  is necessary to minimize
V - (Bq + B̂ x .)]2  .
The values of Bg and B̂ which minimize V are found by taking the partial 
derivatives with respect to Bg and B .̂ The derivatives are set equal to 
zero and the resulting two equations are solved simultaneously for Bg and 
Thus, for a linear regression with n data points, the partial derivatives
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are taken and set equal to zero yielding:
-2^^[y.| - (Bq + B̂ x̂ .)] = 0 ,
n
“2 - (Bg + B^x^)] X. = 0 .
Rewriting these equations in a more convenient form yields the equations, 
called normal equations:
= "^0 + I  X, .
1-1
^1*1 ° ■
The normal equations represent a system of two linear equations which 






Bn = y  -  B,X
X = I  x . /n  
1=1 ’
Example: Consider the experimental data:
0 1 2 3 4 5 6
^i 1 3 4 5 7 6 9
Then x = 3 and y = 5. So,
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%(x. - x)y. = 33 and 
i= l  ̂ 1
2I (x . - x)‘ 
i= l ^
= 28 .
Hence, .= 33/28 and Bq = [5 t (28/33)-3] = 27/11. The final regression 
line is
y = (27/11) + (33/28)x .
Curvilinear Regression with the Least Squares Method
The least squares c rite ria  can be extended from linear regression 
curves to regression curves of polynomial of degree P. The objective 
function for n experimental observations would be to minimize
 ̂  ̂ î̂ i  ̂  ̂BpX̂  )]i=l
by determining the coefficients, Bq, B ,̂ . . . , Bp
Taking partial derivaties with respect to B coefficients, setting 
the derivatives equal to zero, and rearranging the terms yields the 
P + 1 normal equations.
I  y  = nBg +  X + . . . +  BpI x’’
^xy =BnIx + B , ^  + . . . + Bp% x^*^
IxPy =BoIxP+ BiIxP+l+. . . + BpIx^P 
(the indices have been omitted from the summations for convenience).
Example: Consider the experimental data:
0 1 2 3 4
^i 1 3 5 8 16
I f  i t  is desired to f i t  this data to a second degree equation, the
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following quantities are calculated:
X = 10, xf = 30, x  ̂ = 100, x  ̂ = 354, 
y = 33, xy = 101, and x^y = 351.
B ,̂ , and Bg are determined by solving simultaneously the equations
33 = 5Bq +108^ + 30Bg
101 = IOBq + 30B̂  + lOOBg
351 = 30Bq + lOOB̂  + 354Bg .
Hence the regression curve is:
y = l.TO - 0.21x + 0.93x^.
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LINEAR PROGRAMMING METHOD FOR CURVE FITTING
The c rite ria  for f it t in g  curves to data points with linear programming 
is to minimize the sum of absolute vertical deviations from the data 
point to the predicting curve. This c rite ria  rarely produces the same 
curve as the least squares method. By squaring the deviations, the 
least squares method discriminates against points that deviate more 
than one unit from the curve. This discrimination may attach unwanted 
importance to eccentric data points. The basic linear programming 
method treats a ll points equally. ( I f  desired, i t  is a simple matter to 
weight the relative importance of each point by altering the coefficients 
in the objective function).
Formulation
The objective of the linear programming method is to minimize the 
sum of absolute deviations from the data points to the curve. Positive 
deviations, vertical distance that the point i is above the curve, w ill 
be represented by e t. Similarly negative deviation, vertical distance 
that the point i is below the curve, w ill be represented by eT. Since 
point i cannot be both above and below the curve, either e t or eT w ill 
equal zero (e t and eT w ill both equal zero i f  point i is on the curve). 
Hence, the objective function to minimize the sum of absolute deviations 
w ill be:
Min S = l  ( e t  + e :  ) 
i=l
for a set of n data points.
The constraints are derived from the fact that for any predicting
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equation .of degree P,
Bq + ByXj + . . . + Bp X j + et -  e: =
for each data point, (x..,y^.).
Combining the objective function and the constraints yields the
basic problem formulation:
Min S = et + eT + et + e% + . . . + e* + e"I I d c n n
subject to the constraints
Bq + B^X^ + . . . + BpX^ + e | -  e  ̂= y.|
Bq + B^Xg + . . . + BpXg Sg -  eg = Yg
p  +  -  •
Bq + B̂ x̂  + . . . + Bpx n + e  ̂ - e  ̂ = 
where n is the number of experimental data points, and P is the degree 
of equation desired.
The formulation of the problem presents complications. These 
complications must be resolved before the simplex method is in itia ted .
Notice f ir s t  that a ll of the constraints are equalities. Accordingly 
i t  w ill be necessary to introduce a r t if ic ia l variables. Phase I w ill 
be used to eliminate the a r t if ic ia l variables and produce an in it ia l 
basic feasible solution.
The second major complication is that there is no guarantee that 
the B's w ill always be positive. Provisions must be made to treat 
these variables as variables unconstrained in sign.
Resolving these two complications by the methods discussed previously 
yields the beginning.form of the problem for the simplex method:
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Min S = et + eT + e t + eZ + . . . + e^ + e“I I d d n n
subject to
- Bq + . . . + BpX̂  -  BpX̂  + e  ̂ - e  ̂ + xla
0̂ ~ Bg + . • . + BpXg -  BpXg + eg -  eg + Xg^ = y-
Bq -  Bq + . . . + BpX% -  Bpx[ + + x^^ =
where x.^ represents the a r t if ic ia l variable introduced to constraint i ,  
for i = l , . . . , n .
An example setup for Phase I w ill help c la rify  the procedure to 
produce a b e s t-fit curve with linear programming.
Example: Consider the five experimental data points:
'̂i 0 1 2 3 4
1 3 2 4 5
I t  is desired •:o f i t a line to this
Variables
4" —  ̂ — 4" — 4" — 4" —
W 0̂ -Go Gl -Gl "l "l "2 "2 "3 ®3 "4 "4 "5 ^la *2a ^3a ^4a ^5a RHS
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0
0 1 0 0 1 -1 0 0 0 0 0 0 0 0 1 0 0 0 0 1
0 1 1 -1 0 0 1 -1 0 0 0 0 0 0 0 1 0 0 0 3
0 1 2 -2 0 0 0 0 1 -1 0 0 0 0 0 0 1 0 0 2
0 1 3 -3 0 0 0 0 0 0 1 -1 0 0 0 0 0 1 0 4
0 1 4 -4 0 0 0 0 0 0 0 0 1 -1 0 0 0 0 1 5
I t  is of interest to point out the relationship between the dimensions 
of the linear programming problem and the number of data points. Using 
the same notation as before (n equals the number of data points and P
T-1662 29.
equals the degree of equation desired), the dimensions of the Phase I 
tableau are:
number of columns = 3n + 2(P + 1) + 1
number of rows = n + 1 
Thus, the simple 5-point example above produces an in it ia l 6-by-20
tableau.
Elimination of Phase I
As seen above, the dimensions of the linear programming problem
for Phase I increases rapidly as the number of data points and degree
of equation increases. By performing simple algebraic manipulations,
i t  is possible to reduce the number of columns in the in it ia l tableau
by about 3D percept. In e ffect, the manipulations eliminate the need
for Phase I of the simplex algorithm.
Recall in the formulation of the curve-fitting linear programming
problem that et represents the vertical distance the point i is above
the curve. An obvious in it ia l basic feasible solution would be to le t  
+
ê . = b. for i = l , . . . , n .  The in it ia l  curve associated with le tting  the
positive deviations equal the right hand sides corresponds to the x-axis
in the x-y coordinate system. By beginning with this solution, no
a r t if ic ia l variables need to be introduced to the tableau.
To proceed with this in it ia l solution, i t  is necessary to algebraically 
+ + 
remove the e^'s from row 0. Removing the e^'s is accomplished simply
by using Gauss-Jordan elimination. For example, the generalized in it ia l
tableau before Gauss-Jordan elimination for a linear regression is:
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Zx Bo ■Bq h
Variables 











1 . . . 1
-1 . . . 0
0 . . . 1 -1
After eliminating the e /s  from row 0 the tableau is:
-B,
Variables 






Thus, Phase I may be eliminated and the tableau reduced by merely
changing row 0. The following set of rules state how to change row 0.
Step 1: for each column corresponding to Bĵ ,
for k = 0 , . . , , P ,  replace the coefficient in row 0 
- by - Ix t .
Step 2: for each column corresponding to -B^, for k = 0 , . . . , P ,
replace the coefficient in row 0 by %xt.
Step 3: change to 0 a ll coefficients corresponding to e t ,
for i = 1 n.
Step 4: change to +2 a ll coefficients corresponding to e .̂,
for i = 1 , . . . ,n.
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Besides eliminating the need for Phase I ,  the dimensions of the 
problem are substantially reduced. The new dimensions of the in it ia l  
tableau are:
number of columns = 2(p + 1) + 2n + 1 
number of rows = n + 1 .
For example, the 6 x 20 in it ia l tableau of the 5-point problem discussed 
above is reduced to 6 x 15 tableau. The in it ia l tableau for the 
5-point problem is:
Variables






®3 ®3 ®4 5̂ "5 RHS
1 -5 5 -10 10 0 -2 0 -2 0 -2 0 -2 0 -2 -15
0 1 -1 0 0\ 1 -1 0 0 0 0 0 0 0 0 1
0 1 -1 1 -1 0 0 1 -1 0 0 0 0 0 0 3
0 1 -1 2 -2 0 0 0 0 1 0 0 0 0 0 2
0 1 -1 3 -3 0 0 0 0 0 0 1 -1 0 0 4
0 1 -1 4 -4 0 0 0 0 0 0 0 0 1 -1 5
Examp es
To compare the curves derived from the linear programming method 
with the curves derived from the least squares method, six example 
problems w ill be presented. Three of the examples are linear, and 
three are second degree regression curves. The data for the linear 
examples is found in reference [3 ]. The data for the other examples 
was selected because of its  f i t  to second degree polynomials.
Below is a table giving the problem number, the number of data
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points, and the coefficients derived by each method. The following 


























C  CM o CD
• r -  0 0 CD 1
EE(O •so- CO CO o> CD
i. 0 0 CO cn 00 CM OC7) o CM o CM
O  r - CM
S - 00 o o 1 i CM
a .
i . o CO o CD(O o o o CD CD
<u o CO CO o o CD
c o LO•1-  o o CM CM





COo CO CO CM
CM CO
4 — o
4 -  CM O
(U CO CD o 1
OO
CO CT»
to CM rs. 00 CM 00
03 o CO CD CO CM
S- o CM CO
<0 r— CD CM
=3 OO o o 1 1 CM
CT
(/> o 0 0
+ J lO CO CO CO 0 0 LO
to CO 0 0 LO o 0»
<o CO
<u o CM o  . CO o
_ J  OO 1 1 CM CM 1
CO
T-1662 34.




120.0040 .00 8 0 .00 160.00 240.00
INDEPENDENT VARIABLE
o DATA POINTS
--- LEAST SQUARES METHOD
-—  LINEAR PROGRAMMING METHOD
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FIRST DEGREE REGRESSION CURVE
g




.00 2 0 .00 4 0 .0 0  60 .00
INDEPENDENT VARIABLE ( X 1 0 '  )
8 0 .0 0 100.00
o DATA POINTS
---  LEAST SQUARES METHOD
  LINEAR PROGRAMMING METHOD
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FIRST DEGREE REGRESSION CURVE
g









































Linear programming may be used to f i t  curves to experimental data. 
Linear programming f its  the curve to the data by minimizing the sum of 
absolute deviations from the curve to the data point. In addition, 
by simple algebraic manipulations, i t  is possible to produce an in it ia l  
basic feasible solution and eliminate Phase I .
To evaluate the results of the linear programming method, the results 
are compared to the results of the least squares method. Because of 
the difference in c rite ria  for each method, the linear programming 
approach places less emphasis on eccentric data points. For the example 
problems presented in this paper, the processing time for deriving the 
curve by linear programming was nearly 10-times as long as the processing 
time needed for the least squares method. Problems with a larger number 
of data points would increase the ratio of LP processing time to LS 
processing time. I f  only linear regression is required, Rao and Srinivasan 
presents more e ffic ien t ways to minimize the sum of absolute deviation[4].
One of the major drawbacks of the linear programming method is 
encountered when the range of the data is re lative ly  large. Coefficients 
derived by squaring or cubing the value of the data points n u llify  the 
accuracy of this method.
Sensitivity analysis is possible for the linear programming method.
By examining the final tableau i t  is simple to see how the sum of absolute 
deviations responds to changes in the experimental y values and changes 
in the non-basic variables over a range that does not a lte r the basis.
Examining the linear programming method indicates that the regres-
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sion curve is not restricted to a polynomial. Appropriate data may 
also be fitted  to logrithmic, exponential and other functional relation­
ships. Also, the method could be applied to multi regression.
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