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ABSTRACT 
The occurrence of G-quadruplex (G4) structures in both genic and non-genic 
sequences has been well documented. However, even in genic regions the biological 
functions of these motifs remain poorly understood, though their potential to act in a 
regulatory fashion has been hypothesized. With the recent development of next 
generation sequencing technology, we have accumulated genomic and transcriptomic 
sequences from various species and tissues. Coupled with pattern recognition software 
that can identify putative G4 sequences, the time is right for tackling the question of 
whether and how G4s are involved in regulating gene expression. Previous studies 
suggested that G4 conformation can be dependent on cation type and concentration, 
along with G4 motif pattern differences (e.g., number of consecutive guanines). It also 
has been shown that G4 function may be associated with location relative to a given 
gene’s structural elements (transcription start site [TSS], exon/intron boundaries, etc.).  
My project focuses on expression of G4-containing genes from maize tissues 
under various abiotic stress conditions, including salt stress, which may change 
physiological cation concentrations. I quantified, compared, and visualized expression of 
G4-containing gene groups by developing and applying novel computational algorithms 
and statistical models. These methods were packaged into a software program I released 
on a web server called C-REx (http://c-rex.dill-picl.org/). I found that under salt stress 
conditions, transcription factors (TFs) with a G4 on the anti-sense (template) strand 
upstream of the TSS are 455% more likely to be up-regulated than non-G4 
genes.  Likewise, transcription factors with a G4 on the anti-sense strand just downstream 
of the TSS are 259% more likely to be up-regulated. In addition, among G4 transcription 
x 
factors that are up-regulated, heat shock factors are significantly enriched. On the other 
hand, under salt stress conditions non-TF genes with a G4 on the anti-sense strand 
upstream of the TSS are 157% more likely to be down-regulated, and those with the G4 
on the anti-sense strand downstream of the TSS are 124% more likely to be down-
regulated. Through G4 sequence feature analysis, we found that the length of G-runs was 
significantly associated with whether genes were switched ‘on’ or ‘off’ in salt stress 
conditions. The shortest G-runs were associated with G4 motifs in TF genes that were 
switched ‘on’, while the longest G-runs were associated with G4s in non-TF genes that 
were switched ‘off’. These findings suggest that salt stress resilience could potentially be 
improved in maize by selecting for natural gene variants with specific G4 constitutions or 
by introducing specific G4 motifs of varying lengths into TF and non-TF genes involved 
in response to salt stress.   
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CHAPTER 1.    GENERAL INTRODUCTION 
 
1.1 The G-quadruplex  
The discovery of the G4 structure can be traced back to the early 1960s (Gilbert et al. 
PNAS 1962). Gilbert found a novel four-strand DNA helix formed by self-associating 
guanines. Later, it was shown that such structures could form in vitro in telomere regions 
(Lipps et al PNAS 1982 and Sundquist et al Nature 1989). Unlike the traditional Watson-
Crick structure, G4s are formed by Hoogsteen hydrogen bonding of four guanines forming a 
G-quartet. Three G-quartets can stack on top of each other with the aid of a monovalent 
cation, such as Na+ or K+, stabilizing the middle of each quartet (Figure 1.1A). Thus, the 
species and concentration of cation could strongly influence the stability of G4 structures. 
The versatility of G4 formation enables structures to be built from intra-molecular 
interactions with parallel or antiparallel orientations (Figure 1.1B). 
With the advancement of genome sequencing projects, researchers discovered that the 
distribution of G4s relative to genome position is non-random. In humans, a significant 
abundance of G4s are found in telomere regions (Konig at al Biomol Concepts 2010). G4s 
are also significantly enriched around human Gene Regulatory Elements (GRE) (Du et al., 
2009). Du et al. showed that G4 favored by natural selection on highly conservative GREs 
compared with non-genic region and mature mRNA. Du et al. further brought up a 
hypothesis that G4 could be a switch of GREs, such as allow/inhibit the binding proteins to 
GREs by switching DNA structure. More intriguingly, 90% of genes have G4s around 
replication origins (Cayrou et al Methods 2012, Cayrou et al Genome Res 2011).  The 
specific localization of G4s near important gene functional elements suggests G4 may play a 
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general role in various biological processes including telomere maintenance, DNA 
replication, and gene transcription and translation. Indeed, evidence has begun to accumulate 
on the potential biological functions of G4 structures.  For example, destabilizing G4 on viral 
mRNA could lead to up-regulation of its protein product synthesis to an amount detected by 
the human immune system (Pierre et al., 2014), and a high G4 density within human 
oncogenes suggests these structures may be promising anti-cancer drug targets (Vicki et al., 
2015). G4 is also found in many plant species (Garg et al., 2016)(Takahashi et al., 2012). In 
Arabidopsis, GO enrichment analysis revealed that G4 are significantly enriched in 
development regulation and drought stress response terms (Mullen et al., 2010).  
 
1.2 Maize   
Maize is the top produced crop in the world (as measured in total weight), according 
to the Food and Agriculture Organization of the United Nations 
(http://www.fao.org/faostat/). It is a major nutrient source in many countries. Moreover, 
maize is used to feed livestock and produce biofuel. In the United States, nearly 40% of all 
maize produced is used for biofuel production (Ranum et al., 2014). Thus, maize is a very 
important crop and its sustained and increased production are critical for the US and world 
economies. 
The world population is growing fast, which will require dramatic increases in crop 
productivity to maintain the global food supply. (Edgerton, 2009). With limited arable land, 
it is important to expand maize cultivation in areas previously unable to sustain such crops. 
At the same time, it is also important to decrease the existing footprint of crops. Both 
challenges are made more daunting by climate change. Methods to increase crop production 
in light of these limitations and challenges are badly needed. We must maintain and even 
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increase crop production under increasingly variable and stressful conditions, including cold, 
salt, high UV, floods, and drought situations.   
Previous studies have shown that G4s are distributed non-randomly in the maize B73 
genome. More interestingly, G4s were enriched in many important biochemical pathways, 
including energy status, hypoxia, low sugar, and nutrient deprivation. This result suggested 
G4 might regulate stress pathways to deal with unfavorable conditions (Andorf et al., 2014). 
Andorf et al. further demonstrated that G4 signals are stronger in highly conserved orthologs 
across 5 grass species. This indicated G4 are favored during natural selection process. 
The need to design stress resilient crops necessitates the identification of what, if any, 
role G4s play in maize development and survival under stress.  
Maize is moderately sensitive to salt stress (Farooq et al., 2015). Previous studies 
suggested that salt stress treatment to maize could influence K+/Na+ balance in root and shoot 
tissues (Pandolfi et al., 2016). With more sodium transported to (Assaha et al., 2017) and 
accumulated in cytoplasm and nucleus (HAJIBAGHERI et al., 1987)(Niu et al., 2012)(Urano 
et al., 2014), the possibility of G4 forming a stable structure significantly increased 
(Bhattacharyya et al., 2016). 
Although mounting evidence indicates a series of biological roles G4 might play, we 
still lack direct evidence of DNA-level G4 motifs affecting RNA and/or protein levels on a 
genome wide scale. We need more comprehensive and multidimensional datasets along with 
powerful and novel computational tools to make advances in this area. 
 
1.3 Methods to predict gene functions from RNA-seq analysis  
Gene expression patterns are one way to infer potential G4 function under various 
conditions. RNA-seq is a widely used tool that has been used to study many biological 
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phenomena, including plant stress (Wang et al., 2009). Many statistical methods and 
computational tools have been developed to address the need to analyze RNA-seq sequences 
(Ding et al., 2015; Robinson and Oshlack, 2010; Conesa et al., 2016). After reads are 
mapped back to a genomic region and transcript model, read counts are calculated for each 
transcript, and then the log fold change between the control and treatment group is calculated 
for each gene. Based on the cut-off of log fold changes (usually >1 or <-1), differentially 
expressed (DE) gene sets are defined. Clustering algorithms, such as k-means, subdivide the 
entire DE gene set  list into smaller sub groups. Gene Ontology (GO) enrichment analysis is 
a very useful way to infer gene functions within each DE gene subgroup (Subramanian et al., 
2005). This approach is mostly data driven, since there is usually no hypothesis set up before 
conducting clustering and GO enrichment.  In fact, this commonly used method is not 
suitable for testing specific hypotheses. We cannot ask, e.g., how many folds on average 
(rather than what percentage of DE genes) a specific group of genes with a G4 is more or less 
up or down-regulated than other gene groups under specific stress conditions. Novel 
statistical models and bioinformatics tools that can measure, visualize, and assess 
significance of gene group expression patterns would help us to be able to determine whether 
G4-containing genes respond to stresses differently as a group than other gene sets. 
 
1.3 Problem Formation 
1.3.1 Hypothesis testing: G4 position relative to the gene body influences gene 
expression changes  
 
Andorf et al., 2017 analyzed where G4s occur in the maize genome with respect to 
the gene body, mapped G4-containing genes to biochemical pathways, found that G4s were 
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over-represented in certain regions of genes, and found that G4-containing genes were over-
represented in stress pathways. They formulated the following interrelated hypotheses (see 
also Figure 1.3). 
1. If a G4 is located on the promoter region on the sense strand of a given gene, the 
G4 could serve as a physical obstacle that inhibits binding of the transcriptional 
machinery.  
2. If G4 happens to be on the anti-sense (template) strand, where RNA polymerase 
binds to the transcript template strand, the transcriptional machinery could 
assemble, but would be unable to proceed in mRNA production.  
3. If G4s occur near the start codon of the open reading frame on the sense strand, 
they could be transcribed into the mRNA, thus inhibiting the ribosome from 
proceeding through the transcript.  
We sought to test these hypotheses by analyzing transcription of G4-containing genes 
relative to non-G4 genes by analyzing various expression datasets collected across multiple 
stress types including UV, salt, heat, cold and submergence stress,.  We also included salt 
stress in this set in an effort to determine whether cation concentrations might affect stability 
and transcription of G4-containing genes, and if so, how.  
 
1.4 Structure of this Dissertation  
 
This dissertation is organized as follows: Chapter 2 describes a statistical method to 
analyze RNA-seq gene expression data along with pre-defined gene groups. This method 
enables a hypothesis-based approach to test whether a group of genes, such as genes with a 
G4 nearby, show significantly different expression patterns across samples under varied 
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conditions. Chapter 3 focuses on a bioinformatics web tool called C-REx (available online at 
http://c-rex.dill-picl.org/), which is an implementation of the statistical model developed in 
Chapter 2. In Chapter 3, additional test datasets and applications of C-REx are also included, 
which demonstrate a broad range of applications, parametric and non-parametric tests, on 
analyzing RNA-seq data under different scenarios. Chapter 4 introduces the model developed 
by Andorf et al. describing how G4s are enriched in stress pathways of maize and describes 
how these could affect expression of genes that contain them. I test the prediction that the 
presence of G4 motifs in the gene body could affect gene expression under stress conditions 
using C-REx and other computational methods. Chapter 5 reviews the work I have 
accomplished over the course of my graduate studies, and Appendices A-D contain not only 
the various datasets and descriptions underlying many of the described activities in Chapters 
2-4, but also includes two other publications I have contributed to during my time as a 
student at Iowa State University: An ontology approach to comparative phenomics in plants 
(Oellrich et al., 2015) and Response to Persistent ER Stress in Plants: a Multiphasic Process 
that Transitions Cells from Prosurvival Activities to Cell Death (Srivastava et al., 2018). 
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Figure 1.1. Classical G-quadruplex (G4) structure. Guanine bases (G) are stabilized by 
Hoogsten hydrogen bonding (red dashed lines) and stabilized by a cation (light blue +). 
(Zoom in) Planar G4s are stacked on top of one another, forming a four-stranded structure. 
On the strand opposite the G4 motif, a C-loop may form. 
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Figure 1.2. Alternative G-quadruplex (G4) structures. (Top) Intramolecular antiparallel G4 
(Bottom) Intramolecular parallel G4. Arrowheads indicate 5’-3’ direction, blue squares 
represent looping sequences. 
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Figure 1.3. G4 function hypothesis and models. (Top) The G4 is located upstream of the TSS 
on the sense strand. The formation of G4 may inhibit transcription factor binding, and 
therefore transcription initiation. (Middle) The G4 is located on the anti-sense strand of TSS. 
RNA polymerase stalls are hypothesized to occur due to G4’s physical blocking effect. 
(Bottom) The G4 is located on the sense strand downstream of the TSS. Transcription will 
proceed. A G4 would be anticipated to form on mRNA after RNA polymerase transcribed 
sense strand G4 motif. Ribosome stalls happen due to a G4 in the RNA.   
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2.1 Abstract 
 
Genome-wide molecular gene expression studies generally compare expression 
values for each gene across multiple conditions followed by cluster and gene set enrichment 
analysis to determine whether differentially expressed genes are enriched in specific 
biochemical pathways, cellular components, biological processes, and/or molecular 
functions, etc. This approach to analyzing differences in gene expression enables discovery 
of gene function, but is not useful to determine whether pre-defined groups of genes share or 
diverge in their expression patterns in response to treatments nor to assess the correctness of 
pre-defined gene set groupings. Here we present a simple method that changes the dimension 
of comparison by treating genes as variable traits to directly assess significance of 
differences in expression levels among pre-defined gene groups. Because expression 
distributions are typically skewed (thus unfit for direct assessment using Gaussian statistical 
methods) our method involves transforming expression data to approximate a normal 
distribution followed by dividing the genes into groups, then applying Gaussian parametric 
methods to assess significance of observed differences. This method enables the assessment 
of differences in gene expression distributions within and across samples, enabling 
14 
 
hypothesis-based comparison among groups of genes. We demonstrate this method by 
assessing the significance of specific gene groups’ differential response to heat stress 
conditions in maize.  
 
2.2 Introduction 
 
Determining gene function remains a fundamental problem in biology. Measuring 
gene expression levels via transcript analysis across various treatments and developmental 
stages from many tissues greatly facilitates gene, pathway, and genomic functional 
annotation and interpretation. Because gene expression measurements are highly variable, 
many existing sophisticated statistical models and implementations are available to reduce 
measurement bias introduced during sampling and technical procedures(Goeman et al., 
2005),(Goeman and Bühlmann, 2007),(Robinson and Oshlack, 2010),(Li and Dewey, 
2011),(Trapnell et al., 2012),(Anders and Huber, 2010),(Patro et al., 2017). After these 
calibration and normalization procedures, researchers commonly work toward identifying a 
set of differentially expressed genes then analyze annotations to those genes in an effort to 
discover shared functions (based on, e.g., shared biochemical pathways or biological 
processes; see Figure 1). Existing methods(Subramanian et al., 2005),(Carbon et al., 
2009),(Huang et al., 2009) for such analyses are highly dependent on the accuracy and 
precision of gene function annotations from gene ontology (GO) terms(Ashburner et al., 
2000), KEGG pathway enzyme annotation(Ogata et al., 1999), etc.(Rhee et al., 2008) In 
other words, enrichment analysis depends on reliable functional annotation. Because some 
annotations are based on, e.g., experimental evidence whereas others derive from 
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computational prediction alone,(Rhee et al., 2008) annotation bias, incorrect annotations, and 
low quality annotations could lead to misinterpretation of detected expression patterns. 
 Other, less commonly used approaches assess differential expression within 
pre-defined gene sets(Nam and Kim, 2008),(Guo et al., 2012). Such approaches are either 
‘competitive’ or ‘self-contained,’ terms coined by Goeman and Buhlmann(Goeman and 
Bühlmann, 2007).   The competitive approach identifies a gene set with comparatively 
greater or comparatively fewer differentially expressed genes relative to all other genes in the 
dataset. The null hypothesis for the competitive approach is as follows: “Differential 
expression in a defined subset of genes is observed, at most, as often as it is observed for 
genes in the remaining set.” The self-contained approach focuses only on the information 
from gene sets of interest. The null hypothesis underlying self-contained tests could be stated 
as, “No genes in the defined subset are differentially expressed.” Each approach has 
important caveats. Competitive group analysis depends on the background distribution and 
assumes independent sampling(Goeman and Bühlmann, 2007),(Allison et al., 2006),(Damian 
and Gorfine, 2004). Self-contained analyses can be highly affected by a very small number of 
highly expressed genes; thus one highly expressed gene could result in failure to detect 
otherwise significant patterns. Another drawback to these methods is the fact that enrichment 
analyses, designed to test whether specific gene groups are either up- or down-regulated 
under specific conditions enriched in certain biological functions, do not produce a direct 
measurement of how much gene group expression levels change across experiments.  
Here we present and describe a different method to comparatively assess the 
expression patterns among pre-defined groups, both within and across treatments. The key 
difference between existing methods (Figure 2.1) and ours (Figure 2.2) is the absence of a 
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‘differentially expressed gene set’ concept throughout the process. We treat each normalized 
gene expression value as a variable in the later comparison between groups. Our method 
enables examination on non-linear, non-one-to-one correspondence among gene groups.  
We demonstrate this new method by assessing a well-studied biological phenomenon: 
the response of genes to heat stress. Heat shock proteins (HSP) are regulated by heat shock 
factors (which are a specific group of transcription factors; abbreviated here HSF TFs) under 
heat stress(Sorger, 1991),(Al-Whaibi, 2011). HSF TFs are negatively regulated by heat shock 
factor protein bindings (HSPBs)(Fu et al., 2006). By dividing maize genes into subgroups, 
i.e., HSPs, HSPBs, HSFs, other TFs, and housekeeping genes, we compare each group’s 
response to heat stress.  
We also show the method’s utility for analyzing groups of genes that are not 
functionally related by evaluating the significance of differences in gene expression for 
maize genes nearby gyma and huck transposable elements (TE) in heat stress conditions, 
confirming Makarevitch et al.’s findings that genes with gyma nearby are significantly up-
regulated whereas genes with huck nearby show no differential expression in heat stress 
conditions(Makarevitch et al., 2015). 
 
2.3 Materials and Methods 
 
For the first example, we focused on these subgroups of maize genes: HSPs (reported 
in Pegoraro et al.(Pegoraro et al., 2011)), HSPBs (from Gramene(Tello-Ruiz et al., 
2016),(Gramene at 
ftp://ftp.gramene.org/pub/gramene/CURRENT_RELEASE/data/ontology/go/go_ensembl_ze
a_mays.gaf term GO:0031072 (heat shock protein binding) accessed 3 May 2017.)), HSF 
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TFs and other TFs (from GRASSIUS(Yilmaz et al., 2009),(GRASSIUS at 
http://grassius.org/tf_browsefamily.html?species=Maize accessed 3 May 2017)), and 
housekeeping genes (see “Supplementary Material 2” from Lin et al.11). Each group’s 
response to heat stress was compared across conditions and across subgroups within the same 
condition using RNA-seq datasets reported by Makarevitch et al.(Makarevitch et al., 2015) 
Gene groups derived from these sources are listed in Supplementary Table S2.1 (all 
Supplementary Materials are available online at DOI 10.17605/OSF.IO/Y46TF, which 
currently resolves to https://osf.io/y46tf/). 
For the second example, we use the Makarevitch et al.(Makarevitch et al., 2015) 
expression dataset along with their TE gene set lists and coordinates from the maize TE 
dataset reported by Baucom et al. (Baucom et al., 2009) where TEs are considered ‘nearby’ if 
they are +/-1 kb from the transcription start sites of genes in the B73 RefGen_v3 genome 
assembly with gene annotation version ZmB73_5b(Schnable et al., 2009). We focus on 
genes near gyma TEs, which constituted the largest set of genes near a specific TE type that 
were up-regulated by heat stress, and compare those to genes near huck, which constituted 
the largest subset of genes near a TE family that were not differentially expressed. Gene 
groups derived from these sources are listed in Supplementary Table S2.2. 
             Because this method aims to detect the differences between groups of genes 
based on a hypothesis-driven approach, methods for grouping genes are not limited to genes 
with homologous sequences (such as groups in the first example) or shared pathways, though 
gene groups assembled using such concepts are reasonable candidates for this approach. One 
example of a non-homologous gene set made up of members that also are not necessarily 
involved in shared biochemical pathways includes members of the housekeeping gene set 
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(such as those used in the normalization step described in Theory/Calculations), which we 
define as those genes essential to maintaining basic cellular functions and including only 
those with constant expression values across various tissues and conditions. Other groups of 
genes share such characteristics as having a TE located near the transcription start site (the 
second example), genes in a particular region of a chromosome, or genes sharing structural 
elements. These groups each share some characteristic, but these characteristics are not 
limited. Moreover, the the annotation step (source of gene groupings) could be derived using 
different methods or sources for each group of genes. So long as within-group expression 
values after log transformation roughly follow the normal distribution, our hypothesis-based 
approach to transformation and statistical analysis is both applicable and reliable. 
 
 
 
2.4 Theory/Calculations 
 
Suppose we have a pre-defined gene set, for which read counts for each gene have 
been normalized by TPM that is calculated as a percentage of reads normalized by length of 
each gene to total reads within a sample(Wagner et al., 2012). Because we intend to treat 
each gene as a variable, we use the TPM value averaged across biological replicates to 
measure the expression level for each gene:  
 G!"=!! T!"#!!!! ,    (1.0) 
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where T!"# stands for the TPM value of the gth gene for the jth biological replicates 
within the ith condition/treatment, j = 1,2, …, ni, and ni is the number of replicates for the ith 
condition. This step summarizes expression levels for each gene to facilitate the comparison 
using gene sets.   
We apply the logarithm transformation as in (1.1) because the expression 
measurements are typically highly skewed to the right. We add a small value 1 to each TPM 
to avoid problems for the logarithm transformation. 
 
Xgi= log (G!" + 1)   (1.1) 
 
Secondly, we calculate a normalization factor based on housekeeping genes: 
 
mi =
!! HX!"!!!!     (1.2) 
 
where HXgj are expression values of the gth housekeeping gene in the ith condition 
after transformation using (1.0) and (1.1), and suppose that there are a total of r housekeeping 
genes.  
Because housekeeping genes are, by definition, expected to express at a constant level 
across tissues and under various conditions, we could use mi to normalize across conditions 
(Xgi/mi) when we compare a gene set from different samples. 
Finally, Student’s t-test (or other appropriate parametric or non-parametric tests) 
could be applied to test two different types of null hypotheses. 
20 
 
First, we can test for equal means between gene groups A and B under the same 
treatment condition, e.g., condition 1 (1.3). 
H0:  𝜇 A1 = 𝜇 B1  
Ha: 𝜇 A1 ≠ 𝜇 B1    (1.3) 
 
This might be of interest to determine, e.g., whether a transcription factor and the 
genes it activates respond similarly in a given condition. 
Second, we could also test whether the same gene set (A) has the same mean across 
conditions 1 and 2: 
 
H0:  𝜇 A1 = 𝜇 A2  
Ha: 𝜇 A1 ≠ 𝜇 A2    (1.4) 
 
This might be of interest to determine, e.g., whether a group of genes with increased 
transcript abundance under salt stress conditions shows similar increases in transcript 
abundance in drought stress conditions. 
In both examples, if a gene has an average TPM value (G!") below 1 in both 
conditions, we consider such data unreliable because it is hard to tell whether the 
corresponding reads were from signal or noise. Therefore we exclude such genes from the 
following analysis. Note that we used TPM in the above formulae, but FPKM values can also 
be used. 
2.5 Results 
As is often observed for gene expression values, the distribution of expression values 
across all genes in shoot tissues from maize seedlings follows an exponential curve, with the 
majority of genes expressed at relatively low levels (Figure 2.3a; non-stressed condition). 
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Log transformation results in a distribution much closer to normal (Figure 2.3b). Log-
transformed data collected from the shoot tissues of maize seedlings under both non-stress 
(Figure 2.3c) and heat stress conditions (Figure 2.3d) generally follow the normal distribution 
(i.e., 93.1%-97.4% of all log transformed data were located within a 95% confidence 
interval), indicating that this transformation approach is reasonable. Note well: because our 
method relies upon transformation to approximate a normal distribution, it is important to 
check the results of log transformation not only for all sampled genes and for all conditions, 
but also for each individual gene group and treatment combination. In this example, the 
housekeeping genes, HSFs, other TFs, and HSPBs all appear to roughly approximate the 
normal distribution (as assessed via QQ-plot; Figs. S2.1-2.8). However, the transformed 
expression patterns for HSPs do not follow the normal distribution (see Figs. S2.9 and S2.10) 
and are therefore not appropriate for analyses using parametric tests of significance among 
groups. This result exemplifies the need to inspect transformed distributions as a step in 
applying this method.  
As one might expect given the known and well-understood biology of response to 
heat stress, transcription of HSF TFs increases in response to heat stress and shows a very 
different distribution than other TFs (Figure 2.3 panels e and f). Relative to the non-stress 
condition, HSF TFs have right-shifted RNA expression distributions relative to housekeeping 
genes and other TFs under heat stress.  Beyond inspecting the distributions, this data 
transformation approach allows application of parametric statistical approaches, e.g., the t-
test, to compare mean values between distributions within a given sample. As shown in Table 
1, under non-stress conditions, the t-test fails to reject the null hypothesis (i.e., HSF TF and 
other TF have no differences in mean values).  However, as shown in Table 2.2, under heat 
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stress t-test results reject the null hypothesis, indicating that the higher expression of HSF 
TFs is significantly different than that of other TFs. As shown in Table 2.3, the expression 
distribution shifts between Figure 2.1 panels e and f are significant only for HSF TFs, but not 
for other TFs nor for the HSPB group.   
It is worthwhile to show that the approach we have developed is versatile beyond the 
analysis of homologous genes with shared functions given that hypotheses concerning 
concerted action of genes can be made for various groups (e.g., genes that share specific TF 
binding sites, genes that all participate in the same biological pathway, etc.).  For our second 
example, we investigated differences in expression patterns among genes near TE types that 
Makarevitch et al. showed may affect transcription under heat, cold, high UV, and salt stress 
conditions(Makarevitch et al., 2015). We analyzed their maize RNA-seq dataset collected 
under normal and heat stress using our new method as described in the first example. Among 
other findings, Makarevitch et al. showed that 25% of genes with a gyma element +/-1 kb of 
the transcription start site are up-regulated under heat stress whereas those with the huck 
element in the same location are not(Makarevitch et al., 2015). We plot transformed 
expression patterns of groups of genes with the gyma and huck motifs near the transcription 
start site (as well as housekeeping genes) under non-stress and heat stress scenarios (Figure 
2.4). Those plots show that the distribution of genes with gyma near the transcription start 
site shifts to the right under heat stress conditions, which indicates a positive transcriptional 
response to heat stress. Genes with huck near the transcription start site do not. We then 
apply our method to assign p-values to assess the significance of both gyma and huck to the 
activation of nearby gene expression (for QQ-plots see Figs. S2.11-S2.14). The gyma and 
huck distribution means are significantly different from each other in non-stress conditions 
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(Table 2.4), but in heat stress conditions the means of gyma and huck expression distributions 
are not significantly different from each other (Table 2.5).  Compared across samples (non-
stress vs heat stress), the expression differences for the gyma gene group means yields a p-
value < 0.0001 (see Table 6). This indicates a statistically significant positive response to 
heat stress for genes with gyma nearby. Genes with the huck TE family nearby show no 
significant changes in the distribution of transformed expression values (p-value=0.76). 
These results not only confirm the findings of Makarevitch et al., they assign significance to 
the observation that genes with gyma, but not huck, near the transcription start site show 
increased transcription under heat stress (Makarevitch et al., 2015). 
2.6 Conclusions 
 
We changed the dimension of comparison for gene expression studies to derive a new 
hypothesis-driven approach to gene expression analysis that enables the use of Gaussian 
parametric tests to assess results. One could also easily use this approach to study other 
phenomena and to test various biological hypotheses. For example, recent studies reporting 
gene regulation show that motifs around regulatory regions of genes (e.g., transposable 
elements(Makarevitch et al., 2015), high GC content motifs(Mishra et al., 2009), and G-
quadruplexes(Andorf et al., 2014)) may influence nearby gene expression levels under stress 
conditions.  One could also apply this approach to evaluate the influence of gene sequence 
composition bias on expression (e.g., GC content effects) as well as expression differences 
that may be attributable to a gene’s local context (e.g., location on the chromosome or 
adjacency to other genes).  
By design, our approach is limited to pre-defined gene groups. Thus, this method is 
not suitable to discover genes that respond to, e.g., a particular stress environment, which is 
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often the goal of a typical discovery-based approach to gene expression analysis. Also, our 
approach does not attempt to assess the correctness of gene groupings. For example, if some 
HSF TF had been missing from the HSF TF gene group, the analysis could still yield 
significant p-values. On the other hand, the power of this method is that it can be combined 
with existing knowledge about specific groups of genes to assess how well a given 
annotation method grouped genes based on shared gene expression patterns.  
This new method is complementary to existing expression analysis tools such as those 
available via the Gramene Plant Reactome(Naithani et al., 2017). First, our method is not 
limited to homologous genes or pathway membership, thus, we broaden the scope of 
comparison that can be made. Second, our distribution-based visualization is a graph-based 
alternative to heatmap or color-coded plots used in pathway analysis, which can be difficult 
to interpret (especially for individuals with some types of colorblindness). Third, our method 
allows for statistical tests among groups of genes rather than between individual genes, 
where individual gene comparisons may conflict and cause confusing results for downstream 
analyses like pathway analysis. Our test could be used to eliminate such confliction by 
transforming each gene into variable, and all genes in a certain pathway into a group.  
Novel approaches to enable hypothesis testing for shared regulation of gene sets are 
needed. As technologies for measuring gene expression improve, we anticipate that 
additional methods will be developed that expands the toolset for grouping-oriented gene 
expression analytics. 
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Table 2.1. t-test p-values between gene sets under non-stress conditions. 
  Sample size HSF TF  HSPB Other TF  
HSF TF  19 - <0.0004* 0.272 
HSPB 37 - - 0.0001* 
Other TF  1,299 - - - 
• p-values smaller than 0.05 after Bonferroni multiple test correction. 
 
Table 2.2. t-test p-values between gene sets under stress conditions. 
  Sample size HSF TF  HSPB Other TF  
HSF TF  23 - 0.5003 0.0060* 
HSPB 37 - - <0.0001* 
Other TF  1,234 - - - 
* p-values smaller than 0.05 after Bonferroni multiple test correction. 
 
Table 2.3. t-test p-values among the same groups of genes under two conditions. 
  HSF TF  HSPB Other TF  
Heat vs 
normal 0.0039* 0.1659 0.2457 
* p-values smaller than 0.05 after Bonferroni multiple test correction. 
 
Table 2.4. t-test p-values between gene sets under non-stress conditions. 
  Sample size gyma huck 
gyma 11 - <0.0001* 
huck 234 - - 
* p-values smaller than 0.05 after Bonferroni multiple test correction. 
 
Table 2.5. t-test p-values between gene sets under stress conditions. 
  Sample size gyma huck 
gyma 11 - 0.4640 
huck 213 - - 
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Table 2.6. t-test p-values among the same groups of genes under two conditions. 
  gyma huck 
Heat stress vs non-
stress <0.0001* 0.7575 
* p-values smaller than 0.05 after Bonferroni multiple test correction. 
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Figure 2.1. Discovery-based approach to gene expression analysis. Step 1: RNA-seq samples 
are subjected to log fold change analysis to identify a DE gene set.  Step 2: clustering 
algorithms are used to create DE clusters (groups 1, 2, and 3).  Note that step 2 maybe 
skipped, especially when the list of DE genes is not long. Step 3: Enrichment analysis 
identifies pathways, GO terms, KEGG terms, etc. associated with the DE gene groups. 
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Figure 2.2. Our hypothesis-based approach to gene expression analysis. Boxes represent data 
or analysis results, arrows represent analyses.  Step 1: RNA-seq samples (control and 
treatment) are subjected to raw read count normalization (transcripts per kilobase million; 
TPM) and log transformation for each gene.  Step 2: Pre-defined gene groups (Control 1, 
Control 2, Control 3, Treatment a1, Treatment a2, etc. where the gene list for C1 is the same 
as Ta1 and Tb1, etc.) are defined and housekeeping genes are designated for normalization 
and to create group estimated means. Step 3: Gaussian statistical tests are carried out within 
(e.g., µ Ta1 and µ Ta2) and/or across samples (e.g., µ Tb2 and µ Tb2). 
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Figure 2.3. Log transformation enables Gaussian modeling of expression patterns among 
groups of genes. (a) The density plot of all maize genes (N=39,657) with a given RNA 
expression level is plotted for the non-stress condition. (b) Log transformation of RNA 
expression values before m normalization results in a roughly normal distribution. (Note y 
axis is not the same between panels a and b.) A QQ-plot (normal distribution quantiles 
plotted against sample quantiles) for the log-transformed data collected from (c) non-stress 
and (d) heat stress shown as black circles. Red diagonal indicates perfect concordance.  Red 
dashed lines indicate the 95% confidence interval (CI). Percentage of data falling outside the 
95% CI are indicated in purple. (e and f) RNA expression levels of HSF TF, HSPB and other 
TF gene groups normalized by housekeeping genes are plotted by percentage. Housekeeping 
genes shown in green, HSPB in red, HSF TFs in turquoise, and other TF family genes in 
purple. (e) Non-stress condition. (f) Heat stress.  
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Figure 2.4. TE within and near the promoter region activate nearby gene transcriptional 
response to heat stress. RNA expression levels of gene groups with gyma or huck near the 
promoter region normalized by housekeeping genes are plotted by percentage. Housekeeping 
genes shown in green, gyma in blue, and huck in red. (a) Non-stress condition. (b) Heat 
stress. 
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CHAPTER 3.    COMPARE EXPRESSION PROFILES FOR PRE-DEFINED GENE 
GROUPS WITH C-REX 
Authors: Mingze He, Kokulapalan Wimalanathan, Peng Liu, and Carolyn J. 
Lawrence-Dill 
Submitted to Bioinformatics as an application note and currently under review 
 
3.1 Abstract 
 
Summary: Most gene expression analysis methods discover groups of genes that are 
co-expressed, rather than testing whether a specified gene group behaves in a concerted 
manner. We implemented a novel statistical method designed to assess significance of 
differences in RNA expression levels among specified groups of genes. Our Shiny web 
application C-REx (Comparison of RNA Expression) enables researchers to readily test 
hypotheses about whether specific gene groups share expression profiles and whether those 
profiles differ from those of other groups of genes. We implemented data transformation, a 
normality visualizer, and both parametric and non-parametric tests for determining whether 
gene groups are functioning in concert or in contrast both within and between conditions. 
Here, we demonstrate that the C-REx application recovers well-known biological phenomena 
(e.g., response to heat stress) and show how gene group membership differences can affect 
results of gene expression analysis (based on grouping by Gene Ontology functional 
annotations). Finally, we demonstrate that the method implemented via C-REx could recover 
responsive gene set GO enrichment omitted when fold change differences are small.  
Availability and Implementation: The C-Rex R Shiny app is freely available for direct 
use online at http://c-rex.dill-picl.org/. C-REx is a containerized R Shiny application that can 
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be installed locally using the command “docker pull edifice1989/c-rex”. Specifics about 
input formats are detailed in the Appendix A. Test data and more help at http://c-rex.dill-
picl.org/. 
 
3.2 Introduction 
 
RNA-seq-based gene expression levels can be variable to the extreme (Conesa et al., 
2016). Many sophisticated methods have been developed and implemented to reduce noise in 
datasets (Leek et al., 2012; Stegle et al., 2012; Ding et al., 2015) and to compare and define 
sets of differentially expressed genes (Goeman et al., 2005; Goeman and Bühlmann, 2007; 
Anders and Huber, 2010; Robinson and Oshlack, 2010; Li and Dewey, 2011; Trapnell et al., 
2012; Patro et al., 2017). For the most common types of expression analyses, DEG sets are 
identified as those genes for which log2 (treatment/control) differences are > 1. Next, the 
identified set of DEGs is analyzed to find shared functional characteristics, often via gene 
ontology (GO) enrichment (Thomas et al., 2003). This results in discovery of genes that 
share expression profiles alongside shared functional annotations for that gene group. While 
this method helps to form gene groups and to figure out what functional characteristics the 
genes identified have in common, it does not enable specific hypothesis testing. For example, 
if a group of twelve genes are all involved in a particular biochemical pathway, a researcher 
cannot use enrichment to determine whether that gene group’s expression changes are unique 
from other genes or gene groups. To enable this kind of assessment, we developed a method 
that determines whether specified groups of genes are similar (or different) in their 
expression patterns (He et al., 2017). To do this, we changed the dimension of comparison 
and treated each gene as a variable and compare groups rather than relying on defining DEGs 
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individually. Our method uses log-transformed gene expression values, which are nearly 
Gaussian in distribution. If a normality requirement is met, Student’s t-test can be applied to 
assess the significance of differences among groups of genes between samples or treatments. 
If not, non-parameter test can be applied. Here, we describe C-REx, an application that 
implements this method. 
 
3.3 Example usage case: expression differences for specified gene groups in heat stress 
 
To use C-REx, first choose to carry out a ‘within sample’ or a ‘between sample’ 
comparison. Next, upload or select expression input file(s) from the examples provided (see 
format details in Appendix). For within sample comparisons, a single file is uploaded, 
whereas between-sample comparisons require two input files. In Figure 3.1, panel a, two 
preloaded example datasets from maize (heat stressed and non-stressed; Makarevitch et al., 
2015) are analyzed via the between-sample comparison (Makarevitch et al., 2015; He et al., 
2017). Expression input files specify gene sets by name, including a set of designated 
housekeeping genes, which are used for sample normalization. Once input files are specified, 
dropdowns entitled “Choose Gene Groups to Compare” are populated by the gene group 
names specified in the input files.  
In panel b, differences in expression of heat shock factor transcription factor (HSF 
TF) genes between stress and non-stress conditions are shown. The curves are calculated as 
followsThe C-REx tool generates log-transformed gene expression values, normalizes gene 
expression values based on housekeeping gene expression means, and graphs the normalized 
and transformed expression value distributions. As shown in panels c and d, a Q-Q plot is 
created to allow the user to assess whether the normality assumption has been met for each 
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generated distribution (therefore indicating that parametric statistics can be used). If the data 
satisfies the normality requirement, the user clicks the “Student’s t-test” tab to generate panel 
e, a “Key summary statistics” report including mean, standard deviation, and a p-value. For 
cases where the normality assumption is not met, the Wilcoxon signed-rank test (for paired 
gene sets, i.e., comparison of same group of genes under control and under treatment) and 
Wilcoxon rank-sum test (for unpaired gene sets, i.e., comparison of different group of genes 
within or across samples) is implemented and available. The analysis in Figure 3.1 indicates 
that the HSF TF gene group is significantly up-regulated in maize under heat stress. 
Mathematical details of the method are outlined in (He et al., 2017). 
 
3.4 Additional example usage cases 
 
3.4.1: Assessing variability between replicates 
Gene expression values are often inconsistent between biological or technical 
replicates (Conesa et al., 2016). C-REx can be used to carry out Student’s t-test between 
biological replicates to determine whether sample-based variability is so great that 
downstream analyses are not appropriate.  
 
3.4.1.1 Materials and Methods 
RNA-seq data were collected from maize under control (non-stress) conditions 
(Makarevitch et al., 2015). To illustrate our method, a group of genes were selected 
according to annotation to GO:0006950 (response to stress) by Gramene version 37 (Tello-
Ruiz et al., 2016) or maize-GAMER (Wimalanathan et al., 2018). Maize housekeeping genes 
were designated by (Lin et al., 2014). This results in 4 files, “Gramene-non-stress-biological-
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replicate-1.csv”, “Gramene-non-stress-biological-replicate-2.csv”, “maize-GAMER-non-
stress-biological-replicate-1.csv”, and “maize-GAMER-non-stress-biological-replicate-
2.csv” (available online under the C-REx “How to” tab). Each file has 3 columns: gene ID, 
expression value (FPKM/TPM), and gene group name (GO:0006950 used to annotate gene 
group in this example). Files marked by the same annotation method are compared between 
biological replicates.  For instance, “Gramene-non-stress-biological-replicate-1.csv”, and 
“Gramene-non-stress-biological-replicate-2.csv” were uploaded to C-REx as a “Between 
sample comparison” session and were processed by the automatic computational pipeline 
(for mathematics details please refer to (He et al., 2018). By choosing GO:0006950 (genes 
annotated by Gramene as GO:0006950) under “Choose Gene Groups” on control panel and 
clicking on the Student’s t-test tab on result panel, the Student’s t-test p-value is returned for 
the Gramene dataset. The same process applies for the cognate maize-GAMER analysis.  
 
3.4.1.2 Results 
Student’s t-test p-values indicate that there are no significant expression differences 
between biological replicates under non-stressed growing conditions. This is true using the 
group of genes tagged by this GO term for both Gramene and maize-GAMER (Table 3.1). 
This outcome indicates that the gene groups specified in both GO annotations datasets 
behave consistently between replicates and findings of gene expression differences by C-REx 
are not likely due to sampling effects (i.e., results are not artefactual).  
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3.4.2: Influence of gene grouping methods on observed expression differences 
Not all GO datasets assign the same group of genes to a given GO term. Here, we 
show how differences between GO annotations can influence the outcomes of gene 
expression analyses for both GO enrichment and for analysis using C-REx. 
 
3.4.2.1 Materials and Methods 
RNA-seq data were collected under UV treatment from maize (Makarevitch et al., 
2015). Expression values of genes annotated to GO:0006950 (response to stress) by Gramene 
version 37 (Tello-Ruiz et al., 2016) (N=129) or maize-GAMER (Wimalanathan et al., 2018) 
(N=971) along with housekeeping genes were extracted from samples. Biological replicates 
were averaged into one single gene expression value for each gene. This results in 2 files, 
“Gramene-UV-stress.csv” and “maize-GAMER-UV-stress.csv” (available online under C-
REx “How to” tab). Each file has 3 columns: gene ID, expression value (FPKM/TPM), and 
gene group name (GO:0006950 was used to annotate gene group in this example). These 
datasets were uploaded as “Gramene-UV-stress.csv” and “maize-GAMER-UV-stress.csv” to 
C-REx and a “Between sample comparison” was carried out. Under “Choose Gene Groups” 
GO:0006950 (genes annotated by Gramene or maize-GAMER as GO:0006950) was selected 
on the control panel.  
 
3.4.2.2 Results 
The Gramene dataset has a flatter distribution (the curve is wider) than that of maize-
GAMER (Fig S1), and the Gramene dataset has a larger standard deviation with fewer genes 
annotated as compared with the maize-GAMER dataset (Table 3.2). F-test analysis of the 
difference between standard deviations (maize-GAMER vs Gramene) yields a p-value 
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<0.001, indicating that there is a significant difference in standard deviation between the 
Gramene and maize-GAMER datasets. This smaller standard deviation could be interpreted 
many ways, but one thing is clear: the set of genes annotated as GO:0006950 in the GAMER 
dataset responds to stress in a more coordinated way than those tagged with this term in the 
Gramene dataset, thus demonstrating that methods for defining gene groups are highly 
influential for gene expression analysis. 
 
3.4.3: Detecting small but significant expression differences 
GO enrichment analysis of RNA-seq data depends on defining individual DEG. Here 
we show that C-REx can recover groups identified by GO enrichment as well as those that 
are not identifiable by GO enrichment.  
 
3.4.3.1 Materials and Methods 
RNA-seq data collected were under control (non-stress) and UV treatment for maize 
as described by Makarevitch et al., 2015. For this analysis, genes were counted as 
“expressed” if their where TPM>1. Gramene version 37 (Tello-Ruiz et al., 2016) or maize-
GAMER (Wimalanathan et al., 2018) were extracted from each sample for non-stress and 
UV stress conditions. GO enrichment analysis was conducted using Fisher’s exact test for 
up-regulated DEG gene sets (log2(UV/control)>1) annotated by maize-GAMER or Gramene. 
We further limited the results to groups where the GO term sets contained at least 15 genes 
for downstream normality check and Student’s t-test. This resulted in 4 files, “maize-
GAMER-non-stress.csv”, “maize-GAMER-UV-stress.csv”, “Gramene-non-stress.csv”, 
“Gramene-UV-stress.csv” (available online under C-REx “How to” section). Each file has 3 
columns, gene ID, expression value (FPKM/TPM), and gene group name (defined by GO 
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terms assigned by Gramene or maize-GAMER).  By choosing GO:0006950 (genes annotated 
by maize-GAMER as GO:0006950) under “Choose Gene Groups” on the control panel and 
selecting the “Student t-test” tab on the result panel, the p-value for Student’s t-test is 
returned for maize-GAMER. The same process applies to Gramene. Bonferroni multiple test 
correction was applied to raw p-values from GO enrichment and C-REx. 
 
3.4.3.2 Results 
As shown in Table 3.3, both C-REx and GO enrichment recover significant results for 
GO:0009644 (response to high light intensity) using the maize-GAMER gene set (see 
Supplemental excel file Full List of GO Enrichment Analysis and C-REx Results). The 
Gramene gene set annotations for GO:0009644 do not yield a significant p-value for GO 
enrichment nor for the C-REx analysis. This suggests that 1) GO annotation methods and 
datasets that define gene groups influence the interpretation of RNA-seq data; and 2) C-REx 
could detect strong signals on the same gene set marked as significant by GO enrichment 
analysis. To further assess the ability of C-REx, GO:0006950 (response to stress) are 
compared between C-REx and GO enrichment. P-values of GO enrichment on neither 
Gramene nor maize-GAMER gene sets are significant after Bonferroni multiple test 
correction. On the other hand, C-REx detects a significant shift between UV and non-stress 
gene groups, which yields a p-value <0.0001 for the Gramene set, but not the maize-GAMER 
set (Table 3.4). One thing to notice, although in section 3.3.2 C-REx detects larger variance 
in Gramene dataset than maize-GAMER, the p-value from C-REx on Gramene dataset is still 
very significant compared with GO enrichment analysis. The goal of GO enrichment test is 
to identify gene sets that are enriched in the list of differentially expressed genes, and that 
certainly dependent on the method for differential expression analysis. The C-REx test here 
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aims to identify gene sets whose expression profile changes across condition. In the case of 
GO:0006950 set, although GO enrichment test does not provide significant result, our test 
still shows this gene set may respond to the stress condition. This suggests that C-REx could 
be used as a supplementary approach alongside GO enrichment analysis to assess changes in 
gene expression.  
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Table 3.1. Student’s t-test p-values between biological replicates. 
 Gramene maize-GAMER 
p-value 0.3497 0.5723 
 
Table 3.2. Standard deviation of UV stressed gene expression value distribution annotated by 
Gramene and maize-GAMER 
 Gramene (N=129) maize-GAMER (N=971) 
Standard deviation 0.39 0.31 
 
Table 3.3. P-values adjusted after Bonferroni multiple test correction by GO enrichment 
analysis and C-REx on GO:0009644 (response to high light intensity). 
  
C-REx GO enrichment 
 Gramene maize-GAMER  Gramene maize-GAMER 
p-value 0.1321 0.0021 1 <0.0001 
 Table 3.4. P-values by GO enrichment analysis and C-REx on GO:0006950 (response to 
stress) 
  
C-REx GO enrichment 
 Gramene maize-GAMER  Gramene maize-GAMER 
p-value <0.0001* 0.7984* 0.2835* 1* 
• adjusted p-value after Bonferroni multiple test correction 
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Figure 3.1. C-REx analysis between heat stress and non-stress conditions for maize HSF TF. 
(a) Click “Apply example 1 and 2 input files” and choose “HSF TF family genes” for each 
sample. Click the “Gene distribution” tab to produce (b) the expression level density plot 
(non-stress-green, heat stress-pink). Inspect whether the transformed data satisfy the 
normality requirement by selecting the “normality test” tab. Heat stress shown in (c) and 
non-stress shown in (d) with each log-transformed expression value shown as a black circle. 
Diagonal indicates perfect concordance between the normal distribution and transformed 
expression values. Click “Student’s t-test” tab for (e) a statistical summary with means, 
standard deviation, and p-values. 
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Figure 3.2. Influence of various methods of GO annotations on gene expression distribution 
density plots.  RNA expression levels of response related gene groups (genes marked as 
GO:0006950) normalized by housekeeping genes plotted by percentage. Note that each gene 
expression value was averaged across biological replicates before grouping. Gramene (N-
129) shown in blue; maize-GAMER (N=971) shown in pink. 
  
Maize-GAMER	
Gramene	
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CHAPTER 4.    G-QUADRUPLEXES IN AND NEAR REGULATORY ELEMENTS 
OF MAIZE GENES ARE ASSOCIATED WITH ALTERED TRANSCRIPTIONAL 
RESPONSE TO ABIOTIC STRESSES 
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To be submitted for publication 
 
4.1 Abstract 
 
In maize shoot tissues, genes with G-quadruplexes (G4s) in or near regulatory regions 
respond more strongly to diverse stress conditions (including submergence, cold, heat UV, 
salt, and cold stress) than non-G4 genes. We divided genes carrying G4s into groups based 
on the G4 motif location relative to the transcription start site (TSS) and DNA strand to 
determine how G4 location may contribute to differential expression across these stress 
types. We found that that genes carrying G-quadruplex forming sequences (G4FS) near the 
TSS on the anti-sense (template) strand are generally activated in stress situations and are 
enriched in hub positions of networks. Transcription factors (TFs) are over-represented in 
these key locations, indicating that G4-containing TFs may serve as key regulators of the 
stress response. In total, about 42% G4FS genes are licensed (up-regulated) under stress, 
whereas only 26% of non-G4FS gene group showed a similar response. GO enrichment 
studies indicated that differentially expressed G4FS-containing genes were likely to be 
involved in developmental processes, suggesting that altered growth rates may be a specific 
component or result of the stress response. Although GQFS-containing TFs in hub locations 
are generally up-regulated, not all G4FS-containing genes respond to stress by up-regulation. 
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We found that under high UV condition, G4FS downstream of the TSS on the sense strand 
are down regulated relative to non-G4 genes, and under salt stress, G4FS upstream of the 
TSS on anti-sense strand are down regulated. We hypothesize that high UV may cause 
crosslinking between the strands, stalling transcription.  For the high salt condition, we 
hypothesize that high physiological salt conditions may stabilize G4s upstream of the TSS on 
the template, thus stalling the transcription machinery upstream of the TSS. Our results 
suggest that G4 motifs are associated with emergent energy status response and that G4 
likely serves as a sensor and/or regulatory component during development differentiation 
processes in maize. 
 
 
4.2 Introduction 
 
Recent evidence suggests that G4s are a cellular environment stress sensor (Loh and 
Lim, 2016; Clark et al., 2012; Kikin et al., 2006; Fedeles, 2017).  G4s were discovered in 
1962 by Gellert as novel DNA structures formed by self-associated guanines arranged in a 
helical structure [1; Fig. 1.1A]. Later studies found that telomere regions of protozoan 
chromosomes formed these structures (Lipps et al., 1982)(Sundquist and Klug, 1989), which 
are referred to as G-quartets, G4 quadruplexes, or G4s in the literature. Unlike the double-
stranded ‘B’ form of DNA described by Watson and Crick (Watson and Crick, 1953), G4s 
form by Hoogsteen hydrogen bonding of four guanines (Hoogsteen, 1959). In the classic G4 
structure, the three G-quartets are derived from a single DNA strand with linear sequence 
pattern G3+N1-7G3+N1-7G3+N1-7G3+. Guanines associate across all four G-tracks to create three 
stacked G-quartets (Fig. 1.1B), and each quartet is stabilized by a monovalent cation (Fig. 
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1.1A) (Williamson et al., 1989). The cation species is important – lithium chloride does not 
cause strong G4 stabilization whereas potassium chloride stabilizes G4 structures (Hud et al., 
1996)(Sen and Gilbert, 1990). Recently, G4s have been shown to occur both as intra-
molecular (single strand) and inter-molecular (double stranded) structures through an array of 
parallel and antiparallel configurations (Bochman et al., 2012). Note, we refer to G4s as 
functional tertiary DNA structures, whereas we consider G4FS to be a DNA motif or pattern 
potentially capable forming a G4 structure depending on many cellular environmental 
factors, such as temperature (Lu et al., 1993), the type and concentration of G4-binding 
cation (like Na+ or K+) in the solution (Gray and Chaires, 2008), and actions by G4-DNA 
resolvase (Harrington et al., 1997) or G4-stabilizing binding partners (like proteins (Brázda 
et al., 2014) and small molecules (Arola and Vilar, 2008)), etc. 
 
 
The rapid development and widespread availability of computational G4FS prediction 
tools, including Quadparser (Wong et al., 2010), G4hunter(Bedrat et al., 2016), and QGRS 
Mapper (Kikin et al., 2006), coupled with the generation of a myriad of whole genome 
sequences, resulted in an explosion in the prediction of G4FS locations across diverse 
sequenced genomes (Rhodes and Lipps, 2015)(Bochman et al., 2012). It has been shown that 
not only are G4s non-randomly distributed across genomes (Huppert and Balasubramanian, 
2007; Andorf et al., 2014), G4 biological roles are also associated with DNA strand bias - 
e.g., G4 on the sense strand transcribed into RNA G4 (Cammas and Millevoi, 2017; 
Wanrooij et al., 2010; Leeder et al., 2016; Murat et al., 2014; Guo and Bartel, 2016). It was 
found that, as with protists, G4FS are a prominent feature of telomeres in other eukaryotes, as 
well (Ambrus et al., 2006; Parkinson et al., 2002; Neidle, 2010). G4FS have also been found 
to be enriched in and near promoter regions of genes as well as at splice sites 
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(Balasubramanian et al., 2011; Hegyi, 2015; Qin and Hurley, 2008; Fegan et al., 2010). 
Research found DNA replication is promoted by unwinding G4 structure via DNA helicase 
(Paeschke et al., 2011). Recently, a high throughput NGS technique, G4-seq, was used to 
show that G4s are significantly enriched near human oncogenes (Chambers et al., 2015). 
Some G4-targeting drugs such as CX-3543 (used to treat neuroendocrine tumors) have 
entered Phase II clinical trials (Drygin et al., 2009). 
 
Recent research has shown that G4 serves as a Reactive Oxygen Species (ROS) stress 
sensor (Fleming et al., 2017; Clark et al., 2012).  One of the deleterious results of 
accumulating ROS in a cellular environment is DNA damage, which can lead to cancer if left 
unrepaired (Waris and Ahsan, 2006).  DNA damage caused by ROS frequently occurs at G-
rich regions (Merino et al., 2008; Chen et al., 2007; Genereux et al., 2010; Limoli et al., 
2003; Ohno et al., 2006; Delaney and Barton, 2003). Recent studies demonstrated that G4FS 
(in a chemically synthesized segment of human VEGF and NTHL1 promoter region) is a 
very prominent target for ROS attack, which results in 8-oxo-7,8-dihydroguanine (OG) 
oxidative base modification (Fleming et al., 2017; Clark et al., 2012). Furthermore, studies 
suggested that this activates the Base Excision Repair (BER) DNA repair pathway, which 
leaves an abasic site where the human APE1 protein (which is highly conserved in 
eukaryotes) binds and recruits TFs to activate nearby gene expression (Fleming et al., 2017).  
In plants, research carried out in our group demonstrated that G4FS are conserved 
over evolutionary time based on gene orthology and interpretation of potential functional 
enrichment at the DNA level (Garg et al., 2016)  (Andorf et al., 2014). G4FS screening on 
newly assembled plant genomes showed they are enriched in conserved and important 
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regulatory gene regions (Andorf et al., 2014)(Garg et al., 2016). Hiro et al. (Takahashi et al., 
2012) found that G4FS are mostly located on the template strand, with gene functional 
annotation enrichment analysis in O. sativa indicating potential roles in the chloroplast and 
nucleosome (or histone).  G4FS located on Arabidopsis mRNA are enriched in enzyme 
activity and may have differential response to drought stress (Mullen et al., 2010). This 
observed conservation of G4 across different plant species suggests that G4 are under natural 
selection to retain at specific genomic sites (König et al., 2010). 
 
 
Maize is a good candidate system to study the potential biological role of G4s in 
response to stress. Bailey-Serres et al. observed enrichment of G4FS in hypoxia-responsive 
genes in maize (Zea mays ssp. mays) (Bailey-Serres et al., 2012). More recently, Andorf et 
al. (Andorf et al., 2014) showed that G4FS are distributed unevenly, and are more enriched 
on the anti-sense (template) strand within +/-1kb of the transcription start site (TSS) [43]. 
More interestingly, they found that genes containing G4FS in or near regulatory regions were 
enriched in biochemical pathways involved in energy status, hypoxia, low sugar, and nutrient 
deprivation [43].  This result suggests that G4FS genes may be involved in stress response in 
maize. 
 
  
In this chapter, we test the Andorf hypothesis that G4s in maize and other plants may 
serve as a stress sensor by blocking transcriptional or translational machinery, causing a 
pause in gene expression such that transcription and/or translation are ready to go once the 
quadruplex is resolved [45]. We found that up to 42% of G4FS-containing genes respond to 
at least one stress as compared with 26% of non-G4FS genes. Gene expression responses to 
high UV and salt stress conditions reveal that expression responses by G4FS-containing 
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genes differ based on the location and strand of the G4FS. Based on analyses of gene 
function as inferred using gene ontology (GO) categories, differentially expressed G4FS-
carrying genes are involved in DNA conformational changes and developmental processes in 
stress conditions. We further demonstrated that genes with G4FS on the anti-sense strand are 
“party hubs” in stress-induced networks. G4FS account for the upregulation of several TF 
families, including NAC, HSF, ZIM, CCAAT-HAP2, in the network. These findings lead us 
to hypothesize that G4 could be a major contributor to the activation of maize genes in 
response to stress, with particular cases of stress response revealing a down-regulation 
response. Understanding how maize regulates its genes under various stresses with 
comprehensive analyses of nearby G4FS is important to improve modern maize breeding 
techniques.  
 
4.3 Results 
 
Previous studies in our research group have shown G4FS are heavily enriched in 
pathways associated with energy status, hypoxia, low sugar, and nutrient deprivation (Andorf 
et al., 2014). Thus G4 could potentially play a role in response to various stress conditions in 
maize (Andorf et al., 2014). To determine whether and how the presence of G4FS in given 
genes may affect expression under stress conditions and to test the models for G4 function 
described by Andorf et al., we collected and evaluated maize RNA-seq datasets derived 
during abiotic stresses including submergence (data from (Campbell et al., 2015)), salt stress, 
cold and heat, and UV (data from (Makarevitch et al., 2015)). To broaden the investigation 
beyond the classic G4FS (such as, G3+N1-7G3+N1-7G3+N1-7G3+, where N is any nucleotide 
base), we applied a newly developed G4FS prediction algorithm, G4hunter (which accounts 
for G-richness and G-skewness) (Bedrat et al., 2016), on the B73 reference genome 
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(Schnable et al., 2009). As a comparison, we also applied the established and more 
conservative algorithm Quadparser (Huppert and Balasubramanian, 2005). The key 
difference between Quadparser and G4hunter outputs is that Quadparser prediction results 
are a subset of G4hunter. We mapped G4FS in the promoter region (+/-1Kb from TSS). We 
found predicted G4FS patterns are relatively conserved and the response signals remain 
relatively the same between the two algorithms (Table 4.1).  Thus, we chose G4hunter 
prediction results for further analysis. 
 
4.3.1 G4FS-containing genes have a stronger response to stress than non-G4FS 
genes 
 
In Andorf’s model, it was hypothesized that G4 functions as an on/off switch between 
normal and stress conditions to license nearby maize gene expression in stress conditions. In 
other words, G4FS-containing genes are expected to show different overall expression 
patterns under stress vs. non-stress (control) conditions. To test this hypothesis, we calculated 
the log fold change from Trimmed Mean of M-values (TMM)-normalized RNA expectation 
values from the tissues collected in normal condition and under various treatments (see 
Methods for details). After examining all experiments across 5 stress conditions, preliminary 
results indicated a significant difference in log fold change distributions between G4FS and 
non-G4FS genes. KS-test on log fold distributions between G4FS and non-G4FS genes 
yielded P-values<0.001, indicating G4FS-containing genes have a statistically significantly 
different log fold change distribution than non-G4FS genes. We found the majority of non-
G4FS genes did not respond to environmental stimulus, and had a log fold change near zero 
(Fig 4.2), whereas G4FS-containing genes showed a much flatter log fold distribution, and 
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responded to environmental stimuli (indicated by shifts to the negative and positive log fold 
changes). 
 
 
To further compare G4FS-containing genes to non-G4FS genes during the stress 
response, we calculated the percentage of genes differentially expressed (DE: two fold 
change) in each group (Table 4.2). To our surprise, 9-20% of G4FS-containing genes fit in 
this category, whereas only 6-12% of non-G4FS genes qualified as DE across all five 
experiments. Pairwise Chi-squared comparison between the G4FS and non-G4FS DE gene 
ratio indicated the differences in each treatment are statistically significant (p-values < 0.05). 
In total, 42% of total genes with a G4FS near or in regulatory regions around TSS as DE (log 
fold change >1 or log fold change <-1) under stress, compared with 26% by non-G4FS 
genes. One potential confounding factor is high GC richness near G4 motifs (indicating other 
motifs rather than G4FS). To investigate what contribution or influence high GC content has 
on our current analysis, we filtered out genes with high GC richness near the TSS (see 
Methods). Surprisingly, we found the Chi-squared test p-value significance levels did not 
shift based on low GC-content genes with G4FSs. This indicates that the G4FS is likely 
involved in abiotic stress response, regardless of GC-content.    
 
 
 
 
4.3.2 Location of the G4FS matters for gene expression differences under high 
UV and salt stress conditions 
 
To test the model that G4FS may play regulatory roles (Figure 4.1), we further 
examined the effect of G4FS location on stress response across all four stress types using a 
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Chi-squared test. We found that under most stress conditions, genes differentially expressed 
that have a G4FS upstream of TSS did not show any strand differences [i.e., the sense/anti-
sense expression ratio is close to 1] (Table 4.2 and Table 4.3). However, we observed a 
strong strand bias in expression differences under salt stress (Table 4.2). G4FS on the anti-
sense strand of a gene have a 156.6% greater chance to be down-regulated compared to non-
G4FS genes (p-value<0.00001). This is in concurrence with our model 2 in Fig 4.1. We 
interpret this to mean that a high concentration of Na+ in the cellular environment is 
favorable for G4 formation and/or stability, which could result in RNA polymerase stalling 
(Hud et al., 1996; Sen and Gilbert, 1990). Among genes which had G4FS downstream of the 
TSS, we found that the sense strand with G4FS was relatively down-regulated under high 
UV (Table 4.3), which was in accordance with our model 1 in Fig 4.1. One of the potential 
reasons for this behavior could be UV-crosslinking between strands, which would likely 
hinder transcription initiation and activation processes.  
 
4.3.3 GO enrichment analysis reveals that G4FS are associated with DNA 
conformational change and transcriptional regulation of developmental processes  
 
We observed certain biological processes co-active and responsive to various stresses 
based on GO enrichment analysis of both G4FS and non-G4FS group (Appendix B). We 
observed that response to stress (GO:0006950), response to chemical stimuli (GO:0042221), 
and response to abiotic stimuli (GO:0009628) were all enriched across 5 treatments. 
However, we found G4FS genes were more highly enriched with annotations concerning 
tissue development than non-G4FS genes in the DE gene set. Among up-regulated DE genes 
with G4FS motifs, the post-embryonic development (GO:0009791) term was enriched in the 
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heat and cold experiment; regulation of seedling development (GO:1900140) was enriched in 
the salt experiment; positive regulation of flower development (GO:0009911) was enriched 
in the cold experiment; anatomical structure development (GO:0048856) was enriched in 
submergence, cold and UV experiments; single-organism developmental process 
(GO:0044767) was enriched in all four except heat treatment. Among the down-regulated DE 
gene set, cuticle development (GO:0042335) was statistically enriched in salt and heat stress 
with many other developmental GO terms present in salt stress. On the contrary, no tissue 
development-related GO terms were annotated to non-G4FS genes across all five 
experiments.  
 
Furthermore, among up-regulated genes we observed G4FS-containing genes 
enriched in GO terms (Bonferroni correction on adjusted p-value) corresponding to DNA 
replication initiation (GO:0006270) and DNA conformational change under salt stress. 
Likewise, recent studies suggest that G4s may undergo conformational changes during 
oxidative stress (Fleming et al., 2015)(Fleming et al., 2017).  
 
4.3.4 DE G4FS genes are more likely to be “party hubs” in stress induced 
networks in maize and humans 
 
To further explore what role G4 may play in orchestrating stress responses, we 
conducted co-expression network analyses (see Methods for details). Briefly, we first built a 
co-expression network from the DE gene set across all 5 experiments based on Pearson 
Correlation Coefficient (PCC). To further investigate which edges were added during stress 
compared with non-stress conditions, we also constructed an expression network on the same 
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gene set from the Maize Gene Expression Atlas (Walley et al., 2016), using non-stressed 
tissues across various developmental stages from B73. Then we erased the DE network edges 
that overlapped between the two groups to reveal those edges unique to the stress response. 
In other words, we aimed to find expression stimulated or repressed by stress, which we 
classify as a stress-induced network. In this stress-induced network, we found that among the 
100 most connected nodes, G4FS-containing genes are more likely to be “party hubs” (co-
expressed simultaneously) when compared to non-G4FS genes (paired t-test P-value 
<0.0001). On average, each G4FS node has 19.40 (95% CI [18.17, 20.63]) more edges than a 
non-G4FS node.   
We also observed strand bias of G4FS on connectivity in this stress-induced network. 
Among the 100 most connected nodes, anti-sense G4FS nodes average 179.85 (95% CI 
[165.96, 193.74]) more edges (paired t-test P-value<0.0001) than sense strand G4FS nodes. 
This suggests that G4FS on the anti-sense strand play an important role in regulating nearby 
genes in response to stress (corresponding to our model 2 in Fig 4.1). This finding came as a 
surprise to us. To test whether this phenomenon could be replicated in other genomes, we 
applied the same method to construct a similar stress-induced network in human genes using 
56 cancer cell lines and 37 non-cancerous tissues, which were downloaded from the Protein 
Atlas website (www.proteinatlas.org). For these human-derived datasets, G4FS location and 
G4 formation was validated by a newly developed high throughput NGS technique called 
G4-seq, which has more power to detect G4 structures than computational prediction 
(Chambers et al., 2015). Similar to our findings in maize stress conditions, we found that 
G4FS may play a central role in cancer-induced network regulation. On average, the 100 
most connected G4FS genes carried 33.2% more edges than non-G4FS genes (p-
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value<0.0001).  The stronger connection of human G4FS genes in the cancer-induced 
network suggest that G4FS could play a conserved role in response to cellular stress 
conditions across vastly different species.  
 
 
4.3.5 G4FS-containing genes are associated with transcription factor activation 
 
Correlation networks revealed co-expression patterns between nodes under stress. 
However, this did not elucidate the nature of regulatory mechanism of connected genes. For 
instance, plants could regulate gene transcriptional level response to stress through 
Transcription Factor (TF) binding to activate or repress specific gene expression. If a G4FS 
is located near a TF gene, it could potentially influence the TF transcription level. We 
downloaded the maize TF gene family information from Grassius (http://grassius.org). For 
our stress networks, the G4FS-containing genes are significantly associated with 
transcription factors identities compared to non-G4FS genes. Across all five stresses, we 
found that 46% of TF gene activation could be explained by the presence of a G4FS nearby, 
compared with only 34% non-G4FS TF genes (Fisher exact test P<0.001). We found heat, 
salt, and cold stress activated more transcription factor gene expression if carrying a G4FS 
than non-G4FS status (Table 4.4). One interesting thing we observed is that although heat 
stress showed minimal response by TF genes under high temperature, the ratio of G4FS to 
non-G4FS is still significantly different than the ratio in normal tissues (P=0.015). The most 
dramatic ratio of G4FS-containing genes to non-G4FS in the up-regulated TF genes set was 
observed in the salt experiment.  
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To further investigate the relationship of a G4FS to our model (Figure 4.1), we 
analyzed G4FS location region by region (i.e., grouping genes based on G4FS location with 
respect to anti-sense vs sense strand and whether the G4FS is up- or down-stream of the 
TSS). To our surprise, we found a strong strand bias up-regulating signal coming from anti-
sense G4FS-carrying TF genes under salt conditions (p-value <0.01). This result suggests 
that if a TF gene carrying a G4FS is on the anti-sense strand upstream of TSS, it has a greater 
than 455% chance of being up-regulated than does a non-G4FS TF gene. However, these 
experiments did not show us the strength (i.e., how many log fold changes on average) of up-
regulation of G4FS TF under salt compared with non-stressed tissue. We uploaded the gene 
expression values to C-REx (http://c-rex.dill-picl.org/; described in Ch. 3), and visualized the 
expression patterns and examined the normality assumption of the gene expression 
distribution. We found that the distributions of G4FS-carrying TF gene expression values 
after log transformation follows a Gaussian distribution (Figure 4.5). As such, Student’s t-test 
was conducted on the means of normalized expression values from the two gene groups. TF 
under salt stress have a mean of 1.08 whereas TF under normal have a mean of 0.71 (p-value 
< 0.01). This means that G4FS on the anti-sense strand upstream of the TSS are associated 
with up-regulation of nearby TF genes in response to salt stress. 
 
 
 
To investigate which family of TF genes G4FS activates under abiotic stress, we 
conducted TF enrichment analysis of genes in the stress-induced network. We observed 
several TF families were enriched G4FS genes; for example, we observed NAC TF family 
with G4FS statistically enriched in the up-regulating group after Bonferroni correction 
(Fisher exact test, p-value<0.0001) in the submergence experiment. NAC TF family was also 
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associated with rice lateral root development regulated by auxin signals under hypoxia 
(Nuruzzaman et al., 2010). We also observed Heat Shock Factor (HSF) family enrichment in 
the up-regulated G4FS gene group under heat (p-value<0.0001) and salt stress (p-
value=0.002). Furthermore, we also observed up-regulated anti-sense G4FS upstream of the 
TSS of TF genes are enriched in HSF. Previous studies showed under salt stress, HSF is 
responsible for Arabidopsis hypersensitivity to salt stress (Pérez-Salamó et al., 2014; 
Swindell et al., 2007). Besides HSF, CCAAT-HAP2 family genes with G4FS yielded 
significant p-value (<0.0001) in up-regulated TF enrichment tests from the salt stress 
experiment. We also found the ZIM TF family enriched in the up-regulating G4FS group 
under high UV (p-value=0.0013). ZIM family genes were found to be highly expressed in 
Arabidopsis in response to mechanical wounding and UV damage (Qi et al., 2011). We also 
found that under cold, salt, and submergence conditions, G4FS-containin genes are strongly 
associated with the activation of orphan TF genes (p-values all pass Bonferroni correction). 
All in all, the TF enrichment analysis and TF activation by G4FS results suggest that G4s 
could play a key regulatory role in plant response to abiotic stress conditions. 
 
4.3.6 G4 motif patterns are associated with known gene promoter region motifs 
The strong up-regulation of TF genes with an anti-sense G4FS upstream of TSS was 
particularly interesting. Within TF gene families, we observed a 4.5 times higher likelihood 
of G4FS genes to be up-regulated than non-G4FS genes under salt stress. We observed that 
G4FS on the anti-sense strand upstream of TSS on non-TF genes showed opposite response 
(down regulation) to salt stress compared with TF genes with a G4FS (up regulation). This 
prompted us to investigate further whether the nature of G4 motif patterns is different among 
these gene groups. 
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We found that G4FS in non-TF genes that are on the anti-sense strand, upstream of 
the TSS have much longer G-runs than TF genes (P-value<0.01). Previous studies suggested 
that the longer length of G-runs is associated with the stronger stability of the G4 structure in 
Na+ solution (Gray and Chaires, 2008). This may explain how G4s with long G-runs regulate 
nearby gene expression activity, such as blocking RNA polymerase from transcribing the 
anti-sense strand. Between 2 out of 15 up-regulated TF genes with G4FS on anti-sense 
upstream of TSS under salt stress, we observed there are conserved TATA box motifs 
located on the other strand (i-motif). We propose that the G4 structure could forms under salt 
stress and further expose an i-motif along with the TATA box or other core promoter 
sequences.  
 
4.4 Discussion 
 
G4s are enriched in many gene contexts across multiple species. However, in contrast 
to the well-studied G4 structure in some species, we have little knowledge about its 
biological function in the plant kingdom. There is accumulating evidence that G4s are 
involved in stress response (Fleming et al., 2015; Byrd et al., 2016; Clark et al., 2012; Zhou 
et al., 2013). There is also evidence that molecular manipulations of G4 structure could 
influence nearby gene expression in vitro (Wanrooij et al., 2010; Wu et al., 2015; Tornaletti 
et al., 2008; Morris et al., 2010)(Murat et al., 2014). If this is a prevalent regulation 
mechanism across genomes, we would expect that maize genes (in which G4FS are enriched 
near the TSS) would also be regulated by G4s. Meanwhile, recent studies show that XPB and 
XPD transcriptional helicases preferentially bind to G4 structures and resolve them (Gray et 
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al., 2014). Certain proteins, like BLM, FANCJ, and G4R1/RHAU are proven to have the 
ability to bind and resolve G4 (Sun et al., 1998; Wu et al., 2008; Giri et al., 2011; Huber et 
al., 2002). Likewise, we assume that certain G4-binding proteins in maize could resolve G4 
structure under various energy emergent situations to allow the plant to deal with low 
oxygen, low energy, and low light conditions. For this study, we primarily focused on 
characterizing whether and how the presence of G4FS near the TSS influence transcription 
levels in abiotic stress conditions.  
One of the advantages of studying G4s in plant systems is could the ability to 
manipulate the plant’s living conditions and living cell environment. We measured a number 
of G4FS-containing genes under various stresses and found that a significant number were 
associated with stress response. We demonstrated that the proportion of G4FS-containing 
genes differentially responding to stresses was not reduced by filtering out (removing) high 
GC-content motifs. This indicates that it is very likely that the G4FS motif, per se, has a 
functional genomic role in stress-related metabolic pathways.  
GO terms describing tissue growth and developmental signals were enriched among 
G4FS-containing DE genes under various stresses. Such strong signals associated with tissue 
development under stress are unexpected. Recent studies on orthologous genes across plant 
species carrying G4FSs give evidence for the enrichment of G4FS on genes annotated with 
tissue developmental terms (Garg et al., 2016). This suggests G4FS enriched pathways could 
also be associated with maize tissue differentiation. Our study is the first of this kind to 
explore potential G4 function in maize at multiple level genomics scales. These results are in 
accordance with Andorf’s model and with our hypothesis of G4 sensing and regulatory 
functions. One way to validate our findings is to construct a G4FS reporter gene. 
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Measurement of transcription level under normal or stress (UV or salt), i.e. G4 forming 
condition or G4 absent condition, could reveal G4FS regulatory roles. 
 
On a practical level, manipulating G4FS presence or absence in specific genes may be 
beneficial for society. To ensure food security for the world’s quickly growing population, 
we must dramatically increase crop production. With limited land for agriculture, increasing 
per acre yield is only one of many goals that must be pursued. Others include cultivation 
expansion into marginal lands and resilience to more variable seasonal fluctuations caused by 
global climate change. In order to achieve these ambitious goals, crops must be adapted to 
perform under ever more challenging conditions. Further studies directed to the study of the 
influence of the absence and presence of G4 in maize regulatory regions is needed to 
ascertain  the gene response to more dynamic environments across maize lines and to create 
new crop mutants for breeders to select stress resilient crops by traditional breeding or by 
CRIPSR genome editing of G4-forming motifs. 
 
 
4.5 Material and methods 
4.5.1 G4 mapping  
We deployed two approaches to map potential G4FS within and among maize lines.  
We applied Quadparser, which only needs reference FASTA-formatted file information to 
map G4FS based on the B73 v3 genome, downloaded from MaizeGDB 
(https://www.maizegdb.org/). We further applied G4hunter, which scored G4FS’s G-
richness and G-skewness information, besides classical patterns, to predict  the potential G4 
ability to form within B73 (Bedrat et al., 2016).  
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4.5.2 RNA-seq and enrichment analysis 
RNA-seq data of maize inbred line B73 under various abiotic stresses, cold, heat, 
high UV, and salt stress RNA-seq reads count data were produced by the Nathan Springer lab 
(Makarevitch et al., 2015). Submergence experiment RNA-seq reads count data was from the 
Harkamal Walia group (Campbell et al., 2015). Genes were annotated by the Ensembl 
database Zea_maize.AGPv.3.22.gff3 gene model (Hubbard, 2002).We applied the Trimmed 
Mean of M-values (TMM) method to calculate expected expression value of each gene 
(Robinson and Oshlack, 2010). We further set an arbitrary filter on genes with a 
minimum two-fold change, which we considered a Differentially Expressed (DE) gene set. 
We defined a good Transcription Start Site (TSS) as sites where the transcription start site 
and translation start site don’t overlap. Sites with an overlap could be an error in gene model 
predictions. Thus, we removed genes from our analysis that were missing 5’ UTR in the gene 
annotation file. Log-fold change distribution can be used to test whether a group of genes has 
a unique special expression pattern under certain stresses. It is assumed that the majority of 
genes should at similar levels across samples under various conditions. For comparison 
between G4FS and non-G4FS gene group log fold change distributions, the TMM 
normalization method was applied. We applied GO enrichment analysis based on Maize-
GAMER (Wimalanathan et al., 2018) annotations using a  binomial test with Bonferroni 
multiple correction.  
4.5.3 Stress induced network construction  
To further investigate the potential biological role of G4 in regulating stress response, 
we conducted network analysis. We assumed that G4FS should be more likely to be in “party 
hubs” than non-G4 genes. First, normal tissues expression values from the Maize Gene 
Expression Atlas dataset (Walley et al., 2016) were used to construct the co-expression 
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network. Next, a network under stress conditions was constructed with the DE genes set 
(10,528 genes). Through the comparison of two networks (normal vs stress) constructed 
using the same group of DE genes, we identified novel stress network connections based on 
Pearson Correlation Coefficient (PCC) in response to various stresses. We applied a cut-off 
to filter all PCCs below 0.9. The top 100 most connected nodes of anti-sense G4FS, sense 
G4FS, and non-G4FS fit the normal distribution well. We applied a paired Student’s t-test to 
compare their top 100 connected nodes connection distributions. 
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Table 4.1. Percent of G4FS-containing genes predicted by Quadparser or G4hunter with log 
fold change > 1 (up-regulated) or  < -1 (down-regulated) under each stress condition. 
Log fold change >1   
 Stress type Quadparser G4hunter P-value 
Submergence  9.69%  9.27%  0.37 
Heat 3.92%  4.33%  0.19 
Salt 8.27%  8.21%  0.89 
Cold 6.84%  6.45%  0.30 
UV 5.46%  5.17%  0.41 
    Log fold change <-1 
   Stress type Quadparser G4hunter P-value 
Submergence  6.11%  6.4%  0.47 
Heat 4.3%  4.48%  0.56 
Salt 12.87%  11.79%  0.05 
Cold 5.52%  5.75%  0.55 
UV 8.15%  8.93%  0.09 
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Table 4.2. Genes with or without G4FS predicted by G4hunter upstream of TSS with log fold 
change > 1 (up-regulated) or  < -1 (down-regulated) under each stress condition. 
up-regulated non-G4 anti-sense sense 
Submergence 9.36% 10.49% 9.72% 
UV 5.17% 6.59% 3.96% 
Cold 5.11% 6.59% 6.52% 
Heat 4.32% 5.29% 3.96% 
Salt 7.01% 7.81% 6.39% 
 
down-regulated non-G4 anti-sense sense 
Submergence 6.13% 6.94% 5.12% 
UV 9.37% 7.63% 10.61% 
Cold 6.02% 7.29% 5.24% 
Heat 4.29% 5.81% 4.73% 
Salt 8.97% 14.05%**** 9.08% 
*Asterisk on ratio indicated Chi square test significance with p-value<0.00001.  
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Table 4.3. Genes with or without G4FS predicted by G4hunter downstream of TSS with log 
fold change > 1 (up-regulated) or  < -1 (down-regulated) under each stress condition. 
up-regulated non-G4 anti-sense sense 
submergence 9.36% 9.20% 9.63% 
UV 5.17% 4.49% 5.20% 
cold 5.11% 5.21% 6.54% 
heat 4.32% 4.27% 5.13% 
salt 7.01% 7.52% 9.28% 
 
down-regulated non-G4 anti-sense sense 
submergence 6.13% 6.74% 6.89% 
UV 9.37% 10.27% 12.17%* 
cold 6.02% 5.62% 5.63% 
heat 4.29% 4.09% 4.78% 
salt 8.97% 11.11%* 10.48% 
* p-value<0.05, ** p-value <0.001, *** p-value <0.0001, ****p-value<0.00001.  
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Figure 4.1. Two models for stress sensor role of G4 in regulating nearby gene expression. 
The potential for a G4 to carry out regulatory roles depends on its location and strand. 1) For 
G4s located on the sense strand within or nearby promoter region, we hypothesize that TF 
binding activity is hindered by the existence of a G4 structure. 2) For G4s located near the 
TSS region on the anti-sense strand, we hypothesize that TFs may successfully bind to the 
promoter and recruit RNA polymerase. RNA polymerase then stalls in front of an anti-sense 
G4 structure. Note: basal expression of G4 genes is possible by G4-DNA resolvases plus 
ATP.  
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Figure 4.2. TMM expected gene expression value log fold change distributions under various 
abiotic stresses. The X-axis is log2(stress/normal) value distribution categorized into 10 bins 
between -1 and 1. The Y-axis is gene number count within each bar. Stress type is shown 
below each figure. The G4FS-containing gene group is shown as a red box whereas non-G4FS 
gene group is colored as a filled blue bar. 
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Figure 4.3. The process of building stress-induced network. From left to right, we first build a 
non-stressed tissue network by using normal tissue expression Pearson Correlation Coefficient 
(PCC). Each node (blue) is one gene; each connection (purple) between two nodes indicates 
co-expression patterns between two genes. Next, we construct the stress network using stress-
tissue expression PCC. In order to construct the final stress-induced network, we deducted 
shared connections (purple) between the normal network and the stress network. Finally, a 
stress-induced network (connection painted as green) is produced. 
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Figure 4.4. The expression level density plot of TF genes with a G4FS upstream of TSS anti-
sense strand. Non-stress gene group is painted as pink and salt stress is painted as green. X-axis 
is the log-transformed housekeeping gene normalized gene expression level. Y-axis is the 
percentage of genes. 
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Figure 4.5. QQ-plots (normal distribution quantiles plotted against sample quantiles) for the 
log-transformed housekeeping gene normalized data collected from (Top) non-stress and 
(Bottom) salt stress shown as black circles. Black diagonal indicates perfect concordance. 
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CHAPTER 5.    CONCLUSIONS  
G4 is a DNA structure with many biological functions. Previous studies suggested that 
G4FS are enriched in energy status, hypoxia, low sugar, and nutrient deprivation (Andorf et al., 
2014). This suggested that G4s could be involved in regulating gene function in response to 
unfavorable conditions. 
I developed a computational method (Chapter 2) and tool (Chapter 3) that enable 
hypothesis-testing across multiple samples for groups of genes, then applied those methods 
along with various other methods of expression data analysis to determine whether G4 gene 
expression differences were observed in various stress conditions (Chapter 4). Chapters 2 and 3 
of this dissertation are focused on developing a novel statistics method (He et al., 2017) and a 
bioinformatics tool (C-REx: http://c-rex.dill-picl.org/) to visualize and assign a p-values on 
complex expression patterns. Using the method as deployed via the C-REx tool, a user can now 
log-transform reads count (such as normalized as FPKM, TPM or TMM normalized values) 
into a near Gaussian distribution. Next, the method uses a set of user-defined housekeeping 
genes to determine average expression values that are then used to eliminate batch effects, such 
as sequence read depth, and reduce the effects of a few highly expression genes on overall gene 
expression distributions. I evaluated this method by recovering a well-known biological 
phenomenon: that HSF are up-regulated under heat stress as compared with normal conditions 
(He et al., 2017). More test data sets and additional examples of application of C-REx are 
demonstrated in Chapter 3. It includes testing biological replicates differences under normal 
conditions and adds non-parametric functionalities. These demonstrations showed that C-REx 
is not overly-sensitive to RNA-seq technology noises, but powerful enough to find true 
biologically meaningful differences. I also used C-REx to visualize and evaluate the quality 
and coverage of gene groups from different GO annotation sets. I found that the recently 
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published maize GO annotation maize-GAMER (Wimalanathan et al., 2018) has better gene 
coverage and annotation quality as assessed by whether and how C-REx can recover gene 
groups when compared with a Gramene-derived GO annotation set (Gramene at 
ftp://ftp.gramene.org/pub/gramene/CURRENT_RELEASE/data/ontology/go/go_ensembl_zea_
mays.gaf accessed 3 May 2017). It worth noting that the goal of C-REx is not to replace GO 
enrichment analysis. It is a useful supplementary tool expanding what can be tested by existing 
methods.  
In Chapter 4, I applied C-REx along with other computational tools, to gene groups 
made of those carrying a G4FS and those not carrying G4FS. I found that G4FS genes showed 
a stronger response to stresses than non-G4FS genes. Among high UV, salt, submergence, cold 
and heat stress, I found a very strong strand bias and down-regulation from anti-sense G4FS 
upstream of TSS under salt stress. Previous studies demonstrated that sodium content 
accumulated in shoot tissues (especially inside cytoplasm) could be up to 20-200 times 
depending on NaCl salt concentration compared with normal condition (HAJIBAGHERI et al., 
1987)(Urano et al., 2014)(Niu et al., 2012) . We hypothesize that G4 structures could form 
and/or be stabilized in high Na+ solutions for those genes, thus potentially causing RNA 
polymerase stalls and transcription stops and adding strength to Andorf et al’s hypothesis that 
unresolved G4 structures could inhibit transcription when they occur on the template (anti-
sense) strand upstream of the TSS. This finding corresponds to the second model in Figure 1.3. 
To illustrate the biological processes G4 potentially involved during stresses, GO 
enrichment analyses were conducted. I found that G4FS-carrying genes are enriched in DNA 
conformational change and transcriptional regulation of developmental process. These findings 
further shed light on the nature of G4FS. I also built stress-induced gene networks and found 
that G4FS on the anti-sense strand dominated party hubs, which means anti-sense G4FS may 
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play a central roles in regulating maize in response to abiotic stresses. The stress-induced 
network showed genes with anti-sense G4FS located in the ‘hubs’ positions. Stress-induced 
network further indicated that G4 might be influencing TF gene family transcription activation. 
I tested such hypothesis by applying the C-REx tool to a set of TF genes with an anti-sense 
G4FS upstream of the TSS. To our surprise, G4FS are associated with significantly up-
regulated nearby TF gene expression in respond to salt stress. This is in contradiction to 
previous results in other stress situations showing that G4FS in this region of the gene body 
down-regulate nearby genes under salt.  
Intrigued by expression differences between the types of G4FS in TF genes versus non-
TF genes, I further analyzed the G4 motifs for clues as to why these differences might occur. I 
found that G4FS in non-TF genes have significantly longer G-runs than G4FS in TF genes. 
This observation is in keeping with results from previous studies (Sen and Gilbert, 1990), 
including algorithms to predict G4 existence (Bedrat et al., 2016), that suggested that longer G-
runs may contribute to thermal stability of G4 structures in Na+ solution. This may explain our 
results given that long G-runs motifs were associated with down-regulation of genes in high-
salt environments.  It is possible that, in keeping with Andorf et al’s hypothesis, the G4s 
formed a physical block for RNA polymerase to pass. In addition, I have observed that some i-
motifs (on the opposite strand of G4FS) contain a TATA box for up-regulated TF genes. 
Future work to determine whether G4 formation in regulatory regions of genes can help to 
recruit RNA polymerase under salt stress by looping out core promoter regions (TATA box 
and TATA-less).  
Given these findings and more experimental work to validate these ideas, one can 
envision using information on alleles of genes that contain G4FS to select lines with natural 
variations in G4 constitution then breeding those plants with one another to design plants that 
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would respond better to stress situations. Another way to go about the same sort of activity 
might be to target regions of genes for gene editing to add or remove G4FS, though whether 
and how G4s can be accessed by gene editing methods including the popular CRISPR Cas9 
system remains untested.  
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APPENDIX A: INPUT FORMAT FOR C-REX 
Comma separated values (.csv), not zipped. 
 
3 columns:  
1. Gene ID 
2. Gene Expression value (TPM/FPKM) 
3. Gene group identifier 
 
Example: 
AC147602.5_FG004, 188, non TF genes 
AC148152.3_FG005, 8, non TF genes 
AC148152.3_FG00, 93, non TF genes 
AC148167.6_FG001, 96, non TF genes 
AC149475.2_FG002, 17, non TF genes 
AC149475.2_FG003, 37, non TF genes 
 
Formatting Caveats 
Expression values can be an average from many biological replicates 
Do not include commas inside gene group names, a bad example would be 
'Human,embryo genes'. Instead, this title should be something like this: ‘Human embryo 
genes’. 
Each annotation requires a single line. If there are, e.g., two annotations for the same 
gene, the same gene gets two lines, like this: 
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AC149818.2_FG001, 188, non TF genes 
AC149818.2_FG001, 188, housekeeping genes 
If you are comparing the same group of genes under two conditions, genes with TPM 
or FPKM values smaller than 1 in both conditions should be filtered out. We consider such 
data unreliable because it is hard to tell whether the corresponding reads were from signal or 
noise. 
Use the exact label 'housekeeping genes' in the third column to annotate housekeeping 
genes. Some bad examples would be Housekeeping Genes, housekeeping, HOUSEKEEPING, 
etc. 
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APPENDIX B: SUPPLEMENTARY TABLES OF GO ENRICHMENT ON G4FS AND 
NON-G4FS DE GENES IN RESPONSE TO STRESSES 
Supplementary Table 1. GO enrichment analysis result of G4FS genes under submergence  
GO biological process adjusted p-value 
response to chitin (GO:0010200) 1.75E-04 
carboxylic acid catabolic process (GO:0046395) 4.85E-03 
response to organonitrogen compound (GO:0010243) 2.42E-04 
organic acid catabolic process (GO:0016054) 1.41E-02 
response to karrikin (GO:0080167) 9.34E-03 
organonitrogen compound catabolic process (GO:1901565) 2.67E-03 
aging (GO:0007568) 2.66E-02 
response to wounding (GO:0009611) 2.76E-03 
response to nitrogen compound (GO:1901698) 1.15E-03 
monocarboxylic acid metabolic process (GO:0032787) 9.38E-05 
response to oxygen-containing compound (GO:1901700) 1.61E-10 
single-organism catabolic process (GO:0044712) 4.10E-03 
response to inorganic substance (GO:0010035) 5.18E-04 
carboxylic acid metabolic process (GO:0019752) 6.58E-04 
cellular catabolic process (GO:0044248) 1.08E-03 
response to organic substance (GO:0010033) 3.21E-08 
response to endogenous stimulus (GO:0009719) 7.20E-07 
response to abiotic stimulus (GO:0009628) 3.93E-08 
oxoacid metabolic process (GO:0043436) 1.64E-03 
response to acid chemical (GO:0001101) 1.18E-03 
response to chemical (GO:0042221) 3.07E-11 
organic acid metabolic process (GO:0006082) 3.93E-03 
catabolic process (GO:0009056) 2.45E-04 
small molecule metabolic process (GO:0044281) 3.48E-04 
response to hormone (GO:0009725) 1.34E-03 
organic substance catabolic process (GO:1901575) 3.89E-02 
single-multicellular organism process (GO:0044707) 5.01E-04 
response to stimulus (GO:0050896) 3.16E-13 
multicellular organism development (GO:0007275) 2.67E-03 
multicellular organismal process (GO:0032501) 2.26E-03 
response to stress (GO:0006950) 5.78E-05 
anatomical structure development (GO:0048856) 1.40E-02 
developmental process (GO:0032502) 8.84E-03 
single-organism developmental process (GO:0044767) 1.19E-02 
single-organism metabolic process (GO:0044710) 4.26E-04 
single-organism cellular process (GO:0044763) 1.51E-06 
cellular metabolic process (GO:0044237) 9.25E-11 
organic substance biosynthetic process (GO:1901576) 1.10E-03 
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Supplementary Table 1 Continued 
nitrogen compound metabolic process (GO:0006807) 8.37E-04 
biosynthetic process (GO:0009058) 1.54E-03 
cellular biosynthetic process (GO:0044249) 5.61E-03 
single-organism process (GO:0044699) 5.25E-09 
metabolic process (GO:0008152) 4.28E-11 
organic substance metabolic process (GO:0071704) 1.34E-08 
primary metabolic process (GO:0044238) 8.61E-06 
cellular process (GO:0009987) 1.52E-09 
cellular macromolecule metabolic process (GO:0044260) 6.53E-03 
  
88 
 
Supplementary Table 2. GO enrichment analysis result of non-G4FS genes under submergence 
GO biological process adjusted p-value 
flavonoid glucuronidation (GO:0052696) 1.09E-06 
cellular glucuronidation (GO:0052695) 1.09E-06 
glucuronate metabolic process (GO:0019585) 1.09E-06 
uronic acid metabolic process (GO:0006063) 1.63E-06 
flavonoid biosynthetic process (GO:0009813) 4.63E-06 
flavonoid metabolic process (GO:0009812) 1.14E-05 
response to chitin (GO:0010200) 5.50E-03 
response to organonitrogen compound (GO:0010243) 1.93E-03 
response to wounding (GO:0009611) 1.83E-04 
response to jasmonic acid (GO:0009753) 4.12E-04 
defense response, incompatible interaction (GO:0009814) 9.64E-03 
response to salicylic acid (GO:0009751) 1.29E-03 
response to water deprivation (GO:0009414) 1.48E-04 
innate immune response (GO:0045087) 2.12E-04 
response to water (GO:0009415) 2.28E-04 
immune response (GO:0006955) 3.01E-04 
defense response to bacterium (GO:0042742) 5.60E-05 
immune system process (GO:0002376) 1.50E-04 
response to bacterium (GO:0009617) 2.34E-05 
response to organic cyclic compound (GO:0014070) 7.92E-04 
response to salt stress (GO:0009651) 4.54E-06 
response to cadmium ion (GO:0046686) 4.63E-03 
response to acid chemical (GO:0001101) 3.81E-14 
response to osmotic stress (GO:0006970) 4.13E-06 
response to inorganic substance (GO:0010035) 8.26E-10 
response to oxidative stress (GO:0006979) 4.22E-04 
response to oxygen-containing compound (GO:1901700) 1.36E-17 
response to metal ion (GO:0010038) 7.94E-04 
monocarboxylic acid metabolic process (GO:0032787) 3.47E-04 
cellular response to acid chemical (GO:0071229) 1.82E-02 
response to lipid (GO:0033993) 7.18E-05 
response to abscisic acid (GO:0009737) 5.87E-03 
response to alcohol (GO:0097305) 6.69E-03 
cellular response to oxygen-containing compound (GO:1901701) 1.97E-02 
response to chemical (GO:0042221) 1.52E-18 
response to organic substance (GO:0010033) 8.99E-11 
response to abiotic stimulus (GO:0009628) 1.39E-09 
response to endogenous stimulus (GO:0009719) 1.15E-07 
response to external biotic stimulus (GO:0043207) 5.12E-05 
response to other organism (GO:0051707) 5.12E-05 
response to stress (GO:0006950) 1.91E-17 
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Supplementary Table 2 Continued 
response to external stimulus (GO:0009605) 1.14E-06 
carboxylic acid metabolic process (GO:0019752) 5.87E-03 
response to hormone (GO:0009725) 1.23E-05 
response to biotic stimulus (GO:0009607) 1.84E-04 
cellular catabolic process (GO:0044248) 9.70E-03 
defense response to other organism (GO:0098542) 2.04E-02 
cellular response to chemical stimulus (GO:0070887) 2.99E-02 
oxoacid metabolic process (GO:0043436) 4.65E-02 
defense response (GO:0006952) 3.20E-04 
organic acid metabolic process (GO:0006082) 3.12E-02 
multi-organism process (GO:0051704) 7.93E-04 
small molecule metabolic process (GO:0044281) 1.30E-03 
response to stimulus (GO:0050896) 8.31E-18 
single-organism metabolic process (GO:0044710) 1.06E-08 
organic substance biosynthetic process (GO:1901576) 7.63E-03 
biosynthetic process (GO:0009058) 5.49E-03 
single-organism process (GO:0044699) 3.55E-08 
single-organism cellular process (GO:0044763) 4.19E-04 
cellular metabolic process (GO:0044237) 6.20E-07 
organic substance metabolic process (GO:0071704) 2.35E-07 
metabolic process (GO:0008152) 5.41E-09 
cellular process (GO:0009987) 7.13E-07 
primary metabolic process (GO:0044238) 3.19E-03 
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Supplementary Table 3. GO enrichment analysis result of G4FS genes under salt stress 
GO biological process adjusted p-value 
response to heat (GO:0009408) 1.38E-17 
glutathione metabolic process (GO:0006749) 4.98E-03 
regulation of seed germination (GO:0010029) 1.44E-02 
response to hydrogen peroxide (GO:0042542) 2.06E-02 
regulation of seedling development (GO:1900140) 2.44E-02 
response to high light intensity (GO:0009644) 1.01E-02 
response to light intensity (GO:0009642) 1.69E-05 
glutamine family amino acid metabolic process (GO:0009064) 3.99E-02 
response to reactive oxygen species (GO:0000302) 3.57E-06 
response to carbohydrate (GO:0009743) 3.39E-02 
response to temperature stimulus (GO:0009266) 2.64E-13 
response to water deprivation (GO:0009414) 3.44E-06 
response to water (GO:0009415) 6.25E-06 
response to salt stress (GO:0009651) 1.83E-10 
response to osmotic stress (GO:0006970) 1.79E-11 
response to nitrogen compound (GO:1901698) 6.12E-04 
response to inorganic substance (GO:0010035) 5.10E-17 
response to cadmium ion (GO:0046686) 6.66E-05 
ion transmembrane transport (GO:0034220) 2.96E-02 
response to oxidative stress (GO:0006979) 1.05E-06 
response to oxygen-containing compound (GO:1901700) 1.59E-24 
protein folding (GO:0006457) 3.00E-02 
response to abscisic acid (GO:0009737) 6.77E-06 
response to alcohol (GO:0097305) 8.36E-06 
response to acid chemical (GO:0001101) 9.73E-14 
response to lipid (GO:0033993) 6.99E-08 
monocarboxylic acid metabolic process (GO:0032787) 4.36E-05 
response to metal ion (GO:0010038) 5.77E-04 
response to abiotic stimulus (GO:0009628) 1.34E-20 
carboxylic acid biosynthetic process (GO:0046394) 1.87E-03 
response to cold (GO:0009409) 4.71E-02 
response to chemical (GO:0042221) 1.66E-28 
response to organic substance (GO:0010033) 5.47E-19 
carboxylic acid metabolic process (GO:0019752) 3.88E-08 
ion transport (GO:0006811) 6.04E-04 
cellular response to oxygen-containing compound (GO:1901701) 8.69E-04 
response to endogenous stimulus (GO:0009719) 3.97E-15 
cellular response to acid chemical (GO:0071229) 2.93E-02 
small molecule biosynthetic process (GO:0044283) 9.33E-04 
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response to hormone (GO:0009725) 3.62E-12 
oxoacid metabolic process (GO:0043436) 1.31E-07 
organic acid biosynthetic process (GO:0016053) 8.44E-03 
transmembrane transport (GO:0055085) 6.59E-03 
organic acid metabolic process (GO:0006082) 7.39E-08 
response to light stimulus (GO:0009416) 2.08E-03 
small molecule metabolic process (GO:0044281) 1.46E-09 
response to radiation (GO:0009314) 5.51E-03 
cellular response to organic substance (GO:0071310) 2.16E-03 
cellular response to chemical stimulus (GO:0070887) 4.03E-04 
response to stress (GO:0006950) 1.01E-12 
response to stimulus (GO:0050896) 7.65E-21 
oxidation-reduction process (GO:0055114) 6.89E-03 
single-organism biosynthetic process (GO:0044711) 1.07E-02 
single-organism metabolic process (GO:0044710) 2.37E-08 
multicellular organism development (GO:0007275) 1.42E-02 
cellular response to stimulus (GO:0051716) 1.01E-02 
single-multicellular organism process (GO:0044707) 1.71E-02 
developmental process (GO:0032502) 1.27E-02 
single-organism developmental process (GO:0044767) 1.89E-02 
single-organism cellular process (GO:0044763) 4.19E-07 
single-organism process (GO:0044699) 2.18E-10 
organic substance biosynthetic process (GO:1901576) 6.16E-03 
cellular metabolic process (GO:0044237) 8.63E-08 
metabolic process (GO:0008152) 8.14E-10 
biosynthetic process (GO:0009058) 4.92E-02 
organic substance metabolic process (GO:0071704) 3.88E-06 
cellular process (GO:0009987) 6.59E-06 
primary metabolic process (GO:0044238) 1.72E-02 
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Supplementary Table 4. GO enrichment analysis result of G4FS genes under salt stress 
GO biological process adjusted p-value 
response to light intensity (GO:0009642) 1.89E-03 
response to heat (GO:0009408) 5.23E-06 
response to toxic substance (GO:0009636) 1.88E-02 
flavonoid biosynthetic process (GO:0009813) 2.22E-02 
response to reactive oxygen species (GO:0000302) 5.78E-03 
flavonoid metabolic process (GO:0009812) 3.89E-02 
response to water deprivation (GO:0009414) 1.46E-05 
response to water (GO:0009415) 2.25E-05 
response to temperature stimulus (GO:0009266) 2.02E-05 
response to oxidative stress (GO:0006979) 2.94E-04 
response to inorganic substance (GO:0010035) 5.27E-10 
response to osmotic stress (GO:0006970) 1.18E-05 
response to salt stress (GO:0009651) 7.72E-05 
response to abiotic stimulus (GO:0009628) 3.64E-14 
response to light stimulus (GO:0009416) 9.56E-04 
response to radiation (GO:0009314) 2.02E-03 
response to oxygen-containing compound (GO:1901700) 7.74E-07 
response to acid chemical (GO:0001101) 7.10E-04 
response to chemical (GO:0042221) 3.38E-09 
response to stress (GO:0006950) 1.64E-11 
response to external stimulus (GO:0009605) 1.17E-02 
oxidation-reduction process (GO:0055114) 1.17E-02 
small molecule metabolic process (GO:0044281) 3.86E-02 
response to organic substance (GO:0010033) 1.28E-02 
single-organism metabolic process (GO:0044710) 7.00E-08 
response to stimulus (GO:0050896) 1.15E-08 
single-organism process (GO:0044699) 1.34E-05 
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Supplementary Table 5. GO enrichment analysis result of G4FS genes under heat stress 
GO biological process adjusted p-value 
response to sucrose (GO:0009744) 1.59E-03 
response to disaccharide (GO:0034285) 1.90E-03 
cellular response to phosphate starvation (GO:0016036) 4.39E-03 
response to heat (GO:0009408) 4.15E-10 
response to hydrogen peroxide (GO:0042542) 4.90E-02 
cellular response to starvation (GO:0009267) 6.29E-05 
response to carbohydrate (GO:0009743) 2.45E-04 
cellular response to nutrient levels (GO:0031669) 1.49E-04 
response to starvation (GO:0042594) 2.11E-04 
response to light intensity (GO:0009642) 1.10E-03 
cellular response to extracellular stimulus (GO:0031668) 5.63E-05 
response to nutrient levels (GO:0031667) 1.87E-04 
cellular response to external stimulus (GO:0071496) 8.56E-05 
response to extracellular stimulus (GO:0009991) 7.06E-05 
response to reactive oxygen species (GO:0000302) 8.09E-04 
response to temperature stimulus (GO:0009266) 2.42E-10 
protein folding (GO:0006457) 5.58E-04 
response to oxidative stress (GO:0006979) 2.65E-03 
response to inorganic substance (GO:0010035) 1.30E-05 
response to abiotic stimulus (GO:0009628) 1.29E-10 
response to oxygen-containing compound (GO:1901700) 3.51E-04 
response to chemical (GO:0042221) 9.16E-08 
post-embryonic development (GO:0009791) 2.71E-02 
response to organic substance (GO:0010033) 1.37E-02 
response to stress (GO:0006950) 1.30E-06 
response to stimulus (GO:0050896) 1.91E-07 
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Supplementary Table 6. GO enrichment analysis result of non-G4FS genes under heat stress 
GO biological process adjusted p-value 
response to abiotic stimulus (GO:0009628) 1.49E-02 
response to stress (GO:0006950) 9.96E-04 
response to chemical (GO:0042221) 4.54E-02 
response to stimulus (GO:0050896) 4.26E-02 
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Supplementary Table 7. GO enrichment analysis result of G4FS genes under UV stress 
GO biological process adjusted p-value 
negative regulation of phosphorelay signal transduction system (GO:0070298) 4.54E-02 
negative regulation of ethylene-activated signaling pathway (GO:0010105) 4.54E-02 
regulation of phosphorelay signal transduction system (GO:0070297) 9.99E-03 
regulation of ethylene-activated signaling pathway (GO:0010104) 9.99E-03 
jasmonic acid biosynthetic process (GO:0009695) 2.18E-03 
regulation of jasmonic acid mediated signaling pathway (GO:2000022) 2.92E-03 
jasmonic acid metabolic process (GO:0009694) 6.29E-04 
regulation of intracellular signal transduction (GO:1902531) 1.37E-03 
response to chitin (GO:0010200) 3.24E-07 
response to wounding (GO:0009611) 5.42E-10 
response to organonitrogen compound (GO:0010243) 1.12E-06 
transmembrane receptor protein tyrosine kinase signaling pathway 
(GO:0007169) 1.82E-03 
enzyme linked receptor protein signaling pathway (GO:0007167) 1.82E-03 
ethylene-activated signaling pathway (GO:0009873) 6.81E-05 
plant-type cell wall biogenesis (GO:0009832) 1.89E-02 
response to jasmonic acid (GO:0009753) 5.61E-05 
cellular response to ethylene stimulus (GO:0071369) 3.23E-04 
regulation of signal transduction (GO:0009966) 1.17E-05 
regulation of signaling (GO:0023051) 1.53E-05 
regulation of cell communication (GO:0010646) 2.00E-05 
phosphorelay signal transduction system (GO:0000160) 2.62E-04 
response to nitrogen compound (GO:1901698) 5.93E-05 
cell surface receptor signaling pathway (GO:0007166) 2.96E-02 
cellular amino acid biosynthetic process (GO:0008652) 2.40E-02 
response to water deprivation (GO:0009414) 9.61E-05 
response to water (GO:0009415) 1.48E-04 
response to ethylene (GO:0009723) 3.58E-04 
monocarboxylic acid biosynthetic process (GO:0072330) 1.26E-02 
carboxylic acid biosynthetic process (GO:0046394) 1.27E-05 
monocarboxylic acid metabolic process (GO:0032787) 4.90E-06 
regulation of response to stress (GO:0080134) 4.43E-02 
regulation of response to stimulus (GO:0048583) 3.38E-05 
organic acid biosynthetic process (GO:0016053) 1.36E-04 
response to oxygen-containing compound (GO:1901700) 5.03E-15 
small molecule biosynthetic process (GO:0044283) 5.00E-05 
response to osmotic stress (GO:0006970) 2.81E-04 
response to salt stress (GO:0009651) 1.19E-03 
response to acid chemical (GO:0001101) 7.50E-10 
carboxylic acid metabolic process (GO:0019752) 1.18E-07 
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response to endogenous stimulus (GO:0009719) 1.19E-14 
response to oxidative stress (GO:0006979) 2.88E-02 
intracellular signal transduction (GO:0035556) 6.49E-03 
response to organic substance (GO:0010033) 3.58E-14 
oxoacid metabolic process (GO:0043436) 8.52E-07 
response to inorganic substance (GO:0010035) 3.60E-05 
response to hormone (GO:0009725) 2.53E-10 
response to chemical (GO:0042221) 4.38E-18 
cellular response to endogenous stimulus (GO:0071495) 9.79E-04 
organic acid metabolic process (GO:0006082) 5.24E-06 
hormone-mediated signaling pathway (GO:0009755) 1.03E-02 
cellular response to hormone stimulus (GO:0032870) 5.88E-03 
response to abiotic stimulus (GO:0009628) 4.12E-08 
small molecule metabolic process (GO:0044281) 3.64E-06 
cellular response to organic substance (GO:0071310) 1.02E-02 
single-organism biosynthetic process (GO:0044711) 2.58E-06 
plant organ development (GO:0099402) 3.07E-02 
carbohydrate metabolic process (GO:0005975) 9.74E-03 
cellular response to chemical stimulus (GO:0070887) 1.66E-02 
response to stress (GO:0006950) 2.19E-12 
response to stimulus (GO:0050896) 1.26E-21 
response to biotic stimulus (GO:0009607) 2.51E-02 
response to external biotic stimulus (GO:0043207) 4.17E-02 
response to other organism (GO:0051707) 4.17E-02 
signal transduction (GO:0007165) 1.11E-03 
single organism signaling (GO:0044700) 2.08E-03 
signaling (GO:0023052) 2.13E-03 
single-organism metabolic process (GO:0044710) 3.48E-10 
cell communication (GO:0007154) 9.63E-04 
defense response (GO:0006952) 1.31E-02 
single-multicellular organism process (GO:0044707) 3.38E-05 
multicellular organism development (GO:0007275) 9.37E-05 
response to external stimulus (GO:0009605) 3.28E-02 
multicellular organismal process (GO:0032501) 5.05E-05 
developmental process (GO:0032502) 1.82E-05 
aromatic compound biosynthetic process (GO:0019438) 4.02E-04 
single-organism developmental process (GO:0044767) 5.51E-05 
anatomical structure development (GO:0048856) 1.69E-04 
organic cyclic compound biosynthetic process (GO:1901362) 4.25E-04 
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Supplementary Table 7 Continued 
nucleic acid-templated transcription (GO:0097659) 3.20E-02 
transcription, DNA-templated (GO:0006351) 3.20E-02 
RNA biosynthetic process (GO:0032774) 3.32E-02 
nucleobase-containing compound biosynthetic process (GO:0034654) 2.13E-02 
single-organism cellular process (GO:0044763) 4.87E-11 
organic substance biosynthetic process (GO:1901576) 5.49E-07 
cellular response to stimulus (GO:0051716) 1.82E-02 
heterocycle biosynthetic process (GO:0018130) 3.69E-02 
single-organism process (GO:0044699) 2.75E-16 
biosynthetic process (GO:0009058) 9.06E-06 
cellular biosynthetic process (GO:0044249) 6.66E-05 
cellular metabolic process (GO:0044237) 9.41E-11 
organic cyclic compound metabolic process (GO:1901360) 8.82E-03 
regulation of cellular process (GO:0050794) 1.18E-03 
cellular aromatic compound metabolic process (GO:0006725) 1.74E-02 
organic substance metabolic process (GO:0071704) 5.20E-11 
regulation of biological process (GO:0050789) 7.76E-04 
metabolic process (GO:0008152) 9.48E-13 
primary metabolic process (GO:0044238) 6.33E-07 
nitrogen compound metabolic process (GO:0006807) 4.01E-02 
cellular process (GO:0009987) 1.52E-09 
biological regulation (GO:0065007) 1.32E-02 
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Supplementary Table 8. GO enrichment analysis result of non-G4FS genes under UV stress 
GO biological process adjusted p-value 
lignin catabolic process (GO:0046274) 7.67E-03 
phenylpropanoid catabolic process (GO:0046271) 7.67E-03 
lignin metabolic process (GO:0009808) 1.53E-03 
response to wounding (GO:0009611) 2.07E-06 
response to organonitrogen compound (GO:0010243) 6.93E-03 
response to water deprivation (GO:0009414) 2.80E-06 
response to water (GO:0009415) 4.21E-06 
phenylpropanoid metabolic process (GO:0009698) 3.81E-02 
response to jasmonic acid (GO:0009753) 1.25E-02 
nitrogen compound transport (GO:0071705) 9.38E-03 
secondary metabolite biosynthetic process (GO:0044550) 3.34E-02 
secondary metabolic process (GO:0019748) 5.74E-04 
response to bacterium (GO:0009617) 1.54E-03 
response to acid chemical (GO:0001101) 8.35E-12 
response to salt stress (GO:0009651) 2.48E-04 
response to osmotic stress (GO:0006970) 3.33E-04 
response to oxygen-containing compound (GO:1901700) 5.47E-14 
response to inorganic substance (GO:0010035) 5.80E-07 
response to abscisic acid (GO:0009737) 1.46E-02 
response to alcohol (GO:0097305) 1.62E-02 
response to lipid (GO:0033993) 1.07E-02 
response to endogenous stimulus (GO:0009719) 1.72E-07 
response to chemical (GO:0042221) 1.10E-13 
response to organic substance (GO:0010033) 7.09E-09 
cellular response to chemical stimulus (GO:0070887) 2.47E-03 
response to hormone (GO:0009725) 1.72E-05 
response to external biotic stimulus (GO:0043207) 1.56E-03 
response to other organism (GO:0051707) 1.56E-03 
response to external stimulus (GO:0009605) 7.87E-05 
response to stress (GO:0006950) 2.82E-13 
response to abiotic stimulus (GO:0009628) 8.01E-06 
response to biotic stimulus (GO:0009607) 3.81E-03 
single-organism biosynthetic process (GO:0044711) 1.06E-03 
defense response (GO:0006952) 3.04E-03 
single-organism metabolic process (GO:0044710) 1.63E-09 
oxidation-reduction process (GO:0055114) 1.44E-02 
multi-organism process (GO:0051704) 3.29E-02 
response to stimulus (GO:0050896) 3.38E-14 
cell communication (GO:0007154) 1.71E-02 
aromatic compound biosynthetic process (GO:0019438) 1.61E-02 
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Supplementary Table 8 Continued 
single-organism cellular process (GO:0044763) 4.12E-06 
single-organism process (GO:0044699) 8.43E-10 
organic substance biosynthetic process (GO:1901576) 5.84E-03 
biosynthetic process (GO:0009058) 4.31E-03 
cellular biosynthetic process (GO:0044249) 2.96E-02 
cellular metabolic process (GO:0044237) 2.62E-05 
metabolic process (GO:0008152) 1.85E-05 
cellular process (GO:0009987) 5.83E-05 
organic substance metabolic process (GO:0071704) 1.74E-02 
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Supplementary Table 9. GO enrichment analysis result of G4FS genes under cold stress 
GO biological process adjusted p-value 
positive regulation of post-embryonic development (GO:0048582) 7.15E-05 
response to monosaccharide (GO:0034284) 1.04E-02 
response to hexose (GO:0009746) 3.63E-02 
positive regulation of flower development (GO:0009911) 4.45E-02 
positive regulation of multicellular organismal process (GO:0051240) 3.54E-05 
response to carbohydrate (GO:0009743) 4.61E-07 
cellular response to phosphate starvation (GO:0016036) 1.61E-02 
ATP generation from ADP (GO:0006757) 1.90E-02 
glycolytic process (GO:0006096) 1.90E-02 
positive regulation of developmental process (GO:0051094) 1.39E-04 
single-organism carbohydrate catabolic process (GO:0044724) 3.96E-04 
response to hydrogen peroxide (GO:0042542) 2.23E-02 
ADP metabolic process (GO:0046031) 2.62E-02 
ribonucleoside diphosphate metabolic process (GO:0009185) 2.62E-02 
purine ribonucleoside diphosphate metabolic process (GO:0009179) 2.62E-02 
purine nucleoside diphosphate metabolic process (GO:0009135) 2.62E-02 
nucleoside diphosphate metabolic process (GO:0009132) 1.45E-02 
nucleoside diphosphate phosphorylation (GO:0006165) 4.13E-02 
nicotinamide nucleotide metabolic process (GO:0046496) 9.43E-03 
circadian rhythm (GO:0007623) 9.43E-03 
pyridine nucleotide metabolic process (GO:0019362) 9.43E-03 
oxidoreduction coenzyme metabolic process (GO:0006733) 8.02E-03 
pyridine-containing compound metabolic process (GO:0072524) 1.95E-02 
rhythmic process (GO:0048511) 1.27E-02 
cellular response to starvation (GO:0009267) 3.41E-02 
response to extracellular stimulus (GO:0009991) 2.19E-04 
cellular response to extracellular stimulus (GO:0031668) 2.42E-03 
response to karrikin (GO:0080167) 2.17E-02 
response to nutrient levels (GO:0031667) 5.76E-03 
cellular response to external stimulus (GO:0071496) 3.64E-03 
response to reactive oxygen species (GO:0000302) 5.95E-03 
response to water deprivation (GO:0009414) 9.57E-06 
response to water (GO:0009415) 1.63E-05 
response to salt stress (GO:0009651) 1.24E-09 
regulation of post-embryonic development (GO:0048580) 8.68E-05 
response to osmotic stress (GO:0006970) 7.91E-10 
phosphorelay signal transduction system (GO:0000160) 2.45E-02 
response to nitrogen compound (GO:1901698) 1.08E-02 
response to abscisic acid (GO:0009737) 2.22E-06 
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response to alcohol (GO:0097305) 2.71E-06 
response to oxygen-containing compound (GO:1901700) 1.68E-20 
cellular response to acid chemical (GO:0071229) 1.89E-04 
cellular response to lipid (GO:0071396) 4.49E-03 
response to inorganic substance (GO:0010035) 3.98E-10 
response to lipid (GO:0033993) 1.06E-07 
regulation of multicellular organismal development (GO:2000026) 2.41E-03 
cellular response to oxygen-containing compound (GO:1901701) 4.29E-05 
response to acid chemical (GO:0001101) 5.46E-12 
single-organism carbohydrate metabolic process (GO:0044723) 1.08E-03 
hormone-mediated signaling pathway (GO:0009755) 9.28E-07 
cellular response to hormone stimulus (GO:0032870) 9.89E-07 
cellular response to endogenous stimulus (GO:0071495) 1.23E-06 
intracellular signal transduction (GO:0035556) 1.15E-03 
response to organic substance (GO:0010033) 6.62E-18 
response to endogenous stimulus (GO:0009719) 2.65E-15 
response to hormone (GO:0009725) 4.19E-13 
cellular response to organic substance (GO:0071310) 4.81E-07 
regulation of multicellular organismal process (GO:0051239) 2.37E-02 
response to abiotic stimulus (GO:0009628) 3.43E-15 
cellular response to chemical stimulus (GO:0070887) 2.46E-07 
response to chemical (GO:0042221) 2.55E-21 
small molecule biosynthetic process (GO:0044283) 4.52E-03 
organophosphate metabolic process (GO:0019637) 4.22E-02 
response to light stimulus (GO:0009416) 2.40E-03 
response to radiation (GO:0009314) 2.45E-03 
positive regulation of biological process (GO:0048518) 7.70E-03 
carboxylic acid metabolic process (GO:0019752) 1.25E-04 
system development (GO:0048731) 9.92E-08 
oxoacid metabolic process (GO:0043436) 9.08E-04 
plant organ development (GO:0099402) 1.40E-02 
organic acid metabolic process (GO:0006082) 5.64E-04 
cell communication (GO:0007154) 4.23E-08 
post-embryonic development (GO:0009791) 8.95E-05 
signal transduction (GO:0007165) 3.68E-06 
small molecule metabolic process (GO:0044281) 2.73E-05 
multicellular organism development (GO:0007275) 3.40E-09 
single organism signaling (GO:0044700) 8.98E-06 
signaling (GO:0023052) 9.28E-06 
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single-multicellular organism process (GO:0044707) 4.04E-09 
reproductive system development (GO:0061458) 6.65E-03 
reproductive structure development (GO:0048608) 6.65E-03 
cellular response to stimulus (GO:0051716) 6.70E-08 
developmental process (GO:0032502) 2.29E-09 
multicellular organismal process (GO:0032501) 3.63E-08 
anatomical structure development (GO:0048856) 2.48E-08 
single-organism developmental process (GO:0044767) 2.01E-08 
nucleic acid-templated transcription (GO:0097659) 7.67E-05 
transcription, DNA-templated (GO:0006351) 7.67E-05 
heterocycle biosynthetic process (GO:0018130) 3.05E-06 
RNA biosynthetic process (GO:0032774) 8.12E-05 
nucleobase-containing compound biosynthetic process (GO:0034654) 1.52E-05 
organic cyclic compound biosynthetic process (GO:1901362) 1.93E-06 
single-organism biosynthetic process (GO:0044711) 3.62E-03 
aromatic compound biosynthetic process (GO:0019438) 6.08E-06 
regulation of RNA biosynthetic process (GO:2001141) 1.20E-05 
regulation of transcription, DNA-templated (GO:0006355) 1.20E-05 
regulation of nucleic acid-templated transcription (GO:1903506) 1.20E-05 
regulation of RNA metabolic process (GO:0051252) 2.00E-05 
regulation of nucleobase-containing compound metabolic process 
(GO:0019219) 6.22E-05 
regulation of biosynthetic process (GO:0009889) 2.70E-05 
organonitrogen compound metabolic process (GO:1901564) 1.38E-02 
regulation of cellular macromolecule biosynthetic process 
(GO:2000112) 4.51E-05 
regulation of macromolecule biosynthetic process (GO:0010556) 4.62E-05 
regulation of cellular biosynthetic process (GO:0031326) 3.60E-05 
response to external stimulus (GO:0009605) 3.57E-02 
response to stimulus (GO:0050896) 4.66E-15 
heterocycle metabolic process (GO:0046483) 1.81E-07 
regulation of cellular metabolic process (GO:0031323) 1.69E-05 
regulation of nitrogen compound metabolic process (GO:0051171) 8.82E-05 
regulation of gene expression (GO:0010468) 1.02E-04 
nucleobase-containing compound metabolic process (GO:0006139) 4.05E-06 
organic cyclic compound metabolic process (GO:1901360) 1.74E-07 
organic substance biosynthetic process (GO:1901576) 4.25E-09 
response to stress (GO:0006950) 4.25E-06 
cellular aromatic compound metabolic process (GO:0006725) 6.37E-07 
cellular biosynthetic process (GO:0044249) 2.50E-08 
regulation of primary metabolic process (GO:0080090) 1.84E-04 
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Supplementary Table 9 Continued 
regulation of metabolic process (GO:0019222) 7.27E-05 
regulation of cellular process (GO:0050794) 1.62E-08 
nitrogen compound metabolic process (GO:0006807) 1.33E-08 
single-organism cellular process (GO:0044763) 8.61E-12 
regulation of macromolecule metabolic process (GO:0060255) 4.29E-04 
biosynthetic process (GO:0009058) 3.09E-08 
regulation of biological process (GO:0050789) 9.28E-09 
RNA metabolic process (GO:0016070) 4.74E-03 
cellular nitrogen compound biosynthetic process (GO:0044271) 1.04E-03 
cellular nitrogen compound metabolic process (GO:0034641) 3.53E-06 
nucleic acid metabolic process (GO:0090304) 2.33E-03 
cellular macromolecule biosynthetic process (GO:0034645) 1.74E-02 
single-organism process (GO:0044699) 5.40E-14 
single-organism metabolic process (GO:0044710) 1.12E-03 
macromolecule biosynthetic process (GO:0009059) 3.77E-02 
gene expression (GO:0010467) 4.51E-02 
biological regulation (GO:0065007) 3.37E-06 
cellular metabolic process (GO:0044237) 1.04E-10 
primary metabolic process (GO:0044238) 3.56E-08 
organic substance metabolic process (GO:0071704) 3.95E-09 
metabolic process (GO:0008152) 9.92E-11 
cellular macromolecule metabolic process (GO:0044260) 1.03E-02 
cellular process (GO:0009987) 6.54E-09 
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Supplementary Table 10. GO enrichment analysis result of non-G4FS genes under cold stress 
GO biological process adjusted p-value 
defense response to bacterium, incompatible interaction (GO:0009816) 3.97E-03 
response to UV-B (GO:0010224) 4.85E-04 
response to UV (GO:0009411) 3.33E-03 
cellular response to nutrient levels (GO:0031669) 3.47E-02 
cellular response to extracellular stimulus (GO:0031668) 4.82E-03 
cellular response to external stimulus (GO:0071496) 6.46E-03 
defense response, incompatible interaction (GO:0009814) 4.33E-02 
response to extracellular stimulus (GO:0009991) 1.89E-02 
innate immune response (GO:0045087) 1.79E-02 
immune response (GO:0006955) 2.25E-02 
immune system process (GO:0002376) 1.99E-02 
response to bacterium (GO:0009617) 1.54E-03 
defense response to bacterium (GO:0042742) 2.55E-02 
response to external stimulus (GO:0009605) 3.39E-06 
response to acid chemical (GO:0001101) 1.38E-02 
response to external biotic stimulus (GO:0043207) 1.12E-02 
response to other organism (GO:0051707) 1.12E-02 
response to biotic stimulus (GO:0009607) 2.52E-02 
multi-organism process (GO:0051704) 2.38E-03 
response to chemical (GO:0042221) 1.13E-06 
response to oxygen-containing compound (GO:1901700) 1.19E-02 
small molecule metabolic process (GO:0044281) 1.62E-02 
response to abiotic stimulus (GO:0009628) 2.30E-03 
single-organism biosynthetic process (GO:0044711) 3.63E-02 
response to organic substance (GO:0010033) 2.00E-02 
single-organism metabolic process (GO:0044710) 6.21E-08 
response to stress (GO:0006950) 4.65E-03 
single-organism cellular process (GO:0044763) 1.68E-05 
biosynthetic process (GO:0009058) 4.31E-03 
response to stimulus (GO:0050896) 2.78E-04 
single-organism process (GO:0044699) 3.09E-07 
metabolic process (GO:0008152) 8.15E-03 
cellular process (GO:0009987) 3.12E-02 
 
  
105 
 
APPENDIX C: AN ONTOLOGY APPROACH TO COMPARATIVE PHENOMICS IN 
PLANTS 
Authors: Anika Oellrich, Ramona L Walls, Ethalinda KS Cannon, Steven B Cannon, 
Laurel Cooper, Jack Gardiner, Georgios V Gkoutos, Lisa Harper, Mingze He, Robert 
Hoehndorf, Pankaj Jaiswal, Scott R Kalberer, John P Lloyd, David Meinke, Naama 
Menda, Laura Moore, Rex T Nelson, Anuradha Pujar, Carolyn J Lawrence, and Eva 
Huala 
Plant Methods 2015 Published: 25 February 2015 11:10 
https://doi.org/10.1186/s13007-015-0053-y 
 
Abstract 
Background 
Plant phenotype datasets include many different types of data, formats, and terms from 
specialized vocabularies. Because these datasets were designed for different audiences, they 
frequently contain language and details tailored to investigators with different research 
objectives and backgrounds. Although phenotype comparisons across datasets have long been 
possible on a small scale, comprehensive queries and analyses that span a broad set of 
reference species, research disciplines, and knowledge domains continue to be severely limited 
by the absence of a common semantic framework. 
Results 
We developed a workflow to curate and standardize existing phenotype datasets for six plant 
species, encompassing both model species and crop plants with established genetic resources. 
Our effort focused on mutant phenotypes associated with genes of known sequence in 
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Arabidopsis thaliana (L.) Heynh. (Arabidopsis), Zea mays L. subsp. mays (maize), Medicago 
truncatula Gaertn. (barrel medic or Medicago), Oryza sativa L. (rice), Glycine max (L.) Merr. 
(soybean), and Solanum lycopersicum L. (tomato). We applied the same ontologies, annotation 
standards, formats, and best practices across all six species, thereby ensuring that the shared 
dataset could be used for cross-species querying and semantic similarity analyses. Curated 
phenotypes were first converted into a common format using taxonomically broad ontologies 
such as the Plant Ontology, Gene Ontology, and Phenotype and Trait Ontology. We then 
compared ontology-based phenotypic descriptions with an existing classification system for 
plant phenotypes and evaluated our semantic similarity dataset for its ability to enhance 
predictions of gene families, protein functions, and shared metabolic pathways that underlie 
informative plant phenotypes. 
Conclusions 
The use of ontologies, annotation standards, shared formats, and best practices for cross-taxon 
phenotype data analyses represents a novel approach to plant phenomics that enhances the 
utility of model genetic organisms and can be readily applied to species with fewer genetic 
resources and less well-characterized genomes. In addition, these tools should enhance future 
efforts to explore the relationships among phenotypic similarity, gene function, and sequence 
similarity in plants, and to make genotype-to-phenotype predictions relevant to plant biology, 
crop improvement, and potentially even human health. 
Background 
Plant phenotypic variation constitutes the raw material for much of plant biology, including 
research on gene function in model species, breeding of desirable crop varieties, functional 
investigations from the cellular to ecosystem scale, and inference about the evolution and 
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ecology of both plants and the species that interact with them. Disentangling the relationships 
among genotypes, phenotypes, and the environment is one of the grand challenges of 
contemporary biology (National et al., 2010), yet this endeavor is severely limited by our 
ability to collect, integrate, and systematically analyze phenotypic data (Benfey et al., 2008). 
Researchers generally use free text to describe phenotypes, which allows for rich descriptions, 
but makes it hard to compare phenotypes across species, integrate data into the existing 
knowledge landscape, or derive information from combined datasets (Groth et al., 2008). In 
recent years, ontologies have become powerful tools for working with phenotypic data, 
particularly in biomedicine, because standardizing terminology across species and sub-
disciplines enables inference based on logical relationships (Gkoutos et al., 2012; Doelken et 
al., 2013; Deans et al., 2015). Here we present a new approach to studying plant phenotypes 
modeled on recent advances in the use of ontologies in biomedical research on animal model 
systems. 
Throughout this paper, we use the words phenotype, phene, and phenome with precise 
meanings. A ‘phenotype’ is the composite set of one or more observable characteristics 
associated with a given organism or cell, that results from the interaction of the genotype and 
the environment (Hartl et al., 2006; Wikipedia) The separate characteristics that make up a 
phenotype are termed ‘phenes’ (York et al., 2013; Serebrovsky et al., 1925). For example, in 
maize, a dwarf phenotype can be defined as a composite of the phenes ‘reduced internode 
length’ and ‘compact, broad leaves’. Phenes relate to ‘phenomes’ in the way that genes relate 
to genomes: an organism’s or species’ phenome is composed of the complete set of its phenes. 
Phenomics, therefore, is the study of all phenotypes associated with an organism or species 
(i.e. its phenotype space). In correspondence with Genome Wide Association Studies (GWAS), 
Phenome Wide Association Studies (PheWAS) associate a gene with a variety of phenes or 
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phenotypes, which is particularly relevant for genes that have a pleiotropic effect (Denny et al., 
2013). 
Biomedical scientists have developed and utilized phenotype ontologies and ontological 
reasoning to support comparative and predictive phenomics (Zemojtel et al., 2014; Hoehndorf 
et al., 2013). Phenotype ontologies are controlled, hierarchically-related phenotypic 
descriptions that enable large-scale computation among individuals, populations, and even 
multiple species (Hoehndorf et al., 2013). A number of vocabularies and pre-composed 
phenotype ontologies (in which terms are pre-defined) have been developed for specific taxa or 
applications (Bombarely et al., 2010; Gkoutos et al., 2005; Dahdul et al., 2010; Köhler et al., 
2013), but comparison across datasets or among different species requires an extensive 
alignment process whenever different vocabularies/ontologies are used to represent the data. 
An alternative to phenotype ontology alignment is the use of post-composed phenotypes, in 
which all the elements of a phenotype are explicitly logically defined or “composed” from 
existing terms from species-independent ontologies (Gkoutos et al., 2005). One method of 
post-composing a phenotype description is to first break it down into its component phenes, 
and then define an affected Entity (E) and a describing Quality (Q) for each phene (Mungall et 
al., 2010; Knowlton et al., 2008). In this method of post-composing phenotypes, Entity-Quality 
(EQ) statements are composed for all phenes under considerations, and the entire set of phenes 
is reasoned over simultaneously. Finally, to derive novel insights from curated genotype and 
phenotype data, semantic similarity measures are applied, based on a consistent ontological 
representation (Pesquita et al., 2009; Mistry et al., 2008; Gan et al., 2013). 
This approach has been applied successfully to mammalian phenotypes to predict gene 
function across species, as well as disease, drug, or pathway involvement of genes (Doelken et 
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al., 2013; Zemojtel et al., 2014; Hoehndorf et al., 2013; Hoehndorf et al., 2014). Two major 
limitations to adopting a similar approach in plants are the lack of phenotype data curated with 
species-neutral ontology terms, and the need for standards for creating EQ statements to 
describe plant phenotypes. Nonetheless, two important existing resources are available to 
support post-composed ontology analysis of plant phenotype data: 1) well-developed 
ontologies for plant science (Walls et al., 2012), particularly the Plant Ontology (PO) (Cooper 
et al., 2013) and Gene Ontology (GO) (Ashburner et al., 2000); 2) curated sets of mutant 
phenotype descriptions for multiple plant species in model-organism and crop databases such 
as MaizeGDB (Schaeffer et al., 2011), Oryzabase (Yamazaki et al., 2010), Gramene (Jaiswal et 
al., 2011; Gramene), and the Sol Genomics Network (SGN) (Bombarely et al., 2010) as well as 
in the literature (e.g., Lloyd et al., 2012). In addition, an intellectual framework for logically 
defining plant traits has been developed in the Plant Trait Ontology (TO) (Jaiswal et al., 2011). 
To push the field of plant phenomics forward, it is clear that there is a need for additional high-
quality phenotype descriptions generated by research, as well as for high-confidence 
predictions of phenotypic associations among equivalent phenotypes, both across species and 
between phenotypes and their causative genotypic variants and environments. Here we 
describe how our work to translate existing high-quality phenotypic descriptions across six 
plant species enabled the prediction of phenotypic associations. Furthermore, we demonstrate 
that additional curation of such data into ontological representations can expand the phenotypic 
predictive capacity of plant sciences. 
This paper includes methodology, as well as an initial dataset that was used to test and refine 
the methodology. In brief, we compiled EQ statements for 1,742 phenes from 2,747 genes and 
gene models in six plant species [Arabidopsis thaliana (Arabidopsis), Zea mays ssp. mays 
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(maize), Medicago truncatula (barrel medic or Medicago), Oryza sativa (rice), Glycine max 
(soybean), and Solanum lycopersicum (tomato)] and applied consistency checks to ensure a 
high-quality phenotype annotation set. The annotated phenotype data set was subjected to an 
automated semantic similarity analysis, based on PhenomeNET (Hoehndorf et al., 2011), and 
the results are available in a separate plant instance (http://phenomebrowser.net/plant/). The 
semantic similarity dataset was evaluated for its ability to enhance predictions of gene families, 
gene functions, and shared metabolic pathways across the six species and compared to an 
existing classification of plant phenotypes (Lloyd et al., 2012). 
Results and Discussion 
A method for describing phenotypes with a common semantic representation across six 
plant species 
We include in the Results a brief description of our method, because this is the first report 
outlining this type of analysis of phenotypes across multiple reference species in plants. For 
this analysis we limited our species set to the model/crop species Arabidopsis, maize, 
Medicago, rice, soybean, and tomato, to take advantage of the existing data for these species. 
However, the method could be applied to any plant for which there are characterized mutant 
phenotypes associated with sequenced genes. To maximize the ability to compare both 
phenotypes and genotypes across species, we used only genotypes for which the sequence was 
known and made efforts to limit our datasets to phenotypes resulting from mutations to a single 
gene. For genes where phenotype information was available for different alleles, we counted 
each allele as a separate genotype (Additional file 1). For each species, the authors with the 
most relevant expertise selected free text phenotype descriptions for inclusion using methods 
specific to that species (see Methods). The number of genotypes analyzed varied widely among 
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species (maximum 2,393 in Arabidopsis, minimum 30 in soybean), reflecting the availability 
of phenotypic descriptions for each species. 
We first decomposed each free text phenotype description into a set of simple atomized 
statements corresponding to each component, or “phene”, of the phenotype. We then translated 
each of these components into an EQ (Entity-Quality) statement (Figure 1). As with EQ 
statements previously developed for mammalian species, we distinguish between structural 
phenotypes, such as “short plant”, and process phenotypes, such as “late flowering” [40]. In a 
structural phenotype, the Entity is an affected part of the plant, represented with a term from 
the Plant Ontology (PO) (Cooper et al., 2013) or Gene Ontology (GO) cellular component 
branch. In a process phenotype, the Entity is an altered process represented with a term from 
the GO biological process branch. In both cases, the manner in which the entity is affected was 
described using Quality terms from the Phenotype and Trait Ontology (PATO) (Gkoutos et al., 
2005). For example, the atomized statement “short leaves” can be expressed as: Entity = 
vascular leaf from the Plant Ontology (PO:000925)a and Quality = decreased length from the 
Phenotype and Trait Ontology (PATO:0000574). 
We found that many of the phenes required more complex EQ statements and terms from 
additional ontologies to fully represent their meaning. For example, the phene “lack of 
anthocyanins in aleurone” could be expressed as: aleurone layer (PO:0005360) lacks parts or 
has fewer parts of type (PATO:0001999) anthocyanins (CHEBI:38697), with the form: 
primary E1  Q  secondary E1− −   
where Q is a relational quality. In addition, we found that the Entities themselves may be 
complex. For example, an EQ statement for the free text “silks are green” would be phrased: 
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style (PO:0009074) part_of (BFO:0000050)b ear inflorescence (PO:0020136) green 
(PATO:0000320), with the form: 
[ ]primary E1  R  primary E2  –  Q− −   
where R is a relation from the Relation Ontology (RO) [41,42]. All EQ statements in the 
dataset could be parsed using the generalized formula: 
( ) ( ) [ ] ( )
( )
primary E1   R  primary E2   Q  QL   [ secondary E1   R 
secondary E2 ]
− − − − − −⎡ ⎤⎣ ⎦
−
 
 
where QL is a qualifier to the quality Q. At a minimum, we required that a primary E1 and Q 
be present, and any of the other elements were optional. We found that all phenotypes in our 
dataset could be described with the ontologies listed in Table 1, although we recognize that our 
dataset does not encompass the entire breadth of possible plant phenotypes, and additional 
ontologies and development of existing ontologies will be needed to annotate more diverse 
phenotypes. 
Because a phenotype consists of one or more phenes, one or more EQ statements were used to 
describe it. For example, the phenotype “corngrass” in maize is described as “narrow leaves, 
extreme tillering, highly reduced ears and tassel; grasslike growth habit, often vegetative leaves 
in the ear and tassel”. This phenotype was broken down into 5 phenes, which were annotated 
with EQ statements (Figure 1). Likewise, an individual EQ statement can be used to describe 
more than one phenotype. In the corngrass example, the EQ statement that describes the 
“narrow leaf” phene is also used in several other phenotypes, such as “narrowleaf” (Additional 
file 1). Our approach considers each “phenotype” as the sum of its individual EQ statements. 
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This method allows for highly detailed and species-independent descriptions of phenotypes, 
but still has several limitations. Creating accurate EQ statements requires knowledge of both 
the species-specific phenotypes as well as the ontologies used to describe them. Brief 
phenotype descriptions may be available in databases (e.g., MaizeGDB, SGN), but much more 
complete and accurate descriptions of mutant phenotypes are spread over many publications 
spanning several years. Collecting and extracting phenotype information is very labor 
intensive. In addition, EQ statements are created by curators and thus still reflect a certain 
amount of subjectivity. It is often possible to build more than one EQ statement for the same 
textual description, and it is not always clear when to use a process entity versus a structural 
entity. In this project, we established a strict set of rules and protocols and held regular 
meetings to help ensure consistent construction of comparable EQ statements across species 
(see Methods). In the future, we would like to evaluate the importance of consistently 
structured EQ statements for analyzing semantic similarity, and determine whether some 
variation can be tolerated. 
An ontology-based dataset of mutant phenotypes for six reference plant species 
The complete list of genes, genotypes, phenotypes, atomized statements, and EQ statements 
can be found in Additional file 1, which is also included as part of the complete dataset housed 
in the iPlant Data Commons (http://ezid.cdlib.org/id/ark:/87946/p3159c). The largest set of 
annotations came from Arabidopsis, followed by maize, rice, and tomato (Table 2). The low 
numbers of annotations for Medicago and soybean reflect the relatively small number of 
studies on these species and the scarcity of curated phenotypes. There was little overlap of 
unique phenotypes among species (Additional file 2). In the following sections, we describe 
some of types of computational analyses that can be done with this dataset. 
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Quantitative analysis of pairwise semantic phenotype similarity of genotypes across the 
entire dataset 
To determine pairwise semantic phenotype similarity scores, we used the method described for 
mammalian genotypes (Hoehndorf et al., 2011) where phenotypes are represented by EQ 
statements that are then integrated using species-independent ontologies and a semantic 
similarity measure. That is, every phenotype (which is composed of one of more EQ 
statements) is compared to every other phenotype, and their similarity within the ontological 
graph is evaluated. For a pair of phenotypes to receive a score of 1, each phenotype would have 
to contain the same number of identical (or nearly identical) EQ statements. A score of 0 would 
mean that none of the EQ statements for either phenotype were similar. For the 8,213,956 
possible pairs from the 2,866 genotypes, 548,888 (7%) of the genotype pairs yielded phenotype 
semantic similarity scores greater than zero. Score distributions, overall and on a per-species 
basis, are provided in the following sub-sections. 
Distribution of similarity scores 
We calculated semantic similarity scores for 548,888 genotype pairs in the range of >0 – 1. A 
similarity score of 0 indicates no semantic overlap with respect to the phenotype, while a 
similarity score of 1 indicates an identical semantic phenotype description (and therefore 
equivalent sets of EQs). Figure 2A illustrates the distribution of semantic similarity scores for 
intra- as well as inter-species genotype pairs. For 13% (71,290) of the genotype pairs 
possessing a semantic similarity score, the score fell into the range 0.9 – 1 (not including the 
similarity of a genotype to itself, which is always 1). While 13% seems high, some of the 
nearly identical scores occur because of the limited availability of phenotype information for 
many genotypes. For example, if two genotypes are annotated with the same single EQ 
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statement, the result is a semantic similarity score of one, even if in reality those mutant 
genotypes may have many more phenes that were not recorded. Only known phenes that were 
already curated from the scientific literature were assigned to genotypes, and our method 
cannot compensate for gaps in the literature (e.g., due to limitations in biological experiments). 
As the dataset grows, a better separation of genotypes with respect to their semantic phenotype 
similarity will be possible. 
Almost half (241,042 = 44%) of the non-zero semantic similarity scores are below 0.1, 
indicating that many of the phenotypes show only a small overlap in their description. For 
example, the rice mutant DWARF4 (Os03g0227700 [45], allele osdwarf4-1) shows a similarity 
of 0.08 with the rice mutant MADS18 (Os07g0605200 [45]). This results from both genes 
being annotated with “dwarf”-related phenotypes but also possessing diverging annotations, 
such as increased panicle number for DWARF4 and early flowering for MADS18. It is not 
surprising that most of the phenotypes show at least some marginal overlap, as this is intrinsic 
to the aim of the study: making phenotypes comparable. This highlights the potential of the 
method, but, at the same time, raises the need for consistent, coherent, and complete phenotype 
annotations in order to computationally replicate the underlying biology and derive accurate 
predictions. 
Although there are more complex scoring mechanisms that take frequency of EQ statements 
into consideration (Gan et al., 2013), we applied a Jaccard index that determines the overlap of 
phenes used in the phenotype descriptions. In an earlier study, it was shown that different types 
of semantic similarity measures do not differ much as long as the results are interpreted 
carefully (Pesquita et al., 2009). In future work, we intend to investigate the applicability of 
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alternative scoring methods, in combination with the development of benchmark sets for 
evaluation purposes. 
Species-specific distribution of scores 
To obtain further insights into the distribution of similarity scores, we split similarity scores 
according to species. If both genotypes that were used to calculate the pairwise similarity score 
belong to the same species, we recorded the resulting similarity score only for this species. If 
both genotypes leading to a particular similarity score belong to different species, we recorded 
it as a cross-species score. The resulting seven similarity score distributions are illustrated in 
Figure 2B-H. Species-specific score distributions are mostly consistent with the overall score 
distribution (Figure 2A). There are some differences for soybean and Medicago, but this is 
likely due to the small sizes of the phenotype annotation sets in these species. 
Differences between the semantically-generated phenotype network and a manually 
derived phenotype grouping 
A previous analysis of Arabidopsis used the same set of phenotypes and laid much of the 
groundwork for this present study (Lloyd et al., 2012). Mutant phenotypes were categorized in 
a simplified, three-level hierarchy consisting of 4 groups divided into 11 classes and 42 
subsets. Each gene was assigned to one of 11 phenotypic classes based on the developmental 
stage when the phenotype was first observed and what methods and conditions were used to 
detect it (see more details in Methods). Genes were also assigned to one or more of the 42 
subsets, based on the nature of the phenotype (e.g., gametophyte defective, flowering time). 
To assess whether our results recapitulate those of [36], we calculated the average similarity 
scores for each of their classes (higher level grouping) and subsets (lower level grouping). 
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Semantic similarity by class was greater than 0.3 for all classes except Vegetative, and ranged 
from 0.13 for Vegetative to 0.87 for Chemical and Biological (Additional file 3 and Figure 3). 
Average semantic similarity scores were lower and more variable across subsets, ranging from 
0.10 for GEM (gametophyte, embryo defective) to 0.92 for OBI (other biological interactors), 
with 25 of 42 subsets having average scores less than 0.3 (Figure 3). Although there were 
indeed several classes and subsets that had good concordance with the semantic similarity 
scores, in general, semantic similarity scores within both classes and subsets were low (less 
than 0.5). 
There could be several reasons for low semantic similarity scores within classes or subsets, 
such as annotations that are not ideally defined, a poor choice of semantic scoring mechanism, 
or classes/subsets that are too broadly defined and therefore contain a large variety of 
phenotypes. In general, we expected pairs of genes within the same subset to have lower 
semantic similarity scores than pairs of genes within the same class, because genes can belong 
to multiple subsets, but only a single class. If the phenotype of a gene has multiple phenes, that 
gene should to belong to multiple subsets, and unless two genes share all of the same phenes 
(and therefore belong to all of the same subsets), they would have a relatively low similarity 
score within each subset. Genes in the same class may have somewhat higher similarity scores, 
because classes aggregate several phenotypic subsets (Figure 3). However, they do not 
aggregate subsets from other classes (as semantic similarity does) and thus are unlikely to 
completely mirror semantic similarity scores. 
Examination of two contrasting subsets, Flowering time (FLT) and Pathogens/Herbivores 
(PTH), can help to explain some of the agreement or disagreement between membership in a 
class or subset and degree of semantic similarity (Figure 3). The PTH subset seems to be more 
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coherent with respect to phenotype annotations than the other groups, which suggests that PTH 
genes are not documented as having pleiotropic effects. In contrast, pairs of genes in the FLT 
subset have low average semantic similarity, suggesting that these genes are highly pleiotropic. 
Consistent with this, the PTH subset genes have on average 1.68 phenes whereas genes in the 
FLT subset have on average 3.99 phenes. 
The categorical system devised by (Lloyd et al., 2012) has the distinct advantages of being 
more intuitive and not requiring an understanding of ontologies to make annotations or carry 
out an analysis of the data. However, the disadvantages are that category boundaries are 
sometimes somewhat arbitrary, very disparate phenotypes may be included in a single category 
(e.g., miscellaneous categories), and each phenotype may be forced into a single class. 
Although the class/subset classification can capture pleiotropic phenotypes, it does not provide 
a way to compare pleiotropic phenotypes of multiple genes the way semantic similarity scores 
based on collections of EQ statements does. In contrast, the ontology approach allows the 
grouping of phenotypes at any level of the ontology that may be appropriate for a particular 
analysis, while still allowing each observation (phene) to be separately annotated. 
Semantic similarity predicts participation in shared metabolic and regulatory pathways 
It is a premise of this work that through computational analysis of EQ statements representing 
phenotypes, biological processes can be recapitulated, modeled, and even discovered. Were 
this to be true, one would expect, for example, that gene products in the same metabolic 
pathways would be annotated with EQ statements that are highly similar. To test this 
hypothesis, we used the PlantCyc project databases AraCyc (v 11.5) (Urbanczyk-Wochniak et 
al., 2007), Oryzacyc (v 1.0), SoyCyc (v 4.0) and CornCyc (v 4.0 ) as well as LycoCyc from 
SGN (v 3.3 Solanum lycopersicum) (http://solgenomics.net/tools/solcyc/index.pl), and MedicCyc 
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from the Noble Foundation (Urbanczyk-Wochniak et al., 2007). One metabolic pathway that is 
well populated among those databases and for which our phenotype datasets have 
representation is the phenylpropanoid biosynthesis initial reactions of flavonoid biosynthesis. 
3-hydroxy flavonoids, also called anthocyanins, are pigments. They serve to, e.g., attract 
pollinators and protect plants from UV-B damage (Koes et al., 1994; Stapleton et al., 1994). 
For the gene products involved in the phenylpropanoid biosynthesis pathway – more 
specifically the initial reactions of flavonoid biosynthesis – we queried Plant PhenomeNET. 
The most informative query result came from maize, which had only the c2 gene (colorless2 
converts 4-coumaryl-Coa to 2′, 4, 4′, 6′-tetrahydroxychalcone) curated into the 
phenylpropanoid biosynthesis initial reactions. When Plant PhenomeNet was queried with 
GRMZM2G422750 (the gene model identifier for c2) a number of maize genes associated with 
phenotypes were returned: 
  c2 GRMZM2G422750 similarity score 1 (identity: this is the query) 
  c1 GRMZM2G005066 similarity score 1 
  r1 GRMZM5G822829 similarity score 0.6666666667 
  b1 GRM similarity score 0.5 
All three of the identified gene models are involved in the anthocyanin pathway of maize, 
which controls flavonoid synthesis (reviewed in Bruce et al., 2000). More specifically, the gene 
products of the c1, r1, and b1 loci activate genes in the anthocyanin pathway. This result: (1) 
indicates that reasoning across curated phenotypes in plants is capable of creating result sets 
that recapitulate well-characterized biological phenomena, (2) hints that for plant species that 
are not genetically well-characterized, the ontological reasoning approach to predicting 
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phenotypic associations could assist in forward genetics approaches, and (3) highlights the 
potential use of reasoning across phenotypic ontological associations to prioritize high-quality 
data curation where data are missing from or complementary to repositories like the PlantCyc 
database. 
Focusing on (2) – that the suggested approach can help with characterizing understudied 
species – the reasoning is as follows. Consider a poorly studied species with a number of 
mutant phenotypes that include an altered seed color phene. The phenotypes of this species 
would be described and codified using ontological representations. These phenotypic 
descriptions then could be used as queries to return genes from a well-characterized species 
(e.g., maize) with phenotypes that have high similarity to the phenotype in the poorly studied 
species. This result set could indicate to a researcher who is not an expert in pigment biology 
that the flavonoid and anthocyanin biosynthetic pathways and their regulators were of interest 
for determining which genes were responsible for the phenotype. 
Evaluation of phenotypic similarity across orthologs and gene families 
Manual assessment of gene families 
We were able to place 2,741 EQ-annotated genes (2,393 Arabidopsis, 30 soybean, 40 
Medicago, 92 rice, 72 tomato, 114 maize) into 1,895 gene families, of which 460 families 
contain two or more genes annotated with EQ statements. The gene families, based on the 
Phytozome 10 Angiosperm-level families [52], generally contain both dicot and monocot 
representatives from the species in this study. Forty-two of the families contain between five 
and 12 genes with EQ statements, allowing us to assess how often homologous genes have 
similar functions. Further, there are 147 families that contain EQ statements from two or more 
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species. These are of interest because it allows us to assess how often functions are conserved 
between orthologs. 
For most families with multiple EQ-annotated genes, gene function is conserved or similar. For 
example, in the terpene synthase family (family 54585183, Additional files 4, 5 and 6), with 12 
EQ-annotated genes from Arabidopsis, rice, and maize, all genes included aspects of “dwarf” 
phenotypes (quality “decreased height”, PATO:0000569). However, salient phenotypes in 
maize also include floral hermaphrodism, in contrast to the typical male and female floral 
separation in wild type domesticated maize. In the Flowering Locus T family (family 
54614050, Additional files 4, 5 and 6), there are 12 EQ-annotated genes from five of our study 
species. All of the characterized mutant phenotypes involve floral development or photoperiod 
control. 
We also observed gene families in which annotated phenotypes are quite different across 
orthologs. For example, in the family (54614050, Additional files 4, 5 and 6), a leucine-rich 
repeat, serine-threonine kinase family, the SUNN mutant in Medicago display extra root 
nodules, while the CLV1 mutant in Arabidopsis displays abnormal leaf phyllotaxy and altered 
floral morphology (Schnabel et al., 2012; Schnabel et al., 2005). 
Plant phenomeNET: a web interface for searching the plant dataset 
We adapted PhenomeNET (Hoehndorf et al., 2011) to provide the results of the computational 
analysis of the plant data sets to the broader research community in an online form. Plant 
PhenomeNET is available via (http://phenomebrowser.net/plant/) and provides access to the 
genotypes of all six species that possess at least one EQ statement. For each genotype, a 
detailed genotype page provides information about similarity scores to any of the other 
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genotypes as well as a link to an additional page providing the phenotype assigned by the 
curator and those inferred via the ontologies. We note here that similarity scores of 0 for 
genotype pairs are not reported in Plant PhenomeNET. 
Using plant phenomeNET -- Searching for tasselseed1 
To illustrate the usage of Plant PhenomeNET, we provide an example search for tasselseed1 
(ts1) maize gene. The tassel of maize normally bears only male flowers, but in the ts1 mutant, 
female flowers also develop in the spikelets born on the tassel. By entering “ts1” into the 
search box and submitting the form, we obtain a list of genes that all match the string “ts1” (for 
search query and results see: panel A and B of Figure 4). For the navigation from the search 
list, there are two options provided (see last two columns in panel B of Figure 4): one can 
either show the phenotype or explore phenotypically similar mutants. 
By following the first link “show phenotypes”, the user obtains the assigned (top list, panel C, 
Figure 4) as well as the inferred EQ statements (bottom list, panel C, Figure 4) for the ts1 gene. 
For example, the curator assigned an EQ statement for the “abnormality of the tassel” as part of 
the phenotype. One of the EQ statements that was inferred based on the ontology structure is 
“extra floral organs in spikelet.” 
Following the second link to “explore” similar mutants, the user obtains an ordered list of 
phenotypically similar mutants with the most similar at the top and the least similar at the 
bottom (see panel D, Figure 4). Each of the mutants provided in the list can then be explored 
further with the links provided for navigation. One interesting case is presented in our list with 
the rice mutant FOR1, with the atomized statement “extra floral organs in the spikelet”. This 
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example illustrates how important correctly assigned EQ statements are, and how, using 
inferred EQ statements, connections can made between mutants from different species. 
Conclusions 
After defining a common method for semantic representation of plant phenotypes, we 
annotated 2,741 genotypes with 2,023 unique EQ statements. This represents the first cross-
species plant data set that can readily be integrated with other data via shared ontologies. This 
use of ontologies to support phenotypic reasoning enables integration beyond plants and would 
enable generalized analyses to discover phenomena conserved across all domains of life as 
described in (Washington et al., 2009). An example of such cross-domain inference is their 
finding that the pathways that underlie gravitropism sensing in Arabidopsis root tips are 
concordant with an inner ear defect in human developmental biology known as Waardberg 
syndrome (Washington et al., 2009). 
In our initial computational analyses using semantic phenotype similarity scoring, we were 
able to identify gene sets that are functionally related, i.e. belonging to the same gene family or 
involved in the same pathway. The method described here can be readily applied to other plant 
species to suggest genes for analysis in under-studied species or crop wild relatives, or 
expanded to describe and compare phenotypes across diverse plant species for evolutionary 
analysis, as has been done for fish (Dahdul et al., 2010; Mabee et al., 2012). Because the 
ontologies used for comparisons are taxon-neutral, there are no restrictions to expanding this 
method to non-flowering plant models such as Physcomitrella patens, Selaginella 
moellendorffi, or Ceratopteris (Banks et al., 2011; Rensing et al., 2008; Sessa et al., 2014), and 
comparisons across widely divergent species (e.g., maize versus moss) may even reveal 
surprising conservation or co-option of gene function. Even for the species used in this initial 
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study, there is much to learn about the relationships between genotype and phenotype, and we 
urge the continued curation and EQ-based annotation of plant phenotypes, to expand this data 
set and increase its utility. Because species- and clade-specific databases will need to curate 
and hold these statements, a standardized method for storing this data, preferably using a 
common database schema such as (Mungall et al., 2007), should be implemented. 
Methods 
Generation of the lists of phenotypes for each plant species 
Each of the model plant species represented in this analysis is supported by a database of 
genomic and other data. These databases are highly individualized, based on the differing 
needs of their community members. As such, the generation of a list of phenotypes associated 
with a mutant allele of a known gene was slightly different for each species. 
Selection of Arabidopsis phenotypes 
The Arabidopsis mutant phenotype dataset, first compiled by [36], includes ~2,400 genes with 
recessive mutant phenotypes for which the disrupted gene is known. Information for this 
dataset was previously gathered from: 1) a sequence-based map of genes with mutant 
phenotypes (Meinke et al., 2003); 2) the SeedGenes database of essential genes 
(http://www.seedgenes.org/), as updated by (Muralla et al., 2011); 3) a list of genes associated 
with mutant phenotypes obtained from TAIR (http://www.arabidopsis.org/); and 4) several 
thousand publications describing Arabidopsis mutant phenotypes retrieved from the Pubmed 
Database (www.ncbi.nlm.nih.gov/pubmed) using appropriate keywords (Arabidopsis, 
mutant(s), mutation(s), knockout, and null). Short, free-text phenotype descriptions found in 
column I of Supplemental Table S2 of (Lloyd et al., 2012) were used as the input for the 
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Arabidopsis EQ statements. Genes with only a dominant, gain-of-function mutant phenotype 
(Meinke et al., 2013) were generally excluded. Based on past work, the Arabidopsis 
phenotypes analyzed here are associated with sequenced genes but not with specific mutant 
alleles. 
Selection of maize phenotypes 
In the MaizeGDB database (http://maizegdb.org/), maize phenotypes are associated with 
mutant alleles (variations) of genes based on a maize-specific controlled phenotype 
vocabulary, consisting of 1,088 phenotypes. Of the 1,088 phenotypes associated with mutant-
defined loci, we removed continuous trait phenotypes (e.g., phenotypes that are attributable to 
quantitative trait loci or QTL), and several other types of phenotypes not likely to be relevant 
for this analysis, such as gel mobility of a protein on a starch gel. Of the remaining phenotypes, 
we selected only those associated with gene models (DNA sequences). 
Selection of rice phenotypes 
In order to create a list of rice mutants that were associated with known genes, data was 
combined from Gramene (http://www.gramene.org/) and Oryzabase (Yamazaki et al., 2010; 
http://www.shigen.nig.ac.jp/rice/oryzabase/). The Oryzabase file was quite large (about 4,800 
traits/phenotypes listed, with about 1,600 of those associated with a known locus), while the 
Gramene list was smaller, with about 160 loci. The information from the two sets was 
combined and all the mutants with identifiers from both databases were cross-referenced to 
ensure there was no overlap or duplications. Many of the described mutants had to be 
eliminated from the master list as they were only described morphologically (i.e. not associated 
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with a known locus or gene). For the remaining mutants, we combined all available phenotypic 
descriptions from the two sources. 
Selection of soybean and Medicago phenotypes 
Curated lists of phenotypes for these species are not available in public databases. Thus, in 
order to create lists of mutant genes in soybean and Medicago for this study, the primary 
literature was searched for phenotypes and their descriptions. 
Selection of tomato phenotypes 
Tomato loci with a known phenotype were selected from the Sol Genomics Network database 
(SGN) (Bombarely et al., 2010; http://solgenomics.net/). Phenotypes are associated with 
alleles, with some loci having multiple alleles with different phenotypes. The loci were curated 
manually based on previously described mutants (http://tgrc.ucdavis.edu/) and literature 
curation of published tomato cloned genes with an associated phenotype. We included only 
loci with morphological or metabolic phenotypes, excluding isozyme alleles and loci that have 
a described phenotype but no associated gene sequence. 
Quality assurance across the entire data set 
In order to provide consistency across species and allow for computational analysis of the 
entire phenotype data set, we developed a set of rules to define how the EQ statements should 
be constructed, and employed manual and automated quality checks to verify compliance with 
the rules. Manual checks determined if the EQ statements were made in a consistent manner 
across species. We did find consistency in most cases; however, minor inconsistencies have a 
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relatively small effect, as the power of using hierarchical ontologies to describe phenotypes 
allows similar but not identical EQ statements to have high similarity scores. 
Automated quality checks computationally verified the validity of the assigned EQ statements 
based on our pre-defined set of rules. An example of such a rule is a requirement that entities 
be represented with either PO (for structural) or GO IDs (for process phenotypes) and that the 
type of Quality chosen from PATO must match the Entity (i.e. a structure quality for a 
structure entity and a process quality for a process entity). Furthermore, the automated checks 
ensured that valid identifiers were used for each ontology term and that each term label 
matched its ID, which was useful for correcting typographical errors. More details on the rules 
we employed are provided in Additional file 7. The automated quality assurance was an 
iterative process in which the errors were removed continuously as the data set expanded. The 
data set comprising EQ statements from all six species (Additional file 1) successfully passed 
the automated checking procedure. 
Building a phenotype network using semantic similarities of gene pairs based on assigned 
EQ statements 
The computational analysis relied on the representation of phenotypes as EQ statements. Each 
phenotype was represented as an affected entity that is further described with a quality. The 
application of EQ statements has been proven useful for cross-species gene function prediction, 
as well as pathway involvement and the identification of disease gene candidates (Schnabel et 
al., 2012; Smedley et al., 2013). As described by (Mungall et al., 2010), species-specific 
phenes were decomposed into an affected Entity and Quality, and represented using species-
independent ontologies. All the ontologies used here for the description of the phenotypes in 
any of the six species were downloaded on 15 March 2014 and converted to OWL EL. In 
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addition to the ontologies, a set of logical definitions to connect plant structures with biological 
processes has been downloaded on 29 April 2013 and was also integrated with the ontologies 
(see Additional file 8). For further details on the applied ontologies see Table 1. 
Once the ontologies were transferred into an OWL EL profile, they were combined into one 
ontology. We applied the method implemented in PhenomeNET (Hoehndorf et al., 2011), to 
represent the statements in OWL with: 
( )has part some E and has quality some Q− −   
where Entities and Qualities were used as defined by the curators. Following this approach 
generates one integrated ontology that then can be used to infer additional phenes using 
reasoning over the ontology. An inferred phene is an EQ statement that is an ancestor term of 
the assigned EQ statement. For example, the maize mac1 (multiple archesporial cells1) gene 
was curated with an EQ statement named “Male and female infertility” and from the complete 
list of curator-assigned statements, and one additional EQ statement named “Complete 
sterility” was inferred. 
To determine the semantic phenotype similarity of two genotypes (genotype A and B), a 
Jaccard index based on the binary vectors is calculated: 
simphen  (P _ geno _ A P _ geno _ B) /  (P _ geno _ A P _ geno _ B)= ∩ ∪   
where P_geno_A represents the phenes of genotype A and P_geno_B represents the phenes of 
genotype B. Applying this scoring method, phenotype semantic similarity scores fall into the 
range [0, 1], with 0 indicating no overlap between phenotypes and 1 indicating identical 
phenotypes. Calculating the semantic similarity score for each possible combination of 
genotypes results in a 2,866 x 2,866 data matrix. Similarity scores > 0 are provided as 
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Additional file 9. We note here that 10 EQ statements of Arabidopsis genotypes (<0.2% of 
total EQ statements) were excluded from the computational analysis, because they either 
needed further discussion among the curators due to the relations used to build the entity or 
include a term that was removed from the ontology in the period between curation and the 
computational analysis. 
This matrix constituting a genotype network based on phenotype similarities was 1) compared 
to an existing, manually created phenotype-specific grouping of genes (Lloyd et al., 2012), and 
2) used to assess gene function (see following sections and Results and Discussion). We note 
here that this scoring is highly dependent on the assigned EQ statements and that the 
annotations assigned to date are as complete as can be derived from existing findings. This 
means that for phenes that have not been tested yet, we assume that this phene is absent. With 
the growth of the data set, more detail will be added to the genotypes, which in consequence 
will improve the accuracy of semantic phenotype similarity scores and the representation of 
biological processes. 
Employed data and software 
We downloaded all the ontologies from the OBO Foundry (http://www.obofoundry.org/; Smith 
et al., 2007) or their respective download site (see Table 1), and used El Vira (version 0.2) 
(Hoehndorf et al., 2011) to transform ontologies from an OWL DL profile into an OWL EL 
profile. The application of OWL EL files facilitates faster reasoning over the combined 
ontologies and is consistent with the description of the method described for mammal data 
(Hoehndorf et al., 2011). To integrate the individual annotation files along with the respective 
ontologies used in annotation into a single ontology, the Brain library version 1.5.2 was used to 
easily modify OWL EL ontologies (Croset et al., 2013). All scripts required for the data 
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analysis were implemented in Groovy (version 2.0.4) (http://groovy.codehaus.org/). A copy of 
PhenomeNET was set up to hold the results of the computational analysis, which were 
uploaded using the PhenomeNET database scheme. Plant PhenomeNET is accessible from 
(http://phenomebrowser.net/plant/). 
Comparison of semantic similarity and an existing classification of plant phenotypes 
For intraspecific comparison of Arabidopsis phenotypes, we used table S2 from (Lloyd et al., 
2012). In this previous work, genes were sorted into a three-tiered hierarchy of phenotypes of 
groups, class, and subsets. Their classification system was designed for the specific purpose of 
defining the set of essential genes for an organism, and for this purpose it was not necessary to 
differentiate among phenotypes of different mutant alleles of the same gene. Genes were 
placed into a single group and class, prioritized by developmental stage when phenotypes are 
first observed and what methods and conditions are used to detect them. The lowest rank 
included phenotypes where detection required a biochemical assay or microscopic 
examination. When the phenotype of a weak allele was more informative or better 
characterized than the phenotype of a null allele, the assignment was made on the basis of the 
better-known phenotype (e.g., fy - null is emb lethal but known as flowering time gene). Genes 
were also assigned to one or more of 42 phenotypic subsets, such as shoot architecture, 
flowering time, miscellaneous seed defects, and temperature. 
To carry out a comparison of the previous results to the present work, we rearranged the 
dataset from (Lloyd et al., 2012) so that each unique gene/subset combination was on a single 
row. Because genes could belong to multiple subsets, there were multiple rows per gene. We 
removed data for 82 genes that were in (Lloyd et al., 2012) but not included in the present 
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study. We calculated average semantic similarity of the classes and subsets as the average of 
all pairs of genes where both genes were in the same class or subset. 
Pathway assessment based on phenotype network 
The BioCyc databases for Arabidopsis (AraCyc version 11.5), maize (CornCyc version 4.0), 
rice (OryzaCyc version 1.0), and soybean (SoyCyc version 4.0) were downloaded from Plant 
Metabolic Network (http://rapdb.dna.affrc.go.jp/index.html; http://www.plantcyc.org). The 
database for tomato (LycoCyc version 3.3) was downloaded from the Sol Genomics Network 
(Bombarely et al., 2010; http://solgenomics.net/), and the database for Medicago (MedicCyc 
version 2.0) was requested from and provided by The Samuel Roberts Noble Foundation 
(http://solgenomics.net/tools/solcyc/index.pl; http://www.noble.org/MedicCyc). 
To identify well-populated pathways across all six species, we divided the number of pathway 
steps catalyzed by a gene product for which a phenotype was included in our dataset by the 
average number of reactions in the pathway across the species examined (e.g., number of steps 
with a curated phenotype divided by number of total steps in the pathway). For instances where 
more than one gene encoded the enzyme responsible for a single step, that step was counted 
only once (i.e. the presence or absence of a gene encoding the enzyme was counted, not the 
number of genes encoding that step in a particular plant genome). 
Assessment of gene families using the phenotype network 
Gene families are based on the Angiosperm-level families from the Phytozome10 release 
(Stapleton et al., 1994), accessed on August 13, 2014, as multiple-sequence alignments for 
each family. These gene family alignments included peptide sequences from 43 species, and 
comprised 29,803 gene families. From these alignments, we calculated HMM-based alignment 
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models using hmmbuild (HMMer package version 3.1 r4562, Eddy et al., 2011). We then 
searched the peptide sequences from each of the seven species discussed in this paper, along 
with peptide sequences from Amborella trichopoda (to serve as an outgroup in phylogenies), 
against the gene family HMMs, using hmmscan (maximum E-value 1e-4), and then placed 
each sequence into the family of the top HMM match, giving a multi-fasta file for each gene 
family. The resulting family files were realigned to the respective HMM using hmmalign. Prior 
to generating phylogenetic trees, the resulting alignments were trimmed of non-aligning 
residues (as lower case characters in the output of hmmalign, indicating non-match-state 
residues in the HMM alignments). Phylogenetic trees were calculated using RAxML 
(raxmlHPC-PTHREADS-AVX, v. 8.0.26;   Stamatakis et al., 2014), using model 
PROTGAMMAAUTO. Analyses of EQ statements relative to gene families were conducted 
by generating combined EQ statements for each gene (concatenating multiple EQ statements 
into a single string separated by “;;”) and then joining these combined statements with genes. 
The resulting analyses are in Additional file 4. Alignments and phylogenetic trees are in 
Additional files 5 and 6, respectively. 
Genome assembly and annotation versions used in these gene families were: Glycine max 
assembly and annotation version Wm82.a2.v1; Medicago truncatula assembly v 4.0v1; 
Arabidopsis thaliana v TAIR10; Oryza sativa Japonica (Nipponbare) assembly IRGSP-1.0, 
with the IRGSP-1.0 gene model names; Zea mays spp mays B75 RefGen v3, assembly 
annotation v 6a; Lycopersicon esculentum v iTAG2.3; Amborella trichopoda v 1.0. 
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Endnotes 
a) Ontology term identifiers of the form PO:0000925 are shorthand for identifiers of the form 
http://purl.obolibrary.org/obo/po/PO_0000925. b) Some relations in the Relation Ontology fall 
within the BFO namespace, because they are imported from the Basic Formal Ontology. 
Abbreviations 
EQ, Entity-Quality; GO, Gene Ontology; MaizeGDB, Maize Genetics and Genomics 
Database; OWL, Web Ontology Language; PATO, Phenotype and Trait Ontology; PO, Plant 
Ontology; QTL, Quantitative Trait Locus (or Loci); RO, Relation Ontology; SGN, Sol 
Genomics Network; TAIR, The Arabidopsis Information Resource 
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Table 1 Description of applied ontologies 
Ontology Content Link 
Plant Ontology 
(PO) [27] 
Plant anatomy and 
morphology and 
development 
stages 
http://www.plantontology.org/ 
Gene Ontology 
(GO) [29] 
Biological 
processes, cellular 
components and 
molecular 
functions 
http://geneontology.org/ 
Chemical Entities 
of Biological 
Interest ontology 
(ChEBI) [43] 
Molecular entities 
focused on ‘small’ 
chemical 
compounds. 
http://www.ebi.ac.uk/chebi/ 
Phenotypic 
Qualities Ontology 
(PATO) [16,19] 
Phenotypic 
qualities 
http://obofoundry.org/wiki/index.php/PATO:Main_Page 
Plant 
Experimental 
Conditions 
Ontology (EO) 
Treatments, 
growing 
conditions, and/or 
study types 
http://crop-dev.cgrb.oregonstate.edu/amigo/EO 
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Table 1 continued 
NCBI taxonomy 
(NCBITAXON) 
A curated classification and 
nomenclature for all of the 
organisms in the public sequence 
databases. 
http://www.ncbi.nlm.nih.gov/taxonomy 
Relation Ontology 
(RO) [41] 
Core upper-level relations and 
biology-specific relations 
https://code.google.com/p/obo-
relations/ 
Species-independent ontologies used to form EQ statements. All ontologies were downloaded 
on 15 March 2014.  
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Table 2 The number of EQ statements, genes, genotypes, and phenotypes they were 
associated with, for six plant species. 
Species #EQs 
(phenes) 
#unique EQs - all 
genotypes 
#genes #genotypes #phenotypes 
Arabidopsis 
thaliana 
5172 1260 2393 2393* 1385 
Zea mays ssp mays 373 180 114 169 117 
Oryza sativa L. 340 271 92 95 86 
Solanum 
lycopersicum 
269 174 72 128 90 
Medicago 
truncatula 
149 99 40 45 40 
Glycine max 61 39 30 30* 24 
Total 6364 2023 2741 2866 1742 
* # genotypes equals # genes because no information on alleles was available for these species. 
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Figure 1. The method applied to annotate mutant phenotypes from textual descriptions. Textual 
descriptions from the literature or databases (A), based on observations of mutant plants, are 
first broken down into atomized statements corresponding to phenes (B) that are then 
represented with EQ statements (C). 
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Figure 2. Semantic similarity score distributions for inter- and intraspecific pairwise phenotype 
similarity. When binning all semantic similarity scores across all species, 44% of semantic 
similarity scores indicate a relatively low phenotypic overlap between genes (semantic 
similarity range 0–0.1) while 13% show highly similar phenotypes (similarity score range 0.9-
1) (A). Distributions of intraspecific scores (pairwise scores where both genotypes belong to 
the same species) were similar to the overall distribution of scores (B-H). 
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Figure 3. Average semanitic similarity scores for previously derived groupings of Arabidopsis 
genotypes. The average pairwise semantic similarity for subsets previously identified by [36] 
ranged from ~0.1 to ~0.9. Subsets are shown grouped by the classes and groups to which they 
belong. 
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Figure 4. This figures illustrates the usage of Plant PhenomeNET for the maize gene mac1. 
After searching for the gene, assigned and inferred phenes can be shown, as well as 
semantically similar phenotypes from other genes can be explored. See text for more details. 
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ABSTRACT 
 
The unfolded protein response (UPR) is a highly conserved response that protects plants from 
adverse environmental conditions. The UPR is elicited by endoplasmic reticulum (ER) stress, 
in which unfolded and misfolded proteins accumulate within the ER.  In response to persistent 
ER stress, a multiphasic program of gene expression unfolds that is interwoven among other 
cellular events, including the induction of autophagy.  One of the earliest phases involves the 
degradation by regulated IRE1-dependent RNA degradation (RIDD) of RNA transcripts 
derived from a family of peroxidase genes.  RIDD results from the activation of ZmIRE1 
promiscuous ribonuclease activity that attacks the mRNAs of secreted proteins.  This was 
followed by an upsurge in expression of the canonical UPR genes indirectly driven by ZmIRE1 
due to its splicing of ZmbZIP60 to make an active transcription factor that directly upregulates 
many of the UPR genes.  At the peak of UPR gene expression, a global wave of alternative 
RNA splicing led to the production of many aberrant UPR gene transcripts, likely tempering 
the ER stress response. During later stages of ER stress, ZmIRE1’s activity declined as did the 
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expression of survival modulating genes, Bax inhibitor1 and Bcl-2-associated athanogene7, 
amidst a rising tide of cell death.  Thus, in response to persistent ER stress, maize seedlings 
embark on a course of gene expression and cellular events progressing from prosurvival 
activities to cell death. 
 
INTRODUCTION 
 
Maize is the world’s leading crop, with global production for 2017 predicted to hit 1.05 
billion tonnes (FAO, http://www.fao.org/worldfoodsituation/csdb/en/).  Although maize 
production has increased yearly, there is growing concern whether yields can be sustained as 
the climate changes (Easterling and al., 2007). This is particularly problematic given that the 
food supply needs to be doubled by 2050 to feed the planet’s burgeoning population (Ray et 
al., 2013).  Maize is vulnerable to various abiotic stresses, such as heat stress, which has been 
shown to negatively impact production (Lobell and Asner, 2003; Tao et al., 2008; Schlenker 
and Lobell, 2010; Sakurai et al., 2012; Lobell et al., 2013).  Faced with a changing 
environment, it has become a pressing matter to find new mechanisms to protect plants from 
adverse environmental conditions. 
 Adverse conditions can disrupt sensitive cellular processes in plants, such as protein 
folding in the endoplasmic reticulum (ER).  Disruption of protein folding in the ER results in 
the accumulation of misfolded proteins, a condition defined as ER stress. ER stress elicits the 
Unfolded Protein Response (UPR) in which the ER sends signals to the nucleus to regulate 
gene expression.  The UPR is conserved among eukaryotic organisms, although the signaling 
system is more elaborate in higher organisms. (Hollien, 2013).  In plants the UPR signaling 
pathway has two major arms. One arm involves membrane-anchored transcription factors, 
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which are mobilized and transported to the nucleus in response to ER stress (Howell, 2013).  
The other arm involves the cytoplasmic RNA splicing factor inositol-requiring enzyme (IRE1), 
which in response to stress splices bZIP60 mRNA to produce a nuclear-targeted transcription 
factor, bZIP60 (Deng et al., 2011; Nagashima et al., 2011).  When activated, IRE1 also targets 
the mRNAs of secreted proteins in a process called Regulated IRE1-dependent Decay of 
mRNAs (RIDD) (Hollien et al., 2009; Mishiba et al., 2013).  Acting in concert, the two arms of 
the plant UPR shape the stress transcriptome, upregulating and down regulating expression of 
genes to counteract the effects of stress. 
The first report of the UPR in plants concerned the floury-2 endosperm mutants in 
maize (Boston et al., 1991; Fontes et al., 1991). The floury-2 mutation causes a defect in the 
signal peptide of an a-zein protein and the accumulation of the abnormal zein leads to 
increased synthesis of a HSP70 lumenal binding protein (BiP), a biomarker for the UPR 
(Coleman et al., 1995). In addition, the maize Mucronate mutants, which produce kernels with 
misshapen endosperm, results from a frame-shift mutation in a gene encoding a g-zein and 
leads to elevated levels of BiP (Kim et al., 2004). 
The UPR in plants has been best studied in Arabidopsis, in which the UPR core 
components have been identified and functionally characterized. Maize has homologs for the 
majority of the components described in Arabidopsis.  Like Arabidopsis, maize has two full-
length ZmIRE1genes, unlike rice, which has one.  The two IRE1 genes in Arabidopsis are 
called AtIRE1a and b, however the two maize genes cannot be classified as such based on their 
sequence relationship to the Arabidopsis genes.  Maize does have a single gene with sequence 
similarity to bZIP60 in Arabidopsis, and ZmbZIP60 mRNA in maize is spliced in response to 
ER stress (Li et al., 2012).  Maize also encodes a bZIP transcription factor, called ZmbZIP17, 
predicted to be a type II membrane-anchored protein and similar to Arabidopsis bZIP28 and 
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bZIP17, which are proteolytically processed and mobilized to the nucleus in response to ER 
stress.   
In this study, we seek to understand the driving forces that control gene expression 
during persistent ER stress and its influence on the cellular and metabolic events that transition 
maize seedlings from prosurvival activities to cell death. To obtain a clearer picture of the 
pattern of events, we have divided the period of persistent stress into phases: early, early-mid, 
mid and late phases.  The events from early to mid phase are adaptive in nature, aiding in cell 
survival and bolstering the protein folding and quality control machinery, while events during 
the late phase involve senescence or programmed cell death (Chen and Brandizzi, 2013). In 
mammalian cells, the transition from adaptive events to cell death has been attributed to 
imbalances in the activity of the three branches of the UPR signaling pathway. During 
prolonged ER stress in mammalian cells, IRE1 signaling, generally regarded as pro-survival, 
attenuates while pro-apoptotic PERK signaling persists (Lin et al., 2007). We observed the rise 
and fall of ZmIRE1’s activity which underlies some of the major changes in adaptive behavior 
during persistent ER stress in maize seedlings. ZmIRE1 shapes the stress transcriptome during 
the early phase by its RIDD activity that degrades the RNA transcripts of a family of secreted 
proteins followed during the early-mid phase by ZmIRE1’s splicing of ZmbZIP60 mRNA 
which upregulates the expression of the canonical UPR genes.  The attenuation of ZmIRE’s 
activity and selected anti-apoptotic genes in the late phase culminates in cell death. 
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RESULTS 
 
Transcriptome analysis  
 
To analyze the ER stress response in maize, we treated seedlings with TM, an effective 
inducer of ER stress in plant cells (Suppl. Fig. 1) (Koizumi et al., 1999; Iwata and Koizumi, 
2005b; Iwata et al., 2010).  Since TM is stable during prolonged periods of incubation and is 
absorbed effectively through the roots of seedlings grown on wet filter paper, root tissues were 
sampled over a 48 h time course to assess different phases of the ER stress response.  The 
transcriptome was analyzed from samples collected at 0, 3, 6, 12, 24, 36 and 48 h after TM 
treatment, and RNAs extracted from roots were analyzed by RNAseq analysis (Suppl. Data set 
1).  A 48h mock sample was included. Read counts were normalized for the various samples, 
and after controlling false discovery rate (FDR) levels at 0.05 by the method of Benjamini and 
Hochberg (1995), genes with significant time effect were selected. A total of 9,329 genes 
showed a log2 fold change of at least one time point compared with time 0 h.  The 
differentially expressed genes (DEGs) were grouped into clusters via K-means clustering. To 
identify the optimal K, Akaike Information Criterion (AIC) values (estimators of the relative 
quality of statistical models for a dataset) were plotted vs. number of clusters (Suppl. Fig. 2).  
Because the AIC values did not change significantly after K = 40, we chose to group the DEGs 
into 40 clusters (Fig. 1). 
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Early phase gene expression and the RIDD activity of ZmIRE1 
 
The 40 genes clusters were subject to Gene Ontology (GO) analysis using the AgriGo: 
GO Analysis Toolkit (http://bioinfo.cau.edu.cn/agriGO/), and 23 were found to be enriched for 
significant GO terms for biological process. (See an example of the hierarchy of GO terms for 
Clusters 20 and 13, Suppl. Fig. 3).   The clusters were time ordered according to the first peak 
or major increment in the gene expression time course patterns (although a couple of clusters 
had two fairly equal peaks) (Fig. 2) or by the patterns in the heat maps (Suppl. Fig. 4).  
Some of the earliest gene expression changes were in cluster 30, in which the genes 
showed a rapid decline in expression in response to TM treatment.  A major GO term for the 
genes in this cluster was “oxidative stress response” and several of the genes in this cluster are 
peroxidase genes.  For example, the peroxidase gene (Zm00001d022282) RNA levels fell 
precipitously after the beginning of TM treatment and remained at low levels throughout the 
time course (Fig. 3).  Several peroxidase genes showed similar patterns of decline, including a 
peroxidase gene (Zm00001d006937) in cluster 9 (Suppl. Table 1, Fig. 3A, B). These genes are 
predicted to encode secreted proteins (as analyzed by the SignalP 4.1 Server, 
http://www.cbs.dtu.dk/services/SignalP/) and are designated as Class III peroxidase genes 
(Wang et al., 2015).  
The rapid decline in peroxidase gene expression in maize appears to be due to RIDD, 
the promiscuous ribonuclease activity of ZmIRE1 (Hollien and Weissman, 2006). We 
demonstrated this by inducing the UPR with TM in maize protoplasts in the absence and 
presence of the Ire1Inhibitor III (4m8C) that blocks the endonuclease activity of IRE1(Cross et 
al., 2012). Spliced ZmbZIP60 mRNA, the product of ZmIRE1’s splicing activity was detected 
in maize protoplasts after TM treatment for 1 h (Suppl. Fig. 5).   ZmbZIP60 mRNA slicing was 
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not detected after TM treatment when ZmIRE1’s endonuclease activity was blocked with 
4m8C.  In protoplasts treated with TM for 1 h, the RNA from peroxidase gene 
Zm00001d022282 was degraded. However, the peroxidase transcripts were spared in TM-
treated protoplasts when ZmIRE1’s endonuclease activity was inhibited by 4m8C. Thus, when 
treated with TM, the expression of peroxidase gene Zm00001d022282 was quenched by 
ZmIRE1-mediated RIDD activity in protoplasts. We deduce from this that the wider loss of 
RNAs from various members of the peroxidase gene family in TM-treated maize seedlings is 
also due to RIDD.   
 
The surge in the expression of the canonical UPR genes during the early-mid phase 
 
The genes in cluster 20 and 34 were highly upregulated during the early-mid phase 
(from 6 to 12 h) and were of considerable interest because many are typically associated with 
the UPR in plants (Martinez and Chrispeels, 2003; Iwata et al., 2010; Wakasa et al., 2014). 
Some of the genes in cluster 20 are calnexin 1 (Zm00001d003857), a protein disulfide 
isomerase (Zm00001d049099), derlin-1 (Zm00001d010368, an ERAD component), and 
HSP90-7 (Zm00001d036401) (Fig. 3C-F).  Some of the other UPR genes are in cluster 34 
including calreticulin 1a (Zm00001d019283) and the HSP70 luminal binding protein, BIP3 
(Zm00001d054043) (Fig. 3G, H), which is commonly used as a biomarker for the UPR in 
plants (Denecke et al., 1991; Fontes et al., 1991; Martinez and Chrispeels, 2003). 
It is of interest that most of the UPR genes in the upsurge of gene expression during the 
early-mid phase encode ER-associated proteins predicted to function in protein import, folding 
and/or quality control.  In a later section, we will demonstrate that ZmbZIP60 is a major driver 
for the expression of many of these genes, and the accumulation pattern of spliced ZmbZIP60 
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mRNA corresponds to the upsurge in UPR gene expression (Suppl. Fig 6 A,B).  Spliced 
ZmbZIP60 mRNA begins to accumulate in TM-treated seedlings around 3 h and peaks at mid 
phase around 24 to 36 h.  The RNA splicing event in both Arabidopsis and maize creates a 
transcript that encodes a nuclear targeted form of bZIP60 (Deng et al., 2011; Nagashima et al., 
2011; Li et al., 2012).   ZmIRE1 is responsible both for the degradation of the peroxidase gene 
transcripts by RIDD and for the splicing of ZmbZIP60 mRNA.  Given the rapid degradation of 
peroxidase gene transcripts in seedlings brought about by the activation of ZmIRE1, the 
accumulation of spliced ZmbZIP60 mRNA seems rather slow.  The probable cause is that the 
synthesis of its precursor, the unspliced form of ZmbZIP60 mRNA is also upregulated, peaking 
at mid phase, around 24 h (Fig. 3I).  Its upregulation is thought to be a product of a feed-
forward mechanism described for the upregulation of the bZIP60 gene in Arabidopsis (Iwata 
and Koizumi, 2005a).   
There was a surprising surge at early-mid phase in the expression of genes involved in 
genome replication (nucleosome assembly) and translation (clusters 13, 5, 35, 19) (Fig. 2).  For 
example, a gene encoding histone H3 (cluster 5, Zm00001d003725) peaked around 24 h after 
the initiation of treatment (Suppl, Fig. 6E).  The genes involved in translation largely encode 
ribosomal proteins.  (The sizable variance in data at the peak of histone H3 expression is likely 
due to differences in the timing of the peak in different reps, and this was particularly 
noticeable later in the time course as events began to fall out of synchrony.)  Further along the 
time course at mid phase (around 36 h) was a peak in stress response genes in clusters 26 and 3 
(Fig. 2).  An example, of a gene expressed during mid phase is a lipid transfer protein gene 
(Zm00001d044686) in Cluster 3, rose and fell in expression at 36 h (Suppl. Fig. 6F)   
Finally, some of the late phase genes to peak were in clusters 10 and 11, which was 
surprisingly enriched in photosynthesis genes (Fig. 2).  This is curious because the RNA used 
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in our analyses was extracted from roots and not shoots. Nonetheless, the seedlings were 
grown in the light, and roots, as well as shoots, were subject to illumination. It is important to 
note that none of the photosynthesis genes upregulated in the 48 h TM-treated samples were 
upregulated (>0.5 log2 FC) in the 48 h mock treated samples, which were exposed to identical 
light and growth conditions.  In addition, it should be pointed out that the level of expression of 
the upregulated photosynthesis genes was very low.  Nonetheless, the results suggest that 
persistent ER stress provokes the expression of genes unassociated with the UPR.  
 
Common upstream motifs in the genes regulated by ER stress 
 
 To better understand the coordinate regulation of genes in various clusters, we analyzed 
the upstream regions of the coregulated genes for common sequence motifs using PromZea 
(http://128.196.172.219/index.html).  In the case of early expressed genes in clusters 27 and 9, 
a common upstream motif was CAGCG, which corresponds to the core promoter element for 
UPRE genes, such as BiP, in yeast (Mori et al., 1992) (Fig. 4A).  However, as we show in a 
later section, the genes in clusters 27 and 9 are not prime targets for the major UPR TFs 
ZmbZIP60 or ZmbZIP91.  It is therefore not clear whether the CAGCG motif in these clusters 
is functional and if it is, what TFs might be involved.  For cluster 20, which contains many of 
canonical UPR genes, the major upstream motifs were CACG and GTCA (Fig. 4B), core 
sequences of the p-UPRE, the plant UPRE, (ATTGGTCCACGTCATC) (Oh et al., 2003; Iwata 
and Koizumi, 2005a; Tajima et al., 2008).  The bulk of these promoter elements in genes such 
as stromal cell-derived factor 2-like protein (Zm00001d050430), calnexin 1 
(Zm00001d003857), protein disulfide isomerase-like 1-1 (Zm00001d049099), HSP90-7, 
ortholog of GRP94, SHEPHERD (Zm00001d036401) and Sar 1 GTPase (Zm00001d049068) 
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are located within 500 bp of the start of transcription (Suppl. Fig 7).  Likewise, for cluster 34, 
which contains additional canonical UPR genes, the major upstream motif was also CACG, the 
core p-UPRE sequence (Fig. 4C).  For the genes in this cluster, HSP70 BIP2 
(Zm00001d014993), a putative ER vesicle transporter (Zm00001d010639) and calreticulin 3 
(Zm00001d012170), the upstream region contains many p-UPRE core sequences (Suppl. Fig 
7).   
 Other clusters were also enriched for recognized promoter elements such as CCGTGC, 
similar to a G-Box (Williams et al., 1992) in cluster 35, which peaks at early-mid phase 
(around 24 h) (Fig. 4D), GGATAA, a GATA box factor, for cluster 11 peaking later in mid 
phase (around 36 h) (Fig. 4E) (Foster et al., 1994; Hudson and Quail, 2003) and CGTACG, a 
squamosa binding site core sequence (Birkenbihl et al., 2005; Yamasaki et al., 2006; Liang et 
al., 2008)) in cluster 3 which also peaks at mid phase (around 36 h) (Fig. 4F).    
 
Direct targets of ZmbZIP60 and ZmbZIP17 demonstrated through CHIP sequencing 
 
 As described in the introduction, the UPR signaling pathway in plants has two arms, the 
RNA splicing arm involving IRE1 and bZIP60 and another arm comprised of the membrane-
anchored TFs.  In Arabidopsis, there are three membrane-anchored TFs, AtbZIP17, -28 and -
49.  Two of these, AtbZIP17 and AtbZIP28 have been shown to be involved in stress responses 
in Arabidopsis (Howell, 2013).  A maize ortholog of AtZIP17, called ZmbZIP91 
(Zm00001d007042) by Yang et al. (2013) is annotated in EnsemblPlants 
(http://plants.ensembl.org/index.html) as ZmbZIP17.  By sequence comparison, it is not clear 
whether this maize gene is more closely related to AtbZIP17 or -28, nonetheless, we have 
referred to it ZmbZIP17.  Yang et al. (2013) demonstrated (in an indirect way) that the gene 
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responds to stress by showing that its protein product is processed in transgenic Arabidopsis 
seedlings following treatment with TM.  They also demonstrated that a processed YFP-tagged 
form is nuclear localized when transiently expressed in agroinoculated N. benthamiana leaves. 
 To determine the direct transcriptional targets of ZmbZIP60 and -17, we introduced 
GFP-tagged forms of the TFs into maize mesophyll protoplasts (GFP-ZmbZIP60DC and GFP-
ZmbZIP17DC) and conducted a CHIPseq analysis by immunoprecipitating chromatin with an 
anti-GFP antibody. The data obtained from the analysis were rank ordered with respect to peak 
score (-log10 q-value) and listed alongside a heat map showing the expression pattern of the 
gene (Fig. 5, Suppl. Data set 2).  As expected, most of the promoters enriched for ZmbZIP60 
binding belong to UPR genes from clusters 20 and 34, which first peak in expression at early-
mid phase (around 12 h) (Fig. 1).   
 Absent among the genes targeted by ZmbZIP60 was ZmbZIP60 itself.  It has been 
posited that Arabidopsis bZIP60 autoregulates, largely based on the fact that ZmbZIP60 has 
ER stress response element (ERSE) sequences in its promoter (Iwata and Koizumi, 2005a).  
ZmbZIP60 also has p-UPRE sequences in its promoter (Suppl. Fig. 8), however, in mesophyll 
protoplasts it does not appear to target its own promoter and regulate itself.  Instead, we found 
in the CHIPseq analysis that ZmbZIP17 targets the maize ZmbZIP60 promoter (Fig. 5).  (The 
overall peak scores in the ZmbZIP17 analysis are lower because the expression level of GFP-
ZmbZIP17DC was much lower than GFP-ZmbZIP60DC.)  We cannot exclude that ZmbZIP60 
binds to its own promoter, because the binding may be too low for significant detection.  
Nonetheless, this result suggests that the mobilization of ZmbZIP17 by ER stress and its 
targeting to the nucleus regulates the expression of ZmbZIP60 -- an interesting interplay 
between the two arms of the UPR signaling pathway. 
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Promoter accessibility changes were seen during persistent ER stress  
 We were interested in whether the changes in gene expression in response to ER stress 
were accompanied by changes in the accessibility of chromatin to the transcriptional 
machinery. Open chromatin regions revealed by nuclease sensitivity have been associated with 
gene expression in maize (Vera et al., 2014; Rodgers-Melnick et al., 2016).  We used Assay for 
Transposase-Accessible Chromatin (ATACseq) to assess changes in chromatin “openness,” 
i.e., accessibility to Tn5 transposase, during the course of ER stress treatment (Buenrostro et 
al., 2015). Three early to early-mid phase time points were analyzed, 0, 6 and 12 h, during 
which there are profound changes in expression of the UPR genes.   From the ATACseq 
analysis, we found that 2.4% of the genome is open at 0 time (in which openness is a 
summation of the width of the peaks identified by Max2), 1.7% at 6 h and 1.9% at 12 h.  These 
values are larger than those reported for maize as assessed by micrococcal nuclease sensitivity 
(>1%) (Rodgers-Melnick et al., 2016).  Nonetheless, both methods show that only a small 
portion of the genome is open.  The average length of the open regions assessed by ATACseq 
varies somewhat in accord with the percent of the genome that is open and at 0 time is 213 bp 
(Suppl. Fig. 9), at 6 h is 197 and at 12 h is 204 bp.   
To determine whether there are changes in gene expression corresponding to the 
opening of promoters during persistent ER stress, we plotted log2 fold change in promoter 
openness vs log2 change in gene expression between 0 time and 6 hr or 12 hr (Suppl. Fig. 10).  
Surprisingly, there was almost no correlation between changes in gene expression throughout 
the genome and promoter openness (in which the promoters were defined as the region 1 kb 
upstream from the start of transcription).  Thus, the level of upregulation of genes in response 
to ER stress is not, in general, a good predictor of changes in promoter openness and vice versa   
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However, there were important exceptions.  For example, in the contrast between 0 h and 6 h, 
the promoters of SAUER33 (Zm00001d050093), purine permease 3 (Zm00001d027978) and 
cysteine oxidase 2 (Zm00001d039533) increased in openness and the genes likewise increased 
in expression.  In the comparison between 0 h and 12 h, one of the most highly induced genes 
is a canonical UPR gene, the SAR1 GTPase (Zm00001d049068).   The SAR1 promoter 
substantially increases in openness (log2FC=0.68) from 0 time to 12 hr. Likewise, other 
canonical UPR genes that increased in gene expression from 0 h to 12 h increased in promoter 
openness.  In this regard we point out the increase in promoter openness for Derlin-1 
(Zm00001d010368, log2FC=0.238), Calnexin 1 (Zm00001d003857, log2FC=0.450) and 
HSP90-7 (Zm00001d036401, log2FC=0.476), all of which are highly upregulated during the 
early-mid phase. 
We used JBrowse to inspect the ATACseq profiles of the promoters of the canonical 
UPR genes described above and focused on the upstream regions within 500 bp of the start of 
transcription, because most of the p-UPRE sequences are clustered in this region. For the 
SAR1 GTPase, there is a huge increase in gene expression from 0 h to 12 h, and the ATACseq 
profile shows a progressive increase in promoter openness during that period (Fig. 6A).  For 
HSP90-7, which is also highly upregulated, there is slight decline in openness from 0 h tp 6 h, 
but then a substantial increase from 0 h to 12 h, corresponding to the time in which this gene is 
upregulated (Fig. 6B,D).  The same pattern holds for Derlin-1 and Calnexin 1, in which there is 
a slight decline in openness from 0 h to 6 h, but then a substantial opening at 12 hr.  We 
conclude that in response to ER stress the expression of many genes rise and fall, but on a 
global scale these expression changes do not necessarily involve changes in promoter 
openness.  However, for certain canonical UPR genes, the changes in gene expression are, 
indeed, correlated with opening of their promoters.  These genes are prime targets for 
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investigating what possible chromatin modifications are responsible for the changes in 
promoter accessibility. 
 
Regulation of MicroRNA s during mid phase 
 
MicroRNAs have emerged recently as key players in UPR signaling in mammalian 
cells (Maurel and Chevet, 2013) where there is evidence for their involvement in regulating 
gene expression during ER stress responses (Bartoszewska et al., 2013; Byrd and Brewer, 
2013; Gupta et al., 2015). To determine whether they act similarly in maize seedlings, small 
RNAs were extracted and isolated at the same time points as in the RNAseq analysis. Five 
miRNAs belonging to three different families (miR169, miR529 and miR395) showed 
significant log2FC of at least one-time point compared with time 0 h. Target genes of these 
differentially expressed miRNAs were forecast using the predicted mature miRNAs as query to 
search annotated maize cDNAs with psRNATarget (http://plantgrn.noble.org/psRNATarget/) 
(Dai et al., 2011). In addition, some targets of mRNAs were identified using data from the 
literature. in which RLM-5’RACE was performed to verify the predicted targets and cleavage 
sites (Luan et al., 2014).  
Of particular interest was miR529, which targets squamosa promoter binding proteins 
(SBPs) in maize.  miR529 is annotated as the only member in its family in maize and was 
expressed at low levels early in the time course but accumulated significantly during mid phase 
(around 36 h) of TM treatment (Fig. 7A). Members of the SBP gene family (SBP 14, -17 and -
23) displayed gene expression patterns late in the time course inversely correlated with the 
pattern for miR529 (Fig. 7B-D).  The SBP genes peaked in expression at early-mid phase (~24 
h) and declined at mid phase (~36 h), at a time when the expression of miR529 peaks.  From 
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this we posit that the decline in expression of the SBP genes might be due to the rise in 
expression of miR529.  There is considerable precedence for this, because the interaction 
between these entities has been predicted computationally (Ling and Zhang, 2012), 
demonstrated through degradome analysis (Liu et al., 2014) and is best known in maize for 
repressing tasselsheath4 in inflorescences (Chuck et al., 2010).  The specific targets of SBP 14, 
-17 and -23 are not known, however, the genes in cluster 3 have SBP binding sites as their 
most common upstream motif (Fig. 4F). Therefore, the timing in expression of some of the 
cluster 3 genes may be attributed to miR529 control. 
 
A wave of alternative RNA splicing during mid phase of ER stress 
 
We analyzed alternative RNA splicing to determine if some of the changing patterns of 
gene expression during the UPR can be attributed to alternative splicing.  Alternative splicing 
was assessed by tallying RNA isoforms at the various time points (Suppl. Data set 4).  In doing 
so we found that there were unexpected differences in rates of global alternative splicing.  
From 0-3 h, there were 2,706 alternative splicing events (~902 h-1) while from 3 to 6 h, the 
rates dropped to ~76_h-1.  The rates of such events rose progressively thereafter reaching ~980 
events h-1 in mid phase (~24 h) and then dropping dramatically again (Suppl Fig. 11).  Thus, 
the rate of global alternative splicing started out high, dropped to a low after treatment only to 
surge again. 
The alternatively spliced transcripts for some of the canonical UPR genes were 
differentially expressed during the wave of global alternative splicing.  For example, four RNA 
isoforms were differentially expressed for BIP2 (Zm00001d014993), two of which (T001, 
T003) showed an increase from 6-12 h and two others (T004 and T005), which peaked around 
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24 h (Fig. 8A).  T001 and T003 are predicted to encode complete proteins comparable in size 
to mammalian GRP78 (such as GB: AF188611_1). Mammalian GRP78 has two domains, a 
nucleotide binding domain and a ligand (client protein) binding domain (Yang et al., 2015).  
T004 and T005 are shorter isoforms in which 7 and 2 exons, respectively, were missing.  The 
protein predicted to be translated from these RNAs corresponds to the C-terminal half of 
mammalian GRP78 that has the ligand binding domain, but lacks the N-terminal ATP binding 
site (Hughes et al., 2016).  If the shorter isoforms were translated, their protein products would 
not be functional because although both forms might bind ligand, they are not predicted to 
encode the binding site for the nucleotide which serves to open and close the lid on the binding 
pocket (Schmid et al., 1994; Szabo et al., 1994).  Other examples of differentially expressed 
RNA isoforms encoded by canonical UPR genes are protein disulfide isomerase like-1 (PDIL-
1, Zm00001d049099) and calreticulin 1a (Zm00001d019283) (Fig. 8B,C).  Both of these genes 
show RNA splicing patterns similar to BIP2, in that the RNA isoforms that first appear are 
predicted to encode full-length proteins.   
Do these patterns of splicing pertain only to genes that encode ER-retained proteins? 
The RNA isoforms for sucrose synthase 4 (SS4, Zm00001d045042) and alcohol 
dehycrogenase1 (ADH1, Zm00001d033931), both non-ER associated proteins, have 
differentially expressed isoforms (Suppl. Fig 12A,B).  Here again, the first isoforms produced 
in the time course are predicted to encode a full-length proteins, while isoforms peaking later 
represent the skipping of N-terminal exons.  
Alternative RNA splicing will knock the coding regions of many RNA transcripts out 
of frame and these aberrant RNAs may be degraded by nonsense-mediated degradation (NMD) 
(Chang et al., 2007) or accumulated as a pool of non-translated mRNAs.  Both processes 
could be of consequence to the fate of stressed cells because in mammalian systéms NMD is 
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thought to limit the UPR by destabilizing certain UPR mRNAs (Mendell et al., 2004; 
Gardner, 2008; Karam et al., 2015).  Furthermore, the accumulation of non-translated mRNAs 
could lead to the formation of stress granules that sequester prodeath factors (Leung et al., 
2006; Arimoto et al., 2008).   
 
Changes in the metabolic landscape during the UPR 
 
Metabolic activities associated with the UPR were inferred from the gene expression 
data and analyzed by CornCyc (http://plantcyc.org/databases/corncyc/7.0) (Suppl, Data set 5).  
Of particular note was the enrichment starting during the early phase (~ 6 h) of genes in cluster 
23 encoding enzymes for choline and phosphotidylcholine (Ptdcho) biosynthesis (Suppl. Fig. 
13).  Ptdcho is the predominant phospholipid in mammalian (Lykidis and Jackowski, 2001) 
and plant (Donaldson and Beevers, 1977) ER membranes.  ER expansion occurs during the 
UPR in yeast (Schuck et al., 2009) and mammalian cells (Sriburi et al., 2004), although it is not 
known whether it occurs in the plant UPR. One of the genes involved in Ptdcho metabolism in 
cluster 23 is lipid phosphate phosphatase3 (LPP-3) for which phosphatidate is a major substrate 
(Brindley and Waggoner, 1998).  The dephosphorylation of phosphatidate allows for the 
subsequent production of phosphatidylcholine (Pierrugues et al., 2001), perhaps promoting the 
production of new ER membranes.   
Quite unexpected was the finding that the genes for palmitate biosynthesis are enriched 
in clusters 25 and 37 during the early-mid phase (Suppl. Fig. 13).  Palmitate as a free fatty acid 
is a well-known inducer of the UPR in mammalian cells (Jiang et al., 2010; Lu et al., 2012; 
Cho et al., 2013).  Palmitate treatment affects ER structure and integrity in Chinese hamster 
ovary cells (Borradaile et al., 2006), causes dilation of ER membranes in hepatic cells (Leamy 
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et al., 2014) and induces apoptosis in rat primary preadipocytes (Guo et al., 2007).  Palmitate 
induces the production of reactive oxygen species (ROS) which leads to ER stress in a number 
of different mammalian cell types (Ly et al., 2017). If palmitate were to accumulate in free 
fatty acid form in maize, then it may also activate ER stress by interacting with the 
transmembrane domains of the ER stress transducers (Volmer et al., 2013).  In any case, it is 
very intriguing that ER stress upregulates genes encoding enzymes that lead to the production 
of metabolites that might further intensify the UPR. 
 
The induction of autophagy by ER stress 
 
ER stress is known to induce macroautophagy in plants (Liu et al., 2012).  
Macroautophagy, hereafter referred to simply as autophagy, conducts the turnover of cellular 
materials which upon ER stress includes components of the ER (Liu et al., 2012).  Autophagy 
involves the formation of autophagosomes, double membrane-bound vesicles that deliver 
engulfed materials to the vacuole for degradation (Liu and Bassham, 2012). It is most 
commonly a cell survival response, turning over cellular materials damaged by stress, but it 
also can be considered as a cell death response in the face of persistent stress (Minina et al., 
2014).  Many of the steps in the induction of autophagy are post-translational (He and 
Klionsky, 2009), and we have found very little evidence for significant transcriptional changes 
during ER stress in the genes encoding the core components of the autophagy machinery 
(Suppl. Data set1). 
One of the critical post-translational steps in the induction of autophagy is the 
conjugation of a lipid, phosphatidylethanolamine (PE), to AUTOPHAGY-RELATED8 
(ATG8).  ATG8 is activated by an ATP-dependent E1-like activating enzyme, ATG7, and then 
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transferred to an E2 conjugating enzyme, ATG3.  The ligase activity, an ATG12-ATG5 
conjugate complexed with ATG16, attaches ATG8 to PE, with the resulting adduct decorating 
the growing phagophore. The incorporation of the ATG8-adduct onto the developing 
phagophore aids in recruiting cargo, closing the phagophore vesicle and delivering the 
resulting autophagosome to the vacuole (Li and Vierstra, 2012).  Thus, lipidation of ATG8, 
and in particular the ratio of lipidated to non-lipidated forms, can be used as a proxy to assess 
autophagosome formation, as it has been used extensively in other investigations (Ichimura et 
al., 2000; Chung et al., 2009).  Another critical step in the induction of autophagy by ER stress 
concerns the post-transcriptional role of ZmIRE1.  In Arabidopsis, AtIRE1b activity is required 
in order for autophagy to be activated during ER stress, and AtIRE1b’s role appears to depend 
upon its RIDD function (Bao et al., in review).  RIDD is thought to degrade RNA transcripts 
encoding factors that interfere with autophagosome formation or stabilization. 
ATG8 lipidation was monitored by separating lipidated forms of ATG8 from non-
lipidated forms by gel electrophoresis in the presence of urea.  It was found that ATG8 
lipidation and, thus, the induction of autophagy occurred early, between 3 to 6 h, and continued 
to rise thereafter (Fig. 9A,B).  The early phase rise in levels of the ATG8-PE conjugate 
corresponded to the fall in peroxidase gene expression, both of which may be outputs of 
ZmIRE1’s RIDD activity.  The continued rise in ATG8-PE throughout the ER stress time 
course suggests that under persistent stress, autophagy may ultimately contribute to cell death. 
 
Pro-survival and cell death gene expression during persistent ER stress 
 
In mammalian cells, the IRE1-XBP1 pathway contributes to cell survival during ER 
stress and its decline in expression is associated with the onset of cell death (Lin et al., 2007).  
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The activity of the comparable pathway in maize, ZmIRE1-ZmbZIP60, is represented by the 
abundance of the spliced form of ZmbZIP60.  Those levels near a peak in the early-mid phase 
(~12 h), are maintained through mid phase and then fall at 48 h indicating that the cell survival 
activity of ZmIRE1 begins to wane toward the end of the time course (Suppl. Fig. 14).  Other 
gene expression events of relevance to cell survival under persistent stress is the upregulation 
of BAX INHIBITOR1 (BI-1), peaking at 24 h (Fig. 3J).  There have been many studies to 
show that BI-1 is a modulator of cell death in plants and animals (see review (Ishikawa et al., 
2011)), so it may be contributing to cell survival during that time frame. Another pro-survival 
factor peaking around 24 h is Bcl-2 associated athanogene7 (BAG7, Zm00001d045596) 
described by Williams et al. (2010) as being an ER localized protein in Arabidopsis (Fig. 3K).  
They found that null AtBAG7 mutants were more highly sensitive to ER stress induced by TM 
or heat and resulted in accelerated cell death.  When analyzing the expression patterns for both 
BI-1 and BAG7, it is significant that their expression levels decline toward the end of the time 
course at a time when maize seedling root cells begin to undergo cell death, as demonstrated by 
the breakdown in Trypan blue exclusion from epidermal cells (Fig. 9A,B). 
A gene expression pattern of possible significance to programmed cell death is papain-
like cysteine protease (Zm00001d007049), which rises toward the end of the time course (Fig. 
3L). This gene is most closely related in sequence to the Arabidopsis protease, CEP1, a key 
executioner protease associated with programmed cell death in tapetal cells (Zhang et al., 
2014).  A caveat is that Arabidopsis CEP1 is an ER-localized protein with a predicted signal 
peptide and KDEL sequence, while the maize protease is not.  Cysteine proteases have been 
associated with programmed cell death in various plant tissues, however, their role in that 
process is not known (Solomon et al., 1999; Trobacher et al., 2006; Zhang et al., 2014).   
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DISCUSSION 
 
The UPR is a highly conserved proteostatic response that protects plants from the 
potentially toxic effects of misfolded proteins in the ER. The UPR occurs in response to 
adverse environmental conditions, such as heat stress and in response to certain plant 
pathogens (Bao and Howell, 2017). In this study, we have induced the UPR by treating maize 
seedlings with the ER stress agent, TM, and followed the events that unfold during persistent 
stress at greater depth, resolution and duration than in other studies.  In general, the UPR can 
be viewed as a multiphasic process starting with an adaptive or pro-survival phase that 
transitions, with persistent stress, into a pro-cell death phase (Fig. 10) (Chen and Brandizzi, 
2013).  
One of the first events we observed in maize roots treated with TM is a dramatic 
downregulation in expression of various members of the peroxidase gene family.  The 
peroxidase genes are downregulated by RIDD, the promiscuous ribonuclease activity of IRE1, 
which attacks the mRNAs of proteins being translated by ribosomes on the ER (Hollien and 
Weissman, 2006).  We showed by use of Ire1 Inhibitor III (4µ8c), an inhibitor of IRE1’s 
nuclease activity that the degradation of peroxidase mRNAs is spared, directly implicating 
RIDD as the mechanism for peroxidase transcript degradation.  We do not have evidence for 
alternatives, such as the involvement of microRNAs, although the peroxidase genes are 
microRNA targets.  However, the microRNAs targeting these genes are not differentially 
expressed during the time course.  
The RIDD activity of ZmIRE1 early in the time course is quite unexpected because 
RIDD in other systems is thought to be proportional to the intensity and duration of ER stress 
(Maurel et al., 2014).  In our case, RIDD takes effect starting with the adaptative phase of the 
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UPR.  Whether RIDD continues or is reactivated during the course of treatment is not clear, so 
we cannot eliminate the possiblity that RIDD also functions during the later stages of the UPR 
and is somehow involved in cell death.  We have shown in other studies with Arabidopsis that 
RIDD mediated by AtIRE1b enables autophagy apparently by degrading the mRNAs encoding 
factors that interfere with ER stress induced autophagy (Bao et al., in review).  Thus, in maize, 
RIDD likely renders cells competent to respond to signals inducing autophagy in response to 
ER stress. 
The down regulation of peroxidase genes likely has serious biological consequences. 
The ten down-regulated peroxidase genes in cluster 30 and 9 are predicted to be class III 
peroxidases, secreted proteins bearing a signal pepetide. Class III peroxidases in plants are 
encoded by large multigene families (Cosio and Dunand, 2009) and by one estimate there are 
119 class III peroxidase genes in maize (Wang et al., 2015).  Plant class III peroxidases are cell 
wall peroxidases involved in a variety of cellular functions, such as lignification, cell 
elongation and stress defense (Shigeto and Tsutsumi, 2016).  The latter may be most relevant 
to the ER stress responses because cell wall peroxidases in combination with respiratory burst 
oxidases (RBOHs) are involved in apoplastic reactive oxygen species (ROS) production in 
plants (Bindschedler et al., 2006; Davies et al., 2006). It has been reported that TM-induced ER 
stress enhances ROS production in Arabidopsis, which has been attributed to increased 
respiratory burst oxidase homolog (RBOH) activity or production (Ozgur et al., 2014).  ROS 
production plays a key role in stress signaling (Baxter et al., 2014; Sewelam et al., 2016; 
Choudhury et al., 2017; Qi et al., 2017), and so the downregulation of the class III peroxidase 
genes observed in our study suggests that this is a prosurvival mechanism to prevent the 
propagation of ER stress signals (Zandalinas and Mittler, 2017).  In mammalian cells it is said 
that ER stress and ROS production are in a “vicious cycle” inducing each other (Malhotra and 
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Kaufman, 2007).  The situation in plants may be similar to animals (Ozgur et al., 2018), but 
that will deserve further testing.  
Following the downregulation of the peroxidase genes is the coordinate upregulation of 
the canonical UPR genes.  These genes are the molecular signature of the UPR and encode 
proteins of the protein folding machinery such as chaperones, components of the ER protein 
import and export systems and proteins involved in ER quality control. The coordinate 
upregulation of the UPR genes is consistent with the finding from the CHIP analysis that many 
of them are the direct targets of one of the primary UPR signal transducers ZmbZIP60.  The 
activation of ZmbZIP60, like the degradation of the peroxidase RNAs, is brought about by the 
RNase activity of ZmIRE1. However, the RNase activity of ZmIRE1 leads to its splicing of 
ZmbZIP60 mRNA and not to its degradation.  ZmbZIP17 (Zm00001d007042) is a membrane-
anchored transcription factor, homologous to AtbZIP17 and -28 in Arabidopsis, and is 
proteolytically processed like its Arabidopsis counterparts in response to TM treatment of 
maize seedlings (Yang et al., 2013). We found through the CHIPseq analysis that ZmbZIP17 
plays a role in modulating the UPR by targeting ZmbZIP60.  This is an interesting example of 
how the two signaling arms of the UPR may interact with each other. 
Clusters 20 and 34 contain many of the canonical UPR genes, and prominent in the 
upstream regions of these genes are p-UPREs, targets for ZmbZIP60 and the other bZIP UPR 
transcription factors (Oh et al., 2003; Iwata and Koizumi, 2005a; Tajima et al., 2008).  The 
many p-UPREs in the immediate upstream region of the cluster 20 genes, such as Stromal cell-
derived factor 2-like protein, Calnexin 1, protein disulfide isomerase-like 1-1, HSP90-7, 
SHEPHERD and Sar 1 GTPase give substance as to why these genes are ZmbZIP60 targets 
(Suppl, Fig. 8).   These findings argue that the surge in UPR gene expression at 6 to 12 h after 
the initiation of TM treatment is transcriptional due to the production of the spliced form of 
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ZmbZIP60 mRNA and/or the proteolytic processed form of ZmbZIP17 and that these activated 
transcription factors drive the upregulation of the UPR genes.  It is surprising to see a delay 
after TM treatment in the upsurge in these genes.  If the degradation of the peroxidase genes is, 
in fact, due to RIDD, then ZmIRE1 must be activated rapidly after the start of TM treatment.  
Some other steps such as chromatin modification may rate limit the upregulation of the UPR 
genes. Following treatment of Arabidopsis seedlings with TM, Song et al (2015) reported 
histone methylation in the promoters of several canonical UPR genes. The transcription of 
these genes is mediated by AtbZIP28 and/or AtbZIP60, which recruit a COMPASS-like 
complex and histone methyltransferase leading to H3K4 trimethylation of the promoters.  
H3K4 trimethylation is associated with a reduction in chromatin condensation and greater 
chromatin “openness.”   
In response to ER stress, we observed global changes in chromatin openness as 
assessed by TN5 accessibility and changes in openness of gene promoters.  It was a surprise to 
find that on a global scale there was little correlation between changes in promoter openness 
and changes in gene expression.   Maher et al. (2017) observed enrichment in Tn5 accessibility 
in cell-type specific genes during Arabidopsis development, however, they were concerned 
with changes in chromatin accessibility over the course of plant development, while we were 
looking for changes within 6 or 12 h after stress treatment. Nonetheless, for some critical UPR 
genes, such as the SAR1 GTPase, we observed substantial changes in chromatin accessibility 
at the time when these genes were upregulated.  It is not clear whether the opening of 
promoters allows for greater transcription factor accessibility or whether opening is the result 
of greater transcriptional activity. Nonetheless, the chromatin accessibility changes will likely 
leave a footprint of stress response activity on some of the UPR genes in the plant genome and 
perhaps serve to prime expression for subsequent bouts of stress. 
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We also observed a wave of alternative RNA splicing events peaking at around 24 h. 
What motivated these changes is not known, because the genes annotated as arginine/serine-
rich proteins involved in modulating alternative splicing (Duque, 2011) were not differentially 
regulated in our experiments.  An unexpected consequence of alternative splicing was the 
appearance of apparently non-functional RNA isoforms.  The RNA isoforms that appear early 
in the induction of the UPR genes are predicted to encode full-length proteins.  With the global 
wave of RNA splicing appeared aberrant RNA isoforms, many encoding truncated proteins.  
Despite the fact that these transcripts appear to be non-functional, there is a curious possibility 
that they may have prosurvival value. Such transcripts may contribute to a slowdown in 
translation. In response to ER stress in mammalian cells, translation is slowed by the 
phosphorylation and inactivation of the eiF2a translation initiation factor via a protein kinase R 
(PKR)-like endoplasmic reticulum kinase (PERK) (Harding et al., 1999). In Arabidopsis eiF2a 
is phosphorylated in response to ER stress, but in a manner that is dependent on general control 
nonderepressible 2 (GCN2) (Zhang et al., 2008a).  A slowdown in translation initiation in 
response to ER stress has yet to be shown in plants, however a slowdown in response to 
hypoxia has been reported in Arabidopsis through the analysis of polyribosome profiles in 
hypoxic seedlings (Branco-Price et al., 2008).  As a result of the slowdown in translation 
initiation brought about by ER stress in mammalian cells, non-translated mRNAs accumulate 
in stress granules (SGs), transient cytoplasmic bodies containing stalled preinitiation 
complexes (Anderson and Kedersha, 2002; Kedersha and Anderson, 2007).  SGs also 
sequester argonaute proteins (Leung et al., 2006) and several apoptosis regulatory factors, 
thereby inhibiting stress-induced cell death signaling in mammalian cells (Arimoto et al., 
2008).  SGs are produced in response to heat stress in Arabidopsis (Gutierrez-Beltran et al., 
2015), an environmental condition that also induces ER stress (Deng et al., 2011).  
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Therefore, it is possible that the non-functional transcripts produced in response to TM 
treatment in our studies might accumulate in stress granules that also sequester and 
inactivate factors that could promote cell death.   
Another process that could be called into play by the wave of alternative RNA 
splicing and could contribute to the transition between cell survival and cell death is 
nonsense-mediated RNA decay (NMD) (Chang et al., 2007).  Rampant RNA splicing leads 
to the production of aberrant transcripts with premature stop codons, which can elicit NMD 
(Hori and Watanabe, 2005).  NMD and the UPR are reported to antagonize each other in 
mammalian cells (Goetz and Wilkinson, 2017) and NMD is thought to limit and shape the 
UPR by destabilizing certain UPR mRNAs (Mendell et al., 2004; Gardner, 2008; Karam et 
al., 2015).  However, under strong induction conditions, such as those used in our 
experiments in maize, suppression of the UPR by NMD is relieved -- the rationale being that 
the UPR, in turn, suppresses NMD (Goetz and Wilkinson, 2017). The mechanism by which 
this occurs is indirect, but again involving the phosphorylation of eiF2a and possible 
slowdown in translation.  The NMD depends upon the encounter of in-frame stop codons in 
translation (Carter et al., 1995), and, therefore, a slowdown in translation would limit NMD.  
Thus, a potential balance between NMD and the UPR during persistent ER stress in maize 
would have ramifications as to whether the UPR leads to cell survival or cell death. 
The attenuation of ZmIRE1 activity in maize and the decline in expression of the UPR 
genes following their peak in expression is also of probable importance to the transition 
between adaptive events and programmed cell death. In mammalian cells, IRE1 contributes to 
cell survival during ER stress and its decline in activity is associated with cell death (Lin et al., 
2007).  Thus, there is much interest in the attenuation of IRE1 activity, and two very different 
mechanisms have been proposed in mammalian cells for the decline.  Sundaram et al. (2017) 
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argued that during persistent ER stress the association of IRE1 with the Sec61 translocon 
rapidly attenuates IRE1a.  They based their observations on two IRE1a mutants one with weak 
Sec61 interaction that attenuates slowly and one with strong interaction with Sec61 that 
attenuates more rapidly.  On the other hand, Amin-Wetzel et al. (2017) evoked a model for the 
regulation of IRE1 activity similar to the control of heat shock transcription factors.  They posit 
that the cochaperone ERdJ4, acts as an IRE1 repressor by forming a complex with IRE1, which 
recruits BiP and inactivates IRE1 by maintaining it in monomeric form.  In response to ER 
stress, BiP is spirited away by the presence of misfolded proteins, activating IRE1 by allowing 
it to dimerize.  Maize does not have an obvious ERdJ4 homolog, however, the expression of 
most of the DNAJ proteins do decline toward the end of the time course. 
Also, possibly related to the prosurvival/prodeath transition is the upregulation of BAX 
INHIBITOR1 (BI-1), peaking at 24 h.  There have been many studies to show that Bi-1 is 
suppressor of cell death in plants and animals (see review (Ishikawa et al., 2011)). Bi-1 from 
Arabidopsis and rice was first shown to block Bax-induced cell death in yeast and also to 
partially block oxidative and heat shock cell death (Chae HJ, 2003).  In Arabidopsis, the 
overexpression of Bi-1 was found to increase the tolerance of seedlings to TM, while 
knockouts were hypersensitive to TM and rapidly underwent programmed cell death 
(Watanabe and Lam, 2008).   
On the other hand, there are other studies to suggest the Bi-1 promotes, not suppresses 
cell death.  In yeast, for example, the Bax1 inhibitor (Bxi1p) links UPR to cell death, which 
was demonstrated by deleting BXI1 thereby reducing the calcium signaling response involved 
in the induction of cell death (Cebulski J, 2011).  In a recent report, Xu et al (2017) linked BI-
1’s role in programmed cell death to autophagy, and that it could go both ways – that BI-1 can 
either promote or suppress cell death depending on context.  They contend that plant BI-1 
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promotes autophagy through its interaction with ATG6, a factor, which is part of a 
phosphatidylinositol 3-kinase (PtdIns3K) complex involved in vesicle nucleation during 
autophagosome formation.  Xu et al. (2017) silenced BI-1 in Nicotiana benthamiana using 
VIGS and found that it reduced autophagy induced by N gene-mediated resistance to TMV and 
by methyl viologen.  When they overexpressed BI-1 in N. bentamiana, they observed 
autophagy and cell death, as assessed by dye exclusion.  They attributed cell death to 
autophagy because BI-1 mediated cell death was compromised in leaves in which ATG6, 
ATG7 or PI3K were silenced (Xu et al., 2017).  In our time course, the expression patterns for 
both BI-1 and BAG7 peaked at 24 h, and may be responsible for the enhancement of 
autophagy in advance of cell death.  So, the question arises whether these genes are playing a 
pro-survival or pro-death role at this time and whether either or both ultimately contribute to 
UPR-related cell death.  In our studies, autophagy as assessed by ATG8 lipidation was induced 
early in response to ER stress, between 3 to 6 h, after TM treatment and continued to rise 
thereafter.  Because autophagy appeared to be active almost throughout the time course, the 
question arises whether its role changes during that time.  Does it play a role in cell survival at 
first and then, with time, contribute to cell death?  These are interesting questions that can be 
pursued with the use of mutants that block the induction of autophagy. 
We conclude that under persistent ER stress, the UPR is a multiphasic process 
progressing from activities that confer adaptation to those that promote cell death ( Fig10). A 
key event in this progression is the activation of ZmIRE1, RIDD and the upregulation of 
canonical UPR genes that help to mitigate stress damage and that protect from further stress. 
Following the upsurge in canonical UPR genes is the upregulation in survival-modulating 
genes, such as BI-1 and BAG7.  Their expression dwindles with the onset of a cysteine 
protease, known in other systems as an executioner in cell death.  During this period of stress 
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there occurs an interplay of gene expression changes with other cellular events such as the 
induction of autophagy and metabolic changes.   
 
METHODS 
 
Plant material 
 
Maize B73 seeds were sterilized with 50% bleach for 20 minutes followed by washing 
four times with sterile water. The seeds were placed in autoclaved Sigma bottles (Cat No 
V8630-E100) with two layers of wet Whatman filter paper No 1 
(https://www.sigmaaldrich.com/.) The seeds were kept at 300C for two days to facilitate 
germination. Thereafter, the seeds were transferred to an illuminated incubator at 230C for 7 
days with a light intensity of 70 mmoles m-2s-1.  For the time course analysis seedlings were 
treated with 5 mg ml-1 TM in DMSO for 0h, 3h, 6h, 12h, 24h, 36h, 48h. A 48h mock sample 
was included.  
Leaf mesophyll protoplasts were prepared as described by Sheen et al. 
(http://molbio.mgh.harvard.edu/sheenweb/protocols_reg.html.)  RNA for RT-PCR analysis 
was extracted using an RNeasy Plant Mini Kit Quality and quantity of RNA were assessed 
using a Nano drop1000 (Thermal Scientific, USA). Synthesis of the first strand cDNA was 
performed with the iScript™ cDNA Synthesis Kit (BioRad, USA). RT-PCR was performed 
using primers listed in Table S2. 
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RNAseq analysis 
 
RNA was extracted from the roots of the TM-treated seedlings on three separate 
occasions to constitute three biological reps, and the samples were split to obtain two technical 
replicates for each biological replicate. Roots were harvested and flash frozen in liquid 
nitrogen for further processing.  RNA was extracted using the mirVANATM miRNA isolation 
kit from Invitrogen (Thermo Fisher Scientific) and analyzed for quantity and quality on an 
Agilent 2100 BioAnalyzer (http://www.agilent.com). Half the extracted RNA from each 
sample was used for RNAseq library construction and the other half for small RNA 
sequencing.  A RNA ladder ranging from 25-4000 nucleotides was used to identify mRNA and 
small RNA fractions in the samples. Bar code adapters were randomized in the second rep to 
reduce any systemic errors associated with the adaptors.  Complementary DNA libraries were 
generated from the RNA samples and subjected to DNA sequencing (150 bp, paired end) on an 
Illumina Hiseq 3000 analyzer (http://www.illumina.com/). 
After aligning the reads to maize genome v4 using GSNAP (Wu and Nacu, 2010), read 
counts were normalized using the TMM method (Robinson and Oshlack, (2010), and 
differential gene expression between samples was assessed using generalized linear models 
based on negative binomial distribution with the R package edgeR (Robinson et al., 2010; 
McCarthy et al., 2012). The FDR was controlled using the method of Benjamini and Hochberg 
(1995).  
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Identification of common upstream sequence motifs 
 
PromZea (www.promzea.org) (no version indicated) was used to identify common 
upstream sequence motifs for the various genes (Liseron-Monfils et al., 2013).  The online 
service compares the frequency of each motif 500 bp upstream of input genes with the 
frequency of upstream motif of other genes. Promzea also computes the mean normalized 
conditional probability (MNCP) for each motif (Clarke and Granek, 2003) which is the 
frequency of a motif in the input data set with its frequency in the upstream regions of 5000 
genes randomly selected from the maize filtered gene set.  
 
CHIP sequencing analysis 
 
The cDNAs from activated forms of ZmbZIP60 (Zm00001d046718) and ZmbZIP91 
(Zm00001d007042) mRNA were synthesized from RNA isolated from TM-treated seedlings. 
The N-terminal regions of the cDNAs upstream from the transmembrane domains of 
ZmbZIP60 and ZmbZIP91 were cloned into the Gateway vector pCSVMV_GW+eGFP 
(Pruneda-Paz et al., 2014) to generate GFP-b60 and GFP-b91 using primer sets Zm60CHIP 
and Zm91CHIP. The GFP vector alone was used as negative control. All the three constructs 
were confirmed by sequencing and purified by GenElute High Performance (HP) Plasmid 
Maxiprep Kit (NA-0310 Sigma). 
Leaves from 10 day old B73 seedlings were harvested and incubated for at least 3 h in 
the enzyme solution. Mesophyll protoplasts were transfected with GFP-b60, GFP-b91 and GFP 
DNA and checked for expression after 24 h by fluorescence microscopy and immunoblots 
using the GFP antibody (A11122 Invitrogen from Thermo Scientific). 
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The transfected protoplasts were fixed using 1% formaldehyde, quenched with 134 mM 
glycine and kept frozen at -800C. Three replicates were processed for CHIP analysis performed 
based on Lee et al. (2017) and Lau and Bergman (2015).  In brief, nuclei were isolated from 
the frozen protoplasts and chromatin was fragmented ranging from 100-600 bp using a 
Covaris® ME220 Focused-ultrasonicator™.  GFP tagged ZmbZIP60 and ZmbZIP91 were 
immunoprecipitated with anti-GFP antibody (Thermo Fisher Scientific, Cat. #  A11122). DNA 
was eluted, reversibly crosslinked and quantified using a Qubit R2 Fluorometer.  Illumina 
TruSeq libraries were constructed according to manufacturer’s instructions and 150-cycle 
HiSEQ 3000 High Output ChIp sequencing was carried out. 
Eight of the nine samples were considered for ChIP-Seq analysis. One sample was 
dropped due to poor read quality. Short read sequences were trimmed using Trimmomatic 
version 0.36 (Bolger et al., 2014).  After aligning the reads to maize genome v4 using GSNAP 
(Wu and Nacu, 2010) and merging the bam files for each condition, peaks were called using 
the MACS2 program (Zhang et al., 2008b).  Peak intersection with upstream promoter regions 
was computed using Bedtools (Quinlan and Hall, 2010).  
 
ATACseq analysis 
 
 For nuclear isolation, flash frozen maize root samples (0.2 g) were ground in a mortar 
with liquid nitrogen.  The powder was suspended in the lysis buffer (20 mM Tris-HCl (7.5), 
40% glycerol, 50 mM EDTA, 0.1 mM Spermine, 0.15 mM Spermidine, 1 mM DTT, 1% 
TritonX-100 (V/V)) (Zhang et al., 2012) and filtered sequentially through 100 and 40 m nylon 
mesh.  A crude nuclear pellet was obtained by centrifuging at 1,000g at 4 °C for 10 min and 
washed with lysis buffer once and then washed with washing buffer twice (50 mM Tris-HCl 
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(pH 7.5), 320 mM sucrose, 4 mM MgCl2, 1 mM CaCl2). The pellet was resuspended in nuclear 
resuspension buffer (50 mM Tris-HCl (7.5), 320 mM sucrose, 4mM MgCl2, 1mM CaCl2) and 
centrifuged twice more at 1,000 g for 10 min (4°C).  Nuclei were further purified on Percoll 
gradients centrifuged at 2,000g for 30 min (4°C).  Transposition reactions and purification 
steps were followed using a standard ATAC-seq protocol (Buenrostro et al., 2015). Briefly, the 
isolated nuclei were resuspended in transposition mix containing Tn5 transposase from a 
Nextera DNA sample kit (Illumina, cat# FC-121-1030, San Diego).  The reaction mixture was 
incubated for 30 min (37°C) and the tagged product was purified using a Qiagen MinElute 
PCR Purification Kit (Qiagen, cat#28004, German). The DNA was eluted with 10 mM Tris-
HCl (pH 8.0) and PCR amplified using customized Nextera PCR primers and NEBNext High-
Fidelity 2x PCR Master Mix (New England Labs, Cat #M0541, UK). To reduce GC and size 
bias, the PCR reaction was monitored using qPCR to stop amplification prior to saturation. 
Libraries were sequenced on an Illumina HiSeq 3000 instrument in a 150-cycle pair end mode 
at the DNA facility of Iowa state university.  
For data analysis, short read sequences were trimmed using cutadapt version 
1.11 (Martin, 2011) to remove Nextera transposase adapters. The processed reads were then 
aligned to maize genome version 4 using Bowtie 2 version 2.2.6 (Langmead and Salzberg, 
2012).  Reads mapping to chloroplast and mitochondria were filtered out. Only 
mapped reads with MAPQ >=10, were considered for downstream analysis. Peaks were called 
for each replicate at every time point using MACS2 (Zhang et al., 2008b).  After removing 
PCR duplicates using the macs2 filterdup argument, peaks were called using macs2 
callpeak argument for each replicate using a local lambda to correct for noise with the 
following parameters --nomodel -q 0.05 --nomodel --shift 0 --extsize 73.  Subsequently, the 
output bedgraph files were converted to the UCSC bigwig format and peak scores over a 1 kb 
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upstream region of each gene from the GFF file downloaded from: 
 ftp://ftp.ensemblgenomes.org/pub/release-38/plants/gff3/zea_mays. Differential peak scores 
representing changes in promoter openness for 6 h vs 0 h and 12 h vs 0 h were then calculated 
using DESeq2 (Love et al., 2014). 
 
Small RNA analysis 
 
Small RNA libraries were sequenced using Illumina HiSeq 2500 High Output flow cell 
(v4) Sequencer. A total of 155,029,356 distinct reads were obtained from the libraries after 
removing the low-quality reads and adaptor sequences. The clean reads were aligned to the 
maize genome. Unique reads that matched known plant structural RNAs (rRNAs, tRNAs, 
snRNAs, and snoRNAs) were removed from further consideration. A total of 49,099,262 
sequences matched perfectly to the B73 genome (B73 RefGen_v3; Release 5b+ in June, 2013) 
representing 78.0% to 86.5% of total reads, which indicated that the libraries were relatively 
intact. Candidate mature miRNAs were classified into miRNA families based on their 
similarity to known plant miRNAs in miRBase (http://www.mirbase.org/) (Release 21) 
(Griffiths-Jones et al., 2008). All 172 annotated miRNAs were identified in the analysis. 
Differential gene expression analysis based on the negative binomial distribution (Love et al., 
2014) was performed to highlight those miRNAs that are differentially regulated in response to 
TM treatment. 
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Alternative splicing analysis 
 
Short read sequences were aligned to maize genome version 4 using GSNAP software 
(Wu and Nacu, 2010).  Differential exon usage was computed using DEXSeq package (Anders 
et al., 2012). Python scripts ‘dexseq_prepare_annotation.py’ and ‘dexseq_count.py’, part of the 
DEXSeq package, were used to generate a flattened maize gene model file with collapsed exon 
counting bins and to count the number of reads that overlap with each of the exon counting bin. 
For alternative splicing analysis, each sample was compared to the sample extracted from next 
immediate time point i.e. 3 h and 6 h, 6 h and 12 h, 12 h and 24 h and so on...) 
 
Autophagy 
 
 Roots were harvested and immediately frozen in liquid nitrogen. ATG8 lipidation was 
measured as in Chung et al. (2009) with minor modifications. Roots were ground in liquid 
nitrogen and the powder was suspended in lysis buffer (50 mM Tris-HCl, pH 8.0, 150 mM 
NaCl, 1 mM phenylmethanesulfonyl fluoride, 10mM iodoacetamide and 1X Roche cOmplete 
mini protease inhibitor cocktail). The crude extract was filtered through 1 layer of Miracloth 
(EMD Millipore, Cat #475855) and then centrifuged at 2000g, 4 °C for 5 min. Protein 
concentrations were determined by Bradford assay. 50 µg protein samples were subjected to 
SDS-PAGE using 15% polyacrylamide gels with 6 M urea in the resolving gel and analyzed by 
western blot using anti-ATG8 antibody (Agrisera, Cat #AS142769). Free ATG8 and lipidated 
ATG8 bands were quantified by ImageJ (Schneider et al., 2012) following the user guide 
(https://imagej.nih.gov/ij/docs/guide/). 
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Analysis of RNA from protoplasts 
 
Protoplasts were isolated and stabilized in incubation buffer overnight. Subsequently 
the protoplasts were treated as separate sets with 5ug/ml tunicamycin for 1 h; 100nM Ire1 
Inhibitor III (4µ8C- CAS 14003964- Calbiochem) + 5ug/ml of tunimycin for 1h and another 
untreated. RNA was extracted from both the treated and untreated sets of protoplasts. Total 
RNA was extracted using an RNeasy Plant Mini Kit (QIAGEN, Cat. No. 74904). Quality and 
quantity of RNA were assessed using a Nano drop1000 (Thermal Scientific, USA). Synthesis 
of the first strand cDNA was performed with the iScript™ cDNA Synthesis Kit (BioRad, 
USA). RT-PCR was performed using a C1000 Touch Thermal Cycler (BioRad, USA) in 8-well 
strip PCR tubes. Primers used in RT-PCR are listed in Supplemental Table S2.  
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Figure 1. Gene Expression Patterns in Response to Persistent ER Stress. Differentially 
expressed genes during the 48 h time course of treatment of maize seedlings with TM were 
clustered using a K-means algorithm with Pearson-correlation based distance for the treated 
samples. The grey lines correspond to the gene expression patterns estimated by scaled model-
based log2-fold change for each time point compared with time 0 h, and the dark black lines 
plot the centroid gene expression pattern. Data for each time point were obtained from three 
biological reps, each analyzed in two technical reps.   
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Figure 2. Categories of Gene Expression Patterns in Response to Persistent ER Stress and 
Major GO Terms. Solid black line represents log2 fold change for each time point compared to 
zero time and is the centroid for the gene expression patterns from Fig. 1. Only clusters shown 
are those with significant GO terms obtained from AgriGO (http://bioinfo.cau.edu.cn/agriGO/).  
The clusters have been time ordered by the appearance of the first major peak (marked with an 
asterisk) or by first major increment in gene expression. 
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Figure 3. Expression Patterns of Individual Genes during the UPR. Relative expression 
(normalized counts) from the RNAseq analysis are plotted against time of treatment with 
TM.  Expression patterns of genes from selected clusters. (A) Peroxidase family gene 
Zm00001d022282 is from cluster 30 and (B) Zm00001d006937 from cluster 9.  UPR genes are 
found largely in cluster 20, such as (C) Calnexin 1 (Zm00001d003857), (D) Protein disulfide 
isomerase like 1-1 (Zm00001d005866), and (E) Derlin-1 (Zm00001d010368).  Additional 
UPR genes are found in cluster 34 including (G) Binding protein2 (BIP2) gene 
(Zm00001d014993) and (H) Calreticulin 1a (Zm00001d019283).  Additional genes of interest 
are (J) Bax inhibitor1(BI-1, Zm00001d015091) from cluster 35, (K) BCL-2 associated 
anthanogene6 (BAG7, Zm00001d045596) from cluster 13 and (L) a cysteine protease 
(Zm00001d007049) from cluster 28.  Error bars = SE. 
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Figure 4. Upstream Sequence Motifs for Genes in Different Clusters. Panels show (from left to 
right) sequence motifs for different gene clusters, coordinates of the motifs and their frequency, 
and the gene expression pattern of a representative gene from the cluster.  (A) Upstream 
sequence motifs for some of the earliest genes such as cinnamoyl COA reductase 1 
(Zm00001d051938) in cluster 27. Upstream regions (500 bp) of genes with q-values <9.9E-05 
from the RNAseq analysis were analyzed for common sequence motifs using PromZea.  A 
MNCP score of >1 indicates that the sequences 5’ to the transcription start site are enriched for 
that motif compared with the upstream sequences of randomly selected genes.  The sequence 
motifs for cluster 27 are similar to the core sequences in the yeast UPRE (CAGCG) (Mori et 
al., 1992). (B) Upstream regions for the genes in cluster 20 such as stromal cell-derived factor 
(Zm00001d050430) are enriched for CCACGTCA sequences similar to the core sequences in 
the p-UPRE (ATTGGTCCACGTCATC) (Oh et al., 2003; Iwata and Koizumi, 2005b; Tajima 
et al., 2008). (C) Most frequent upstream sequence motif for the top genes in cluster 34 from 
the RNAseq analysis (q-values <1.0E-07) including BIP3 Zm00001d054043) is also similar to 
the core p-UPRE. (D) Many of the genes in cluster 35 including the Bax-1 inhibitor 
(Zm00001d050430) share a common upstream motif (CGTG) that is similar to a G-box, (E) 
while the genes in cluster 11, such as expansin B2 (Zm00001d029907), have sequence motifs 
(GGATAAG) similar to GATA boxes. (F)  The genes in cluster 3, expressed late in the time 
course such as the lipid transfer protein1 (Zm00001d029907), bear GTAC sequences in their 
upstream regions similar to squamosa binding protein sites (CGTACG).  Error bars = SE. 
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Figure 5. Genes with Promoters to Which ZmbZIP60 or ZmbZIP17 Bind. CHIPseq analysis 
was used to identify genes to which GFP-ZmbZIP60DC or GFP-ZmbZIP17DC bind within 
500 bp of the start of transcription.  Genes are rank ordered in terms of peak score (-log10 q-
value), annotated using Version 4 and classified by cluster.   Expression patterns in the 
appended heat map show normalized counts from the RNAseq analysis.   
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Figure 6. Open Chromatin Regions in UPR Genes in Cluster 20. ATACseq analysis was 
conducted at time 0, 6 and 12 h, and the frequency of DNA fragment counts from the 
ATACseq analysis was plotted versus genomic position.  (A) Sar1 GTPase 
(Zm00001d049068), (B) HSP-90, SHEPHERD (Zm00001d036401), (C) Derlin-1 
(Zm00001d010368) and Calnexin 1 (Zm00001d003857) are typical UPR genes and are 
strongly upregulated from 6 to 12 h after the initiation of TM treatment. A region 500 bp 
upstream from the gene was boxed to highlight the changes in openness (accessibility to Tn5 
transposase) of the promoter region in response to ER stress.  Numbers within the box are a 
summation of the normalized counts within that interval. 
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Figure 7. Expression Pattern of miR529 and Its Target Genes. (A) Relative expression pattern 
for miR529 following TM treatment.  Expression patterns for predicted targets of miR529, 
squamosa binding protein (SBPs) genes.  (A) SBP14 (Zm00001d020941), (B) SBP17 
(Zm00001d052890) and (C) SBP23 (Zm00001d006028).  Dashed line in B-D represents the 
peak time point for miR519 as shown in A.  Bar = SE. 
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Figure 8. RNA Processing of Selected UPR Genes. Expression profiles from the RNAseq 
analysis are shown for UPR genes in which at least one RNA isoform showed the greatest 
differential between two time points. Isoforms differed when one or more exons (or part of an 
exon) was missing. (A Left panel) Expression pattern of individual RNA isoforms for BIP2 
(Zm00001d014993). (A right panel) Gene models for the various isoforms for BIP2 taken from 
EnsemblPlants (https://plants.ensembl.org/index.html).  (B Left panel) Expression pattern of 
RNA isoforms for PDIL-1 (Zm00001d049099).  (B right panel) Gene models for the various 
isoforms for PDIL-1.  (C Left panel) Expression pattern of RNA isoforms for calreticulin 1a 
(Zm00001d049099).  (C right panel) Gene models for the various isoforms of calreticulin. 
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Figure 9. Autophagy and Cell Death. (A) Western blot of root proteins extracted at various 
times following treatment of maize seedlings with 5ug/ml TM, including a mock treatment at 
48 h.  Blots were probed with antibodies against ATG8.  (B)  Ratio of lipidated ATG8 vs free 
ATG8 at various times as assessed by Image J analysis (https://imagej.nih.gov) of Western 
blots as in A.  Mean values from three biological reps and two technical reps for the first 
biological rep are shown. Error bars = SE, n = 4.  (C) Maize seedlings were treated with TM as 
above for various times and then stained with the vital dye, Trypan blue. Bar = 10 mm (D) 
Root epidermal cells were examined in the light microscope and the number of stained vs 
unstained cells in 100 mm2 were plotted to determine the frequency of cell death.  Error bars = 
SE, n = 5. 
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Figure 10. Phases during Persistent ER Stress Involving Major Gene Expression and Cellular 
and Metabolic Events. 
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