In this paper, the radial basis function neural network (RBFNN) is used to generate a prospectivity map for undiscovered copper-rich (Cu) deposits in the Finnmark region, northern Norway. To generate the input data for RBFNN, geological and geophysical data, including up to 86 known mineral occurrences hosted in mafic host-rocks, were combined at different resolutions. Mineral occurrences were integrated into "deposit" and "non-deposit" training sets. Running RBFNN on different input vectors, with a k-fold cross-validation method, showed that increasing the number of iterations and radial basis functions resulted in: (1) a reduction of training mean squared error (MSE) down to 0.1, depending on the grid resolution, and (2) reaching correct classification rates of 0.9 and 0.6 for training and validation, respectively. The latter depends on: (1) the selection of "non-deposit" training data throughout the study area, (2) the scale at which data was acquired, and (3) the dissimilarity of input vectors. The "deposit" input data were correctly identified by the trained model (up to 83%) after proceeding to classification of non-training data. Up to 885 km 2 of the Finnmark region studied is favorable for Cu mineralization based on the resulting mineral prospectivity map. The prospectivity map can be used as a reconnaissance guide for future detailed ground surveys.
Introduction
Data-driven mineral exploration is a cost-effective alternative to exploration by drilling in the search for undiscovered mineral deposits. It requires the analysis of collections of spatial datasets including e.g., regional geology, geochemical and structural data, and airborne magnetics from a region of interest. The analysis can be made with the help of a Geographical Information System (GIS) and geo-computational techniques whereby a set of anomaly data are compared locally with known mineral occurrences. Regionally, this comparison allows us to determine a set of coinciding geoscience data favorable for mineralization, which can be used to highlight the mineral potential of other less explored regions, with similar data attributes. As these attributes are a direct response to some unusual data variations, distinct likelihoods of the probable presence of new findings can be estimated (favorability). The aim of this research is to demonstrate how these likelihoods can be determined for undiscovered Cu-rich mineral deposits (i.e., metallic ore occurrences with Cu as the major component) within the Finnmark region, northern Norway, using a radial basis function neural network (RBFNN), a type of artificial neural network (ANN) that can be employed for mineral prospectivity mapping (MPM) (e.g., [1] [2] [3] [4] ). MPM is a process whereby a set of geoscientific data (e.g., magnetic and geochemical anomalies, structural data and regional geology) are combined to produce a map which ranks areas according to their potential to host a deposit(s) of particular type(s) (e.g., [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ). The ranking derives from the combining of layers of geoscientific data with the help of GIS, which is usually based on some implicit weighting scheme that attempts to discover or learn to assign appropriate weights to the different data layers (see e.g., [7, 8, 12] ). The learned weights determine the importance of the layers for particular data attributes of mineral deposits or, in other terms, a degree of favorability of an area for mineralization. The favorability, sometimes interpreted as a probability (e.g., [12] ), is thus, a quantitative measure with low-to-high range of values that describes the likelihood that some areas contain mineral deposit(s).
RBFNN calculates favorability by interrogating and synthetizing spatial data through a network of interconnected computational units or mathematical functions [15, 16] . The network maps each input feature vector of a training set to its output target vector i.e., a vector of predicted conditions, being either barren or mineralized for the deposit type(s) considered. This way, the network can be trained to indicate the degree of similarity of unknown input vector (unseen during training) to a composite of known deposit vectors (one of each deposit type) used during training. As a result, RBFNN deduces knowledge by learning from samples of training data, and then, uses this knowledge for generalization beyond the training data. Both, the concept and application of RBFNN will be demonstrated in this study for base-metal prospectivity in Finnmark. A mineral prospectivity map will be produced to suggest where future exploration surveys could be conducted.
Radial Basis Function Neural Networks (RBFNN)
ANNs combine and weight information through computational units (the neurons) in a network consisting of input, hidden and output layers (Figure 1 ). Input signals (x 0 , x 1 , x 2 , . . . , x n ), that must be classified, are connected to and weighted by hidden neurons through "synaptic weights" (or "weights"), and the neurons' responses are called their "activation" values (see [17] for details). These values are calculated through non-linear activation functions by taking the weighted sum of their input and adding a bias: The set of weights describes the strength of connections between processing units among different layers of the network. A weight from unit A to unit B, that has greater magnitude, means that A has greater influence over the behavior of B, i.e., in increasing or decreasing the level of activation of B. ANNs are trained to optimize these weights so that input signals correspond to some degree to output predictions. The back-propagation method (see [18] ) is commonly employed for tuning the synaptic weights in ANNs to minimize the network output error on training examples. The error can be expressed as, e.g., the mean squared error (MSE):
where n is the number of predictions, y i the observed (target) value andŷ i the predicted value returned by the network. Here, the computer tries to increase or decrease each synaptic weight to see how it reduces MSE, with the purpose of reaching the lowest MSE given an optimal combination of synaptic weights. As the network outputsŷ depend on each individual weight in the input and/or hidden layer(s) of the ANN, the weights dictate the relevance of the input variables. The weights can be either be positive or negative. The increase or decrease of parameters value (weights and bias) is decided given the error gradient E, which is calculated for every parameter [17] :
with w jk , a given synaptic layer-to-layer weight considering that the two layers in question have j and k neurons, respectively, and b, the related bias. For each parameter, the derivative of E can be either positive or negative with respect to the error function (which increases or decreases, respectively); only the negative derivative is considered to minimize the error E. A weight can be updated as follow (the same is applied for b):
with w jk , the former synaptic weight from node j to node k,
∂E ∂w jk
, the weight increment, and α, the learning rate, i.e., a parameter controlling how much we are adjusting the weights of our network in order to minimize the network's error signal. The ability of the trained network to generalize to the prediction of new outputs is finally tested by applying the network to a set of test examples which had not been seen during training [17] . A three-layer ANN model, which consists of one hidden layer, processes data through a number of neurons by which mathematical functions map an input vector to respective output target vector. In a RBFNN, neurons of the hidden layer use the radial basis function (RBF) to process input data [15, 16] . RBF measures the average distance between all points of a N-dimensional feature vector x, and a center position v corresponding to a prototype vector taken from the training set. A width (or spread) parameter σ normalizes this distance measure, i.e., it determines the receptive field where all input data x equidistant from v yield the same value y [15, 16] . Given the output from the mth node of the hidden layer, RBF can be written as follow [16] :
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Here, as the distance between the input and prototype grows, the response falls off exponentially towards 0. The RBF neuron's response generates a bell curve (Gaussian shape) for which the height is controlled by the coefficient . The double bar notation indicates that we are taking the Euclidean distance between both vectors and , and squaring the result. The Euclidean distance between the two vectors allows to evaluate the similarity between an input vector and a prototype. Each RBF neuron will produce its largest response when the input vector respectively); only the negative derivative is considered to minimize the error E. A weight can be updated as follow (the same is applied for ):
Here, as the distance between the input and prototype grows, the response falls off exponentially towards 0. The RBF neuron's response generates a bell curve (Gaussian shape) for which the height is controlled by the coefficient . The double bar notation indicates that we are taking the Euclidean distance between both vectors and , and squaring the result. The Euclidean distance between the two vectors allows to evaluate the similarity between an input vector and a prototype. Each RBF neuron will produce its largest response when the input vector Here, as the distance between the input and prototype grows, the response y m falls off exponentially towards 0. The RBF neuron's response y m generates a bell curve (Gaussian shape) for which the height is controlled by the coefficient 1 2σ 2 . The double bar notation indicates that we are taking the Euclidean distance between both vectors x and v m , and squaring the result. The Euclidean distance between the two vectors allows to evaluate the similarity between an input vector and a prototype. Each RBF neuron will produce its largest response when the input vector corresponds to the prototype vector. Otherwise, neurons whose prototypes are far from the input vector in the Euclidean space will actually contribute very little to the prediction results. The weighted sum of outputs from RBF neurons corresponds to an output prediction. The output prediction from the jth node of the output layer is [15, 16] :
with m, the number of hidden nodes, u mj , the synaptic weight and b j , the bias. Training RBFNN involves determining (1) the number of RBFs (hidden neurons), (2) the center and spread parameters of RBFs, and (3) the synaptic weights for classification of all training vectors. During training, the output nodes will learn the weights u mj that minimize the network's prediction error E. In the network, each RBF will have some influence over the classification decision given by z j , according to the weights u mj .
Regional Geology and Mineralization
The study area, located within the Finnmark region, northern Norway, covers an area of about 44 thousand km 2 and extending for some about 400 km from west to east ( Figure 2 ). Associated bedrock geology (see [19] for an overview of regional geology) consists of (1) autochthonous Archean gneiss complexes (Jergul and Ráiseatnu) in addition to early Paleoproterozoic tectonic belts, the Kautokeino and Karasjok Greenstone Belts (KkGB and KjGB, respectively), overlain by (2) a succession of Neoproterozoic to Cambrian nappe complexes mostly made of metasedimentary units [20, 21] , some of which were intruded by numerous igneous mafic rocks (e.g., at the Seiland Igneous Province) [22] [23] [24] [25] in the Caledonides (Figure 2 ). The greenstone belts expose tectonically reworked sedimentary-volcanic successions made mainly of mafic volcanic rocks, and clastic sedimentary rocks and plutonic complexes formed between 2.5 and 1.8 Ga [26] [27] [28] [29] . KjGB is an east-dipping tectonic wedge unconformably bounded by the Archaean Jergul Gneiss Complex [30] . It hosts some important deposits, including placer gold and komatiites in volcano-sedimentary rocks, in addition to Ni-Cu-PGE deposits in ultramafic and mafic intrusions; several gold-hosted lithologies are also associated to copper deposits [31] . KkGB, on the other hand, consists of supracrustal metavolcanic rocks varying in composition from tholeiitic to komatiitic, and clastic metasedimentary units deposited during an early Paleoproterozoic rifting [32] ; the area is known to contain widespread gold-copper and copper mineralization [31] . Several tectonic windows in the Caledonian part of Finnmark represent apparent continuations of the Archean-Paleoproterozoic basement beneath the Caledonian nappes (e.g., [33] ) The Alta-Kvaenangen Tectonic Window (AKTW) (Figure 2 ), for example, contains diverse metamorphosed sedimentary rocks associated with abundant mafic extrusive and intrusive rocks dated 2-1.9 Ga [34] [35] [36] . Sedimentary and volcanic rocks in AKTW constitute the Raipas Supergroup, which includes the Kenvik formation [34] , a formation mainly composed of gabbro and mafic tuff and tuffite, but also massive and pillowed tholeiitic basalt [36] . Another example is the Repparfjord Tectonic Window (RTW), which is of Early Palaeoproterozoic age and consists predominantly of metavolcanic and metasedimentary rocks intruded by mafic and ultramafic intrusive rocks [37] . RTW can be subdivided in two groups, (1) the Holmvatn Group, made up by a sequence of various metalavas and tuffites of calc-alkaline affinity, and (2) the Nussir Group, consisting of tholeiitic metavolcanites deposited within a submarine rift [27, 33, 38] . Both, the AKTW and RTW are largely similar with respect to lithology, stratigraphy and age and, in addition, they host several volcanic-and sediment-hosted Cu deposits with epigenetic and syngenetic origin (e.g., [31, 39] ). Figure 2 . Geology of the studied area in Finnmark. The location of known Cu-rich deposits and other types of deposits are indicated in green and dark grey circles, respectively (see Table 1 for details). The dashed black lines delimit the northern Caledonian orogen from the southern Archean schist and gneiss complexes and Palaeoproterozoic sedimentary, volcanic and plutonic rocks (based on [19] Not only copper mineralization, but also several iron, chrome-nickel, uranium and gold deposits make up the metallogeny of the Finnmark region (see [40] ). For predictive mapping of favorable Cu mineralization, the present study involves an analysis of GIS data of Finnmark, which was acquired and distributed by the Geological Survey of Norway (NGU) (Datasets available online: http://www.ngu.no/en/topic/datasets). These data include (1) a geological map of the subject area at a scale of 1:250,000 (see [16] for details), (2) a compilation of airborne magnetic and radiometric data (U, K and Th) acquired between 1979 and 2015 (see [41] [42] [43] and references therein) (Figure 3 ) with diverse line spacing and flight altitudes (mostly 200 m spacing and 60 m altitude; see Figure A1 ), (3) the regional gravity field acquired based on measurements at gravity stations established by NGU with a minimum spacing of 800 m (Figure 4 ) (see [44] ) and (4) the coordinates of known mineral deposits (Table 1; Figure 2 ), notably several sulfidic Cu-rich occurrences, which are mainly hosted by mafic rocks. These occurrences were used to train the classifier, although no distinction was made among the different types of ore deposits (such as, e.g., porphyry or volcanogenic massive sulfide deposits) possibly associated with mafic host-rocks. Here, given the size of the training set used (see Section 4), we assume to develop a composite model that combines the statistical attributes of different deposit types. A normal modeling procedure would establish separate prediction models for the deposit types considered, but this may require diverse and a fairly large number of representative training data. 
Data Processing
Data pre-processing and integration in GIS were carried out using ArcGIS 10.3 (Esri, Redlands, CA, USA). Each data layer has been stored in regular grid networks (square grid) of 250 and 500 m cell sizes. This required (1) to grid-cell average radiometric, gravity and magnetic records, and (2) to take the major local lithology for each cell. Note that the choice of grid resolution was motivated given (1) the line spacing of aeromagnetic and radiometric surveys (50-250 m) and (2) the problem evoked about averaging data at the grid resolution used later on (see Section 6.1 and Figure A3 ), which avoid obtaining too high (or too low) spatial variability in mineral favorability. The grids were overlaid to create a unique conditions grid where unique overlay conditions are considered as n-dimensional (n = number of data layers) input vectors for RBFNN. Training RBFNN requires two sets of points: one that defines the presence of the condition to be predicted (i.e., the presence of a Cu-rich mineral occurrence(s)) and a second that defines the absence of this condition (i.e., locations where Cu mineralization is known to not occur); given the first and latter conditions, a particular input vector, representing a unique overlay condition (or data attributes) of the studied terrain, can be categorized as "deposit" or "non-deposit", respectively, although the notion of "non-deposit" has no geological meaning.
Depending on grid resolution, 86-115 "deposit" input vectors are associated to mafic host-rocks in the Finnmark region analyzed. This is little compared with the 177,077-690,953 remaining vectors categorized "non-deposit". For this reason, the size of the training set was limited by the number of known deposits to avoid preference learning by the model over the more numerous "non-deposit" vectors representations. In this regard, selecting truly barren grid cells is a difficult exercise because one might not certify whether a particular location without known deposit(s) contains or not the deposit type sought. A suitable solution is to consider locations with mineral deposits that are (1) not of interest for prospectivity (i.e., not Cu-rich; see Table 1 ), (2) nor consistent with favorable lithostratigraphic units (i.e., mafic rocks in this study) as barren grid cells. Correspondingly, a number of these grid cells, approximately equal to the number of deposit vectors, is selected homogeneously for each rock type (among those presented in Figure 2 ). Note that several training vectors (deposits or non-deposits) may have the same unique condition (i.e., unique combinations of attributes; see Figure A2 ) especially if e.g., most of the non-deposit grid cells are located in the same neighborhood; this can bias the training performance of the model. To handle this issue, the cosine similarity measure, cos(θ), is applied among the deposit and non-deposit input vectors so that only one condition is kept for each training data. The cosine similarity is written as follows:
where v 1i and v 2i are components of vectors v 1 and v 2 , respectively. After analysis, it was decided to consider training data with an average dissimilarity value higher than 0.3. Resulting number of deposit input vectors was refined to 67-87. A common procedure to estimate a model's generalization error is to subdivide the training set into training, validation and testing data sets; the latter is used to evaluate the classifier (see Section 5) while the validation set evaluates the network prediction performance during training to avoid the effect of preferential sampling (see "early stopping" in Section 5.1). Given the modest size of the training set used in this work (134-174 vectors), only the training and validation sets are used; they represent 70% and 30% of the original training set, respectively, assuming that vectors labeled "deposit" and "non-deposit" are homogeneously distributed between the two data sets. To obtain the lowest generalization error, a k-fold cross-validation method (see e.g., [10] ) was applied. This method subdivides the training set into k subsets of approximately equal size. Then, the network is trained k times, each time leaving out one of the subsets from training, which in turn is used to monitor (validate) the network parameters and the prediction error.
Network Implementation
The network was implemented using Python and Tensorflow, a library that can be used to create models released by Google. The implementation required three main steps: (1) developing the RBFNN architecture with a number of RBFs, (2) training the network with an adequate learning rate, and (3) evaluating the predictive performance of the model with appropriate metrics. Prior to being sent as inputs to the network, non-lithologic data are normalized by standard deviation to make all units roughly comparable to each other. Output variable of the analysis is expressed in binary form with respect to the "deposit" and "non-deposit" conditions.
Architecture and Training Phase
Selecting a number of RBF is critical as it affects the quality of predictions (e.g., [4, 13] ). The predictive accuracy and cost function error of the network were estimated iteratively using various numbers of RBFs. Related prototypes were randomly selected from the training set by assuming an equal number of vectors labeled "deposit" and "non-deposit" for training. The training was done using the back-propagation method for the error optimization task, considering a learning rate of 0.5. The learning rate value was decided based on MSE, which was calculated after successive training tests. Training was stopped after a number of training cycles when the minimum error is reached during validation; a cycle of training is reached once all the training data have been used by the network.
For the classification task, the softmax activation function [45] was used to calculate the probability σ of an output z j (see Section 2) to belong to a given class, either "deposit" or "non-deposit":
The training procedure has been repeated multiple times to capture the highest average performance over samples taken from the training set. To avoid overfitting, the regularization term L2-norm, written λ 2 || → w || 2 , was added to the error function to maintain all the weights homogeneously small; λ defines how much the coefficients are penalized, i.e., if λ is large, these coefficients are penalized significantly [46] . Note that overfitting is the use of network models that do not generalize well on unseen data (validation or testing data). With an overfitted model, the calculated error on the training set can be very small, but when new data is presented to the network, the error is large. Standard techniques, other than regularization, exist for preventing overfitting such as "early stopping" [17] , where training is stopped before overfitting begins to occur by monitoring the error rate estimate of the trained model on validation data. This approach was used in this study to determine when to stop training.
The entire dataset, including unseen data, was finally presented to the trained network to calculate the probability whether grid cell contains the deposit type sought or not. Note that according to the output variables selected for the study, namely "deposit" and "non-deposit", grid cells with known Cu-rich deposits have a value of 1 while the non-deposit sites have value of 0. Thus, from the model's perspective, we calculate the probability of having 1 or 0 for every grid cell. For simplicity, these probability values will be rescaled between −1 and 1 (i.e., an input vector is less and more likely to be categorized "deposit", respectively), which are described as favorability values. It will be decided further on a minimum value of favorability (threshold) to categorize a grid cell as "deposit", considering the estimated favorability of training and validation data.
Metrics
Evaluating the classification performances of an ANN requires informative metrics to test capabilities of classification algorithms in detecting true and false positives (e.g., the proportion of true and false deposit input vectors, respectively) and negatives (e.g., the proportion of true and false non-deposit input vectors, respectively) [47] . The receiver operating characteristic curve (ROC) [9] is an example of metric where the true positive rate (TPR) is plotted against the false positive rate (FPR) ( Figure 5 ). Both are expressed as follows:
with TN, TP, FN, FP as true negatives, true positives, false negatives and false positives, respectively. The area under the ROC curve (AUC) is a common measure of neural network performance. AUC can have values from 0 to 1. The closer AUC is to 1, i.e., with 1 for TPR and 0 for FPR, the more accurate is the classification (Figure 5 ). Prediction results with an AUC of 0, however, are completely incorrect. The lower limit of ROC curve area is 0.5; it is called the chance diagonal. 
Results and Discussion

Training and Validation
As previously said, both the number of training cycles (iterations) and RBFs influence the training prediction results (e.g., [4, 13] ). These parameters must be adjusted, not only to select a model, but to avoid overfitting. As shown in Figure 6a , e.g., for a grid of 500 m resolution, MSE was optimized on the training and validation feature vectors by increasing the number of iterations; MSE reached 0.13 and 0.24, respectively, and remained at these levels after 50 iterations. AUC, on the other hand, stabilizes at 0.90 and 0.65 after 500 iterations for training and validation, respectively (Figure 6b ). The range of output values for a model trained with 500 iterations is −0.73-0.73. The simplest form of network that generated the smallest generalization error was with 90 radial basis functions (i.e., 0.15 and 0.20 for training and validation, respectively; Figure 7a ). Although adding more hidden neurons increases the learning performance, it does not improve the prediction results (as shown by the validation curve on Figure 7b ). A summary of training and validation performance for different grid resolutions is shown in Table 2 . (Table 2 ) calculated for different grid resolutions are quite similar to one another and generally close enough to 1. However, the model performance on validation data is lower (0.6), which diagnoses either potential overfitting or a model too complicated to generalize. The second option is preferred as several techniques were applied to reduce overfitting in this research (cross-validation, regularization, early stopping and cosine similarity; Sections 4 and 5.1) and because the difference of MSE between the training and validation sets (Table 2) is not large. Rather, peculiar attributes of input data were not depicted by the model and/or there is no sufficient dissimilarity between deposit and non-deposit input vectors. The latter can be inherent to e.g., (1) the use of small-sized grid cells compared to data with coarse spatial resolution, notably the measured regional gravity field derives from widely spaced gravity stations (Figure 4 ), (2) sampled deposit and non-deposit locations (Figure 2) , and related multivariate spatial data signatures, which do not match as much the "true" population of target data (deposit and non-deposit vectors), and/or (3) with regard to the second point, the dataset used in this study (geoscience and/or target data) is quite limited for predictive modelling. In addition, data are averaged at the grid resolution used, which may decorrelate the real "ground-truth" (mineral) data with former related geophysical signals (see examples in Figure A3 ). Some modelling procedures, other than those applied in this study, may be applied to change the model's predictive capabilities e.g., by selecting a coherent training set, i.e., deposit and non-deposit vectors having strongly similar characteristics (as shown by [48] ), or using one deposit vector at a time in the learning procedure to identify similar deposit locations and assembling the prediction scores of the deposit locations into a two-dimensional prediction matrix (as shown by [49] ); here, it can also be suggested to combine with other techniques limiting overfitting such as ensemble learners, (e.g., Random Forest). Figure 8 presents the predictive map of Cu mineralization using the classification results obtained from training on 500 iterations. Areas are considered with high potential for Cu mineralization where the favorability of such mineralization is equal to or higher than the favorability obtained for "deposit" training and validation data, which was evaluated to be 0.5 (threshold). On the predictive map, areas having the highest favorability of Cu mineralization are constrained where favorable lithologies (mafic rocks) are specified geographically (see Figure 2 ). In addition, there is no representational similarity between the prospectivity map calculated and non-lithological input layers (Figures 3  and 4) . The absence of representational similarity suggests that none of the non-lithological data layers presents a major influence on the calculated favorability and, thus, the model behaves well within the range of study i.e., a generalization seems possible. These areas are located around most known Cu-rich occurrences (up to 83%), which were here adequately detected by the model (although some discrepancies can be noticed). Other areas, such as in zones A, B and C (Figure 8 ), indicate high favorability for Cu mineral resources, which suggest additional potential targets for further exploration. Out of the 250 and 500 m resolution grids, 1.5-2% of the grid extent is favorable for Cu mineralization considering the above-mentioned threshold. Here, decreasing the cell size increases the overall extent of favorable area. An intuitive explanation is as more known deposits with unique conditions are used from the 250-m resolution grid for training the model (see Figure A3) , the model learns more unique conditions (or data attributes) in return, which increases the prediction possibilities. It is worthwhile to note that the spatial extent of known deposits is not documented, and as such, the choice of grid resolution and the expected number of deposit(s) within a favorable grid cell, is debatable. The area occupying up to 2% of the studied region (885 km 2 ) corresponds to a high-potential zone for future mineral exploration. Note, however, that similarities can be identified between deposit and non-deposit training data ( Figure A2 ), which brings redundant information to the training phase. This may decrease the model performance, and, for this reason, a number of target sites not regarded as favorable on Figure 8 could plausibly be of interest.
Classification and Limitations
Conclusions
Initial results of this study demonstrated that RBFNN is a feasible approach for integrating geological variables when conducting mineral prospectivity mapping. The model selection was carried out using a k-fold cross-validation method and subsequent analysis of classification errors during validation. The end-product of predictions was a map depicting up to 885 km 2 of high favorability areas. Although spatial distribution of high favorability zones is consistent with locations, of known mineralized sites, the difference between training and validation AUC (0.9 and 0.6, respectively) suggests that training data vectors do not hold all information to distinguish most known Cu-rich deposits in the studied Finnmark region. Selecting non-deposit data prior to training, in particular, may contribute to bias the RBFNN analysis. For these reasons, additional data (e.g., structural data and geochemical soil anomalies) should be considered to improve prospectivity mapping and/or new data analysis techniques should help selecting adequate training data. Another result of this study is that the resolution of data analysis generates gain or loss of information, which influences the model performance. More research on data integration procedures and how to evaluate integrated data may be critical to solve such issues.
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Appendix A
Aeromagnetic and radiometric surveys carried out in the study area. 
