ABSTRACT
Recently, we have developed a system, named ASIAN (Automatic System for Inferring A Network), to infer a network from a large amount of data. The system was the first application of graphical Gaussian modeling (GGM) to gene expression profiles on a genomic scale, by the combination of hierarchical clustering (Horimoto and Toh, 2001; Toh and Horimoto, 2002a) . The feasibility of the system was validated by its application to several data sets of gene expression profiles (Toh and Horimoto, 2002b; Aburatani et al., 2003) .
The system is composed of four parts: the calculation of a correlation coefficient matrix for the raw data, the hierarchical clustering, the estimation of cluster boundaries and the application of GGM to the clusters. In the GGM, a network is inferred by the calculation of a partial correlation coefficient matrix from the correlation coefficient matrix (Whittaker, 1990) . The partial correlation coefficient matrix can only * To whom correspondence should be addressed. be obtained if the correlation coefficient matrix is regular. Since the gene expression profiles on a genomic scale often include many profiles sharing similar expression patterns, the correlation coefficient matrix is not always regular. Therefore, the first three parts are prerequisites to analyze the redundant data, including many similar patterns of expression profiles, by the last part, the network inference by the GGM. In the previous version of the system (Toh and Horimoto, 2002b) , the four programs were performed sequentially in the above order, as dictated by the command lines on a UNIX machine. Here, we present a website (http://eureka.ims.u-tokyo.ac.jp/asian) for enhanced utilization of the ASIAN system. In the ASIAN website, the user can analyze a wider range of data, especially data including redundant information.
An overview of the ASIAN website is shown in Figure 1 . To use the ASIAN website, the user first uploads the raw data from the user's machine. Then, the user inputs some parameters in the four steps and the user's e-mail address. Immediately after receiving the user's data, the ASIAN system successively performs the four steps. Concomitantly, the machine sends the user an ID number and the details of the input data by e-mail. When the analyses are completed, the user is informed by e-mail. The user can view the results analyzed on the website, with security by the ID number and the e-mail address.
Apart from the high-throughput network inference by ASIAN, the user can start flexibly from each part of ASIAN: the calculation of a correlation coefficient, the hierarchical clustering, the automatic estimation of cluster number and the network inference. Thus, the present ASIAN website is also responsible for various statistical analyses in the user's interests as well as the network inference. The details of the options in each part are described below.
Calculation of correlation coefficient [CC]

Hierarchical clustering Estimation of cluster number
Network inference by GGM In the calculation of the correlation coefficient matrix, the user can select one type of correlation coefficient from three different types: the Pearson's correlation coefficient, which is a representative correlation coefficient for the continuous variable; the Kendall's rank correlation coefficient, which is a representative correlation coefficient for the categorical variable; and the Eisen's correlation coefficient for the gene expression profile data (Eisen et al., 1998) .
In the hierarchical clustering, the user defines a pair of metric and clustering techniques. Since the metrics and the techniques in the clustering depend on the user's data and interests (Anderberg, 1973; Gordon, 1981) , the user can select one metric and technique pair from three metrics and seven techniques, respectively. The three metrics, representing the Euclidian distance between a pair of objects, the Euclidian distance between correlation coefficients, and Eisen's distance, especially for gene expression analyses (Eisen et al., 1998) , are available in the present version of ASIAN. Based on one of the metrics, the objects are subjected to the clustering analysis by one of the seven techniques: Single Linkage (Nearest Neighbor), Complete Linkage (Furthest Neighbor), UPGMA (Unweighted Pair Group Method using Arithmetic average), UPGMC (Unweighted Pair Group Method using Centroid average), WPGMA (Weighted Pair Group Method using Arithmetic average), WPGMC (Weighted Pair Group Method using Centroid average) and Ward's Method.
In the cluster number estimation, the variance inflation factor (VIF) is utilized as a measure for the degree of separation between the clusters. Empirically, 10.0 is used as a cut-off value of VIF in various statistical analyses (Freund and Wilson, 1998) , and the cluster numbers estimated by the empirical value are quite consistent with the previous numbers, by the visual inspection and the consideration of biological function in the expression profile analyses (Horimoto and Toh, 2001; Aburatani et al., 2003) . Although the default value of VIF is set at 10.0, the user can set any VIF value in this system.
In the network inference by GGM, the user can set the significance probability for the deviance in the covariance selection (Dempster, 1972) ; the default value is set to 0.05. In particular, the network inferred by the present ASIAN system can be depicted by a graph of edges and nodes (see examples in Figure 2 ). In the default graph, the nodes that indicate the clusters are connected by the edges, if the partial correlation coefficient between the corresponding clusters is estimated as non-zero by GGM. Furthermore, the positive and negative partial correlation coefficients are discriminated by the green solid and red broken lines in the graph, respectively. To facilitate the interpretation of the network, especially of a complex network with many edges and nodes, the user can set a threshold of the partial correlation coefficient for visualizing the edges. When the partial correlation coefficient between the clusters is larger than a threshold defined by the user, the nodes are connected by the edges between the corresponding clusters.
We performed a benchmark test for the computational time: the expression data of 2467 genes measured under 79 conditions (Eisen et al., 1998) were analyzed with a Eisen et al. (1998) (left side) and the modified graph from the default graph by a threshold for the partial correlation coefficient (>|0.3|) (right side). The member genes in each cluster (cluster 23 in the figure) can also be shown by clicking the corresponding cluster region on the image. machine with 4 CPUs of 900 MHz UltraSPARC III Cu and a memory of 16 GB, under the Solaris8 operating system; as a result, the computational time was 20 min and 0.1 s. In addition, the machine memory is automatically allocated for the calculation in the present system; the largest amount of data successfully analyzed in the preset machine was the profiles of 36 825 human genes measured under 178 conditions (Murray et al., 2004;  http://microarraypubs.stanford.edu/human_stress/). Thus, the performance of the present ASIAN system is promising to investigate the network between clusters from a large amount of data, with a reasonable computational time.
In summary, ASIAN is a novel website that was systematically designed to estimate a network from a large amount of redundant data with high computational performance, in addition to providing visualization of the inferred network. Although some applications of GGM that followed our first application exist (Wang et al., 2003; Wu et al., 2003) , our website is one of the sites useful in analyzing large amounts of data on a genomic scale, especially gene expression profiles.
