Abstract-Quantitative ultrasonic techniques using backscatter coefficients (BSCs) may fail to produce physically meaningful estimates of effective scatterer diameter (ESD) when the analysis media contains scatterers of different sizes. In this work, three different estimator algorithms were used to produce estimates of ESD. The performance of the three estimators was compared over different frequency bands using simulations and experiments with physical phantoms. All esti- 
I. Introduction T he backscatter coefficient (bsc) is a fundamental ultrasonic property of a tissue material and is often linked to subwavelength variations of tissue properties. several theoretical frameworks for experimentally estimating bscs have been proposed in the past [1] - [6] . For tissue characterization tasks, however, it is usually desired to reduce the information contained in bsc estimates as a function of frequency into a few quantitative markers of tissue microstructure. one approach is to perform a parametric fit of bsc estimates over a frequency range to a model in order to estimate the effective scatterer diameter (Esd) of a microstructural scattering unit [7] - [9] . The Esd corresponds to the characteristic size of individual scatterers and to the correlation length of acoustic impedance variations for discrete and continuous scattering models, respectively.
Typically, Esd estimates are obtained assuming that a size distribution can be described by a single scatterer size representing the volume-weighted mean of the distribution. However, using traditional Esd estimators, it has been observed that Esd estimates may not correspond to the size of actual physical structures when the analysis medium contains scatterers whose sizes follow a continuous probability distribution function (pdF) [10] . In particular, it was found through simulations and experiments that for sufficiently high analysis frequencies, Esd estimates obtained using a fluid sphere model depended only on the center frequency of the analysis band when analyzing samples with inhomogeneous scatterer sizes.
although this behavior was related to the loss of correlation between estimated bscs and single-size scattering models, the actual role of the Esd estimator algorithm on the frequency dependence of Esd estimates was not studied.
In this work, three different Esd estimators were examined to assess their impact on the meaningful convergence of Esd estimates from distributions of scatterers. The performances of these estimators were quantified through simulations and experiments.
II. methods

A. BSC Estimates
When ultrasound is scattered by an ensemble of υ scatterers per unit of volume distributed spatially at random in an otherwise homogeneous fluid medium, and neglecting multiple and coherent scattering effects, the theoretical bsc η(k) th can be expressed as where p(a) is the sphere radius pdF, i.e., the probability that the sphere radius takes the value a; k is the acoustic wave number; and σ (k, a) is the backscatter cross section of the individual scatterer of radius a. In this work, σ (k, a) was modeled considering the scatterers to be homogeneous fluid spheres under weak scattering assumptions [11] , i.e.,
where γ κ = (κ − κ 0 )/κ 0 and γ ρ = (ρ − ρ 0 )/ρ are the fractional changes in compressibility κ and density ρ, respectively. It should be stressed that these expressions are valid only for the case of low scatterer concentration (see further discussion in section IV).
B. ESD Estimator Algorithms
In this work, three approaches for obtaining Esd estimates from estimated bscs η(k) were studied. all estimators provide Esd values by solving optimization problems of the form
Err ,
where the wavenumbers k i correspond to a frequency band centered around a frequency f 0 with Δf % useable fractional bandwidth, and N is the number of frequencies in the analysis band at which η is estimated. Each estimator uses a different combination of fitting model η fit (k, a) and optimization cost function Δ j , j = 1, 2, 3.
1) Estimator 1:
The first estimator uses a fitting model equal to a scaled version of the scattering model, i.e., η fit (k, a) = β (a)σ (k, a). This model is based on the assumption that the population of scatterers has a very narrow size distribution [i.e., p(a) ≈ δ(a − Esd/2) in (1)]. The optimization strategy consisted of minimizing the variance of the log-ratio between η(k) and η fit (k, a) [9] , [11] , [12] . This estimator was used to obtain Esd estimates in the previous study in [10] . The optimization cost function can be alternatively written as
From (3) and (5), the value of β (a) for a fixed a is given by
2) Estimator 2: The second estimator is also based on the fitting model η fit (k, a) = β (a)σ (k, a). The optimization strategy consisted of minimizing the mean square error between η(k) and η fit (k, a) [13] 
From (3) and (7), the value of β (a) for a fixed a is given by
.
3) Estimator 3:
The presence of scatterer size distributions causes η(k) to deviate from the simple model η fit (k, a) used in estimators 1 and 2. an example is shown in Fig. 1 , where simulated bscs were calculated using (1) with γ κ = −0.22, γ ρ = 0.22, and υ = 8.8 scatterers/mm 3 . It can be observed that the scatterer size distribution resulted in blurring of the bsc nulls when compared with the singlesize distribution, a fact that has been documented in the past [14] .
In an effort to account for the bsc null blurring effect, the third estimator uses a slightly modified fitting model that considers a general linear transformation of the scattering model, i.e., η fit (k, a) = β (a)σ (k, a) + γ (a). The optimization strategy consisted of minimizing the mean square error between η and η fit ,
subject to β (a) ≥ 0. From (3) and (9) , the values of β (a) and γ (a) for a fixed a can be calculated using lagrange multipliers, which results in
( , 
For both simulations and experiments and for all estimators, (3) was solved by performing an exhaustive search in the range between 1 and 250 μm with a step size of 0.5 μm.
C. Simulations
simulations were performed by directly synthesizing in frequency domain bscs corresponding to distributions of spherical targets of different sizes using (1) and (2) . arbitrary υ values were used as the scatterer concentration only increases the bsc amplitude using this simulation method. In contrast, the relative concentrations of scatterers of different sizes [i.e., the scatterer size distributions p(a)] affect the frequency dependence of the synthetic bscs and, therefore, the output of the Esd estimators. as in [10] , two scatterer size distribution pdF types, i.e., uniform and inverse cubic, were used in the simulations. as explained in [10] , the rationale behind the inverse cubic distribution was that the number of spheres of radius a that could be fit into a fixed volume V decreases as 1/a 3 . Esd estimates at different center frequencies ( f 0 ) between 1 and 40 mHz were obtained by analyzing the synthetic bscs between f min = (1 − Δf /100) f 0 and f max = (1 + Δf /100) f 0 with fractional bandwidths Δf % of 70% and 100%. For both pdF types, four different ranges of scatterer diameters were used in the simulations: [25, 100] , [25, 50] , [50, 100] , and [50, 75] μm. all three estimators described in section II-b were used to obtain Esd estimates from the synthetic bscs. It must be stressed that this simulation method produces data without a random coherent spectrum component or additive noise. Therefore, this choice reduces the complexity of the analysis of the results by eliminating sources of variance but is suitable only to assess the best achievable performance of the estimators.
D. Experiments
Experiments were conducted using the phantoms presented in [10] . specifically, bscs were estimated from two gelatin phantoms with sephadex (sephadex G-25 Fine, GE Healthcare, Waukesha, WI) sphere inclusions. both phantoms had a scatterer concentration that corresponded approximately to a volume fraction of 0.39%, which ensures the validity of the model in section II-a and is comparable to the concentration in other phantom-based studies [15] . The scatterer size distributions were experimentally estimated from optical microscopy images and are presented in the top row of Fig. 2 . bscs were estimated using the method reported in [6] for diffraction correction and the method proposed in [16] for attenuation compensation. Experimental bsc estimates were obtained using four different focused transducers with nominal center frequencies of 5, 7.5, 10, and 13 mHz. The properties of the transducers used for the experiments are given in Table I . The analysis frequency bands for all transducers were selected such that Δf % = 85%.
For each transducer/phantom combination, a total of 441 scan lines were obtained by translating a transducer over an area of 4 cm 2 . Two strategies were employed to process the data using all three estimators. First, to experimentally validate the trends observed in simulations, the 441 lines were used to obtain a single bsc estimate from which a single Esd value was computed. second, to assess the precision of each estimator, the 441 lines were split into 21 groups of 21 lines. Esd estimates were obtained from the bscs derived from each group, and the statistics of the resulting 21 Esd estimates were computed. For all cases, an analysis fractional bandwidth of 85% was chosen.
III. results
A. Simulations
The estimated Esds are presented in Figs. 3 and 4 when analyzing synthetic data corresponding to uniform and inverse cubic scatterer size pdFs, respectively. Two horizontal dotted lines have been included in the Esd versus f 0 plots to indicate the lower and upper bounds of scatterer sizes present in the synthetic analysis media.
From the figures, it can be observed that the Esd versus f 0 curves had different behaviors for all different estimators. Estimator 1 produced smooth, continuous Esd curves which were inversely dependent on f 0 for sufficiently high analysis frequencies, as described in [10] . convergence of estimator 1 was not significantly different when using 70% and 100% fractional bandwidths. as the frequency f 0 increased, estimator 1 produced estimates of Esd that were outside of the range of scatterer sizes actually present.
Estimator 2 had good agreement with estimator 1 for all simulations at sufficiently low f 0 values. more importantly, for all cases, estimator 2 provided Esd estimates that fell within the underlying scatterer size range up to and beyond the f 0 values for which estimator 1 provided Esd estimates within the range of underlying scatterer sizes. However, for sufficiently high f 0 values the Esd estimates fell outside the range of actual scatterer sizes used to simulate bsc data and overlapped with the Esds obtained using estimator 1. The transition to the large f 0 asymptotic behavior was abrupt and discontinuous in several cases. The results suggest estimator 2 converges for larger f 0 ranges than estimator 1 when using a sufficiently broad analysis band, as evidenced by the reduced convergence range when using 70% fractional bandwidth instead of 100%.
Estimator 3 had good agreement with estimator 2 for low to moderate f 0 values. more importantly, in all cases with 100% fractional bandwidth, estimator 3 successfully produced Esd estimates that fell within the actual scatterer size ranges used in the simulations for all f 0 values. However, and similar to the case of estimator 2, convergence was compromised for some cases when using a 70% fractional bandwidth, as evidenced by the first and last columns of Fig. 4 .
B. Experiments 1) Estimates From BSCs Derived From Full Data Set:
Esd estimates obtained using the first and second experimental phantoms are presented in Figs. 5 and 6, respectively. The theoretical Esd versus analysis frequency curves obtained by using (1) to produce synthetic bsc estimates using the pdFs reported in Fig. 2 are also shown for comparison. Two horizontal dotted lines have been included in the Esd versus analysis frequency plots to indicate the lower and upper bounds of sephadex sphere sizes present in the corresponding experimental phantoms.
In general, very good agreement was found between the expected and experimental Esd estimates using all three estimation algorithms. The results with phantom 1 in Fig.  5 show the same trend observed in the simulations, i.e., estimators 3 and 2 were the most and second to most likely ones to produce physically meaningful Esd estimates, respectively. The results with phantom 2 in Fig. 6 further demonstrate experimentally the convergence of both estimators 1 and 2 to the asymptotic curves characterized in [10] and the successful avoidance of such asymptotic convergence when using estimator 3.
2) Estimates From BSCs Derived From Split Data Set:
The results obtained when processing bscs derived from the split data sets are shown in Tables II and III . For all cases, the mean and standard deviation of the 21 estimated Esd values were calculated. The calculation was repeated after removing the six more significant outliers . Experimental and theoretical effective scatterer diameter (Esd) estimates as a function of frequency f 0 corresponding to the second sephadex sphere phantom using Esd estimation methods (left) 1, (center) 2, and (right) 3. The theoretical curve was generated using backscatter coefficient (bsc) portions with 85% fractional bandwidth derived using (1) and the sphere diameter distribution reported in Fig. 2 as inputs to the estimators. away from the median value per each set of 21 Esd estimates. It can be observed that there is very good agreement between the full data set results and the split data set results after outlier removal. Without outlier removal, estimator 1 still produced fairly precise Esd values (i.e., coefficient of variation less than 4% for all cases) whereas estimators 2 and 3 were capable of producing imprecise results (i.e., coefficients of variation between 20% and 60%) especially for larger ka values (i.e., the 13-mHz transducer data set).
IV. discussion
In this work, Esd estimates were obtained, through both simulations and experiments, from media consisting of spatially random distributions of spheres of different sizes embedded in an otherwise homogeneous background. The results obtained in this work support the hypothesis from [10] that using a single-size scatterer model may yield nonmeaningful Esd estimates, i.e., the Esd estimates may not correspond to the size of actual particles in the analysis medium. However, the results presented here also suggest the estimator algorithm has a large role in the proper convergence of Esd estimates even if a single-size scatterer model is used.
A. Analysis of Error Curves
The simulation and experimental results suggest that, in general, estimator 2 was able to produce Esd estimates that corresponded to the size of actual structures present in the analysis media for a larger frequency range than estimator 1. also in general, estimator 3 produced meaningful Esd estimates for a broader range of f 0 values than estimator 2. Insight into the convergence of the estimators can be obtained from the analysis of their corresponding error functions.
1) Estimator 1:
For illustration, the Err 1 (η(k), a) curves corresponding to the experimental sephadex phantoms are shown in Fig. 7 . The Err 1 (η(k), a) curves exhibited a global and several local minima. The global minimum of each curve always corresponded with the minimum associated with the lowest a value. In fact, the Err 1 (η(k), a) value at the global minimum was always markedly lower than the local minima regardless of f 0 .
To better understand the convergence of estimator 1, Δ 1 (η(k), a, k) curves corresponding to the first sephadex phantom are presented in Fig. 8 . In particular, the curves were obtained using the 13-mHz transducer data and two values of the assumed scatterer radius a. The first chosen scatterer diameter value, 2a = 42.5 μm, minimized the expression in (5) but did not correspond to an actual sphere size present in the phantom. The second scatterer diameter value, 2a = 85.5 μm, minimized the expression in (9) and is contained within the range of sphere sizes present in the phantom.
It can be observed in Fig. 8(b) that the large error when fitting η(k) and σ (k, 85.5/2 μm) is mainly due to the very large value of Δ 1 (η(k), 42.5/2 μm, k) in the vi- Fig. 6 . Experimental and theoretical effective scatterer diameter (Esd) estimates as a function of frequency f 0 corresponding to the second sephadex sphere phantom using Esd estimation methods (left) 1, (center) 2, and (right) 3. The theoretical curve was generated using backscatter coefficient (bsc) portions with 85% fractional bandwidth derived using (1) and the sphere diameter distribution reported in Fig. 2 as inputs cinity of 12.6 mHz. From (5) and Fig. 8(a) , this is because σ (k, 85.5/2 μm) has a null at that frequency, whereas η(k) does not. In contrast, the absence of a null in σ (k, 42.5/2 μm) resulted in moderate values of Δ 1 (η(k), 42.5/2 μm, k) and an overall lower Err 1 (η(k), a) value. as described in section II-b-3, bscs corresponding to continuous scatterer size distributions tend not to exhibit the characteristic nulls of bscs from single-sized scatterers. The nulls of σ (k, a) in (2) are very narrowband and their locations have a linear dependence with a. as a consequence, and as a result of the integral operator in (1), it is expected that η(k) will exhibit local minima that do not reach zero in the presence of a continuous distribution of sphere diameters. Therefore, the error metric in (5) becomes ill-conditioned at frequencies where σ (k, a) exhibits nulls, which results in divergence of estimator 1.
2) Estimator 2:
as in section IV-a-1, the Err 2 (η(k), a) curves corresponding to the experimental sephadex phantoms are shown in Fig. 9 . of particular interest are the Err 2 (η(k), a) curves associated with the 13-mHz transducer, which exhibited several local minima. Unlike the case of estimator 1, several minima of the error function had comparable amplitudes. as the analysis center frequency keeps increasing, a local minimum may abruptly overcome the minimum corresponding to a physically meaningful solution. This results in discontinuities in the Esd versus f 0 curves, a not necessarily evident, but significant, effect observed in several instances in this study, such as the simulation results in Fig. 3. as in section IV-a-1, the Δ 2 (η(k), a, k) curves corresponding to the 13-mHz transducer data obtained from the first sephadex phantom are presented in Fig. 10 for 2a = 42.5 μm and 2a = 85.5 μm.
It can be observed in Fig. 10 that the fitted bscs corresponding to both 2a = 42.5 μm and 2a = 85.5 μm properly matched the experimental bsc only over certain portions of the analysis band. The bsc corresponding to 2a = 42.5 μm was a reasonably good fit only for frequencies above 10 mHz. on the other hand, the bsc corresponding to 2a = 85.5 μm was a good fit to the experimental bsc only below 10 mHz and between 15 and 19 mHz. The rest of the analysis band corresponded to the vicinity of the nulls of σ (k, 85.5/2 μm) which could not reproduce the nonzero minima of η(k). as a result, the overall Err 2 (η(k), a) values for both radii were very close (i.e., 0.123 for 2a = 42.5 μm versus 0.153 for 2a = 85.5 μm) despite the fact that the sine-like behavior of the experimental bsc curve was better described by the fitted bsc corresponding to 2a = 85.5 μm.
as in the case of estimator 1, estimator 2 is limited by its inability to describe nonzero minima of η(k) when using a single-size model. The reduced sensitivity to zeros in σ (k, a) of the expression in (7) instead of (5) is the main factor that helps in extending the convergence region of estimator 2 over estimator 1. 3) Estimator 3: The Err 3 (η(k), a) curves corresponding to the experimental sephadex phantoms are shown in Fig.  11 , as in sections IV-a-1 and IV-a-2. It can be observed that, unlike the case of estimator 2, there is a better distinction between the global minima and the eventual local minima in the error curves.
as in sections IV-a-1 and IV-a-2, the Δ 3 (η(k), a, k) curves corresponding to the 13-mHz transducer data from the first sephadex phantom are presented in Fig. 12 for 2a = 42.5 μm and 2a = 85.5 μm. as expected from the use of a more general model, the mean square errors were lower than the errors corresponding to estimator 2 (i.e., 0.053 for 2a = 42.5 μm and 0.021 for 2a = 85.5 μm). The constraint β (a) ≥ 0 forced β (42.5 μm/2) = 0 which resulted in η fit (k, 42.5 μm/2) being a horizontal line. Further, the introduction of the intercept γ (a) ameliorated the poor fit between the nulls of σ (k, 85.5 μm/2) and the minima of η(k) and resulted in improved convergence in this case.
For clarification, it must be stated that it is not suggested here that estimator 3 is guaranteed to converge regardless of the underlying scatterer size distribution. In fact, some results in Figs. 4 and 5 demonstrate that estimator 3 can produce physically meaningless results. However, the results presented in this work suggest that estimator 3 has a better potential to produce physically meaningful results when using the single-size scatterer model in (2) at a low volume concentration of independent scatterers.
B. Effects of the Analysis Bandwidth
The results in section III-a suggest that the different estimators are affected differently by the extent of the analysis bandwidth. The convergence of estimator 1 was not significantly affected by Δf % for the values studied in this work. In contrast, the region of convergence of estimator 2 was noticeably reduced in several cases as the fractional bandwidth was reduced. The convergence region of estimator 3 was generally not reduced with reduced analysis bandwidth, but instead was disrupted in relatively narrow frequency bands where divergent estimates were produced. Therefore, these results suggest that the estimation bias of different estimators is affected differently by the analysis bandwidth. as a result, the choice of estimator algorithm may in practice be conditioned by the amount of bandwidth available in the imaging system.
C. Effects of Coherent Noise
The experimental results shown in section III-b-1 suggest that estimator 3 may be capable of extending the regions of convergence of estimators 1 and 2. However, in practical scenarios, the rF data spectrum will contain a coherent scattering component that acts as noise for the purpose of Esd estimation. as a result, it is expected that the convergence of Esd estimation will degrade with increased coherent noise. This hypothesis is confirmed by the experimental results in section III-b-2. of particular interest are the results obtained with the highest frequency transducer available, i.e., the 13-mHz transducer. The histograms of the Esd estimates obtained using the 13-mHz transducer for both experimental phantoms using estimators 2 and 3 are shown in Fig. 13 . It can be observed that for both estimators the results were clustered. For both estimators, the dominant cluster (i.e., the cluster with the largest number of elements) corresponded to the one with its centroid closer to the estimate obtained from the 441 rF lines (see section III-b-1). specifically, the dominant cluster produced by estimator 2 contained Esd estimates that followed the 1/f 0 trend reported in [10] (i.e., 15 out of 21 and 18 out of 21 estimates for phantoms 1 and 2, respectively), whereas the dominant cluster produced by estimator 3 contained physically meaningful Esd estimates that avoided such a trend (i.e., 15 out of 21 and 16 out of 21 estimates phantoms 1 and 2, respectively). Therefore, when extracting estimates from a homogeneous region, simple strategies such as outlier removal [17] and unsupervised clustering analysis [18] , [19] may be used to reduce the effects of coherent noise. It must be stressed, however, that these techniques require a sufficient number of Esd estimates for robust outlier rejection and therefore may not be applicable to very small analysis regions.
Finally, an alternative mechanism to reduce the variance of Esd estimation may be to reduce the coherent component of the estimated bscs. classic techniques such as Welch's method [20] , [21] may be used toward this end.
D. Significance for ESD Estimation
The results presented here raise the question of the proper choice of estimator algorithm together with a proper choice of scattering model. For example, estimator 1 has been previously used for Esd estimation assuming a Gaussian scattering model [20] , [21] , which does not exhibit nulls and therefore will not suffer from excessive Δ 1 error amplification. another example is the solid-sphere scattering model, for which convergence for moderately larger ka ranges than the ones reported in this study have been demonstrated using physical phantoms containing glass beads [22] .
It should also be emphasized that it is not suggested here that the scattering model η fit = (βσ (k, a) + γ) used with estimator 3 is necessarily optimum for the task of material characterization. In particular, the parameter γ so far lacks a physical interpretation. more complex estimation approaches that explicitly consider the presence of a size distribution, such as the one in [23] , may provide a more proper description of tissue microstructure. also, using a scattering model based either on an assumed size distribution [24] or a scatterer with tapered edges [25] may produce better results in combination with estimators 1 and 2 as a result of the reduction of the severity of the nulls in the model. However, a key result derived from this work is that alternative Esd estimator algorithms may provide extended regions of convergence even if a single-size scattering model is used.
The results presented in this work still do not support the hypothesis of higher frequencies being more sensitive to smaller scatterer sizes if a continuous distribution of scatterer sizes exist in the scattering medium. In fact, the results provided here suggest such an observation could be a result of the choice of Esd estimation algorithm. For sufficiently high analysis bandwidths, both estimators 1 and 2 converged to values that monotonically decreased with increasing frequencies regardless of the underlying scatterer size distribution for both simulations and experiments. Estimator 3 provided physically meaningful estimates for most simulations and experiments conducted in this study, but it did not converge to a unique, asymptotic value for sufficiently high analysis bandwidths. For example, in simulations and as evidenced in Figs. 3 and 4, estimator 3 produced Esd estimates that approached the upper and lower bounds of scatterer sizes when using uniform and inverse cubic size distributions, respectively. The bell-shaped scatterer size distributions corresponding to the experimental phantoms resulted in convergence to an intermediate value in between the minimum and maximum scatterer size bounds. Therefore, estimator 3 appears to converge to a scatterer size that is heavily dependent on the actual underlying scatterer size distribution. This property may be advantageous for material characterization tasks.
Finally, it is not clear that estimator 3 would necessarily provide better Esd estimates regardless of the underlying scattering sources. This issue is of paramount importance for applications to tissue characterization. research is still Fig. 13 . Histograms of experimental effective scatterer diameter (Esd) estimates obtained with the 13-mHz transducer using estimators (left) 2 and (right) 3. being conducted to identify scattering sources in tissues [26] . Early reports in the literature suggest that continuous models such as an exponential form factor may be better suited to characterize tissues [27] . Even for cases in which a discrete scattering model may be applicable, such as scattering from blood and cell pellets, effects related to high scatterer volume density may cause deviations from the simple single-size scatterer model used in this work [14] , [28] . Therefore, further work is required to clearly understand the symbiosis between scattering models and Esd estimators in the context of tissue characterization.
V. conclusions
Three algorithms for Esd estimation were studied in this work when using a fluid-sphere scattering model. both simulations and experimental results suggest that the choice of estimator algorithms may have a profound impact on the behavior of Esd estimates, with some algorithms being capable of producing physically meaningful Esd estimates for larger analysis frequency ranges. 
