INTRODUCTION
The formalisation of legal data, e.g. statutes, court decisions or treaties, constitutes a necessary prerequisite for advanced legal information processing. Common approaches to cope with this problem are first, rewriting the law as a logic program and second, performing linguistic analysis of the legal language. The former approach represents a harsh simplification of the complexity of legal systems and thus leads to severe limitations as for example the open texture problem. Inherent to the latter approach is the obvious fact that so far only partial analysis may be performed efficiently due to the arduous nature of linguistics.
With this paper we propose an alternative approach that leads to an automatic representation of expert knowledge about legal language. As the central subject of the lawyer's work a special vocabulary has been developed by jurisprudence which is clear, simple and pithy. More precisely, our approach combines linguistic and statistical analysis of legal texts in order to produce a set of descriptors representing the various legal texts. These descriptors as well as their so-called connotations, i.e. words that occur frequently together within the same context, are further passed to a selforganising feature map for the visual interpretation of semantic similarities. As a result, the final position of the various contexts within the self-organising feature map, i.e. the visual representation of these descriptors, reveals the various meanings of legal terms.
In general, the application of artificial neural networks in such an environment is justifiable by their robustness in the sense of tolerating noisy or inexact input data. Such noisy input data is unavoidable when relying on automatic indexing of text documents.
extracted from text segment TS i . Contrary to that, an entry of zero represents the fact that the corresponding term is not contained in that text segment. Subsequently, the columns of the matrix have been used as input during the training process of the selforganising feature map. The detailed description of this process is deferred to the next section.
Just to give the approximate figures, each text segment is represented by using binary vectors each of which being equal in length and consisting of about 500 to 800 components depending on whether or not a stopword list has been utilized during the automatic text indexing. Please note that stop-words are either terms that bear only little meaning within the text, e.g. articles or prepositions, or terms that appear too often within the various documents. The latter group of terms are removed since they do not contribute to a distinction between documents. It is obvious that the list of possible stop-words varies from one text collection to another and thus, it is a non-trivial and time-consuming task to determine such a set of stopwords. Due to the limited space in this paper we cannot provide a more detailed description of the indexing process as such, we rather refer to two recently published papers [19] , [20] .
Finally, for the sake of comparison we provide the result of an intellectual analysis of the various text segments in Figure 1 . This analysis leads to a hierarchical classification of the text segments with regard to their respective contents. Each cluster is labelled by using a short descriptive term which is given in parentheses. The text segments that are contained in a cluster are denoted by their respective CELEX number. Moreover, multiple segments which originate from the same document are designated by using capital letters, e.g. '/A', '/B'. These intellectually separated clusters may be used for subsequent comparison with the outcome of the learning process of the self-organising feature map. 
SELF-ORGANISING FEATURE MAPS
The vector representation of the various text segments is used as the input data during the learning process of a self-organising feature map. A few words of description of this learning process are in order.
Basically, the self-organising feature map [8] , [9] consists of a grid of output units each of which has assigned a so-called weight vector with n weight components. Initially, random values are assigned the weight components. Each of the output units produces one output value, commonly referred to as the state or the activation of the unit, which is proportional to the similarity between the currently presented input vector and the unit's weight vector. Usually, similarity is measured in terms of the Euclidean distance measure.
The learning process as such adheres to the unsupervised learning paradigm and consists of four steps which are to be performed repeatedly. As an aggregation these four steps are henceforth referred to as one learning iteration. We may describe these four steps as follows. First, one n-dimensional input vector at a time is selected randomly and mapped onto each of the output units of the self-organising feature map. Second, the state of each output unit is determined. Third, the unit which exhibits the highest similarity to the current input vector is selected and referred to as the winning unit or the best-matching unit, the "winner" in short. Notice that the winner is the output unit with the lowest state in terms of the Euclidean distance between input vector and weight vector. Finally, the weight vectors of the best-matching unit as well as those of a set of neighbouring units are adapted in such a way that their similarity to the current input is increased. In other words, the weight vectors of these units are moved towards the current input vector. The amount of adaptation depends on a so-called learningrate, decreasing in time, and a so-called neighbourhood function providing that units being in close neighbourhood to the winner are adapted more strongly than units which are farther away. Moreover, the neighbourhood function has to guarantee that towards the end of the learning process only the winner is adapted. These four steps are performed until no more changes to the various weight vectors may be observed. It is obvious that with the two restrictions on learning-rate and neighbourhood function such a final state will be reached, yet it takes a large number of learning iterations.
In order to reduce the number of learning iterations, we proposed the following neighbourhood function incorporating lateral inhibition of output units [12] , [14] :
)=β(t)⋅sin(α⋅||i-j||)/(α⋅||i-j||).
This function is used to provide adaptation proportional to the distance between unit j currently under consideration and the winner i in the output space. Obviously, negative values are possible for distant units. The parameter α is used to fine-tune the width of the neighbourhood function whereas the time dependent parameter β is used to determine the amount of adaptation, i.e. the amount of adaptation is reduced with increasing learning iterations t. A more detailed description of the learning process and its application to information retrieval may be found in [11] , [13] .
EXPERIMENTAL RESULTS
The following Figures 2 and 3 provide the final mappings of the various text segments onto the grid of output units. As usual, the appearance of a CELEX number denotes the fact that this very unit is the winner of the respective text segment. Contrary to that, a dot represents the fact that the respective output unit is winner of none of the input vectors.
Due to the restricted space within the figures only one CELEX number is given even in the case where more than one text segment is assigned to the same output unit. However, in such a case we provide the additional text segments as footnotes within the figures. Note that due to the characteristics of the learning process, the topological arrangement of the text segments within the grid of output units is an indication for their similarity. This may easily be confirmed by comparison with the intellectually derived clustering.
In order to direct attention to some of the interesting regions within the final maps, we marked manually six regions containing highly similar text segments. Consider for example the tightly coupled arrangement of text segments related to the allocation of slots at community airports, i.e. SLOTS. Analogously, the text segments related to eco-management, i.e. ENVIRON, tariff structures in the combined transport of goods, i.e. TRANSPORT, and computer reservation for air transport services, i.e. AIR_SERV, are all mapped onto neighbouring output units. Additionally, these individual regions occupy neighbouring parts of the final map resembling the result of the intellectual text analysis that combines these text segments to form the cluster labelled neutrality of competition. For another tightly coupled region consider the text segments related to the neutrality of states, i.e. STATE. Finally, please note the close arrangement of the large number of text segments related to fiscal neutrality, i.e. VAT, RES_VAT, IMP_VAT, and SUB_VAT, respectively.
When we compare the two results from the learning process as they are depicted in Figures 2 and 3 we may observe that both maps are highly similar in terms of the topological relationships between the various text segments. However, the first map, i.e. Figure 2 , has been obtained by using a text segment representation reduced from stop-words. Contrary to that, the second map, i.e. Figure 3 , has been obtained without the elimination of stop-words. This difference in the input data is equivalent to hours of manual work in defining a set of appropriate stop-words. Such an effort is no longer necessary when leaving the task of classification to a self-organising feature map. In other words, the self-organising feature map performs equally well irrespective of a previous time-consuming reduction from stop-words.
RELATED WORK
The traditional approach to legal knowledge representation was the use of intellectually produced thesauri or classifications providing a simple form of conceptual search. Due to cost reasons it has been often substituted by Boolean information retrieval. However, the formulation of Boolean queries in order to cover the underlying concepts turned out to be a tedious task [4] .
An important improvement is represented by conceptual information retrieval systems. They make use of knowledge representation techniques in order to encode the semantics of legal concepts [3] , [5] legal domain is mapped to a knowledge scheme. A large variety of representation techniques has been applied, as for example semantic networks [17] , conceptual graphs [6] , concept frames [7] , diagnostic expert systems [10] or object-oriented models [15] . Although the obtained results were superior to Boolean logic, so far only small systems have been built due to the high development costs.
Neural networks represent a promising alternative for legal knowledge representation but their application has been restricted so far to conceptual information retrieval [1] and open texture [2], [16] .
The approaches mentioned above suffer from the same shortcoming, the lack of automatic knowledge acquisition which is indispensable for the conceptual representation of the existent huge databases in the legal domain. A promising direction to overcome this deficiency was the application of statistical analysis. Most work within this area is based on the vector space paradigm which represents similarities as distances between vectors [18] . The similarity values are the basis for subsequent clustering resulting in improved precision and recall with regard to the retrieval results [19] , [20] . However, fine-tuning of the various parameters that influence cluster analysis remains as a non-trivial task.
CONCLUSION
In this paper we described the application of Kohonen's self-organising feature map to a set of legal text documents. The map has been used to analyse the different meanings of a legal term, namely the term neutrality, based on a combined linguistic and statistical pre-analysis of the various documents. The self-organising feature map proved to be capable of uncovering these similarities. We have demonstrated this fact by comparison with a manually derived classification of the same text segments. These experiments provide an encouraging basis for further research using larger test data material with regard to the number of documents.
