Abstract-A novel three-stage methodology, termed the "consensus-based particle swarm optimization (PSO)-assisted Trust-Tech methodology," to find global optimal solutions for nonlinear optimization problems is presented. It is composed of Trust-Tech methods, consensus-based PSO, and local optimization methods that are integrated to compute a set of high-quality local optimal solutions that can contain the global optimal solution. The proposed methodology compares very favorably with several recently developed PSO algorithms based on a set of small-dimension benchmark optimization problems and 20 largedimension test functions from the CEC 2010 competition. The analytical basis for the proposed methodology is also provided. Experimental results demonstrate that the proposed methodology can rapidly obtain high-quality optimal solutions that can contain the global optimal solution. The scalability of the proposed methodology is promising.
I. INTRODUCTION
P ARTICLE swarm optimization (PSO) is a populationbased optimization technique that has been applied to various real-world fields, for instance, power systems, wireless-sensor networks, and machine learning [1] - [9] . For solving high-dimensional and complex optimization problems, however, efficient searching and rapid convergence still need further research. It is known that multiple local optimal solutions exist in the solution space of nonlinear optimization problems; PSO lacks the ability to efficiently find the global or near-global optimal solution of large-scale nonlinear optimization problems [10] .
These facts motivated the recent development of improved PSOs that can be categorized into three main groups. The first group adjusts the parameters of PSO models to efficiently search for near-global solutions or the global optimal solution. A PSO model is developed to enhance the ability of particle swarm operators to find optimal solutions in [11] . A fuzzy set theory is applied to adjust PSO acceleration coefficients to improve its search efficiency in [12] . The second group designs improved models of PSOs to achieve better performance in searching for the global or near-global optimal solution (see [13] - [19] ). Reference [20] describes a PSO algorithm using a ring neighborhood topology, which is an effective niching algorithm without requiring any niching parameters. A PSO-based memetic algorithm is proposed in [21] . The third group aims to improve the fine-tuning capability of PSO (or its variants) by combining it with a local optimizer, for instance, the scatter learning PSO algorithm in combination with the Solis and Wets' algorithm as a local optimizer, proposed in [22] . A chaotic PSO is combined with an implicit filtering local search in [23] . A PSO is combined with a modified Broyden-Fletcher-Goldfarb-Shanno method in [24] . Other methods belonging to this group include [25] - [27] .
Despite the great progress made in PSO, three issues remain to be addressed: 1) how to escape from an obtained local optimal solution and move toward a better one or even the global optimal solution; 2) how to reduce the computational efforts of PSO or its variant; and 3) how to improve the performance of PSO and its variations when solving large-scale optimization problems. To address these three issues, we present a novel consensus-based PSO-assisted Trust-Tech (CPSOATT) methodology for solving large-scale nonlinear optimization problems to achieve the following goals.
1) Obtain multiple high-quality local optimal solutions or even the global optimal solution. 2) Achieves 1) at reduced computation efforts; as compared with the PSO or its variants. 3) Efficiency in solving large-scale optimization problems. This proposed CPSOATT methodology is composed of the proposed consensus-based PSO (or its variants), a local optimizer, and the Trust-Tech method. From a theoretical viewpoint, the Trust-Tech method can deterministically find a set, if not all, of the local optimal solutions [28] - [31] . However, from a computational viewpoint, this may require extensive computation. To overcome this difficulty, the global search capability of PSO (or its variant) is explored to generate a set of good seed solutions located in several promising subregions of the search space. Starting from a good seed solution generated by PSO or its variant, the Trust-Tech method, combined with a local optimization method, systematically finds a set of high-quality solutions that can contain the global optimal solution with the following features.
1) Speed-Up: The PSO search process is terminated early when all of the particles reach a consensus by forming one or several groups of particles. Each group contains a number of particles (large or small). 2) Multiple High-Quality Solutions: Starting from the top three particles of each group (ranked by objective function values) and the weighted central point, a local optimizer is applied to find the corresponding local optimal solution. Then, the Trust-Tech methodology, in combination with a local optimizer, effectively finds the set of the corresponding first-tier and second-tier local optimal solutions in a systematic and deterministic way. The set of local optimal solution contains a set of highquality local optimal solutions or even the global optimal solution. The architecture of the proposed CPSOATT, as shown in Fig. 1 , is composed of three main stages.
1) Stage I [Consensus Stage (Implemented by the Proposed CPSO Method)]:
The PSO search process is early terminated early when all of the particles reach a consensus by forming one or several groups of particles. After the consensus stage is reached, the top three particles and the central point in each group are selected. This stage will be described in Section II.
2) Stage II [Fine-Tuning Stage (By a Local Method)]:
Starting from the top solutions of each group obtained during stage I, this stage finds the corresponding local optimal solutions located in the identified subregion by a local optimization method. This fine-tuning stage will be described in Section III.
3) Stage III [Exploitation Stage (By the Trust-Tech
Method)]: Starting from each local optimal solution obtained during stage II, the Trust-Tech method deterministically computes the corresponding first-tier local optimal solutions and second-tier local optimal solutions. After this exploitation stage is finished, a set of high-quality local optimal solutions, which may include the global optimal solution, are obtained. This stage will be described in Section IV. It will be numerically shown that the CPSOATT methodology can outperform other modern heuristic methods such as PSO or its variants, genetic algorithms, and cooperative coevolution in terms of the following aspects: 1) quality of local optimal solution; 2) computational speed; and 3) scalability. In fact, the existing PSOs or improved PSOs belonging to groups 1-3 can be accommodated by the CPSOATT so that the corresponding version of CPSOATT outperforms the original method. These numerical studies will be presented in Section V.
We note that, given a local optimal solution, its corresponding first-tier local optimal solutions are defined as those optimal solutions whose corresponding stability boundaries have a nonempty intersection with the stability boundary of the local optimal solution [32] , [33] . The definition of the stability boundary and its characterization can be found, for instance, in [34] . Similarly, its second-tier local optimal solutions are defined as those optimal solutions whose corresponding stability boundaries have a nonempty intersection with the stability boundary of first-tier local optimal solutions [32] , [33] . See Fig. 2 for an illustration.
II. CONSENSUS-BASED PARTICLE SWARM OPTIMIZATION
The exploration stage of the proposed methodology is designed to capitalize the global search capability PSOs in locating promising regions (not the promising local optimal solutions) in the search space that contains high-quality local optimal solutions. To this end, we propose a consensus-based PSO to explore the search space to identify promising regions that contain high-quality local optimal solutions.
At each step of PSO, the exchange of information between swarm particles takes place. This process includes updating the velocity of a particle and then its position. The former is accomplished by the following equation: Fig. 2 . Given a local optimal solution (i.e., a tier-zero local optimal solution), the corresponding tier-1 local optimal solutions are x where v k i is the velocity of the ith particle at the k step, x k i denotes the position of the ith particle at the k step, and ω is the inertia weight used to find a tradeoff between the global and local exploration ability of particles. c 1 and c 2 are both positive constants set to a value of 2.0. r 1 and r 2 are elements from two uniform random sequences in the range (0, 1). At the early stage, inertia weight should be a large value for all of the particles to have good global exploration ability; this value gradually decreases to enhance local exploration ability.
The new position of each particle is calculated using
PSO methods usually have excellent global searching ability. All of the particles can move toward promising regions where the global optimal solution may exist. PSO, however, lacks global search capability at the latter stage of iterations [24] . To overcome the computational burden of traditional PSOs, we proposed a consensus-based PSO.
A. Consensus-Based PSO
Since each particle of PSO has the ability to exchange information with other particles, this information can guide each particle to promising regions that may contain the global optimal solution. Because of p bests and g best in this process, all of the particles will reach a consensus stage by gathering into one or several regions. (Refer to Fig. 3 for an illustration.)
We cluster all of the particles at each fixed interval (i.e., every 20 generations) during the procedure into several groups, using an unsupervised classification method, e.g., the iterative self-organizing data analysis techniques algorithm (ISODATA) [35] . The ISODATA method is an unsupervised classification algorithm and allows the prespecified number of clusters to be adjusted automatically during the iteration by merging similar clusters and splitting clusters with large standard deviations to obtain reasonable clustering results. It is conceivable that each particle holds different information regarding the location of the global optimal solution. Hence, all of the particles may gather at one or several different regions in the search space by forming into groups of particles as they progress. We propose the following "equilibrium state" as a consensus state to identify promising regions that may contain the global optimal solution. The stopping criterion of the consensus-based PSO is the following.
1) The number of particle groups is unchanged for 60 generations of the CPSO.
2) The members of each particle group do not alter for 60 generations of the CPSO. The particles are clustered into one (i.e., forming one group) or several (i.e., forming several) groups. Our observations from many numerical studies indicate that all of the particles indeed settle down into one region or several different regions containing high-quality solutions that likely include the global optimal solution in the search space. Another stopping criterion-the maximum number of function evaluations with the value 1.00E+05 FEs-is added in stage I of the proposed CPSOATT.
Note that if the clustering is performed every ten generations or less, stage I is inclined to terminate early. Although CPSO can require less function evaluations, a large number of the resulting group may be obtained. The quality of the subregions around these groups can have some negative effect on stages II and III. Otherwise, if the fixed interval of the clustering is 50 generations or more, stage I is relatively conservative. CPSO can explore the search space and consume more computational effort. Moreover, the proposed methodology is applicable to several variants of the PSO methods.
As an illustration, we use the traditional PSO in the following presentation. Other advanced versions of PSO can also be used in stage I of the proposed CPSOATT.
III. FINE-TUNING STAGE
When stage I is finished, the methodology enters stage II, which is the local stage. This stage serves as the interface between the PSO and the Trust-Tech method. This stage selects the top three particles (in terms of fitness function) of each group and the center point of each group as initial conditions and applies the interior point method (IPM) to find the corresponding local optimal solutions in each "consensus" region (refer to Fig. 4 for an illustration). Attractive features of IPM include its speed of convergence and its robustness in solving large-scale optimization problems.
The center point is the weighted central point and is computed by the following formula:
where m is the number of particles in each group. The central point is an artificially created solution.
The outputs of this stage are the local optimal solutions obtained from each group. Note that the maximum number of local optimal solutions found in each region is four. Note that the found local optimal solutions are sent to stage III, in which the Trust-Tech method will compute the corresponding first-tier and second-tier local optimal solutions, which may include the global optimal solution.
IV. EXPLOITATION STAGE: TRUST-TECH METHODOLOGY
Trust-Tech, which stands for transformation under stabilityretaining equilibria characterization, is a dynamic method designed to systematically compute multiple, local optimal solutions in a tier-by-tier manner. It includes the steps of first finding, in a deterministic manner, one local optimal solution, starting from an initial point, and then finding the nearby first-tier local optimal solution. Then, starting from the previously found solution, find the second-tier local optimal solutions until multiple or all of the local optimal solutions are found. Finally, a high-quality local optimal solution, which can be the global optimal solution, is identified from the found local optimal solutions. This stage has a strong theoretical basis [32] - [34] .
The Trust-Tech method plays a key role in this stage to compute a set of local optimal solutions in each promising subregion in a tier-by-tier manner (see Fig. 2 ) as follows.
1) Starting from each local optimal solution found in stage II, the Trust-Tech methodology computes a set of first-tier local optimal solutions. 2) After finding the set of first-tier local optimal solutions, the Trust-Tech method continues to find the set of second-tier local optimal solutions, and so on. If the local optimal solutions found at stage II are not close to the global optimal solution, then the task of finding highquality solutions, even the global optimal solution, may entail finding several tiers of local optimal solutions. We notice that stage I can reduce the required number of tiers to be computed. In other words, stage III only needs to find the tier-1 and tier-2 (if necessary) local optimal solutions to obtain highquality local optimal solutions and possibly the global optimal solution. In our experience, stage III usually obtains a set of high-quality local optimal solutions, if not the global optimal solution.
We explain the Trust-Tech framework in solving the following unconstrained nonlinear programming problem. Without loss of generality, an n-dimensional optimization problem is formulated
where C : n → is a function bounded below and possesses only finite local optimal solutions. Our focus in solving this problem is to locate all or multiple local optimal solutions of C(x) and identify the global solution or high-quality solutions. To this end, instead of directly solving the unconstrained optimization problem (1), we consider the corresponding dynamic systeṁ
where x ∈ n . Trust-Tech methodology performs the following transformations. 1) Transforms a local optimal solution of the nonlinear optimization problem in (4) into a stable equilibrium point (SEP) of the continuous nonlinear dynamic system in (5). 2) Transforms the search space of nonlinear optimization problem (4) into the union of stability region closure for all of the SEPs of (5). It should be noted that the Trust-Tech method itself does not need the gradient information whereas the construction of the corresponding dynamical system requires the gradient. This gradient can be replaced by the pseudo-gradient if the gradient information is not available.
As follows, the optimization problem in (4) (i.e., the problem of finding local optimal solutions) is transformed into finding the SEPs of (5). It will become clear that the stability regions of SEPs (5) play an important role in finding these local optimal solutions, as shown in the following theorems.
Theorem 1 (Equilibrium Points and Local Optima) [32] : If x is a hyperbolic equilibrium point of gradient system (5), then x is an SEP of system (5) if and only if C(x) has an isolated minimum of optimization problem (4) atx.
Because of such correspondence, the problem of computing multiple local optimal solutions for optimization problem (4) is then transformed into finding multiple SEPs of gradient system (5) .
Recall the concept of the stability region A(x s ) of equilib-
The (topological) boundary of A(x s ) is called the stability boundary and is denoted by ∂A(x s ). It can be shown by the following proposition.
Proposition 1 [34] : ∂A(x s ) is an invariant and closed set. If
Theorem 2 (Characterization of Stability Boundary) [32] : Suppose that all of the equilibrium points of gradient system (5) are hyperbolic. Let x i , i = 1, 2, . . . be the equilibrium points on the stability boundary of an SEP, say, x s . Then, the stability boundary is contained in the union of the stable manifolds of the equilibrium points on the stability boundary.
A comprehensive treatment of both the stability region and the stability boundary can be found in [34] .
Before describing a procedure to locate multiple (or all) local optimal solutions, the following theorem shows that all of the (dynamic) decomposition points, called type-1 equilibrium points, lying on a quasi-stability boundary can serve as the bridge linking two SEPs.
Theorem 3 (Existence of Another Optimal Solution) [32] - [34] : Suppose that every equilibrium point of a dynamic system (5) are hyperbolic, and their stable and unstable manifolds satisfy the transversality condition. If x 1 s is an SEP of a dynamic system (5) and x d is a decomposition point on its quasi-stability boundary, then another SEP x 2 s exists to which the 1-D unstable manifold of x d converges.
Hence, the unstable manifold of a (dynamic) decomposition point converges to two SEPs of dynamic system (5). Theorem 3 can be applied to devise a mechanism to escape from one SEP to its adjacent SEPs. The basic idea is described as follows. The entire state space is decomposed into the closure of all stability regions. Two adjacent stability regions are separated by the intersection of their stability boundaries, which is the stable manifold of a decomposition point [33] , [34] . To identify the adjacent SEP from the initial SEP, a mechanism is devised to cross the stability boundary from one stability region to reach its adjacent stability region.
Take optimization problem (4) and a local optimal solution, say, x 1 s . Next, we present a Trust-Tech-based dynamic decomposition point (DDP) method [33] for locating another local optimal solution from the local optimal solution of the unconstrained optimization problem in (4) and proceed with the following key steps.
Step 1: Construct the corresponding gradient system in (5).
Step 2: Construct a path moving away from the local optimal solution, x 1 s [which is an SEP of gradient system (5)] and toward the stability boundary ∂A(x 1 s ) of x s .
Step 3: Identify the DDP at which the constructed path intersects with the stability boundary ∂A(x 1 s ).
Step 4: If the DDP exists, say, x d , then another SEP (i.e., another local optimal solution) exists.
Step 5: Starting from the exit point x e and integrating gradient system (5) results in a trajectory moving along the stable manifold of DDP until a point whose norm of the gradient system's vector field (5) is zero (or close to zero).
Step 6: Apply the point obtained from step 5 to compute the DDP that separates the initial SEP x s and a corresponding SEP whose stability boundary contains the joint stability boundary of ∂A(x s ).
Step 7: From the found DDP, generate one point that is a vector lying inside the stability region of the corresponding SEP, as stated in step 6.
Step 8: Starting from the generated point at step 7 and integrating gradient system (5) results in a trajectory that will converge to the corresponding SEP (i.e., another local optimal solution), as asserted by Theorem 1. We next explain how to escape from a local optimal solution and move into another local optimal solution. We follow a specified search direction, for example, one of the Jacobian matrix eigenvectors of the gradient system at the SEP, and progressively sample a sequence of points x i with a small distance λ. By monitoring the value of the objective function of (1), starting from the local optimal solution, it is clear that the value along the sequence will initially increase, since the sequence starts from a local optimal solution. The values along the sequence will continue to increase until the sequence reaches a point at which the objective function value decreases. This point is termed an approximated exit point. This approximated exit point should be very close to the exact exit point, that is, the intersection between the stability boundary and the curve connecting the sequence.
Starting from this exit point, the search moves along the stable manifold of the DDP to reach the DDP. According to Theorem 3, the 1-D unstable manifold of DDP will reach another SEP (i.e., another local optimal solution).
From a theoretical viewpoint, Trust-Tech can find all of the local optimal solutions in a tier-by-tier manner and obtain the global optimal solution among them. If the initial point is far away from the global optimal solution, however, we will need many tiers to search the global optimal solution. To this end, stage I overcomes this challenge by providing promising subregions in the search space.
Starting from the promising regions identified by the consensus-based PSO, the Trust-Tech methodology of stage III computes a set of high-quality solutions after searching for one-or two-tier local optimal solutions.
V. NUMERICAL STUDIES FROM BENCHMARK TESTING
In this section, we perform numerical experiments on both low-dimensional and high-dimensional test systems to evaluate the computational performance of the proposed CPSOATT. Note that the stopping condition of the whole CPSOATT is the maximum cumulative fitness evaluations (FEs max = d * 1E + 04), including those in CPSO, stage II (by local solvers), and stage III by the Trust-Tech method.
A. Graphical Illustration
First, we present a graphic illustration based on a specific example to illustrate the proposed method. Consider the benchmark function, Schwefels problem 2.13 [36] , with a known global optimal solution whose objective function value is −460 as an example
where Fig. 5(a) . According to the relationship between the equilibrium points of (5) and the local optimum of (4) established from Theorem 1, we depict the corresponding SEPs denoted by * and their stability regions in Fig. 5(b) . To provide additional information, saddle points and local maximum denoted by "x" and "•" are highlighted in the figure. We next describe the process of finding high-quality local optimal solutions, and even the global optimal solution, using the proposed CPSOATT. First, CPSO explores the search space with 30 particles, as depicted in Fig. 6 . After reaching a consensus, 3000 FEs of stage I in this example, PSO satisfies our proposed stopping criterion. At this point [see Fig. 6(f) ], all of the particles indeed settle down into two different (and promising) regions in which there are high-quality local optimal solutions, and even the global optimal solution.
We build the following dynamic system for the proposed methodology:
1) Particles in Group I: Choosing the best particle (−2.741, 0.160) from group I as an initial guess to enter stage III, we integrate dynamic system (8) to converge to the corresponding SEP, namely, the tier-0 solution (−1.903, −1.145). Then, we move away from this solution along directions that are the eigenvectors of the associated Jacobian matrix. Among these directions, we locate two first-tier SEPs, namely, the second local optimal solution (−1.559, −2.028) and the third one (1.052, −0.191). The detailed search process is shown in Fig. 7(a) , in which the full lines represent converging into an SEP and the dashed lines represent escaping from an SEP.
2) Particles in Group II: Starting from the best particle (−1.185, −2.791) of group II, the tier-0 solution (−1.559, −2.028), the search moves away from the coordinate vectors, another two local optimal solutions are located [i.e., two first-tier solutions (−1.903, −1.145) and (0.2611, −2.773)]; the detailed search process is shown in Fig. 7(b) . Thus far, all of the four local optimal solutions have been found. The computational effort in stages II and III is 108 FEs and the cumulative fitness evaluations in this example are 3108 FEs. Compared with the "pure" PSO method and its variants, the proposed method achieves the following: 1) it can obtain a set of local optimal solutions or even all of the local optimal solutions; 2) the global optimal solution is found; and 3) it quickly finds a set of local optimal solutions, which requires 3.00E+03 FEs of CPSO and 108 FEs in two-tier search efforts.
B. Performance Analysis for Small-Scale Test Systems
We next employ ten traditional benchmark functions [36] , [37] shown in Table I that are divided into four categories, namely, conventional problems ( f 1 ), rotated problems ( f 2 -f 4 ), shifted problems ( f 5 -f 7 ), and complex problems ( f 8 -f 10 ). All of the low-dimensional benchmark functions have 50 variables, that is, D = 50. We compare 11 PSO variants such as MPSO-TVAC [38] , APSO [39] , FIPSO [40] , CLPSO [41] , FLPSO-QIW [42] , FPSO [43] , SLPSO [16] , OPSO [44] , OLPSO-L [15] , TLPSO-IDL [45] , and ATLPSO-ELS [46] with CPSOATT in the small-scale test. The parameter settings of all the cited methods are described in Table II [46] . All PSO variants are run independently 30 times to reduce random discrepancy, and the maximum fitness evaluations of FEs max = 3.00E+05 are used to terminate all the compared algorithms. The optimal population sizes of these algorithms are not available for Starting from the best particle of (a) group I, obtain one tier-0 solution and two tier-1 solutions and (b) group II, obtain one tier-0 solution and two tier-1 solutions. The picture in the left-hand corner is the enlarged partial view.
TABLE II PARAMETER SETTINGS OF THE INVOLVED PSO ALGORITHMS
these 50-D test problems. To resolve this issue, the population size S used by these PSO variants is set to S = 30 [46] .
We utilize the mean difference between the best objective value found by the algorithm and the actual global optimum's value (E mean ) and the standard deviation (Std) to evaluate the search accuracy. We also employ the number of cumulative fitness evaluations required (SP) to solve the problem within a predefined ε to evaluate the searching efficiency. All of the optimization results are summarized in Tables III and IV. In  the last row of Table III , b/e/w presents the number of test functions where CPSOATT is better, equal to, or worse than the other cited methods with the level of 0.05. Table III shows that CPSOATT successfully finds the global optimal solution for f 1 , f 3 , f 4 , f 7 , and f 8 and successfully finds a solution close to the global optimal solutions for f 5 , f 6 , and f 10 but not for functions f 2 and f 9 . It is worth noting that, despite having no algorithms to solve this benchmark, f 2 and f 9 , CPSOATT obtains best solutions for a majority of these test systems. CPSOATT only finds the global optimal solution for f 1 and f 8 and only finds high-quality optimal solutions very close to the global optimal solution for f 6 and f 10 . Therefore, CPSOATT shows its effectiveness in finding either the global optimal solution or near-global optimal solutions for these test functions.
Regarding the search efficiency shown in Table IV , CPSOATT finds a solution with a predefined ε with the lowest number of function evaluations on five test problems ( f 1 , f 5 , f 6 , f 8 , and f 10 ), the second lowest FEs on four test problems ( f 3 and f 4 ), and the third lowest FEs on three test problems ( f 7 ). Of the proposed method and other 11 PSO variants, CPSOATT is the only method that can solve f 10 . Unfortunately, there are two test problems ( f 2 , f 9 ) that were not solved by all the methods. Taking f 1 , f 6 , and f 8 as the examples, we have the following observations. 1) CPSOATT takes 7.20E+03 FEs in solving f 1 , which is about 8.08% of the function evaluations needed by the SLPSO method, which is ranked as second place. Only these two methods can find the global or near-global optimal solutions. 2) CPSOATT takes 1.08E + 04 FEs in solving f 6 , which is about 4.80% of the function evaluations needed by the ATLPSO-ELS method, which is ranked as second place. 3) CPSOATT takes 1.59E + 04 FEs in solving f 8 , which is about 25% of the function evaluations needed by the ATLPSO-ELS method, which is ranked as second place. We observe that the required EFs of CPSOATT are less than the other cited methods, whereas the quality of the obtained optimal solutions is much higher. The high efficiency (accuracy and speed) of the proposed CPSOATT is partly due to the following facts.
1) High Speed: It takes advantage of the global search capability of PSO and reduces the ineffective search of PSO by developing a novel termination condition described as a consensus condition. 2) High Accuracy and Speed: It only exploits one or several promising subregions to require first-tier and second-tier searching (if necessary), which causes the Trust-Tech. 3) High Accuracy: It employs Trust-Tech methodology, which systematically and determinedly computes multiple, local optimal solutions in a tier-by-tier manner.
C. 1000-Dimension Test Systems
We evaluate the proposed CPSOATT method on the benchmark functions used at the large-scale global optimization of the CEC' 2010 competition, in which the dimensionality is set as 1000 [47] . The performance of the proposed method is compared with several recently proposed methods, such as the multilevel cooperative coevolution (ML-CC) [48] , cooperative coevolution with delta grouping (CC-DG) [49] , differential evolution with cooperative coevolution with several variants (DECC-G, DECC-DML, DECC-D, DECC-VP) [49] , [50] , sequential DE enhanced by neighborhood search (SDEeNS) [51] , cooperative PSO (CPSO-H) [10] , DMSPSO [26] , [52] , and AHPS 2 [53] . The default values used for parameter settings for all of the methods are described in [53] , and the maximum fitness evaluations of FEs max are set at 3.00E+06, which is the stopping criterion. The population size S used by these methods is set to S = 50. All of the methods are run independently 25 times to reduce random discrepancy.
It is recognized by many that PSO lacks scalability in solving large-scale problems, as compared with small-scale problems with similar topological structures. We evaluate the proposed CPSOATT method on the benchmark functions with 1000 dimensions. We use the average best objective value (i.e., ABO value) to evaluate the performance of the proposed threestage methodology and that of other methods. The definition of ABO is given as follows:
Best fitness of run r Total runs R .
The numerical results regarding ABO obtained from the proposed method and other methods mentioned above are summarized in Table V 19 , and F 20 , and 3.67 times better than the second-ranked CC-DG, which performs best on 3 test functions out of 20 and 5.5 times better than the third-ranked ML-CC and DMSPSO, both of which perform best on 2 test functions out of 20. We further investigate the performance of the proposed method using the following three metrics. 1) Improvement: The comparison results are expressed in terms of the absolute difference between the ABO found by the algorithm and by the other methods (denoted by AD) using the following metrics:
where η denotes another well-established method.
CPSOATT outperforms other well-established methods Table VI , including rank (R) and scores (S). For each problem, the method with the best result scored 9, the second best scored 6, the third best scored 3, and all of the others scored 0. If two or more methods obtain the same result, they are given the same score. In this competition, CPSOATT is in first place with 99 scores total, far surpassing the 66 scores received by AHPS 2 , 42 scores by DECC-DML, and 39 scores by ML-CC. 3) Computational Speed: Each of the other cited methods will be terminated when the maximum FEs = 3.0E+06 is reached. The average number of cumulative fitness evaluations required by the proposed method is less than one percent of the FEs required by other methods, as shown in Table VII . It is interesting to note that the proposed method consumes far fewer FEs than other methods, which was particularly evident in the largescale test problems. As shown in three measurements, CPSOATT outperforms other cited methods by a large margin in most of the problems. The increasing problem dimensions does not appear to influence the performance of the proposed CPSOATT method but does influence the other methods. The scalability of the CPSOATT method seems promising; further investigation on the scalability of CPSOATT with very large test functions is needed.
VI. CONCLUSION
We have developed a novel theory-based methodology, termed the CPSOATT methodology, to attempt to overcoming three main challenges that are common with meta-heuristics methods. The proposed methodology is composed of the following three stages. 3) Stage III: Exploitation stage (by the Trust-Tech method for computing first-tier or high-tier optimal solutions, if necessary). This CPSOATT methodology can quickly obtain highquality local optimal solutions that may contain the global optimal solution. It is much faster than PSO with better solutions. The PSO is a stochastic method whereas the proposed method is deterministic. It can quickly obtain a set of highquality optimal solutions. It obtains a set of high-quality optimal solutions in a tier-by-tier manner. It presents a novel stopping condition for PSO. Our extensive numerical studies on ten small-scale test functions and 20 large-scale test functions reveal that CPSOATT performs consistently well on these test functions.
The scalability of CPSOATT seems promising. The performance of CPSOATT with advanced PSOs implemented in stage I may achieve better high-quality solutions. In addition, the sensitivity of CPSOATT's stopping criterion with respect to system dimensions remains to be seen. Our current work on developing the CPSOATT method for nonderivative optimization problems seems promising and, hopefully, will be presented in another paper. These issues may prove to be rewarding future research topics. 
