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a b s t r a c t
We construct metrics from the geodesics of the Structural Similarity index, an image
quality assessment measure. An analytical solution is given for the simple case of zero
stability constants, and the general solution involving the numerical solution of a nonlinear
equation is also found.
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1. Introduction
In image quality assessment, one seeks for an objective measure that models the perceptual distance between two
images. This measure can then be used to assess, design, or optimize image processing algorithms for compression or
restoration of images.
Simple metrics such as L1-distance and L2-distance are often chosen due to their simplicity and nice mathematical
properties, but they do not predict the human perception of image distortions well [1]. Recently, the Structural Similarity
(SSIM) index [1] has been proposed as a simple alternative that yields better results in predicting perceived image quality
with a low computational cost and at the same time sharing some of the properties of the L2-norm [2].
In particular, the SSIM index can be expressed as the product of two components, each of which can be modified to form
a metric [2]. But the SSIM index itself is not a metric, and thus it cannot be used to study the convergence of algorithms or
to bound the distance between several images.
In [3], Richter addresses this problem from the viewpoint of differential geometry theory. He derives a system of second-
order ordinary differential equations (ODEs) to be solved in order to describe the minimal path between two images (seen
as a vector in RN ). A solution was presented for a few very restricted particular cases.
In this paper, we analytically find the minimal path according to the SSIM index in the case when the stability constants
are zeros. A numerical solution of the geodesics for positive stability constants is also given.
2. Background
Given two images x, y ∈ RN+, the positive orthant, the Structural Similarity index combines information on the luminance
(mean), contrast (variance), and structural distortion (linear correlation) as follows:
S(x, y) = Sϵ1(x¯, y¯)Sϵ2(x− x¯, y− y¯) =
2x¯y¯+ ϵ1
x¯2 + y¯2 + ϵ1
2sx,y + ϵ2
s2x + s2y + ϵ2
. (1)
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Here, x¯, y¯, s2x , s
2
y , and sx,y represent, respectively, the sample mean of x and of y, the sample variance of x and of y, and the
sample covariance between x and y. The constants ϵ1 and ϵ2 are small positive constants, set to ensure numerical stability
of the division and chosen in order to model the saturation effect of the human visual system. Generally, the constants
are chosen to be very small relative to the mean and variance of the images, so the case with ϵ1 = ϵ2 = 0 gives a good
approximation of the SSIM index when the image signals have significant power. In fact, this is called the Universal Quality
index, the previous version of the SSIM index (see [1]).
Since S(x, y) = 1 if and only if x = y, the Structural Similarity index is obviously not a metric. It leads us to consider
either 1 − S(x, y) or√1− S(x, y) as possible candidates for a metric. Neither of these expressions satisfies the triangular
inequality, but it was shown in [2] that
1− Sϵ(x, y) = ∥x− y∥∥x∥2 + ∥y∥2 + ϵ (2)
is indeed a metric for all ϵ ≥ 0. In fact, it belongs to a class of metrics called normalized metrics (orM-relative distances) of
the form (see [4])
dn(x, y) = ∥x− y∥M(∥x∥, ∥y∥) , (3)
whereM : R2+ → R+ and ∥ · ∥ is the Euclidian norm.
3. Theory
The goal is to find the intrinsic metrics induced by the minimal path of the Structural Similarity index or of other
normalized metrics. Note that Martin and Osgood [5] describe the solution for M(r, r) = r and that Hästö [4] found a
solution from a similar technique for the caseM(r, r) = rq with 0 < q < 1. Given a curve parameterization γ : [0, 1] → RN
with γ (0) = x and γ (1) = y, the arc length formula according to a normalized metric is then, by definition,
L(γ ) =
 1
0
∥γ ′(t)∥
M(∥γ (t)∥, ∥γ (t)∥)dt. (4)
Thus according to this metric, the element of distance is normalized with the magnitude of the curve.
We first study the geodesics for general M and then find an explicit solution for two particular cases of interest for the
study of the SSIM index.
3.1. General case
It is clear that the arc length of a normalized metric is invariant under rotation. The problem thus reduces to two
dimensions, and the solution can be expressed in polar coordinates:
γ (t) = (ρ(t) cos(φ(t)), ρ(t) sin(φ(t))), (5)
where γ (t) is on the plane generated by 0, x, and y, andwhere ρ(t) = ∥γ (t)∥ and φ(t) is the angle between γ (t) and x. Note
that, if 0, x, and y are colinear, there might be either an infinite number of minimal paths or the minimal path is trivially the
straight line. Let us now exclude these cases.
After the change of variables θ = φ(t) and r(θ) = ρ(t), we can express the arc length in an expression of a single
variable:
L(γ ) =
 β
α
√
r˙2 + r2
M(r, r)
dθ, (6)
with r(α) = ρ(0) and r(β) = ρ(1). Here, r˙ denotes dr/dθ , and we have assumed that 0 < |β − α| < π .
By the Euler–Lagrange equations, the stationary solution r(θ)must satisfy
√
r˙2 + r2
M(r, r)
− r˙
2
√
r˙2 + r2
1
M(r, r)
= c1. (7)
Necessarily c1 ≠ 0, since otherwise r ≡ 0. Solving (7) leads to
|r˙| = r

r2
c21M2(r, r)
− 1. (8)
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3.2. Case 1: zero stability constant, ϵ = 0
In this case, M is homogeneous, i.e., M(r, r) = r . This includes the cases when M(|x|, |y|) = ( |x|p+|y|p2 )1/p, p > 0, or
M(|x|, |y|) = √|x||y|. It was found in [5] that the geodesic is a logarithmic spiral, and the length of this geodesic leads to the
quasi-hyperbolic metric.
3.3. Case 2: non-zero stability constant, ϵ > 0
The SSIM index with non-zero stability constants corresponds to the case M(r, r) = √r2 + ϵ2 in (8). Without loss of
generality, assume that α < β and ∥x∥ ≤ ∥y∥. We denote
h(r) := r
M(r, r)
= r√
r2 + ϵ2 . (9)
When r˙ = 0, we find from (8) that h(r) = c1 and r = c1ϵ√
1−c21
; hence the differential equation has at most one critical point.
It cannot be a local maximum, as it is clear that the shortest path must satisfy r ≤ ∥y∥. Let (r∗, θ∗) be the coordinate for
which the radius of the geodesic is minimal. If r˙ ≠ 0, then, after separation of variables,
f (r, c1) :=

c1
r

h2(r)− c21
dr = c1
1− c21
artanh(v(r))− arcsin(u(r)), (10)
where u(r) = c1
h(r)
and v(r) =

1− c21
h2(r)− c21
. (11)
Note that, since c1 < h(r) < 1, v(r) > 1, and f (r, c1) always has
c1√
1−c21
iπ/2 as an imaginary part. Also, for each r fixed,
f (r, h(r)) := lim
c1→h(r)
f (r, c1) = −π/2+ h(r)
1− (h(r))2 iπ/2, (12)
f (r, 0) := lim
c1→0
f (r, c1) = 0. (13)
Since h(r) is increasing in r , while u(r) and v(r) are decreasing in r , we see that the real part of f (r, c1) is increasing in r .
From the initial conditions,
f (∥x∥, c1)− f (r∗, c1) = θ∗ − α, (14)
f (∥y∥, c1)− f (r∗, c1) = β − θ∗. (15)
Adding both equations leads to the single nonlinear equation,
β − α = f (∥x∥, c1)+ f (∥y∥, c1)− 2f (r∗, c1). (16)
From (8), either (i) r∗(α) = ∥x∥, (ii) r˙(θ∗) = 0, or (iii) both. Note that (ii) implies that h(r∗) = c1. In case (i), we have
f (∥y∥, c1)− f (∥x∥, c1) = β − α, (17)
whereas, in case (ii), we have
f (∥y∥, h(r∗))+ f (∥x∥, h(r∗))− 2f (r∗, h(r∗)) = β − α. (18)
Depending on the sign of
f (∥y∥, h(∥x∥))− f (∥x∥, h(∥x∥))− (β − α), (19)
we are either in case (i), case (ii), or case (iii).
In case (i),
0 < β − α < f (∥y∥, h(∥x∥))− f (∥x∥, h(∥x∥)), (20)
since, from (13),
lim
c1→0
f (∥y∥, c1)− f (∥x∥, c1) = 0. (21)
By the intermediate value theorem, there exists a c1 such that 0 < c1 < h(∥x∥) for which (17) is satisfied.
1924 D. Brunet et al. / Applied Mathematics Letters 25 (2012) 1921–1925
Fig. 1. Geodesics between (3, 0.01) and (−1, 0.01) for M(r, r) = rq with q = 0, 1/4, 1/2, 3/4, and 1 (full black) and for M(r, r) = √r2 + ϵ2 with
ϵ = √0.1,√0.5,√0.9,√1.1, and√1.3 (dashed red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
In case (ii),
π > β − α > f (∥y∥, h(∥x∥))− f (∥x∥, h(∥x∥)), (22)
since, from (12) and (13),
lim
r∗→0
(f (∥y∥, h(r∗))+ f (∥x∥, h(r∗))− 2f (r∗, h(r∗))) = π. (23)
By the intermediate value theorem, there exists an r∗ such that 0 < r∗ < ∥x∥ for which (18) is satisfied.
For case (iii), we simply have
β − α = f (∥y∥, h(∥x∥))− f (∥x∥, h(∥x∥)). (24)
In this last case, both (17) and (18) have a solution for c1 = h(∥x∥) and r∗ = ∥x∥.
The trajectory can then be drawn by writing θ as a function of r:
θ = α + f (∥x∥, c1)− f (r, c1) for ∥x∥ ≥ r ≥ r∗ (25)
and
θ = β − (f (∥y∥, c1)− f (r, c1)) for r∗ ≤ r ≤ ∥y∥. (26)
4. Results
Examples of geodesics in R2 are shown in Fig. 1 for various values of ϵ.
Following [2], any element x in RN can be decomposed into two orthogonal components containing, respectively, the
mean of x and a zero-mean component obtained by orthogonal projection. Thus x = x¯1⊕ (x− x¯1). According to Richter [3],
one can solve for x¯ and x− x¯ independently to find the minimal path according to the SSIM index.
Denote ω = arccos(sx,y/sxsy). For the case ϵ1 = ϵ2 = 0, we apply the solution of the minimal path for x¯ and x− x¯:
γ (t) = x¯1−t y¯t + s1−tx sty

sin(ω(1− t))
sin(ω)
x− x¯
sx
+ sin(ωt)
sin(ω)
y− y¯
sy

. (27)
As a direct application, given two still images x and y, one may wish to create a transition (cross-fading) from x to y
that preserves most structural information from both images. For example, it could be used in slide transition in a picture
slideshow or in scene transition in amovie. The goal is tomake a transition that is perceptually linear. So, instead of applying
simply a linear interpolation z(t) = tx+(1−t)y thatwould lead to a nonlinear perception change, onemay apply the formula
for the SSIM geodesic. Fig. 2 shows an example of the SSIM geodesic. Some SSIM-interpolated images are compared with
their linear interpolation counterparts.
5. Conclusions
The geodesic of the Universal Quality index was derived analytically and the geodesic of the Structural Similarity index
was solved by a combination of analytical and numerical methods. This solves a problem posed by Richter in [3] and shows
another way to derive a metric from the SSIM index.
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Fig. 2. Image geodesics between Barbara (low luminance and contrast) and Lena according to the SSIM index and the Euclidian metric (linear path).
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