Abstract. For transcendental functions that solve non-linear q-difference equations, the best descriptions available are the ones obtained by expansion near critical points at the origin and infinity. We describe such solutions of a q-discrete Painlevé equation, with 7 parameters whose initial value space is a rational surface of type A 
Introduction
Sakai [23] classified initial value spaces of Painlevé equations with singularities in P 2 . On 11 such spaces, q-discrete Painlevé equations are realised when choosing a direction of the corresponding affine Weyl group acting on it. While many questions about solutions of the classical Painlevé equations have been answered, corresponding questions remain open for most of these q-discrete Painlevé equations, with the gap being widest for those equations ranked higher in the classification of Sakai [23] . This paper focuses on such an example, denoted by q-P (A 1 ). We describe its solutions near the origin and infinity and show that in the continuum limit these reduce to the expansions found by Jimbo [14] in his groundbreaking study of the third, fifth and sixth Painlevé equation.
More specifically, we study analytic properties near the origin and infinity of solutions of the equation , where f = f (t) and g = g(t) are the dependent variables, t is the independent variable, we denote f = f (qt) and g = g(qt), and b 1 , . . . , b 8 ∈ C * are complex parameters satisfying the single constraint Given any analytic q-periodic function Λ, i.e. Λ(qt) = Λ(t), subject to a certain bound, and any nonvanishing analytic function φ satisfying φ = λφ, where b 1 b 2 b 3 b 4 λ = Λ 2 , we construct a meromorphic solution to q-P (A 1 ) whose critical behaviour near the origin is described by (1.3) f (t) ∼ φ(t)t g(t) ∼ Λ(t)φ(t)t as t → 0, on a given domain.
1
The family of solutions we find depends on two degrees of freedom (i.e., two arbitrary q-periodic functions). This richness collapses in the continuum limit q → 1 to two complex constants and the resulting solutions for the sixth Painlevé equation (7.19 ) are identified as the well known solutions derived by Jimbo [14] .
The theory of Painlevé equations goes back more than a century, to the pioneering work of Painlevé, Gambier and their colleagues, in their study of second-order nonlinear ordinary differential equations. Painlevé et al. found 6 new ordinary differential equations, now known as the Painlevé equations, which define new transcendental functions called Painlevé transcendents. Since their discovery, the Painlevé equations have appeared in numerous physical applications. For an overview, see for instance Fokas et al. [4] .
The discrete Painlevé equations started appearing in the 1980s in different contexts. Brézin and Kazakov [2] first calculated the continuum limit of what is now known as d-P I in 1990 and thereby identified it as a discrete version of the first Painlevé equation. This initiated an exciting new area of research, from which a surprisingly rich theory of discrete Painlevé equations arose. Many other discrete Painlevé equations were found after Grammaticos et al. [7] formulated a discrete analog of the Painlevé property called the singularity confinement property. In particular, Ramani, Grammaticos and Hietarinta [22] discovered a q-discrete version of the third Painlevé equation. Later work by Jimbo and Sakai [15] uncovered a qdiscrete version of the sixth Painlevé equation and Ramani and Grammaticos [6] also deduced another q-discrete version of the sixth Painlevé equation, which turned out to be q-P (A 1 ).
In 2001, Sakai [23] completed the list of discrete Painlevé equations, whilst classifying them in terms of groups of Cremona isometries on the Picard group of certain rational surfaces. The rational surface at the top of the list is of type A is the next highest. q-P (A 1 ) is associated with the latter rational surface. We remark that in the scheme given by Sakai, q-P (A 1 ) is ranked higher than q-P VI and hence higher than the continuous Painlevé equations.
Jimbo and Sakai [15] were the first to study the linear problem of q-P VI from Birkhoff's analytic point of view. Moreover, Grammaticos et al's studies of singularity confinement and special solutions could be described as analytic information about solutions. Ohyama [18, 19] studied analytic properties of q-Painlevé equations, classified all analytic solutions to the equations q-P VI , q-P V and q-P III around the origin and solved the associated linear connection problems. Mano [16] , building on Ohyama's results, derived solutions to the equation q-P VI described by a broad range of asymptotics near the origin and likewise near infinity. He solved the connection problem for these, in analogy to Jimbo's work [14] on Painlevé VI.
The plan of this paper is as follows. We start our investigation by considering holomorphic solutions of q-P (A 1 ) at the origin in Section 2. In Section 3, we identify the leading order autonomous system (3.5) of q-P (A 1 ) as a QRT mapping of a special type. Using the generic solution to the autonomous leading order system, we can construct a corresponding formal series solution in t and φ to the entire q-P (A 1 ) equation, as shown in Section 4. In Section 5 we show how substituting analytic functions for the formal variables, the formal series solution becomes a true solution to q-P (A 1 ) with asymptotics as described by equations (1.3).
Solutions of q-P (A 1 ) holomorphic at the origin
In this section we study holomorphic solutions of q-P (A 1 ) at the origin. These solutions play a special role in the more general solution we derive later, as they correspond to constant solutions of the leading order autonomous system (3.6). Classifying the holomorphic solutions is done using the power series method and using the q-Briot-Bouquet Theorem A.1 to prove convergence. Ohyama [18, 19] classified the meromorphic solutions of the discrete Painlevé equations q-P VI , q-P V and q-P III around the origin in this fashion. As the q-P (A 1 ) case is quite similar, we keep our discussion brief. We denote 
Each of the cases in equations (2.4) and (2.6) generically determines an unique converging power series solution.
Proposition 2.1. For k ∈ {1, 2, 3}, the q-P (A 1 ) equation has an unique power series solution
as defined in equation (2.4), given that the following conditions are satisfied for the case k = 1, k = 2 and k = 3 respectively,
Furthermore, for each of these power series solutions, if the first condition still holds when q Z is replaced by its closure q Z , then the series have a positive radius of convergence.
Proof. We discuss the case k = 1. Note that we can rewrite q-P (A 1 ) as
for some rational functions H 1 and H 2 . We apply the q-Briot-Bouquet theorem A.1 with m = 1 and n = 2 to this system, where
It is not hard to see that H(t, f, g) is holomorphic at (t, f, g) = (0, f 0 , g 0 ) and H(0, f 0 , g 0 ) = (f 0 , g 0 ), as this is essentially the calculation done to obtain the case (2.4a). We hence calculate
The eigenvalues of this matrix are equal to
. Since
= q n for any n ∈ Z * , we can apply the q-Briot-Bouquet theorem A.1 to obtain the desired results. Proposition 2.2. For k ∈ {1, 2, 3}, the q-P (A 1 ) equation has an unique power series solution
as defined in equation (2.6), given that the following conditions are satisfied for the case k = 1, k = 2 and k = 3 respectively,
Proof. Note we can apply the q-Briot-Bouquet Theorem A.1 as done in the proof of Proposition 2.1. However, for a more elegant proof, we make use of one of the many symmetries of q-P (A 1 ). Indeed applying the Bäcklund transformation T 1 , defined in (C.1), to each of the solutions defined in Proposition 2.1, gives the desired results directly.
By Remark A.3, the solutions defined in Propositions 2.1 and 2.2 are also analytic in the parameters b. Furthermore meromorphic solutions at t = ∞ can be obtained by application of the Bäcklund transformation T 4 (C.1) to each of these.
The leading order autonomous system
For complex functions f and g we write f (t) ≍ g(t) as t → t 0 if and only if f (t) = O(g(t)) and g(t) = O(f (t)) as t → t 0 . Note that the holomorphic solutions (f, g) defined in Propositions 2.1 and 2.2 satisfy respectively f, g ≍ 1 and f, g ≍ t as t → 0. We therefore consider, on a formal level, any of the following 25 combinations of asymptotic relations as t → 0, for a solution (f, g) of q-P (A 1 ),
Using Bäcklund transformations T 1 and T 3 (C.1), we can reduce the number of individual cases to be studied to 9. By some laborious comparison of dominant and subdominant terms in equations (2.1), it is possible to show that, for generic parameter values, the only 3 consistent combinations are
Furthermore, there are 6 combinations which are only conditionally consistent, given by f, g ≪ t, f ≪ t and g ≍ t, f ≍ t and g ≪ t,
For example, f, g ≪ t is only consistent if
and f ≪ t with g ≍ t is only consistent if
We give explicit examples of such cases in Section 6. The interested reader can find the conditions, of the other conditionally consistent combinations, using Bäcklund transformations T 1 and T 3 (C.1). The remaining combinations are inconsistent for all parameter values b ∈ B. From these considerations it easily follows that Propositions 2.1 and 2.2 list all meromorphic solutions of q-P (A 1 ) for generic parameter values.
Let us focus on the case t ≪ f, g ≪ 1 in (3.1). We put f = tf 1 , and g = tg 1 , then 1 ≪ f 1 , g 1 ≪ t −1 as t → 0, and by substitution into equations (2.1), we obtain
as t → 0. So up to leading order f 1 and g 1 satisfy an autonomous equation.
3.1. Derivation generic solution of leading order system. Inspired by equations (3.5), we study the following autonomous system of equations,
which we identify as a QRT mapping (B.1) with
where S ± i denotes the ith degree elementary symmetric polynomial in b
. Note that conditions (B.7) are satisfied, which means we can apply the method to find the generic solution as described in Section B.1. First of all, the invariant of (3.6) is given by
and we set I(F, G) = P . The linear system (B.8) becomes
, there exists an equilibrium solution (F eq , G eq ) to this system given by
(3.8a)
The special case
, requires a separate analysis, which we discuss in Section 3.3. The matrix M (B.11) equals
and its characteristic equation is given by
At this stage, we consider P as a formal variable satisfying P = P , and as such, the characteristic equation of M does not have a solution λ ∈ C(P ). However we can rewrite (3.9) as
which inspires us to reparameterise (3.10)
where Λ = Λ, giving
We put λ =
, and M can be diagonalised as follows,
We introduce an independent variable φ characterised by φ = λφ, which allows us to write the general solution to the linear system (3.7) as
where µ is an arbitrary periodic constant, that is, µ = µ, and by substituting identity (3.10) into equations (3.8),
It is easy to see, that for F and G as defined in equation (3.11) , the identity I(F, G) = P , is equivalent to
So F and G as defined in equation (3.11) , with µ = µ(Λ, b) as defined above, satisfy equations (3.7) and (B.3). Hence, by Lemma B.1,
defines a solution to the QRT mapping (3.6), for all Λ and φ satisfying
3.2. Six special families of solutions. Note that the autonomous system (3.6) reduces to the system of algebraic equations (2.5) if we assume F 1 = F 1 and G 1 = G 1 . In particular, equations (2.6) give three constant solutions to system (3.6) . In this section we see that any of these constant solutions has two associated 1-parameter families of solutions of (3.6). We denote the roots of µ(Λ, b) by Λ = Λ ± k (k = 1, 2, 3), where Λ
where the f , as defined in (2.6), denote a constant solutions of (3.6). Associated we find two special 1-parameter families of solutions, by setting Λ = Λ ± k in (3.13), given by
where
Note that for the particular choice φ = 0, the families F
3.3. Exceptional logarithmic-type solutions. We consider the remaining case
for the linear system (3.7). Note that the equilibrium solution (3.8) no longer exists and we show that this case gives rise to logarithmic-type solutions. We write r ± = ± √ b 1 b 2 b 3 b 4 and assume (3.18)
The system of equations (3.7) becomes
, and we therefore introduce a formal variable χ which satisfies
and set V = S + 1 + r ± S − χ. This allows the first equation in (3.19) to be rewritten as
for some F 0 with F 0 = F 0 . As V = G − r ± F , we obtain a corresponding expression for G,
Upon substitution of (3.22) and (3.23) into the identity I(F, G) = P , or equivalently into the leading order autonomous system (3.6), we find
We conclude that the general solution of the leading order autonomous system (3.6), subject to (3.18) , is given by
where χ free satisfying (3.21). The subscripts 'l' stand for logarithmic-type, as the time evolution of χ, equation (3.21) , is characteristic for log q (t) when interpreted as a q-difference equation in t. Note that we used S Remark 3.1. We would like to note that the classification of solutions of (3.6) is now complete. That is, given any initial data (F 0 , G 0 ) ∈ C 2 satisfying regularity condition F 0 ·G 0 = 0, 1. Let F n+1 = F n and G n+1 = G n be defined recursively by (3.6) for n ∈ Z. Then (F n , G n ) n∈Z is captured by (3.13) or (3.24) . Indeed let P = I(F 0 , G 0 ), and assume
Hence µ(Λ 1 ) = 0 iff µ(Λ 2 ) = 0. Assume µ(Λ 1 ) = 0, then the overdetermined system
has an unique solution φ 0 ∈ C * , and we obtain, for all n ∈ Z,
. Of course the choice Λ = Λ 2 would have led to the same result. This, however, is no longer the case when µ(Λ 1 ) = 0. We leave it to the reader to work through these degenerate cases as well as the logarithmic one,
The formal series solution
In equations (3.5) we saw that the leading order behaviour of the solutions f = tf 1 and g = tg 1 is described by the autonomous system (3.6). Furthermore we found the general solution to this autonomous system in the previous section. We therefore consider the following formal solution ansatz for q-P (A 1 ),
This approach reduces to the power series method if we assume that the F i and G i are plain complex numbers. However for now we work with these coefficients on a formal level, for example,
We substitute these formal series into equations (2.1) and compare coefficients of t order by order. First of all, note that no terms t n with n < 4 occur in equations (2.1). By comparing the coefficients of t 4 in equations (2.1) we obtain the autonomous system (3.6) with F = F 1 and G = G 1 . As to the higher order coefficients, for n > 1, by comparing the coefficients of t n+3 in equations (2.1), we obtain
n and R (2) n which are polynomial with respect to their inputs, where the polynomials Q (i) (z) are defined by
Note that these equations are linear autonomous equations with respect to F n and G n . It is straightforward to obtain explicit expressions for R (1) n and R (2) n , these are however rather lengthy, which is why we omit them. As an example, R 
Furthermore the polynomials R
n and R (2) n are of degree at most n + 3 with respect to the weighted gradation deg 
The importance of this observation becomes clear when we substitute the generic solution (3.13) to equations (3.6) for F 1 and G 1 . Indeed, if we set
as defined in equations (3.13), then F 1 (φ) and G 1 (φ) are Laurent polynomials in φ of degree 1 in both φ and φ −1 . Hence the right-hand sides of equations (4.1) for n = 2, are Laurent polynomials in φ of at most degree n + 3 = 5 in both φ and φ −1 , which shows that the system of equations (4.1) for n = 2 possibly has a solution (F 2 (φ), G 2 (φ)), such that F 2 (φ) and G 2 (φ) are Laurent polynomials in φ of at most degree 2 in both φ and φ −1 . Indeed a lengthy calculation confirms this. More generally, we conjecture that there is an unique solution ((F n (φ)) ∞ n=1 , (G n (φ)) ∞ n=1 ) to equations (4.1) with F 1 (φ) = F (φ) and G 1 (φ) = G(φ) as above, such that F n (φ) and G n (φ) are Laurent polynomials in φ of at most degree n in both φ and φ −1 . An equivalent formulation of this statement is given in Conjecture 4.3. This however seems difficult to prove directly and we hence prove a weaker version, which states that there is an unique solution where the coefficients F n (φ) and G n (φ) are Laurent series in φ with highest order term of degree less or equal to n, for n ∈ N * . Theorem 4.1. There exists an unique formal series solution to q-P (A 1 ) of the form
with, for n ∈ N * ,
1,1 (Λ, b) = Λ and Λ and φ satisfy equations (3.14), with
For n ∈ N * and i ∈ Z ≤n , the coefficients F 0,+ n,i (Λ, b) and G 0,+ n,i (Λ, b) are rational functions in their inputs, which are regular at points (Λ, b) ∈ C * × B such that
condition (4.4) is satisfied and this formal solution, written in terms of the variables ζ 1 = tφ and ζ 2 = φ −1 ,
there is an open environment Z ⊆ C 2 of 0, such that the series (4.6) converge uniformly on Z × L, defining holomorphic functions on this set in (ζ, Λ).
Proof. We apply the q-Briot-Bouquet Theorem A.1 with m = 2 to q-P (A 1 ), after a change of dependent and independent variables. More precisely, inspired by equations (4.6), we introduce the following variables,
where ζ 1 and ζ 2 , in accordance with equations (3.14), satisfy
As t = ζ 1 ζ 2 , we can rewrite q-P (A 1 ) in terms of these new variables as
We apply the q-Briot-Bouquet Theorem A.1 to this system of q-difference equations. We denote
and leave it to the interested reader to write down H 1 (ζ, y; Λ, b) and H 2 (ζ, y; Λ, b) explicitly. A rather lengthy calculation shows
in particular H(0, 0; q, Λ) = 0 and we have
Note that 1 is the only eigenvalue of D(Λ, b), with multiplicity 2. Therefore, by the qBriot-Bouquet Theorem A.1, if conditions (4.4) are satisfied, then the system of q-difference equations (4.8) has an unique power series solution of the form (4.10)
with y
. Associated via equations (4.7), we have the following expansions for f = f (ζ 1 , ζ 2 ; Λ, b) and
where the coefficients are defined by
n−1,m (Λ, b), for n ∈ N * and m ∈ N with (n, m) = (1, 0), and
Rewriting these expansions in terms of the original independent variables t and φ, the formulas
define formal series solutions of q-P (A 1 ), precisely as described in equations (4.2). Furthermore the q-Briot-Bouquet Theorem A.1 implies that the power series (4.11) converge in an open environment of (ζ 1 , ζ 2 ) = (0, 0), if 1 is not a limit point of Q. Note that this condition is trivially satisfied if 0 < |q 1 |, |q 2 | < 1, which is equivalent to Λ ∈ L 0 (b). We conclude that the series (4.6) indeed converge locally at (ζ 1 , ζ 2 ) = (0, 0), for Λ ∈ L 0 (b). Strictly speaking, this only shows that the series defines a solution in the two variables t and φ for a fixed Λ ∈ C * such that condition (4.4) holds. Note however, that the proof of Theorem A.1 gives an explicit recursion for the coefficients, which proves that the coefficients F As to the second part, we would like to prove that the solutions (4.11) depend holomorphically on Λ, which is equivalent to proving that the expansions (4.10) are holomorphic in Λ. To this end we apply Theorem A.
, the set L is compact, a simple compactness argument shows that it suffices to prove that for any
) and determine an r > 0 such that
and set U = B 2 max (q 0 , r). We have to modify the functions H 1 (ζ, y; Λ, b) and H 2 (ζ, y; Λ, b) a bit in order to be able to apply Theorem A.2, as Λ and b are not independent of q = (q 1 , q 2 ). Indeed, we have to reparameterise all variables in terms of q 1 and q 2 . To this end, we keep the value of b i fixed for 2 ≤ i ≤ 8, but allow b 1 and Λ to vary with q. More explicitly, we define
for q ∈ U , where we choose the sign of the square root such that Λ(q 0 ) = Λ 0 . Note that at q = q 0 , the original values of the parameters are recovered, as
and Λ(q) is a univalued holomorphic function on U . We modify H 1 and H 2 , by setting
The functionH(ζ, y; q) is holomorphic at (ζ, y, q) = (0, 0, q ′ ) withH(0, 0, q ′ ) = 0, for every q ′ ∈ U . The relevant Jacobian matrix ofH is given bỹ
for q ∈ U , where D(Λ, b) is the Jacobian matrix of H, as defined in equation (4.9). Again 1 is the only eigenvalue ofD(q), which is not an element of Q 0 as defined in (A.5) with m = 2, for q ∈ U . We can hence apply Theorem A.2, which gives open environments Z ⊆ C 2 and V ⊆ U of 0 and q 0 respectively, such that the series y i (ζ; Λ(q), b ′ (q)), with notation as in equation (4.10) for i = 1, 2, converge uniformly on Z × V , defining holomorphic functions in (ζ, q) on this set. To undo the reparameterisation (4.12), we define
and determine an open connected environment
Then we know that the series
converge uniformly on Z × L, defining holomorphic functions in (ζ, s) on this set. Note however, that we have, for s ∈ L,
and hence
The theorem follows. As desired, we have
where F and G are defined as in equations (3.13) . Furthermore the coefficients F 0,+ n (φ; Λ, b) and G 0,+ n (φ; Λ, b) indeed satisfy equations (4.1), which allows us to calculate them recursively.
In Theorem 4.1 the plus superscripts reflect the fact that there are only finitely many positive powers of φ occuring in the Laurent series (4.3), we define the dual 'minus' solutions as follows
Note that indeed, by Theorem 4.1, this defines a formal solution to q-P (A 1 ), as
Analogously to the expansions (4.2) and (4.3), we have
where, for i ∈ Z ≥−n ,
Using the symmetries
it is easy to see that
where F (φ) and G(φ) are as defined in equations (3.13). Note that this implies that the coefficients of the formal 'plus' and 'minus' series solutions, (4.3) and (4.16), satisfy the same recursive system of difference equations (4.1), with the same initial values (4.17). Motivated by this plausibility argument, we formulate the following conjecture. 
or equivalently, for n ∈ N * , the Laurent series (4.3) terminate at i = −n, that is,
In particular, by equations (4.14), we have, for n ∈ N * and i ≤ n,
Equations (4.13) show that (4.18) is true when n = 1 and we have checked the case n = 2 using Mathematica. As an additional check, Proposition 6.1 is consistent with equations (4.19). 
In particular, if |q 2 | = 1 with q 2 = 1 and |q 1 | < 1, then the convergence of expansions (4.6) still holds. If Conjecture 4.3 is true, then condition (4.4) can be relaxed further, to 1 / ∈ Q rel , where Q rel ⊆ Q is defined as
4.1. Formal series solution at infinity. The Bäcklund transformation T 4 defined in (C.1), shows that the critical points 0 and ∞ play an essentially equivalent role in q-P (A 1 ). Using Bäcklund transformation T 2 and Theorem 4.1, it is easy to see that
We introduce formal variables Λ ∞ and φ ∞ satisfying
Observe that equations (4.21) are satisfied, and upon substitution into equation (4.20), we find that
defines a formal series solution to q-P (A 1 )(b) at t = ∞. Indeed, expanding this solution in t and φ ∞ , we find
with, for n ∈ N,
, and hence
where, for n ∈ N and i ∈ Z ≤n+1 ,
Of course we can formulate analogous convergence results to the ones in Theorem 4.1. To obtain the dual 'minus' solutions at infinity, we again take Λ ∞ and φ ∞ satisfying equations (4.22) , and set
in equations (4.20).
4.2.
Symmetries of the formal series solution. In Appendix C we discuss several Bäcklund transformations of q-P (A 1 ). Using these we can find symmetries of the formal series solution (4.2). We discuss 3 such examples. First of all, note that for any permutation
, and using Theorem 4.1 we deduce
Next, we would like to derive a symmetry of the formal series solution (4.2) by application of Bäcklund transformation T 1 as defined in (C.1). Consider formal variables φ and Λ satisfying (3.14) and put
Then we have
and by Theorem 4.1 this implies that
We apply Bäcklund transformation T 1 , which shows that
defines a formal solution to q-P (A 1 )(b). We expand this solution in powers of t and φ and prove that it is exactly the formal series solution (4.2). First of all, for the denominators in (4.26), expanding in t gives
where, for m ∈ N,
We can hence expand equations (4.26) in t, using for instance the Lagrange inversion formula, to obtain
and compare the result with the formal series solution (4.2). Indeed, by expanding the coefficients of the series (4.28) with respect to φ, we see that they are of exactly the same form as solutions (4.2) , that is, we can find F n,i and G n,i for i ∈ N ≤n and n ∈ N * such that
In particular, calculating F 1,1 and G 1,1 gives
Therefore, by the uniqueness property of the formal series solution (4.2) in Theorem 4.1, we have
and hence, by the definition of f and g (4.26), we obtain the formal identities
These equations induce a countable number of identities among the coefficients, each one given by comparing the coefficients of a positive power of t. In particular, comparing the coefficients of the lowest order term t, we obtain
Combining this identity with equations (4.13), (3.5) and (4.27), we find generating functions,
Similarly, using Bäcklund transformation T 3 , we find formal identities
These equations plays an important role in the symmetrisation of q-P (A 1 ), as described in Section 7.
5. Constructing true solutions to q-P (A 1 )
In this section we use the formal series solution (4.2) to construct true solutions of q-P (A 1 ). The idea is relatively straightforward, we replace the formal variables Λ and φ with actual functions satisfying equations (3.14). Let us take any choice of parameter values b ∈ B, define q by equation (1.2) and assume |q| < 1, or equivalently,
We first discuss how to find solutions on a discrete time domain q Z t 0 . More precisely, we adopt the following discrete time interpretation of q-P (A 1 ), we fix a t 0 ∈ C * and define
then we have, for s ∈ Z,
We remark that Grammaticos and Ramani [6] initially introduced q-P (A 1 ) in this form. In this setting, we give meaning to the autonomous equations (3.14), by interpreting them as follows,
Let us take any φ 0 ∈ C * and Λ 0 ∈ L 0 (b), as defined in (4.5). In accordance with Theorem 4.1 and equations (5.2), we put
and define, for s ∈ Z,
, Theorem 4.1 shows that there is an r > 0 such that the expansions (4.6) with Λ = Λ 0 converge for all (ζ 1 , ζ 2 ) ∈ C 2 with |ζ 1 |, |ζ 2 | < r. Note that 0 < |q 1 |, |q 2 | < 1 and determine an S ∈ Z, such that, for all s ≥ S,
Then we know, that for all s ≥ S,
are well-defined, and converge uniformly in s on Z ≥S , defining a solution of (5.1). Grammaticos and Ramani [6] showed that (5.1) has the singularity confinement property, which allows us to extend (f s , g s ) s≥S to a full solution (f s , g s ) s∈Z , with f s , g s ∈ C ∞ for s ∈ Z, where C ∞ denotes the Riemann sphere. Note that this solution (f s , g s ) s∈Z is completely determined by our initial choices for Λ 0 and φ 0 , that is, writing
we found a family of solutions to q-P (A 1 ) with discrete time t = q s t 0 , i.e. equations (5.1), with two arbitrary integration constants Λ 0 ∈ L 0 (b) and φ 0 ∈ C * .
5.1. Constructing analytic solutions. To construct solution with continuous time t, we replace the formal variables φ and Λ in the formal series solution (4.2) by analytic functions satisfying equations (3.14), as done in the following theorem.
Theorem 5.1. Let b ∈ B, define q by (1.2) and assume |q| < 1. Suppose we have a nonempty open set T ⊆ C * with qT = T , a function Λ(t) which is holomorphic on T and q-periodic, i.e. Λ(qt) = Λ(t), satisfying inequalities
for t ∈ T . Assume φ(t) is a holomorphic nonvanishing function with, for t ∈ T ,
Then there is an unique meromorphic solution (f (t), g(t)) of q-P (A 1 ) on T , characteristed by the fact that, for every V ⊆ T open with V * ⊆ T and qV = V , there is an r > 0, such that the series
converge uniformly on V ∩ {t ∈ C * : |t| < r}, and we have f (t) = f 0,+ (t, φ(t); Λ(t), b) and g(t) = g 0,+ (t, φ(t); Λ(t), b) on this set. In particular the leading order behaviour of this solution on V as t → 0, is given by
Proof. Let us take any nonempty open set V ⊆ T with qV = V , such that V * ⊆ T . We define
then V ann is a compact subset of T . We define
then we have, by inequalities (5.3),
By equation (5.4) , we obtain,
Let us introduce the variables
then we have inequalities
By Theorem 4.1, there is an open environment Z ⊆ C 2 of 0, such that the series (4.6) converge uniformly in (ζ, Λ) on Z × L. By inequalities (5.7) and (5.9), we can determine an r > 0 such that ζ(t) ∈ Z for |t| < r. It follows that the series (5.5) converge uniformly on (5.1), defining analytic solutions of q-P (A 1 ) on this set. Of course, we can now use the q-P (A 1 ) equation, to analytically extend the domain of the solution (f V (t), g V (t)) to V , giving a uni-valued meromorphic solution on V . Indeed, by rewriting q-P (A 1 ) as
and setting f = f V (t) and g = g V (t) in the above equations, analytic continuation to V is easily obtained. As we can do so for any open set V ⊆ T with V * ⊆ T and qV = V , we take the union of these solutions f V (t) and g V (t), giving an unique meromorphic solution (f (t), g(t)) of q-P (A 1 ) on T .
Remark 5.2. We note that if Conjecture 4.3 is true, then condition (5.3) can be relaxed substantially. Indeed note that condition (5.3) is equivalent to 1 < |λ(t)| < |q| −1 on T . If Conjecture 4.3 is true, then we can relax this condition to |q| < |λ(t)| < |q| −1 and λ(t) = 1 on T . Indeed, let us set
Using Theorem 5.1 we can construct a solution (f + (t), g + (t)) on T + . Using a dual result of Theorem 5.1 for the formal 'minus' solutions (4.14), we construct a solution (f − (t), g − (t)) on T − . If Conjecture 4.3 is true, then these solutions should match on T 0 , giving a global solution (f (t), g(t)) on T . Passing through the set T 0 = {t ∈ T : |λ(t)| = 1}, an interesting transition in leading order behaviour near t = 0 is expected, see in particular equations (5.13).
Note that, upon fixing the domain T , the solution defined in the above theorem contains essentially two free parameters, the functions Λ(t) and φ(t)
critical behaviours at t = 0 for solutions of q-P (A 1 ). Indeed the holomorphic solutions, defined in Proposition 2.1, are not captured directly by Theorem 5.1.
Allthough holomorphicity seems natural in Theorem 5.1, one could leave it away or replace it for, for instance, continuity, to obtain a broader class of solutions. Note that we can also formulate a real version of Theorem 5.1. That is, assume that the parameters b satisfy
with q(b) ∈ (0, 1). We let φ(t) and Λ(t) be nonzero real-valued continuous functions satisfying (5.3) and (5.4) on R + . Then there is an unique real-valued piecewise continuous solution (f (t), g(t)) of q-P (A 1 ) on R + , such that there is an r > 0 such that the series expansions (5.5) converge uniformly on (0, r) and f (t) = f 0,+ (t, φ(t); Λ(t), b) and g(t) = g 0,+ (t, φ(t); Λ(t), b) on (0, r). Setting f (0) = g(0) = 0 the obtained solution (f (t), g(t)) is continuous on [0, r).
5.2.
Complex power-type series solutions. Let us discuss a special case of Theorem 5.1. We take Λ(t) constant, so we take a Λ ∈ C satisfying
and set Λ(t) = Λ. We define λ =
∈ C and determine a ρ ∈ C such that q ρ = λ. We choose a φ 0 ∈ C * and set φ(t) = φ 0 t ρ . As ρ / ∈ Z, we have to impose a branchcut on the domain T ⊆ C * , and in order to meet the requirement qT = T , we set this branchcut equal to a (continuous) q-spiral. That is, we choose a θ b ∈ R, and set (5.10)
Then we can define the complex exponential t ρ uni-valued on T , such that
holds for all t ∈ T . More explicitly, we could for instance define t ρ on T as follows. Let t ∈ T , then there is an unique s ∈ R and an unique θ ∈ (θ b , θ b + 2π) such that t = q s e iθ , and we define
Applying Theorem 5.1 gives us an unique meromorphic solution (f (t), g(t)) of q-P (A 1 ) on T , such that f (t) and g(t) are described by
for t close to 0, on every open set V ⊆ T with V * ⊆ T and qV = V .
However, since λ is constant, it might come as no surprise that we actually have global uniform convergence of the expansions (5.12) on T intersected with a neighbourhood of the origin. That is, there is an r > 0, such that the expansions (5.12) converge uniformly on T ∩ {t ∈ C * : |t| < r}.
An interesting special case occurs when λ ∈ q R , then we can choose ρ ∈ R, and as 1 < |λ| < |q| −1 , we have −1 < ρ < 0. In Section 7.20 we identify the solutions (5.12) with the solutions of Painlevé VI found by Jimbo [14] in the continuum limit q → 1.
5.3.
Oscillatory-type solutions. Another case of special interest is given by setting λ = e θi in Theorem 5.1, where θ ∈ R \ 2πZ. Indeed, by Remark 4.4, the expansions (4.2) are welldefined in this case, and converge. This gives rise to solutions of q-P (A 1 ) with leading order behaviour of damped oscillatory-type. Indeed, let |q| < 1 as before, given a nonempty open set T ⊆ C * with qT = T and a nonvanishing function φ(t) satisfying φ(qt) = e θi φ(t) on T , setting
2 θi , we can construct an unique meromorphic solution (f (t), g(t)) of q-P (A 1 ) on T , such that, for every V ⊆ T open with V * ⊆ T and qV = V , there is an r > 0, such that the series (5.5)
converges converge uniformly in t on V ∩ {t ∈ C * : |t| < r}, and we have f (t) = f 0,+ (t, φ(t); Λ, b) and g(t) = g 0,+ (t, φ(t); Λ, b) on this set. The leading order behaviour of this solution is given by
as t → 0 in V as above. We are tempted to call these damped oscillatory-type solutions. Indeed, if θ ∈ Q, then φ(t) is periodic, leading to a vast number of possible damped oscillatory-type asymptotics in equations (5.14), for different choices of φ(t). On the other hand, for any φ 0 ∈ C * , setting φ(t) = φ 0 t iρ , where ρ = θ log (q) −1 , we have φ(q s t) = φ(t), where s = 2π θ ∈ R, which gives damped oscillatory-type asymptotics in equations (5.13) on q-spirals as well. Heuristically speaking, the latter solutions are related to the damped oscillatory-type solutions Guzzetti [8] obtained for the continuous sixth Painlevé equation (7.19) , via the continuum limit discussed in Section 7.1.
Let us get back to the general case. Applying Bäcklund Transformation T 1 to the solution (f (t), g(t)), we see that
, defines a meromorphic solution of q-P (A 1 )(b (1) ) on T . Note that the leading order terms in equations (5.13) can not vanish identically on a nonempty open subset of T . For any set V ⊆ T satisfying V * ⊆ T and 0 ∈ V , such that V * does not contain any zeros of the denominators appearing in equations (5.14), we have
as t → 0 on V . We are tempted to call these undamped oscillatory-type solutions. Note however, that for a bad choice of φ(t), the poles of f (t) and g(t) in T might accumulate at t = 0 in a rather unpleasant way. We easily circumvent this problem by demanding φ(t) to be such that the denominators appearing (5.14) do not vanish on T , for t close enough to 0. We remark that Guzzetti [8] also obtained undamped oscillatory-type solutions to the continuous sixth Painlevé equation (7.19).
Asymptotics of true solutions.
Note that the asymptotics (5.6) are useful for identifying Λ(t) and φ(t) for a given numerical solution of q-P (A 1 ). That is, suppose one has a solution (f (t), g(t)) on an open domain T ⊆ C * with qT = T . By numerically comparing the leading order behaviour of f (t) and g(t) as t → 0 in T with equations (5.6), one can determine whether this solution can be described by equations (5.5) and determine the associated Λ(t) and φ(t) numerically. The other way around, given Λ(t) and φ(t), we are interested in obtaining numerics of the via Theorem 5.1 associated solution. So suppose we are given Λ(t) and φ(t) on some open domain T ⊆ C * with qT = T satisfying the necessary conditions in Theorem 5.1. Let V ⊆ T be open with V * ⊆ T and qV = V , then there is an r > 0 such that the series (5.5) converge uniformly to (f (t), g(t)) on V ∩ {t ∈ C * : |t| < r}.
From a theoretical point of view, this means that we could obtain arbitrary accurate numerics of the solution (f (t), g(t)) on this set by calculating sufficiently many coefficients in the series (5.5). However, in practice these coefficients seem to be quite hard to calculate for large n.
As an example, writing the coefficients F Despite this drawback, note that we have 1 ≪ φ(t) ≪ t −1 on V as t → 0. Therefore
for i ∈ Z <n and n ≥ 2, as t → 0 in V . Therefore by Theorem 5.1 and equations (5.5), we have
as t → 0 in V . And hence, using equations (4.31), we obtain
as t → 0 in V , and explicit formulas for F 0,+ 1 and G
0,+ 1
are given by equations (3.13) and (4.13). These closed formulas seem to indeed be quite useful for practical purposes such as numerical analysis. To illustrate this, let us rewrite q-P (A 1 ) as
We put
and define, for n ∈ N,
Of course (f (t), g(t)) is a fixed point of the above mapping and we hope that the f n and g n converge at least uniform to f and g on compact sets, which do not contain poles of f and g, as n → ∞. So far, numerics indicate that this is mostly the case, which allows us to obtain accurate numerics with relatively small computational effort. Clearly this motivates to do a stability analysis of the mapping (5.15). We will not pursue this issue further here.
Six special 1-parameter families of solutions
As a consequence of Conjecture 4.3, we expect the inner summations in (4.3) to terminate at i = 0, i.e. all negative powers of φ to disappear, when Λ is equal to any of the roots of µ(Λ, b). Indeed we have the following result.
Proposition 6.1. Let k ∈ {1, 2, 3}, and Λ ± k and λ k be defined as in Section (3.2), where we fix the sign ± throughout the proposition. Take b ∈ B such that
Then, setting Λ = Λ ± k , the formal solution (4.2) of q-P (A 1 ), defined in Theorem 4.1, takes the form
where φ satisfies φ = λ ±1 k φ. Assuming |q| < 1, |λ ±1 k | < |q| −1 and λ ±1 k / ∈ q N * , condition (6.1) is satisfied and this formal solution, written in terms of the variables t and ζ 1 = tφ,
converges near (t, ζ 1 ) = (0, 0). Furthermore, the pair of isolated power series in (6.3), equals the solution (f (1,k) , g (1,k) ), holomorphic at t = 0, defined in Proposition 2.2, that is, (6.4b) and in particular these do not depend on the choice of sign ± in Λ ± k .
Proof. For notational simplicity, we discuss the particular case Λ = Λ + 1 = −b 1 b 2 , noting that the other cases can be dealt with analogously. We assume condition (6.1) with k = 1 and ± = +, plus the additional conditions
Once we have proven the proposition with these additional assumptions, we can easily discard them by analytic continuation using Remark 4.2. Indeed, given the proposition, we find, that condition (4.4) in Theorem 4.1 can be replaced by 1 / ∈ Q s when Λ = Λ + 1 , as in Remark 4.4. The idea of the proof is to construct a formal solution (f (t, φ), g(t, φ)) of q-P (A 1 ), which has an expansion in t and φ, exactly of the form (6.2), and subsequently use the uniqueness property in Theorem 4.1 to conclude
Firstly, by (6.1), we have λ 1 / ∈ q Z , and using the first two conditions in (6.5), we construct the solution (f (1,1) , g (1,1) ) of q-P (A 1 ), holomorphic at t = 0, defined in Proposition 2.2. Next we apply the following change of variables
which allows us to rewrite q-P (A 1 ) as
for some functions H 1 (t, ζ 1 , y 1 , y 2 ) and H 2 (t, ζ 1 , y 1 , y 2 ) which are rational in the elements of (6.9) t, ζ 1 , ζ 2 , y 1 ,
We wish to apply the q-Briot Bouquet theorem A.1 with Y = (0, 0), therefore the first condition we have to check is that H 1 and H 2 are holomorphic at (t, ζ 1 , y 1 , y 2 ) = (0, 0, 0, 0). As H 1 and H 2 are rational in the elements of (6.9), it is enough to expand H 1 and H 2 as series in t, ζ 1 , y 1 , y 2 and check that no negative powers appear. Expanding H 1 and H 2 in ζ 1 , we find for i = 1, 2, (6.10)
The coefficients h (i)
−1 (t) are rational in t, f (1,1) (t), g (1,1) (t), f (1,1) (qt) and g (1,1) (qt). Formally speaking h −1 (t) are identically zero, precisely because we are perturbing around a solution of q-P (A 1 ). We conclude, for i = 1, 2,
. In a similar fashion one can calculate that H i (t, ζ 1 , y 1 , y 2 ) enjoys a power series expansion in the other variables y 1 , y 2 and t, for i = 1, 2. The y 1 and y 2 cases are rather trivial, but in the t case, we use the fact that we perturb around a solution of q-P (A 1 ), holomorphic at t = 0, in an essential way. We conclude that H 1 and H 2 are holomorphic at (t, ζ 1 , y 1 , y 2 ) = (0, 0, 0, 0), and calculate 
, has eigenvalues 1 and λ −2
1 . By (6.1) and the third additional assumption in (6.5), we can apply the q-Briot Bouquet Theorem A.1, to obtain an unique power series solution to (6.8) of the form
with y (i) 0,0 = 0 for i = 1, 2. Associated via equations (6.7), we have the solution (f (t, φ), g(t, φ)) of q-P (A 1 ) with
n−i,i−1 , (6.14)
n−i,i−1 , (6.15) for 1 ≤ i ≤ n and n ∈ N ≥2 . By the uniqueness property in Theorem 4.1 we conclude that (6.6) must hold. The remaining convergence result follows from the q-Briot Bouquet Theorem A.1.
The proof of Proposition 6.1 is not particularly elegant. This lies in the fact that we are dealing with a strongly resonant case in light of the general solution of a q-Briot Bouquet type equation. We do not want to delve too far into this issue, but just like to point out that the difficulty comes from the fact that in the case of solutions, holomorphic at t = 0, the two eigenvalues of the relevant Jacobi matrix are each other's reciprocals, as the proof of Proposition 2.1 shows. We avoid this issue by a change of dependent and independent variables, with the cost of dealing with some additional assumptions (6.5). 
However, the convergence result of (6.3) in Proposition 6.1, allows us to easily extend the results of Theorem 5.1 to the cases |λ 1 | < 1 and |λ 1 | = 1. Indeed, let us consider the case |λ 1 | < 1, and take some analytic function φ(t) which satisfies φ(qt) = λ 1 φ(t) on a nonempty open set T ⊆ C * with qT = T . Then there exists an unique meromorphic solution (f (t), g(t)) of q-P (A 1 ) on T , characterised by
for t small in T , as the right-hand sides converge uniformly in t on any set V ⊆ V * ⊆ T with qV = V , intersected with a disk centered at the origin with radius chosen small enough. In particular, by equations (6.4), the leading order behaviour of f (t) and g(t) is given by
as t → 0 in V as above.
Of course the choice φ(t) ≡ 0 gives f (t) = f (1,1) (t) and g(t) = g (1,1) (t). Now let us realise the case f ≪ t with g ≍ t in (3.2), by assuming the condition (6.17)
given in (3.4). Indeed the leading term of f (1,1) (t) vanishes, as f
(1,1) 1 = 0, and hence we generically have f ≪ t and g ≍ t as t → 0 in V ⊆ T as above. If we also set (6.18) b
4 , then the leading term of g (1,1) (t) also vanishes, as g (1,1) 1 = 0, and this realises the case f, g ≪ t as t → 0 in (3.2). Note that (6.17) and (6.18) imply b 1 = −b 2 and b 3 = −b 4 , so condition (3.3) is trivially satisfied, as expected. To give the reader an appreciation how far the rabbit hole of degenerations goes, let us consider the case
The solution (f (t), g(t)) takes the form
where the parameters b 2 , b 4 and b 8 can be chosen to our pleasure. In particular, let us fix some b 4 , b 8 ∈ C * with |b 4 | < |b 8 |. Then, for any m ∈ N, we can choose b 2 ∈ C * small enough, such that |λ 1 | < |q| m , which gives
Let us return to the generic case (6.16), application of Bäcklund transformation T 1 and a permutation b → b (1) of the parameters, gives an associated solution (f (t),g(t)) of q-
as t → 0 in V as above, where φ(qt) = λ φ(t) with λ =
, subject to conditions |q| < 1, |λ| < 1, λ / ∈ q N * and, to ensure the validity of the asymptotics (6.20),
8 . Setting φ(t) ≡ 0, gives the solutionf (t) = f (0,1) (t) andg(t) = g (0,1) (t) defined in Proposition 2.1.
7.
Reduction to symmetric q-P (A 1 )
There are some natural conditions on the parameters b wich allow a reduction of q-P (A 1 ) to its symmetric form,
where a, b, c, d ∈ C * are complex parameters and ξ ∈ C * defines the time evolution,
We write b s = (a, b, c, d) and denote the parameter space of symmetric q-P (A 1 ) by
Consider q-P (A 1 ), let ξ 2 = q and assume that the parameters b satisfy
We set
If (f (t), g(t)) is a solution of q-P (A 1 ) which satisfies
then it is easy to see that,
defines a solution of symmetric q-P (A 1 ). Consider the formal series solution (4.2) and assume (7.2), then we havê
In order to make sense of condition (7.3), we have to define the time evolution· on Λ and φ. Inspired by equations (7.5), we set
Note that this is indeed consistent with (7.5) and condition (7.3) becomes
where we denote
We prove that this condition indeed holds, which implies that the formal series solution (4.2) reduces 'naturally' to a solution of symmetric q-P (A 1 ). By equation (4.32), we have
so it remains to prove
This identity, however, follows directly from equation (4.25), by comparing (7.8) and (7.9), where the permutation σ ∈ Sym({1, 2, 3, 4}) × Sym({5, 6, 7, 8}) equals σ = (1 2)(3 4)(5 6)(7 8).
We conclude that, assuming equations (7.6), the symmetry condition (7.7) always holds. Formula (7.4), however, does not allow for any straightforward interpretation. Luckily we are working with formal variables, so let us for a moment, denote the time evolution t → ξ 1 2 t bỹ t, sot = ξ 1 2 t and in general· =·. We simply introduce new formal variables Λ s and φ s which are forced to satisfy
and hence, by equations (7.6), satisfŷ
We conclude, using equation (7.4) , that
defines a solution of symmetric q-P (A 1 ). Despite the appearance of square roots of ξ in the above expression, the coefficients in the expansion are rational in ξ and we have the following result.
Theorem 7.1. There exists an unique formal series solution to the symmetric q-P (A 1 ) equation (7.1), of the form
where x 0,+ 1,1 (Λ s , ξ, b s ) = 1 and ξ and φ s satisfy (7.10). For n ∈ N * and i ∈ Z ≤n , the coefficient x
where q 1 = q 1 (ξ, Λ s ) = ξΛ s and q 2 = q 2 (Λ s ) = Λ −1 s . Furthermore, let |ξ| < 1 and Λ s ∈ L s 0 := {x ∈ C : 1 < |x| < |ξ| −1 }, then condition (7.12) is satisfied and this formal solution, written in terms of the variables ζ 1 = tφ s and ζ 2 = φ −1 s ,
converges near (ζ 1 , ζ 2 ) = (0, 0). In fact, these expansions also depend holomorphic on
there is an open environment Z ⊆ C 2 of 0, such that the series (7.13) converges uniformly on Z × L, defining holomorphic functions on this set in (ζ, Λ s ).
Proof. We prove this analogously to Theorem 4.1.
For the formal series solution (7.11), conjecture 4.3 implies that the coefficients x 0,+ n,i (Λ s , b s , ξ) vanish for i < −n and n ∈ N * . Indeed, by direct computation we checked this assertion for n = 1, 2, 3. As to the case n = 1, it is easy to see that
which defines a solution to the autonomous QRT-mapping
Similar to Theorem 5.1, we can use the formal series solution (7.11) to construct true solutions to symmetric q-P (A 1 ). As an example we construct complex power-type series solutions, let ρ ∈ C * , set Λ s = ξ ρ and assume 1 < |Λ s | < |ξ| −1 .
Define t ρ analogously to (5.11) on a domain T defined by equation (5.10), with q replaced by ξ, for a θ b ∈ R. Then there is an unique meromorphic solution x(t) of symmetric q-P (A 1 ) on T such that
for t close to 0. More precisely, there is an r > 0, such that the expansion on the right-hand side of equation (7.15) converges uniformly in t on T ∩ {t ∈ C * : |t| < r}, and the equation holds on this set. 7.1. Continuum limit of formal series solution. Grammaticos and Ramani [6] calculated the following continuum limit of the symmetric q-P (A 1 ) equation (7.1) to the sixth Painlevé equation (7.19) . We set
for some fixed α, β, γ, δ ∈ C. Then, by letting ξ → 1, symmetric q-P (A 1 ) (7.1) becomes
which is a non-canonical form of the sixth Painlevé equation. Indeed, the change of variables (7.18) leads to the sixth Painlevé equation P VI in canonical form,
We remark that the parametrisation of P VI in equation (7.19) differs slightly from the literature. Indeed, by applying the substitution,
we obtain a more common form.
To calculate the continuum limit of the formal series solution (7.11), we consider solutions of the form (7.15), so Λ s is fixed and we set φ(t) = t ρ , where the branchcut is taken independent of ξ. More precisely, we take any ρ ∈ C * with −1 < ℜ(ρ) < 0, let log(t) denote the natural logarithm with respect to a fixed branchcut and define t ρ = exp (ρ log t) as usual. We let ξ ∈ (0, 1) and define b s = b s (ξ) by equations (7.16) for some fixed α, β, γ, δ ∈ C. We define, as in equation (7.15),
which converges uniformly in t on an open disc punctured at the origin. Via analytic continuation we extend the domain of x(t; φ 0 , ρ, ξ) to C * excluding the branchcut of log(t). Using Theorem A.2, it is not hard to see that this solution also depends holomorphic on ξ for ξ ∈ (0, 1) and t in an open disc punctured at the origin. However, we are interested in the limit ξ ↑ 1 of solution (7.20) , but condition (7.12) for the existence of the formal series solution (7.11), is not satisfied at ξ = 1. Despite the fact that Theorem 7.1 becomes inapplicable in this limit, we do believe solution (7.20) converges to a true solution of the differential equation (7.17) as ξ ↑ 1. Proving this rigorously, probably requires an extension of Theorem A.2 which incorporates limits of the variable q as it approaches the boundary of B m max (0, 1) under some specific assumptions, an interesting direction for future research. Instead, we proceed by heuristically calculating the continuum limit on a formal level. By equation (7.14), we have,
where the second equality is obtained by applying L'Hôpital's rule twice. Similarly, we find
which motivates us to make the following bold move. We assume that the limit,
exists on a formal level, for all i ∈ Z ≤n and n ∈ N * , where b c = (α, β, γ, δ).
We hence obtain the following formal solution to the differential equation (7.17) ,
and assuming convergence, its leading order behaviour is given by
Applying the change of variables (7.18) to this solution, we find an associated solution w 0 (ζ; ρ, s, b c ) to P VI , where s = 2 −1−2ρ φ 0 , whose leading order behaviour is given by
This is exactly the asymptotic expansion around ζ = 1 which characterises the solutions obtained by Jimbo [14] for P VI (7.19) . Indeed Guzzetti [10] showed how to calculate the coefficients in the asymptotic expansions of these solutions, in particular, for any r ∈ C * , there is an unique solution ω of P VI which satisfies,
Setting r = −sρ we identify this solution with w 0 (7.21), by applying the following Bäcklund transformation of P VI (7.19),
Guzzetti [10] states that the full expansion of the solution ω(t) of P VI , characterised by equation (7.22) , is given by
where ω 1,1 = − 1 ρ and the remaining coefficients can be determined uniquely via substitution into P VI (7.19) and comparing coefficients. So indeed, the continuous counterpart of Conjecture 4.3 seems true. That is, there are no terms t ρi+n in expansion (7.23), with i < −n and n ∈ N * . However, also in the continuous case, this is not a trivial result. Indeed Guzzetti [10] shows how to determine the coefficients ω n,i recursively and observes that for at least n ≤ 3, no terms t ρi+n with i < −n have to be introduced, but he does not give a proof of this fact for general n. Recent work by Lisovyy and collaborators [1, 5] expresses the coefficients in the asymptotic expansion near ζ = 0 of the τ -function associated with ω(ζ), in terms of conformal blocks. One should be able to find corresponding explicit expressions for the coefficiens ω n,i in the expansion (7.23), and in particular be able to understand the termination of the inner summations from this perspective. Similarly, it might also be possible to find explicit expressions for the coefficients 
Concluding Remarks
In Theorem 4.1, we have constructed a formal series solution of q-P (A 1 ), starting from the generic solution (3.13), parameterised in terms of formal variables Λ and φ, of the leading order autonomous system (3.6). Furthermore, in Proposition 6.1, we have proven that the formal series solution takes a special form in the 6 subcases (3.16) of the generic solution (3.13), associated with 6 special values of the parameter Λ. It remains to find the formal series solution of q-P (A 1 ) with formal leading order behaviour given by the exceptional logarithmictype solutions (3.24) of the autonomous system (3.6). We expect these to take the form (3.24) , where each of the coefficients F n (χ) and G n (χ) is a polynomial of degree 2n in χ for n ∈ N * . This, however, does not seem straightforward to prove, and we leave this case open for future research. We would like to note that logarithmic-type solutions have been obtained for P VI , see in particular Guzzetti [9] for an extensive study of these.
By replacing the formal variables Λ and φ, in the formal series solution of q-P (A 1 ), with analytic functions, we obtain the generic solutions to q-P (A 1 ) near the origin and infinity. Guzzetti [11] gives a tabulation of critical behaviours of solutions of P VI . We have found reflections of all these different critical behaviours in the q-P (A 1 ) case. Indeed, using the terminology in Guzzetti [11] , we have encountered complex power behaviour in (5.12), (inverse) oscillatory behaviours in (5.13) and (5.14), Taylor expansions in (2.7) and (2.9) and logarithmic behaviours in (8.1). As to the remaining case of inverse logarithmic behaviours, these can be constructed by application of Bäcklund transformation T 1 (C.1) to (8.1), once rigorously established.
We note that the method described in this study to obtain the formal and true solutions is local in nature and does not explicitly use the integrability of the q-P (A 1 ) equation. We therefore expect it to be applicable to a wide range of equations. As a downside, it does not allow us to obtain global asymptotics, connecting the critical behaviours we found near the origin and infinity. As to P VI , Guzzetti [11] gives an overview of connection formulae which relate the previously mentioned critical behaviours of solutions, near the different critical points 0, 1 and ∞, part of which goes back to Jimbo's work [14] . These formulae can be established rigorously using the isomonodromic deformation method. The authors are currently analysing the Lax pair of q-P (A 1 ) found by Yamada [24] to derive similar formulae for q-P (A 1 ). To illustrate this, recall that we have parameterised the critical behaviour of solutions in terms of (Λ, φ) near t = 0 in (4.2) and in terms of (Λ ∞ , φ ∞ ) near t = ∞ in (4.23). Ideally we would like to find formulae
with the C 0 i and C ∞ i (i = 1, 2) given explicitly, which relate the behaviour near t = 0 and t = ∞. The authors have parameterised the connection matrix of the spectral part of Yamada's Lax pair in terms of both {Λ, φ} and {Λ ∞ , φ ∞ }, hence these results seem within reach. As, at the time of writing, this analysis is not yet completed, we discuss it elsewhere.
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In 1856, Briot and Bouquet [3] analysed the existence and uniqueness of ordinary differential equations of a specific type, which are appropriately called Briot-Bouquet equations nowadays. We are interested in q-analog equations of this type, wich are systems of q-difference equations of the form (A.3). In 1890 Poincaré [20] analysed these systems for m = 1 and proved the so called q-Briot-Bouquet theorem, which is the special case of Theorem A.1 where m = 1 and Y = 0. In this section we discuss an extension of the classical q-Briot-Bouquet Theorem to several independent variables and, more importantly, we prove that the constructed solutions depend regularly on various parameters involved. This is a crucial ingredient in the proof of Theorem 5.1, where we use the formal series solution defined in Theorem 4.1, to construct true solutions of q-P (A 1 ). We use standard multi-index notation, for n ∈ N * , for α = (α 1 , . . . , α n ) ∈ N n , we set |α| = α 1 + . . . + α n .
For α, β ∈ N n , we write α ≤ β if and only if for all 1 ≤ i ≤ n we have α i ≤ β i . This defines a partial order on N n , and we say α < β if and only of α ≤ β and α = β. If y ∈ C n , we define
The following Theorem is an extension of the q-Briot-Bouquet Theorem to several independent variables t 1 , . . . t m , each with their own time evolution, t i = q i t i , where q i ∈ C * for 1 ≤ i ≤ m.
Theorem A.1 (q-Briot-Bouquet theorem (several independent variables)). Let m, n ∈ N * and let us denote
Let H(t, y; q) = (H 1 (t, y; q), . . . , H n (t, y; q)) be a vector valued function. Assume there is a Y ∈ C n , such that H(t, y) is holomorphic at (t, y) = (0, Y) with H(0, Y) = Y. Suppose the eigenvalues of the Jacobi matrix
are not elements of the set
Then the system of q-difference equations
has an unique power series solution of the form,
Furthermore, if the eigenvalues of the matrix D are not limit points of the set Q, then these power series convergence in an open environment of t = 0.
Proof. Several variables can easily be incorporated in the proof by Poincaré [20] .
We would like to extend this result, by proving that the solution y depends holomorphically on q, as formulated in Theorem A.2. For notational simplicity, we restrict ourselves to the case Y = 0. Iwasaki et al. [13] give an elegant proof of the classical Briot-Bouquet Theorem with several dependent variables, see Proposition 1.1.1 in their book. The proof of Theorem A.2 is basically an adaptation of their proof, where every estimate is done uniformly in q. We define the max norm || · || max on C n by
for v ∈ C n , and for matrices A ∈ C n×n , we set
We have the following inequality (A. 4) ||Av|| max ≤ n||A|| max ||v|| max ,
for A ∈ C n×n and v ∈ C n . For v ∈ C n and R > 0, we define B n max (v, R) and B n max (v, R) to be respectively the open and closed ball of radius R centered at v in C n with respect to the || · || max norm.
Theorem A.2 (q-Briot-Bouquet theorem (several independent variables, uniform in q)). Let m, n ∈ N * and denote t, q, t and y as in (A.1). Let H(t, y; q) = (H 1 (t, y; q), . . . , H n (t, y; q)) be a vector valued function. Assume there is an open set U ⊆ B m max (0, 1) ⊆ C m such that, for every q 0 ∈ U , the function H(t, y; q) is holomorphic at (t, y; q) = (0, 0; q 0 ) with H(0, 0; q 0 ) = 0. For q ∈ U , let us denote the Jacobian matrix of H with respect to y at (t, y) = (0, 0) by
We assume that for any q ∈ U , the eigenvalues of the Jacobi matrix D(q), are not elements of
Then the q-Briot-Bouquet Theorem A.1 shows, that for every q ∈ U , the system of q-difference equations
has an unique converging power series solution vanishing at t = 0,
For every q 0 ∈ U , for 1 ≤ j ≤ n, the series A.7 converges locally uniformly in (t, q) at (0, q 0 ) on C m × U . That is, for every q 0 ∈ U , there are open environments Z ⊆ C m and V ⊆ U of 0 and q 0 respectively, such that the series (A.7) converge uniformly on Z × V in (t, q), defining analytic functions on this set.
Proof. For every q ∈ U and 1 ≤ j ≤ n, since H j (t, y; q) is holomorphic at (t, y, q) = (0, 0, q) with H j (0, 0; q) = 0, we can find a converging power series expansion
(α,β) (q) are holomorphic in q on U for all α ∈ N m and β ∈ N n . Substituting formal power series expansions (A.7) into equation (A.6) gives the following recursion for the coefficients b
. . .
, where the M α are polynomials in their inputs with positive coefficients and the sets L(α) are defined by
As the eigenvalues of D(q) are not elements of Q 0 for q ∈ U , we know that, for every α ∈ N m \ {0}, the matrix (q α I n − D(q)) is invertible for q ∈ U and, even stronger,
is a holomorphic matrix-valued function on U . Hence this recursion defines unique holomorphic functions b
Let us take any q 0 ∈ U and determine R U > 0 such that
As B m max (q 0 , R U ) ⊆ U is compact and the eigenvalues of D(q) are not elements of Q 0 for q ∈ U , we can obtain the following uniform bound on
Hence, for every q ∈ B m max (q 0 , R U ), we have
(A.14)
and, as ||(D(q)|| max is clearly uniformly bounded on the compact set B m max (q 0 , R U ), we have
For all α ∈ N m and β ∈ N n and 1 ≤ j ≤ n, we have a convergent power series expansion
Even stronger, for 1 ≤ j ≤ n, we have a convergent power series expansion,
about (t, y, q) = (0, 0, q 0 ). For every 1 ≤ j ≤ n, we determine an R j > 0, such that, for all t, q ∈ C m and y ∈ C n , the series (A.18) converges if ||t|| max < R j , ||q − q 0 || max < R j , ||y|| max < R j . (A. 19) We set R 0 = min (R U , R 1 , . . . , R n ), take any 0 < R < R 0 and define Clearly the M j are finite and we set M 0 = max (M 1 , . . . , M n ). We define the function
Observe that G is holomorphic at (t, Y ) = (0, 0) with G(0, 0) = 0 and In this section we discuss the QRT mapping, first introduced in Quispel, Roberts and Thompson [21] . We denote Proof. Iatrou and Roberts [12] Equations (B.6) become the following system of linear equations
Solving this is straightforward, we first look for an equilibrium solution (x eq , y eq ), that is, a solution invariant under the time evolution, so 2x eq + E G y eq = − Z G ,
which gives To overcome this limitation we could set P = c 2 Λ + c 1 + c 0 /Λ where Λ = Λ for some well chosen c 0 , c 1 , c 2 , to guarantee that equation (B.12) has a root in C(Λ). However the calculations quickly get out of hand, so we illustrate this process by example in (3.1), and hope the procedure to solve the system (B.8) in general becomes clear. Once the general solution to this system is found, we substitute it into equation (B.3), which forces us to fix the value of one free parameter as is done in equation (3.12) . Then, by Lemma B.1, we obtain the generic solution of the QRT mapping subject to conditions (B.7). Note that we assumed E 2 − 4GK = 0 to obtain the equilibrium solution (B.9). The case E 2 − 4GK = 0 is delicate and requires a separate analysis. We discuss such a case in Section 3.3.
