In this paper we present a new algorithm for accurate rendering of translucent materials under Spherical Gaussian (SG) lights. Our algorithm builds upon the quantized-diffusion BSSRDF model recently introduced in [dI11]. Our main contribution is an efficient algorithm for computing the integral of the BSSRDF with an SG light. We incorporate both single and multiple scattering components. Our model improves upon previous work by accounting for the incident angle of each individual SG light. This leads to more accurate rendering results, notably elliptical profiles from oblique illumination. In contrast, most existing models only consider the total irradiance received from all lights, hence can only generate circular profiles. Experimental results show that our method is suitable for rendering of translucent materials under finite-area lights or environment lights that can be approximated by a small number of SGs.
Introduction
Realistic image synthesis often requires accurate simulation of translucent materials. At the appropriate scale level, many materials exhibit translucency effects, giving them a smooth and soft look, blurring small geometric details. These effects account for the natural appearance of media such marble, jade, wax, leaves, milk, fruits, and human skin. To simulate translucency, a common approach is to model the transfer of light through the material interior (subsurface level) using a BSSRDF (bidirectional scattering-surface reflectance distribution function). Generally, the BSSRDF describes the linear relationship of the incident light at a surface point to the outgoing light at any other point on the surface.
An accurate and efficient BSSRDF model has been a central area of research for the past two decades. By assuming homogeneous media, Jensen et al. [JMLH01] introduced the first practical formula of BSSRDF as the sum of a single scattering component and a multiple scattering component based on a diffuse dipole approximation. The dipole approximation is fast to compute but is derived from a semi-infinite media, which compromises accuracy when the geometry is complex. This model was then extended to multi-layer materials using a multipole approximation [DJ05] . Later the dipole, multipole, and a new quadpole model are combined in a photon diffusion framework in [DJ07] to further improve the accuracy. In addition, Li et al. [LPT05] proposed a hybrid Monte Carlo technique using modified diffusion theory; and Donner et al. [DLR * 09] presented an empirical BSSRDF model built upon extensive Monte Carlo simulation.
Most recently, d'Eon et al. [dI11] introduced a quantizeddiffusion BSSRDF model. This new analytic BSSRDF accounts for scattering within multilayer translucent materials with arbitrary levels of absorption, very thin layers, and under high-frequency illumination. They assume a vertical downward incident illumination direction and analytically integrate point sources along the incident path by approximating the diffusion function with quantized Gaussian functions. Our model builds upon their method. The first contribution of our work is to improve the BSSRDF model in [dI11] by accounting for oblique incident lighting directions instead of assuming a vertical only direction. The motivation is to accurately handle oblique illumination, which leads to shifted and asymmetric reflectance profiles [DJ07] . We demonstrate that the integration over an oblique lighting path can also be evaluated analytically.
The second contribution of our work is an efficient method for quickly computing the integral of the BSSRDF with Spherical Gaussian (SG) lights. This is motivated by the observation that while much existing work can efficiently render translucent materials under simple lighting (e.g. a few point or directional lights), it remains a challenge to simulate translucent appearance under complex environment lighting. It is well-known that environment lighting is important for capturing the appearance of materials in natural illumination conditions; at the same time, it is also very expensive to simulate due to the large area of the lights. An effective solution is to approximate the environment lighting as a set of SGs, yielding a low-dimensional representation. Combined with the SG representation of the BSSRDF, this approach enables efficient run-time evaluation of the integral of complex lighting with BSSRDF.
To summarize, this paper presents a new algorithm for accurate rendering of translucent materials under Spherical Gaussian lights. Our specific contributions are: 1) we extend the BSSRDF introduced in [dI11] to allow efficient evaluation of its integral with SG lights at varying incident angles; 2) our model includes both single and multiple scattering, and experimental results show that it can accurately render translucent materials under finite-area lights and environment lights approximated by a small number of SGs.
Related Works
The reflectance of light due to subsurface scattering is often described by the BSSRDF, which characterizes how the incident light at a surface point of the translucent material influences the outgoing light at other surface points. Given a BSSRDF model, it is possible to use Monte Carlo simulation to accurately render translucency effects [HK93, DEL * 99, PH00, LPT05] . However, this incurs high computation cost and the resulting images are prone to noise.
Homogeneous Materials. For efficiency reasons, subsurfaces scattering effects are often divided into two components: single scattering and multiple scattering. Single scattering accounts for light that has been scattered exactly once inside the media, and is usually fast to compute. Multiple scattering accounts for light that has gone through a large number of scattering events, which makes it possible to use simplifying assumptions to speed up the computation. Stam [Sta95] approximates multiple scattering effects by a diffusion process. Taking advantage of the diffusion process and assuming a semi-infinite homogeneous media, Jensen et al. [JMLH01] presented a dipole approximation model, which speeds up the computation of multiple scattering by orders of magnitude compared to Monte Carlo methods. The dipole model converts the irradiance at a surface point into two point sources, one above and one below the surface. The contribution from each point source is then evaluated as the gradient of a diffusion function (or fluence). Since evaluating the outgoing radiance requires integrating the contributions from all incident points, hierarchical summation techniques [JB02] can be adopted to accelerate this computation.
In [DJ05] , Donner et al. proposed a multi-pole model for rendering thin and multilayered translucent materials. In [dLE07] , d'Eon et al. proposed an efficient multi-layered model by approximating diffusion profiles using sums of Gaussians. Recently, d'Eon et al. [dI11] proposed a quantized diffusion based BSSRDF model. They place an infinite number of point light sources alone the vertical incident light path, which requires computing an itnegral over the path. The integral is evaluated analytically by approximating the diffusion function with quantized Gaussian functions. None of the above methods considers the different incident angle of lights, thus they always produce symmetric (circular) reflectance profiles. In reality, however, subtle asymmetric (elliptical) profiles are usually observed under oblique lighting directions. To address this missing effect, Donner et al. [DJ07] place exponentially attenuated point lights along the refracted light path instead of on the vertical line. While this produces elliptical profiles, it requires an numerical integral over the incident light path, which is expensive and prone to sampling noise. In contrast, we evaluate the integral analytically, thus our method is less prone to numerical sampling artifacts. 
Backgrounds
In this section, we review the necessary background knowledge for modeling and approximating BSSRDFs. The list of symbols and notations are summarized in Table 1 . Assuming an incident SG light at point x i , we compute the outgoing radiance at an exit point x o in outgoing direction o as the sum of a multiple scattering component L D and a single scatter-
Multiple Scattering. Under an SG light, the multiple scattering component is defined as [dI11] :
As shown in Figure 1 (a), i is an incident direction, G(i; i j , λ j ) = exp λ j i · i j − 1 is the incident SG light where i j is the center direction and λ j is the bandwidth;
is the product of two Fresnel transmittance terms; s is the distance from the (virtual) point light source x p to the incident point x i ; d is the distance from x p to the exit point x o ; in addition, Q(s) is the extended point Direction from x i to x o i j , λ j Center and bandwidth of an incident SG light i j , λ j
Center and bandwidth of a refracted SG light source function which describes the intensity of the point light source x p ; and R(d) is the exitance function which describes the exitance value at point x o from x p . The Q(s) and R(d) functions will be explained in more details below.
Note that the inner integral in Equation 2 integrates along the refracted incident path, and the outer integral integrates over the incident direction i on the upper hemisphere. For simplicity, we rewrite the integral in terms of refracted incident direction i instead of incident direction i, and approximate refracted incident radiance inside the medium again using an SG (see detailed derivations in Appendix E):
where i j , λ j are the center and bandwidth of the approximate refracted SG light respectively. Strictly speaking, the refracted light caused by an incident SG light is not necessarily an SG, but we find this approximation to work well in practice, especially if the support size of the incident SG is small.
Extended Point Source Function Q(s). In previous work, the dipole model [JMLH01] or multi-pole model [DJ05] has been commonly adopted for translucent material rendering. However, these models typically only consider the total irradiance received at an incident point, ignoring the incident angle of each individual light. As a result, they lead to incorrect renderings for oblique illumination. To consider oblique illumination, we follow [DJ07] to define an extended source function Q(s) along the refracted incident path:
where Q is the irradiance at incident point x i , and σ t is the reduced extinction coefficient (see Table 1 ).
Exitance Function R(d).
Recall that the exitance function 
where d is the distance from x p to x o ; the C φ ,C E terms are two constants which are only dependent on the refractive index [dI11] ; n is the surface normal at x o ; and φ (d) is the diffusion function. Specifically, the diffusion function describes the fluence of an isotropic point light source in an infinite medium, and is usually computed as:
where D is the diffusion constant, and σ a is the absorption coefficient. This function can be accurately approximated by a sum of Gaussians [dLE07] :
where
is a 1D Gaussian with bandwidth λ k , and a k is the corresponding coefficient. These parameters (i.e. bandwidth and coefficients) can be obtained by using the quantized diffusion method [dI11] or by offline fitting [dLE07] . In our implementation, we follow [dLE07] to obtain these parameters by function fitting. To do so we require a precomputation stage to optimally fit these parameters. Empirically we found that a small number of Gaussian (e.g. 4 ∼ 8) terms suffice. While this number is smaller than reported in [dI11] , our results (in terms of both function plots and rendering quality) match the ground truth very well.
Single Scattering. The single scattering component
(8) where σ s is the scattering coefficient, and F t = F t (x o , o) is the Fresnel transmittance term. As shown in Figure 1(b) , s is the distance from the point source x p to the exit point x o , and E(s ) = exp(−σ t s ) is the attenuation factor.
In the inner integral, p = p(i , o ) is the phase function, G(i ; i j , λ j ) is the refracted incident SG light, s is the distance from x p to the surface along the refracted incident direction i , and V (i ) is the binary visibility function towards i , which accounts for the occlusion of the incident light before reaching the surface. Note that in contrast to multiple scattering, here the outer integral integrates along the refracted outgoing path o .
Summary. Assuming incident light is an SG light G(i; i j , λ j ), we approximate the (warped) refracted incident light also by an SG function G(i ; i j , λ j ). In the following sections, we describe in details how to approximate the multiple scattering integral (Equation 3) in Section 4, and the single scattering integral (Equation 8) in Section 5. We show that after several validated mathematical approximations, both integrals can be efficiently evaluated, resulting in a practical algorithm for rendering BSSRDF under SG lights.
Approximating Multiple Scattering
In this section, we explain how to approximate the multiple scattering integral in
. Furthermore, since the Fresnel term F is rather smooth compared to spherical Gaussian or exponential functions, we can safely pull it out of the integral:
where the fluence integral L φ and the flux integral L E are defined as: (10) where n is the surface normal. Below we describe how to evaluate the fluence integral L φ and the flux integral L E respectively.
Approximating the Fluence Integral
From Figure 1(a) , we see that the distance d from x p to x o can be written as (using the law of cosine):
where r is the distance from x i to x o , and i 2 is the unit vector from x i to x o . Given the approximation of the diffusion function by sum of Gaussians φ (d) ≈ ∑ k a k g(d; 0, λ k ) (Equation 7), we can express the fluence integral L φ in Equation 10 as (for simplicity we omit the summation ∑ k (·) and the coefficients a k over index k below):
where N is the inner integral over i , computed as:
where the effective bandwidth λ k = 2 s r λ k . This equation is integrated over the refracted incident direction i on the lower hemisphere. In general, since the support of an SG is typically small compared to the size of a hemisphere, the value of the SG on the other hemisphere is usually very close to zero. Therefore, we can express the integral over the entire sphere (instead of only the lower hemisphere). The reason to do so is to take advantage of the properties of SG to simplify the computations later. Specifically, it is well known that the product of two SGs is still an SG, and the integral of an SG over the whole sphere has analytic expression (refer to Appendix A, B, C). Therefore, given these properties, we have:
. Note that N depends on three parameters: the bandwidth of the SG light λ j , the effective bandwidth λ k , and the dot product (i j · i 2 ). Through experimental results, we find that N falls off exponentially when λ k increases, so we can naturally approximate N as a sum of exponential functions of λ k :
where p φ m , q φ m are parameters to be fitted during precomputation step, and they are stored as a 2D table of λ j and (i j · i 2 ). In Figure 2 we validate this approximation. As shown in the figure, usually 4 terms are sufficiently accurate to capture N over a large range.
Now substitute Equation 12 into Equation 11
, and replace the effective bandwidth λ k by 2 s r λ k (by definition), we have (for simplicity the summation ∑ m (·) and the coefficients p φ m of index m are omitted below):
Since the integrand is a 1D Gaussian of s, this half-infinite integral has an analytic solution as shown in Appendix D.
Approximating the Flux Integral
Now we explain how to evaluate the flux integral in Equation 9. To begin, we note that the directional derivative of a 1D Gaussian is evaluated as:
Given that the diffusion function is approximated as a sum of Gaussians
can now be written as:
Substituting Equation 14 into Equation 9 yields (again, omitting the summation ∑ k (·) over index k and coefficients a k ):
Similar to how we handled the fluence integral L φ in Equation 11, the flux integral L E can be re-written as (by changing the order of the integrals): (15) where M is the inner integral over i defined as: (16) where the effective bandwidth λ k = 2 s r λ k . Different from the fluence inner integral N in Equation 12 , the flux inner integral M has an additional cosine factor (i · n). It also has an approximate analytic solution (see detailed derivations in Appendix C):
M i , being a function that falls off almost exponentially to λ k , can again be approximated as a sum of exponentials of λ k :
where p E m , q E m are fitted parameters estimated in precomputation and stored as a 2D table of λ j and (i j · i 2 ). Similar to before, our experimental results show that using 4 terms is sufficiently accurate for this approximation.
Substitute Equations 17, 18 into Equation 15
, and replace λ k by 2 s r λ k (by definition), we have (for simplicity we omit the summation ∑ m (·) and the coefficients p E m of index m):
The above equation involves a half-infinite integral of a 1D Gaussian as well as the product of a 1D Gaussian with a linear function, both of which have analytic solutions as shown in Appendix D.
Summary. By approximating the diffusion function φ (d) using sums of 1D Gaussians, and precomputing four 2D tables p φ m , q φ m , p E m , q E m , the fluence integral L φ and the flux integral L E can both be approximated analytically, using Equation 13 and Equation 19 respectively. Note that all four 2D tables only need to precomputed once, and remain the same for different scenes and materials. (Equation 7); (b): approximating the inner integrals N and M using sums of exponentials (Equations 12 and 18). Curve 1 plots the fluence inner integral N with parameters λ j = 1000 and (i j · i 2 ) = 0.5; Curve 2 plots the flux inner integral M with parameters λ j = 100 and (i j · i 2 ) = 0; Curve 3 plots the fluence inner integral N with parameters λ j = 10 and (i j · i 2 ) = −0.5. Note that for all above approximations, the ground truth curves (the green ones) match our approximations (the red ones) very well. We note that the three sets of curves in (b) are normalized in order to display in the same figure.
We would like to note that our method differs from the quantized diffusion model [dI11] in two aspects. First, we consider oblique incident lights, while the quantized model assumes incident lights comes vertically. Second, our method considers SG light, which is suitable for representing environment lights or finite-area lights. From a high level, the quantized model gives an analytic solution for approximating the inner integral over the scattering path, while our proposed method is for approximating the double integral, over both the light direction and the scattering path.
Approximating Single Scattering
Let us denote the inner integral of the single scattering L (1) (x o , o) in Equation 8 using symbol J, defined as:
where p(i , o ) is the phase function. G(i ; i j , λ j ) is the refracted SG light, E(s) = exp(−σ t s) is the exponential attenuation term, and V (i ) is the binary visibility function. By pulling the exponential attenuation term and the visibility term out of the integral, we have:
where E and V are the average attenuation value and average visibility value, respectively. We approximate the average attenuation value directly using the value at the SG center E ≈ E(s(i j )). The average visibility V value is approximated using a soft shadow technique. In our implementation, we use convolution shadow map [ADM * 08] with light radius 1/(2λ j ) to query the average visibility. We use the Eddington phase function p(i , o ) = (1 + 3g(i · o ))/(4π) (where g is the mean cosine of the scattering angle), so J(s ) can be re-written as: To evaluate the single scattering integral L (1) (x o , o) , we approximate the outer integral in Equation 8 through an importance sampling approach. We use 32 samples along the outgoing path, with distribution function e −σ t s . To handle more complicated phase function such as the HenyeyGreenstein phase function, we can approximate it using sum of Gaussians similar to approximating diffusion functions (Equation 7).
Implementation
Precomputation. Before rendering, we need to first obtain the Gaussian coefficients a k and bandwidths λ k for approximating the diffusion function φ (Equation 7), as well as the 2D tables p Multiple scattering. For multiple scattering effects, we use Equations 13 and 19 to evaluate the contribution of an incident point x i under SG light to an outgoing point x o . Since the derivations are based on a planar geometry assumption, when rendering real 3D models, we use the unit vector from incident point x i to outgoing point x o as surface direction i 2 . Normals of x i and x o are used for calculating refracted incoming/outgoing light directions, respectively. An average visibility from each SG light is approximated using the convolution shadow map algorithm [ADM * 08], in which the support of each SG light is used as area light size to query visibility. An alternative algorithm for handling SG light visibility is to use the visibility distance map [WRG * 09], but that would require an additional precomputation step for each scene. Note that contributions from both the positive and negative sources must be taken into account for correct calculation.
Single scattering. For single scattering effects, the inner integral J(s ) is evaluated analytically using Equation 20, [dI11] ours ground truth while the final radiance
) is obtained through a numerical integration along the refracted outgoing path. We use 32 samples along the outgoing path, with distribution function exp(−σ t s ). We also incorporate an octree structure [JB02] to accelerate the summation over all incident points. Note that at each octree node, instead of storing an irradiance value, we store the SG light representation, area size, and an average normal direction.
Comparisons and Results
In this section, we verify the approximations of our method, and compare previous methods with results generated by our method. All results are produced on a PC with Intel Core 2 Duo 3.00 GHz CPU, 6G RAM and an NVIDIA GTX 480 graphics card.
Comparisons. We first mathematically evaluate the accuracy of the approximations used in our method. In Figure 2 (a), we compare our approximated diffusion function using 4 Gaussians to the ground truth; in Figure 2 (b), we compare our approximated inner integrals N and M using 4 exponentials (Equations 12 and 16) to the ground truth at 3 differ- ent parameters. Note that in all comparisons, our approximations match the ground truth very well. In our experiments, all results are generated by approximating the diffusion function as 4 terms of Gaussians and by approximating the inner integrals as 4 terms of exponentials.
In Figure 3 , we compare oblique illumination effects of our method to [dI11] . An SG light with bandwidth λ = 1000 is used to illuminate a semi-indefinite translucent plane. The incident angles are 45 o and 80 o for the first and second rows, respectively. An oblique incident angle will result in a shifted and asymmetric reflectance lobe. As shown in the figure, our method accurately captures this phenomenon, while [dI11] does not since it ignores the incident angle.
In Figure 4 , we compare the rendering results with only single scattering component under a single SG light. Results. In Figure 6 , we show examples of rendering results using our method under various lightings conditions represented by SG lights, including both multiple and single scattering effects. The performance is reported in Table 2 . Note that instead of using only irradiance values at incoming sample points for computing multiple scattering, we use radiance values approximated by SGs, hence supporting oblique incoming direction. This leads to a more accurate approximation as demonstrated in Figure 3 .
Extension to a Multi-pole model. Besides handling homogeneous translucent materials, our method can also incorporate the multipole model to handle thin materials or multi- layers materials similar to [dI11] . The only change is to replace the integration range in Equations 13 and 19 from [0, +∞] to a finite range, which is determined by the thickness of the material. In Figure 5 (b), we render a thin plate illuminated from behind using our method. To compare, we also show the ground truth image in Figure 5 (a) , the rendered results generated using the multipole model [DJ05] in Figure 5 (c) and using the dipole model in Figure 5 (d), respectively. Note that our result and that of [DJ05] both match the ground truth very well, while the result of the dipole model [JMLH01] appears darker.
Conclusion and Future Work
To summarize, we have presented a new method for accurate rendering of translucent materials under SG light, including both multiple and single scattering components. Compared to existing models [JMLH01, dI11] which only consider the total irradiance received from all incident lights, our method accounts for oblique lighting angles, so it is more accurate and can generate elliptical reflectance profiles. Our main contribution is an efficient method for evaluating the integral of BSSRDF with SG lights. This makes our method suitable for rendering translucent materials under finite-area lights or environment lights that can be approximated by a small number of SGs. Besides, our method can also easily integrate the multipole model to handle thin or multi-layer translucent materials.
Our method is currently limited to homogeneous or multilayer materials. In the future, we would like to investigate ways to extend our method to more complex, heterogeneous translucent materials [PvBM * 06] or participating media [SZLG10, BGP * 10]. Another limitation is that approximating the refracted incident lighting as an SG (as explained in Appendix E) may become inaccurate when the bandwidth parameter is very small (i.e. the SG light is very wide). This can be addressed by constraining the bandwidth of an SG light when fitting the environment map.
