We present the first results of our dedicated programme of automatised classification of galaxies, stars and quasars in the mid-infrared all-sky data from the WISE survey. We employ the Support Vector Machines (SVM) algorithm, which defines a hyperplane separating different classes of sources in a multidimensional space of arbitrarily chosen parameters. This approach consists of four general steps: 1) selection of the training sample, 2) selection of the optimal parameter space, 3) training of the classifier, 4) application to target data. Here, as the training set, we use sources from a cross-correlation of the WISE catalogue with the SDSS spectroscopic sample. The performance of the SVM classifier was tested as a function of size of the training set, dimension of the parameter space, WISE apparent magnitude and Galactic extinction. We find that our classifier provides promising results already for three classification parameters: magnitude, colour and differential aperture magnitude. Completeness and purity levels as high as 95% are obtained for quasars, while for galaxies and stars they vary between 80-95% depending on the magnitude, deteriorating for fainter sources.
Introduction
Today's flood of astronomical data gathered in ever wider and deeper datasets comes at a price of inability to obtain spectra for the majority of the observed sources. Without knowing the spectral features, classification of objects in large photometric samples becomes far from straight-forward, especially at the faint end and in the low signal-to-noise regime. A good example is the all-sky catalogue from the Widefield Infrared Survey Explorer (WISE, Wright et al. 2010) , providing various pieces of photometric and astrometric information for almost 10 9 sources, without however any object type identification. For such amount of data, human visual verification of sources is clearly infeasible except for some very small subsamples. Limited number of photometric bands and a low detection rate in some of them, together with sources overlapping in multi-colour space, make also traditional approaches to separate objects, such as through colour cuts, not always effective in this dataset.
Agnieszka Kurcz, et al. Current approaches towards identifying specific source types in WISE consist mainly in cross-matching this dataset with an external one (e.g. SDSS) and calibrating some magnitude and colour cuts to be applied for a specific subsample preselection (e.g. Stern et al. 2012 for AGNs or Tu & Wang 2013 for AGB stars). Application of such cuts to the all-sky WISE data may however give biased results, for such reasons as non-representativeness of the calibration sample, variations in WISE source detection rate (cf. Secrest et al. 2015) or blending and varying stellar populations depending on sky position, leading to variations is source effective colours (e.g. Ferraro et al. 2015) .
A possible way to avoid these issues is to rely on automatised classification through machine learning (ML) algorithms, such as Support Vector Machines (SVM). An example application using WISE data is provided in Kovács & Szapudi (2015) , where however the depth of the resulting galaxy catalogue is limited by much shallower 2MASS. Our aim is to go beyond such limitations and apply ML to the majority of WISE sources, ideally at its full depth. Ma lek et al. in this volume and Krakowski et al. (in prep.) describe an independent work where the same methodology is applied to cross-matched WISE×SuperCOSMOS data (Bilicki et al., 2016) . In the present article we discuss the results of various tests of SVM applied to WISE-only data.
Data description

WISE survey and our preselection
The data used in this work come from WISE (Wright et al., 2010) , a NASA satellite mission launched in December 2009. This 40-cm telescope, with a total 47 ′ × 47 ′ field of view, scanned the entire sky in four infrared bands (W 1 -W 4) centred at 3.4, 4.6, 12 and 22 µm. WISE provides much better sensitivity than all the earlier infrared all-sky surveys (including IRAS, Neugebauer et al. 1984; 2MASS, Skrutskie et al. 2006; and AKARI, Murakami et al. 2007) , and is free of atmospheric contamination. This directly translates to much larger photometric depth, which for WISE is about 3 mag better than for 2MASS.
The WISE catalogues are publicly available 1 and contain positional, photometric and detection quality information, as well as motion fit parameters. Here we use data from its second all-sky release, 'AllWISE' (Cutri et al., 2013) , containing about 750 million sources, which makes it one of the largest existing astronomical catalogues.
The goal of our work is to classify as many WISE sources as possible, therefore our basic source selection was not restrictive. In particular, we required the sources to have at least 2σ detection only in the two shortest WISE bands (W 1 and W 2), discarding much shallower W 3 and W 4 channels. A basic cleanup to ensure reliability of the sources (removal of saturated objects and artifacts), together with an overall cut of W 1 < 17 (Vega) for uniformity left us with over 606 million sources on the whole sky (see Bilicki et al. 2016 for a map and other details). Note that owing to the 6" resolution of WISE, severe blending arises in the Galactic Plane and Magellanic Clouds, which makes efficient source identification practically impossible in these areas. On the other hand, WISE is only minimally affected by Galactic extinction, which is an order of magnitude smaller in the mid-IR than in the optical. Normalised W 1 counts (Vega) for galaxies, quasars and stars in the WISE×SDSS DR10 spectroscopic sample. Distribution of the W 1 − W 2 colour for galaxies, quasars and stars in the WISE×SDSS DR10 spectroscopic sample.
WISE×SDSS training sample
ML source classification, such as with SVM, relies on a training sample, containing sources of already identified types. In this work, as the training set we use the WISE data cross-matched with the spectroscopic sample from the SDSS Data Release 10 (Ahn et al., 2014) . The resulting WISE×SDSS dataset contains 2.1 million sources in total, however to ensure its reliability, we cleaned it up of insecure measurements, using in particular the SDSS zWarning and zErr parameters. After imposing appropriate conditions on these quantities, we were left with about 390,000 stars, 1.5 million galaxies and 190,000 quasars in the training sample.
Figure 1 presents normalised W 1 counts for the three source types in the WISE×SDSS cross-match. As is clearly visible, SDSS contains hardly any galaxies fainter than W 1 = 16. For that reason, as we will be unable to create a reliable training sample beyond that magnitude, our analysis will be from now on restricted to W 1 < 16. As far as all-sky data are concerned, this cut reduces the size of our WISE catalogue to 314 million sources. As W 1 = 16 is one magnitude brighter than the overall completeness of WISE, our analysis will need to be extended when deeper training samples become available, such as for instance from SDSS-IV (Dawson et al., 2015) .
We also note that the galaxy counts in WISE×SDSS are characterized by two distinct peaks. This results from the combination of two effects: heterogeneity of the SDSS spectroscopic data, and properties of WISE-detected galaxies seen also by SDSS. Finally, the training sample contains practically no galaxies nor quasars brighter than W 1 ∼ 9.5. This is however not a major issue in view of the eventual allsky classification, as such WISE sources are mostly stars (Jarrett et al., 2011) and/or are saturated. Figure 2 presents the distribution of the W 1−W 2 colour for the three source types. For stars and galaxies, a significant overlap in this colour makes it insufficient as a separator in the absence of other source information, such as morphology (which is not provided in the WISE database). Even for quasars, which much more clearly separate out from other source types, the W 1 − W 2 > 0.8 cut proposed by Stern et al. (2012) is not fully appropriate, giving a potentially very incomplete sample. This further motivates our approach to identify WISE sources in multi-dimensional space in an automatised way rather than by simple cuts.
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SVM method of classification
Automatic classification of the WISE sources presented here uses a class of supervised ML algorithms -Support Vector Machines (SVMs). Similarly as some other ML classification methods, it relies on choosing an appropriate feature space, in which the sources from a given sample occupy different parts according to their class (here galaxies, stars and quasars). Thanks to an algorithm using pattern recognition -such as SVM -we can distinguish these classes in the multi-dimensional parameter space.
The main idea behind the SVM algorithm is to calculate a decision boundary between a set of different objects. Maximising the margin (i.e. the shortest distance from the decision plane to the closest points belonging to the distinct classes) between the classes closest points (the so-called support vectors), the optimal separating hyperplane between the N classes of sources can be found (in our case N = 3). For the experiments described here, we used the Gaussian radial basis kernel function, for which we tuned two parameters determining the separation boundary: C and γ. The parameter C is responsible for the width of the margin, while γ specifies the topology of the decision boundary. These parameters are fitted based on the training sample, and hence the decision surface can be established.
Efficiency of classification
For each of the cases described hereunder, two tests were made. In the first one (self-check ), we classified the same objects as present in the training sample. In addition, for a cross-test, we applied the classifier to a randomly chosen sample of objects outside of the training set. To verify the efficiency of our method, we computed the completeness, C, purity, P and contamination, F. For galaxies they are given by (e.g. Soumagnac et al. 2015) :
where TGG, FGS and FGQ refer to true galaxies classified respectively as galaxies, stars or quasars, and FSG, FQG are stars or quasars misclassified as galaxies. Similar statistics were computed for stars and quasars.
Details of tests performed on WISE data
For the classification tests presented here, we divided the WISE×SDSS sample according to WISE W 1 magnitudes and Galactic extinction to examine the behaviour of the classifier as a function of these parameters. One expects the classification efficiency to deteriorate for fainter (hence lower signal-to-noise) sources on the one hand, while extragalactic sources located in sky areas of similar extinction should have their colours similarly biased, potentially influencing the results. We thus created three flux-limited subsamples of the training data (W 1 < 14, < 15 and < 16), which were further divided according to extinction. For the latter we used the I 100 sky map, made from a combination of COBE/DIRBE and IRAS 100 µm measurements (Schlegel et al., 1998) , and applied four bins: I 100 ∈ 0; 1), 1; 2), 2; 3) and 3; 10) [MJy/sr] . The training set includes practically no galaxies above I 100 > 10 MJy/sr; such areas cover however mostly the Galactic plane and Magellanic Clouds where classification is unreliable anyway.
In our experiments we have used the following quantities derived from the WISE database to define the parameter space:
1. magnitude w1mpro measured with profile-fitting photometry in the W 1 band; 2. colour W 1 − W 2 defined as the difference in the w1mpro and w2mpro profilefitting magnitudes;
3. difference of two circular aperture magnitudes in W 1, w1mag 1 − w1mag 3, measured respectively in radii 5.5" and 11" ;
4. apparent motion defined as pm = pmra 2 + pmdec 2 , where pmra and pmdec are the apparent motions in right ascension and declination, respectively.
We note that among several dozen of photometric quantities provided in the AllWISE database, only a small fraction have reliable measurements for all the WISE sources and are not strictly correlated with each other. For that reason, the parameter space potentially available for the all-sky classification is very limited.
Results
We verified how the classifier behaves as a function of: i) the size of the training set; ii) number of training parameters; iii) Galactic extinction; iv) limiting WISE magnitude. All these tests were done in the magnitude/extinction bins. Here we briefly describe the results. More details will be provided in Kurcz et al. (in prep.) .
Size of the training set
We first verified what is the minimum size of the training set for which the SVM classifier produces stable results. For that purpose we used random subsamples of WISE×SDSS having 100, 1000, 3000 or 5000 objects of each class (i.e. 100 galaxies, 100 quasars and 100 stars, etc.). Figure 3 presents an example of results: completeness for a bin W 1 < 15 for the cross-test. Classifier's performance stabilises for the samples with 9000 objects in total. Similar results were obtained for the other bins, we thus conducted the remaining tests for training sets of this size.
Dimension of the parameter space
Having established the optimal size of the training set, we performed a series of tests to verify how many parameters would suffice for reliable classification. In this study we limited ourselves to the 4 parameters defined in Sec. 3.3. The fourth of them, proper motions, is measured only for a fraction of WISE sources, so we used it mostly as a test-case for future, more precise measurements.
Results are presented in Figure 4 , and the following parameter combinations are illustrated: magnitude W 1 and colour W 1 − W 2 (2 parameters); the former with the pta.edu.pl/proc/ Fig. 3 : Dependence of the completeness on the number of objects in the training set, for a bin of W 1 < 15 and I100 ∈ 0; 1) for the cross-test case. Fig. 4 : Dependence of the completeness on the number of classification parameters, for a bin of W 1 < 15 and I100 ∈ 0; 1) for the cross-test case.
differential aperture magnitude added (3 params.); with proper motions (4 params.). Adding the differential aperture magnitude (which serves as a morphological proxy) significantly improved the results, while including also the proper motions did not. We thus conducted the remaining tests for the 3-parameter case only.
Dependence of classification efficiency on extinction and magnitude
In the final series of tests, we examined the dependence of classification statistics on the apparent W 1 magnitude and on Galactic extinction. Here the sampling of magnitudes was done in 0.5 mag bins, while the extinction bins remained the same as above. The results are summarised in Figures 5-7 for the 3 source classes. As far as the extinction is concerned, the differences between various bins are very small, consistent with no dependence of the performance on this parameter. The situation is different for magnitudes, where for galaxies and stars both the completeness and purity consistently decrease as the sources are getting fainter; there is however no such effect for quasars. Still, even at the faint end of W 1 = 16, very high completeness ( 80%) and relatively low contamination levels ( 25%) are retained for galaxies and stars. For quasars, the classifier achieved excellent performance of ∼ 95% completeness and ∼ 3% contamination for all the magnitude and extinction ranges.
Future prospects
The next step of our project will be to apply the SVM classifier, trained on the WISE×SDSS data, to all-sky data from WISE. This will be presented in the forthcoming paper (Kurcz et al., in prep.) . Furthermore, we also plan to extend the present study by examining various SVM kernels, other ML classification methods, as well as the usability of other WISE parameters, for instance through a principal component analysis (cf. Soumagnac et al. 2015) . In a longer term, we plan to publicly release thus obtained galaxy, quasar and star catalogues, as we believe that reliable identification of the sources will be of interest for the broader community.
