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Abstract
We determine the general form of the first order linear symmetry operators for
the linearized field equation of metric perturbations in the spacetimes of dimension
D ≥ 4. Apart from the part derived easily from the invariance under general
coordinate transformations, we find a part consisting of a Killing-Yano 3-form.
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1 Introduction
It is often necessary to solve the linearized equations of motion of various fields in given back-
ground geometries. Especially the equation of the perturbations of the metric hµν is impor-
tant: Its time-dependent solutions indicate how gravitational waves propagate or whether the
background is stable. It may also give moduli of the background geometry satisfying the back-
ground equation of motion. To make it easier to solve the linearized equation Mλρ
µνhµν = 0,
whereMλρ
µν is a second order derivative operator defined later in (2.7), we consider symmetry
operators of Mλρ
µν i.e. pairs of operators (Qλρ
µν , Sλρ
µν) satisfying
Qλρ
κφMκφ
µνhµν =Mλρ
κφSκφ
µνhµν . (1.1)
Such operators, especially lower order ones, for lower spin fields, or in some classes of back-
grounds have been investigated in the literature. Often variants of symmetry operators, such
as the ones for the equations of lower spin fields obtained from the original equation by some
ansatz for the form of solutions, or the ones connecting solutions to the original equation with
solutions to easier equations, have also been considered. The following is a partial list of recent
discussion: For spin 0 fields in generalized Kerr-NUT-(A)dS spacetimes, see [1]. For spin 1/2
fields see e.g. [2, 3, 4, 5]. For spin 1 fields under some ansatz in Kerr-NUT-(A)dS spacetimes
see [7, 8], and in 4 dimensions see [6]. For spin 3/2 fields see e.g. [9]. For spin 2 and lower spin
fields in Petrov type D spacetimes and higher dimensional extensions, see e.g. [10, 11, 12].
In this paper, we make no assumption about the form and the signature of the background
geometry except that the dimension D is greater than or equal to 4, and determine the
general form of the first order symmetry operators (Qλρ
µν , Sλρ
µν) for the equation of hµν by
straightforward calculations. We do not use background equation of motion at intermediate
steps, and at the final step we use it and find the results (3.13) and (3.14). Nontrivial parts of
them consist of three parts: a gauge transformation part and a part consisting of a (conformal)
Killing vector, which are well known and can be derived easily from the invariance under
general coordinate transformations, and a part consisting of a Killin-Yano 3-form. In section
2 we give conditions for first order symmetry operators, and in section 3 we show the general
solution of the conditions and give conclusions for readers who are interested only in the
results. The details of how to solve the conditions is shown in section 4. In Appendix we
briefly summarize properties of conformal Killing vectors and Killing-Yano 3-forms used in
the calculations.
1
2 Preliminaries
We consider the metric gµν in D-dimensional spaces, which we decompose into the background
metric Gµν and the perturbation hµν : gµν = Gµν + hµν . No assumption about the signature
of gµν is made.
Einstein-Hlibert Lagrangian for gµν (up to the overall constant factor) is given by
L =
√
|g|(R(g)− 2Λ). (2.1)
The part linear in hµν is given by
L
∣∣
h
= −
√
|G|
[
Rµν(G)−
1
2
GµνR(G) + ΛGµν
]
hµν + (total derivative term), (2.2)
which shows that if there is no matter field the background equation of motion is the following
vacuum Einstein equation:
Rµν(G)−
1
2
GµνR(G) + ΛGµν = 0, (2.3)
or equivalently,
Rµν(G) =
2
D − 2
ΛGµν , (2.4)
and the following also holds:
R(G) =
2D
D − 2
Λ. (2.5)
Unless otherwise stated, we do not impose these equations on the background. The part
quadratic in hµν is given by
L
∣∣
h2
=
√
|G|hλρM
λρµνhµν + (total derivative term), (2.6)
where Mλρµν is the following hermitian operator:
Mλρ
µν =
1
4
(δλ
(µδρ
ν)Gστ −GλρG
µνGστ + δ(λ
σδρ)
τGµν
+GλρG
(µ|σGτ |ν) − 2δ(λ
τδρ)
(µGν)σ)∇σ∇τ
+δ(λ
(µRρ)
ν)(G) +
1
8
GλρG
µνR(G)−
1
4
δ(λ
µδρ)
νR(G)
−
1
4
GλρR
µν(G)−
1
4
GµνRλρ(G)
−
1
4
Λ(GλρG
µν − 2δ(λ
µδρ)
ν), (2.7)
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where ∇µ is the covariant derivative of the background geometry, and indices are raised and
lowered by Gµν and Gµν . Henceforth the background Riemann tensor Rλρµν(G) is denoted
just by Rλρµν .
The linearized equation of motion for the perturbation isMλρ
µνhµν = 0. If operators Qλρ
µν
and Sλρ
µν satisfying
Qλρ
κφMκφ
µνhµν = Mλρ
κφSκφ
µνhµν (2.8)
exist, then we can generate a new solution Sλρ
µνhµν from a solution hµν . If Sλρ
µν is a com-
muting operator i.e. Qλρ
µν = Sλρ
µν , we can use it to classify the solutions by the simultaneous
diagonalization with Mλρ
µν . Such operators are called symmetry operators. In this paper we
determine the general form of symmetry operators which are first order in derivative operator
i.e. from the condition (2.8) for Qλρ
µν and Sλρ
µν in the following form:
Qλρ
µν = Qλρ
µνφ∇φ + qλρ
µν , (2.9)
Sλρ
µν = Sλρ
µνφ∇φ + sλρ
µν , (2.10)
we determine Qλρ
µνφ, qλρ
µν , Sλρ
µνφ, and sλρ
µν .
Some examples of the symmetry operators can be found easily. The first example is a
trivial one: If Qλρ
µν and Sλρ
µν are proportional to the unit matrix:
Sλρ
µν = Qλρ
µν = cδ(λ
µδρ)
ν , c = const. (2.11)
(2.8) is satisfied. To give next examples, we consider infinitesimal general coordinate trans-
formation x′µ = xµ − ǫµ. gµν is transformed by this, which we regard as the transformation of
the perturbation hµν :
δgµν = δ(Gµν + hµν) = Gµν + δhµν , (2.12)
and
δhµν = ∇µǫν +∇νǫµ + Lǫhµν , (2.13)
where Lǫ is the Lie derivative operator along ǫ
µ:
Lǫhµν = ǫ
λ∂λhµν + ∂µǫ
λhλν + ∂νǫ
λhµλ
= ǫλ∇λhµν +∇µǫ
λhλν +∇νǫ
λhµλ. (2.14)
Under this transformation, δL = ∂µ(ǫ
µL) for arbitrary hµν , and therefore
0 =
∫
dDxδL
3
=∫
dDx
√
|G|
[
−
(
Rµν(G)−
1
2
GµνR(G) + ΛGµν
)
δhµν
+δhλρM
λρµνhµν + hλρM
λρµνδhµν +O(h
2, δh)
]
. (2.15)
If ǫµ is a Killing vector of the background geometry, δhµν contains only terms linear in hµν ,
and from the terms quadratic in hµν in the above,
0 =
∫
dDx
√
|G|
[
(Lǫhλρ)M
λρµνhµν + hλρM
λρµνLǫhµν
]
=
∫
dDx
√
|G|
[
hλρ(M
λρµνLǫ −LǫM
λρµν)hµν
]
. (2.16)
Therefore we expect that Lǫ commutes with Mλρ
µν :
LǫMλρ
µνhµν = Mλρ
µνLǫhµν . (2.17)
Indeed this can be directly confirmed by the fact that Lǫ commutes with ∇µ and LǫR
λ
ρµν = 0.
Note that (2.17) is ture even when the background geometry does not satisfy the equation of
motion. If the background geometry satisfies the vacuum equation of motion, L has no linear
term in hµν , and from the terms in δL linear in hµν ,
0 =
∫
dDx
√
|G|
[
(∇λǫρ)Mλρ
µνhµν + h
λρMλρ
µν∇µǫν
]
. (2.18)
Since this is true for arbitrary hµν and ǫ
µ,
Mλρ
µν∇µǫν = 0, (2.19)
ǫλ∇ρMλρ
µν = 0. (2.20)
These give eigenvectors of zero eigenvalue forMλρ
µν and are regarded as the degrees of freedom
of gauge transformation of hµν . We will see these examples appear in the general form of the
first order symmetry operators.
Let us write down the condition (2.8) for each order of derivative. Note that indices on
covariant derivatives can be symmetrized by the followings:
∇σ∇τhµν = ∇(σ∇τ)hµν +Rστ(µ
κhν)κ, (2.21)
∇φ∇σ∇τhµν = ∇(φ∇σ∇τ)hµν +Rφ(σ|µ|
κ∇τ)hκν +Rφ(σ|ν|
κ∇τ)hµκ
+
1
2
Rστµ
κ∇φhκν +
1
2
Rστν
κ∇φhµκ +
2
3
Rφ(στ)
κ∇κhµν
+
2
3
∇(σRφ)τµ
κhκν +
2
3
∇(σRφ)τν
κhµκ. (2.22)
4
Then terms proportional to ∇(φ∇σ∇τ)hµν , ∇(φ∇τ)hµν , ∇φhµν , and hµν in (2.8) cancel sepa-
rately. From the part proportional to ∇(φ∇σ∇τ)hµν ,
Qλρµν
(φGστ) −Qλρκ
κ(φGστ)Gµν +Qλρ
(στφ)Gµν
+Qλρκ
κ(φδµ
σδν
τ) − 2Qλρ
(τ
(µ
φδν)
σ)
= Sλρµν
(φGστ) − Sκ
κ
µν
(φGστ)Gλρ + Sκ
κ
µν
(φδλ
σδρ
τ)
+S(στ µν
φ)Gλρ − 2S(λ
(σ
|µν|
φδρ)
τ). (2.23)
From the part proportional to ∇(φ∇τ)hµν ,
qλρ
µνGτφ − qλρκ
κGτφGµν + qλρ
τφGµν + qλρκ
κGτ(µGν)φ − qλρ
τ(µGν)φ − qλρ
φ(µGν)τ
= sλρ
µνGτφ − sκ
κµνGλρG
τφ + sκ
κµνδ(λ
τδρ)
φ + sτφµνGλρ − 2s(λ
(τ |µν|δρ)
φ)
+2∇(τSλρ
|µν|φ) − 2∇(τSκ
|κµν|φ)Gλρ + 2∇σS
σ(τ |µν|φ)Gλρ
+2∇(λS|κ|
κµν(τδφ)ρ) − 2∇(λSρ)
(τ |µν|φ) − 2∇κS(λ
κµν(τδρ)
φ). (2.24)
From the part proportional to ∇φhµν ,
Qλρ
(µ|κσRσ
φ|
κ
ν) −
1
2
Qλρκ
κσRσ
(µGν)φ −
1
6
Qλρκ
κσRσ
(µν)φ +
1
2
Qλρ
φκσRσ
(µν)
κ
+
1
2
Qλρ
φ(µ|κ|Rκ
ν) −
1
2
Qλρ
στκRκστ
(µGν)φ +
1
6
Qλρ
κ(µ|σ|Rσκ
ν)φ −
1
2
Qλρ
κσφRκ
(µν)
σ
+
3
2
Qλρ
κ(µ|φ|Rκ
ν) −
1
3
Qλρ
µνκRκ
φ +
1
3
Qλρκ
κσRσ
φGµν +
1
3
Qλρ
στκRκστ
φGµν
−
1
3
Qλρ
κ(µ|σ|Rσ
ν)
κ
φ +
1
4
Qλρκ
κφRGµν −
1
2
Qλρ
µνφR −
1
2
Qλρκ
κφRµν −
1
2
Qλρ
στφRστG
µν
−
Λ
2
(Qλρκ
κφGµν − 2Qλρ
µνφ)
=
1
2
∇κ∇
κSλρ
µνφ −
1
2
Gλρ∇σ∇
σSκ
κµνφ +
1
2
∇(λ∇ρ)Sκ
κµνφ
+
1
2
Gλρ∇
σ∇τSστ
µνφ −∇κ∇(λSρ)
κµνφ
+2S(λ
κµνφRρ)κ +
1
4
Sκ
κµνφRGλρ −
1
2
Sλρ
µνφR−
1
2
Sστ
µνφRστGλρ
−
1
2
Sκ
κµνφRλρ − Sλρ
σ(µ|κRκ
φ|
σ
ν) +
1
6
Sλρ
µνκRκ
φ + Sκ
κσ(µ|τRτ
φ|
σ
ν)Gλρ
−
1
6
Sκ
κµνσRσ
φGλρ − Sκ
κσ(µ|τ |Rτ(λ|σ|
ν)δρ)
φ −
1
6
Sκ
κµνσRσ(λρ)
φ − Sκφσ(µ|τ |Rτκσ
ν)Gλρ
−
1
6
Sστ
µνκRκ
στφGλρ + S(λ
κσ(µ|φ|Rρ)κσ
ν) − S(λ
κσ(µ|τ |R|κτσ|
ν)δρ)
φ − S(λ
φσ(µ|τ |Rρ)τσ
ν)
+
1
3
S(λ
κµνσRρ)κσ
φ −
1
3
S(λ
κµνσR|κσ|ρ)
φ
+∇φsλρ
µν −Gλρ∇
φsκ
κµν + δ(λ
φ∇ρ)sκ
κµν
5
+Gλρ∇κs
κφµν −∇(λsρ)
φµν − δ(λ
φ∇|κ|sρ)
κµν
−
Λ
2
(Sκ
κµνφGλρ − 2Sλρ
µνφ). (2.25)
From the part proportional to hµν ,
2
3
Qλρ
(µ|κσ|∇σRκ
ν) +
1
6
Qλρ
(µ|κσ|∇ν)Rκσ −
1
6
Qλρκ
κσ∇σR
µν −
1
6
Qλρκ
κσ∇(µRσ
ν)
−
1
6
Qλρ
κστ∇(µRτκσ
ν) −
1
6
Qλρ
κστ∇τR
(µ
κσ
ν) +
1
8
Qλρκ
κσGµν∇σR−
1
4
Qλρ
µνκ∇κR
−
1
4
Qλρ
στκGµν∇κRστ
−
1
4
qλρ
κσR(µκσ
ν) +
3
4
qλρ
κ(µRκ
ν) −
1
4
qλρκ
κRµν −
1
4
qλρ
στGµνRστ
−
1
4
qλρ
µνR +
1
8
qλρκ
κGµνR
−
Λ
4
(qλρκ
κGµν − 2qλρ
µν)
=
1
3
Sλρ
κ(µ|σ|∇κR
ν)
σ −
1
3
Sλρ
κ(µ|σ|∇ν)Rκσ −
1
3
GλρSκ
κσ(µ|τ |∇σR
ν)
τ
+
1
3
GλρSκ
κσ(µ|τ |∇ν)Rστ +
1
3
GλρS
στφ(µ|κ|∇σRτκφ
ν) +
1
3
Sκ
κσ(µ|τ |∇(λRρ)τσ
ν)
−
1
3
S(λ
κσ(µ|τ |∇ρ)Rκτσ
ν) −
1
3
S(λ
κσ(µ|τ |∇|κ|Rρ)τσ
ν) +
1
2
∇κSλρ
σ(µ|τ |Rκτσ
ν)
−
1
2
∇σSκ
κτ(µ|φ|GλρRσφτ
ν) +
1
2
∇(λS|κ|
κσ(µ|τ |Rρ)τσ
ν) +
1
2
∇σS
στκ(µ|φ|GλρRτφκ
ν)
−
1
2
∇(λSρ)
κσ(µ|τ |Rκτσ
ν) −
1
2
∇κS(λ
κσ(µ|τ |Rρ)τσ
ν)
+
1
4
∇κ∇κsλρ
µν −
1
4
Gλρ∇
σ∇σsκ
κµν +
1
4
∇(λ∇ρ)sκ
κµν
+
1
4
Gλρ∇
σ∇τsστ
µν −
1
2
∇κ∇(λsρ)
κµν
−
1
2
Rκ(λ
σ(µsρ)
|κ|
σ
ν) +R(λ
κsρ)κ
µν −
1
4
Rλρsκ
κµν −
1
4
GλρR
στsστ
µν
−
1
4
Rsλρ
µν +
1
8
GλρRsκ
κµν
−
Λ
4
(sκ
κµνGλρ − 2sλρ
µν). (2.26)
In the following sections we solve these conditions. However in 2 dimensions, Rλρµν =
Rδ[λµδ
ρ]
ν , and any manifold satisfies vacuum Einstein equation with no cosmological con-
stant. Indeed it can be shown that Mλρ
µνhµν = 0 holds for any hµν if Λ = 0. In 3 dimensions,
independent components of Riemann tensor are given in terms of Ricci tensor:
Rλρµν = −6δ
[λ
µδ
ρ
νδ
σ]
τ
(
Rτ σ −
1
2
δτ σR
)
, (2.27)
6
and this means that any background satisfying vacuum Einstein equation is a space of constant
curvature, which has been well studied. Therefore in the following sections we only consider
cases of D ≥ 4.
3 Results and conclusions
In this section we summarize our results and give conclusions so that readers who are not
interested in the details of the procedure for solving the equations (2.23), (2.24), (2.25), and
(2.26) can skip them. The details will be explained in the next section.
First we show the solution to equation (2.23) which is purely algebraic:
Qλρ
µνφ = δ(λ
µδρ)
νKφ + δ(λ
(µYρ)
ν)φ +Gφ(µFλρ
ν), (3.1)
Sλρ
µνφ = δ(λ
µδρ)
νKφ + δ(λ
(µYρ)
ν)φ + δφ(λH
µν
ρ), (3.2)
where Kµ is an arbitrary vector, and Yµνλ is an arbitrary antisymmetric tensor. Fλρ
φ and
Hλρ
φ are arbitrary tensors satisfying
Fλρ
φ = Fρλ
φ, Hλρ
φ = Hρλ
φ. (3.3)
Using the above we obtain the following solution to (2.24):
qλρ
µν = δ(λ
(µ(∇ρ)K
ν) −∇ν)Kρ)) + δ(λ
µδρ)
ν c˜, (3.4)
sλρ
µν = δ(λ
(µ(∇ρ)K
ν) −∇ν)Kρ)) + δ(λ
µδρ)
ν c˜−
2
D
δ(λ
µδρ)
ν∇κK
κ +∇(λH
µν
ρ), (3.5)
where c˜ is a scalar function, and it turns out that Kµ must be a conformal Killing vector, and
Yµνλ must be a Killing-Yano tensor.
Then we find that (2.25) is equivalent to the following three relations:
∂µc˜ =
1
D − 1
(
R−
2D
D − 2
Λ
)(
Fµκ
κ −
1
D − 2
Hκ
κ
µ
)
+
2
(D − 1)(D − 2)
(
Rστ −
2
D − 2
ΛGστ
)
Hστµ, (3.6)
∂µ(∇κK
κ) =
D
(D − 1)(D + 2)
(
R −
2D
D − 2
Λ
)
×
(
Fµκ
κ +
1
2
Fκ
κ
µ +
D − 4
2(D − 2)
Hµκ
κ −
1
D − 2
Hκ
κ
µ
)
+
2D
(D − 1)(D − 2)(D + 2)
(
Rστ −
2
D − 2
ΛGστ
)(
Hµστ +Hστµ
)
, (3.7)
7
(
Rµν −
1
2
RGµν + ΛGµν
)
Fλρ
φ
=
1
2(D − 1)(D + 2)
(
R −
2D
D − 2
Λ
)(
4GλρG
µνF φκκ − 4δ(λ
(µδρ)
ν)F φκκ
−2DGµνδ(λ
φFρ)κ
κ − 2DGλρG
φ(µF ν)κκ + 2Dδ(λ
φδρ)
(µF ν)κκ + 2DG
φ(µδ(λ
ν)Fρ)κ
κ
−DGλρG
µνFκ
κφ +Dδ(λ
(µδρ)
ν)Fκ
κφ
+2Gµνδ(λ
φF κ|κ|ρ) + 2GλρG
φ(µFκ
|κ|ν) − 2δ(λ
φδρ)
(µFκ
|κ|ν) − 2Gφ(µδ(λ
ν)F κ|κ|ρ)
−DGλρG
µνHφκκ +Dδ(λ
(µδρ)
ν)Hφκκ
+2Gµνδ(λ
φHρ)κ
κ + 2GλρG
φ(µHν)κκ − 2δ(λ
φδρ)
(µHν)κκ − 2G
φ(µδ(λ
ν)Hρ)κ
κ
)
+
2
(D − 1)(D − 2)(D + 2)
(
Rστ −
1
2
RGστ + ΛGστ
)
×
(
−DGλρG
µνHφστ +Dδ(λ
(µδρ)
ν)Hφστ
+2δ(λ
φGµνHρ)στ + 2GλρG
φ(µHν)στ − 2δ(λ
φδρ)
(µHν)στ − 2G
φ(µδ(λ
ν)Hρ)στ
+2GλρG
µνHστ
φ − 2δ(λ
(µδρ)
ν)Hστ
φ
−Dδ(λ
φGµνH|στ |ρ) −DGλρG
φ(µHστ
ν) +Dδ(λ
φδρ)
(µHστ
ν) +DGφ(µδ(λ
ν)H|στ |ρ)
)
+2
(
R(λ
(µ −
1
2
Rδ(λ
(µ + Λδ(λ
(µ
)
Hν)φρ) −
(
Rλρ −
1
2
RGλρ + ΛGλρ
)
Hφ(µν)
+Gλρ
(
Rσ(µ −
2
D − 2
ΛGσ(µ
)
Y ν)φσ +G
µν
(
Rσ(λ −
2
D − 2
Λδσ(λ
)
Yρ)
φ
σ
−δ(λ
φ
(
Rσ(µ −
2
D − 2
ΛGσ(µ
)
Y ν)ρ)σ +G
φ(µ
(
R|σ|(λ −
2
D − 2
ΛG|σ|(λ
)
Y ν)ρ)σ
+δ(λ
(µ
(
Rν)σ −
2
D − 2
ΛGν)σ
)
Y φρ)σ − δ(λ
(µ
(
Rρ)
|σ| −
2
D − 2
ΛGρ)
|σ|
)
Y ν)φσ. (3.8)
Note that in these equations Riemann tensor (with no indices contracted) does not appear,
and Ricci tensor and Λ appear only in the form of the background equations of motion (2.3),
(2.4), or (2.5). The last equation (3.8) is somewhat complicated and we obtain no simpler
relation from it. However, as is clear from its expression, it is trivially satisfied if (2.3) or (2.4)
is satisfied, and (3.6) and (3.7) mean that c˜ and ∇κK
κ are constants.
Finally we find that (2.26) is equivalent to the following three relations:
0 =
(D − 2)
8D2(D − 1)
(GλρG
µν −Dδ(λ
µδρ)
ν)∇κ
[(
R−
2D
D − 2
Λ
)
F κσσ
]
+
(D − 4)
4(D − 2)
(
R−
2D
D − 2
Λ
)
δ(λ
(µ∇|κ|Hρ)
ν)κ
+
1
4D(D − 2)
(
R −
2D
D − 2
Λ
)(
DGλρ∇κH
µνκ − (D − 4)Gµν∇κHλρ
κ
)
8
−
1
8D(D − 1)(D − 2)
(
R−
2D
D − 2
Λ
)[
(D + 2)GλρG
µν +D(D − 4)δ(λ
µδρ)
ν
]
∇κHσ
σκ
+
1
4D2(D − 1)
(
R−
2D
D − 2
Λ
)
(Dδ(λ
µδρ)
ν −GλρG
µν)∇κH
κσ
σ
+
1
8D(D − 1)
∂κ
(
R−
2D
D − 2
Λ
)
(GλρG
µν −Dδ(λ
µδρ)
ν)Hσ
σκ
+
1
4D
(
R −
2D
D − 2
Λ
)
Gµν∇(λH
κ
|κ|ρ)
+
1
4D
∂κ
(
R−
2D
D − 2
Λ
)
(Dδ(λ
(µHρ)
ν)κ −GµνHλρ
κ)
−
1
4
(
R−
2D
D − 2
Λ
)
∇(λH
µν
ρ)
+
1
2D2(D − 1)
(
Rκσ −
2
D − 2
ΛGκσ
)
(GλρG
µν −Dδ(λ
µδρ)
ν)∇κHστ τ
+
1
2(D − 1)(D − 2)
(
Rκσ −
2
D − 2
ΛGκσ
)
(GλρG
µν − δ(λ
µδρ)
ν)∇κHτ
τσ
+
1
D − 2
(
Rκσ −
2
D − 2
ΛGκσ
)
δ(λ
(µ∇|κ|Hρ)
ν)σ
−
1
2D(D − 2)
(
Rκσ −
2
D − 2
ΛGκσ
)
(DGλρ∇
κHµνσ + 2Gµν∇κHλρ
σ)
−
1
2D
(
Rκ(λ −
2
D − 2
ΛGκ(λ
)
Gµν∇κHσ|σ|ρ)
+
1
2
(
Rκ(λ −
2
D − 2
ΛGκ(λ
)
∇κHµνρ)
+
1
4D
∇κ
[(
Rλρ −
2
D − 2
ΛGλρ
)
GµνHσ
σκ
]
−
1
4
∇κ
[(
Rλρ −
2
D − 2
ΛGλρ
)
Hµνκ
]
−
1
4
∂κ
(
R−
2D
D − 2
Λ
)
δ(λ
(µY |κ|ν)ρ) +
1
4
∇κ
(
R(λ
(µ −
2
D − 2
Λδ(λ
(µ
)
Y |κ|ν)ρ)
+
1
4
∇(λ
(
R|κ|
(µ −
2
D − 2
Λδ|κ|
(µ
)
Y |κ|ν)ρ) −
1
4
∇(µ
(
Rκ(λ −
2
D − 2
ΛGκ(λ
)
Y |κ|ν)ρ)
−
1
4
∇κ
(
Rσ(λ −
2
D − 2
ΛGσ(λ
)
δρ)
(µY |κσ|ν) +
1
4
∇κ
(
Rσ
(µ −
2
D − 2
Λδσ
(µ
)
δ(λ
ν)Y κσρ)
−
1
2D
∇κ
(
Rσ(λ −
2
D − 2
ΛGσ(λ
)
GµνY κσρ), (3.9)
2
(
Rκσ −
2
D − 2
ΛGκσ
)
∇(µHκσ
ν)
= −(D − 2)∇(µ
[(
R−
2D
D − 2
Λ
)
F ν)κκ
]
+
(D − 2)2
2D2
Gµν∇κ
[(
R −
2D
D − 2
Λ
)
F κσσ
]
+
(D − 1)(D − 2)2
2D
∇κ
(
R −
2D
D − 2
Λ
)
Hµνκ +∇(µ
(
R−
2D
D − 2
Λ
)
Hκ
|κ|ν)
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−
D2 − 2D + 2
2D
Gµν∇κ
(
R−
2D
D − 2
Λ
)
Hσ
σκ
+
(
R−
2D
D − 2
Λ
)[(D − 1)(D − 2)(D − 4)
2D
∇κHµνκ
+
2D2 − 3D + 2
D
∇(µHκ
|κ|ν) −
D2 + 2
2D
Gµν∇κHσσκ −
D − 2
D2
Gµν∇κH
κσ
σ
]
+
2(D − 1)2
D
∇κ
[(
Rµν −
2
D − 2
ΛGµν
)
Hσ
σκ
]
−2∇(µ
(
Rκσ −
2
D − 2
ΛGκσ
)
H |κσ|ν)
−
4(D − 1)2
D
(
Rκ
(µ −
2
D − 2
Λδκ
(µ
)
∇|κHσ
σ|ν)
+2
(
Rκσ −
2
D − 2
ΛGκσ
)[
Gµν∇κHτ
τσ +
D − 2
D2
Gµν∇κHστ τ
+
(D − 1)(D − 2)
D
∇κHµνσ
]
+
(D − 1)(D2 − 6D + 4)
D
∇κ
(
Rσ
(µ −
2
D − 2
Λδσ
(µ
)
Y |κσ|ν), (3.10)
2
(
Rκσ −
2
D − 2
ΛGκσ
)
∇(µHν)κσ
=
2(D − 2)
D2
Gµν∇κ
[(
R −
2D
D − 2
Λ
)
F κσσ
]
−
D − 2
2
∇(µ
[(
R−
2D
D − 2
Λ
)
Fκ
|κ|ν)
]
−
D − 4
2
∇(µ
[(
R−
2D
D − 2
Λ
)
Hν)κκ
]
+
(
R−
2D
D − 2
Λ
)[
−
(D − 1)(D − 4)
D
∇(µHκ
|κ|ν) +
2(D − 1)(D − 4)
D
∇κH
µνκ
−
D − 4
2D
Gµν∇κHσ
σκ −
4
D2
Gµν∇κH
κσ
σ
]
+
2(D − 1)(D − 2)
D
∇κ
(
R−
2D
D − 2
Λ
)
Hµνκ
−
3D − 4
2D
Gµν∇κ
(
R−
2D
D − 2
Λ
)
Hσ
σκ
−
(D − 1)(D − 4)
D
∇κ
[(
Rµν −
2
D − 2
ΛGµν
)
Hσ
σκ
]
+
2(D − 1)(D − 4)
D
(
Rκ
(µ −
2
D − 2
Λδκ
(µ
)
∇|κHσ
σ|ν)
+
(
Rκσ −
2
D − 2
ΛGκσ
)[ 8
D2
Gµν∇κHστ τ − 2G
µν∇κHτ
τσ +
8(D − 1)
D
∇κHµνσ
]
−2∇(µ
(
Rκσ −
2
D − 2
ΛGκσ
)
Hν)κσ
−
(D − 1)(D2 − 4D + 8)
D
∇κ
(
Rσ
(µ −
2
D − 2
Λδσ
(µ
)
Y |κσ|ν)
10
−
2(D + 2)
D
ΛGµν∇κK
κ. (3.11)
These also look complicated, but again Ricci tensor and Λ appear only in the combination of
the background equations of motion, except in the last term of the last equation (3.11). So
if the background equation of motion is satisfied, they are drastically simplified: (3.9) and
(3.10) are trivially satisfied, and (3.11) reduces to
Λ∇κK
κ = 0. (3.12)
In fact this gives no further restriction on Kµ because this is satisfied by any conformal Killing
vector with the condition ∇κK
κ = const. in the backgrounds satisfying the vacuum equation
of motion. (See (4.73).) With (3.12) the final condition for Kµ slightly varies with the value
of Λ, and if the background equation of motion is satisfied, the final form of the symmetry
operators are given as follows:
Qλρ
µνhµν = LKhλρ + Y(λ
κφ∇|φ|hρ)κ +
(
c+
2
D
∇κK
κ
)
hλρ + Fλρ
µ∇νhµν , (3.13)
Sλρ
µνhµν = LKhλρ + Y(λ
κφ∇|φ|hρ)κ + chλρ +∇(λ(H
µν
ρ)hµν), (3.14)
where c = c˜− 4
D
∇κK
κ is a constant, Yµνλ is a Killing-Yano 3-form, H
µν
λ = H
νµ
λ is an arbitrary
tensor, Fλρ
µ = Fρλ
µ is an arbitrary tensor, and Kµ is a conformal Killing vector satisfying the
condition ∇κK
κ = const. if Λ = 0, or Kµ is a Killing vector if Λ 6= 0.
The above result is obtained for D ≥ 4, but it can be confirmed that it gives a solution
even for D = 3, although it may not be general solution.
The terms proportional to c in (3.13) and (3.14) correspond to (2.11). The term consisting
of Hµνλ in (3.14) corresponds to (2.19), and the term consisting of Fλρ
µ in (3.13) corresponds
to (2.20). The first terms in the right hand side of (3.13) and (3.14) correspond to (2.17).
These are anticipated from the invariance under general coordinate transformations, but the
terms proportional to Yµνλ are somewhat unexpected, and give a commuting operator. Some
of eigenfunctions of this term may give nontrivial deformations of the background geometry,
and correspond to the moduli of Einstein manifolds. In the case of Λ = 0, nonzero constant
∇κK
κ gives a noncommuting symmetry operator, and it is also interpreted as a result of
general coordinate transformation, because if hµν is a solution, ∇µKν +∇νKµ+LKhµν is also
a solution, which is in the form of (2.13). In fact, the conformal transformation with ∇κK
κ =
const. is a constant rescaling, and the difference between Sλρ
µν and Qλρ
µν comes from the
rescaling of the background metric in Mλρ
µν .
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By analyses similar to ours given in the next section we can construct general form of
higher order symmetry operators in principle. However such calculations become increasingly
difficult as the order of the operators becomes higher and higher. One of immediate methods
to give higher order operators is to take products of first order operators. Although it give no
more information on the solutions than the first order operators, it may give a hint about the
general forms of higher operators.
4 A procedure for solving the conditions for the sym-
metry operators
In this section we show the details of the procedure for solving the conditions (2.23), (2.24),
(2.25), and (2.26). Since full expressions of equations appearing at intermediate steps are often
lengthy, we only show the algorithm for solving them and do not show unnecessary details.
Our basic strategy is to express tensors in terms of tensors with fewer free indices.
First let us solve (2.23), which is purely algebraic and does not contain derivatives. By
contracting σ and τ in (2.23), we obtain
D(Sλρµν
φ − Sκ
κ
µν
φGλρ)− 2S(λ|φ|µν
ρ) + 2Sκ
κ
µν
(λGρ)φ + 2Sφκµν
κGλρ − 2S(λκµν
|κ|Gρ)φ
= (terms proportional to Qγδ
αβǫ). (4.1)
By symmetrizing the indices λ, ρ and φ in this equation, we obtain
(D − 2)(S(λρµν
φ) − Sκ
κ
µν
(φGλρ)) = (terms proportional to Qγδ
αβǫ). (4.2)
With this equation S(λρµν
φ) can be expressed by Sκ
κ
µν
(φGλρ) and terms proportional to Qγδ
αβǫ.
Then using it and
S(λ|φ|µν
ρ) = −
1
2
Sλρµν
φ +
3
2
S(λρµν
φ), (4.3)
S(λ|φ|µν
ρ) can be expressed by Sλρµν
φ, Sκ
κ
µν
(φGλρ) and terms proportional to Qγδ
αβǫ. By using
it we can eliminate S(λ|φ|µν
ρ) in (4.1), and we obtain
Sλρµν
φ = Sκ
κ
µν
φGλρ +
1
(D + 1)
[
− 2Sφκµν
κGλρ + 2S(λκµν
|κ|Gρ)φ
]
+(terms proportional to Qγδ
αβǫ). (4.4)
By contracting λ and ρ in (4.4),
Sκ
κ
µν
φ =
2
D + 1
Sφκµν
κ + (terms proportional to Qγδ
αβǫ), (4.5)
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and the contraction ρ = φ in (4.4) leads to an equation of similar (but different) form:
Sκ
κ
µν
φ =
2
D + 1
Sφκµν
κ + (terms proportional to Qγδ
αβǫ). (4.6)
The difference of (4.5) and (4.6) gives a relation containing only Qγδ
αβǫ. Using it we can
simplify (4.5):
Sκ
κ
µν
φ =
2
D + 1
Sφκµν
κ
−
1
(D − 2)(D + 1)
[
DQκ
κ
µν
φ − 2Qκ
κφ
(µν) −DQκ
κ
σ
σφGµν
+2Qκ
κφ
σ
σGµν + 2Qκ
κ
σ
σ
(µδν)
φ − 2Qκ
κ
σ(µ
σδν)
φ
]
. (4.7)
By using this (4.4) can be simplified further:
Sλρµν
φ =
2
D + 1
S(λκµν
|κ|Gρ)φ + (terms proportional to Qγδ
αβǫ). (4.8)
Each term in the right hand side of (2.23) can be rewritten by this, and we obtain
0 =
1
(D − 2)(D + 1)
[
2Qλρµν
(φGστ) + 2(D − 2)(D + 1)Qλρ(µ
(τφδν)
σ)
−(D − 2)(D + 1)Qλρ
(στφ)Gµν − 2(D − 1)Qλρ
(φ
(µν)G
στ) + 2DQ(φ(λ|µν|ρ)G
στ)
−4Q(φ(λρ)(µν)G
στ) +D(D + 1)Q(στ µν
φ)Gλρ − 2(D + 1)Q
(στφ)
(µν)Gλρ
−2D2Q(λ
(σ
|µν|
φδρ)
τ) + 4DQ(λ
(σφ
|(µν)|δρ)
τ) − 2DQ(στ µν(λδρ)
φ)
+4Q(στ (λ|(µν)|δρ)
φ)
]
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.9)
Note that this no longer contains Sγδαβ
ǫ. Therefore (4.8) exhaustively contains information
on Sγδαβ
ǫ. By contracting µ and ν in (4.9), we obtain
Qλρ
(φστ) = (terms proportional to Qγδ
αβǫ with some pairs of indices contracted), (4.10)
and contracting λ and ρ in (4.9) we obtain
0 = DQ(στ µν
φ) − 2Q(στφ)(µν)
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted)
= (D + 1)Q(στ µν
φ)
−(Q(στφ)(µν) +Q
(στ
(µ
φ)
ν) +Q
(στ
µν
φ))
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.11)
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The second line of the last expression of the above equation is symmetric under the interchange
of the last three indices, and therefore it can be eliminated by (4.10). Then
Q(στ µν
φ) = (terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.12)
From (4.10) and (4.12),
Qστφ(µν) = Qφ(σ|µν|τ) +
3
2
(Qστ(µνφ) −Q(στ |µν|φ))
= Qφ(σ|µν|τ) + (terms proportional to Qγδ
αβǫ
with some pairs of indices contracted). (4.13)
Rewriting the third term of (4.9) by (4.10), the seventh term by (4.12), the fourth, sixth,
eighth, tenth, and twelfth terms by (4.13), we obtain
0 = Qλρ(µ
(τ φδν)
σ) −Q(λ
(σ
|µν|
τδρ)
φ) −
1
(D − 2)
Q(στ µν
φ)Gλρ
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.14)
The third term of the above can be rewritten by (4.12):
0 = Qλρ(µ
(τ φδν)
σ) −Q(λ
(σ
|µν|
τδρ)
φ)
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.15)
Contracting ν and φ in the above,
0 = (D + 3)Qλρµ
(στ) − 2Q(λ
(σ
|µ|ρ)
τ)
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.16)
From (4.10)
Qλρ
µ(στ) = −
1
2
Qλρ
στµ +
3
2
Qλρ
(µστ)
= −
1
2
Qλρ
στµ + (terms proportional to Qγδ
αβǫ
with some pairs of indices contracted), (4.17)
and furthermore
Q(λ
(σ
|µ|ρ)
τ) =
1
2
(Q(λ
(σ
|µ|ρ)
τ) +Q(σ(λ|µ|ρ)
τ) +Qστ µ(ρλ))
−
1
4
(Qστ µ(ρλ) +Q
στ
(ρ|µ|λ) +Q
στ
ρλµ)
14
+
1
4
Qστ ρλµ. (4.18)
Since the first line of the right hand side of the above is symmetric under the interchange of
the first, second, and fifth indices, and the second line is symmetric under the interchange of
the last three indices, they can be eliminated by (4.12) and (4.10). Then
Q(λ
(σ
|µ|ρ)
τ) =
1
4
Qστ λρµ + (terms proportional to Qγδ
αβǫ
with some pairs of indices contracted). (4.19)
Using (4.17) and (4.19) for (4.16), we obtain
0 = (D + 3)Qλρ
στ
µ +Q
στ
λρµ
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.20)
Subtracting (4.20) with (λ, ρ) and (σ, τ) exchanged from (4.20) times (D + 3), we obtain
Qλρ
στ
µ = (terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.21)
Thus we have succeeded in expressing Qλρ
στ
µ in terms of tensors with fewer free indices.
Contractions of indices of this and other equations lead relations between tensors with some
indices contracted. By using them we can simplify (4.21) more.
From the contractions (λ, τ) = (ρ, φ) and (λ, ρ) = (τ, φ) in (4.10), and (σ, ν) = (τ, φ) in
(4.12),
Qκµ
κ
σ
σ =
1
2
(D + 1)Qκµσ
σκ,
Qκσ
σ
µ
κ =
1
2
Qκµσ
σκ +
1
2
Qκ
κ
σ
σ
µ,
Qκσ
κσ
µ = Qκµσ
σκ −Qκ
κ
σµ
σ +
1
2
(D + 1)Qκ
κ
σ
σ
µ. (4.22)
By using these, Qκµ
κ
σ
σ, Qκσ
σ
µ
κ, and Qκσ
κσ
µ are expressed in terms of Qκµσ
σκ, Qκ
κ
σ
σ
µ, and
Qκ
κ
σµ
σ. Contracting λ and ρ in (2.23), renaming σ and τ to λ and ρ, and adding (4.4) times
D − 2 with λ, ρ and φ symmetrized, we obtain
0 = DQ(λρ
µν
φ) − 2Q(λρφ)
(µν)
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.23)
Contracting ρ and φ in (2.23) and rewriting Sγδαβ
ǫ with no contraction of indices in it by
(4.4), we obtain
0 = (D + 2)Qλ(σ
µν
τ) − 2Qλ(σ
(µ
τ)
ν) − 2Qλ
(µν)
(στ)
15
+(terms proportional to Qγδ
αβǫ with some pairs of indices contracted). (4.24)
From the difference of (4.5) and (4.6), and the contraction ν = φ in (4.23) minus 3(2D−1)
2(D−2)
times
the same equation with the indices λ, ρ, µ symmetrized,
Qλκ
µνκ = (terms proportional to Qκ
καβǫ, Qγδκ
κǫ, Qγκ
ακǫ,
Qκασ
σκ, Qκ
κ
σ
σ
α, or Qκ
κ
σα
σ ), (4.25)
Qλρ
µκ
κ = (terms proportional to Qκ
καβǫ, Qγδκ
κǫ, Qγκ
ακǫ,
Qκασ
σκ, Qκ
κ
σ
σ
α, or Qκ
κ
σα
σ ). (4.26)
From the contraction µ = ν in (4.24) with λ renamed µ, plus the contraction λ = ν in (4.24)
times 2(D + 1)2,
Qµκ
κ(στ) = (terms proportional to Qκ
καβǫ, Qγδκ
κǫ, Qκασ
σκ, Qκ
κ
σ
σ
α, or Qκ
κ
σα
σ ). (4.27)
Therefore, with the definition φµ
στ ≡ Qµκ
κ[στ ],
Qµκ
κστ = Qµκ
κ[στ ] +Qµκ
κ(στ)
= φµ
στ + (terms proportional to Qκ
καβǫ, Qγδκ
κǫ,
Qκασ
σκ, Qκ
κ
σ
σ
α, or Qκ
κ
σα
σ ). (4.28)
Contracting µ and σ in (4.28),
Qκ
κµσ
σ =
1
2
Qκµσσκ − 2φκ
κµ +
D
2
Qκ
κ
σ
σµ. (4.29)
From the contraction λ = τ in (4.28), minus 3
2
3D2+9D+8
(D+2)(4D+1)
times the same equation with the
indices µ, ν and σ symmetrized,
Qκ
κµνσ = (terms proportional to φα
γδ, Qγδκ
κǫ, φκ
κα, Qκασ
σκ, or Qκ
κ
σ
σ
α). (4.30)
Contracting µ and ρ in (4.21), we obtain an equation which is proportional to D−3. Since we
consider D ≥ 4, we can drop this factor (This is the only step at which we use the condition
D ≥ 4.), and
Qλτκ
κ
σ +Qλσκ
κ
τ − 2Qστκ
κ
λ = (terms proportional to φα
γδ,
φκ
κα, Qκασ
σκ, or Qκ
κ
σ
σ
α ). (4.31)
Then, with the definition Φλστ ≡ Q(στ |κ|
κ
λ),
Qστκ
κ
λ = Q(στ |κ|
κ
λ) −
1
3
(Qλτκ
κ
σ +Qλσκ
κ
τ − 2Qστκ
κ
λ)
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= Φλστ + (terms proportional to φα
γδ, φκ
κα, Qκασ
σκ, or Qκ
κ
σ
σ
α ). (4.32)
Contracting σ = τ in (4.32)
Qκµσ
σκ = −
1
2
Qκ
κ
σ
σ
µ +
3
2
Φκκµ. (4.33)
Using (4.22), (4.25), (4.26), (4.28)-(4.30), (4.32), and (4.33), Qλκ
µνκ, Qλρ
µκ
κ, Qλκ
κµφ, Qκ
κµνσ,
and Qλρκ
κ
φ are expressed in terms of Qκ
κ
σ
σ
α, Φγδǫ, φα
γδ, Φκκα, and φκ
κα. Then from (4.21),
Sλρ
µνφ = (terms proportional to Qκ
κ
σ
σ
α, Φγδǫ, φα
γδ, Φκκα, or φκ
κα), (4.34)
and it can be confirmed that contractions of this equation reproduce (4.22)-(4.33). In this
equation Qκ
κ
σ
σφ appears only in the combination Qκ
κ
σ
σφ−Φκ
κφ+ 8
3
φκ
κφ. To obtain a concise
expression of this equation, we define Kφ, Yλµν , and Fλρ
µ as follows:
Kφ =
3
2
1
(D − 1)(D + 2)
(
Qκ
κ
σ
σφ − Φκ
κφ +
8
3
φκ
κφ
)
, (4.35)
Yλµν =
4
D + 2
φ[λµν], (4.36)
Fλρ
µ = Φλρ
µ −
8
3
φ(λρ)
µ −
2
3
(D + 2)δ(λ
µKρ) +
1
3
(2D + 1)GλρK
µ. (4.37)
Conversely φλµν and Φλρµ are given by K
φ, Yλµν , and Fλρ
µ as follows:
φλµν =
1
4
(D + 2)Yλµν −
1
2
Fλ[µν] +
1
2
(D + 1)Gλ[µKν], (4.38)
Φλρµ = F(λρµ) +G(λρKµ). (4.39)
Then (4.34) is rewritten as follows:
Qλρ
µνφ = δ(λ
µδρ)
νKφ + δ(λ
(µYρ)
ν)φ +Gφ(µFλρ
ν). (4.40)
Using this, (4.8) is simplified further. Let us define Hµνλ as follows:
Hµνλ =
2
D + 1
(Sκλ
µνκ − δλ
(µKν)), (4.41)
then
Sλρ
µνφ = δ(λ
µδρ)
νKφ + δ(λ
(µYρ)
ν)φ + δφ(λH
µν
ρ). (4.42)
It is not difficult to confirm that (4.40) and (4.42) solve (2.23). Therefore (4.40) and (4.42)
give the general solution to (2.23).
Next let us solve (2.24). Contracting τ and φ,
sλρ
µν = sκ
κµνGλρ + (terms proportional to qγδ
αβ or ∇ζSγδ
αβǫ). (4.43)
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Contracting λ and ρ in this equation,
sκ
κµν = (terms proportional to qγδ
αβ or ∇ζSγδ
αβǫ). (4.44)
Using this and (4.43), we can express sλρ
µν in terms of other tensors:
sλρ
µν = (terms proportional to qγδ
αβ or ∇ζSγδ
αβǫ). (4.45)
Contracting λ and ρ in (2.24), we obtain the following equation similar to (but different from)
(4.43).
sλρ
µν = sκ
κµνGλρ + (terms proportional to qγδ
αβ or ∇ζSγδ
αβǫ). (4.46)
Taking the difference of (4.43) and (4.46), we obtain the following equation which does not
contain sγδ
αβ:
qτφµν = qτφκκG
µν +
1
D − 2
[
qκ
κµνGτφ + qκ
κτφGµν
−qκ
κτ(µGν)φ − qκ
κφ(µGν)τ + qκ
κ
σ
σ(Gτ(µGν)φ −GµνGτφ)
]
+(terms proportional to ∇ζSγδ
αβǫ). (4.47)
Contracting µ and ν in this equation, we obtain qτφκκ expressed by qκ
καβ and terms propor-
tional to ∇ζSγδ
αβǫ. Using it (4.47) can be simplified further:
qτφµν = (terms proportional to qκ
καβ or ∇ζSγδ
αβǫ). (4.48)
From (4.45), (4.48) and (4.42),
qλρ
µν = (terms proportional to qκ
καβ, ∇ǫK
α, or ∇ǫYαβγ), (4.49)
sλρ
µν = (terms proportional to qκ
καβ, ∇ǫK
α, ∇ǫYαβγ, or ∇ǫH
αβ
γ). (4.50)
Then (2.24) is rewritten as follows by (4.49), (4.50), and (4.42):
0 = (terms proportional to qκ
καβ, ∇ǫK
α, or ∇ǫYαβγ). (4.51)
From the contraction (µ, ρ) = (ν, τ) in (4.51),
∇κYκµν = 0, (4.52)
and from the contraction (ν, λ) = (ρ, τ) in (4.51),
qκ
κµν =
1
D
Gµνqκ
κ
σ
σ −∇µKν −∇νKµ +
2
D
Gµν∇κK
κ. (4.53)
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Then from the contraction (ν, µ) = (ρ, τ) in (4.51),
∇µKν +∇νKµ =
2
D
Gµν∇κK
κ, (4.54)
which means that Kµ is a conformal Killing vector. Contracting ν and ρ in (4.51),
0 = ∇τYλµφ +∇φYλµτ , (4.55)
which means that ∇τYλµφ is antisymmetric in the interchange of all of four indices i.e. Yλµν is
a Killing-Yano 3-form. This implies (4.52), and from (4.53),
qκ
κµν = c˜Gµν , (4.56)
where c˜ = 1
D
qκ
κ
σ
σ. Then (4.49) and (4.50) are rewritten as follows:
qλρ
µν = δ(λ
(µ(∇ρ)K
ν) −∇ν)Kρ)) + δ(λ
µδρ)
ν c˜, (4.57)
sλρ
µν = δ(λ
(µ(∇ρ)K
ν) −∇ν)Kρ)) + δ(λ
µδρ)
ν c˜−
2
D
δ(λ
µδρ)
ν∇κK
κ +∇(λH
µν
ρ). (4.58)
It can be confirmed that these solve (2.24), and therefore these give the general solution to
(2.24).
Next let us analyze (2.25). Rewriting (2.25) by (4.40), (4.42), (4.57), and (4.58), and using
(A.2), (A.5), and Bianchi identity Rλ[ρµν] = 0, we obtain
0 =
1
4
(∇φ∇(λ −∇(λ∇
φ)Hµνρ)
+
3
8
(∇κ∇φ −∇φ∇κ)Hµνκ +
1
2
δ(λ
φ(∇ρ)∇
κ −∇κ∇ρ))H
µν
κ
+
1
24
δ(λ
(µR|κσφ|ν)Yρ)κσ +
1
24
δ(λ
(µR|κσφ|ρ)Y
ν)
κσ
−
1
24
δ(λ
(µR|κσ|ν)φYρ)κσ −
1
24
δ(λ
(µR|κσ|ν)ρ)Y
φ
κσ
+
1
4
Gφ(µR|κσ|ν)(λYρ)κσ +
1
8
δ(λ
φRκσρ)
(µY ν)κσ
−
1
8
GµνRκσφ(λYρ)κσ −
1
16
GλρR
κσφ(µY ν)κσ
+
1
4
R(λ
(µ|φκ|Yρ)
ν)
κ +
1
4
R(λ
(µν)κY φρ)κ +
1
4
R(λ
(µ
ρ)
|κ|Y ν)φκ
+(terms proportional to ∂αc˜, ∂α(∇κK
κ), RκγYκαβ, ΛFγδ
α, or ΛHαβγ)
+(terms proportional to products of Fγδ
α
and Ricci scalar, Ricci tensor, or Riemann tensor)
+(terms proportional to products of Hαβγ
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and Ricci scalar, Ricci tensor, or Riemann tensor). (4.59)
The first two lines of the above can be rewritten by using
(∇λ∇ρ −∇ρ∇λ)H
µν
φ = Rλρ
µ
κH
κν
φ +Rλρ
ν
κH
µκ
φ +RλρφκH
µνκ, (4.60)
and by applying (A.7) to the third line, the fourth line, and each term in the fifth and sixth
lines of the above, the Riemann tensors in those terms can be rewritten in terms of Ricci
tensor. Furthermore the seventh line vanishes by (A.6).
After these simplifications, we obtain the followings by contracting two pairs of indices in
(4.59) in various ways:
∂µc˜ = ( terms proportional to Fµκ
κ, Hκκµ, or RκσH
κσ
µ ), (4.61)
∂µ(∇κK
κ) = (terms proportional to Fκ
κµ, Fµκ
κ, Hκκµ, H
µκ
κ,
RκσH
κσ
µ, or RκσH
µκσ ), (4.62)
RκσF
κσµ = (terms proportional to Fκ
κµ, Hµκκ, or RκσH
µκσ ), (4.63)
RκσFµ
κσ = (terms proportional to Fµκ
κ, Hκκµ, or RκσH
κσ
µ ), (4.64)
RµκFκσ
σ = (terms proportional to Fµκ
κ, Hµκκ, or RµκH
κσ
σ ), (4.65)
RµκFσ
σκ = (terms proportional to Fκ
κµ, Fµκ
κ, Hκκµ, H
µκ
κ,
RκσH
κσ
µ, RκσH
µκσ, or RµκHσ
σκ ). (4.66)
Then from (4.59) minus 3 times (4.59) with the indices µ, ν, φ symmetrized,
(
Rµν −
1
2
GµνR + ΛGµν
)
Fλρ
φ
= (terms proportional to ΛFκ
κα, ΛFακ
κ, RFκ
κα, RFακ
κ,
ΛHκκα, ΛH
ακ
κ, ΛH
αβγ, RHκκα, RH
ακ
κ, RH
αβγ ,
RκσH
κσα, RκσH
ακσ, RαβHγδ
ǫ, or RκγYκαβ ). (4.67)
It can be confirmed that this, (4.61), and (4.62) solve (4.59), and reproduce (4.63)-(4.66).
Therefore (4.67), (4.61), and (4.62) are equivalent to (2.25), and no simpler equation is derived
from them.
Note that Riemann tensor (with no indices contracted) does not appear in (4.61), (4.62),
and (4.67), and in fact they are in the forms that Ricci tensor and Λ appear only in the form
of the background equation of motion. The results are summarized in (3.6), (3.7), and (3.8).
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Next let us analyze (2.26). Rewriting (2.26) by (4.40), (4.42), (4.57), and (4.58), and using
(A.1), (A.2), (A.4), and Bianchi identities
Rλ[ρµν] = 0, ∇[λRµν]στ = 0, ∇
κRκλµν = 2∇[µRν]λ, ∇
κRκµ =
1
2
∂µR, (4.68)
we obtain
0 =
1
4
[
∇(λ(∇ρ)∇κ −∇|κ|∇ρ)) + (∇(λ∇|κ| −∇κ∇(λ)∇ρ)
]
Hµνκ
+
1
4
∇κ(∇κ∇(λ −∇(λ∇|κ|)H
µν
ρ)
+
1
8
Gλρ
[
(∇κ∇σ −∇σ∇κ)∇
σ + 2∇σ(∇κ∇σ −∇σ∇κ)
]
Hµνσ
+
1
4
∇(µRν)(λ
κσYρ)κσ +
1
8
∇(λRρ)
(µ|κσ|Y ν)κσ
+
3
8
Rκσ(λ
(µ∇|κYσ|ρ)
ν)
−
1
8
GλρG
µνKκ∇κR +
1
4
δ(λ
µδρ)
νKκ∇κR
+
1
4
GλρK
κ∇κR
µν +
1
4
GµνKκ∇κRλρ − δ(λ
(µK |κ|∇|κ|Rρ)
ν)
−
1
4
Gλρ(Rκ
µ∇[κKν] +Rκ
ν∇[κKµ])−
1
4
Gµν(Rκλ∇[κKρ] +R
κ
ρ∇[κKλ])
+
1
2
δ(λ
µRρ)κ∇
[κKν] +
1
2
δ(λ
νRρ)κ∇
[κKµ] +
1
2
δλ
(µRν)κ∇[κKρ] +
1
2
δρ
(µRν)κ∇[κKλ]
+(terms proportional to ∇α∇β c˜, Λ∇ǫH
αβγ, Rγδζη∇ǫH
αβθ, ∇ǫRγδζηH
αβθ,
∇ǫRH
αβγ, Rγδ∇ǫH
αβθ, ∇ǫRγδH
αβθ,
R∇κK
κ, Λ∇κK
κ, Rαβ∇κK
κ, ∇α∇β∇κK
κ, ∇ǫRζηYαβγ, ∇ǫRYαβγ ). (4.69)
The first, second and third lines of the above can be simplified by replacing the commutators
of covariant derivatives by Riemann tensors, and the fourth line is rewritten as follows:
1
4
∇(µRν)(λ
κσYρ)κσ +
1
8
∇(λRρ)
(µ|κσ|Y ν)κσ
= ∇(µ
[1
4
R|κσ|ν)(λYρ)κσ
]
+∇(λ
[1
8
Rκσρ)
(µY ν)κσ
]
−
1
4
R(ν (λ
|κσ|∇µ)Yρ)κσ −
1
8
R(ρ
(µ|κσ|∇λ)Y
ν)
κσ. (4.70)
The first line of the above can be simplified by (A.7), and the second line can be simplified by
using (A.4):
1
4
∇(µRν)(λ
κσYρ)κσ +
1
8
∇(λRρ)
(µ|κσ|Y ν)κσ
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= ∇(µ
[
−
1
2
R|κ|(λY
ν)
ρ)κ
]
+∇(λ
[
−
1
4
Rκ(µYρ)
ν)
κ
]
−
1
4
R(ν (λ
|κσ|∇|κYσ|
µ)
ρ) −
1
8
R(ρ
(µ|κσ|∇|κYσ|λ)
ν)
= −
1
2
∇(µR|κ|(λY
ν)
ρ)κ −
1
4
∇(λR
κ(µYρ)
ν)
κ
−
3
8
R(λ
(µ|κσ|∇|κYσ|ρ)
ν). (4.71)
The last term of the above cancels the fifth line of (4.69). The sixth and seventh line are
simplified by the following relations derived from (A.3):
Kκ∇κRµν = −∇µK
κRκν −∇νK
κRκµ
−
D − 2
D
∇µ∇ν∇κK
κ −
1
D
Gµν∇
σ∇σ∇κK
κ
= −∇[µKκ]R
κ
ν −∇[νKκ]R
κ
µ −
2
D
∇κK
κRµν
−
D − 2
D
∇µ∇ν∇κK
κ −
1
D
Gµν∇
σ∇σ∇κK
κ, (4.72)
Kκ∂κR = −
2(D − 1)
D
∇σ∇σ∇κK
κ −
2
D
∇κK
κR, (4.73)
where we used
∇µKν = ∇[µKν] +
1
D
Gµν∇κK
κ. (4.74)
Then terms proportional to ∇[µKν] from the seventh line cancel the eighth and ninth lines of
(4.69).
(4.69) is further simplified by (3.6) and (3.7). Then from the contraction (µ, λ) = (ν, ρ)
and (µ, ν) = (λ, ρ) in (4.69),
∇κH
κστRστ = ( terms proportional to ∇κFσ
σκΛ, ∇κF
κσ
σΛ, ∇κFσ
σκR, ∇κF
κσ
σR,
F κσσ∇κR, Fσ
σκ∇κR,
∇κHσ
σκΛ, ∇κH
κσ
σΛ, ∇κHσ
σκR, ∇κH
κσ
σR, H
κσ
σ∇κR, Hσ
σκ∇κR,
∇κHστ
τRκσ, Hστκ∇σRτκ, ∇κH
τ
τσR
κσ, Λ∇κK
κ ), (4.75)
∇κH
στκRστ = ( terms proportional to ∇κF
κσ
σΛ, ∇κF
κσ
σR, F
κσ
σ∇κR,
∇κHσ
σκΛ, ∇κH
κσ
σΛ, ∇κHσ
σκR, ∇κH
κσ
σR, Hσ
σκ∇κR,
∇κHστ
τRκσ, Hστκ∇κRστ , ∇κH
τ
τσR
κσ ). (4.76)
Then using the above, from the contraction µ = ν and λ = ρ in (4.69),
∇(µH
κσ
ν)Rκσ = ( terms proportional to Λ∇κF
κσ
σ, Λ∇αFβκ
κ,
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R∇κF
κσ
σ, R∇αFβκ
κ, F κσσ∇κR, Fβκ
κ∇αR,
Λ∇αHκ
κβ, Λ∇κHσ
σκ, Λ∇κH
κσ
σ, Λ∇κH
αβκ,
R∇αHκ
κβ, R∇κHσ
σκ, R∇κH
κσ
σ, R∇κH
αβκ,
Hσ
σκ∇κR, Hκ
κα∇βR, Hαβκ∇κR,
Rαβ∇κHσ
σκ, Rκ
α∇κHσ
σβ , Rκσ∇
κHτ
τσ, Rκσ∇
κHστ τ , Rκσ∇
κHαβσ,
Hσ
σκ∇κRαβ , H
κσα∇βRκσ,
∇κRσαYβ
κσ ), (4.77)
∇(µHν)
κσRκσ = ( terms proportional to
Λ∇αFκ
κβ, Λ∇κF
κσ
σ, R∇
αFκ
κβ, R∇κF
κσ
σ, Fκ
κα∇βR, F κσσ∇κR,
Λ∇αHβκκ, Λ∇
αHκ
κβ, Λ∇κHσ
σκ, Λ∇κH
κσ
σ, Λ∇κH
αβκ,
R∇αHβκκ, R∇
αHκ
κβ, R∇κHσ
σκ, R∇κH
κσ
σ, R∇κH
αβκ,
Hσ
σκ∇κR, H
ακ
κ∇
βR, Hαβκ∇κR,
Rαβ∇κHσ
σκ, Rκ
α∇κHσ
σβ , Rκσ∇
κHστ τ , Rκσ∇
κHτ
τσ, Rκσ∇
κHαβσ,
Hσ
σκ∇κRαβ , H
ακσ∇βRκσ,
∇κRσαYβ
κσ, Λ∇κK
κ ). (4.78)
(4.69) simplified by the above, (4.77), and (4.78) are equivalent to (4.69). They can be
rewritten in the form given in (3.9), (3.10), and (3.11). No simpler relation can be derived
from them.
Appendix
A Conformal Killing vectors and Killing-Yano tensors
A conformal Killing vector Kµ is defined by
∇µKν +∇νKµ =
2
D
gµν∇λK
λ. (A.1)
If the right hand side vanishes, Kµ is a Killing vector. From this equation we can show the
following:
∇µ∇νKλ = RλνµρK
ρ +
1
D
[
gλµ∂ν(∇ρK
ρ) + gλν∂µ(∇ρK
ρ)− gµν∂λ(∇ρK
ρ)
]
, (A.2)
23
and the Lie derivative of Riemann tensor along Kµ is given by
LKR
λ
ρµν =
1
D
(δν
λδρ
σ − gρνg
λσ)∇µ∇σ∇τK
τ −
1
D
(δµ
λδρ
σ − gρµg
λσ)∇ν∇σ∇τK
τ . (A.3)
A Killing-Yano 3-form Yλ1λ2λ3 is defined as an antisymmetric tensor obeying
∇µYλ1λ2λ3 = ∇[µYλ1λ2λ3]. (A.4)
From this equation we can show the following:
∇µ∇νYλ1λ2λ3 = −2Rµρ[νλ1Y
ρ
λ2λ3], (A.5)
0 = Rµσ1[ν
ρY|ρ|σ2λ] +Rνσ1[µ
ρY|ρ|σ2λ] + (σ1 ↔ σ2). (A.6)
The following relation derived from the above is also useful:
Rρσλ(µY
ρσ
ν) = 2Rρ(µY
ρ
ν)λ. (A.7)
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