We prove in this paper a theorem on analytic mappings of the complex space C n into the complex projective space P n . The theorem is closely related to that of S. S. Chern in [1] , and the main idea of the proof is the same with the latter, though the calculations are rather different.
Our purpose is to find a criterion for an analytic mapping / of C n into P n in order that f(C n ) covers almost every part of P n . We take cartesian coordinates z 1 , . . . , z n in C n and then the metric is given by (0.1)
As for the elliptic metric of P n we have (ajk) is a hermitian tensor on C n which is determined by the mapping /. We denote the eigenvalues of (ajk) by λ lt . , Λn and put
We use the notations D r : the sphere \z\ ^ r in C M , S r = 3A-, />(r 0 , r) =D r -DΩ
: the volume element in P n determined by the metric dT 2 .
We define v(D r ) and 7*(r) by
where r 0 is a constant smaller than r. We denote by Θ an element of the solid angle about the origin of C n and then the volume element in C n can be given by 2 1 , (0.7)
where \z\ -r. We put moreover
U(r)=\ -JLlT, Y(r) = -j±-\ Br 2n~2 Θ, (0.8)
where h n -\ is the surface area of a unit sphere in C n > Now S. S. Chern's theorem in [1] is in our version THEOREM A. We assume that for r-> °° we have
Then the complement of f(C n ) is of measure zero.
On the other hand our theorem is 2 =^ {dp, dp)-(dp, p)(p, dp) (1.15) and when we put and the volume element of P n is
We take an orientation of P* in such a way that this form is positive definite.
We put 
The first main theorem
The following formulation of the first main theorem of differentiable mapping is due to S. S. Chern. (cf. 
(ii) on a certain neighborhood of the point α we have
where Φ α is an element of a solid angle at α and e-»0 as x tends to α.
Let / be a differentiable mapping M->N and D be a domain on M. We assume that for a point α of /(M) the set f~1(α) Π Z) consists of a finite number of points pi t ... , pk, which are interior points of D, and f~1{a) Π dD is empty.
We denote by n(a), or more precisely n(a, D), the degree of the mapping / about the point a. This is the sum of the degree of the mappings of small neighborhoods of each points p u -. , pk. We take functions above stated and
Then n(a) can be represented as
This is the first main theorem. The proof can be given by applying the The function u on P n .
The function u which satisfies (i) and (ii) is determined uniquely up to an additive constant. We will find the one for P n . We take the point a at and taking (0.6) into consideration we get 
(3.4)

Estimation of Jk
We take coframes in C n and P n as in (1.13) and (1.28). We can put f{ (3.5)
by virtue of (0. Hereafter we often omit conventionally such notation /* as in (3.4) (3.5) (3.6).
We consider such a case that detU/&)^0, namely detijφ^O. But (3.9) is an algebraic consequence of (3.5) and so (3.9) is true for the case det(p)) = 0, too.
As Φ = ψΛΦo, we get by (3.4) (3.9)
ΊfiΓ*£τ As Co = det(P*iPi), we get the verification of (3.21) by virtue of (1.11) and (1.14).
By putting (3.20) (3.21) into (3.19) and taking θ = 6 A Θ o into consideration we get
By (3.18) (3.24) we get from (3.14)
Co determined by (3.22) is a minor determinant corresponding to Cn of the matrix P*P = (cjk) (j, k = 1, 2, . . . , n) and P'P is a hermitian matrix which is positive definite or semi-definite. Hence C o is not greater than the sum of principal determinants of n -1 -th order of P t P 9 namely the sum of products of n -1 numbers taken arbitrarily from n eigenvalues of P Γ P.
On the other hand we have by (3.6) and so the eigenvalues of (ajk) are the same with those of P f P namely of P ι P.
Hence by the definition of B in (0. Hence by (3.12) (3.25) (3.27) we get for k = 1
This is the most important key to our proof of theorem B.
The final step of the proof
We denote the complement of f(D r ) by K, whose measure b we will estimate. 
J Jζ_ J p n
Here we have J0 = / 2 «-i and by (3.13)
r«/=-rl ~ϊ " This is theorem £.
Explicit calculations of Γi(r), Tin-i(r), F(r) and C/(r)
In the last we will show how to calculate these numbers for the mapping (0.3) and will actually calculate in the case (0.9). In this section we do not omit the symbol Σ representing the summation.
In the first we denote by Pj a matrix obtained from P by omitting the -th row and by Δ As v a (a = 2, . . . , n) constitute a unitary base with v-w\w\~ι we get after some calculation
where A means that the indicated term is absent in the product, and e is a determinant formed by the components of v, v 2 , . . . , v n . We put these into the left side of (5.1) and get 
