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Abstract
We consider the problem of output feedback stabilization in linear systems when the measured outputs and
control inputs are subject to event-triggered sampling and dynamic quantization. A new sampling algorithm
is proposed for outputs which does not lead to accumulation of sampling times and results in asymptotic
stabilization of the system. The approach for output sampling is based on defining an event function that
compares the difference between the current output and the most recently transmitted output sample not
only with the current value of the output, but also takes into account a certain number of previously
transmitted output samples. This allows us to reconstruct the state using an observer with sample-and-hold
measurements. The estimated states are used to generate a control input, which is subjected to a different
event-triggered sampling routine; hence the sampling times of inputs and outputs are asynchronous. Using
Lyapunov-based approach, we prove the asymptotic stabilization of the closed-loop system and show that
there exists a minimum inter-sampling time for control inputs and for outputs. To show that these sampling
routines are robust with respect to transmission errors, only the quantized (in space) values of outputs and
inputs are transmitted to the controller and the plant, respectively. A dynamic quantizer is adopted for this
purpose, and an algorithm is proposed to update the range and the centre of the quantizer that results in
an asymptotically stable closed-loop system.
Keywords: Event-triggered sampling, dynamic output feedback, quantized control, limited information
control, linear deterministic systems.
1. Introduction
For sampled data control of continuous-time dynamical systems, event-triggered techniques have regained
interest over the past 5-6 years [4], where the measurements are not sent periodically to the controller, but
instead the sampling times are determined based on the current value of the state. A recent article [13]
provides a tutorial exposition into the subject, and sums up most of the work done so far. A common
framework for event-triggered control involves a stabilizing feedback controller and a triggering mechanism
that determines when to send the updated measurements to the controller. While the feedback control
is usually available “off-the-shelf,” different strategies and variants are adopted for triggering mechanism
depending upon the particular problem setup. Initial approaches for event-triggering mechanism involve
keeping the difference between current value of the state and the last updated measurement relatively small
[3, 17, 25]. Another technique is to monitor the derivative of the Lyapunov function associated with the
closed-loop system, and if it starts approaching zero, then we update the measurement knowing that the
new measurement will make the derivative sufficiently negative [18, 22, 23]. The effect of disturbances in
plant dynamics could also be taken into account by such methods if the triggering mechanism is modified
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appropriately [19]. Moreover, event-triggered control has also been used for stabilization of systems in the
presence of networks [6, 7, 20, 29].
In the references cited above, the triggering mechanisms are based on using the full-state measurements
and when it comes to using output (partial state) measurements for feedback, rather than full-state feedback,
then relatively little has been done. If we directly generalize the techniques based on keeping the error
(between the last sampled output and the current value of the output) small, then such methods lead to
Zeno phenomenon, where we need to send infinitely many samples in finite-time and hence the technique
is not feasible for implementation in practice. Some refinements have been proposed in [8, 14, 26], where
instead of asymptotic stabilization, the authors modify the event function to achieve practical stabilization
so that the trajectories of the closed-loop system only converge to a ball defined as a design parameter.
Eventually, that parameter also determines the minimum inter-sampling time as well. Asymptotic stability
with output-feedback and event-triggered sampling has also been considered in more recent works where a
certain dwell-time is enforced between two consecutive sample updates to overcome Zeno phenomenon. The
so-called periodic event-triggered control could be seen as an implementation of this idea [11, 12] where it is
assumed that the continuous-time plant is already discretized with some fixed sampling-time, or a certain
sampling period is precalculated to asymptotically stabilize the system. One then focuses on adding another
level of sampling strategy (which is event-triggered) that would reduce the sampling rate for measurements
even further. The results appearing in [12] for linear systems take disturbances into account, and derive
minimum inter-sampling time for full-state feedback case only. The idea of forcing a certain dwell-time
between two consecutive sample-updates has also been adopted in nonlinear setting for output feedback
laws in [1].
In this paper, we propose a dynamic output feedback controller for asymptotic stabilization using event-
triggered sampling which does not rely on precalculating some fixed sampling period between output updates.
Our framework involves computing the sampling times for outputs and inputs separately. Just like the
approach adopted in the state-feedback case, our approach is also based on keeping the error between the
current value of the output and the last sampled output small. The crux of our approach is to compare
this difference not only with the norm of the current value of the output, but with the norm of a vector
that comprises some previously transmitted output measurements. If we pick a sufficient number of past
samples, then these samples contain enough information about the norm of the state (due to the observability
assumption). The controller, using these sampled outputs, is designed based on the principle of certainty
equivalence. An estimate of the current state is first computed, which is in turn fed into the control law.
The control inputs transmitted to the plant are also time-sampled, where the event-triggering rule depends
upon the state of the controller. To show that our sampling algorithms are feasible for implementation,
we derive an expression for minimum inter-sampling time between the sampled measurements sent to the
controller and the plant. A property of the proposed sampling routines is that the sampling times of the
output and control input are not necessarily synchronized.
As an added practical consideration and to show that our strategy is robust with respect to transmission
errors, we assume that the sampled outputs and sampled inputs are subjected to quantization as well, that
is, the output and inputs are transmitted to the controller and the plant, respectively using a string of
finite alphabets only. However, to preserve asymptotic stability, the model of the quantizer is assumed to
be dynamic as used in [15, 16], that is the parameter that determines the range and the sensitivity of the
quantizer can be scaled. Event-triggered sampling with static quantization is also considered in the works
of [9] with full state feedback, and with output under a passivity assumption on the plant dynamics in [30],
but none of these works allow the possibility of designing different sampling and quantization algorithms
for inputs and outputs. The novelty in handling the quantization comes from the fact that we are working
with an observer-based controller where the outputs and control inputs are both subject to quantization,
and the sampling is event-based and not periodic.
To summarize, this paper proposes algorithms for event-triggered sampling and dynamic quantization
of input and output measurements of linear time-invariant systems, also see Figure 1. Such architectures
could be useful when the control action is computed on a server located far away from the plant and the
communication is carried over some communication channel between the plant and the controller. The
paper proposes algorithm on how and when the information between the plant and the controller must be
2
P :
{
x˙ = Ax+Bqµ(unom(τj))
y = Cx
C :
{
z˙ = Az +Bqµ(unom(τj)) + Lqν(y(tk)− Cz(tk))
unom(t) = Kz(t)
Output
Sampler
Input
Sampler
Encoder
Decoder
Decoder
Encoder
y(tk)
unom(τj)
Figure 1: Feedback loop where the inputs and outputs are time-sampled and quantized.
transmitted, and the contribution could be summed up through following observations:
• We can achieve asymptotic stabilization using dynamic output feedback and event-triggered sampling
of the output measurements without imposing time-regularization or fixed periodic sampling as done
in the literature, provided we use the information of previously sampled outputs, and not just the last
sampled measurement.
• The event-triggered sampling algorithms are robust with respect to transmission errors, which in this
paper manifest in the form of quantization. If these errors vanish (which happens due to dynamic
quantization) then the state of the system also converges to the origin asymptotically.
• A trade-off between how fast we sample compared to how precisely we quantize the measurements
also follows from our results. It appears in the form of design parameters introduced for sampling and
quantization, respectively. In particular, when the dynamic parameter for quantization is very large (so
that quantized measurements are very coarse), one has to sample quite fast, whereas smaller values of
the quantization parameter (more exact measurements) possibly allow for larger inter-sampling times.
2. Problem Setup
We consider linear time-invariant systems described as:
P :
{
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t)
(1)
where x(t) ∈ Rn is the state, y(t) ∈ Rp is the measured output, and u(t) ∈ Rm is the control input. We are
interested in feedback stabilization of the control system (1) by realizing the control architecture proposed
in Figure 1, which includes in particular the following design elements:
• Asynchronous event-triggered sampling: The sampling times for outputs and inputs, denoted by tk
and τj , j, k ∈ N, respectively, are determined based on certain event-triggering strategies.
• Dynamic quantization: An update rule is specified for the design parameter (a discrete variable) of
the quantizers.
2.1. Information Processing in Closed-Loop
Before presenting the design of controller, and the algorithms for sampling and quantization, let us briefly
discuss how the information is processed and transmitted in our proposed strategy. It is assumed that there
is a processor and an encoder attached next to the sensors measuring the output of the plant. The processor
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first determines when to send the updated values of the output using a sampling algorithm, and the encoder
then determines how to encode the sampled output with finitely many alphabets. Thus, we assume that
the exact values of the output are used to determine sampling instants, and then the sampled values are
quantized and sent to the controller with time-stamp (because the controller cannot recompute the sampling
instants itself). This (sampled and quantized) information is then passed to a controller, where a decoder
first determines the value of the output modulo certain error due to sensitivity of the quantizer. This output
is then injected into a (continuous-time) dynamic controller which basically computes the control input for
stabilization of the plant. When communicating the inputs to the plant, the same mechanism is used as
that on the output side, that is, a processor and an encoder determine when and what to transmit, and the
decoder attached to the plant actuators then decodes the symbol to the actual control value (while assuming
that the sampling times chosen by the controller are transmitted to the plant as well).
2.2. Controller Structure
The proposed dynamic controller C has the following form:
z˙(t) = Az(t) +Bu(t) + Lqν(y(tk)− Cz(tk)), t ∈ [tk, tk+1), (2a)
and the input u is the quantized value of the nominal control law unom = Kz sampled at τj , that is,
u(t) = qµ(Kz(τj)), t ∈ [τj , τj+1). (2b)
Here y(tk), and u(τj), k, j ∈ N, denote the sampled values of output and input, respectively. The output
quantizer qν : Rp → Qy, and input quantizer qµ : Rm → Qu for some finite sets Qy and Qu, include the
design parameters ν : [t0,∞) → R+, and µ : [τ0,∞) → R+ respectively, which are piece-wise constant and
are only updated at tk and τj respectively. For notational convenience, we will often denote ν(tk) by νk,
and µ(τj) by µj . In writing equation (2), it must be noted that the discrete measurements received by the
controller have been passed through a sample-and-hold device, and that the state z(·) evolves continuously.
This approach is essentially different from some of the existing techniques adopted in for example, [2, 16],
where the state of the observer/controller is updated in discrete manner whenever the new measurements
are available (periodically). To implement the controller (2), equation (2a) is integrated over the interval
[tk, tk+1), k ∈ N. The expressions on the right-hand side of (2a) need quantized values of the output y and
the state z at time tk. Also, the input u needs measurements of the state z updated at time instants τj .
It is well-known that if the pair (A,B) is stabilizable and (A,C) is detectable, and the exact values of
the output y(·) and input u(·) are continuously available, then the controller (2) stabilizes the system (1).
In essence, we are using the “emulation approach” where the controller first estimates the current value
of the state in the presence of limited information of the output, and the feedback control law using these
estimated states then stabilizes the system despite the limitations imposed due to time-sampling and space-
quantization. In the sections to follow, we will specify the algorithms for the sampling and quantization of
outputs and inputs that will result in asymptotic stabilization of the closed-loop system (1)-(2). To derive
results in that setup, the following basic assumptions are essential:
(A1) The pair (A,B) is stabilizable, and hence for every symmetric positive definite matrix Qc (denoted as
Qc > 0) there exists a matrix Pc > 0 such that
(A+BK)>Pc + Pc(A+BK) = −Qc. (3)
(A2) The pair (A,C) is observable, so that for every Qo > 0, there exists a matrix Po > 0 such that
(A− LC)>Po + Po(A− LC) = −Qo. (4)
For the sake of simplicity, let us also introduce the following assumption1
(A3) All the eigenvalues of the matrix A, denoted λi(A), 1 ≤ i ≤ n, are real.
1The relaxation to consider systems with imaginary eigenvalues will be addressed in Section 3.4.
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3. Output Processing Unit
This section provides the algorithms for transmission of output from the plant to the controller, which
leads to our first result stated as Theorem 1. In Section 3.1, we give an algorithm to generate sampling times
when the output must be sent to the controller. In Section 3.2, we then provide an encoding scheme for the
sampled output measurements. It is then shown that the proposed algorithms for sampling and quantization
result in the state estimation error dynamics being asymptotically stable and that the proposed sampling
strategy introduces a uniform lower bound on inter-sampling times.
3.1. Event-triggered Sampling of the Output
Let x˜ := x − z denote the state estimation error, then (1) and (2) result in the following equations for
error dynamics:
˙˜x(t) = Ax˜(t)− Lqνk(y˜(tk)), t ∈ [tk, tk+1),
y˜(t) = Cx˜(t).
(5)
3.1.1. Construction of a dead-beat-like estimator
Our goal for this section is to find a relation between x˜(t) and certain past-sampled output values of y˜
measured over the interval [t0, t) using equation (5). Basically, in (5), qνk(y˜(tk)) acts as a known input, and
using y˜ as the output, it is possible under the observability assumption to reconstruct x˜ as a function of
(sufficiently many) sampled values of y˜. Towards this end, let
ψ(s1, s2, s3) := Ce
As1
∫ s3
s2
e−AsLds, s1 ≤ s2 ≤ s3, (6)
so that ψ takes values in Rp×p. Now, for t > tk > tk−1 > · · · > tk−η−1 ≥ t0, define the lower-triangular
matrix Ψk,η(t) as
Ψk,η(t) :=

ψ(tk, tk, t) 0 0 · · ·
ψ(tk−1, tk, t) ψ(tk−1, tk−1, tk) 0 · · ·
ψ(tk−2, tk, t) ψ(tk−2, tk−1, tk) ψ(tk−2, tk−2, tk−1) · · ·
...
...
...

where η ∈ N is some strictly positive integer, and to keep the notation short, it is noted that Ψk,η(t) depends
on (t, tk, tk−1, . . . , tk−η−1). Next, introduce the following notation:
Nk,η(t) :=

Ce−A(t−tk)
Ce−A(t−tk−1)
...
Ce−A(t−tk−η+1)
 , Y˜k,η :=

y˜(tk)
y˜(tk−1)
...
y˜(tk−η+1)
 , qνk,η (Y˜k,η) :=

qνk(y˜(tk))
qνk−1(y˜(tk−1))
...
qνk−η+1(y˜(tk−η+1))
 . (7)
The following lemma is a straightforward consequence of the variation of constants formula applied to
system (5) and for completeness, the proof is given in Appendix A.
Lemma 1. For any t > tk > tk−1 > · · · > tk−η+1, it holds that
Nk,η(t)x˜(t) = Y˜k,η −Ψk,η(t)qνk,η (Y˜k,η). (8)
We will use this important relation (8) to define the sampling times for output measurements, but before
proceeding to that, let us recall a few well-known results. An important requirement in our analysis of
minimum inter-sampling time is the invertibility of the matrix Nk,η(t), for each t > tη−1, and is achieved
due to following lemma:
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Lemma 2 ([5, Chapter 6]). Under Assumption (A3), if we choose η to be the observability index of the
pair (A,C), then the matrix Nk,η(t) is left-invertible for each t > tk−η+1.
Thus, η could be interpreted as the number of samples required for observability of the discretized
system (5). The above result in general holds only under Assumption (A3), but we will address the
relaxation of this assumption in Section 3.4. Basically, what changes is that, we have to increase the number
of samples over a compact interval to maintain the invertibility of Nk,η(t). Also, η is no longer constant in
that case, and depends on the size of the time-interval over which the samples of y˜ are considered.
3.1.2. Sampling Algorithm
To define sampling times at which the output must be sent to the controller, we first chose t0 < t1 <
· · · < tη−1 arbitrarily, and let
f(t, Y˜k,η) = Y˜k,η −Ψk,η(t)qνk,η (Y˜k,η), k ≥ η − 1.
The output sampling time instants tk+1 are defined as
teventk+1 := inf{t : ‖Nk,η(t)‖ · |y˜(t)− y˜(tk)| ≥ α · |f(t, Y˜k,η)| ∧ t > tk} (9a)
tpersk+1 := inf{t : t− tk ≥ T} (9b)
tk+1 := min{teventk+1 , tpersk+1} (9c)
where α := εo
λmin(Qo)
2 ‖PoL‖ , for some εo ∈ (0, 1) and T > 0 is some prespecified constant, which can be
arbitrarily large, but finite. The sampling rule (9) guarantees that the output measurements are transmitted
persistently to the controller.
Remark 1 (Heuristics for Output Sampling). In comparison to the existing literature on event trig-
gered sampling strategies, expression (9) is new and has not appeared elsewhere. One could motivate this
particular choice of sampling rule with following arguments:
• It is noted that the proposed sampling rule (9a) guarantees |y˜(t)−y˜(tk)| ≤ α·‖Nk,η(t)‖−1|Nk,η(t)x˜(t)| ≤
α|x˜(t)|. If we ignore quantization for the time-being, and use Vo = x˜>Pox˜ as the candidate Lyapunov
function for the error dynamics (5), it can then be shown that the resulting state estimation error
indeed converges to zero, see equations (13) and (15) for mathematical expressions.
• In the usual event driven schemes, for example the ones given in [25], the statement (9b) automatically
holds, but in our case, due to quantization error in the output measurements, it may be that the state
estimation only converges to a certain ball around origin. It may happen that the event condition
described in (9a) does not become true after that, and the convergence to the origin may not be
achieved. Precisely speaking, the usual event-triggering condition using the full state information is
not true as long as:
|x(t)− x(tk)| < α′|x(t)|, t > tk
for some constant α′ > 0. Using the reverse triangle inequality and the fact that x(·) is decreasing
exponentially between two updates, it follows that
|x(tk)| < (1 + α′)|x(t)| < (1 + α′)c1e−c2(t−tk)|x(tk)|, t > tk.
The expression on the right-hand side converges to zero, and hence for each x(tk) 6= 0, the foregoing
inequality is violated after some finite time. This may not hold for event-triggering condition of the
form (9a). To avoid that, we make sure that an updated output measurement is sent after some time
to avoid such situation.
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3.2. Output Quantization
We now define an encoding strategy that is used to transmit y˜(tk) at each time instant tk using a string
of finite length. The quantization model we use is adopted from [15], which is a dynamic one. For output
measurement, we assume that the quantizer has a scalable parameter ν and has the form:
qν(y) = νq
y
(y
ν
)
(10)
where qy(·) denotes a finite-level quantizer with sensitivity parameterized by ∆y and range Ry, that is, if
|y| ≤ Ry, then |qy(y) − y| ≤ ∆y. This way, the range of the quantizer qν(·) is Ryν and the sensitivity is
∆yν. Increasing ν would mean that we are increasing the range of the quantizer with large quantization
errors and decreasing ν corresponds to finer quantization with smaller range. It will be assumed that the
quantizer is centred around the origin, that is, qy(y) = 0 if |y| < ∆y.
We remark that the stability of dynamical systems with quantized measurements has been studied
extensively over the past decade, see the survey [21] and references therein. Stability using quantized and
periodically-sampled output measurements (without asymptotic observer) was considered in [16], and using
asymptotic observers (without sampling) was considered in [15]. To the best of our knowledge, stability
where both the inputs and outputs are quantized and aperiodically sampled, has not been treated. In doing
so, we find that the quantization parameter for control input depends upon the parameter chosen for output
quantization, in order to capture the growth of the estimated state, and that there is a trade-off between
how fast we sample and how precisely we quantize due to the choice of respective parameters.
We will now specify an update rule for the parameter ν, so that the state estimation error x˜ converges
to zero. First, we pick ν0, · · · , νη−1 to be arbitrary. It is assumed that νη is chosen such that2 x˜(tη) is
contained in an ellipsoid:
Vo(x˜(tη)) ≤
λmin(Po)R
2
y
‖C‖2 ν
2
η , (11)
then |x˜(tη)| ≤ Ry‖C‖ ν0 and |Cx˜(tη)| ≤ Ryν0. Suppose that we have chosen νk such that (11) holds for x˜(tk),
for some k ≥ N. We will now specify νk+1 such that (11) holds for x˜(tk+1), for all tk, k ∈ N, and at the
same time limk→∞ νk = 0.
Since the controller receives the quantized measurements only, the observer takes the following form over
the interval t ∈ [tk, tk+1):
z˙(t) = Az(t) +Bu(t) + Lqνk(y(tk)− Cz(tk)). (12)
The dynamics of the state estimation error for the interval [tk, tk+1) are:
˙˜x(t) = Ax˜(t)− Lqνk(y˜(tk)) (13a)
= Ax˜(t)− Ly˜(tk)− Lqνk(y˜(tk)) + Ly˜(tk) (13b)
= (A− LC)x˜(t) + L(y˜(t)− y˜(tk))− νkL
(
qy
(
y˜(tk)
νk
)
− y˜(tk)
νk
)
. (13c)
Pick Vo(x˜) = x˜
>Pox˜ as the Lyapunov function, and we see that the measurement update rule (9) leads
to the following bound for t ∈ [tk, tk+1), k ≥ η:
V˙o(x˜(t)) ≤ −λmin(Qo)|x˜(t)|2 + 2‖PoL‖ |y˜(t)− y˜(tk)| |x˜(t)|+ 2νk ∆y ‖PoL‖ |x˜(t)| (14)
≤ −(1− εo)λmin(Qo)|x˜(t)|2 + 2νk ∆y ‖PoL‖ |x˜(t)|, (15)
2 If x˜(t0) is known to belong to a known bounded set, then νη satisfying (11) is computed from calculating an upper bound
on |x˜(tη)| using the differential equation (5). One can also use the relation (8) to obtain an upper bound on x˜ at certain time,
or use the strategy proposed in [15, 24] to get a bound on state estimation error. To keep the notation simple we have used
the same index for sampling times and quantization parameter.
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where we used the fact that our output sampling algorithm gives |y˜(t) − y˜(tk)| ≤ α|x˜(t)|. It then follows
that, within two measurement updates, the error converges to a ball parameterized by νk. In particular, for
some 0 < ξo <
(1−ε0)λmin(Qo)
λmax(Po)
, if we let
χo :=
2 ‖PoL‖
(1− εo)λmin(Qo)− ξoλmax(Po) (16)
then |x˜(t)| ≥ χo∆yνk implies that
V˙o(x˜(t)) ≤ −ξoVo(x˜(t)).
Thus, it follows that, for t ∈ [tk, tk+1), k ≥ η:
Vo(x˜(t)) ≤ max{λmax(Po)χ2o∆2yν2k , e−ξo(t−tk)Vo(x˜(tk))}.
For each k ≥ 0, letting
Θk+1 := max
{
λmax(Po)χ
2
o∆
2
yν
2
k , e
−ξo(tk+1−tk)λmin(Po)R
2
y
‖C‖2 ν
2
k
}
,
it follows that Vo(x˜(tk+1)) ≤ Θk+1, for k ≥ η. If we now pick νk+1, k ≥ η, as follows:
νk+1 :=
‖C‖
Ry
√
Θk+1
λmin(Po)
(17)
then it is guaranteed that |x˜(tk+1)| ≤ Ry‖C‖νk+1 and |Cx˜(tk+1)| ≤ Ryνk+1.
3.3. Convergence of State Estimation Error
Based on the sampling strategy developed in Section 3.1, and the quantization algorithm given in Sec-
tion 3.2, we are now ready to state our first main result which relates to the convergence of the state
estimation error to the origin.
Theorem 1. Assume that the information transmitted from the plant P to the controller C, given by
qνk(y˜(tk)), k ≥ 1, is such that
• The sampling instants tk, k ≥ η, are determined by the relation (9).
• For the dynamic quantizer (10), the parameter νη is chosen to satisfy (11) and νk, k > η, is updated
according to (17). Moreover, the number of quantization levels determined by Ry and ∆y is such that
∆y
Ry
=
√
λmin(Po)
λmax(Po)
· ρ
χo ‖C‖ (18)
for some ρ ∈ (0, 1).
Then the following statements holds:
• There is a minimum dwell-time between two sampling times, that is, there exists tD > 0 such that
tk+1 − tk ≥ tD, for each k ≥ η.
• The error dynamics (5) are asymptotically stable.
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Remark 2 (Trade-off between sampling and quantization). In order to maximize the inter-sampling
time, one may choose α in the expression (9a) by selecting a large value of εo. However, the value εo closer
to 1 results in the larger value of χo introduced in (16). From expression (18), it is seen that a large value
of χo results in a large number of quantization levels to guarantee asymptotic convergence. Hence, slower
sampling requires greater number of quantization levels and leads to faster convergence of the parameter ν,
and vice versa. In order to minimize both the sampling rate and the quantization levels, that is, increase α
without increasing χ, one way is to maximize the ratio λmin(Qo)‖PoL‖ by selecting L and Qo appropriately.
Proof of Theorem 1. Assuming that the first statement holds, let us show that the second statement
follows directly from the construction given in Section 3.2.
Step 1–Asymptotic Stability: For k ≥ η, using the definition of νk and the condition (18), it follows that
νk+1 = ρνk, where ρ := max{ρ, e−ξotD/2} < 1, and we let tD denote the lower bound on the inter-sampling
time for the output3, that is, tk+1− tk ≥ tD. To show attractivity, we recall from the analysis of Section 3.2
that our choice of quantization parameter and sampling strategy guarantees that Vo(x˜(t)) ≤ Θk, for each
t ∈ [tk−1, tk], k ≥ η. From (17), it follows that Θk = R
2
yλmin(Po)
‖C‖2 ν
2
k and thus, Θk converges to zero as k
increases because νk decreases monotonically and limk→∞ νk = 0. Consequently, limt→∞ Vo(x˜(t)) = 0.
To show stability in the sense of Lyapunov for error dynamics (5), we first state the following lemma
whose proof is given in Appendix A.
Lemma 3. The following statement holds for the error dynamics (5): for every ε¯ > 0, there exists δ0(ε¯) > 0,
and k¯(ε¯) ∈ N, such that ∀ x˜(t0) ∈ Rn with |x˜(t0)| < δ0, the resulting trajectory satisfies qνk(y˜(tk)) = 0 for
k < k¯, and νk < ε¯ for k ≥ k¯.
From equation (15), for every ε > 0, we can find an ε¯ > 0 such that if νk < ε¯, then V˙o(x˜(t)) < 0 for
|x˜(t)| ≥ ε. Thus, if νk¯ < ε¯ and |x˜(tk¯)| < ε, then |x˜(t)| < ε, ∀t ≥ tk¯ because ν is decreasing monotonically.
Let δ0(ε¯) and k¯(ε¯) be as given in Lemma 3, and choose |x˜(t0)| < δ, where δ := min{δ0, ε/‖e−Ak¯T ‖}. Since
qνk(y˜(tk)) = 0, k < k¯, the solution of (5) results in |x˜(t)| < ε, t ∈ [t0, tk¯], and hence the stability follows.
Step 2–Dwell-time bound for output updates: To derive the lower bound on inter-sampling times for output
measurements, we let v(t) := ‖Nk,η(t)‖(y˜(t) − y˜(tk)) and w(t) := f(t, Y˜k,η) = Nk,η(t)x˜(t), ∈ [tk, tk+1), and
we now compute the minimum time it takes for |v||w| to go from 0 to α. To achieve that, we first derive a
bound on the derivative of |v||w| . Towards that end, we first recall that for any real-valued functions v and w
d
dt
|v(t)|
|w(t)| =
v>v˙
|v| · |w| −
w>w˙
|w|2
|v|
|w| ≤
|v˙|
|w| +
|w˙|
|w|
|v|
|w| . (19)
Using N†k,η(t) to denote the left pseudo-inverse of Nk,η(t) (also see Appendix B), we now compute a bound
on both terms appearing on the right-hand side.
|v˙(t)|
|w(t)| ≤
‖Nk,η(t)‖‖N˙k,η(t)‖ |y˜(t)− y˜(tk)|
|Nk,η(t)x˜(t)| +
‖Nk,η(t)‖| ˙˜y(t)|
|Nk,η(t)x˜(t)|
≤ ‖N˙k,η(t)‖ |v(t)||w(t)| + ‖Nk,η(t)‖
‖CA‖ · |x˜(t)|
|Nk,η(t)x˜(t)| + ‖Nk,η(t)‖‖CL‖
|qνk(y˜(tk))|
|Nk,η(t)x˜(t)|
≤ ‖N˙k,η(t)‖ |v(t)||w(t)| + ‖Nk,η(t)‖ ‖N
†
k,η(t)‖‖CA‖+ ‖Nk,η(t)‖ ‖CL‖ ‖N†k,η(t)‖
|qνk(y˜(tk))|
|x˜(t)| . (20)
3 We emphasize that we don’t need to calculate tD for the design of quantizer.
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To find a bound on
|qνk (y˜(tk))|
|x˜(t)| , we recall that qνk(y˜(tk)) = 0, if |y˜(tk)| < νk∆y. Otherwise, if |y˜(tk)| ≥ νk∆y,
we have
|qνk(y˜(tk))|
|x˜(t)| ≤
νk
∣∣∣qy ( y˜(tk)νk )− y˜(tk)νk ∣∣∣+ |y˜(tk)|
|x˜(t)|
≤ νk∆y + |y˜(tk)||x˜(t)|
≤ 2 |y˜(tk)||x˜(t)|
≤ 2 |y˜(t)− y˜(tk)|+ |y˜(t)||x˜(t)| ≤ 2
( |v(t)|
|w(t)| + ‖C‖
)
. (21)
Substituting this relation in (20), we get
|v˙(t)|
|w(t)| ≤ ‖Nk,η(t)‖ ‖N
†
k,η(t)‖ (‖CA‖+ 2 ‖CL‖ ‖C‖) + (‖N˙k,η(t)‖+ 2‖CL‖ ‖N†k,η(t)‖)
|v(t)|
|w(t)| . (22)
To find an upper bound for the second term on the right-hand side of (19), we have
|w˙(t)|
|w(t)| =
|N˙k,η(t)x˜(t) +Nk,η(t) ˙˜x(t)|
|Nk,η(t)x˜(t)|
=
|N˙k,η(t)x˜(t) +Nk,η(t)Ax˜(t) +Nk,η(t)Lqνk(y˜(tk))
|Nk,η(t)x˜(t)|
≤ ‖N†k,η(t)‖ ‖N˙k,η(t)‖+ ‖N†k,η(t)‖ ‖Nk,η(t)A‖+ 2‖N†k,η(t)‖ ‖L‖
( |v(t)|
|w(t)| + ‖Nk,η(t)‖‖C‖
)
. (23)
Substituting (22) and (23) in (19), we can write
d
dt
|v(t)|
|w(t)| ≤ g1(t) + g2(t)
|v(t)|
|w(t)| + g3(t)
|v(t)|2
|w(t)|2 (24)
where g1(t) := ‖Nk,η(t)‖ ‖N†k,η(t)‖(‖CA‖+2‖CL‖‖C‖), g2(t) := ‖N˙k,η(t)‖+‖N†k,η(t)‖
(
2‖CL‖+‖N˙k,η(t)‖+
‖Nk,η(t)A‖+ 2‖Nk,η(t)‖‖L‖‖C‖
)
, and g3(t) := 2‖N†k,η(t)‖ ‖L‖. Using the facts (F1), (F2), (F3) listed in
Appendix B, and letting σ := max{σ1 + σ, σ1 + σ2}, we can upper bound the right-hand side of (24) as
follows:
d
dt
|v(t)|
|w(t)| ≤ a1,k e
σ(t−tk)
( |v(t)|2
|w(t)|2 + a2
|v(t)|
|w(t)| + a3
)
(25)
where a1,k := c1e
σ(tk−tk−η+1)‖L‖, a2 := (1+ c)‖C‖+(c1 + c2 + c‖A‖)/‖L‖ and a3 := c‖C‖(‖C‖+‖A‖/‖L‖).
To derive an expression for minimum inter-sampling times, we state the following lemma, the proof of which
is given in Appendix A.
Lemma 4. For some positive scalars, a1, a2, a3, σ, if X : [tk,∞)→ R satisfies
dX
dt
≤ a1eσ(t−tk)(X2 + a2X + a3)
with initial condition X(tk) = 0, then there exists t˜D > 0 such that
X(t) ≤ ra2
2
tan(a4(e
σ(t−tk) − 1)), t− tk < t˜D,
for some large enough positive integer r, and the positive scalar a4 :=
ra2a1
2σ .
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Applying Lemma 4 to (25), there exists t˜D,k > 0 such that
|v(t)|
|w(t)| ≤
ra2
2
tan(a4,k(e
σ(t−tk) − 1)), t− tk < t˜D,k,
for some r large enough and a4,k :=
ra2a1,k
2σ . Now, it is easily verified that
|v(t)|
|w(t)| ≥ α for t > tk, only if
(t− tk) ≥ 1
σ
log
(
1 +
1
a4,k
arctan
(
2α
ra2
))
. (26)
The sampling strategy (9) guarantees that tk+1 − tk ≤ T , for all k ≥ η, so that the bound a4,k ≤
ra2c1‖L‖
2σ e
σ(η−1)T holds for all k ≥ η and using this bound in (26) gives a uniform lower bound for inter-
sampling times. 
Remark 3. Once we arrive at (26) towards the end of Theorem 1, it can be shown that a sequence of
numbers lower bounded by the right-hand side of (26) does not converge (without using any upper bound
on tk+1 − tk), and hence the corresponding series diverges showing that there is no accumulation point for
sampling times. However, to derive an expression for uniform lower bound on inter-sampling times, and
guarantee persistent sampling, we do assume that tk+1 − tk ≤ T .
3.4. Relaxing Assumption (A3)
We now want to consider the case when the matrix A doesn’t necessarily have real eigenvalues. In that
case, Lemma 1 does not hold in general. In this section, we argue that the invertibility of the matrix can
still be guaranteed if we work with sufficiently large number of samples over a fixed interval. We recall the
following result from [28]:
Lemma 5. Let ω := max1≤i,j≤n{Im(λi(A)− λj(A))}. If
η > 2(n− 1) + Ts
2pi
ω (27)
then the matrix col(CeAs1 , CeAs2 , · · · , CeAsη ) is left-invertible for all s1, s2, . . . , sη ∈ [0, Ts].
To use this lemma for our problem setup, we first fix some integer η∗ > 2(n − 1). Having picked
t0 < t1 < · · · < tη∗−1 arbitrarily, we choose the next sampling time tk+1 := min{teventk+1 , tsamplek+1 } recursively,
where
tsamplek+1 := inf{t : t− tk−η∗+1 > min
{
2pi
ω
(η∗ − 2(n− 1)) , η∗T
}
∧ t > tk}
and teventk+1 is defined as
teventk+1 := inf{t : ‖Nk,η(t)‖ · |y˜(t)− y˜(tk)| ≥ α · |f(t, Y˜k,η)| ∧ t > tk}
where once again, we pick α := εo
λmin(Qo)
2 ‖PoL‖ , for some εo ∈ (0, 1), and T > 0 is some constant. In the case,
when ω = 0, which is the case if all eigenvalues of A are real, then tsamplek+1 matches the definition given in
(9b). The stability analysis would not be affected by this modified sampling strategy, and the existence of
a lower bound could be shown by modifying the proof given earlier.
4. Input Processing Unit
We can tailor the ideas introduced in the previous section to derive a sampling algorithm and a quanti-
zation strategy for the control input.
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4.1. Sampling Algorithms for Inputs
Let τ0 = tη, and choose the control input u, so that u(t) = 0, for t ∈ [t0, τ0), and u(τ0) = Kz(τ0) =
Kz(tη), and the next update is performed at τj+1, which, for j ≥ 0, is defined as follows:
τ eventj+1 := inf{t : |Kz(t)−Kz(τj)| ≥
(
βc|z(t)|+ βo Ry‖C‖ν(t)
)
∧ t > τj}, (28a)
τpersj+1 := inf{t : t− τj ≥ T}, (28b)
τj+1 := min{τ eventj , τpersj }, (28c)
where βc := εc
λmin(Qc)
2‖PcB‖ , and βo := β˜βc‖C‖ for some εc ∈ (0, 1), and β˜ > 0.
Note that the term ν(·) is only piecewise constant and does not vary continuously with time. In case
there is a time tk > τj such that |Kz(tk)−Kz(τj)| < βc|z(tk)|+ βoRyν(t−k ), and due to sudden change in
the value of ν at time tk, it happens that |Kz(tk)−Kz(τj)| ≥ βc|z(tk)|+ βoRyν(t+k ), then in that case we
assume that τj+1 = tk, and hence the control input is updated instantaneously without any delay.
4.2. Input Quantization
In our setup, the control input cannot be transmitted to the plant with exact precision and only
qµj (Kz(τj)), j ∈ N is transmitted to the plant. The quantization model used for control inputs is sim-
ilar to the one adopted for outputs, that is,
qµ(u) = µ q
u
(
u
µ
)
where µ denotes the scaling parameter, and qu is a finite-level quantizer whose range is denoted by Ru, and
the sensitivity by ∆u. We specify an update rule for the parameter µj associated with the input quantizer
such that the resulting closed-loop system is still globally asymptotically stable. In order to do that, we
choose z(τ0) such that
Vc(z(τ0)) ≤ λmin(Pc)R
2
u
‖K‖2 µ
2
0.
With quantized inputs and outputs, the dynamical system (2) is thus written as:
z˙(t) = (A+BK)z(t) +B(u(t)−Kz(t)) + L(qνk(y(tk))− Cz(tk)), t, tk ∈ [τj , τj+1)
= (A+BK)z(t) +BK(z(τj)− z(t)) + µjB
(
q
(
Kz(τj)
µj
)
− Kz(τj)
µj
)
+ L(qνk(y(tk)− Cz(tk))).
With Vc(z) = z
>Pcz as the Lyapunov function, and the control update rule (28), we observe that
V˙c(z(t)) ≤ −(1− εc)λmin(Qc)|z(t)|2 + |z(t)|(β˜εcλmin(Qc)Ryνk∗(t) + 2‖PcB‖∆uµj)
+ 2 |z(t)| ‖PcL‖(|y˜(tk∗(t))|+ νk∗(t)∆y) (29)
where
k∗(t) := max{k ∈ N : tk ≤ t}.
From our output quantization scheme, we have that |y˜(tk)| = |Cx˜(tk)| ≤ Ryνk, for all k ∈ N, and νk∗(τj) ≥
νk∗(t), for t ≥ τj . For a fixed 0 < ξc < (1−εc)λmin(Qc)λmax(Pc) , we introduce the constants
χc :=
2‖PcB‖
(1− εc)λmin(Qc)− ξcλmax(Pc) (30)
and
ζ1 :=
β˜εcλmin(Qc) + 2‖PcL‖
(1− εc)λmin(Qc)− ξcλmax(Pc) , ζ2 :=
2‖PcL‖
(1− εc)λmin(Qc)− ξcλmax(Pc) .
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It is noted that if |z(t)| ≥ χj := χc∆uµj + (ζ1Ry + ζ2∆y)νk∗(τj), then
V˙c(z(t)) ≤ −ξcVc(z(t)).
Assuming that z(τj) is contained in an ellipsoid defined as:
Vc(z(τj)) ≤ λmin(Pc)R
2
u
‖K‖2 µ
2
j ,
we let
Θuj+1 := max
{
λmax(Pc)χ
2
j , e
−ξc(τj+1−τj)λmin(Pc)R
2
u
‖K‖2 µ
2
j
}
.
Choose µj+1 such that
µ2j+1 =
‖K‖2Θuj+1
R2uλmin(Pc)
(31)
then it is guaranteed that |z(τj+1)| ≤ Ru‖K‖µj+1, and |Kz(τj+1)| ≤ Ruµj+1.
Remark 4. In order to implement the quantization algorithm for the control inputs, it must be noted that
the parameter µ actually depends on the parameter ν used for the quantization of y˜. This is done because
the evolution of the controller state z actually depends upon the quantized values of y˜, and to determine
the region that contains the state z at current time instant, we use the knowledge of how large y˜ is, which
is indeed captured by the most recent value of ν.
4.3. Asymptotic Stability of the Plant
Based on the sampling routine and quantization algorithm proposed for the control input, we now show
that the resulting plant dynamics are indeed asymptotically stable. More formally, we have the following
result:
Theorem 2. Suppose that the output sent to the controller satisfies the design criteria of Theorem 1, and
the control input u(t) = qµj (Kz(τj)), t ∈ [τj , τj+1) is such that
• The input sampling instants τj, j ≥ 1 are determined by (28).
• The parameter µj for the dynamic quantization of the input is updated according to (31), and the
quantization levels of qu determined by Ru and ∆u satisfy the following relation:
∆u
Ru
=
√
λmin(Pc)
λmax(Pc)
ρu
χc‖K‖ (32)
for some ρu ∈ (0, 1).
Then, the following statements hold:
• There is a minimum dwell-time between two control input updates, that is, there exists τD > 0 such
that τj+1 − τj ≥ τD, for every j ≥ 0.
• The closed-loop system (1)-(2) is asymptotically stable.
Proof: We have already demonstrated that the error dynamics (5) are asymptotically stable, and it would
suffice to show that the dynamics of (2) satisfy the same property.
Asymptotic stability of system (2): Assuming that the first statement holds, that is, there is τD > 0
such that τj+1 − τj ≥ τD, for all j ∈ N (the existence of which will be proved later in the proof), then for
ρu := max{ρu, e−ξcτD/2} < 1, we have
µj+1 = ρuµj + ρyνk∗(τj),
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where ρy :=
‖K‖
Ru
√
λmax(Pc)
λmin(Pc)
(ζ1Ry + ζ2∆y). Since k
∗(τj) goes to infinity as j goes to infinity, and νk is a
decreasing sequence, it follows that µj is uniformly bounded and eventually converges to 0.
Stability in the sense of Lyapunov follows the same argument as used in the proof of Theorem 1 and
Lemma 3. One can choose |x˜(t0)| and |z(t0)| sufficiently small such that the quantized values of u and y˜
remain zero until the corresponding quantization parameters are small enough. After which the negative
value of V˙c(·) guarantees that z(·) remains inside the prescribed ball.
Dwell-time between two input updates: In the definition of sampling times τj given in (28), it is noted
that |x˜(t)| ≤ Ry‖C‖ν(t), for all t ≥ tη. Thus, a lower bound on τj+1−τj is the time it takes for |Kz(t)−Kz(τj)|
to go from 0 to β(|z(t)|+ |x˜(t)|), where β := max{βc, βo}. We let v(t) denote K(z(t)− z(τj)) and let w(t)
denote |z(t)|+ |x˜(t)| in (19), t ∈ [τj , τj+1), to observe that
|v˙(t)|
|w(t)| ≤
‖KA‖ |z(t)|+ ‖KB‖ |qµj (Kz(τj))|+ ‖KL‖|qνk(y˜(tk))|
|z(t)|+ |x˜(t)| . (33)
To find a bound on
|qµj (Kz(τj))|
|z(t)| , we use the same technique as in the derivation of (21). Recall that
qµj (Kz(τj)) = 0, if |Kz(τj)| < µj∆u; otherwise, if |Kz(τj)| ≥ µj∆u, we have
|qµj (Kz(τj))|
|z(t)|+ |x˜(t)| ≤
µj
∣∣∣qu (Kz(τj)µj )− Kz(τj)µj ∣∣∣+ |Kz(τj)|
|z(t)|+ |x˜(t)|
≤ µj∆u + |Kz(τj)||z(t)|+ |x˜(t)|
≤ 2 |Kz(τj)||z(t)|+ |x˜(t)|
≤ 2 |Kz(t)−Kz(τj)|+ |Kz(t)||z(t)|+ |x˜(t)| ≤ 2
( |v(t)|
|w(t)| + ‖K‖
)
. (34)
Similarly, in (21), if we use the fact that |y˜(t)− y˜(tk)| ≤ α|x˜(t)| because of the sampling rule (9a), we get
|qνk(y˜(tk))|
|x˜(t)| ≤ 2(α+ ‖C‖).
Substituting these bounds in (33) results in
|v˙(t)|
|w(t)| ≤ b1 + b2
|v(t)|
|w(t)|
for some appropriately defined constants b1, b2 > 0. Using similar logic, it holds that for some b3, b4 > 0
|w˙(t)|
|w(t)| =
|z˙(t)|+ | ˙˜x(t)|
|z(t)|+ |x˜(t)| ≤ b3 + b4
|v(t)|
|w(t)| .
Thus, using the expression (19), we obtain
d
dt
|v(t)|
|w(t)| ≤ b5
( |v(t)|2
|w(t)|2 + b6
|v(t)|
|w(t)| + b7
)
.
Once again using Lemma 4 (see Remark 5 in Appendix A), we can find a τ˜D > 0 such that
|v(t)|
|w(t)| ≤
rb6
2
tan(b8(t− τj)), t− τj < τ˜D,
for some r large enough and b8 :=
rb6b5
2 . Hence,
τj+1 − τj ≥ τD := 1
b8
arctan
(
2β
rb6
)
.
It is seen that the term τD is strictly positive and hence the minimum time between two updates of the
control values have a uniform lower bound. 
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(a) The plot contains the continuous-time signal y˜ (con-
tinuous curve in blue) with its space-quantized and time-
sampled values transmitted to the controller (dots in red
color). The quantization parameter ν converges to zero
very quickly, and hence a very little difference is observed
between the quantized and real values.
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(b) Plot of the continuous-time control input with its space-
quantized and time-sampled values transmitted to the plant.
Initially, the value of the quantization parameter µ is very large
since it waits for y˜ to converge, and afterwards, with smaller
values of µ, the states start converging to the origin.
Figure 2: Input and output signals resulting from the design of a stabilizing controller with time-sampled and space-quantized
measurements.
5. Illustrative example
Consider the system with following matrices:
A :=
[
1 1
0 0.5
]
; B :=
[
0
1
]
; C :=
[
1 0
]
.
Since the matrix A doesn’t have any complex eigenvalues, it suffices to take η = 2. For the state estimation
part, we choose the output injection gain L = [4 3]>, Qo = [ 10.5
0.5
1 ], and εo = 0.75 which results in
Po := [
1.63
−1.47
−1.47
1.93 ] and α = 0.09. For quantization of the sampled output, we pick a quantizer q
y which
rounds off the real-valued output to the nearest integer, so that ∆y = 1. The value of parameter ξo =
0.1 (1−ε0)λmin(Qo)λmax(Po) = 0.0038 results in χo = 37.54. Finally by selecting ρ¯ = 0.975, it is seen that the number
of quantization levels required for convergence of state estimation error are
Ry
∆y
≥ 126.4,
that is, we need dlog2(126.4)e = 7 bit quantizer for the output. It must be recalled that no optimality
criterion was placed in obtaining the required number of bits for convergence and it could be reduced for
other choices of matrices L and Qo.
For the control input, the feedback gain matrix K = −[6 4.5] is chosen with Qc = Qo, and εc = 0.85.
This results in Pc = [
2.5
0.25
0.25
0.5 ], and βc = 0.38. For the quantization, we again pick q
u such that its input is
rounded of to the nearest integer, so that ∆u = 1. The value of parameter ξc = 0.1
(1−εc)λmin(Qc)
λmax(Pc)
= 0.0048
results in χc = 9.94. Finally by selecting ρ¯u = 0.85, it is seen that the desired value of Ru = 318, so we
need dlog2(318)e = 9 bit quantizer for the control input. The results of the simulation are given in Figure 2.
As expected, the states of the system converge to zero under the proposed algorithm, and the plots in
Figures 2(a), and 2(b) show the sampled and real values of the output and input, respectively.
6. Conclusions
For the future work, certain issues could be investigated further. The choice of parameters α and β
directly affect the inter-sampling time observed in the simulations. So it is of interest to maximize them by
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choosing appropriate feedback and injection gain matrices while keeping the number of required quantization
levels to a minimum. Also, it is possible that the proposed methodology could be extended to nonlinear
systems. For that, some modifications need to be introduced which do not require exact computation of the
discretized model of the plant (which is impossible to compute in nonlinear systems). This will also alleviate
the need of computing exponentials of matrices in our algorithms.
Appendix A. Proofs of Lemmas
Proof of Lemma 1. For t ≥ tk, we have,
x˜(t) = eA(t−tk)x˜(tk)−
∫ t
tk
eA(t−s)Lqνk(y˜(tk)) ds
or equivalently,
e−A(t−tk)x˜(t) = x˜(tk)−
∫ t
tk
eA(tk−s)Lds qνk(y˜(tk)). (A.1)
Using similar calculations, one can solve the system (5) over the interval [tk−1, tk] to obtain:
e−A(tk−tk−1)x˜(tk) = x˜(tk−1)−
∫ tk
tk−1
eA(tk−1−s)Lds qνk−1(y˜(tk−1)). (A.2)
Since the solution of (5) are absolutely continuous, one can substitute the value of x˜(tk−1) from (A.2) in
(A.1) to obtain
e−A(t−tk−1)x˜(t) = x˜(tk−1)−
∫ t
tk
eA(tk−1−s)Lds qνk(y˜(tk))−
∫ tk
tk−1
eA(tk−1−s)Lds qνk−1(y˜(tk−1)). (A.3)
Equations (A.1) and (A.2) show that (8) holds for η = 2. For higher values of η, one can continue in
similar manner and solve (5) on precedent intervals [tk−2, tk−1], . . . , [tk−η+1, tk−η+2] to arrive at the desired
expression in (8). 
Proof of Lemma 3. From the update rule specified for the quantization parameter ν, we have νk+1 := ρνk,
for k ≥ η. Thus, there exists k¯, such that νk < ε¯, for k ≥ k¯ ≥ η. It remains to show that qνk(y˜(tk)) = 0 for
sufficiently small |x˜(t0)|. Towards that end, let a0 := ‖eA(T+tη−1−t0)‖, aη := ‖eA(k¯−η)T ‖, and a := a0aη, so
that the solution of ˙˜x = Ax˜ satisfies
|x˜(t)| ≤ a |x˜(t0)|, t ∈ [t0, tk¯).
Choose ν0 = ν1 = · · · = νη large enough, and |x˜(t0)| small enough such that |x˜(t0)| < ρ
k¯
min∆y
a‖C‖ ν0 =: δ0, where
ρmin := min{ρ, e−δT/2}. This would imply that, for 0 ≤ k ≤ η − 1, t ∈ [tk, tk+1), |x˜(t)| ≤ ρ
k¯
min∆y
aη‖C‖ ν0. In
particular, for 0 ≤ k ≤ η, |y˜(tk)| ≤ ∆yνk, and therefore qνk(y˜(tk)) = 0. Since |x˜(tη)| < ∆yaη‖C‖ρk¯minνη and
νk¯ ≥ ρk¯minνη, it follows that for η + 1 ≤ k ≤ k¯, t ∈ [tk−1, tk), |x˜(t)| ≤ ρ
k¯
min∆y
‖C‖ νη ≤ ∆y‖C‖νk. Consequently,
qνk(y˜(tk)) = 0, for each η + 1 ≤ k ≤ k¯. 
Proof of Lemma 4. For some positive integer r, let a˜3 := (r
2 +1)
a22
4 be such that a˜3 ≥ a3. By comparison
lemma, X(t) ≤ Z(t), for each t ≥ tk, where Z(·) satisfies the differential equation
dZ
dt
= a1e
σ(t−tk)(Z2 + a2Z + a˜3)
with initial condition Z(tk) = 0, so that any upper bound on Z(·) acts as a bound on X(·). It is noted that∫ Z(t)
0
dZ
Z2 + a2Z + a˜3
= a1
∫ t
tk
eσ(s−tk)ds
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or equivalently, ∫ Z(t)
0
dZ(
Z + a22
)2
+
(
a˜3 − a
2
2
4
) = a1
σ
(
eσ(t−tk) − 1
)
.
Using the definition of a˜3, and integrating both sides, we get
2
ra2
arctan
(
2
ra2
(
Z +
a2
2
))
− 2
ra2
arctan
(
1
r
)
=
a1
σ
(
eσ(t−tk) − 1
)
Letting a4 :=
ra1a2
2σ , we get
Z(t) =
ra2
2
tan
(
a4(e
σ(t−tk) − 1) + arctan
(
1
r
))
− a2
2
=
a2
2
(
r tan(a4(e
σ(t−tk) − 1)) + 1
1− tan(a4(eσ(t−tk)−1))r
− 1
)
.
In the above expression, note that the term tan(a4(e
σ(t−tk)−1)) takes the value 0 at t = tk and is increasing
monotonically with t. Thus, if tan(a4(e
σ(t−tk)−1))
r < 1, or equivalently, (t−tk) < 1σ log
(
1 + 1a4 arctan r
)
=: t˜D,
then for t− tk < t˜D, we have
r tan(a4(e
σ(t−tk) − 1)) + 1
1− tan(a4(eσ(t−tk)−1))r
< r tan(a4(e
σ(t−tk) − 1)) + 1,
and it follows that
Z(t) ≤ ra2
2
tan(a4(e
σ(t−tk) − 1)), t− tk < t˜D.
Noting that X(t) ≤ Z(t), for all t ≥ tk, the desired result follows. 
Remark 5. In the statement of Lemma 4, if σ = 0, then we get
X(t) ≤ ra2
2
tan(a4(t− tk)), t− tk < t˜D
where a4 :=
ra1a2
2 and t˜D := arctan r.
Appendix B. Basic Facts
Facts. We list a series of facts that were used in the proof of Theorem 1. These relate to bounding the norm
of matrix Nk,η(·), the norm of its pseudo-inverse, and the norm of the matrix obtained by differentiating
Nk,η(·).
(F1) There exist constants c, σ > 0, such that ‖Nk,η(t)‖ ≤ c eσ(t−tk−η+1), for all t ≥ tk.
(F2) If Nk,η(t) has rank n, then there exists a matrix N
†
k,η(t) such that N
†
k,η(t) · Nk,η(t) = In×n and for
some positive constants c1, σ1, we have
‖N†k,η(t)‖ ≤ c1eσ1(t−tk−η+1)
and consequently, |Nk,η(t)x| ≥ |x|‖N†k,η(t)‖ , ∀x ∈ R
n.
(F3) Let N˙k,η(t) denote the matrix obtained by taking the derivative of each element of Nk,η(t) with respect
to time, then there exist c2 > 0, σ2 > 0 such that
‖N˙k,η(t)‖ ≤ c2eσ2(t−tk−η+1).
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Remark 6. There are different ways in which we can compute the constant c, c1, c2 and σ, σ1, σ2. For
example, a conservative way to compute, c and σ is to observe that
Nk,η(t) = block diag (C,C, . . . , C)× col(e−A(t−tk), e−A(t−tk−1), . . . , e−A(t−tk−η+1))
where the notation col(A1, A2) denotes
[
A1
A2
]
. Hence, one can take c = nη
√
nηp ‖C‖ · c¯ and σ = σ¯, where
c¯, σ¯ are such that ‖e−At‖ ≤ c¯ eσ¯t, for all t ≥ 0.
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