Abstract-Quantitatively accurate fluorescence diffuse optical tomographic (FDOT) image reconstruction is a computationally demanding problem that requires repeated numerical solutions of two coupled partial differential equations and an associated inverse problem. Recently, adaptive finite element methods have been explored to reduce the computation requirements of the FDOT image reconstruction. However, existing approaches ignore the ubiquitous presence of noise in boundary measurements. In this paper, we analyze the effect of finite element discretization on the FDOT forward and inverse problems in the presence of measurement noise and develop novel adaptive meshing algorithms for FDOT that take into account noise statistics. We formulate the FDOT inverse problem as an optimization problem in the maximum a posteriori framework to estimate the fluorophore concentration in a bounded domain. We use the mean-square-error (MSE) between the exact solution and the discretized solution as a figure of merit to evaluate the image reconstruction accuracy, and derive an upper bound on the MSE which depends upon the forward and inverse problem discretization parameters, noise statistics, a priori information of fluorophore concentration, source and detector geometry, as well as background optical properties. Next, we use this error bound to develop adaptive meshing algorithms for the FDOT forward and inverse problems to reduce the MSE due to discretization in the reconstructed images. Finally, we present a set of numerical simulations to illustrate the practical advantages of our adaptive meshing algorithms for FDOT image reconstruction.
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I. INTRODUCTION
F LUORESCENCE diffuse optical tomography (FDOT) is an emerging molecular imaging modality with applications in small animal and deep tissue imaging [1] , [2] . FDOT uses visible or near infrared light to reconstruct the concentration, pharmacokinetics, as well as the life time of fluorophores injected into the tissue. Similar to its analogue diffuse optical tomography (DOT), FDOT poses a computationally intense imaging problem. This stems from the requirement of numerically solving both the forward problem, comprised of a set of diffusion equations, and the inverse problem, which is typically represented by a nonlinear integral equation. The numerical solutions of FDOT forward and inverse problems contain error due to discretization, and this discretization error together with the measurement noise deteriorate the final reconstruction accuracy. Thus, the discretization presents a tradeoff between the accuracy and the computational efficiency of the image reconstruction. To improve the reconstruction accuracy, one can reduce the mesh size and increase the number of discretization points. However, this also increases the size of the discretized forward and inverse problems, thereby decreasing the computational efficiency of the image reconstruction. Recently, a number of adaptive discretization techniques for the partial differential equation (PDE) based inverse coefficient problems have been developed [3] - [16] . However, these approaches ignore the presence of noise in boundary measurements. In this paper, we analyze the effect of finite element discretization on the FDOT forward and inverse problems in the presence of measurement noise and develop novel adaptive meshing algorithms that take into account noise statistics.
There is extensive research on the analysis of discretization error in the numerical solutions of PDEs [17] - [22] . However, in the area of PDE-based inverse coefficient problems, where the objective is to estimate primarily the coefficients of PDEs, relatively little has been published (see [3] - [7] ). As an application of the error analysis, Beilina et al. derived an a posteriori error estimate and developed an adaptive meshing method for the solution of an inverse acoustic scattering problem [8] , [9] . In the area of FDOT, in [10] , Bangerth et al. formulated the image reconstruction problem as a PDE-constrained optimization problem, and employed a mesh refinement method suggested in a dual weighted residual framework [3] . In [12] , to achieve fast and robust parameter mapping between the adaptively refined/derefined meshes of forward and inverse problems, Lee et al. developed an algorithm to identify and resolve the intersections of tetrahedral finite elements. In [11] , this algorithm was utilized in FDOT reconstruction within a dual adaptive meshing scheme in which the meshes for the forward and 1057-7149/$26.00 © 2011 IEEE inverse problems are independently refined based upon an a posteriori error estimate. In our previous work [13] , [15] , we presented a finite element method (FEM) based approach to analyze the effect of discretization on the accuracy of DOT and FDOT reconstructions under the assumption that the measurements are noise-free. These studies further led to the development of new adaptive mesh generation algorithms for these two imaging modalities, that can effectively reduce the error due to discretization [14] , [16] . Although most of these studies [8] - [10] , [13] - [16] take into account the interdependence of forward and inverse problems and their proposed adaptive meshing methods can effectively reduce the discretization error in the reconstructed images, the effect of measurement noise was not considered in the error analysis and adaptive meshing schemes.
In this paper, we focus on analyzing the effect of measurement noise in the FDOT forward and inverse problem discretizations, and develop adaptive meshing algorithms that take into account noise statistics and can effectively reduce the discretization error. We assume that FDOT boundary measurements are collected using a continuous wave (CW) imaging system. We model the forward problem of FDOT by a pair of diffusion equations at the excitation and emission wavelengths, and use FEM to solve these equations. We formulate the FDOT inverse problem as an optimization problem in the maximum a posteriori (MAP) framework to estimate the fluorophore concentration, and use the mean-square-error (MSE) between the exact solution and the discretized solution of the inverse problem as a figure of merit to assess the error due to discretization. We analyze the effect of discretization on the two components of the MSE, namely the bias and variance of the reconstructed image, and derive upper bounds for these quantities. These upper bounds depend upon the forward and inverse problem discretization parameters, noise statistics, a priori information of fluorophore concentration, source and detector geometry, as well as background optical properties. We next utilize these upper bounds to design local error indicators to use in the adaptive discretization of the FDOT forward and inverse problems. Unlike the algorithms in [16] , the new adaptive meshing algorithms take into account noise statistics and a priori information of fluorophore concentration. The numerical simulation results show that the new adaptive meshing algorithms can effectively improve the reconstruction accuracy and resolution when noise statistics are taken into account as compared to the uniform meshing and adaptive meshing algorithms presented in [16] . Similar results are also reported in [23] where we compare the accuracy of reconstruction for different meshing schemes using real measurements from a phantom experiment.
The outline of the paper is as follows. In Sections II, III, and IV, we introduce the FDOT forward and inverse problems, and their discretizations, respectively. In Section V, we derive the upper bounds for the bias, variance and MSE of the reconstructed image. In Section VI, we present adaptive meshing algorithms for FDOT forward and inverse problems based upon the results in Section V. In Section VII, we present simulation results to demonstrate the performance of adaptive meshing algorithms. Finally, in Section VIII, we conclude our discussion.
II. FDOT FORWARD PROBLEM

A. Notational Conventions
Throughout the paper, we use capital cursive letters for operators and bold capital letters for matrices. We denote functions by lowercase letters ( and etc.) and their finite dimensional approximations by corresponding uppercase letters ( and etc.). We use bold to denote vectorized quantities such as , . Table I provides a summary of key variables and function spaces used throughout the paper.
B. Diffusion Model for Light Propagation
We assume that the CW light sources are used to estimate the fluorophore concentration in a bounded domain . Therefore, we use a pair of coupled frequency-domain diffusion equations, with modulation frequency , and the corresponding boundary conditions on to model light propagation [24] (1)
where and are the photon densities at the excitation and emission wavelengths, respectively.
is the isotropic diffusion coefficient. and are the absorption coefficients of the medium at the excitation and emission wavelengths, respectively. and are the quantum efficiency and absorption coefficient of the fluorophore. is a parameter governing the internal reflection at the boundary , and denotes the directional derivative along the unit normal vector on the domain boundary. is the th excitation source, modeled by a Gaussian function centered at the source position , for , where is the number of sources. Note that since , we drop the frequency dependency of and to simplify our notation.
We make use of the adjoint problem associated with (3) and (4) to express the relationship between the fluorophore concentration and the measurements [25] (5) (6) where is the solution of the adjoint problem for the th adjoint source located at the detector position , for , where is the number of detectors. Given sources and detectors, we define to be the measurement obtained by the th detector, , due to the th source, . Using (1), (2) and (5), (6), we write as (7) where we define and , suppressing the excitation and emission wavelengths dependency of these functions to simplify our notation.
We define , and refer to as the fluorophore concentration, the quantity to be reconstructed. Then we group the individual measurements into the following vector: (8) and define the vector valued operator as (9) where . Combining (7), (8) and (9), we write , where the integration is understood elementwise.
C. Iterative Linearization
The integral equation in (9) is nonlinear in due to the dependency of and to . We use the Born approximation to linearize (9) around a known background fluorophore concentration . Note that the Born approximation is valid when the perturbation of the fluorophore absorption coefficient is relatively small as compared to the known background absorption coefficient [24] , [26] .
Let and be the solutions of (1), (2) and (5), (6) for the rest of paper to simplify our notation.
III. FDOT INVERSE PROBLEM FORMULATION
A. Models for Measurement Noise and Fluorophore Concentration
We assume that the measurements are contaminated by additive noise and write (10) where is the noise vector. Without loss of generality, we assume that the components of the noise vector are mutually statistically independent Gaussian random variables with zero-mean and known variance , for and . We denote the covariance matrix of with We model the fluorophore concentration image as a Gaussian random field and assume that it is statistically independent of the noise. Furthermore, we assume that the fluorophore concentration has mean equal to the known background fluorophore concentration. Without loss of generality, we assume that and , , are mutually statistically independent. Note that at the th iteration of the iterative reconstruction, we assume has mean , the estimate obtained at the th iteration. Thus, we define where E denotes expectation and for all .
B. MAP Estimators for Fluorophore Concentration
We consider the MAP estimator for which is given by the following constrained minimization problem (11) where Taking the Gâteaux derivative of (11) with respect to , and setting it equal to zero, we obtain an integral equation for which the MAP estimate, , of the fluorophore concentration satisfies (12) where is the adjoint operator of [15] .
Note that when the a priori information on the fluorophore concentration is not available, one can formulate the inverse problem in the maximum likelihood (ML) framework with . In that case, the ML estimate, , satisfies
Since and are both compact [27] , we consider the following regularized form for the solution of :
where is the identity operator, is the maximum value of , for and , and is a small positive constant. Note that there are several methods for choosing appropriate regularization parameters (see [28] - [32] ). In this paper, we assume that is appropriately chosen based upon the spectral decomposition of the operator [32] . To simplify our notation, we define the operator as and express (12) as follows: (13) We use the Galerkin method [27] to solve the integral equation defined in (13) . Thus, we first define the variational form of (13) (14) where (15) denotes inner product in
and is any test function in . Then, the FDOT inverse problem involves recovering based upon (14) .
Similarly, the ML estimate satisfies the following variational form: (16) where and is any test function in . Finally we note that a unique solution for the inverse problem (14) or (16) exists when and are appropriately chosen [15] .
IV. DISCRETIZATION OF THE FORWARD AND INVERSE PROBLEMS
In the following subsections, we, first, discuss the variational formulation and finite element discretization of the forward problem to obtain a finite-dimensional approximation of the forward problem solution. Next, we use these finite element solutions of the forward problem in the inverse problem formulation and discuss the discretization of the resulting approximate inverse problem using the Galerkin method.
A. Forward Problem Discretization
We express the forward problem defined in (1), (2) and (5), (6) in variational forms and next apply the FEM to discretize and solve the resulting problems. To do so, we first multiply (1) and (5) by two test functions and , respectively, and apply Green's theorem to the second-order derivative terms. Then, using the boundary conditions in (2) and (6), we obtain (17) (18) Let denote the piecewise linear Lagrange basis functions used in discretizing the forward problem. We define , , as the finite dimensional subspace spanned by , . Note that are associated with the set of points , , on . We further let denote the corresponding set of elements used to discretize , for ; such that and is the diameter of the smallest ball that contains the th element. Similarly, we define , , as the finite-dimensional subspace spanned by , , which are associated with the set of points , . We further let denote the corresponding set of elements used to discretize , for ; such that and is the diameter of the smallest ball that contains the th. Next, we replace , in (17) and , in (18) by their finite-dimensional approximations defined as (19) (20) and obtain the matrix equations (21) (22) for coefficients and .
In (21) and (22), and are the finite element matrices and and are the load vectors resulting from the finite element discretization of the forward problem.
B. Inverse Problem Discretization
For the inverse problem discretization, we first substitute and into the operators , and to obtain the approximate operators denoted by , and . We, next, substitute , and into (14) and (15) to obtain an approximate inverse problem formulation (23) for all , with where is the solution of (23). Next, we define the finite-dimensional subspace spanned by the first-order Lagrange basis functions , , which are associated with the set of points , , on . We use , , to denote the corresponding set of elements used to discretize with vertices at , , such that , and is the diameter of the smallest ball that contains the th element. We substitute and in (23) with their finite-dimensional approximations and defined, respectively, by (24) and obtain the following fully discretized inverse problem formulation: (25) The resulting inverse problem formulation can be expressed as the following matrix-vector equation: (26) where represents the unknown coefficients in the finite approximation of , and and are the finite element matrix and the load vector resulting from (25 In this section, we analyze the effect of forward and inverse problem discretizations on the accuracy of FDOT reconstruction in the presence of measurement noise and a priori information of the fluorophore concentration. In this respect, we quantify the error in the mean square sense, and derive an upper bound for the MSE in FDOT reconstruction due to discretization. Next, we discuss the case of the ML estimate, as well as the case involving correlated noise and a priori fluorophore concentration models. Finally, we comment on the implications of the MSE bound for the discretizations of the FDOT forward and inverse problems.
A. Error Bound on the MSE Due to Discretization
We are interested in quantifying the difference between the exact estimate and the estimate obtained after forward and inverse problem discretizations. Thus, we define and quantify the difference between and in term of the MSE defined as follows: (27) We further express (27) as where (28) (29) We refer to as the bias of with respect to the exact MAP estimate and as the variance of . In Theorem 1 and 2, we present upper bounds for and ; and next use these bounds to develop new adaptive meshing algorithms for FDOT in the following sections.
Theorem 1: Consider the Galerkin projection of the variational problems (17) , (18) , and (23) described in Section IV. Let . 1) satisfies the following variational problem:
for all , where and 2) Assume that , then (30) where with and is a constant independent of the discretization parameters , and . Proof: See Appendix A. Theorem 2: Consider the Galerkin projection of the variational problems (17) , (18) , and (23) described in Section IV. Let be the solution of the following variational problem:
for all , and is the th column vector of the identity matrix. Assume , then satisfies the following inequality: (31) where with and is a constant independent of the discretization parameters , and . Proof: See Appendix B. We note that, for the ML estimate, , of the fluorophore concentration, the upper bounds for and are given as in (30) and (31) with and . We also note that, when the measurements are noisefree, the inverse problem formulation in this work can be reduced to the one in [15] , by setting for and , and . Then, the error bound for can be reduced to the combination of the two error bounds in [15] , and vanishes as shown in the proof of Theorem 2.
Finally, we can combine Theorem 1 and 2 to obtain an upper bound for using the fact that and , for , 2, 3, are all positive terms (32) where , and and , , 2, 3, are defined in Theorem 1 and 2.
B. General Models for Noise and Fluorophore Concentration
For a more general a priori second-order statistical model of the fluorophore concentration, we consider as the kernel of a positive definite operator . Similarly, for a general noise model, we assume that the covariance matrix, , of the measurement noise is a positive definite matrix that is not necessarily diagonal. Then, the variational form of the inverse problem formulation becomes where In this case, it can be shown that the upper bounds for and are also of the same forms as in (30) and (31) with new coefficients given by where denotes the kernel of the operator , i.e., and is the Kolmogorov decomposition of [33] ; and , for , denote the entries on the th row and the th column of and , respectively. Clearly, these coefficients reduce to those in Theorem 1 and 2 when the independent noise and fluorophore concentration models are considered in FDOT reconstruction.
C. Implications of Theorem 1 and 2 for Discretizations of Forward and Inverse Problems
In this subsection, we discuss the implications of the error bounds given in Theorem 1 and 2 for the discretization of the forward and inverse problems of FDOT. Equation (30) in Theorem 1 presents an upper bound for , which takes into account the noise statistics and the a priori information of fluorophore concentration, in addition to the factors such as the interdependence between the forward and inverse problem solutions, the source-detector configuration, and their positions with respect to the fluorophore heterogeneity. In this error bound, and represent the contribution from the forward problem discretization. To keep these quantities small, the mesh parameters and of the th and th elements in the meshes used in solving and , respectively, have to be chosen small when their corresponding scaling factors and are large on those elements. Further examination of these factors suggests an adaptive refinement scheme within each mesh, because , , , , , and all vary within the mesh. This mesh refinement scheme is similar to the one suggested by Theorem 1 in our previous work [15] : For the th source or the th detector, it refines the mesh close to that source or detector, as well as around the fluorophore heterogeneity and other detectors or sources. At the same time, the coefficients and in and may vary for different source-detector pairs. To keep and low, one has to generate finer meshes for the source-detector pairs with smaller noise variances (higher and ), as compared to those pairs with larger noise variances. In this respect, the error bound in Theorem 1 suggests a new adaptive mesh refinement scheme across different meshes in solving and based upon the measurements and the noise statistics. We note that this is a major difference between the implications of the error bounds in this paper and those presented in our previous work [15] .
In , which corresponds to the contribution from the inverse problem discretization, the discretization parameter of the inverse mesh is not only scaled by the inverse problem solution , but also scaled by the finite element solutions of the forward problem, the noise variance, and the a priori information of the fluorophore concentration where , and . This result also suggests a new adaptive meshing criteria for the inverse problem, not only based upon the forward and inverse problem solutions, but also based upon the noise statistics and a priori information of the fluorophore concentration. More specifically, to keep low, one has to refine the mesh around the heterogeneity of fluorophore concentration, the source-detector pairs with low noise variances, as well as the region where the fluorophore concentration has low variance.
Equation (31) in Theorem 2 shows the effect of the forward and inverse problem discretizations, the a priori information of the fluorophore concentration, as well as the noise on . In this error bound, and correspond to the contribution from the forward problem discretization, and corresponds to the contribution from the inverse problem discretization. This error bound has a similar form as the one in (30), but is replaced with the standard deviation, , of the th measurement, and is replaced with , where is the image reconstructed by the imaging system using the basis vector in the measurement space . This result indicates that is independent of the fluorophore concentration, but depends explicitly on the noise statistics, as well as the factors related to the imaging geometry and the background optical properties, which are incorporated into the error bound through the functions . More specifically, indicates where may have high variance due to the th measurement. Therefore, to keep the error bound in (31) low, one has to refine the mesh in the region where , has high value, in addition to the region close to the sources and detectors.
VI. ADAPTIVE MESHING ALGORITHMS IN THE PRESENCE OF MEASUREMENT NOISE AND A PRIORI INFORMATION ON FLUOROPHORE CONCENTRATION
In this section, based upon Theorem 1 and 2 given in Section V, we present two new adaptive meshing algorithms for FDOT forward and inverse problems. Taking the noise statistics and a priori information on fluorophore concentration into account and using as a figure of merit, these algorithms adaptively discretize the FDOT problem to minimize the error due to discretization in the mean square sense. In the following, we first give the error indicator based upon the error bound in (32) for each element in the mesh used in solving the forward or inverse problem, then we describe the steps of the algorithms in detail.
For the forward problem discretization, we aim to minimize the summation in (32) . Rearranging the terms in this summation, we obtain 
Each
(or ) entails the contribution of the th (or th) element of the mesh used in solving (or ), to the MSE. Equation (33) shows that, the contribution of the forward problem discretization to MSE can be expressed as a summation of the contribution of each element in all meshes used in solving and . Thus, we use and as the error indicators in adaptive mesh refinement for the forward problem solution. As discussed in Section V, since both theorems suggest an adaptive refinement scheme across all meshes used in solving and , the new adaptive meshing algorithm limits the total number of nodes in all forward problem meshes, instead of separately limiting the number of nodes in each mesh used for solving or . For the adaptive refinement process, the algorithm is initiated with a set of coarse uniform meshes. With each sweep of refinement and for each source or detector, it computes the error indicator or on every element and the average value of the error indicators on all elements in all meshes. Every element with or is refined thereafter. By doing so, the resulting meshes provide spatially varying resolution not only within each mesh, but also among all forward problem meshes. The algorithm is stopped when the total number of nodes in all forward problem meshes reaches a predetermined allowable limit. Algorithm 1 describes the detailed steps of this refinement process in the form of a pseudocode. 
Solve for and
For the inverse problem discretization, we aim to minimize the summation in (32) . Rearranging the terms in this summation, we obtain where (36) Clearly, is the contribution of the th element of the mesh, used in solving the inverse problem, to the MSE. Therefore, we use as the error indicators in adaptive mesh refinement for the inverse problem solution.
Our new algorithm for the inverse problem starts from a coarse uniform mesh. In each sweep of the refinement, it computes for each element and the average value for all elements, and refines those elements with . The algorithm stops when the total number of nodes exceeds a predetermined allowable limit. Algorithm 2 describes the detailed steps of this refinement process in the form of a pseudocode. The practical implementations of both algorithms require several adjustments: Since , , , and in (34), (35) and (36) can not be computed exactly, we use the analytical solution of the diffusion equation on an unbounded domain to approximate and [16] and a priori information about and in the first iteration and the updated finite-dimensional solutions thereafter. Also note that in both Algorithm 1 and 2, one needs to solve for , , and . s can be computed once numerically given the source-detector geometry and background optical properties, and stored for the computation of the error indicators in adaptive mesh refinement.
Finally, for the forward and inverse problem discretizations, the computational complexity of our adaptive meshing algorithms can be reduced from , or to , or , respectively, by using approximations similar to those given in our previous works [14] , [16] . With these modifications, our new adaptive meshing algorithms have the same computational complexity as that of the conventional method.
VII. NUMERICAL SIMULATION
In this section, we demonstrate the implications of our error analysis and the performance of our new adaptive meshing algorithms in a set of numerical simulations. We primarily focus on showing the effect of measurement noise on the discretization as well as the FDOT image reconstruction in the simulation study. For the effect of a priori information, see [34] for a detailed simulation study.
In the following sections, we first describe the setup of our simulation study, then we present the results of adaptive mesh generation and FDOT image reconstruction.
A. Simulation Setup
In the numerical simulation study, we considered a cubic domain shown in Fig. 1 . We set the homogeneous background absorption coefficient and diffusion coefficient for both excitation and emission wavelengths, and set the refractive index mismatch parameter for the boundary . At the center of the domain, we placed a fluorophore heterogeneity with 3-mm radius and constant absorption coefficient . In the rest of the domain, we assumed . To reconstruct the fluorophore concentration image, we placed 36 sources and 36 detectors evenly on two 6 6 grids at the bottom and top surfaces of the domain, as shown in Fig. 1 . We simulated both the excitation and emission light fields by solving the coupled diffusion equations (1) and (3) with their corresponding boundary conditions (2) and (4), using the parameters mentioned previously on a fine uniform grid with nodes. To simulate measurement noise, we considered a shot-noise model described in [35] . When a sufficiently large number of photons are detected, the Poisson distribution can be approximated by a Gaussian distribution with the variance proportional to the magnitude of the measurements. In this case, the variance, , of each noise component is given by , where is the noise-free measurement obtained at the th detector due to the th source. We define the signal-to-noise-ratio (SNR) of the measurements as Note that, each measurement, , has a different SNR proportional to . We simulated the noise for three different values of :
, and , corresponding to approximately 40, 26, and 20 dB average SNR over all measurements , and . For each value of , we generated 100 different realizations of noise and obtain three sets of noise contaminated measurements with approximately 1%, 5% and 10% noise.
In the FDOT reconstruction, we considered a simplified a priori model for the fluorophore concentration, and set , where is a constant chosen empirically. Finally, we note that we performed our simulation study using deal.II finite element C++ library [36] and used hexahedral finite elements with trilinear Lagrange basis functions to discretize both the forward and inverse problems. We used the Gaussian quadrature method to evaluate the integrals in the variational problems (17) , (18) , and (25), as well as in calculating the function norms of the finite-dimensional solutions on an element.
B. Simulation Results-Mesh Generation
We used three different types of coarse meshes: uniform meshes, the adaptive meshes generated by our previous algorithms in [16] , and the adaptive meshes generated by our new algorithms described in Section VI, to reconstruct the fluorophore concentration image. For the forward problem, the total number of nodes in the meshes used to solve all and , and , ranges from 500,000 to 650,000 (roughly 7000 to 9000 for each mesh); and for the inverse problem, it ranges from 2000 to 3000. Note that the uniform meshes used in solving the forward and inverse problems have nodes and nodes, respectively.
For the forward problem, the examples of the adaptive meshes generated for the detectors located at and in the 1% and 10% noise cases are shown in Fig. 2. Fig. 2(a)-(d) shows the meshes generated by our new algorithm. We observe there are more nodes in the meshes for the detector located at than in the meshes for the detector located at . Fig. 2 (e) and (f) shows the corresponding meshes generated by our previous algorithm, and these two meshes have approximately same number of nodes. We plotted the relationship between the number of nodes in the meshes generated by our new and previous algorithms for a certain source or detector and the distance of that source or detector to the center of the fluorophore heterogeneity in Fig. 3 . Note that for the sources and detectors which have the same distance to the heterogeneity, we plotted the average number of nodes in the corresponding meshes. For our new algorithm, we observe that the closer the sources or detectors to the heterogeneity, the larger the number of nodes is in the associated meshes. This can be explained with the fact that for those source-detector pairs closer to the heterogeneity, the measurements have higher SNR. As a result, our new algorithm generates finer meshes for these source-detector pairs, so that the accuracy of the corresponding forward problem solutions can match the accuracy of the measurements. This result in our forward problem meshes with varying resolution for different source-detector pairs unlike our previous algorithm.
We note the difference between the adaptive meshes generated for the cases of 1% and 10% measurement noise in Fig. 2(a)-(d) , which illustrates the impact of the noise level on the forward adaptive meshes generated by our new algorithm. Since the value of coefficient increases as increases, the images , , , have more contribution to the mesh refinement when the noise level is high. Fig. 4 shows the cross section of for the 10% noise case. These results indicate that our new algorithm can refine the meshes adaptively according to the measurement noise level, while our previous algorithm generates the same mesh for different noise levels. Fig. 5 shows sample adaptive meshes for the inverse problem. Fig. 5(a) and (b) shows two different meshes generated by our new algorithm for 1% and 10% noise levels, respectively. These meshes are refined around the fluorophore heterogeneity as well as around the nearby sources and detectors. This shows that our new algorithm takes into account the noise statistics, and adaptively refines the mesh according to the noise level. On the other hand, our previous algorithm neglects the impact of noise on the discretization, and generates the same mesh for different noise levels as shown in Fig. 5(c) .
C. Simulation Results-Image Reconstruction
In this part of the simulation study, we considered three sets of reconstructions using three sets of measurements at different noise levels. To obtain the exact solutions of the forward and inverse problems, we solved the forward and inverse problems on a fine mesh with nodes. We assumed that the error due to discretization in the resulting image, denoted by , is negligible with respect to the images reconstructed using the three types of coarse meshes; and used this image as a baseline to compute the MSE. In each reconstruction set, we used , , and to denote the images recon- structed using the coarse uniform meshes, the adaptive meshes generated by our previous algorithm in [16] and the new algorithms described in Section VI, respectively. We calculated the bias, variance and the MSE of the reconstructed images for each set of reconstructions by averaging all reconstructed image samples for 100 realizations of noise. The results are tabulated in Table II . Additionally, we tabulated the percentage of each quantity as compared to the one of the images, , reconstructed by using the coarse uniform meshes: The left column is the absolute value, and the right column is the corresponding percentage. The results in Table II show that the bias squares of the images, reconstructed using different types of meshes, remain at a fixed level when the noise level changes, while the variances of the images increase as the noise level increases. The bias square, the variance as well as the MSE of are approximately reduced by 75% as compared to , when our new algorithm is used. On the other hand, our previous algorithm in [16] provides about 40% reduction in the bias square, but no reduction in the variance of with respect to . Figs. 6 and 7 show the cross section of the sample images at plane reconstructed using different types of meshes when the noise level is 1% and 10%. The cross section of the baseline images are shown in Figs. 6(a) and 7(a). We observe that the variability of images in Fig. 7 is more visible as compared to that of the images in Fig. 6 due to increased noise level in the measurements. The shape of the small fluorophore heterogeneity is better resolved in and as compared to the one in , due to the spatially varying resolution provided by the adaptive meshes. Additionally, we observe a higher variability in than that of in Fig. 7 (c) and (d), while the difference between the images in Fig. 6(c) and (d) is not as noticeable due to lower noise level. These observations can be seen more clearly in Fig. 8 , where the reconstructed images along the -axis on plane are shown for 1% and 10% noise cases. The solid lines in Fig. 8(a) and (b) represent the Fig. 3 . Relationship between the number of nodes in the forward adaptive mesh for a certain source (or detector) and the distance of the source (or detector) to the center of the fluorophore heterogeneity in 1% and 10% noise cases. baseline image which is assumed to have negligible error. We observe that the image, , is the best approximation to in all three reconstructed images, which has higher response at the center of the fluorophore heterogeneity and lower background variation, as compared to those of and . In summary, the simulation study shows the following: 1) the new adaptive meshing algorithms can adaptively discretize the FDOT forward and inverse problems according to the noise level, and, unlike the algorithms in [16] , generates the forward problem mesh with varying resolution for different source-detector pairs; 2) the new adaptive meshing algorithms can effectively reduce the bias, variance, as well as the MSE of the reconstructed images with respect to the uniform meshing scheme while keeping the sizes of the discretized forward and inverse problems under predetermined allowable limits; 3) as compared to our previous adaptive meshing algorithms [16] , the new algorithms is more effective in reducing the variance and MSE of reconstructed images, particularly for high levels of measurement noise.
VIII. CONCLUSION
In this work, we analyzed the effect of discretization on the accuracy of FDOT reconstruction in the presence of measurement noise. We formulated the FDOT inverse problem as an optimization problem in the MAP framework to estimate the fluorophore concentration in a bounded domain. To quantitatively assess the accuracy of FDOT reconstruction, we first defined the MSE between the exact solution and the discretized solution of the inverse problem. We, then, identified two components of the MSE: the bias and the variance of the reconstructed TABLE II  MEAN-SQUARE-ERROR, BIAS, AND VARIANCE OF THE IMAGES RECONSTRUCTED BY USING DIFFERENT MESHES IN THE SIMULATION STUDY image, and derived an upper bound for each component. These upper bounds identify the key factors that determine the extent to which the forward and inverse problem discretizations can affect the accuracy of FDOT reconstruction. These factors include the noise statistics and the a priori information of fluorophore concentration in addition to the interdependence between the forward and inverse problem solutions, the source-detector configuration, and their positions with respect to the fluorophore heterogeneity.
Based upon these bounds, we developed new adaptive meshing algorithms for the FDOT forward and inverse problems to reduce the MSE in reconstructed images. Unlike the algorithms in [16] , these algorithms take into account noise statistics, as well as a priori information on fluorophore concentration in the adaptive mesh refinement process. We demonstrated the performance of these algorithms in a set of numerical simulations. The simulation results showed that the new algorithms generate adaptive forward meshes with varying resolution not only within each mesh for a certain source-detector pair, but also across the meshes for all source-detector pairs. Additionally, we showed that the meshes generated by the new algorithms can effectively reduce both the bias and the variance of the reconstructed images, thereby effectively reducing the total MSE as compared to the algorithms in [16] , as well as the uniform meshing scheme for a fixed number of nodes.
In our inverse problem formulation, the regularization as well as the a priori information on fluorophore concentration introduce bias into the reconstructed images with respect to the true fluorophore concentration. This type of error may sometimes overwhelm other types of errors in the reconstructed images. The regularization parameter and the variance of fluorophore concentration provide a way to balance the bias and the error due to the measurement noise [37] , [38] . In the development of our adaptive meshing algorithms, we assumed that the optimal regularization parameter as well as the variance of the fluorophore concentration are known a priori and, therefore, we kept them fixed for different meshing schemes. Taking into account the severely ill-posed nature of the FDOT inverse problem, we compared the performance of the reconstruction for different meshing schemes with the optimally regularized solution obtained with uniform fine meshing to isolate the error due to discretization only. However, since the error bounds given in Theorem 1 and 2 take into account both the regularization and a priori information, it is possible to study the interplay between these parameters and the problem discretization, and to adaptively refine the mesh while adjusting parameters to reduce the overall error in the reconstructed images.
Finally, we note that the error analysis approach introduced in this work is not limited to FDOT imaging, and can be extended to analyze the error due to discretization in other PDE-based inverse coefficient estimation problems, such as DOT, bioluminescence tomography, electrical impedance tomography and microwave tomography. and . Taking the expectation on both sides of (14) and (25) , and applying Fubini's theorem [39] , we can show that and satisfy the following variational forms: (37) (38) where , according to the noise model and the a priori model for fluorophore concentration. Further, we let be the solution of the following approximate inverse problem:
for all . Then we have (39) by the triangular inequality. For the first term in (39), we follow the similar procedures given in [15] and obtain (40) For term , we have [13] where and . Decomposing the integral on into a summation of the integrals on the finite elements , , and , , which are used to discretize the forward problem, we arrive at In the end, substituting (41) and (42) into (40) and using the discretization error bounds given by [40] lead to and in Theorem 1.
For the second term in (39), we also follow the procedures in [15] Subtracting (37) and (38) from (14) and (25), respectively, we obtain (46) 
