To better understand the impact of aging, along with other demographic and brain health variables, on the neural networks that support different aspects of cognitive performance, we applied a brute-force search technique based on Principal Components Analysis to derive 4 corresponding spatial covariance patterns (termed Reference Ability Neural Networks -RANNs) from a large sample of participants across the age range. 255 clinically healthy, community-dwelling adults, aged 20-77, underwent fMRI while performing 12 tasks, 3 tasks for each of the following cognitive reference abilities: Episodic Memory, Reasoning, Perceptual Speed, and Vocabulary. The derived RANNs (1) showed selective activation to their specific cognitive domain and (2) correlated with behavioral performance. Quasi out-of-sample replication with Monte-Carlo 5-fold cross validation was built into our approach, and all patterns indicated their corresponding reference ability and predicted performance in held-out data to a degree significantly greater than chance level. RANN-pattern expression for Episodic Memory, Reasoning and Vocabulary were associated selectively with age, while the pattern for Perceptual Speed showed no such age-related influences. For each participant we also looked at residual activity unaccounted for by the RANN-pattern derived for the cognitive reference ability. Higher residual activity was associated with poorer brain-structural health and older age, but -apart from Vocabulary-not with cognitive performance, indicating that older participants with worse brain-structural health might recruit alternative neural resources to maintain performance levels.
Introduction
Cognitive aging can be described parsimoniously by a set of four reference abilities -Episodic Memory, Reasoning, Perceptual Speed, and Vocabulary -that serve as the "primitive types" of cognition in general (Salthouse and Ferrer-Caja, 2003) . Our group has recently extended this line of research (Habeck et al., 2016; Stern et al., 2014) by collecting functional imaging data on a battery of tasks that tap each of the four reference abilities across the adult life span, in order to determine their neural correlates, i.e. Reference Ability Neural Networks (RANNs). Using a multivariate technique that married Principal Components Analysis (PCA) and Linear-Indicator Regression (Hastie et al., 2009 ), we previously derived spatial activation patterns that accurately classified the reference ability underlying each activation task. Indeed, even when these patterns were derived only in people below age 30, out-of-sample task classification performance of the four RANNs in people older than 30 was high, and did not decline with age, suggesting that these RANNs are age-invariant.
In this previous specification of the RANNs to their underlying reference ability, one crucial aspect that was not accounted for was behavioral performance: ideally, RANNs should not only be specific to the reference ability of the underlying cognitive process, but also account for behavioral performance. To reconcile this issue, we extended our previous findings, analyzing the data from 255 20-77 year old adults who underwent fMRI while performing three tasks for each of the four cognitive reference abilities, i.e. 12 tasks in total. In the current report, we combined PCA with a brute-force search that sought to maximize both the brain-behavioral correlation of the derived RANNs and cognitive specificity to the reference domain in question. Statistical inference was performed by resampling, and testing the prediction of cognitive process and behavioral performance in held-out data. This approach allowed us to investigate how well the RANNs could account for performance and cognitive specificity, and to understand how changes in performance concomitant with aging are reflected in these RANNs.
We stress that the current report is not methodological in focus: the approach we chose is conceptually simple, but algorithmically somewhat involved, lengthy and inelegant. We are not bringing a prime-time ready technique to the field that should be widely disseminated; rather, our focus here is on the results of our approach, i.e. the derived networks, their association with behavioral performance, demographics and brain structure across the adult life span.
Procedure
FMRI data was acquired as participants performed 12 cognitive tasks, pertaining to the four reference abilities (Stern et al., 2014) . In the remainder of the manuscript, we occasionally use the following short-hand notation for the reference abilities: episodic memory -MEM or just "Memory", reasoning -REASON, perceptual speed -SPEED or just "Speed", and vocabulary -VOCAB. We will refer to the Reference Ability Neural Networks (RANNs) as activation patterns, for brevity. Further, "cognitive reference ability" and "cognitive reference domain" will be used interchangeably.
Tasks were administered over the course of two 2-h scanning sessions, with six tasks administered in each scanning-session. One session presented three VOCAB tasks and three SPEED tasks interspersed in a fixed order: Synonyms, Digit-Symbol, Antonyms, Letter Comparison, Picture Naming, and Pattern Comparison; and the other session presented three MEM tasks and three REASON tasks, also interspersed in a fixed order: Logical Memory, Paper Folding, Word Order Recognition, Matrix Reasoning, Paired Associates, and Letter Sets. The order of tasks within session was not varied, but the order of the two sessions was counterbalanced across participants. Prior to each scan session, computerized training was administered for the six tasks to be administered during that session. At the completion of training for each task, participants had the option of repeating the training. For all tasks except Picture Naming, responses were differential button presses. During training, responses were on the computer keyboard. During scans, they were made on the LUMItouch response system (Photon Control Company).
Stimulus presentation
Task stimuli were back-projected onto a screen located at the foot of the MRI bed using an LCD projector. Participants viewed the screen via a mirror system located in the head coil and, if needed, had vision corrected to normal using MR compatible glasses (manufactured by SafeVision, LLC. Webster Groves, MO). Task administration and collection of reaction time (RT) and accuracy data were controlled by EPrime running on a PC computer. Task onset was electronically synchronized with the MRI acquisition computer.
Reference ability tasks VOCAB tasks. The primary dependent variable for all VOCAB tasks was the proportion of correct responses.
Synonyms (Salthouse, 1993) : Participants were instructed to match a given probe word to its synonym or to the word most similar in meaning. The probe word was presented in all capital letters at the top of the screen, and four numbered choices were presented below. Participants indicated which choice was correct.
Antonyms (Salthouse, 1993) : Participants matched a given word to its antonym, or to the word most different in meaning. The probe word was presented in all capital letters at the top of the screen, and four numbered choices were presented below. Participants indicated which choice was correct.
Picture Naming: Participants verbally named pictures, adapted from the picture naming task of the WJ-R Psycho-Educational battery (Salthouse, 1998; Woodcock et al., 1989) .
SPEED tasks.
As accuracy for all three SPEED tasks was high, the primary dependent variable was reaction time (RT). For all tasks, participants were instructed to respond as quickly and accurately as possible.
Digit Symbol: A code table was presented on the top of the screen, consisting of nine number (ranging in value from 1 to 9)-symbol pairs. Below the code table, an individual number/symbol pair was presented. Participants indicated whether the individual pair was the same as that in the code table.
Letter Comparison (Salthouse and Babcock, 1991) : Two strings of letters, each consisting of three to five letters, were presented alongside one another. Participants indicated whether the letter-strings were the same or different.
Pattern Comparison (Salthouse and Babcock, 1991) : Two figures, consisting of varying numbers of lines connecting at different angles, were presented alongside one another. Participants indicated whether the figures were the same or different.
REASON tasks. The primary dependent variable for the REASON tasks was proportion of correct trials.
Paper Folding (Ekstrom et al., 1976) : Participants selected which of six options best represented the pattern of holes that would result from a sequence of folds in a piece of paper through which a hole was punched. The sequence was given on the top of the screen, and the six options were given across two rows (three options in each row) below. Response consisted of pressing one of six buttons corresponding to the chosen solution.
Matrix Reasoning (adapted from Raven (1962) ): Participants were given a matrix that was divided into nine cells, in which the figure in the bottom right cell was missing. Participants were instructed to evaluate which of eight figure choices, presented below the matrix, would best complete the missing cell.
Letter Sets (Ekstrom et al., 1976) : Participants were presented with five sets of letters, where four out of the five sets had a common rule (i.e. they have no vowels), with one of the sets not following this rule. Participants identified the unique set.
MEM tasks. The primary dependent variable for the MEM tasks was the proportion of correctly answered questions.
Logical Memory: Participants were asked to answer detailed multiple-choice questions about a story presented on the computer screen, with four possible answer choices.
Word Order Recognition: Participants were presented with 12 words sequentially, and were instructed to remember the order in which the words were presented. Following the word list, they were given a probe word at the top of the screen, and four additional word choices below. They were instructed to choose out of the four options the word that immediately followed the word given above in the word list.
Paired Associates: Participants were instructed to remember pairs of words presented sequentially on the screen. Following presentation of the pairs, participants were given a probe word at the top of the screen and four additional word choices below. Participants were asked to choose the word that was originally paired with the probe word.
Behavioral performance variables
Behavioral performance was recorded while participants executed each task in the scanner. When proportion of correct trials was calculated, trials where the participant did not respond (i.e. timed out) were not considered in the calculation. For the SPEED tasks, reaction time was reversed in sign, such that an increasing value of the behavioral score implied better performance.
Image acquisition procedures
All MR images were acquired on a 3.0 Tesla Philips Achieva Magnet. There were two, 2-h MR imaging sessions to accommodate the 12 fMRI activation tasks as well as the additional imaging modalities, described below. At each session, a scout, T1-weighted image was acquired to determine participant position. Participants underwent a T1-weighted MPRAGE scan to determine brain structure, with a TE/TR of 3/6. Image-processing procedures Structural Imaging -Two structural indices were included in our calculations: (1) gray matter volume and (2) thickness by region of interest (ROI).
Each participant's structural T1 scans were reconstructed using FreeSurfer v5.1 (http://surfer.nmr.mgh.harvard.edu/). The accuracy of FreeSurfer's subcortical segmentation and cortical parcellation (Fischl et al., 2002 (Fischl et al., , 2004 has been reported to be comparable to manual labeling. Each participant's white and gray matter boundaries, as well as gray matter and cerebral-spinal-fluid boundaries, were visually inspected slice by slice, and manual control points were added in the case of any visible discrepancy. Boundary reconstruction was repeated until we reached satisfactory results for every participant. The subcortical structure borders were plotted by freeview visualization tools and compared against the actual brain regions. In the case of discrepancy, they were corrected manually. Finally, we computed mean values for 68 cortical ROIs for cortical thickness and cortical volume for each participant to be used in group-level analyses.
Functional neuroimaging -Each participant's 12 task-activation fMRI scans were pre-processed in FSL (Smith et al., 2004 ) using the following steps: (1) within-participant histogram computation for each participant volume to identify noise (FEAT); (2) participant-motion correction (MCFLIRT); (3) slice-timing correction; (4) brain-mask creation from first volume in participant's fMRI data; (5) high-pass filtering (T ¼ 128 s); (6) pre-whitening; (7) General-Linear-Model (GLM) estimation with equally temporally filtered regressors and double-gamma hemodynamic response functions; and (8) registration of functional and structural images with subsequent normalization into MNI space (FNIRT).
General linear models (GLM) for each participant and each task consisted of block-based time-series analysis for SPEED and VOCAB tasks, and event-related modeling for REASON and MEM tasks. For MEM, only the recognition phase of the trial was analyzed. Contrary to usual voxel-wise FSL practice, we obtained standardized contrast images of task > fixation for every participant and task to perform group-level multivariate analysis (described in the next section). Other than for MEM, there was no separation of stimulus presentation or behavioral response in our task design. For all fitted neural responses, whether event-related or block-designed, incorrect and correct responses were not separated, but analyzed indiscriminately, in the GLM-fitting process.
Brute-force search pattern derivation with optimization of indicator and behavioral correlation
We repeat that the main focus of our paper was not methodological. This means that the techniques we used to derive activation patterns were not optimized for elegance or computational speed, neither were they intended to be disseminated for widespread use; rather, they were conceptually simple and with repeated executions to deal with inherent stochastic variability. To explore and maximize the relationship between RANN pattern scores and behavioral performance, a simple brute-force computational approach was adopted. This approach is slower and less elegant than alternative parametric approaches, like regularized least squares, but it pays equal attention to both cognitive specificity and brain-behavioral correlation, rather than maximizing one aspect while treating the other merely as a boundary condition. Conceptually, our approach is very simple. Fig. 1 below gives a schematic birds-eye view of our approach. Fig. 1 illustrates the goals of our multivariate technique for deriving an activation pattern that is both specific to one particular reference domain (in the figure the example is shown for memory), and correlates with performance within that reference domain. Such an activation pattern is only derived from the task-maps pertaining to the reference domain of interest; however, for validating the specificity of the pattern to this reference domain, the pattern has to be prospectively applied to the task-maps from all other domains too. Pattern scores in the task-maps of these other reference domains should be significantly lower than for the reference domain of interest. We will refer to the fulfillment of this requirement as "indicator correlation" for the remainder of the manuscript.
We give the full algorithmic recipe below, and occasionally list the linear algebra involved in Matlab notation. The parameters listed below were chosen to ensure that (1) resampling non-parametric tests for the point-estimate computation could be performed in reasonable execution times, and (2) there would be sufficient reproducibility of the derived topographic images for the point estimate. Because the method we used has inherent stochastic variability even when executed on identical data, we demanded that spatial correlations of covariance patterns derived from identical data should exceed R ¼ 0.95 for repeated execution of the search routine. We give a listing of pseudo-code that demonstrate the algorithm for the Memory domain. For the other domains, it would be executed similarly.
Collect all Memory task maps, N ¼ number of maps;
(N ¼ 3 Â 200 ¼ 600 for our purposes since the derivation is only executed in a training sample of 200 of the participants) 2. Perform PCA on these N maps; 3. Retain all PCs with an Eigen value that is bigger than 1/600 of the sum of all Eigen values, i.e. 0.17% of the total variance; number of retained PCs ¼ P; 4. Compute pattern scores (cf. section Pattern expression and residual activation) of these P PCs in ALL task maps, even the ones not belonging to the MEMORY domain; 5. Execute "inner loop" with 1000 iterations;
Inner loop: a. Assign a "best estimate pattern" of zeros as voxel loadings, and with brain-behavioral and indicator-correlation values of zero; this is just a placeholder for initialization and will be overwritten in the course of the inner loop; b. Generate P random coefficients for P retained PCs; c. Compute the linear-combination pattern with these P coefficients by using them as weights in a weighted sum; the computation is executed according to pattern ¼ v(:,1:P) *b, where pattern and v have as many rows as voxels, and b is the column vector of the P random coefficients; ➔Outcome of the execution of 1000 inner loops: 1000 activation patterns with corresponding correlation strengths 6. Compute a weighted average of the 1000 patterns, where the correlation strengths serve as weights; ➔End result: one single activation pattern for the Memory domain Fig. 2 shows a mock display of data resulting from the execution for the inner loop, where 100 PCs were retained at the start.
The figure displays the 100 random PC weights for each of the 200 iterations, the behavioral and indicator correlation. In the example, iterations 4, 46, 73, and 164 resulted in updates of the best-estimate pattern. For this run of the inner loop, the final pattern retained would be the pattern obtained in iteration 164. 
Pattern expression and residual activation
Once a covariance pattern has been derived, it can be projected onto any data set, for computation of the pattern-expression scores. Such scores can then be used to validate brain-behavioral correlations in quasi replication samples (see section Split sample simulations and statistical inference on pattern loadings). If we assume pattern v is a column vector with as many rows as voxels, and matrix Y is a data set with as many rows as voxels and as many columns as observations, the pattern score can be computed
where the prime symbol ' indicates matrix transposition, and the pattern Fig. 2 . Illustration of the 'inner loop' in the pattern derivation process with mock data. Execution of the inner loop supposes that PCA was performed on the data and 100 PCs have been retained according to the 'Eigen value > 1' criterion. Now 200 random coefficients for the PCs are generated and the corresponding linear-combination pattern is computed. Next we compute the indicator correlation, i.e. selectivity of the pattern scores to the reference ability in question, and the brain-behavioral correlation of the pattern scores. If both values exceed the values of the previous best estimate, we accept the pattern as the current best estimate. In the figure below, the indicator correlation is plotted in the top pane, and the brain-behavioral correlation in the middle pane, while the corresponding randomly generated 100-component weight vectors are plotted in the bottom pane. Simultaneous best estimates are found sequentially at iterations 4, 46, 73, and 164, marked with vertical lines and red dots in the correlation values. The estimate at iteration 164 is taken as the final best estimate for this inner-loop execution. Fig. 3 . Illustration of pattern w and residual activation ress for a mock example of 2-dimensional brain maps. Each map can be represented by a point in a two dimensional space. The two maps could denote the same subjects, but different tasks, or different tasks and subjects. Computing the pattern score mounts to performing the inner (or 'dot') product between the brain maps and the pattern v. Geometrically, this is a simple orthogonal projection. In the example shown, the pattern score is the same for both brain map 1 and 2, but the residual activation is different. Map 1 has larger residual activation, i.e. both voxel 1 and 2 have larger parts unaccounted for by the covariance pattern v than for map 2.
score vector w is a column vector with as many rows as observations. In addition to quantifying with a pattern score to what degree a brain map expresses pattern v, we can also quantify the residual activation in any brain map not accounted for by v. The residual activation with respect to any covariance pattern v can be computed according to
where 1 denotes the voxel-by-voxel unit matrix, and R accordingly has the same data format as Y. We squared the residual matrix and average within map across observations to obtain a mean Residual-Sum-OfSquares (RESS) vector. In Matlab notation, this would be written as
Ress has the same format as w, i.e. it is a column vector with as many rows as observations, which are tasks and subjects in this case, i.e. not voxels. In our regression analyses, the three ress values for a single participant in each reference ability were averaged across the three tasks for that reference ability to produce one scalar value per reference ability per participant. Fig. 3 illustrates pattern score and residual activation for a sample case of two voxels. However, the computation readily generalizes to any higher dimension.
In addition to illustrating how pattern and residual activation scores are derived, Fig. 3 further shows that a priori there is no relationship that is forced upon these two quantities. Across participants, they can be found to be negatively correlated, positively correlated, or uncorrelated. In particular, a higher pattern score for any RANN-pattern in an individual does not necessitate a lower residual activation score; such a negative relationship would imply that the total amount of activation in any task map is conserved across participants, which is not true in the absence of particular normalizations.
Split sample simulations and statistical inference on pattern loadings
To ensure inferential robustness of the RANNs, we applied our search technique repeatedly to resampled data for all four reference abilities, using a Monte-Carlo 5-fold cross-validation in which 80% of the data is used as a training set and 20% of the data is used as the test set. Under this procedure, training and test sets are non-overlapping within each iteration (but are overlapping between different iterations). Specifically, we randomly split our data repeatedly (¼1000 times) into a derivation sample of 200 participants and a replication sample of 55 participants. Within each iteration, all task images for the 200 participants in the training sample (12 Â 200 ¼ 2400 in total) were used to derive the four RANNs, and all task maps for the 55 participants in the replication sample (55 Â 12 ¼ 660 in total) were used to test the out-of-sample generalization. Age was not used as covariate for the pattern derivation. Brute-force optimization (see section Brute-force search pattern derivation) was performed in the 200-participant derivation sample, and four RANNs were derived, leading to 1000 estimates for all four reference abilities. The expressions of the derived patterns in the replication sample were then correlated (1) with the particular indicator variable for the corresponding reference ability and (2) with behavioral performance. These out-of-sample correlations were computed for descriptive purposes and to test whether our pattern-derivation technique yielded not only reliable pattern estimates, but also reliable brain-behavioral correlations. Out-ofsample correlation was quantified with the lodP value according to
where R is the correlation, either with the behavioral variable in the tasks pertaining to the reference abilities in question, or with the indicator variable for that reference ability across all tasks, and P is the p-value associated with this correlation. Both lodP(behavior) as well as lodP(indicator) were computed. LodP was used because it enables better visualization than the p-level alone, and it incorporates the sign of the correlation. (Low p-levels with the wrong sign of the association would not qualify as a satisfactory out-of-sample prediction; the lodP statistic therefore distinguishes the sign of the correlation and provides the level of significance in one statistic.) We stress that our split-sample simulations, technically described as Monte-Carlo 5-fold cross validation, cannot be regarded as true replications since our derivation and replication samples have overlap between iterations, and each derived pattern and out-of-sample prediction does not originate from truly independent data samples. Our simulations are thus probably under-estimating the true out-of-sample prediction error; however, for relative statements and comparing the reference domains, our methods are still suitable. The term "replication" for the remainder of the manuscript should be understood with this caveat in mind.
To compute the robustness of pattern loadings, the mean and standard deviation of the loadings across all 1000 estimates for each RANN were computed. From this, a Z-value was computed as the inverse coefficient of variation for every voxel loading:
Bootstrap loadings in all four activation patterns were thresholded according to jZj>4.75, which under a standard-normal assumption corresponds to a two-tailed p-level of 0.05, where the p-level has been Bonferroni corrected for the number of voxels in the analysis (¼24,596). Local maxima that were more than three voxels (¼9 mm) apart and a cluster-size threshold of 100 were computed. For visualization, we adopted a more lenient threshold of jZj>3 and cluster-size >50. The Automated Anatomical Labeling (AAL) template provided by the software package MRIcron (www.mricron.com by Chris Rorden, Version 11) was used to locate and annotate local maxima.
Relation of pattern scores, residual-activity scores, demographics and brain structure
After the derivation of the four RANN-patterns, we sought to derive full bivariate correlations and partial correlations of several quantities, separately for each reference ability. The quantities were: (1) behavioral performance, (2) RANN-pattern score, (3) residual activity, (4) age, (5) education, (6) NART-IQ, (7) mean cortical thickness, and (8) mean cortical volume.
Results

Topographic composition and replication of the reference-ability neural networks
Topographic composition of the four RANNs, derived according to the steps described in the Methods section, is shown in Fig. 4 .
The quasi-replication performance regarding both brain-behavioral and indicator correlations out of sample is shown in Fig. 5 . In total we ran 1000 iterations of our routine. The indicator correlation was significant for every iteration; the brain-behavioral correlation, on the other hand, was significant at p < .01: 100% of the time for MEM, 99% of the time for REASON, 43% of time for SPEED, and 75% of the time for VOCAB. Despite these variations, it is important to note that all of these values are highly significant: Chance replication at p < .01 would be expected only 1% of the time. Thus, even for the worst performing RANN (SPEED), chance performance is exceeded more than 40-fold.
By design, all of the RANN patterns correlated positively with behavioral performance, such that as performance increases (¼gets better), regions with positive loadings increase in activation and regions with negative loadings decrease in activation.
All RANN patterns showed regions with both positive and negative loadings. The MEM pattern consisted of positive loadings in the right supplementary motor area, and a widespread bilateral pattern of frontal, occipital and parietal areas; negative loadings were lateralized to the right hemisphere and found in right temporal and inferior frontal areas. For the REASON pattern, positive loadings consisted mainly of bilateral parietal and occipital with only scant frontal involvement; negative loadings were found in bilateral lingual gyri, caudate, putamen, and the supplementary motor area with a prominent focus of de-activation in the anterior cingulate. For SPEED, regions with positive loading included mainly basal ganglia and occipital areas, while negative loadings were found mainly in bilateral frontal and parietal areas. The VOCAB-pattern was highly left-lateralized, as expected: positive areas included leftfronto-temporal areas, while negative loadings included the right parietal and occipital areas.
Detailed listings of the super-threshold areas with anatomical labels can be found in Tables 2-5 . We also checked forward-inference maps from Neurosynth for Memory, Reason and Speed to convey to the reader how many of our activation loci have been covered in previous papers with the search terms "Episodic Memory", "Reasoning" and "Speed", respectively, and how many loci appear as novel.
Relation of RANN patterns to age, education, verbal intelligence, and brain structure For each participant, we obtained the pattern score of each RANN in the three constituent task-activation maps and averaged the scores within participant across all three tasks. Pattern scores and mean-squared residual activations were then considered together with age, education, NART-IQ, mean cortical thickness, and mean cortical volume. We computed both bivariate as well as partial correlations, for each reference ability. Below we display the full bivariate and partial correlations, and briefly comment on the results for cognitive performance and network scores for all reference abilities.
Memory
We direct our attention towards row 1 in Table 6 , to glean the unique associations that remain with Memory performance after partialling out all other influences. Pattern expression of the Memory-RANN, education and NART-IQ remain uniquely associated with Memory performance. The unique variance contributed to Memory performance by the RANN pattern was 19.4%, with a total joint variance contribution by all measures of 37.4%. In the lower triangular matrix, the first column in Table 6 indicates that all measures apart from residual activation show bivariate RANNs that were derived in the derivation sample of 200 study participants by optimizing both behavioral and indicator correlation were subsequently tested for behavioral and indicator correlation in the left-out data for 55 study participants. Top panel: prediction of behavioral performance out of sample. The black line indicates the lodP ¼ 2, i.e. p < .01. The number of iterations (out of 1000) yielding replications with lodP>2 are 1000 for MEM, 999 for REASON, 426 for SPEED, and 750 for VOCAB. Bottom panel: quasi replication performance for indicator correlation; all replications were significant at p < .01. relationships with performance in the expected directions. Unique associations with pattern expression (row 2 in Table 6 ) were only shown by age and the residual activation with negative and positive directionality, respectively. (We repeat that apriori the residual activation cannot be expected to show any particular relationship to the pattern score across participants. Empirically, all manifestations -negative correlation, no correlation, positive correlation -are possible.) Bivariate correlations with the pattern score in the expected directions were obtained for most measures apart from NART-IQ: more intact brain structure, lower age and higher education were all associated with higher levels of pattern expression.
Reasoning
Reasoning performance was uniquely associated with pattern expression, age, education and NART-IQ in the expected directions. The unique variance contributed to Reasoning performance by the RANN pattern was 16.8%, with a total joint variance contribution by all measures of 42.0%. The full bivariate correlations showed associations of performance with all measures in the expected direction: positive associations with brain structure, NART-IQ and education, negative associations with age and residual activation. In full bivariate correlations, pattern expression was associated positively with education, and negatively with residual activation; under partial correlations, the residual activation retained its negative relationship to pattern expression, and age was associated positively with the pattern score (see Table 7 ).
Speed
Speed performance (¼negative reaction time) showed unique associations with the pattern score, age and NART-IQ in partial correlations with expected directionality. The unique variance contributed to Speed performance by the RANN pattern was only 4.8%, with a total joint variance contribution by all measures of 35.9%. In full bivariate correlations, additional associates were shown by residual activation and brain structure with expected directionality. No unique associations with pattern score were found in partial correlations apart from a positive association with residual activation; however, in bivariate correlations additional negative and positive associations with age and brain structure, respectively, appeared (see Table 8 ).
Vocabulary
Of all reference abilities, Vocabulary presents the most number of associations with performance in partial correlations. Further, these partial correlations show a positive association of performance with age. Beyond age, residual activation was associated negatively with performance, while pattern expression, education and NART-IQ was associated positively with performance. Pattern expression showed partial correlations with residual activation, age and mean cortical volume. The unique variance contributed to Vocabulary performance by the RANN pattern was 7.8%, with a total joint variance contribution by all measures of 53.7%. For the full bivariate correlations, residual activation was associated negatively with performance, while age, education and NART-IQ showed positive associations (see Table 9 ).
Collinearity of behavioral performance and pattern scores
Our analysis paid no heed to possible collinearities of our pattern scores between the reference domains. Ideally, the pattern score pertaining to the reference domains should be independent of one another. However, even behavioral performance in the four domains was collinear. For behavioral performances, the only pairing that was not significant was R (SPEED, VOCAB) ¼ 0.11, p ¼ .07. All other pairings are Table 2 Most prominent loadings for the Memory RANN. Shown are local maxima that fulfilled jZj>4.75, CS > 100, and were at least 3 voxels (¼9 mm) apart. Apart from the AAL label, we also show the Z-value obtained from a forward-inference (¼P (Activation j Function)) from the meta-analytic website http://www.neurosynth.org/, where "episodic memory" was input and 270 studies were obtained. Table 3 Most prominent loadings for the Reasoning RANN. Shown are local maxima that fulfilled jZj>4.75, CS > 100, and were at least 3 voxels (¼9 mm) apart. Apart from the AAL label, we also show the Z-value obtained from a forward-inference (¼P (Activation j Function)) from the meta-analytic website http://www.neurosynth.org/, where "reasoning" was input and 147 studies were obtained. Table 4 Most prominent loadings for the Speed RANN. Shown are local maxima that fulfilled jZj>4.75, CS > 100, and were at least 3 voxels (¼9 mm) apart. Apart from the AAL label, we also show the Z-value obtained from a forward-inference map from the meta-analytic website Neurosynth, where "speed" was input and 162 studies were obtained. significantly positively correlated at p < .0001. The derived activation patterns were less collinear. We found three (of six) correlations between pattern scores that are significant: R (MEM, SPEED) ¼ 0.29, p < .0001; R (MEM, VOCAB) ¼ 0.22, p ¼ .0004; and R (SPEED, VOCAB) ¼ 0.56, p < .0001.
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Discussion
In this paper, we derived four reference ability neural network (RANN) activation patterns, representing the cognitive domains of Memory, Reasoning, Speed, and Vocabulary in a large sample of adults across the age-range. Our approach, which combined Principal Components Analysis with a subsequent brute-force search, optimized not only brain-behavioral correlations, but also cognitive specificity of the RANNs. Our approach achieved quasi out-of-sample indicator and brainbehavioral correlations that far exceeded chance. Indeed, replication success produced significant correlations (p < .01) with reference abilityspecific indicator variables for all 1000 iterations of a Monte-Carlo 5-fold Table 6 Results for the Memory Domain. *p < .05, **p < .01, ***p < .001, ****p < .0001. Upper triangular part: partial correlations; lower triangular part: full bivariate correlations. Of particular interest is the first row, which shows unique contributions to Memory performance. cross-validation procedure, while brain-behavioral correlations showed some variability and gave significant correlations with behavior for Memory in 100% of the 1000 iterations, 99% for Reasoning, 43% for Speed, and 75% for Vocabulary. Success of quasi out-of-sample replication tracked the amount of unique variance accounted for in behavioral performance by the derived RANN patterns, and confirmed the following descending order: Memory, Reasoning, Vocabulary, and Speed. This ranking speaks to the success of achieving a unifying neural account of both domain specificity and behavioral performance. Memory and Reasoning allow such an account. In fact, for these two reference abilities adopting approaches that focus exclusively on cognitive domain specificity (without explicit consideration of brain-behavioral correlations) achieves passable brainbehavioral correlation already by itself (data not shown). For Speed and Vocabulary this is not possible, however. Brain-behavioral correlation needed to be addressed explicitly, and out-of-sample replication was still worse than for Memory and Reasoning. Our data revealed that the neural implementation underlying task performance is not as distinct from other cognitive processes for Speed and Vocabulary as for Memory and Reasoning.
It bears mentioning here that our guiding assumptions for this report, i.e. simultaneous indicator and brain-behavioral correlation of the derived activation patterns, are very strong. While they are suitable starting points for an investigation, considerations other than the extent of empirical cross-sectional validation in the current report might come into play in the future, and modify or constrain these assumptions, leading to possibly different analytic strategies on longitudinal data to produce RANNs with better biological plausibility or better predictive utility. More data would also allow sub-setting by age with a focus on the possible topographic re-organization of these networks across the adult life span.
Few variables showed independent influences on RANN pattern utilization, and several influences on behavioral performance remain beyond pattern utilization For all four reference abilities, we examined possible drivers that influence RANN pattern scores and cognitive performance in partial correlations. Demographic variables including age, education and NART-IQ, as well as brain-health variables including mean cortical thickness and mean cortical volume, were probed for their associations with RANN pattern scores and behavioral performance in full bivariate and partial correlations. We confined our remarks in the following to the more rigorous partial-correlation results only. The picture that emerged was quite consistent, and only varied minimally by reference ability. All RANN pattern scores showed associations with residual activation, albeit with varying signs: positive for Memory, Speed, and Vocabulary, negative for Reasoning. We stress again that such across-participant associations do not follow a priori from the manner in which residual activation is computed on a single-participant basis. Residual activation had few other influences: for Memory and Reasoning there were none, for Speed residual activation was correlated positively with age, and for Vocabulary, it was negatively correlated with mean cortical thickness. Residual activation thus was selectively correlated with negative health indicators, i.e. higher age or lower cortical thickness. Only for Vocabulary was residual activation also independently associated with worse performance, otherwise it appeared as neutral. Notably absent in the partial correlations were independent influences on performance by the included brain structure measures. Otherwise performance was influenced by age, IQ and education, with slight variations across reference abilities. For Vocabulary, age was positively correlated with performance, which fits well with prior cross-sectional and longitudinal findings of a positive influence of age on VOCAB performance (Albert et al., 1988; Botwinick and Siegler, 1980) . .
Connection to wider literature
The results of the current report shed new light on the neural basis of cognition, and the influence of demographics including age, IQ and level of education, and brain structure on this neural basis. For each of the four reference abilities we derived a unique pattern. It is notable that compared to our previous analysis which did not account for behavioral performance (Habeck et al., 2016) , the new activation patterns presented in this report showed much more topographically extensive activation, with much bigger robustness as measured in our bootstrap Z-loadings. This was to be expected: despite the additional brain-behavioral constraint used in the pattern derivation which ordinarily should reduce activation, our earlier work focused only on participants in the age range 20-30, whereas the current report utilized more extensive data from the whole adult life span of ages 20-80. In both the MEM and REASON reference abilities, better behavioral performance was related to greater activation in the left lateralized rostral and caudal loci of the inferior parietal lobule (IPL), highly interconnected areas implicated in multiple cognitive abilities including complex mental arithmetic (Chochon et al., 1999) as well as bottom-up recollection processes involved in the "spontaneous retrieval of episodic details (Cabeza et al., 2008) . The MEM ability also loaded positively on the left precuneus, an area shown in non-human primate studies to be highly connected to both cortical and subcortical structures (Leichnetz, 2001) , the left superior parietal area, implicated in cognitive control processes that allow for goal-directed, top-down episodic memory retrievals (Cabeza et al., 2008, p. 618) , as well a sub-region of the Ventral Lateral Prefrontal cortex -the pars triangularis, which has been consistently implicated in episodic memory retrieval (Badre and Wagner, 2007) .
Likewise, the SPEED and VOCAB RANNs also include several notable brain areas. Several components of the limbic system, including the amygdala, orbital frontal cortex and thalamus, have positive loadings in the SPEED RANN. The limbic system has been typically associated with emotional processing, motivation and fear conditioning. For example, Ono and colleagues (Ono et al., 2000) suggested the limbic system motivated eating behaviors, operationalized as neuronal single-cell recordings in monkeys during a food-nonfood discrimination task: "the amygdala might be important in ongoing recognition of the affective significance of complex stimuli". Given the positive relationship found between activity in this set of brain areas, and decreased latencies to respond correctly on the SPEED tasks, a motivational account may fit with the data presented here, such that faster responses are subserved by the same systems implicated in motivated, often times unconscious, responses to external stimuli. The VOCAB-RANN, on the other hand, was associated with activity in the superior temporal lobe, including Brodmann areas 21 and 22 (Wernicke's area). These areas are key for speech and language generation (Friedman et al., 1998) , the processing of speech and text (Giraud et al., 2004) , and the semantic meaning of words (Chou et al., 2006; McDermott et al., 2003) . Indeed, dysfunction in the left STG has been implicated in language processing deficits that are a marked symptom of autism (Bigler et al., 2007) . Additionally, behavioral performance across the three VOCAB tasks was also associated with increased activation in the cerebellum, an area now recognized to be involved in linguistic processing (Smet et al., 2013) .
Summary
Future research might revise our derived networks with longitudinal data, advanced analytic techniques, age-stratification and other requirements beyond brain-behavioral and indicator correlations across the adult life span. However, for now, we have derived activation pattern for four different cognitive reference abilities that could predict the appropriate reference-domain label and cognitive performance out of sample, far exceeding chance level. Participant expression of these patterns displayed associations with age, education and IQ with consistent directionality: older, less educated and less intelligent participants with poorer brain-structural health manifested these patterns to a lesser degree. Residual activation orthogonal to the patterns also increased with age and poorer brain-structural health, and for Vocabulary was associated with worse performance as well. While the RANN patterns were derived to give significant accounts of cognitive performance and were revealed to be influenced by age, education, IQ, these variables mostly retained significant associations with performance beyond the influence of the patterns.
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