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Abstract
In this thesis, we present a study of Voiculescu's R-transform from the complex and harmonic analysis
point of view. This study is based on the unpublished notes [4] of James Mingo and Roland Speicher, in
which the main feature is the phenomenon of analytic subordination. Thus, this thesis is not an original
research, but author's own understanding (of the aforementioned book [4]) and comments on this particular
topic in free harmonic analysis.
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Chapter 1
Introduction
A random matrix is simply a matrix of random variables. Thus, let Xn = [aij ] be a n  n random
matrix, where each aij is a complex-valued random variable dened on some probability space (
;F; P ). The
empirical spectral distribution Xn of Xn is the random probability measure dened by
Xn =
1
n
nX
j=1
j ;
where j = j(!) (1  j  n) are the eigenvalues of the numerical matrix Xn(!) = [aij(!)] for ! 2 
. (Here
the multiplicity of each eigenvalue is counted in the realization Xn(!).) The knowledge of the (random)
spectrum of Xn is equivalent to that of the measure Xn .
The random matrix ensemble Xn is said to be selfadjoint (resp., symmetric) if each realization Xn(!) is a
selfadjoint (resp., symmetric) matrix. In both cases, the empirical spectral distribution Xn is supported on
the real line R. Moreover, given a probability measure  on R, we say that Xn converges weakly in probability
to  (and denote this by Xn ) ) if for any given " > 0 and for any bounded and continuous function
f : R! R, one has
lim
n!1P ( ! 2 
 j j
Z
R
fdXn  
Z
R
fdj > ") = 0:
To simplity our discussion, we focus on the symmetric case in which the variable aij takes values in
R. In addition to the symmetric structure on Xn, we introduce further some independence and moment
conditions to the entries aij . We assume that (i) the family faii : i 2 Ng of diagonal entries is independent
and identically distributed (i.i.d.) and so is the family faij : i; j 2 N; i < jg of variables in the upper diagonal
part of our matrix ensemble, (ii) the diagonal family faii : i 2 Ng is independent from the upper diagonal
family faij : i; j 2 N; i < jg, (iii) Eaij = 0 and Ea2ij = 1. We call such a random matrix Xn a Wigner
matrix. Under the above assumptions, Wigner proved that
1p
n
Xn ) ;
where the limit distribution  is the semicircle law dened by
d(t) =
1
2
p
4  t2dt; t 2 [ 2; 2]:
(See [5] for a proof of Wigner's result.)
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The preceding result shows that the spectrum of n 1=2Xn is determined asymptotically by a deterministic
(i.e., non-random) distribution in high probability as the dimension n ! 1. After knowing this result, we
ask a natural question as follows.
Problem 1. What can we say about the asymptotic behavior of the spectrum for any reasonable function
f

n 1=2X(1)n ; n 1=2X
(2)
n ;    ; n 1=2X(p)n

in several such Wigner random matrices?
For examples, the function f could be as simple as the elementary polynomials like f(x1; x2) = x1 + x2
or f(x1; x2) = x1x2 for p = 2.
While the general case of the problem remains open to date, Voiculescu gave an answer to the case
f(x1; x2) = x1 + x2 in his 1991 paper [6]. More precisely, consider two Hermitian random matrix ensembles
Xn and Yn satisfying the following conditions:
1. All entries of Xn are independent to that of Yn,
2. For any nn unitary matrix U , the joint probability distribution of the entries in the unitary conjugation
UYnU
 is the same as the joint probability distribution of the original entries in Yn,
3. There exist two deterministic probability distributions  and  such that Xn )  and Yn ) .
Then Voiculescu showed that the sum f(Xn; Yn) = Xn+Yn converges weakly in probability to a deterministic
probability distribution , the free convolution of the measures  and  (See Chapter 3 for the construction
of the free convolution.) In other words, we can now understand the asymptotics of the spectrum of Xn+Yn
by studying the measure   . In particular, if we assume that both Xn and Yn are Wigner matrices of
Gaussian entries (in order to satisfy the unitary invariance condition (2)), then we know in high probability
that the spectrum of any realization of Xn + Yn is well approximated by the free convolution    of the
semicircle law with itself. (This free convolution turns out to be another semicircle law, but with variance 2.)
Since Voiculescu discovered this connection between free probability and random matrices, free probability
theory has become an interesting subject to various communities of scientists who use large random matrices
in their models.
In this thesis we focus on the study of the free convolution  . Indeed, the measure   is dened as
the spectral measure of a + b, where a and b are two self-adjoint (non-commutative) random variables that
are free and having distributions  and , respectively. (See Chapter 3 for details.) The computation of 
relies on the addition formula of Voiculescu's R-transform, namely,
Ra+b = Ra +Rb: (1)
This is in parallel to the multiplicative property of the Fourier transform in classical probability, which
serves as a main tool for analyzing the classical convolution of probability measures. We will present the
construction of R-transform and a proof of (1). Moreover, we study analytic properties of the R-transform and
its connections with the underlying distribution. This approach to R-transform uses complex and harmonic
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analysis methods. It is largely based on the unpublished book [4] of James Mingo and Roland Speicher and
on a series of papers [8,9,10] in free harmonic analysis.
We emphasize that this thesis is not an original research, but our own summary and comments of the
free harmonic analysis chapters in the book [4].
The organization of this thesis is as follows. In Chapter 2, we review the basics of non-commutative
probability theory and the free product construction for C-probability spaces. Some useful properties of
Cauchy transform of measures will also be reviewed here. Chapter 3 contains the proof of (1) and that of
the existence of free convolution for probability distributions with bounded support. Free convolution for
distributions with nite variance is discussed in Chapter 4. Finally, we show that the formula (1) holds for
general probability distributions in Chapter 5.
3
Chapter 2
Preliminaries
2.1 Basics and Notations in Free Probability
In a purely algebraic framework, a non-commutative probability space (A; ') consists of a unital algebra
A over C and a linear functional ' : A ! C with '(1) = 1. Thus, the algebra A should be thought of as
the algebra of (not necessarily commuting) random variables that contains the multiplicative identity 1 such
that 1a = a1 = a for all a 2 A and the functional ' as the expectation on these variables. The fact that
these denitions carry a probabilistic avour can be seen from the identity '(1) = 1.
The algebra A is said to be a -algebra if there exists an operation  : A ! A such that (1) (x + y) =
x + y; (2) (xy) = yx, (3) 1 = 1, (4) (x) = x, and (5) (x) = x for all x; y 2 A and  2 C: If A
is a unital -algebra, and we have '(aa)  0 for all a 2 A, then we say that the functional ' is positive,
and that (A; ') is a -probability space. If an element a 2 A has the property a = a, then we say that a is
self-adjoint. The expectation functional ' is said to be faithful if '(aa) = 0 implies a = 0. If '(ab) = '(ba)
for all a; b 2 A, then we call ' a trace.
In the following denition, Ai being a unital subalgebra of A means that Ai is a subalgebra of A and Ai
contains the multiplicative identity 1 of A.
Denition 2. Let (A; ') be a non-commutative probability space and I be an index set.
(1) For each i 2 I, let Ai  A be a unital subalgebra. The family fAi : i 2 Ig is said to be freely
independent (or, just free for short) , if we have
'(a1a2 : : : ak) = 0
whenever k 2 N, i(j) 2 I (1  j  k), i(1) 6= i(2) 6= : : : 6= i(k   1) 6= i(k), aj 2 Ai(j), and '(aj) = 0 for all
1  j  k.
(2) A set fai 2 A : i 2 Ig of random variables is free if the unital algebras Ai = alg(1; ai) generated by
ai (i 2 I) form a free family.
(3) In the context of -probability space, random variables ai, i 2 I, are said to be free if the unital
-algebras Ai = alg(1; ai; ai ) generated by ai are free.
For a 2 (A; '), we write a = a  '(a)1.
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Example 3. Let a; b 2 (A; ') be two free random variables.
(1) By the denition of freeness, we have '(ab) = 0. On the other hand, note that
'(ab) = '((a  '(a)1)(b  '(b)1)) = '(ab)  '(a)'(b):
So, we have the result
'(ab) = '(a)'(b): (2:1)
(2) Next, we have '(aba) = 0 by denition and '(aba) = '(aba)   '(a2)'(b) + 2'(a)2'(b)  
2'(a)'(ba) = '(aba)   '(a2)'(b) by straightforward calculations and the equation (2.1). Therefore, we
conclude that
'(aba) = '(a2)'(b): (2:2)
(3) Similarly, we have '(abab) = 0 by denition and
'(abab) = '(abab)  '(a2)'(b)2   '(a)2'(b2) + '(a)2'(b)2;
implying that '(abab) = '(a2)'(b)2 + '(a)2'(b2)   '(a)2'(b)2: In addition, if a commutes b then it would
follow that
'(abab) = '(a2b2) = '(a2)'(b2):
Hence, we have the product of their variances
'(a)'(b) = 0:
In particular, this shows that two classical random variables cannot exhibit freeness, unless one of them is a
constant (and hence deterministic) random variable.
Lemma 4. Let (A; ') be a non-commutative probability space, and let (Ai)i2I be a freely independent family
of unital subalgebras of A. Let k; l 2 N and i(1); : : : ; i(k); j(1); : : : ; j(l) be indices in I with
i(1) 6= i(2) 6= : : : 6= i(k) and j(1) 6= j(2) 6= : : : 6= j(l)
and let as 2 Ai(s); bt 2 Aj(t) such that '(as) = '(bt) = 0 for 1  s  k; 1  t  l: Then, we have
'(a1 : : : akbl : : : b1) =
8<: '(a1b1) : : : '(akbk) if k = l; and i(1) = j(1); : : : ; i(k) = j(k)0 otherwise.
Proof. One has to iterate the following observation: either we have i(k) 6= j(l), in whcih case
'(a1 : : : akbl : : : b1) = 0
by freeness, or we have i(k) = j(1), which implies that
'(a1 : : : akbl : : : b1) = '(a1 : : : ak 1[(akbl) + '(akbl)1]bl 1 : : : b1)
= '((akbl)
)'(a1 : : : ak 1bl 1 : : : b1) + '(akbl)'(a1 : : : ak 1bl 1 : : : b1)
= 0 + '(akbl)'(a1 : : : ak 1bl 1 : : : b1):
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Proposition 5. Let (A; ') be a non-commutative probability space, let (Ai)i2I be a freely independent family
of unital subalgebras of A, and let B be the subalgebra of A generated by Si2I Ai: If 'jAi is a trace for i 2 I;
then 'jB is a trace.
Proof. We observe that every element of B can be written as a linear combination of 1 and elements of
the form a1 : : : an for n 2 N; i(1); : : : ; i(n) 2 I and i(1) 6= : : : 6= i(n); ap 2 Ai(p) for all 1  p  n. Since
ai = a

i + '(ai)1, we may assume that '(ai) = 0 for i = 1; 2; : : : ; n: It suces to prove the assertion
for a and b of the special form a = a1 : : : ak and b = blbl 1 : : : b1 with ap 2 Ai(p) and bq 2 Aj(q), where
1  p  k; 1  q  l; i(1); : : : ; i(k); j(1); : : : ; j(l) 2 I; i(1) 6= : : : 6= i(k); j(1) 6= : : : 6= j(l), and such that
'(a1) = : : : = '(ak) = '(b1) = : : : '(bl) = 0: But in this situation we can apply Lemma 4 and get
'(ab) = '(a1 : : : akbl : : : b1) =
8<: '(a1b1) : : : '(akbk) if k = l; i(1) = j(1); : : : i(k) = j(k)0 otherwise;
'(ba) = '(bl : : : b1a1 : : : ak) =
8<: '(blal) : : : '(b1a1) if k = l; i(1) = j(1); : : : ; i(k) = j(k)0 otherwise:
Since ' is trace on Ai for each i 2 I; we conclude that '(ab) = '(ba):
Let A1;A2 be two subalgebras in (A; '). If A1;A2 are free, we have the following result:
Theorem 6. If a1; a2; : : : ; ak 2 A1; b1; b2; : : : ; bk 2 A2; then '(a1b1a2b2 : : : akbk) can be written as a sum
of terms of the form
'(ai1); : : : ; '(air ); '(bj1); : : : ; '(bjt); '(c1d1c2d2; : : : cldl)
where i1; : : : ; ir; j1 : : : ; jt 2 f1; 2; : : : ; kg, l < k, and c1; : : : cl 2 A1; d1 : : : ; dl 2 A2:
Proof. We prove this theorem by the mathematical induction. The case k = 1, which is the result of
Lemma 4. Suppose that for the case k < n, the statement is true. Now, consider the case k = n. Let
S = a1b1 : : : an 1bn 1, then
'(a1b1 : : : anbn) = '(Sanbn) = '(S(a

n + '(an))(b

n + '(bn)))
= '(Sanb

n) + '(an)'(Sb

n) + '(bn)'(Sa

n) + '(an)'(bn)'(S):
Note that S = (a1 + '(a1))(b

1 + '(b1)) : : : (a

n 1 + '(an 1))(b

n 1 + '(bn 1)): Then, by freeness,
'(a1b

1 : : : a

nb

n) = 0 and '(a

1b

1 : : : b

n 1a

n) = 0:
In addition, bn 1bn 2 A2: Hence, the case k = n is also true. By the mathematical induction, we complete
the proof.
Now, we observe that
(a+ b)n =
X
i1+:::+ik+j1+:::+jk=n
'(ai1bj1 : : : aikbjk)
where i1; i2; : : : ; ik; j1; j2; : : : ; jk are non-negative integers. Thus, we have the following Corollary:
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Corollary 7. If a; b are free in a non-commutative probability space, then for n 2 N, '((a + b)n) =
P2n('(a); '(a
2) : : : ; '(an); '(b); '(b2) : : : ; '(bn)) where P2n is a polynomial in 2n variables.
Proof. Apply Theorem 6 to the case of A1 = alg(1; a) and A2 = alg(1; b).
2.2 Construction of Free Product of -Probability Spaces
Given (Ai; 'i)i2I be a family of non-commutative probability spaces. For each i 2 I; we let Ai = ker('i):
For every n 2 N and i(1); : : : ; i(n) 2 I such that i(1) 6= i(2) 6= : : : 6= i(n), we set
Wi(1);:::;i(n) = spanfa1 : : : anja1 2 Ai(1); : : : an 2 Ai(n)g;
where the span of the non-redicuible words of letters over C. We introduce the vector addition and scalar
multiplication on Wi(1);:::;i(n) so that Wi(1);:::i(n) becomes a vector space over C. Given a; b 2Wi(1);:::;i(n) and
 2 C, a+ b and   a is dened as follows:
a+ b 
X
finite
a1:::ana1 : : : an +
X
finite
b1:::bnb1 : : : bn;
  a 
X
finite
(a1:::an)a1 : : : an;
where
a =
X
finite
a1:::ana1 : : : an; and b =
X
finite
b1:::bnb1 : : : bn (aj ; bj 2 Ai(j) for 1  j  n; a1:::an ; b1:::bn 2 C:)
Then, we consider the following set:
A = C1
1M
n=1
M
i(1);:::;i(n)2I;
i(1) 6=::: 6=i(n)
Wi(1);:::;i(n); (2:3)
where 1 is just a symbol. Observe that C1 = fr1 : r 2 Cg is a vector space obviously, and hence A is the
direct sum of vector spaces, which implies that A is also a vector space.
We introduce the multiplication on A so that it becomes a unital algebra. Given ;  2 C,
a = a1a2 : : : as and a
0 = a01a
0
2 : : : a
0
t
where a1 2 Ai(1); : : : ; as 2 Ai(s) and a01 2 Aj(1); : : : ; a0t 2 Aj(t) with i(1); : : : ; i(s); j(1); : : : ; j(t) 2 I and
i(1) 6= i(2) 6= : : : 6= i(s); j(1) 6= j(2) 6= : : : 6= j(t): 1 1 is dened by ()1, and so is 1 1. 1 a and a 1
are both dened by ()a1a2 : : : as: The multiplication of a a0 can proceed by induction on s+t. If i(s) 6= j(1),
then a  a0 is simply dened as a1a2 : : : asa01a02 : : : a0t: If i(s) = j(1); we note that asa01 = 'i(s)(asa01)+ (asa01);
and consider the element (a1 : : : as 1)  (a02 : : : a0t) which is dened by the induction hypothesis. Then dene
the product of a and a0 to be
a  a0 = a1a2 : : : as 1(asa01)a02 : : : a0t + 'i(s)(asa01)(a1 : : : as 1)  (a02 : : : a0t):
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Now, for elements a; a0 2 A, say a = 1 + P
finite
iai(1) : : : ai(k); a
0 = 1 +
P
finite
ja
0
j(1) : : : a
0
j(s): The product
of a and a0 is dened as
a  a0 = ()1 +
X
finite
ja
0
j(1) : : : a
0
j(s) +
X
finite
iai(1) : : : ai(k) +
X
finite
ijai(1) : : : ai(k)a
0
j(1) : : : a
0
j(s):
Then a  a0 2 A, and it is easy to verify that it satises the associative law and distributive law. Hence, A is
an algebra. Note that for each i 2 I; the algebra Ai is naturally embedded inside A via Ai = C1 Wi (we
identify the unit 1 = 1Ai .) Hence, for each i 2 I; Ai can be regarded as a subalgebra of A:
A is called the free product of algebras (Ai)i2I , and A is denoted by i2IAi. The free product of the
linear functionals (')i2I is dened as the unique linear functional ' : A ! C which satises '(1) = 1 and
'(a) = 0 if a 2 Wi(1);:::;i(s) for every s 2 N and every i(1); : : : i(s) 2 I are such that i(1) 6= i(2) 6= : : : 6= i(s):
The notation used for this functional ' is i2I'i. Then the corresponding non-commutative probability space
(A; ') is called the free product of non-commutative probability spaces (Ai; 'i), for i 2 I; and one writes
(A; ') = i2I(Ai; 'i):
Thus, it is obvious that (Ai)i2I are free in (A; '): On the other hand, we observe that for b 2 Ai
'(b) = '(b + 'i(b)) = '(b) + 'i(b)1 = 'i(b):
Hence, we have the following result for free product of non-commutative probability spaces:
Theorem 8. Let (Ai; 'i)i2I be a family of non-commutative probability spaces, and let (A; ') be their free
product. Then Ai  A; 'jAi = 'i for all i 2 I and (Ai)i2I are free in (A; '):
Proposition 9. Let (Ai; 'i)i2I be a family of non-commutative probability spaces, and let (A; ') be their
free product. If 'i is a trace for i 2 I then ' is a trace on A.
Proof. Since (Ai)i2I are free and 'jAi = 'i is a trace for each i 2 I, Proposition 5 implies that ' is a trace
on the subalgebra generated by [i2IAi which is all of A:
If (Ai; 'i)i2I are not only non-commutative probability spaces, but -probability spaces. We dene A as
(2.3), and then we have the -operation on A maps Wi(1);:::;i(n) onto Wi(1);:::;i(n), via the formula
(a1 : : : ak)
 = ak : : : a

1
where aj 2 Ai(j); 1  j  k; i(1); : : : ; i(k) 2 I are such that i(1) 6= : : : 6= i(k): This immediately implies that
'(a) = '(a) for all a 2 A where ' = i2I'i.
Theorem 10. Let (Ai; 'i)i2I be a family of -probability spaces. Then the corrpesonding free product (A; ')
is also a -probability space; that is, ' is positive.
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In order to prove Theorem 10, we review some results of positive matrices. Note that for a matrix
A 2Mn(C), the following are equivalent:
(1) A is positive;
(2) A is self-adjoint and all its eigenvalues are in [0;1) ;
(3) A can be written in the form A = XX for some X 2Mn(C) ;
(4) hA; i  0 for  2Mn(C):
Denition 11. Given A = (aij) and B = (bij) in Mn(C); the Schur product of A and B is the matrix
S = (aijbij)
n
i;j=1:
Lemma 12. Let A = (aij) and B = (bij) be two positive matrices in Mn(C): Then, the Schur product
S = (aijbij) is a positive matrix.
Proof. For  = (1; 2; : : : ; n) 2 Cn, we have
hS; i =
nX
i;j=1
aijbijji:
Since A is positive, A = XX where X = (xij) 2 Mn(C): Hence, for 1  i; j  n; we have aij =
nP
k=1
xkixkj :
Thus,
hS; i =
nX
i;j;k=1
xkixkjbijji =
nX
k=1
nX
i;j=1
bij(jxkj)(ixki) =
nX
k=1
hBk; ki  0
where k = (1xk1; : : : ; nxkn) 2 Cn for 1  k  n:
Lemma 13. If A is a unital -algebra equipped with a linear functional ' : A ! C, then the following
statements are equivalent:
(1) ' is positive;
(2) for all n 2 N; and a1; : : : ; an 2 A, the matrix ('(ai aj))ni;j=1 2Mn(C) is positive.
Proof. (2) implies (1) is obvious. Now, given n 2 N, and a1; : : : an 2 A; we consider the matrix A =
('(ai aj))
n
i;j=1. For  = (1; : : : ; n) 2 Cn; we have
hA; i =
nX
i;j=1
'(ai aj)ji = '(
nX
i;j=1
jia

i aj)
= '((
nX
i=1
iai)
(
nX
i=1
iai))  0:
Now, we start to prove the positivity of '; that is, Theorem 10. At rst, by Lemma 3, for i(1) 6= : : : 6= i(n);
and j(1) 6= : : : 6= j(m); we have the following observation that
(i(1); : : : ; i(n)) 6= (j(1); : : : ; j(m))) '(ab) = 0 (2:4)
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for all a 2Wi(1);:::;i(n), and b 2Wj(1):::;j(m). Now, we consider an element a 2 A and write it as
a =
NX
n=0
X
i(1);:::;i(n)2I;
i(1)6=::: 6=i(n)
ai(1):::i(n)
for some N  0 and where ai(1):::i(n) 2 Wi(1);:::;i(n) for 0  n  N and i(1); : : : ; i(n) 2 I are such that
i(1) 6= i(2) 6= : : : 6= i(n): Thus,
'(aa) =
NX
m;n=0
X
i(1);:::;i(n)2I;
i(1) 6=:::6=i(n)
X
j(1);:::;j(m)2I;
j(1) 6=::: 6=j(m)
'(ai(1);:::;i(n)aj(1);:::;j(m))
=
NX
n=0
X
i(1);:::;i(n)2I;
i(1)6=::: 6=i(n)
'(ai(1);:::;i(n)ai(1);:::;i(n));
where at the last equality sign we made use of the implication (2.4).
Therefore, it suces to show that '(bb)  0 for b 2 Wi(1);:::;i(n). Now, we x such a b, and write it as
b =
pP
k=1
a
(k)
1 : : : a
(k)
n , where a
(k)
m 2 Ai(m) for 1  m  n; 1  k  p: Thus, we have
'(bb) =
pX
k;l=1
'((a
(k)
1 : : : a
(k)
n )
  (a(l)1 : : : a(l)n )) =
pX
k;l=1
'(a(k)n : : : a
(k)
1  a(l)1 : : : a(l)n )
=
pX
k;l=1
'(a
(k)
1 a
(l)
1 ) : : : '(a
(k)
n a
(l)
n ) by Lemma 3
=
pX
k;l=1
'i(1)(a
(k)
1 a
(l)
1 ) : : : 'i(n)(a
(k)
n a
(l)
n ):
The last equality hold since 'jAi = 'i for all i 2 I. Now, for 1  m  n; let the matrix Bm =
('i(m)(a
(k)
m a
(l)
m ))
p
k;l=1 2Mp(C), and let S be the Schur product of B1B2 : : : Bn: By Lemma 13, B1; : : : Bn are
positive, and hence by Lemma 12, S is positive. Finally, we note that '(bb) = sum of all entries in the Schur
product B1 : : : Bn = S; therefore, '(b
b) = hS; i  0 where  = (1; 1; : : : ; 1) 2 Cp. Thus, we complete the
proof of Theorem 10.
We remark that the free product state ' is faithful if all 'i are faithful, see [2] for a proof.
2.3 Free Product of C-Probability Spaces
We recall that A is a unital C algebra if A is a unital -algebra which is endowed with a norm k  k :
A ! [0;1) such that (A; k  k) is a Banach space, and for all a; b 2 A; kabk  kak  kbk and kaak = kak2.
A C probability space is a -probability space (A; ') where the -algebra A is required to be a unital
C algebra.
In the beginning of this section, we consider the framework of -probability space. For a -probability
space (A; '), we say that (H;; ) is a triple which represent (A; ') means that H is a Hlibert space, and
 : A ! B(H) is a unital -homomorphism and  2 H such that '(a) = h(a); i for a 2 A.
10
Let (A; ') be a -probability space. Consider the positive denite sesquilinear form on A dened by
ha; bi = '(ba) for all a; b 2 A: Let N = fa 2 Ajha; ai = 0g. Since jha; bij2 = j'(ba)j2  '(aa)'(bb); N
also can be described as fa 2 Ajha; bi = 0 for all b 2 Ag and is therefore a vector subspace of A: Now, if we
consider (A=N ; h; i), then (A=N ; h; i) is an inner product space. Furthermore, if we take the completion of
(A=N ; h; i), it becomes a Hilbert space and we denote it by L2(A; '):
Remark 14. If we consider the linear map from A into L2(A; ') by a ! a^, then fa^ja 2 Ag is a dense
subspace of L2(A; ') and ha^; b^i = '(ba); a; b 2 A:
Proposition 15. Let (A; ') be a -probabiity space, and we assume that
A = spanfu 2 Aju is a unitaryg: (2:5)
Then for all a 2 A; there is a unique (a) 2 B(L2(A; ')) such that (a)b^ = bab for all b 2 A: The map
 : A ! B(L2(A; ')) so dened is a unital -homomorphism. Moreover, the triple (L2(A; '); ; 1^) is a
representation of (A; '); where 1^ is dened according to the conventions of notation in Remark 14, with
1 = 1A; the unit of A:
Proof. Given a 2 A. It is obvious that the map b^ ! bab is linear. Now, we claim that the map is bounded.
That is, there is k(a)  0 such that
k babk  k(a)kb^k; for all b 2 A: (2:6)
Let a set C be the collection of all a 2 A with the property: there is k(a) > 0 such that (2.6) holds. Then, it
is easy to see that C is a vector space. On the other hand, if u 2 A is a unitary, then
kcubk = hcub;cubi1=2 = '(buub)1=2 = '(bb)1=2 = kb^k for all b 2 A:
Thus, C contains all the unitaries of A. By our assumption of A, A  C: Hence, this map is bounded. Since
fb^jb 2 Ag is dense in L2(A; '), there is a unique (a) 2 B(L2(A; ')) such that (a)b^ = bab, for b 2 A:
We note that for a 2 A, h(a)1^; 1^i = ha^; 1^i = '(1a) = '(a): Hence, (L2(A); ; 1^) is a representation of
(A; '):
This representation of (A; ') described in Proposition 15 is called the GNS representation.
Proposition 16. Let A is a unital C-algebra, then A = spanfu 2 Aju is a unitary g:
Proof. Note that for each a 2 A, a can write as the span of two selfadjoint elements as follows:
a =
a+ a
2
+ i
a  a
2i
:
It suces to prove a 2 A is the span of unitaries under the assumption that a = a and kak  1: Now we
consider u = a+ i
p
1  a2, then
uu = (a  i
p
1  a2)(a+ i
p
1  a2) = 1 = (a+ i
p
1  a2)(a  i
p
1  a2) = uu:
Thus, u is a unitary and a = (u+ u)=2: Hence, a is the linear combination of unitaries.
11
Remark 17. By Propisition 16, we know that the the hypothesis (2.5) that A is the linear span of its
unitaries is for instance satised whenever A is a unital C-algebra. However, the hypothesis (2.5) cannot
be removed if we consider -probability space instead of C-probability space. In this case, we may not have
the boundedness of the operator bb! bab on L2(A; '). For example, let  be the standard normal distribution
on R. Consider
A = L1 (R; ) =
\
1p<1
Lp(R; );
and ' : A ! C is dened by
'(f) =
Z 1
 1
f(t)d(t); f 2 A:
If we dene f = f; (A; ') becomes a -probability space. It is obvious that
'(ff) =
Z
R
jf(t)j2d(t) = 0 ) f = 0    a.e:
Thus, L2(A; ') is the completion of the space (A; h; iA). We are going to prove that L2(A; ') = L2(R; ). At
rst, we observe that the inner product h; iA on A induces the same norm as L2(R; ): Now, let f 2 L2(A; ').
Case 1: f is from (A; h; iA), then f 2 L2(R; ) since f 2 A. Case 2: f is a limit point of (A; h; iA), then we
can nd g 2 (A; h; iA) such that kf   gkL2() < 1: Thus, we haveZ
R
jf(t)j2d(t) =
Z
R
(jf(t)  g(t)j+ jg(t)j)2d(t)  2
Z
R
jf(t)  g(t)j2d(t) + 2
Z
R
jg(t)j2d(t)
< 2 + 2
Z
R
jg(t)j2d(t) <1;
which implies that f 2 L2(R; ): Conversely, given f 2 L2(R; ); then there is a sequence of simple functions
fn 2 L2(R; ) such that kfn   fkL2() ! 0 as n ! 1: Note that for each n 2 N; simple function fn 2 A.
Hence, f is a limit point of A, and therefore f 2 L2(A; '): As a result, L2(A; ') = L2(R; ):
If we let f(t) = t on R, then f 2 A, and for n 2 N; consider gn = 1=
p
CnI[n;n+1] where Cn = ([n; n+1]).
Then gn 2 L2(A; ') with kgnkL2() = 1, and we have
kfgnk2L2() =
Z
R
jf(t)gn(t)j2d(t) = 1
Cn
Z n+1
n
t2d(t)  1
Cn
Z n+1
n
n2d(t) = n2 !1 as n!1:
Thus, the map g ! fg is not a bounded operator on L2(A; '): Therefore, A doesn't have the property (2.5);
as a result, A is not a C-algebra with respect to any given norm. Alternatively, we can show directly that
A 6= spanfu 2 Aju is a unitary g as follows: suppose that A is the linear span of its unitaries. Note that
if u is a unitary in A, u(t)u(t) = ju(t)j2 = 1  a.e. Let f(t) = t. Under our assumption, there are nite
complex numbers 1; : : : ; n and unitaries u1; : : : ; un such that
f(t) =
nX
j=1
juj(t):
Then we have
jf(t)j 
nX
j=1
jj jjuj(t)j =
nX
j=1
jj j <1    a.e;
which contradicts to the fact that f is not bounded -a.e.
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Denition 18. Let A be a unital -algebra. Let H be a Hilbert space and  : A ! B(H) be a unital
-homomorphism. A vector  2 H is said to be cyclic for  if f(a)ja 2 Ag = H:
We note that f(a)1^ja 2 Ag = fca1ja 2 Ag = fa^ja 2 Ag; and hence 1^ is cyclic for GNS representation
 : A ! B(L2(A; ')):
Proposition 19. Let (A; ') be a -probability space, and assume that (A; ') satises the hypothesis of
Proposition 15. Let (H; ; ) be a representation of (A; ') such that  is cyclic for . Then (H; ; ) is unitarily
equivalent to the GNS representation (L2(A; '); ; 1^). That is, there is a linear operator U : L2(A; ') ! H
which is bijective and norm preserving such that U(1^) =  and U(a)U = (a) for all a 2 A:
Proof. At rst, for a 2 A; we observe that
k(a)k2 = h(a); (a)i = h(a)(a); i = h(aa); i = '(aa) = ha^; a^i = ka^k2:
Thus, we have k(a)k = kak: Now, we dene U0 : fa^ja 2 Ag ! H by U0(a^) = (a): If a^ = b^, then we have
0 = ka^  b^k = k[a  bk = k(a  b)k = k(a)   (b)k ) (a) = (b):
Thus, U0 is well-dened, and it is linear and isometric obviously. There is a continuous extension U of U0 such
that U : L2(A; ')! H is linear norm-preserving with U jfa^ja2Ag = U0: Since U is isometric and L2(A; ') is
complete, we have range(U) is also complete, hence it is closed in H. On the other hand, H = range(U0) =
f(a)ja 2 Ag  range(U) where the rst equality hold since  is cyclic for : Therefore, H = range(U):
Finally, U(1^) = (1) =  and for b 2 A, we have U(a)b^ = U bab = (ab) = (a)(b) = (a)Ub^. Hence,
U(a) = (a)U which implies U(a)U = (a):
Let A be a unital -algebra, and let  : A ! B(H) be a unital -homomorphism, an element  2 H is
called separating for  if the map a 7 ! (a) is one-to-one.
Proposition 20. Let (A; ') be a -probability space, which satises the hypothesis of Proposition 15. Then
' is faithful if and only if 1^ is a separating for .
Proof. Suppose that 1^ is separating for . Given '(aa) = 0. Then
0 = h(a)1^; (a)1^i = k(a)1^k2 ) (a)1^ = 0) a = 0:
Thus, ' is faithful. Conversely, if ' is faithful, we assume that (a)1^ = 0, and hence a^ = 0. Then, we have
'(aa) = h(aa)1^; 1^i = h(a)1^; (a)1^i = ha^; a^i = ka^k2 = 0:
Therefore, ' is faithful implies a = 0:
According to the Proposition 20, we obtain a result: if ' is faithful, then  : A ! B(L2(A; ')) is
one-to-one.
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Lemma 21. Let (A0; '0) be a -probability space such that '0 is a faithful trace. Suppose that A0 satises
the hypothesis of Proposition 15, and consider the GNS representation (L2(A0; '0); ; 1^), as described in that
proposition. Let A = (A0)  B(L2(A0; '0)). If T 2 A is such that T 1^ = 0, then T = 0:
Proof. For a; b; c 2 A0; we have
h(c)a^; b^i = h bca; b^i = '(bca) = '(abc) = h(c)1^; cbai:
For T 2 A; we can approximating T by (c); c 2 A0, so hT a^; b^i = hT 1^; cbai for all a; b 2 A0: Now, let T 2 A
such that T 1^ = 0; then hT a^; b^i = 0 for all a; b 2 A0, which implies T = 0 on fa^ja 2 A0g: Since fa^ja 2 A0g is
dense on L2(A0; '0) and T is a bouned linear operator, we obtain T = 0.
Theorem 22. Let (Ai; 'i)i2I be C-probability spaces such that the functionals 'i : Ai ! C; i 2 I, are
faithful traces. Then there is a C-probability space (A; ') with ' a faithful trace, and a family of norm-
preserving unital -homomorphisms Wi : Ai ! A; i 2 I, such that:
(1) ' Wi = 'i, for i 2 I;
(2) the unital C subalgebras (Wi(Ai))i2I form a free family in (A; '):
Proof. In order to construct (A; '), let us rst consider the free product of -probability spaces (A0; '0) =
i2I(Ai; 'i). Then, '0 is faithful trace on A0: Now, we set W = spanfu 2 A0ju is unitaryg and we claim
that W is exactly A0: For each i 2 I;
W  spanfu 2 Aiju is unitaryg = Ai )W 
[
i2I
Ai:
On the other hand,W is a -subalgebra of A0; which impliesW contains the unital -algebra of A0 generated
by
S
i2I Ai; which is all of A0:
Since (A0; '0) satises the hypothesis of Proposition 15, we consider the GNS representation (L2(A0; '0); ; 1^)
for (A0; '0): Since '0 is faithful, we have  : A0 ! B(L2(A0; '0)) is one-to-one.
Now, we consider the unital C-probability space A = (A0)  B(L2(A0; '0)). For each i 2 I; we note
that Ai  A0 = domain(), and A contains the range of Ai, we can dene a unital -homomorphism map
Wi : Ai ! A which is a restriction of : Since  is one-to-one, we have Wi is also one-to-one. Note that
Ai;A are C algebras, and Wi is -homomorphism one-to-one, which implies that Wi is norm preserving.
Let ' : A ! C be the positive linear functional dened by '(T ) = hT 1^; 1^i for T 2 A: Then, (A; ') is
a C probability space clearly. For a given T 2 A such that '(T T ) = 0, we have 0 = '(T T ) = kT 1^k2,
which implies T 1^ = 0) T = 0: Thus ' is faithful.
We observe that '((a)) = h(a)1^; 1^i = ha^; 1^i = '0(a) for all a 2 A0: In particular, ' Wi = 'i for all
i 2 I: We check ' is a trace. Given a; b 2 A, if a; b 2 (A0), then there exists unique a0; b0 2 A0 such that
(a0) = a; (b0) = b since  is one-to-one. Thus,
'(ab) = '  (a0b0) = '0(a0b0) = '0(b0a0) = '  (b0a0) = '(ba):
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Now, if a; b 2 A, then there are two sequences fang1n=0; fbng1n=0 such that an ! a; bn ! b as n!1: Then,
'(ab) = lim
n!1'(anbn) = limn!1'(bnan) = '(ba):
Finally, we check that fWi(Ai)gi2I are free in (A; '): For n 2 N, given i(1) 6= : : : 6= i(n) in I, and
aj 2 Wi(j)(Ai(j)) with '(aj) = 0 where j = 1; : : : ; n: Since Wi(j) is one-to-one for each j = 1; : : : ; n, there is
a unique bj 2 Ai(j) such that Wi(j)(bj) = aj : Thus, we have
'(a1a2 : : : an) = '(Wi(1)(b1) : : :Wi(n)(bn)) = '((b1) : : : (bn)) = '((b1 : : : bn))
= '  (b1 : : : bn) = '0(b1 : : : bn) = 0:
The last equality hold since '0(bj) = '(Wi(j)(bj)) = '(aj) = 0 and the fact that (Ai)i2I are free in
(A0; '0):
2.4 The Cauchy Transform
Notation 23. C+ = fz 2 CjIm(z) > 0g :the complex upper half plane.
C  = fz 2 CjIm(z) < 0g :the complex lower half plane.
Denition 24. Let  be a probability measure on R, and for z 2 C+; the Cauchy transform of  is dened
by
G(z) =
Z
R
1
z   td(t):
We note that for z 2 C+; t 2 R, jz   tj  Im(z)) jz   tj 1  Im(z) 1. Then,
j
Z
R
1
z   td(t)j 
Z
R
j 1
z   t jd(t) 
Z
R
1
Im(z)
d(t) =
1
Im(z)
<1:
Thus, the Cauchy transform G is well-dened.
Proposition 25. G is an analytic function on C+ with range contained in C .
Proof. Fixed z 2 C+; we let w 2 C such that Im(w) 6= 0 and jz   wj < 12 jIm(w)j: Then for t 2 R,
jz   w
t  w j <
jIm(w)j
2
1
jIm(w)j =
1
2
:
Therefore,
1X
n=0
(
z   w
t  w )
n converges uniformly to
t  w
t  z )
1
z   t =  
1X
n=0
(z   w)n
(t  w)(n+1) on jz   wj <
1
2
jIm(w)j:
Hence,
G(z) =  
1X
n=0
[
Z
R
(t  w) (n+1)d(t)](z   w)n is analytic on jz   wj < 1
2
jIm(w)j:
Finally, since z 2 C+; Im(z) > 0, we note that Im((z  t) 1) < 0 for t 2 R; and then Im(G(z)) < 0: Thus,
G(C+)  C .
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Proposition 26. Let G be the Cauchy transform of a probability measure  on R. Then
lim
y!1 iyG(iy) = 1 and supy>0;x2R
yjG(x+ iy)j = 1:
Proof. Note that
Re(G(iy)) =
Z  t
y2 + t2
d(t); and Im(G(iy)) =
Z  y
y2 + t2
d(t):
Since j( y2)=(y2 + t2)j = j   (1 + (t=y)2) 1j  1 for y > 0, and  (1 + (t=y)2) 1 !  1 as y ! 1, by
Dominated Convergence Theorem we have
yIm(G(iy)) =
Z
R
 y2
y2 + t2
d(t) =  
Z
R
1
1 + (t=y)2
d(t) !  
Z
R
d(t) =  1 as y !1:
On the other hand, for y > 0; t 2 R; jyt=(y2 + t2)j  1=2; and yt=(y2 + t2) converges to 0 as y ! 1: By
Dominated Convergence Theorem again, we have
yRe(G(iy)) =
Z
R
 yt
y2 + t2
d(t)!
Z
R
0d(t) = 0 as y !1:
Thus, we have proved the rst equality.
Now, we observe that for y > 0 and z = x+ iy,
yjG(z)j 
Z
R
y
jz   tjd(t) =
Z
R
yp
(x  t)2 + y2 d(t)  1:
Thus, sup
y0;x2R
yjG(x+ iy)j  1: By the rst part, the supremum is 1.
Before we start next theorem, we recall a classical result of R. Nevanlinna: suppose that ' : C+ ! C+ is
analytic, then there is a unique nite positive Borel measure  on R and real numbers  and , with   0
such that for z 2 C+;
'(z) = + z +
Z
R
1 + tz
t  z d(t): (2:7)
The equation (2.7) is called the Nevanlinna representation of F .
Theorem 27. Suppose G : C+ ! C  is analytic and lim sup
y!1
yjG(iy)j = c < 1: Then there is a unique
positive Borel measure  on R such that
G(z) =
Z
R
1
z   td(t) and (R) = c:
Proof. Note that  G : C+ ! C+ is analytic, then there is a unique nite positive measure  on R such that
G(z) = + z +
R
R(1 + tz)=(z   t)d(t) with  2 R and   0. First, consider Re(iyG(iy)), we obtain that
2c  Re(iyG(iy)) = y2(  +
Z
R
1 + t2
y2 + t2
d(t))   y2;
for all y > 0 large enough. This implies  = 0: Therefore, we have
y2
Z
R
1 + t2
y2 + t2
d(t) =
Z
R
1 + t2
1 + (t=y)2
d(t)  2c;
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for all y > 0 suciently large. Thus, by Monotone Convergence Theorem,
R
R(1 + t
2)d(t)  2c and hence 
has the second moment. From the imaginary part of iyG(iy) we get that for y > 0 suciently large, we have
yj+
Z
R
t(y2   1)
t2 + y2
d(t)j  2c;
which implies that  =   lim
y!1
R
R t(y
2   1)=(t2 + y2)d(t).
Since j(y2   1)=(t2 + y2)j  1 for y  1 and  has the second moment (and hence the rst moment), we
apply the Dominated Convergence Theorem and conclude that
 =   lim
y!1 t
1  y 2
1 + (t=y)2
d(t) =  
Z
R
td(t):
Hence, if we let (E) =
R
E
(1 + t2)d(t); then  is a nite measure since  has the second moment.
G(z) =
Z
R
( t+ 1 + tz
z   t )d(t) =
Z
R
1
z   t (1 + t
2)d(t) =
Z
R
1
z   td(t):
So, G is the Cauchy transform of the positive Borel measure . By Proposition 26, the imaginary part of
iyG(iy) goes to 0 and the real part is positive. As a result, we have
c = lim sup
y!1
jiyG(iy)j = lim
y!1Re(iyG(iy)) =
Z
R
(1 + t2)d(t) = (R):
Theorem 28. Suppose that  is a probability measure on R and G is its Cauchy transform. For a < b, we
have
  lim
y!0+
1

Z b
a
Im(G(x+ iy))dx = ((a; b)) +
1
2
(fa; bg): (2:8)
If 1 and 2 are probability measures with G1 = G2 , then 1 = 2:
Proof. Note that
Im(G(x+ iy)) =
Z
R
Im(
1
x  t+ iy )d(t) =
Z
R
 y
(x  t)2 + y2 d(t):
Thus, Z b
a
Im(G(x+ iy))dx =
Z
R
Z b
a
 y
(x  t)2 + y2 dxd(t) =  
Z
R
Z (b t)=y
(a t)=y
1
1 + ~x2
d~xd(t)
=  
Z
R
[tan 1(
b  t
y
)  tan 1(a  t
y
)]d(t);
where ~x = (x  t)=y:
Let f(y; t) = tan 1((b  t)=y)  tan 1((a  t)=y) and
f(t) =
8>>><>>>:
0 if t =2 [a; b]
=2 if t 2 fa; bg
 if t 2 (a; b)
:
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Then, lim
y!0+
f(y; t) = f(t), and for y > 0 and for all t, we have jf(y; t)j  : By Dominated Convergence
Theorem,
lim
y!0+
Z b
a
Im(G(x+ iy))dx =   lim
y!0+
Z
R
f(y; t)d(t) =  
Z
R
f(t)d(t)
=  (((a; b)) + 1
2
(fa; bg)):
Now, assume that G1 = G2 . By the equation (2.8), we have 1((a; b)) = 2((a; b)) for all a and b are not
atoms of 1 and not atoms of 2. Let S be the collection of atoms of 1 and 2, we note that S is countable.
Given an interval (a; b). Then, we construct a decreasing sequence fang1n=1 2 (a; b)nS such that an ! a as
n!1 as follows:
Since (a; b)nS is dense in (a; b), there is a1 in (a; b)nS such that a1 < minfa + 1; bg. Suppose that we
already have a1; : : : ; an 1, where a < ak < minfa + 1=k; bg for 1  k  n   1. Since (a; an 1)nS is dense
in (a; an 1), there is an 2 (a; an 1)nS such that an < minfa + 1=n; bg. Thus, by induction, we can dene
a decreasing sequence fang1n=0 in (a; b)nS such that a < an < a + 1=n for all n 2 N, and hence an ! a as
n!1.
By using similar way, we can construct a increasing sequence fbng1n=1 in (a; b)nS such that bn > an and
bn ! b as n!1. Thus, (a; b) = [1n=1(an; bn) where an and bn are not in S. Then, we get
1((a; b)) = lim
n!1 1((an; bn)) = limn!1 2((an; bn)) = 2((a; b)):
This shows that 1 and 2 agree on all open intervals and thus are equal.
Theorem 29. Let  be a probability measure on R with support contained in the interval [ r; r] and let G
be its Cauchy transform. Then
(1) G is one-to-one on fzjjzj > 4rg;
(2) fzj0 < jzj < 1=6rg  fG(z)jjzj > 4rg;
(3) there is an analytic function R on fzjjzj < 1=(6r)g such that G(R(z) + 1=z) = z for 0 < jzj < 1=(6r):
Proof. (1) For n 2 N; let n be the n-th moment of , and let 0 = 1: Then jnj 
R
R jtjnd(t)  rn: Let
f(z) = G(
1
z
) =
Z
R
1
1=z   td(t) = z
Z
R
1
1  tz d(t):
For jzj < 1=r and t 2 supp(), we have jztj < 1; then
1P
n=0
(zt)n converges uniformly on supp(): On compact
subsets of fzjjzj < 1=rg;
1X
n=0
nz
n+1 = z
1X
n=0
nz
n = z
1X
n=0
Z
R
tnznd(t) = z
Z
R
1X
n=0
tnznd(t)
= z
Z
R
1
1  tz d(t) = f(z):
So
1P
n=0
nz
n+1 converges uniformly to f(z) on compact subsets of fzjjzj < 1=rg: Hence,
1P
n=0
nz
 (n+1)
converges uniformly to G(z) on compact subsets of fzjjzj > rg:
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Now, suppose z1; z2 2 C; jz1j; jz2j < 1=r; then
jf(z1)  f(z2)
z1   z2 j  Re(
f(z1)  f(z2)
z1   z2 ) = Re(
Z 1
0
d
dt
[
f(z1 + t(z2   z1))
z2   z1 ]dt)
=
Z 1
0
Re(f 0(z1 + t(z2   z1)))dt:
Since
Re( znn) = Re( zn)Re(n)  j   zjnrn = jzjnrn ) Re(znn)   jzjnrn;
we have Re( znn)   jzjnrn.
We note that
1P
n=0
(zr)n converges uniformly, then
Re(f 0(z)) = Re(1 + 2z1 + 3z22 + : : :)  1  2jzjr   3jzj2r2   : : :
= 2  (1 + 2jzjr + 3(jzjr)2 + : : :) = 2  1
(1  jzjr)2 :
Now, for z 2 C such that jzj < 1=4r; Re(f 0(z))  2   1=(1   jzjr)2  2   1=(1   1=4)2 = 2=9: Hence, for
jz1j; jz2j < 1=(4r);
jf(z1)  f(z2)
z1   z2 j 
Z 1
0
Re(f 0(z1 + t(z2   z1)))dt 
Z 1
0
2
9
dt =
2
9
) jf(z1)  f(z2)j  2
9
jz1   z2j:
Therefore, f is one-to-one on fzjjzj < 1=(4r)g () G is one-to-one on fzjjzj > 4rg:
(2) For any curve   in C; w =2  ; we let Ind (w) = (2i) 1
R
 
dz=(z   w): the winding number of  
around w. Let   = fzjjzj = 1=(4r)g, and then f( ) = ff(z)jz 2  g: Since f(0) = 0 and f is one-to-one on
fzjjzj < 1=(4r)g; by the argument principle,
Indf( )(0) =
1
2i
Z
 
f 0(z)
f(z)
dz = 1:
Also for z 2 C and jzj < 1=(4r);
jf(z)j = jzjj1 + 1z + 2z2 + : : : j  jzj(2  (1 + rjzj+ r2jzj2 + : : :)) = jzj(2  1
1  rjzj )
 jzj(2  1
1  1=4) =
2
3
jzj:
If z 2 C; jzj = 1=(4r) and jf(z)j  1=(6r); then f( ) lies outside the circle jzj = 1=(6r): Thus, for w 2
fzjjzj < 1=(6r)g; Indf( )(w) = Indf( )(0) = 1 since the index is constant on connected components of the
complement of f( ): Hence,
1 = Indf( )(w) =
1
2i
Z
 
f 0(z)
f(z)  wdz:
By the argyment principle, there is a unique z 2 C; jzj < 1=(4r) such that f(z) = w: Therefore,
fzjjzj < 1
6r
g  ff(z)jjzj < 1
4r
g ) fzj0 < jzj < 1
6r
g  fG(z)jjzj < 1
6r
g:
(3) Consider the inverse function f 1 on fzjjzj < 1=(6r)g: Since f 1(0) = 0 and f 1(0) = 1=(f 0(0)) =
1 6= 0; f 1 has a simple zero at 0. We dene K(z) = 1=(f 1(z)) on fzjjzj < 1=(6r)g: Then, K has a simple
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pole at 0. Note that f 1(z) = zg(z) where g(0) 6= 0 and then (f 1)(0) = g(0) = 1; thus,
Residue(K; 0) = lim
z!0
zK(z) = lim
z!0
z
f 1(z)
=
z
zg(z)
=
1
g(0)
= 1:
Hence, R(z)  K(z)  1=z is holomophic on fzjjzj < 1=(6r)g: Now, for z 2 C; jzj < 1=(6r);
G(R(z) +
1
z
) = G(K(z)) = f(
1
K(z)
) = f(f 1(z)) = z:
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Chapter 3
Voiculescu's R-Transform Addition Formula
In this chapter, we present a proof of the R-transform addition formula
Ra+b = Ra +Rb
for free random variables a and b. We follow Haagerup's approach [1]. Our main goal (Theorem 34) is to
show the existence and uniqueness of the free convolution    for two compactly supported probability
measures  and .
Let (A; ') be a non-commutative probability space. Given a 2 A, the distribution a of the element
a 2 A is dened as the functional on the space C[X] by
a(p) = '(p(a)); p 2 C[X]
where C[X] is the space of complex polynomials in one variable. Note that the distribution a is completely
determined by the sequence of moments f'(an)g1n=1. For a xed a 2 A, we set
Ga() =
1X
n=0
'(an)
n+1
as a formal Laurent series in , and we can compute the inverse function of G as a formal Laurent series
G 1a (z) =
1
z
+
1X
n=0
nz
n;
and the R-transform of a is dened by
Ra(z) = G
 1
a (z) 
1
z
as a formal series in z. We observe that R-transfom satises Ga(Ra(z) + 1=z) = z:
Theorem 30. (R-Transform Addition Formula) If a; b 2 A are free, then Ra+b(z) = Ra(z) +Rb(z).
In order to prove this theorem, we introduce the idea of the full Fock space. At rst, we consider the
2-dimension Hilbert space H = C2 with orthonormal basis fe1; e2g where e1 = (1; 0) and e2 = (0; 1). For
each n 2 N; H
n is an inner product space where the inner product h ; iH
n : H
nH
n ! C is dened by
hh1 
 : : :
 hn; g1 
 : : :
 gniH
n =
nY
i=1
hhi; giiH ;
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for h1; : : : ; hn; g1; : : : ; gn 2 H. Since H is nite dimensional, so is H
n. As a result, H
n is a nite
dimensional inner product space, which implies that H
n is a Hilbert space. Moreover, due to the fact that
spanfei1 
 : : :
 ein j ij = 1 or 2; 8j = 1; 2; : : : ; ng is a dense subspace of H
n and dim(H
n) <1, we have
spanfei1 
 : : :
 ein j ij = 1 or 2; 8j = 1; 2; : : : ; ng = H
n: (3:1)
In addition, we let 
 be a symbol, and set C
 = f
j 2 Cg. Then, C
 is a one-dimensional Hilbert space
which is endowed the inner product h1
; 2
iC
 = 12 where 1; 2 2 C: We denote C
 as H
0. Now,
we let
F(H) =
1M
n=0
H
n = f(h0; h1; h2; : : :)jhn 2 H
n (0  n <1) and
1X
n=0
khnk2H
n <1g:
First, we show that F(H) is a vector space over C by checking that F(H) is closed under vector addition
and scalar multiplication (other conditions are obvious.) Given two elements h(1) = (h
(1)
0 ; h
(1)
1 ; : : :); h
(2) =
(h
(2)
0 ; h
(2)
1 ; : : :) 2 F(H), and  2 C. Then, kh(1)j + h(2)j k2H
j  (kh(1)j kH
j + kh(2)j kH
j )2  2(kh(1)j k2H
j +
kh(2)j k2H
j ) for 0  j <1, and Hence,
1X
j=0
kh(1)j + h(2)j k2H
j <
1X
j=0
2(kh(1)j k2H
j + kh(2)j k2H
j ) <1;
which implies that h(1) + h(2) 2 F(H).
Since kh(1)j k2H
j = jj2kh(1)j k2H
j for 0  j <1, we have
1X
j=0
kh(1)j k2H
j = jj2
1X
j=0
kh(1)j k2H
j <1:
Thus, h(1) 2 F(H):
Moreover, consider the map h ; i : F(H)F(H)! C which is dened by
h(h0; h1; : : :) ; (g0; g1; : : :)i =
1X
j=0
hhj ; gjiH
j ;
where hj ; gj 2 H
j for all 0  j < 1. It is easy to see that h ; i is an inner product on F(H), and hence
F(H) is an inner product space.
Finally, we show that F(H) is a Hilbert space by proving that the norm induced by the inner product
is complete. Given " > 0: Suppose that fh(n)g  F(H) is Cauchy. Then there is N 2 N such that for all
n;m  N , kh(n)   h(m)k < ": That is,
1X
j=0
kh(n)j   h(m)j k2H
j < "2:
Thus, kh(n)j   h(m)j k2H
j < "2 ) kh(n)j   h(m)j kH
j < ". It follows that for 0  j < 1, fh(n)j g is Cauchy in
H
j . Since H
j is complete, there is aj 2 H
j such that limk!1 h(n)j = aj :
Now, let a = (a1; a1; : : :), we claim that limn!1 h(n) = a: Given " > 0, there is N 2 N such that for
n;m  N , kh(n)   h(m)k2 < "2=2:
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Fixed n  N; note that kh(n)j   ajk2H
j = limm!1 kh(n)j   h(m)j k2H
j for each 0  j < 1. Thus, for
M 2 N,
MX
j=0
kh(n)j   ajk2H
j =
MX
j=0
lim
m!1 kh
(n)
j   h(m)j k2H
j = limm!1
MX
j=0
kh(n)j   h(m)j k2H
j
 lim
m!1
1X
j=0
kh(n)j   h(m)j k2H
j = limm!1 kh
(n)   h(m)k2  "
2
2
:
Since M is arbitrary chosen, we conclude that limn!1 h(n) = a:
Now, we show that a 2 F(H). Let n 2 N such that
1X
j=0
kaj   h(n)j k2H
j  1:
We observe that for 0  j <1; kajk2H
j  (kaj  h(n)j kH
j + kh(n)j kH
j )2  2(kaj  h(n)j k2H
j + kh(n)j k2H
j ).
Then,
kak2 =
1X
j=0
kajk2H
j 
1X
j=0
2(kaj   h(n)j k2H
j + kh(n)j k2H
j )  2 + 2
1X
j=0
kh(n)j k2H
j <1:
We call F(H) the full Fock space over H. Let ' be the vector state on B(F(H)) given by the 
. That
is, ' is dened by
'(T ) = hT
;
i; where T 2 B(F(H)): (3:2)
For i = 1; 2; we consider the linear operator li on F(H) which is determined by the formula:8>>><>>>:
li(
) = ei
li(ei1 
 ei2 
 : : :
 ein) = ei 
 ei1 
 ei2 
 : : :
 ein
where ij = 1; 2; and j = 1; 2; : : : ; n:
Now, we prove that for i = 1; 2, the linear operator li is isometric. First, for xed i = 1; 2 and n 2 N,
consider the element h1 
 : : : 
 hn, where hj 2 H for j = 1; 2; : : : ; n: Note that each hj can be written as
the form a
(j)
1 e1 + a
(j)
2 e2, where a
(j)
1 ; a
(j)
2 2 C. We claim that li(h1 
 : : : 
 hn) = ei 
 h1 
 : : : 
 hn by the
following calculation:
li(h1 
 : : :
 hn) = li[(a(1)1 e1 + a(1)2 e2)
 : : :
 (a(n)1 e1 + a(n)2 en)]
= li(
X
j1;:::;jn=1 or 2
a
(1)
j1
a
(2)
j2
: : : a
(n)
jn
ej1 
 : : :
 ejn)
=
X
j1;:::;jn=1 or 2
a
(1)
j1
a
(2)
j2
: : : a
(n)
jn
li(ej1 
 : : :
 ejn)
=
X
j1;:::;jn=1 or 2
a
(1)
j1
a
(2)
j2
: : : a
(n)
jn
ei 
 ej1 
 : : :
 ejn
= ei 
 (
X
j1;:::;jn=1 or 2
a
(1)
j1
a
(2)
j2
: : : a
(n)
jn
ej1 
 : : :
 ejn)
= ei 
 h1 
 : : :
 hn:
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Hence, by (3.1) we have li() = ei 
  for each  2 H
n: Therefore, li() = ei 
  for  2 F(H): Then, note
that
kli()k = kei 
 k = keikkk = kk;
which implies that li is isometric.
We also can verify easily that the adjoint operator of li is described by the formula:8>>>>>><>>>>>>:
li (
) = 0
li (ei1) = hei1 ; eii

li (ei1 
 ei2 
 : : :
 ein) = hei1 ; eiiei2 
 : : :
 ein ;
where ij = 1; 2; and j = 1; 2; : : : ; n:
Lemma 31. alg(l1; l

1) and alg(l2; l

2) are free.
Proof. We set Ai = alg(li; li ) for i = 1; 2. At rst, observe that for i; j = 1; 2; we have li li = 1 and li lj = 0
if i 6= j; therefore,
Ai = spanflni li mj where n;m are non-negative integers g:
Then xed i and let T 2 Ai, T can be written as the form:
T = 1 +
pX
j=1
j l
m(j)
i l

i
n(j);
where for p 2 N; 1  j  p we have (m(j); n(j)) 6= (0; 0), and 1 = 1F(H).
Note that '(T ) = . This is becasue that hlm(j)i li n(j)
;
i = 0: As a result, we conclude that
Aoi = spanflmi li nj(m;n) 6= (0; 0)g where Aoi = fT 2 Aij'(T ) = 0g:
Now, For n 2 N; let i1; : : : ; in 2 f1; 2g such that i1 6= i2 6= : : : 6= in and some elements Tj 2 Aoij where
j = 1; 2; : : : ; n. Our goal is to show that '(T1T2 : : : Tn) = 0: We can assume without loss of generality that
for each j = 1; : : : ; n, Tj = l
m(j)
ij
lij
n(j) for some (m(j); n(j)) 6= (0; 0):
Case 1. there is j 2 f1; 2; : : : ; n  1g such that n(j) 6= 0 and m(j + 1) 6= 0. Since lij lij+1 = 0, we have
TjTj+1 = (l
m(j)
ij
)lij
n(j) 1lij lij+1 lij+1
m(j+1) 1(lij+1)
n(j+1) = 0:
Therefore, '(T1T2 : : : Tn) = 0.
Case 2. for any j 2 f1; 2; : : : ; n  1g, we have either n(j) = 0 or m(j + 1) = 0: In this case,
T1 : : : Tn =
sY
k=1
(lik)
m(k)
pY
h=1
(lih)
n(h) for some 0  s; p  n:
Thus, '(T1 : : : Tn) = h
Qs
k=1(lik)
m(k)
Qp
h=1(l

ih
)n(h)
;
i = 0:
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Now, if we consider complex number z such that jzj < 1, and let
Wz = (1  zl1) 1
 =
1X
n=0
znln1
 = 
+
1X
n=1
zne
n1 :
Then
l1Wz =
1X
n=0
zne

(n+1)
1 =
1
n
(Wz   
); 0 < jzj < 1:
Note that
l1Wz =
1X
n=1
zne

(n 1)
1 = zWz; jzj < 1:
Observe that (l1)
nWz = (l1)
n 1zWz = z(l1)
n 2l1Wz = z(l

1)
n 2zWz = z2(l1)
n 2Wz = : : : znWz for jzj < 1.
Hence, let f be a polynomial in one variable and a = l1 + f(l

1), we have
aWz = (l1 + f(l

1))Wz =
1
z
(Wz   
) + f(l1)Wz =
1
z
(Wz   
) + f(z)Wz
= (
1
z
+ f(z))Wz   1
z

; for 0 < jzj < 1:
Thus,
[(
1
z
+ f(z))1  a]Wz = 1
z

 for 0 < jzj < 1:
Since j1=z + f(z)j  ! 1 as z  ! 0, there is  > 0 with 0 <   1 such that j1=z + f(z)j > kak whenever
0 < jzj < . Now, for 0 < jzj < ,
kak
j 1z + f(z)j
< 1) 1  a1
z + f(z)
is invertible) (1
z
+ f(z))1  a is invertible:
Hence, [(1=z + f(z))1  a] 1
 = zWz, and therefore we have
'([(
1
z
+ f(z))1  a] 1) = h[(1
z
+ f(z))1  a] 1
;
i = hzWz;
i = zhWz;
i
= z(h
;
i+ h
1X
n=1
zne
n1 ;
i) = z + limn!1
nX
k=1
hzke
k1 ;
i = z:
If we set Ga() = '((1  a) 1); then for jj > kak;
Ga() =
1X
n=0
'(an)
n+1
:
Let  = 1=z + f(z), then
Ga(
1
z
+ f(z)) = '([(
1
z
+ f(z))1  a] 1) = z; 0 < jzj < :
Therefore, Ga is invertible in a neighborhood of 1, and
G 1a (z) =
1
z
+ f(z); 0 < jzj <  ) f(z) = G 1a (z) 
1
z
; 0 < jzj < :
As a result, we have the following theorem:
Theorem 32. If f is a polynomial in one variable, and a = l1 + f(l

1); then Ra = f:
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Simliarly, Rb = g where b = l2+ g(l

2) and g is a polynomial in one variable. Now, if f; g are polynomials
in one variable, we let
a = l1 + f(l

1); b = l2 + g(l

2):
Since alg(a; 1)  alg(l1; l1), alg(b; 1)  alg(l2; l2), Lemma 31 implies that a; b are free. For z 2 C; jzj < 12 ,
we have kz(l1 + l2)k  jzj(kl1k+ kl2k) < 1. Set
z = (1  z(l1 + l2)) 1
 = 
+
1X
n=1
zn(l1 + l2)
n
 = 
+
1X
n=1
(e1 + e2)

n:
Then,
(l1 + l2)z =
1X
n=0
zn(e1 + e2)

(n+1) =
1
z
(z   
); 0 < jzj < 1
2
:
Since l1l1 = 1; l

1l2 = 0,
l1z = l

1
+ l

1(
1X
n=1
zn(l1 + l2)
n
) =
1X
n=1
znl1(l1 + l2)
n

=
1X
n=1
znl1(l1 + l2)(l1 + l2)
n 1
 =
1X
n=1
zn(l1 + l2)
n 1

= zz:
Similarly, l2z = zz: Therefore, if 0 < jzj < 12 ,
(a+ b)z = (l1 + f(l

1))z + (l2 + g(l

2))z
= (l1 + l2)z + f(l

1)z + g(l

2)z
=
1
z
(z   
) + f(z)z + g(z)z
= (
1
z
+ f(z) + g(z))z   1
z

:
Hence,
[(
1
z
+ f(z) + g(z))1  (a+ b)]z = 1
z

: 0 < jzj < 1
2
:
Since j 1z + f(z) + g(z)j  ! 1 as jzj  ! 1, there is  > 0 with 0 <   1=2 such that
j1
z
+ f(z) + g(z)j > ka+ bk; if 0 < jzj < :
As a result, for 0 < jzj < ,
(
1
z
+ f(z) + g(z))1  (a+ b) is invertible, and [(1
z
+ f(z) + g(z))1  (a+ b)] 1
 = zz:
Hence, for 0 < jzj < ,
'([(
1
z
+ f(z) + g(z))1  (a+ b)] 1) = hzz;
i
= zh
+
1X
n=1
zn(e1 + e2)

n;
i
= z(h
;
i+ h
1X
n=1
zn(e1 + e2)

n;
i)
= z:
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By the same arugment as the proof in Theorem 32, we have
Ra+b = f + g:
Moreover, Theorem 32 implies Ra = f and Rb = g. As a result, we obtain the following conclusion:
Theorem 33. If f; g are polynomials in one variable, and a = l1+f(l

1); b = l2+g(l

2), then Ra+b = Ra+Rb.
Based on Theorem 32 and Theorem 33, we start to prove Theorem 30. That is, to prove that if a; b are
free in a non-commutative probability space (A; '), then Ra+b = Ra +Rb:
Proof. Firstly, we note that
Ra(z) =
1X
k=0
Sk(a)z
k; Rb(z) =
1X
k=0
Sk(b)z
k
where fSk(a)g1k=0; fSk(b)g1k=0 are sequences in complex numbers. We x n 2 N and let
a0 = l1 +
n 1X
k=0
Sk(a)l

1
k; b0 = l2 +
n 1X
k=0
Sk(b)l

2
k:
Then, we write the corresponding R-transform of a0 and b0 by
Ra0(z) =
1X
k=0
Sk(a
0)zk; Rb0(z) =
1X
k=0
Sk(b
0)zk
where fSk(a0)g1k=0; fSk(b0)g1k=0 are sequences in complex numbers.
Let '0 be the state on B(F(H)), which is dened as (3.2). By Theorem 32, we have
Ra0(z) =
n 1X
k=0
Sk(a)z
k; Rb0(z) =
n 1X
k=0
Sk(b)z
k;
which implies that Sk(a
0) = Sk(a) and Sk(b0) = Sk(b) for k = 0; 1; : : : ; n   1. According to the denition of
R-transform, we obtain
'(ak) = '0(a0k); and '(bk) = '0(b0k) for all k = 0; 1; : : : ; n:
By Corollary 7, for k = 0; 1; : : : ; n; we have the following property:
'((a+ b)k) = P2k('(a); '(a
2); : : : ; '(ak); '(b); '(b2); : : : ; '(bk));
where P2k is a polynomial in 2k variables. Therefore, we deduce that
'((a+ b)k) = '0((a0 + b0)k) for all k = 0; 1; : : : n:
Hence, Ra+b(z) coincides with Ra0+b0(z) up to order n   1 in z, and therefore, Ra+b(z) coincides with
Ra(z) +Rb(z) up to order n  1 in z. Since n is arbitrary, we get our nal result Ra+b = Ra +Rb.
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In the remaining part of this chapter, we introduce the analyticity of R-transform which is based on the
probability measure with compact support on the real line. At rst, given probability measure  which has
compact support contains in [ r; r] for some r > 0. By Theorem 29, there is a analytic function R on an
open disc containing 0 such that
G(R(z) +
1
z
) = z; 0 < jzj < 1
6r
where G is the Cauchy transform of . We call R is the R-transform of the probability measure , and
denote it by R .
Theorem 34. Let ;  be probability measures on R with compact support and R; R be the corresponding R-
transforms. Then there is a unique compactly supported probability measure m on R such that Rm = R+R ,
where Rm is the R-transform of m.
Proof. Let ;  be two probability measures with compact support on R: we set
A1 = ff jf : supp()! C is continuousg and A2 = ff jf : supp()! C is continuousg:
It is easy to see that A1;A2 are unital C-algebras. For i = 1; 2, we dene 'i : Ai ! C by '1(f) =R
R f(t)d(t), and '2(f) =
R
R f(t)d(t) Then, (Ai; 'i) becomes a C-probability space and 'i is obviously
faithful and trace for i = 1; 2:
Now, we consider a 2 A1 be the identity function on supp(), and b 2 A2 be the identity function on
supp(). Then it is obvious that
'1(a
n) =
Z
R
tnd(t); '2(b
n) =
Z
R
tnd(t); n  0:
We let (A; ') be the free product of C-probability spaces (A1; '1) and (A2; '2). Then (A; ') is a C-
probability space, and there are norm preserving unital -homomorphisms Wi : Ai ! A for i = 1; 2 such
that W1(A1) and W2(A2) are free in (A; '): We set W1(a) = ~a, and W2(b) = ~b. We observe that ~a+ ~b 2 A
is self-adjoint; in addition,
'(~an) = '1(a
n) =
Z
R
tnd(t); '(~bn) = '2(b
n) =
Z
R
tnd(t); n  0:
On the other hand, since ~a+~b is self-adjoint, there is a unique probability measure m with compact support
on R such that
'((~a+~b)n) =
Z
R
tndm(t); n  0:
Finally, by Theorem 30, we have R~a + R~b = R~a+~b = R : However, R = Ra = R~a and R = Rb = R~b.
Hence, we complete the proof.
Denition 35. The unique probability measure m as in Theorem 34 is denoted by  , and we call it the
free convolution of  and .
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We now calculate the following example. At rst, we recall that a real symmetric n  n random matrix
Xn = [aij ] is called a Wigner matrix if (i) the family faii : i 2 Ng of diagonal entries is independent and
identically distributed (i.i.d.) and so is the family faij : i; j 2 N; i < jg of variables in the upper diagonal
part of our matrix ensemble, (ii) the diagonal family faii : i 2 Ng is independent from the upper diagonal
family faij : i; j 2 N; i < jg, (iii) Eaij = 0 and Ea2ij = 1.
Example 36. Let Xn and Yn be two n  n independent (all entries of Xn are independent to that of Yn)
Wigner matrices of Gaussian entries. Note that Yn is invariant to orthogonal conjugation; that is, for any
n  n orthogonal matrix O, the joint probability distribution of the entries in the orthogonal conjugation
OYnO
 is the same as the joint probability distribution of the original entries in Yn. Recall from Voiculescu's
asymptotic freeness result [6], 1p
n
Xn +
1p
n
Yn converges weakly in probability to the free convolution   ,
where  is the semicircle law dened by
d(t) =
1
2
p
4  t2dt; t 2 [ 2; 2]:
We now use Theorem 34 to compute the measure   . At rst, we write
Cp =
1
p+ 1

2p
p

; p  0;
for the p-th Catalan number. Note that Catalan numbers have the recurrence relation8><>:
C0 = C1 = 1
Cp =
pP
j=1
Cj 1Cp j ; p  2:
Let G be the Cauchy transform of . Observe that
Z
R
tkd(t) =
8<: 0 if k is oddCp if k is even, k = 2p; (3:3)
For jzj suciently large, we have
G(z) =
1X
p=0
Cp
z2p+1
:
By (3.3) and some elementary manipulations of power series, we have
G(z) =
1
z
+
1X
p=1
1
z2p+1
(
pX
j=1
Cj 1Cp j) =
1
z
+
1
z
1X
p=1
pX
j=1
Cj 1
z2j 1
Cp j
z2(p j)+1
=
1
z
1X
j=1
Cj 1
z2j 1
(
1X
p=j
Cp j
z2(p j)+1
) =
1
z
+
1
z
1X
j=1
Cj 1
z2j 1
G(z)
=
1
z
+
1
z
G(z)
2:
Thus, G satises that equation G(z)
2   zG(z) + 1 = 0; z 2 C+: It is easy to solve that
G(z) =
z pz2   4
2
:
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We need to choose a branch of
p
z2   4 for z 2 C+: We write z2   4 = (z   2)(z + 2) and dene each of
p
z   2 and pz + 2 on C+: For z 2 C+; let 1 be the angle between the x-axis and the line joining z to 2; and
2 the angle between the x-axis and the line joining z to  2. Then, z  2 = jz  2jei1 and z+2 = jz+2jei2 ,
so
p
z2   4 is dened by jz2   4j1=2ei(1+2)=2.
Note that
lim
y!1(iy)
iy  p(iy)2   4
2
= 1 and lim
y!1(iy)
iy +
p
(iy)2   4
2
=1:
Thus, limy!1 iyG(iy) = 1 by Proposition 26 implies that
G(z) =
z  pz2   4
2
:
Note that G 1 (z) exists for jzj suciently large. Let w = G(z), then
w =
z  pz2   4
2
) (2w   z)2 = (
p
z2   4)2 ) w2   zw + 1 = 0) z = w + 1
w
= G 1 (w):
Thus, the R-transform of  is R(w) = w: We obtain R(w) = R(w) + R(w) = 2w by Theorem 34.
Since R(w) = G
 1
(w)  1=w, we have G 1(w) = 2w + 1=w: Hence, the Cauchy transform of    is
G(z) =
z  pz2   8
4
:
Now, we review the Stieltjes inversion formula (Theorem 28): if G is the Cauchy transform of some proba-
bility measure , then for x 2 R
d(x) = lim
y#0+
 1

Im(G(x+ iy))dx:
The latter limit is considered in the weak topology on the space of probability measure on R.
Thus for x 2 ( p8;p8) and y > 0, we have
 1

Im(G(x+ iy))dx =
 1

Im(
x+ iy +
p
(x+ iy)2   8
4
)dx! 1
4
p
8  x2 as y # 0+:
As a result, we get
d  (x) = 1
4
p
8  x2dx; x 2 ( 
p
8;
p
8):
Observe that the rst moment of d   is zero, and
Z
R
x2d  (x) =
Z p8
 p8
x2
1
4
p
8  x2dx =
p
8  x2(x3   4x) + 32 sin 1(x=2p2)
4

p
8
 p8
= 2:
Therefore, the free convolution    is another semicircle with variance 2.
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Chapter 4
Free Convolution: Measures with Finite Variance
In Chapter 3, we proved that if  is a probability measure on the real line with compact support, then the
R-transform of  is analytic on an open disc containing 0. Furthermore, if we have two compactly supported
probability measures ;  on R, then there exists the compactly supported probability measure    on R
satises the R-transform addition formula.
In this chapter, we will show that if  is a measure with nite variance on the real line, but make no
assumption about the support, then we still have the similar result: there is an analytic function R satises
the equation G(R(z) + 1=z) = z on an open disc in the lower half plane. Moreover, if ;  are probability
measures on R, then there is a probability measure   such that
R = R +R ;
where R ; R, and R are the R-transforms of  ; , and .
Lemma 37. Let  be a probability measure on R and G its Cauchy transform. Let F(z) = 1=G(z). Then
F maps C+ to C+ and Im(z)  Im(F(z)) for all z 2 C+; with equality for some z only if  is a Dirac
mass.
Proof. For z 2 C+,
G(z) =
Z
R
z   t
z   t
1
z   td(t) =
Z
R
z   t
jz   tj2 d(t):
Then Im(G(z)) =  Im(z)
R
R 1=jz   tj2d(t) and Im(F(z)) = Im(G(z)=jG(z)j2). Therefore, we have
Im(F(z))
Im(z)
=   1
Im(z)
1
jG(z)j2 Im(G(z)) =
R
R 1=jz   tj2d(t)
jG(z)j2 : (4:1)
Now, it suces to show that the right hand side of (4:1) is less than or equal to 1. By Cauchy Schwarz
inequality,
jG(z)j2 = j
Z
R
1
z   td(t)j
2 
Z
R
1d(t)
Z
R
j 1
z   t j
2d(t) =
Z
R
j 1
z   t j
2d(t):
Thus, (4:1)  1:
(4:1) = 1 only if t! 1=(z   t) is   almost everywhere. That is,  is a Dirac mass.
Lemma 38. Let  be a probability measure with nite variance 2 and let G1(z) = z   1=G(z), where G
is the Cauchy transform of . Then there is a probability measure 1 such that
G1(z) = 1 + 
2
Z
R
1
z   td1(t)
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where 1 is the mean of .
Proof. If 2 = 0; then
R
t2d(t) = (
R
td(t))2, which impies that  is a Dirac mass by Jensen's inequality.
Thus, the result is true obviously. Assume that 2 6= 0: Note that 1=G is analytic on C+ since the analytic
function G is nowhere zero on C+, and so is G1(z) = z   1=G(z). By Lemma 37, we have G1(C+)  C :
Also, (G1 1)(C+)  C . Now, let 1; 2 be the rst and second, respectively, moment of . We note that
G1(z) = z   1
G(z)
= z   1
1=z + 1=z2 + 2=z3 + o(1=z3)
= 1 +
2   21
z
+ o(1=z): (4:2)
As a result, lim
z!1 z(G1(z)  1) = 2   
2
1 = 
2 > 0: By Theorem 27, there is a probability measure 1 such
that
G1(z)  1 = 2
Z
R
1
z   td1(t):
Notation 39. Let  > 0 and let   = fx+ yijy > jxjg and for  > 0 let  ; = fz 2  jIm(z) > g: We
call   a Stolz angle, and  ; a truncated Stolz angle. Note that for z 2 C+; we have z 2   if and only ifp
1 + 2Im(z) > jzj:
If  > 0 and f is a function on  , we say that lim
z!1 f(z) = c in Stolz angle  if 8" > 0; 9  > 0 such
that jf(z)  cj < " for z 2  ; . We denote it by lim
z!1;z2 
f(z) = c.
Lemma 40. Let  be a probability measure on R and  > 0. Then
(1) For z 2   and t 2 R; jz   tj  jtj=
p
1 + 2,
(2) For z 2   and t 2 R; jz   tj  jzj=
p
1 + 2,
(3) lim
z!1;z2 
R
R t=(z   t)d(t) = 0,
(4) lim
z!1;z2 
zG(z) = 1:
Proof. (1) The case t = 0 is obvious, and if t > 0, then the distance between (t; 0) and z 2   isr
(t  t
2
2 + 1
)2 + (0  t
2 + 1
)2 =
s
((2 + 1)t  t2)2 + t22
(2 + 1)2
=
tp
1 + 2
:
Hence, jz   tj  t=p1 + 2 if t > 0, and thus, jz   tj  jtj=p1 + 2 for all t 2 R:
(2) For z 2  , we write z = jzjei with tan 1( 1) <  <   tan 1( 1). If t = 0, it is trivial. If t > 0,
then
jz   tj = jz   tj = jjzje i   tj = jjzj   teij  jzjp
1 + 2
since tei 2  :
For t < 0,
jz   tj = jjzjei   tj = jjzj   te ij  jzjp
1 + 2
since te i 2  :
(3) Since jt=(z   t)j  p1 + 2 for all z 2  , by Dominated Convergence Theorem we have
lim
z!1;z2 
Z
R
t
z   td(t) =
Z
R
0d(t) = 0:
(4) Note that zG(z)  1 =
R
R t=(z   t)d(t), then we have limz!1;z2 (zG(z)  1) = 0:
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Lemma 41. Suppose F : C+ ! C+ is analytic and there is C > 0 such that jF (z)   zj  C=Im(z) for all
z 2 C+: Then there is a probability measure  with mean 0 and variance 2  C such that 1=F is the Cauchy
transform of . Furthermore, 2 is the smallest C such that jF (z)  zj  C=Im(z):
Proof. Let G(z) = 1=F (z), then G : C+ ! C  is analytic and
j1  1
zG(z)
j = jz
z
  F (z)
z
j = jz   F (z)jjzj 
C
jzjIm(z) :
Thus, for ;  > 0; we consider z 2  ; , then
jzG(z)  1j  C
Im(z)
jG(z)j  C
Im(z)
(
Z
R
1
jz   tj2 d(t))
1=2
 C
Im(z)
(
Z
R
1
Im(z)2
d(t))1=2 =
C
Im(z)
1
Im(z)
=
C
(Im(z))2
:
As a result, we have lim
z!1 zG(z) = 1 in any Stolz angle. In particular,
j yjG(iy)j   1j  j jiyjjG(iy)j   1j  j(iy)G(iy)  1j ! 0 as y !1:
Thus, by Theorem 27, there is a probability measure  such that G is the Cauchy transform of . Now,
yIm[iyG(iy)(F (iy)  iy)] = y2 + y2yIm(G(iy)) = y2 + ( y4)
Z
R
d(t)
y2 + t2
= y2[1 
Z
R
y2
y2 + t2
d(t)] =
Z
R
y2
y2 + t2
t2d(t):
Since (y2t2)=(y2 + t2) is increasing that converges to t2 as y !1, by Monotone Convergence Theorem,Z
R
t2d(t) = lim
y!1
Z
R
y2
y2 + t2
t2d(t):
However,
jyIm[iyG(iy)(F (iy)  iy)]j = jyIm(iyG(iy))jjIm(F (iy)  iy)j
 yjiyG(iy)jjF (iy)  iyj
 yjiyG(iy)j C
Im(iy)
 yjiyG(iy)jC
Im(iy)
= CjiyG(iy)j
and lim
y!1 jiyG(iy)j = 1; we conclude that
R
R t
2d(t)  C: But, 2  C; which implies that  has the rst and
second moments. Now, we note that
 Re[iyG(iy)(F (iy)  iy)] =  y2Re(G(iy)) =
Z
R
y2
y2 + t2
td(t):
Since lim
y!1 iyG(iy) = 1 and jF (iy)  iyj  C=y,
jRe[iyG(iy)(F (iy)  iy)]j  jiyG(iy)jjF (iy)  iyj ! 0 as y !1:
Hence, by Monotone Convergence Theorem, the rst moment of  is 0.
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We now have that 2  C: We will claim that 2 is the smallest C such that jF (z)  zj  C=Im(z): At
rst, we consider  is a Dirac mass, then  = 0 since the mean of  is zero. Thus, F (z) = z; which implies
that the minimal C is 0 = 2:
We assume that  is not a Dirac mass. For z 2 C+, we have z F (z) 2 C  by Lemma 37. On the other
hand, by equation (4:2),
lim
z!1(z   F (z)) = limz!1(
2 + o(
1
z
)) = 2 in any Stolz angle.
By Theorem 27, there is a probability measure e such that
z   F (z) = 2
Z
R
1
z   tde(t):
Hence, we have
jz   F (z)j  2
Z
R
1
jz   tjde(t) 
Z
R
2
Im(z)
de(t) = 2
Im(z)
:
This prove the last claim.
Notation 42. For  > 0; let C+ = fzjIm(z) > g:
Lemma 43. Suppose F : C+ ! C+ is analytic and there is  > 0 such that jz   F (z)j  2=Im(z) for
z 2 C+: Then
(1) C+2  F (C+ ),
(2) for each w 2 C+2; there is a unique z 2 C+ such that F (z) = w:
Hence, there is an analytic function F 1, dened on C+2 such that F (F 1(w)) = w: Moreover, for w 2 C+2
(3) Im(F 1(w))  Im(w)  2Im(F 1(w)), and
(4) jF 1(w)  wj  22=Im(w):
Proof. (1) Given w 2 C+2; we let z 2 C such that jz   wj = : Then,
Im(z)  Im(w   i) = Im(w)   > 2    = :
Let C be the circle with centre w and radius : Then, C  C+2: For z 2 C, we have
j(F (z)  w)  (z   w)j = jF (z)  zj = 
2
Im(z)
<  = jz   wj;
and note that F (z)   w; z   w have the same number of roots inside C. By Rouche's Theorem, there is a
unique z 2 int(C) such that F (z) = w. Thus, w 2 F (C+ ):
(2) Let z0 2 C+ with F (z0) = w; then
jw   z0j = jF (z0)  z0j  
2
Im(z0)
< :
So z0 2 Int(C); and hence z = z0: This proves (2).
Since F is analytic and injective on the inverse image of C+2, F has non-zero derivative on this region.
In particular, the inverse of F dened on C+2 is analytic.
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(3) By Lemma 41, 1=F is the Cauchy transform of a probability measure with nite variance. Then, by
Lemma 37, we have Im(F (z))  Im(z), which implies that Im(w)  Im(F 1(w)):
Now, we note that if we replace  in (1) by  > , then for w 2 C+2 ; Im(F 1(w)) > : Let 2 % Im(w),
we have Im(F 1(w))  1=2Im(w):
(4) For w 2 C+2; let z = F 1(w) 2 C+ . By (3), we have Im(z)  1=2Im(w), which implies that
2Im(z)  Im(w): Then
jF 1(w)  wj = jz   wj = jF (z)  zj  
2
Im(z)
 2
2
Im(w)
:
Now, we consider  be a probability measure on R with rst and second moments 1; 2, and let G be
the corresponding Cauchy transform of  and 2 be the variance of :
Theorem 44. Let F = 1=G , then we have jF(z)+1  zj  2=Im(z). Furthermore, there is an analytic
function G 1 dened on fzjjz + i(4) 1j < 1=(4)g such that G(G 1 (z)) = z:
Proof. By Lemma 38, there is a probability measure 1 such that
z   F(z) = 1 + 2
Z
R
1
z   td1(t):
Hence,
jF(z) + 1   zj 
Z
R
2
jz   tjd1(t) 
Z
R
2
Im(z)
d1(t) =
2
Im(z)
:
Thus, jF(z) + 1   zj  2=Im(z).
Let fG(z) = G(z + 1): Then fG(z) = Z
R
1
z   (t  1)d(t)
is the Cauchy transform of a centered probability measure. Let fF(z) = 1=fG then fF : C+ ! C+. By
Lemma 38, there is a probability measure e such that z  fF(z) = 2 R (z   t) 1de(t). Hence,
jz  fF(z)j  Z
R
2
jz   tjde(t) 
Z
R
2
Im(z)
de(t) = 2
Im(z)
:
By Lemma 43, we get an inverse function fF 1 for fF on fzjIm(z) > 2g: Note that jz+i(4) 1j < 1=(4) 1
if and only if Im(1=z) > 2: Since G(z) = fG(z   1) = 1=fF(z   1), we let G 1 (z) = fF 1(1=z) + 1 for
jz + i(4) 1j < (4) 1: Then,
G(G
 1
 (z)) = G(fF 1(1=z) + 1) = fG(fF 1(1=z)) = 1fF(fF 1(1=z)) = z:
Now, let G 1 be the function provided by Theorem 44, then let R(z) = G
 1
 (z)  1=z; we have
G(R(z) + 1=z) = G(G
 1
 (z)) = z:
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Thus, we conclude that for a probability measure  with variance 2, then on the open disc with cen-
tre  i(4) 1 and radius (4) 1 there is an analytic function R(z) such that G(R(z) + 1=z) = z for
jz + i(4) 1j < (4) 1 where G is the Cauchy transform of . Thus, we obtain the R-transform R of the
measure :
Remark 45. G(R(z) + 1=z) = z for jz + i(4) 1j < (4) 1, if we let F(z) = 1=G(z), this becomes
F(R(z) + 1=z) = 1=z; and hence R(z) = F
 1
 (1=z)  1=z:
In order to prove next lemma, we deduce some structure in a special Riemann surface. At rst, we recall
that a Riemann surface is a connected, Hausdor topological manifold X with a countable base for the
topology and there exists a family of open sets fUg2I covering X and homeomorphisms ' : U ! V
where V  C is some open set so that
'  ' 1 : '(U \ U)! '(U \ U)
is holomorphic. We refer to each (U; ') as a chart.
Let X be a Riemann surface, and f : X ! C an analytic map. We note that for a xed z0 2 X; there
is a unique m  0 and a chart (U;') of z0 such that '(z0) = 0 and f(' 1(z)) = zm for z 2 '(U): We set
mult(f; z0) = m: For each z 2 C we dene the degree of f at z, denoted degf (z), by
degf (z) =
X
w2f 1(z)
mult(f; w):
Theorem 46. ([4]) If f is proper; that is, the inverse image of a compact set is compact, then degf is
constant.
Now. let F1; F2 : C+ ! C+ be two analytic functions such that F 0i (z) 6= 0 for z 2 C+ and i = 1; 2: We set
X = f(z1; z2) 2 C+  C+jF1(z1) = F2(z2)g:
Lemma 47. X has the structure of a complex manifold so that (z1; z2)! F1(z1) is analytic.
Proof. For (z1; z2) 2 X; we let w = F1(z1) = F2(z2): For i = 1; 2, since F 0i (zi) 6= 0, there is a neighborhood
Oi of zi such that Fi is one-to-one on Oi. F1 and F2 are non-constant analytic functions, by Open Mapping
Theorem F1(O1) and F2(O2) are both open. On the other hand, w 2 Fi(Oi) for i = 1; 2, which implies
F1(O1) \ F2(O2) is a non-empty open set. We set U = F1(O1) \ F2(O2): Then, there are analytic functions
f1; f2 dened on U such that Fi  fi is identity map on U . We let V = f(f1(u); f2(u))ju 2 Ug and dene
' : V ! U by '(w1; w2) = F1(w1):
Now, given two charts (V; ') and (V 0; '0), by the construction above, (z1; z2); (z01; z
0
2) 2 X; there are
neighborhoods U;U 0 of F1(z1) and F 01(z
0
1) and then analytic functions f1; f2 : U ! C and f 01; f 02 : U 0 ! C
such that Fi  fi =identity, and Fi  f 0i =identity. Then, for u 2 '(V \ V 0); we have '0  ' 1(u) =
'0(f1(u); f2(u)) = F1(f1(u)) = u: So '0  ' 1 is identity, and hence analytic, which implies that X has a
structure of a complex manifold.
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Lemma 48. Suppose F1,F2 and X are as in Lemma 47. In addition, we assume there are 1; 2 such that for
i = 1; 2, and z 2 C+ we have jz   Fi(z)j  i2=Im(z): Then  : X ! C given by (z1; z2) = z1 + z2   F1(z1)
is a proper map.
Proof. Let K be a compact subset of C; we must show that ' 1(K) is compact. Without loss of generality,
let K = Br(z): the ball with centre z and the radius r > 0. We note that '
 1(K) is closed since ' is
continuous. Hence, it suces to show that every sequence in  1(K) contains a convergent subsequence.
Given a sequence f(z1;n; z2;n)gn in ' 1(K). Then  z1;n =  (z1;n; z2;n) + z2;n   F2(z2;n), and thus,
jz1;nj  j(z1;n; z2;n)j+ jz2;n   F2(z2;n)j  jzj+ r + 
2
2
Im(z2;n)
:
By Lemma 37, Im(F1(z1;n))  Im(z1;n), then
Im(z2;n)  Im(z1;n) + Im(z2;n)  Im(F1(z1;n)) = Im((z1;n; z2;n))  Im(z)  r:
Therefore,
jz1;nj  jzj+ r + 
2
2
Im(z)  r :
Similarly, we have
jz2;nj  jzj+ r + 
2
1
Im(z)  r :
So there is a subsequence fz1;nk ; z2;nkgk such that fz1;nkg converges to z1, and fz2;nkg converges to z2 for
some z1; z2. Therefore, F1(z1) = lim
k!1
F1(z1;nk) = lim
k!1
F2(z2;nnk ) = F2(z2); which implies that (z1; z2) 2 X:
Finally, (z1; z2) = lim
k!1
(z1;nl ; z2;nk) 2 K; hence, (z1; z2) 2 ' 1(K):
Lemma 49. Suppose F1; F2 : C+ ! C+ are analytic and there is r > 0 such that for z 2 C+; and i = 1; 2
we have jFi(z)  zj  r2=Im(z). Then for each z 2 C+; there is a unique pair (z1; z2) 2 C+  C+ such that
(1) F1(z1) = F2(z2), and (2) z1 + z2   F1(z1) = z:
Proof. By Lemma 41, for i = 1; 2; we have 1=Fi is Cauchy transform of some probability measure, and by
Lemma 37 we know that it satises Im(z)  Im(Fi(z)).
First, assume z 2 C+4r; if (z1; z2) satises (1) and (2), Im(z1) = Im(z) + Im(F2(z2)   z2)  Im(z):
Similarly, Im(z2)  Im(z): Hence, (z1; z2) should belong to C+4r  C+4r: By Lemma 43, F1 and F2 are
invertible on C+2r: Thus, to nd a solution to (1) and (2) is eqnivalent to nd u 2 C+2r such that
F 11 (u) + F
 1
2 (u)  u = z (4:3)
and then let z1 = F
 1
1 (u) and z2 = F
 1
2 (u): Thus, we must show that for every z 2 C+4r; there is a unique
u 2 C+2r satises equation (4:3). Let C be the circle with centre z and radius 2r. Then C  C+2r and for
u 2 C, by Lemma 43 we have
jF 11 (u)  uj+ jF 12 (u)  uj 
4r2
Im(u)
<
4r2
2r
= 2r:
37
Thus,
j(z   u)  [z   u  (F 11 (u)  u)  (F 12 (u)  u)]j  2r = jz   uj:
Therefore by Rouche's Theorem, there is a unique u belong to the inside of C such that
z   u = (F 11 (u)  u) + (F 12 (u)  (u)):
Suppose that there is v 2 C+2r with
z   v = (F 11 (v)  v) + (F 12 (v)  v):
Then, we note that
jz   vj = j(F 11 (v)  v) + (F 12 (v)  v)j < 2r;
and hence v belong to the inside of C. So, there is a unique u 2 C+2r satisfying equation (4:3).
LetX = f(z1; z2)jF1(z1) = F2(z2)g. By Lemma 47,X is a Riemann surface. Let (z1; z2) = z1+z2 F1(z1).
We have showed that for z 2 C+4r; deg = 1: On the other hand, by Lemma 48 and Theorem 46, deg is
constant on C+: So there is a unique solution to (1) and (2) for all C+:
Remark 50. Let  be a probability measure with 2 and mean m. Let e(E) = (E + m), then e is a
pribability measure with mean zero and variance 2. If G and fGe be the corresponding Cauchy transforms,
then eGe(z) = Z
R
1
z   tde(t) =
Z
R
1
z   (t m)d(t) =
Z
R
1
(z +m)  td(t) = G(z +m):
Thus, if we let fFe = 1= eGe , by Lemma 38 there is a probability measure  such that
z  fFe(z) = 2 Z
R
1
z   td(t):
Finally, let fRe be the R-transform of e, then G(fRe(z)+m+1=z) = eGe(fRe(z)+1=z) = z for jz+ i(4) 1j <
(4) 1: Thus, R(z) = fRe(z) +m for jz + i(4) 1j < (4) 1:
Theorem 51. Let ;  be probability measures on R with nite variances and R; R be the corresponding
R-transforms. Then there is a unique probability measure with nite variance, denoted  . and called the
free convolution of  and ; such that
R = R +R ;
where R is the R-transform of   . Furthermore, the rst moment of    is the sum of the rst
moments of  and  and the variance of   is the sum of the variances of  and :
Proof. By Remark 50, it suces to show the theorem in the case  and  are centered. For let 2; 
2
 be the
variance of the probability measure  and . By Lemma 38 there are probability measures 1 and 2 such
that for z 2 C+, we have
z   F(z) = 2
Z
R
d1(t)
z   t and z   F(z) = 
2

Z
R
d2(t)
z   t
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where F = 1=G, F = 1=G , and G; G are the Cauchy transforms of ; .
By Lemma 49, for each z 2 C+ there is a unique pair (z1; z2) 2 C+  C+ such that F(z1) = F(z2) and
z1 + z2   F(z1) = z: Dene F (z) = F(z1): Now, let X = f(z1; z2)jF(z1) = F(z2)g and  : X ! C+
be as in Lemma 48, then  is analytic and bijection since deg = 1: We dene (z1; z2) = z, and then
F = F     1 is analytic on C+ and we have
z   F (z) = z1   F(z1) + z2   F(z2): (4:4)
Since Im(F(z1))  Im(z1);
z = F (z) + z1   F(z1) + z2   F(z2) ) z = z2 + z1   F(z1)
) Im(z) = Im(z2) + Im(z1   F(z1))  Im(z2):
Similarly, Im(z)  Im(z1): Hence, we have
jz   F (z)j = jz1   F(z1) + z2   F(z2)j 
2
Im(z1)
+
2
Im(z2)
 
2
 + 
2

Im(z)
:
Thus, by Lemma 41, 1=F is the Cauchy transform of a centered probability measure with variance 2 
2 + 
2
 . Thus, by Lemma 35, there is a probability measure  such that
z   F (z) = 2
Z
R
1
z   td(t):
By equation (4:4), we have
2
Z
R
1
z   td(t) = 
2

Z
R
1
z1   td1(t) + 
2

Z
R
1
z2   td2(t)
and therefore
2
Z
R
z
z   td(t) = 
2

Z
R
z
z1   td1(t) + 
2

Z
R
z
z2   td2(t): (4:5)
For z = iy; y > 0, by Lemma 40 we have jiy   tj  y=p1 + 2 for any  > 0. Then
j1  1
z
F (z)j = j1
z
jjF (z)  zj = 
2
y
j
Z
R
1
iy   td(t)j 
2
y
Z
R
1
jiy   tjd(t) 
2
p
1 + 2
y2
:
Therefore, for z = iy; y > 0, we have F (z)=z ! 1. Now, by Lemma 43 part(3) and (4), we have
jF 1 (F (z))  F (z)j 
22
Im(F (z))
 2
2
Im(z)
:
We note that
z1
z
=
F 1 (F (z))  F (z)
z
+
F (z)
z
:
Then, if z = iy; y > 0, the rst term goes to 0, and the second term goes to 1 as y !1: Hence, z1=(iy)! 1
as y !1. Similarly, z2=(iy)! 1 as y !1. Now, by applying Lemma 40, we have
j iy
z1   t j 
y
jz1   tj 
1p
1 + 2
y
jz1j < M for some M > 0 since z1=(iy)! 1 as y !1:
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Thus, by Dominated Convergence Theorem,
lim
y!1
Z
R
iy
z1   td1(t) = 1 and likewise limy!1
Z
R
iy
z2   td2(t) = 1:
Now, if we take limits as y ! 1 in equation (4:5), the left hand side will goes to 2 by Lemma 40(4), and
the right hand side will goes to 2 + 
2
 : Hence, we have 
2 = 2 + 
2
 .
Let Dr = fz j jz + irj < rg: Since  is greater than ;  > 0 and note that jz + i(4) 1j < (4) 1 if
and only if Im(1=z) > 2; we have D1=(4)  D1=(4) \D1=(4).
Thus, for z 2 D1=(4); then 1=z is in the domains of F 1; F 1 ; and F 1 : Now for F 1(1=z); by Lemma
45 there are z1; z2 2 C+ such that F(z1) = F(z2) and F 1(1=z) = z1 + z2   F(z1): However, by the
construction of F we have
1=z = F (F 1(1=z)) = F(z1) = F(z2) and hence z1 = F 1 (1=z); z2 = F
 1
 (1=z):
Thus,
F 1(1=z) = z1 + z2   F(z1) = F 1 (1=z) + F 1 (1=z)  1=z
) F 1(1=z)  1=z = (F 1 (1=z)  1=z) + (F 1 (1=z)  1=z):
Finally, by Remark 45 we conclude that R(z) = R(z) +R(z):
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Chapter 5
Free Convolution: General Measures
In this chapter, we consider general probability measures on R: Our nal goal is to prove Theorem 69.
That is, if we have two general probability measures  and  on R and R; R be the R-transforms of  and
, then there is a probability measure   such that
R = R +R ;
where R is the R-transform of  .
For ;  > 0, we consider the following notation
M;= f1=zjz 2  ;g = fw 2 Cj   Im(w) < Re(w) and jw + i
2
j < 1
2
g  C :
Lemma 52. Let  be a probability measure on R and G its Cauchy transform. Let F = 1=G . Suppose
0 < 1 < 2: Then there is 0 > 0 such that for all 2  0 and 1  2(1 + 2   1), we have  1;1 
F( 2;2) and for each w 2  1;1 there is a unique z 2  2;2 such that F(z) = w: Hence, there is an
analytic function F 1 , dened on  1;1 such that F(F
 1
 (w)) = w:
Proof. Let  = tan 1( 11 )  tan 1( 12 ): Then
sin() = sin(tan 1( 11 )  tan 1( 12 ))
= sin(tan 1( 11 )) cos(tan
 1( 12 ))  cos(tan 1( 11 )) sin(tan 1( 12 ))
=
2   1p
1 + 21
p
1 + 22
:
Choose " > 0 such that " < sin(): By Lemma 40(4), we choose 0 > 0 such that jF(z)   zj < "jzj for all
z 2  2;0 . Let 2  0 and 1  2(1 + 2   1):
Firstly, we show that for w 2  1;1 and for z 2 @ 2;2 ; we have "jzj < jz   wj: If z = 2y + iy 2 @ 2 ,
then jz   wj=jzj  sin() > ": If z = x+ i2 2 @ 2;2 , then
jz   wj > 1   2  2(2   1) = 2 sin()
q
1 + 21
q
1 + 22
> "2
q
1 + 21
q
1 + 22  "jzj
q
1 + 21 > "jzj:
Then, for w 2  1;1 and z 2 @ 2;2 we have "jzj < jz   wj:
Now, x w 2  1;1 and let r > jwj=(1  "). Thus, for z 2 f~zjj~zj = rg \  2;2 we have
jz   wj  jzj   jwj = r   jwj > "r = "jzj:
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Now, we let
C = (@ 2;2 \ f~zjj~zj  rg) [ (f~zjj~zj = rg \  2;2):
Then, C is the curve such that for z 2 C; we have that "jzj < jz   wj. Thus, for z 2 C, we have
j(F(z)  w)  (z   w)j < "jzj < jz   wj:
Thus, by Rouche's Theorem, there is a unique z in the interior of C such that F(z) = w. Since r is arbitrary
chosen such that r > jwj=(1   "), we can let r as big as we want. Therefore, we conclude that there is a
unique z 2  2;2 such that F(z) = w.
On the other hand, since F is analytic and one-to-one on the inverse image of  1;1 , the inverse function
F 1 of F is analytic.
Lemma 53. Let F = 1=G where G is the Cauchy transform of a probability measure  on R. Suppose
0 < 1 < 2. Then there is 0 > 0 such that F( 1;1)   2;1 for all 1  0:
Proof. Choose 0 < " < 1=2 so that
1 <
1 + "=
p
1  "2
1  1"=
p
1  "2 < 2:
Then, by Lemma 40(4) we can choose 0 > 0 such that jF(z)  zj < "=2jzj for z 2  1;0 : Observe that for
such z,
1  jF(z)jjzj  j
F(z)
z
  1j < "
2
) jF(z)jjzj > 1 
"
2
) jzjjF(z)j <
1
1  "=2 <
4
3
:
Suppose 1  0 and let z 2  1;1 . We assume that Re(z)  0 (the case Re(z) < 0 is similar). Write
z = jzjei. Then,  > tan 1( 11 ). Write F(z) = jF(z)jei ;
jF(z)  zj < "
2
) jjF(z)jjzj e
i(  )   1j < "
2
) jjF(z)jjzj sin(   )j <
"
2
) j sin(   )j < "
2
jzj
jF(z)j <
4"
6
:
Thus j sin(   )j < ", so
 >   sin 1(") > tan 1( 11 )  sin 1("):
If   =2; then
tan( ) > tan(tan 1( 11 )  sin 1(")) =
tan(tan 1( 11 ))  tan(sin 1("))
1 + tan(tan 1( 11 )) tan(sin
 1("))
=
 11   "=
p
1  "2
1 +  11 "
p
1  "2 =
1  1"=
p
1  "2
1 + "=
p
1  "2 >
1
2
:
Then, F(z) 2  2 : Suppose   =2. Then we claim     > tan 1( 12 ). Since j   j < sin 1(") and
  =2 (Re(z)  0), we have     < sin 1("); which implies that  < sin 1(") +   sin 1(") + =2:
Therefore,     > =2  sin 1("): Thus,
tan(    ) > tan(=2  sin 1(")) =
p
1  "2
"
:
On the other hand,
2 >
1 + "=
p
1  "2
1  1"=
p
1  "2 > 1 +
"p
1  "2 >
"p
1  "2 ;
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so tan(    ) >  12 , and hence     > tan 1( 12 ). Thus, F(z) 2  2 :
Since we also have Im(F(z))  Im(z) > 1 by Lemma 37, we obtain F(z)   2;1 :
Theorem 54. Let  be a probability measure on R with Cauchy transform G and set F = 1=G . For
every  > 0 there is  > 0 such that R(z) = F
 1
 (1=z)   1=z is dened for z 2M; and R satises
G(R(z) + 1=z) = z for z 2M; and R(G(z)) + 1=G(z) = z for z 2  ; :
Proof. Let F(z) = 1=G(z). Given  > 0, Lemma 52 implies that we can choose 0 > 0 such that F
 1
 is
dened on  2;0 : Thus, for z 2M2;0 , we dene R(z) = F 1 (1=z)  1=z. Moreover,
G(R(z) + 1=z) = G(F
 1
 (1=z)) = z:
By Lemma 53, there is  > 0 such that F( ;)   2; . Now, for z 2  ; ; we have G(z) =
1=F(z) 2M2;M2;0 : Thus,
R(G(z)) +
1
G(z)
= F 1 (
1
G(z)
)  1
G(z)
+
1
G(z)
= F 1 (F(z)) = z:
However, M;M2;0 , which implies that G(R(z) + 1=z) = z for z 2M; :
According to Theorem 54, we dene the R-transform of a general measure on R as follows:
Denition 55. Let  be a probability measure on R, let G be the Cauchy transform of . We dene the
R-transform of  as the germ of analytic functions on M; satisfying the equation
G(R(z) + 1=z) = z =
1
G(z)
+R(G(z)):
That is, for all  > 0 there is  > 0 such that G(R(z)+1=z) = z for all z 2M; and 1=G(z)+R(G(z)) =
z: for all z 2  ; .
Remark 56. In the denition 55 we say that R is a germ of analytic functions means that for i = 1; 2,
given i > 0 there is i > 0 and an analytic function R
(i)
 dened on Mi;i such that R
(1)
 = R
(2)
 on
M1;1 \ M2;2 :
Remark 57. For the remaining part of this chapter, we shall show that the R-transform addition formula
still hold. That is, given probability measures  and  with R-transform R and R respectively, there is a
probability measure m with Cauchy transform Gm and R-transform Rm such that Rm = R + R . This
means that for all  > 0 there is  > 0 such that Rm; R and R are dened on M; and for z 2M; ; we
have Rm(z) = R(z) +R(z): We shall denote m by   and call it the free convolution of  and .
We note that if  is a Dirac mass at a 2 R; then G(z) = (z   a) 1; and then R(z) = a: So Rm(z) =
a + R(z) and thus Gm(z) = G(z + a). Therefore, m(E) = (E   a) where E is a Borel set in R. As a
result, for the rest of this chapter, we assume that both  and  are not Dirac masses.
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Now, we consider another case: given a + bi 2 C such that b < 0 and let  be the probability measure
with density d(t) = (1=)( b=b2 + (t  a)2)dt. Then,
G(z) =
Z
R
1
z   t
1

 b
b2 + (t  a)2 dt =
b

Z
R
1
(t  z)(t  a  bi)(t  a+ bi)dt:
We let f(w) = [(w   z)(w   a   bi)(w   a + bi)] 1 where w 2 C and let  R be the closed curve formed by
joining part of the circle jwj = R in C+ to the interval [ R;R]: Note that
G(z) =
b

lim
R!1
Z
 R
f(w)dw:
It is clear that a   bi and z will be in the interior of the circle when R is large, and Res(f; a   bi) =
limw!(a bi)[w   (a   bi)]f(w) = [2bi(z   (a   bi))] 1; and Res(f; z) = limw!z(w   z)f(w) = [(z   (a +
bi))(z   (a  bi))] 1: Hence, by Residue Theorem,
G(z) =
b

lim
R!1
2i(Res(f; a  bi) +Res(f; z)) = 1
z   (a+ bi) =
1
z   w:
Hence, G 1 (z) = 1=z w, which implies that the R-transform R(z) = w: Let  be any probability measure
on R, and let G be the Cauchy transform of  and R be its R-transform. So if    exists, its R-
transform should be R(z) = w + R(z) and we denote its Cauchy transform by G . Then, we have
z = G(R(z) + 1=z) = G(R(z) + R(z) + 1=z): If we put s = R(z) + 1=z, then we have
G(s) = z and
G(s) = z = G(R(z) + 1=z) = G(s R(z)) = G(s R(G(s))):
If we dene the subordination functions !1(z) = z   R(G(z)), and !2(z) = z   R(G(z)): Then,
!2(z) = z   w and
G(z) = G(z  R(G(z))) = G(!2(z)):
Now consider !2(z) = z  w is a maps C+ to C+ and letting G = G2  !2, we have limy!1 iyG(iy) = 1 by
Proposition 26. By Theorem 27, there is a measure, which we denote it by , of which G is the Cauchy
transform and thus the R-transform of this measure satises the equation R = R +R by construction.
By Theorem 28, we have    =    where  means the classical convolution, because G(z) =
G(z   w) = G(z). We summarize previous discussion by the following theorem:
Theorem 58. Given a + bi 2 C : Let 0 be the Dirac mass at a and 1 be the probability measure with
density
d1(t) =
1

 b
b2 + (t  a)2 dt:
Then for any probability measure , we have i   = i   for i = 0; 1:
Now, given two probability measures  and  on R, observe that if    exists and the R-transform
addition formula hold. That is, R = R +R . Then,
G 1(z) = G
 1
 (z) +G
 1
 (z)  1=z () z = G 1 (G)(z) +G 1 (G(z)) 
1
G(z)
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Now, if we let !1(z) = G
 1
 (G)(z) and !2(z) = G
 1
 (G(z)); then
z = !1(z) + !2(z)  F(z);
where F = 1=G . On the other hand,
!1(z) = G
 1
 (G(z)) = F
 1
 (F(z))) F(z) = F(!1(z)):
Similarly, F(z) = F(!2(z)). Thus, in order to dene    in full generality, we are going to show that
we can always nd !1 and !2 satisfying
F(!1(z)) = F(!2(z)) and !1(z) + !2(z) = z + F
 1
 (!1(z)):
Notation 59. Let  and  be probability measures on R with Cauchy transforms G and G respectively.
Let F(z) = 1=G(z); F(z) = 1=G(z) and H(z) = F(z)  z, H(z) = F(z)  z.
The functions F; F are analytic functions that map C+ into C+ obvious. In addition, by Lemma 37
Im(F(z)) and Im(F(z)) are greater than Im(z), we also have H and H are analytic functions that map
the upper half plane C+ to itself.
Corollary 60. Let F and F be as in Notation 59. Suppose 0 < 2 < 1. Then there are 2  0 > 0 such
that
(1) F 1 is dened on  1;1 for any 1  0 with F 1 ( 1;1)   1+1;1=2;
(2) F( 2;2)   1;0 .
Proof. Let  = 1+1. By Lemma 52, there is 0=2 > 0 such that for all   0=2 and 1 = (1++1) =
2  0 we have  1;1  F1( ;) and F 1 exists on  1;1 ; thus, F 1 ( 1;1)   1+1;1=2. By Lemma
53, choose 2  0 > 0 so that F( 2;2)   1;2   1;0 :
Denition 61. For any z; w 2 C+; let g(z; w) = z +H(z +H(w)): Then g : C+  C+ ! C+ is analytic.
Let gz(w) = g(z; w):
Remark 62. Choose 1 > 2 > 0, and 2  0  0 according to Corollary 60. Now, we try to control
Im(F(w)   w). Since F(w)=w ! 1 as w ! 1 in  2;2 , we have for any " < 1, jF(w)   wj < "jwj for
suciently large w 2  2;2 : Then
0  Im(F(w)  w)  jF(w)  wj < "jwj < "
q
1 + 22Im(w);
the latter inequality is from Lemma 37 for w 2  2;2 . By choosing 1=" = 2
p
1 + 222 we nd a  > 0 with
  2 such that we have
Im(F(w)  w) < 1
2
Im(w) for all w 2  2;   2;2 :
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Consider the point z = w+F 1 (F(w)) F(w) where w 2  2;. Since F(w) 2  1;0 ; this is well-dened.
Moreover, we have Im(F(w))  Im(w) >   0; and thus F(w) 2  1;Im(w), which also implies that
F 1 (F(w)) 2  1+1;Im(w)=2 due to Corollary 56(1). Hence, Im(F 1 (F(w))) > Im(w)=2; and therefore
Im(z) = Im(F 1 (F(w)))  Im(F(w)  w) >
Im(w)
2
  Im(w)
2
= 0:
We conclude that for w 2  2; ; we have z 2 C+:
Lemma 63. Consider 2 and  as above, let w 2  2; : Then
z = w + F 1 (F(w))  F(w)() g(z; w) = w:
Proof. Suppose z = w + F 1 (F(w))  F(w). By Remark 62, we have z 2 C+: Then
g(z; w) = z +H(z +H(w)) = z +H(z + F(w)  w) = z +H(F 1 (F(w)))
= z + F(F
 1
 (F(w)))  F 1 (F(w))
= z + F(w)  F 1 (F(w))
= w:
Conversely, suppose g(z; w) = w: Then,
w = g(z; w) = z +H(z +H(w)) = z + F(z +H(w))  (z +H(w))
= z + F(z + F(w)  w)  (z + F(w)  w) = w + F(z + F(w)  w)  F(w):
So, F(w) = F(z + F(w)  w), and hence, F 1 (F(w)) = z + F(w)  w:
Note that the map w ! w+F 1 (F(w)) F(w) is an non-constant analytic on  2; , and  2; is open.
By Open Mapping Theorem, the set 
 = fw + F 1 (F(w))  F(w) j w 2  2;g  C+ is open.
Remark 64. By Lemma 63, for z 2 
; gz has a xed point in C+. Now, we are going to show that for every
z 2 C+, gz has a xed point and that w is an analytic function of z.
Let D = fz 2 C j kzk < 1 g be the unit disk in the complex plane, and we denote the composition of n
copies of f by fn. In order to prove the last part of Remark 64, we recall the following two theorems.
Denjoy-Wol Theorem: Suppose f : D ! D is a non-constant analytic function, and f is not an au-
tomorphism of D (i.e., not a Mobius transformation. In other words, not of the form (z   )=(1   z)
for some  2 D and  2 C with kk = 1). If there is a point w 2 D such that f(w) = w, then for all
z 2 D; fn(z)! w. In particular, the xed point is unique.
Vitali-Porter Theorem: Suppose that ffng1n=1 are sequence of holomorphic functions on D and jfn(z)j 
M for all n 2 N, z 2 C: If there is an subset D0  D which has an accumulation point in D such that
lim
n!1 fn(z) exists for all z 2 D
0, then lim
n!1 fn(z) exists everywhere on D. Furthermore, the convergent is
uniform with respect to z in any compact subset of D and the limit function is analytic on D:
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Lemma 65. Let g(z; w) be as in Denition 61. Then there is a non-constant analytic function f : C+ ! C+
such that for all z 2 C+, g(z; f(z)) = f(z): The analytic function f is unique determined by the xed point
equation.
Proof. Consider the set

 = fw + F 1 (F(w))  F(w) j w 2  2;g  C+
and for z 2 C+, let gz : C+ ! C+ by gz(u) = g(z; u): In order to apply Denjoy-Wol Theorem, consider the
map
(z) = i
1 + z
1  z and  (z) =
z   i
z + i
;
 maps D onto C+ and  maps C+ onto D. Moreover,
( (z)) = i
1 + z iz+i
1  z iz+i
= i
(z + i) + (z   i)
(z + i)  (z   i) = z and  ((z)) =
i 1+z1 z   i
i 1+z1 z + i
=
i(1 + z)  i(1  z)
i(1 + z) + i(1  z) = z:
Hence, they are inverses of each other.
Let z 2 
; and ~gz : D ! D be given by ~gz =   gz  . Since z 2 
; there is a w 2  2; with
z = w + F 1 (F(w))  F(w): Then, gz(w) = w by Lemma 63. Let ~w =  (w); then ~w 2 D and we have
~gz( ~w) =  (gz(( ~w))) =  (gz(w)) =  (w) = ~w:
Thus, the map ~gz has a xed point in D. Now, since we have for all w 2 C+,
Im(gz(w)) = Im(z) + Im(H(z +H(w)))  Im(z):
Therefore, gz is not surjective, and hence gz is not an automorphism of the upper half plane, and thus, ~gz
can not be be an automorphism of the disk. Therefore, by Denjoy-Wol Theorem, ~gz
n(~u)! ~w for all ~u 2 D:
Thus, gnz (u)! w for all u 2 C+:
Now, we dene our interates on all of C+. Let u0 = i be the initial point. For each n 2 N; we dene an
analytic function fn : C+ ! C+ by fn(z) = gnz (i): We claim that for all z 2 C+; lim
n!1 fn(z) exists. Note
that for z 2 
; we have lim
n!1 fn(z) exists. More precisely, for z 2 
; we have fn(z) = g
n
z (i)! w:
Now, let ~
 =  (
) and ~fn =   fn  . Then, ~fn maps D into D and for all ~z 2 ~
; lim
n!1
~fn(~z) exists.
Hence, by Vitali-Porter Theorem, lim
n!1
~fn(~z) exists for all ~z 2 D. Since lim
n!1
~fn(~z) is not constant on ~
, the
Maximum Modulus Principle implies that the limit takes values only in D. Hence, lim
n!1 fn(z) 2 C
+ for all
z 2 C+. Therefore, we dene f : C+ ! C+ by f(z) = lim
n!1 fn(z): By Vitali-Porter Theorem, the convergence
is uniform on compact susbsets of C+ and f is analytic. Since fn(z) = gnz (i);
gz(f(z)) = lim
n!1 gz(fn(z)) = limn!1 g
(n+1)
z (i) = f(z):
So, we have g(z; f(z)) = gz(f(z)) = f(z):
By Denjoy-Wol Theorem, the function f is uniquely determined by the xed point equation on the open
set 
; by analytic continuation it is then unique everywhere.
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Theorem 66. There are analytic functions !1; !2 : C+ ! C+ such that for all z 2 C+,
(1) F(!1(z)) = F(!2(z)); and (2) !1(z) + !2(z) = z + F(!1(z)):
The analytic functions !1 and !2 are uniquely determined by those two equations.
Proof. Let z 2 C+ and gz(w) = g(z; w). Lemma 65 implies that gz has a unique xed point f(z). We dene
the function !2(z) = f(z) for all z 2 C+, and we dene !1 by !1(z) = z + F(!2(z))  !2(z): Then, !1 and
!2 are analytic on C+ and !1(z) + !2(z) = z + F(!2(z)):
Let z 2 
, we have that z = !2(z) + F 1 (F(!2(z)))   F(!2(z)) by Lemma 63. On the other hand,
z = !2(z) + !1(z)  F(!2(z)): Hence, for z 2 
; we have !1(z) = F 1 (F(!2(z))): Thus, for all z 2 
; and
hence by analytic continuation for all z 2 C+; we have F(!1(z)) = F(!2(z)):
Observe the equation (1) and (2), we obtain
!1(z) = z + F(!2(z))  !2(z) = z +H(!2(z))
and !2(z) = z + F(!1(z))  !1(z) = z +H(!1(z)):
Thus, !2(z) = z+H(z+H(!2(z))) = g(z; !2(z)): By Lemma 65, we know that an analytic solution of this
xed point equation is unique. Exchanging the H and H gives in the same way the uniqueness of !1:
We review that if F : C+ ! C+ is analytic, then the theorem of Nevanlinna asserts that there is a unique
nite positive Borel measure  on R and real numbers a and b, with b > 0 such that for z 2 C+
F (z) = a+ bz +
Z
R
1 + tz
t  z d(t):
Then given  > 0, note that by Lemma 40 we have, for Im(z)  1;
j 1 + tz
z(t  z) j 
1
jt  zj +
jtj
jt  zj  2
p
1 + 2:
Then,
F (z)
z
=
a
z
+ b+
Z
R
1 + tz
z(t  z)d(t):
For a xed t we have (1 + tz)=z(t  z) = (t  1=z)(t  z)! 0 as z !1.
Since j(1 + tz)=z(t   z)j is bounded independently of t and z, we apply the Dominated Convergence
Theorem to conclude that
F (z)
z
! b as z !1 in  :
Lemma 67. lim
y!1!1(iy)=iy = limy!1!2(iy)=iy = 1:
Proof. For i = 1; 2, we note that !i : C+ ! C+ is analytic, and hence there is a probability measure i such
that
!i(z) = ai + biz +
Z
R
1 + tz
t  z di(t):
It suces to show that b1 = b2 = 1: First, we claim that lim
y!1!2(iy) =1. That is, for given ;  > 0 there
is y0 > 0 such that !2(iy) 2  ; whenever y > y0:
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Note that !2(z) = z+H1(!1(z)) 2 z+C+, so we have Im(!2(z)) > Im(z): Then, b2 = lim
y!1!2(iy)=(iy) 
0, which implies that Im(!2(iy))=y ! b2 and our inequality Im(!2(w)) > Im(z) implies b2  1:
Since Re(!2(iy))=y ! 0; there is y0 > 0 such that for y > y0   we have
(
Re(!2(iy))
y
)2 + (
Im(!2(iy))
y
)2 < (1 + 2)(
Im(!2(iy))
y
)2:
For such a y we have
j!2(iy)j2
y2
< (1 + 2)(
Im(!2(iy))
y
)2 ) j!2(iy)j <
p
1 + 2Im(!2(iy)):
Thus, !2(iy) 2   by Notation 39. Since Im(!2(iy)) > y > y0, we have !2(iy) 2  ; . Thus, lim
y!1!2(iy) =
1:
Since !1(z) = z+H(!2(z)) 2 z+C+, repeating our argument above, we have b1 = lim
y!1!1(iy)=(iy)  1
and lim
y!1!1(iy) = 1: By Lemma 40, limz!1;z2  F(z)=z = 1, so we have limy!1F(!1(iy))=!1(iy) = 1:
Therefore, the equation !1(z) + !2(z) = z + F(!1(z)) means that
b1 + b2 = lim
y!1
!1(iy) + !2(iy)
iy
= lim
y!1
iy + F(!1(iy))
iy
= 1 + lim
y!1
F(!1(iy))
!1(iy)
!1(iy)
(iy)
= 1 + b1:
Thus, b2 = 1. By the same argument, we have b1 = 1:
Now, if we let F = F  !2, then F maps C+ to C+. Moreover,
lim
y!1
F (iy)
iy
= lim
y!1
F(!2(iy))
iy
= lim
y!1
F(!2(iy))
!2(iy)
!2(iy)
iy
= 1:
Then applying Theorem 27, we have the following result:
Theorem 68. Let F = F  !2. Then 1=F is the Cauchy transform of a probability measure.
Now, let  and  be probability measures on R, then let F = F  !2 = F  !1 be as in Theorem 68 and
m its corresponding probability measure. By the second part of Theorem 66, we have
!1(F
 1(1=z)) + !2(F 1(1=z))  F(!1(F 1(1=z))) = F 1(1=z):
Since !1(F
 1(1=z)) = F 1 (1=z) and !2(F
 1(1=z)) = F 1 (1=z), we have
F 1 (1=z) + F
 1
 (1=z)  1=z = F 1(1=z)
) F 1 (1=z)  1=z + F 1 (1=z)  1=z = F 1(1=z)  1=z
) R(z) +R(z) = Rm(z):
Thus, we achieve our nal conclusion:
Theorem 69. Let  and  be two probability measures on R. Then there is a probability measure m on R
with the R-transform R, such that Rm = R +R :
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Denition 70. Let    be the probability measure whose Cauchy transform is the reciprocal of F ; that
is, for which we have R = R +R . We call   the free convolution of  and .
In summary, we consider the probability measures  and  with compact support on R in chatper 3,
and we prove that the existence and uniqueness of free convolution (Theorem 34). Then, we try to relax our
condition. Consider the case of measures with nite variance in chapter 4, and we give a proof of R-transfrom
addition formula under this assumption (Theorem 51.) Finally, we discuss the most general case in chapter
5; that is, we consider probability measures on R that may not have any moments. It is amazing that the
R-transform addition formula still hold (Theorem 69), and it is the nal conclusion in the thesis.
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