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ABSTRACT 
 Consistent with the automotive industry, other highly technological industries 
have discovered the value of implementing lean manufacturing operations. In today’s 
economy, companies are realizing that controlling and minimizing manufacturing cost is 
a requirement for a successful business. Businesses are hiring the help of consulting 
companies to implement better manufacturing techniques. However, more often than not, 
these businesses struggle with the actual implementation due to the underlying 
disturbances in the current production floor.  These disturbances range from demand 
balance issues to the more complex quality defects.  
The goal of this study is to provide a theoretical framework, analysis and 
simulation of the disturbances in a mixed-model manufacturing production system. 
Mixed-model production systems employ a single set of resources to manufacture 
multiple product lines, giving room to a complex set of production issues which are often 
hard to visualize. This thesis simulates the production floor of a company with a single 
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mixed-model production system that assembles three highly technological, complex 
engineering, multi-configuration products such as automotive engines.  
A discrete event simulation model was used to manipulate the disruptions on the 
production system. The real manufacturing performance was used to verify and validate 
the model. Individual modification of the disturbances revealed their effect on production 
efficiency. Optimization policies like rework strategies and Kanban sizing are presented 
to minimize the effect of said disturbances. 
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GLOSSARY 
Available Capacity Capability of a resource to produce output on the specific 
demand period 
Cycle Time, CT The Average time between the completions of two 
consecutive units. This includes Production Time and 
Waiting Time. 
Excess Capacity The wasted remaining capability that occurs when the 
actual production demand is less than the available 
demand.  
Heijunka The even distribution of the production volume and mix 
over time. 
Kanban A visual system used to communicate production status 
across the floor. Often used to signal a demand pull from 
the upstream process. Under Kanban rules, a process 
cannot start without a Kanban signaling the use of 
upstream workstation. 
Manufacturing  
Execution System MES. A computerized system capable of recording current 
conditions of an assembly floor and storing performance 
metrics for future analysis. 
Mixed-Model Line An assembly line used to fabricate multiple different 
product lines. 
Production  Balancing See Heijunka. 
Production  Time, PT The time required for a product to go through a process. 
This is the time an operator spends working on a product.   
TAKT Time How often completed units need to leave the assembly 
floor, as established by the customer demand. 
Waiting Time The time a product spends waiting for an operator or 
resource to become available.  
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1. INTRODUCTION 
In today's competitive world, manufacturing companies are constantly trying to 
increase their throughput without increasing their resources. One way to do this is to 
implement a mixed-model production system; that is, one assembly line used to fabricate 
multiple different product lines. The concept was originally developed by Toyota in the 
1960s in order to assemble multiple automotive models with limited resources and 
negligible line changeovers (Lee & Snyder, 2006). Since then, mixed-model production 
has been adapted to multiple industries trying to accomplish the same results.   
Typically, assembly lines are made up from a number of linked workstations and 
operators, each tasked with a particular job, and products flow downstream through a 
material handling system (van Zante-deFokkert & de Kok, 1997).  Assembly lines can be 
classified into two categories:  a single model line which is dedicated to a single product 
model, and a multi-mixed-model line which is designed to assemble multiple product 
models (Buxey, Slack, & Wild, 1973).  
Industries looking to enable highly diversified product portfolios without 
jeopardizing the benefits of an efficient flow-production often utilize mixed-model 
assemblies. Mixed-model lines reduce setup times and cost by using flexible workers and 
machinery capable of doing multiple jobs in lots of size one. To facilitate this, mixed-
model lines often have a common base product which is then customized to the particular 
final product (Buxey, Slack, & Wild, 1973). Take for example a car with an electronic 
sunroof and GPS followed by another car without the luxury features and a different 
exterior color. 
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There has been considerable research (e.g., (Baker, 1974) (French, 1982) (Wang 
& Perkins, 2006)) done on the sequencing and the procedures and policies used to 
balance assembly lines. Mixed-model lines suffer from the same line balancing problems, 
but in addition they give rise to short-term sequencing problems.  On such lines, it often 
is necessary to determine the production sequencing using a planning horizon of a single 
day. These additional planning considerations and the issues that might arise from further 
balancing complications, make transforming a single line into a mixed-model line 
difficult.  
One of those complications is the variation on workloads depending on the 
particular model. In the car example above, a car with a GPS system would require a 
longer production time than the car behind it, which has a standard console. When several 
high-workload products are sequenced together, the particular workstation might become 
overloaded and would require additional operators to finish the products. Those work 
overloads can be mitigated using complex model sequencing, where high-intensity 
models are alternated with less work-intensive ones (Boysen, Fliedner, & Scholl, 2009). 
Another mixed-model complication is the material handling of the assembly line. 
Different products are assembled from different models or parts and therefore require 
different materials on the assembly line. The material handling system consequently must 
accommodate for variation on the sequencing of models. 
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Complications such as these are only enhanced when the assembly line is subject 
to production disturbances such as variable demand, variable workforce, quality, and 
yield. This thesis, studies the effect of disturbances on a mixed-model line installed by a 
highly technological company which manufactures highly engineered, complex, multi-
configuration products, such as automotive engines. For proprietary and privacy reasons, 
this text will refer to such company as Company X. Although, the name of the company 
is fictitious, the simulation and analysis of the production floor are done using real 
production characteristics. 
Company X started running this assembly line at the end of the 1970s; however, 
initially, the line produced a single product. Since then, the company has had the 
opportunity to expand the assembly line. Today, 10 different products, in 3 
categories/markets, are being manufactured under the same roof. Throughout this growth, 
and due to the complexity of a mixed-model production, said company has lost 
manufacturing efficiency and currently operates a below-max-capacity assembly line at 
24% overtime annually. 
This thesis seeks to understand the root cause of the inefficiencies that are 
affecting the mixed-model line of Company X. The study is based on a discrete event 
simulation model which is constructed from real assembly characteristics. Disturbances 
have been modeled to understand their effect and optimize solutions to increase 
efficiency. 
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2. PROBLEM STATEMENT 
2.1. Company X – Mixed-Model Production 
As new business opportunities developed, Company X actively expanded its 
product line to fulfill the market. Today, Company X satisfies 3 different markets by 
manufacturing 10 different products in a single assembly line. Figure 1 shows the product 
hierarchy for Company X.  
 
Figure 1 – Company X Product Hierarchy. 
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 This particular assembly line manufactures products for the Domestic, Export, 
and Spares Markets.  Within each market category, the products resemble each other; 
however, each product line is completely independent.  
For the purpose of this study, products will be grouped into each market, 
therefore, reducing the number of different products going through the simulation but still 
keeping the mixed-model characteristics of the line. In other words, in order to better 
understand the characteristics of the system, the mixed-model assembly line will be 
simplified to the 3-Model production system shown in Figure 2. 
 The value stream is composed of 15 sub-assembly workstations highlighted in 
white. The sub-assembly workstations flow into 6 assembly workstations which are 
shown in yellow and 4 inspections workstations shown in green.  Each workstation shows 
the product markets that it services: workstations with green blocks service the domestic 
market, workstations with blue blocks service the export market, and workstations with 
red blocks service the spares market. The domestic and export sub-assemblies work in 
parallel on multiple portions of the value stream flowing down towards each assembly 
workstation. The spares on the other hand, depending on their model, have the option of 
either flowing down to the next sub-assembly or leaving the system straight to the 
consumer. The spare product paths are shown by the dotted-lines exiting each 
workstation.  
 
 6 
 
 
Figure 2 – Mixed-Model Value Stream. 
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Table 1 summarizes the high-level characteristics of the mixed-model line for 
Company X.  An important complicating factor into the complications of this line is that 
the demand for the spare line varies by workstation. Each workstation has to not only 
fulfill the constant demand for the full products (domestic and export units) but also the 
variable spare demand for each particular workstation.  
Table 1 – Mixed-Model Assembly Line Characteristics & Demand. 
Mixed-Model Assembly Line 
# of Models 10 
# of Markets 3 
# of Sub-Assembly Workstations 15 
# of Assembly Workstations 6 
# of Inspection Workstations 4 
Size of Workforce per Shift (Assemblers) 67 
# of Shifts per Day 2 
Annual Operation (Days) 250 
Average Annual Overtime %** 24% 
Total Demand [not including Spares] (Units) ~750 
   
Product Type Annual Demand (Units) Average Cycle Time (Days) 
Domestic 588 9 
Export 143 13 
Spares Varies by Workstation 
**Overtime percentage is defined as Overtime hours/Regular hours. 
Having different demands for each workstation, makes establishing an overall 
assembly pace extremely difficult because each workstation has a different workload it 
must fulfill. The time between the full completion of each item that the workstation 
completes is the TAKT time (Vatalaro & Taylor, 2003).  In mathematical terms, Equation 
(1) clearly shows that if the total time available is the same for all the workstations but 
the demand varies, the TAKT time must therefore vary as well. This is one of the major 
complications of this particular assembly line.  
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 (1) 
where    is the total available production time to complete a demand of 
  units. 
 
The choice of the words full completion in the definition above is a subtle but 
important distinction. TAKT time defines the beat that finished products have to leave the 
assembly line; it does not dictate the pace of the production time. For example, a 
workstation with a demand of 365 units that works every day of the year has a TAKT 
time of one day/unit. This does not mean that each unit must be completed in one day; 
instead, it strictly says that in order to meet demand, one unit must be completed each 
day. The cycle time for the workstation can be such that it takes 4 days to complete a 
unit, and therefore each day there are 4 units being worked simultaneously in order to 
meet the TAKT time of 1 day/unit. This concept is shown in Figure 3, where a 
workstation with a cycle time of 4 days, fulfills a TAKT time of one day/unit by 
employing 4 operators.  
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Workstation A 
Cycle Time = 4 days 
 
TAKT time = 1 day/unit 
Days 1 2 3 4 5 6 7 8 
Operator 1 UNIT 1 
 
  
 
  
Operator 2   UNIT 2   
 
  
Operator 3     UNIT 3 
 
  
Operator 4     
 
UNIT 4   
Operator 1         UNIT 5 
Days 1 2 3 4 5 6 7 8 
Figure 3 – Cycle Time vs. TAKT Time. 
When a production rate is matched to the TAKT time at each process of the value 
stream, the line is said to be balanced. Single product line balancing is a fairly straight 
forward process because every workstation has the same demand, and therefore as 
explained above, the same TAKT time. Matching the workstation cycle time to the 
TAKT time will give a balanced line. For a mixed-model line, the line balance is 
typically determined on the basis of a weighted average product. The difference between 
processing times of the different models are averaged to create a weighted cycle time, 
and this is matched to the TAKT time for each particular workstation (Boysen, Fliedner, 
& Scholl, 2009).   
2.2. Capacity Problems 
 A capacity check is the first step when companies consider upgrading their 
current assembly line from a balanced single to a mix model production system. A 
prospective single product line must have enough available capacity, the capability of a 
resource to produce output over the specific demand period, in order to fulfill the current 
demand plus that of the new models entering the assembly line (Matta & Semeraro, 
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2005). If the available capacity exceeds the total demand of the line, the additional 
remaining capacity is a manufacturing waste, also known as excess capacity. When 
companies recognize they have excess capacity, they often look to new product models 
that they can add to the assembly line to take advantage of the underused resources. 
However, many companies ignore the measurement of capacity, assuming that their 
facility has enough capacity, which is often not the case. In the case of Company X, there 
is sufficient capacity for the current mixed-model line.  
 As described above, Company X has around 67 employees per shift working the 
assembly line, distributed across the workstations as needed. Given that each workstation 
has a different cycle time and a different demand; the number of employees per 
workstation is also varied. Therefore, the capacity study must be done at the workstation 
level rather than the assembly line level.  
Capacity can be calculated by assuming the assemblers at each workstation work 
8 hours all 250 workable days of the year. Thus, each worker at a workstation provides 
8x250=2000 man hours of capacity. The utilization of the assembly line is the ratio of 
required to available capacity. The required capacity is calculated by multiplying a 
particular workstation’s demand by its cycle time. By using Equation (2), management 
can obtain the workload of each workstation. The overall assembly line utilization can be 
approximated by averaging the utilization percentage of each workstation over the whole 
line. For the demand rate provided in Table 1, the assembly line was operated at a 
utilization of 69%.  
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[            ]
                    
 (2) 
where      is the production time and      is the annual demand for 
workstation w/s. Days is the available operational days in a year, Hours  is the 
available hours of work each operational day, and Operators is the number of 
operators available each hour of the day. 
 
The production time in Equation (2) is the time in which a product is being 
worked on. While it can be approximated as cycle time in efficient assembly lines, cycle 
time includes all waiting time the product might spent waiting for an operator; production 
time only accounts for time an operator spends working on the product. When assembly 
lines have large amounts of waiting time between workstations, the cycle time might 
significantly differ from the production time. Using cycle time in Equation (2) will make 
workstations appear to be more utilized than they really are due to the inclusion of 
waiting times. 
By having the assembly line operate at 69% utilization or with 31% excess 
capacity, Company X is over-employing the line and wasting resources. However, 
recalling the information in Table 1, Company X had to operate the line at 24% overtime 
in order to meet demand during the 2013 production year. These numbers point towards a 
problem that is not driven by limiting capacity but instead a different issue. The 
simulation created as part of this research, was used to diagnose the mixed-model line in 
question. 
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2.3. Material Handling at Company X 
As discussed in the introduction, material handling is another large source of 
problems in a mixed-model line. In a single-product line, material handling is a fairly 
straight forward process in which material is received from suppliers, stored until needed, 
and then delivered to the appropriate workstation, where the material will be assembled 
into the final product. The system is often a linear progression, in which Material A is 
installed in Workstation A, followed by Material B which is installed in Workstation B, 
and so on until the assembly is complete. This process is shown in Figure 4 which depicts 
a single model line in which material is delivered to each workstation as needed from a 
material storage site. It can be seen that the material delivery order does not vary even 
when the product assembly order varies due to other external factors, such as quality or 
operator differences. This makes the material handling system predictable and easily 
analyzed.  
 
Figure 4 – Material Handling for a Single-Model Line. 
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Figure 5 shows a more complex material handling process for a mixed-model 
line. As was the case for the single-model line, the mixed-model line also suffers from 
external factors that cause the product assembly order to shift and vary between 
workstations. However, the material handling process must recognize these changes and 
then deliver the correct material in the correct order. This is illustrated in the figure by 
using color changes in the delivery process. The method of communicating assembly 
order and material need is often very complex and causes delays on the production floor.  
 
Figure 5 – Material Handling for a Mixed-Model Line. 
 Transportation lead time is another common delay in the material fulfillment 
process. This is the lead time that it takes for a material need to be fulfilled due to 
material being transported across distances. Material transportation does not add to the 
overall value of the final product and therefore in lean terms it is a waste. That said, 
transportation often is necessary, but eliminating it or reducing it within a facility will 
help reduce the overall cycle time (Vatalaro & Taylor, 2003). Often material is received 
 
 
14 
 
at a particular location, is stored in a different second location, and, subsequently, is 
worked on at a third location. In the case of Company X, a large facility, each location is 
in a separate building and the material has to be transported around 0.6 miles. This 
process is shown schematically in Figure 6. 
 
Figure 6 – Company X Material Transportation. 
 At Company X, all material from the suppliers gets delivered into the receiving 
dock in Building A. Here the material is unpacked, separated, and inventoried into a 
piece-part storage system. As requested by the assembly line, material is grouped into 
workstation totes and shipped to Building B. Building B houses a secondary storage area 
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designated for ready-to-go workstation totes and the assembly line. When the assembly 
line finishes a product, a new tote is delivered from the storage area in Building B and a 
new order is placed to Building A to fill the new vacancy in Building B. 
Company X has chosen to use operator carts to transport material within the 
building. For material being transported between buildings, Company X has implemented 
a truck route that runs 8 times a day (4 times per shift). Schedules such as this add 
additional delays to the material fulfillment lead time since new orders have to wait for 
the truck to be available prior to being delivered. In the case of Company X, the 
maximum truck wait time is 2 additional hours on top of the order fulfillment time. This 
additional delay is a disturbance added to the simulation in Chapter 3. 
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3. METHOD & SIMULATION MODEL 
 When implementation of test schedules and release policies on the actual 
manufacturing system is not feasible, and analysis of the corresponding mathematical 
model is intractable, a discrete-event simulation of a factory can provide an accurate 
experimental test bed for the parameterization of the system (Schwartz, 2008). Literature 
shows that discrete event models have successfully modeled multiple manufacturing 
systems (Zimmermann, 2008). By tracking individual entities, or products, as they move 
through a process, these simulation models are able to output dynamics of the system, 
and provide approximations of various metrics, such as cycle time, throughput, yield, and 
utilization. 
3.1. Discrete Event Modeling 
 A discrete event simulation models a process by separating it into a discrete 
sequence of events in time. Each event happens at a particular time instant and its status, 
and the state of the entire system, changes as a function of time (Zimmermann, 2008). 
Unlike continuous simulation models, discrete event models do not measure changes 
between time events, and therefore discrete simulation often is computationally more 
efficient. 
Today’s manufacturing systems are complex and their design is highly 
complicated with multiple interactive part flows. Direct optimization methods, such as 
liner programming, are not applicable for these manufacturing systems if the model is 
expected to provide details beyond the estimations of the first moments of the metrics 
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(Zimmermann, 2008). Systems are often nonlinear and can only be approximated by 
modeling specific portions of the system individually, hence missing the second order 
dynamics. Therefore, manufacturing system design and operations are among the primary 
areas in which discrete stochastic event models are used.  
A multitude of approaches and solvers for discrete models exist, and the literature 
on them is extensive.  The research described in this thesis was performed using the 
Matlab Simulink SimEvents engine. SimEvents solves models using a three-phase 
approach. The first phase is to jump in time to the next chronological time point. Within 
this particular time, the second phase executes and monitors all changes due to events 
that will occur unconditionally at this time. The third and final phase is the execution of 
events that conditionally (due to other triggered events) occurred at this time.  Once all 
events have been executed, the model goes back to phase one and moves to the next 
chronologic time point (Pidd, 1998).   
 SimEvents creates entities which represent individual items of interest such as 
products on an assembly line or cars on a highway. Any change in the generation, 
processing, or movement of an entity triggers an event which must be simulated. The 
changes due to the simulation of each particular event modify the system and affect 
subsequent changes. If the entities are cars on a highway, the sudden stop of one car can 
cause the system, or the highway, to become a traffic jam, which in turn, causes all other 
cars to come to a stop as well.  
 Systems in SimEvents are modeled using a block-diagram interface that allows 
the user to create, process, store, and move entities by linking specific blocks. Links 
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between blocks provide paths through which entities can move and servers act as 
operators performing specific actions, such as assembly operations. Storages may be 
modeled using queues and triggered depending on assigned attributes on each specific 
entity.  Together a complex network of these blocks can model any production system 
such as the one shown in Figure 2. That said, modeling such a large value stream would 
require huge amounts of computation power and each run would be time consuming, 
therefore eliminating the value of the simulation. For the purpose of this study, the 
simulation will only model the first portion of the value stream shown in red in Figure 2. 
The portion of the value stream labeled as simulation target, shown in Figure 7, 
has been chosen because it contains enough characteristics to represent the complete 
system. The simulation value stream contains four sub-assemblies and one assembly 
workstation.  It represents 15% of the whole system, an approximately 50-hr cycle time, 
and employs 13 operators in 2 shifts. It contains a sub-assembly that is dependent on an 
upstream sub-assembly workstation in order to study cross workstation dynamics, and an 
assembly workstation to understand how assembly dynamics can affect upstream 
workstations.  
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Figure 7 – Simulation Value Stream. 
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3.2. Modeling Method 
As discussed previously, this study uses a discrete event model to investigate the 
disturbances affecting a mixed-model production system at Company X. By using a 
model, the investigation can obtain accurate quantitative information regarding system 
performance without affecting the real production system. 
This investigation was performed in three main stages. Stage 1 consisted of the 
collection and analysis of the manufacturing data from the real system. This data acted as 
the input of parameters for the simulation model. The data collection process also 
allowed the identification of the disturbances that affect the production system. Stage 2 of 
the study was the modeling of the production floor. Steps were taken to successfully 
model the overall value stream in Figure 7 and the disturbances that affect it. In stage 3, 
the model was verified by comparing it to actual production from last year, using the 
historical system demand as an input. Model parameters were tweaked until the 
simulation was accurate enough to predict last year’s performance. Once the model was 
verified, the study moved to understanding the disturbances and their effects. Each 
disturbance was individually manipulated to understand its consequences on the 
production system and rated accordingly. The final portion of the study consisted of the 
model optimization by integrating enhancement policies and minimizing the effect of the 
disturbances on the system. 
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3.3. Stage 1 - Data Collection   
 Data was collected using Company X’s Manufacturing Execution System (MES). 
The MES system has been implemented for the last couple of years and therefore 
provided reliable historical data about each workstation.  
Cycle time is obtained from the implementation of start and completion stamps. 
Each day, every individual in the production line is assigned a workstation and a 
particular product to work on. Every workstation starts with the introduction of an 
electronic start stamp which is triggered by the operator prior to starting work. It is not 
possible to receive work instructions without triggering the start stamp. After processing 
of a product at a particular workstation is completed, the operator performs an inspection 
and stamps the completion on the system.  
Quality yield was also measured using the MES system. After receiving 
processing on a workstation, all products undergo a quality inspection. If the product is 
deemed acceptable, the product is stamped and the cycle time is recorded. If there is a 
quality issue, the operator will trigger a quality concern which finishes the original set of 
work, the cycle time calculation, and starts a new rework cycle time. By inspecting the 
quality log, the workstation’s yield can be calculated. The average rework cycle time is 
calculated over the population of products which failed inspection for each workstation.  
In addition to the cycle time stamps, MES allows for operator time to be 
vouchered towards specific jobs or products in 15 minutes increments. When operators 
work on Product 1, their time is vouchered towards product 1; however, when there is a 
disturbance lasting 15 minutes or more, the operator can voucher towards that 
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disturbance. As discussed previously, material handling in a mixed-model line is 
complicated and often leads to wasted time by operators waiting for the right material. By 
using the MES system, it was possible to collect the percentage of products with part 
shortages and the duration of such shortages.  
The MES system allows data collecting to be unbiased data given that the 
collection and manipulation of the data happens away from the operators. In other words, 
there is no measurement error due to the intentional presence of management collecting 
data on the assembly line. That said, there are a couple of assumptions that are involved 
by using this method: 
 This method calculates cycle time by calculating the time elapsed between 
the first action on the workstation and the completion of the product. This 
cycle time definition includes the touch time, or active operating time and 
any additional downtime in which the operator is not actively working on 
the process. For example, if an operator triggers an initial stamp and 
actively works 10 minutes on the product and then is interrupted by 
another operator for a period of 2 minutes, the final stamp would include 
the downtime of the interruption as well as the 10 minutes of touch time. 
 Operators are responsible for inspecting the quality of their own work. 
Although yield is a metric in which operator’s performance is rated, 
quality and safety are highly valued. It is not in the interest of operators to 
bypass a quality and safety concern for the sake of achieving a higher 
yield. 
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 Using MES data allows for operator differences to be mitigated by using 
averages over large periods of time. Large variances on the workstation 
cycle times often signify training, unnatural disturbances, or measurement 
error. These variances were not explicitly incorporated into the simulation 
model. 
 An operator’s typical day of work consists of 8 hours. This simulation 
assumes that all 8 hours are productive and work is being done towards 
the completion of a product. In reality, operators are allowed small breaks 
during the day and an amount of housekeeping time at the beginning and 
at the end of each shift. Additionally, there is an amount of unproductive 
work which is captured by the cycle time measurement as described 
previously. 
3.4. Stage 2 – Modeling the system 
The value stream shown in Figure 7 was modeled in separate modules that 
interact with each other. A total of 4 different modules fully define the system. The first 
module is a Demand/Ordering Module, in which demand data for each product is loaded 
from the MES and assigned to the system. The orders are sent to the Material Handling 
Module in which the distribution center selects the requested material, assigns a random 
material shortage, and schedules delivery to the assembly floor using a truck schedule. 
Once material is delivered to the floor, Workstations Modules begin sub-assembly work 
and deliver products to the next workstation. When processing on a product is completed, 
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the product is transported back to the Ordering Module, where performance metrics are 
calculated and displayed. 
A modular approach such as this allows for easy expansion of the value stream. 
Any additional workstation may be deployed by simply introducing the workstation 
module and changing the manufacturing characteristic variables. In the same way, if the 
system needs to be expanded to include a new market module, the variables can be 
modified to include the new product type.  
Each module interacts with the other modules upstream and downstream by 
connections and entity paths. These paths represent the same paths that the products 
follow during assembly at Company X. The relationship and outcome of the interactions 
between modules are dictated by the simulation inputs defined by the user. The inputs 
and outputs of each module are summarized on Table 2. 
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Table 2 – Simulation Inputs and Outputs. 
Module Performance Inputs Outputs Metrics 
Demand 
Ordering 
Module 
Monthly Demand Rate by Product 
Overtime Threshold 
Overall Product Cycle Time 
Overall Average Cycle Time 
Overtime Trigger 
Material 
Handling 
Module 
Material Demand by Product 
Material Shortage Probability by Product 
Material Shortage Duration by Product 
Truck Transportation Schedule 
Product Number of Late Parts 
Product Shortage Duration 
Average Waiting Time 
Sub-Assembly 
Workstation 
Modules 
Workstation Demand by Product 
Average Service Time by Product 
Service Time Variation by Product 
Kanban Size for Workstation 
Number of Operators 
Quality Yield Probability 
Rework Service Time 
Workstation Orders Completed 
Workstation Cycle Time 
Workstation WIP 
Workstation Utilization 
First Time Yield Percentage 
Number of Quality Concerns 
Average Rework Time 
Assembly 
Workstation 
Modules 
Workstation Demand by Product 
Sub-assembly Products 
Average Service Time by Product 
Service Time Variation by Product 
Sub-Assembly Kanban Size  
Assembly Kanban Size 
Number of Operators 
Quality Yield Probability 
Rework Service Time 
Completed Products 
Workstation Cycle Time 
Workstation WIP 
Workstation Utilization 
First Time Yield Percentage 
Number of Quality Concerns 
Average Rework Time 
Overall 
System 
Simulation Time 
Overall Max Utilization 
Overall Min Utilization 
Overall Number of Late Products 
Overall Overtime Rate 
Overall WIP 
 
Figure 8 shows the overall model architecture with each module labeled. Detailed 
descriptions of the modeling and assumptions of each module are provided subsequently.  
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Figure 8 – Overall Model Architecture. 
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3.4.1. Demand/Ordering Module 
The architecture of the demand and ordering module is shown in Figure 9. This 
module handles the generation of the product orders and the display of the performance 
metrics.   
 
Figure 9 – Demand/ Ordering Module Architecture. 
Orders for the simulation are based on the MES data. The user can select either to 
download historical production data from the MES, or to input a case study. When 
demand data is downloaded from the MES, it is uploaded on a month-to-month basis, 
according to last year’s operation planning. If the user decides to use a particular new 
case, a total demand per product line must be input. The total demand is then divided into 
blocks simulating the 12 months in one of three ways: 1) The demand can be distributed 
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equally, such that each month has equal demand; 2) The demand can be distributed such 
that the variation between each month is within a maximum variation percentage defined 
by the user; and 3) The demand can be distributed randomly across all 12 months.  
With the operation planning defined, the model starts the simulation by stepping 
through the month hour by hour. Orders, or entities, are created in an Entity Generation 
Block at the rate defined by the operation planning, such that at the end of each month, 
all orders scheduled for that month have been created. Equation (3) shows the calculation 
of intergeneration time, the time between the creations of each order. 
                    
                  
      
 (3) 
where           is the number of operational days in a month, 
         is the number of operational hours in a day and        is the total 
demand for that month.  
 
This ordering model allows for each product to be handled individually according 
to its operations plan. Therefore each product has its own intergeneration rate. Figure 10 
is a detailed view of the production order generator for the domestic products. The 
module is repeated for all the remaining product types.  
The red block in Figure 10 is the order generation code in which Equation (3) is 
calculated, the entity generated, the product type assigned, and the calculation of the 
system cycle time commenced. Completed products return to the module and, once 
received, the timer is read and cycle time is calculated. Depending on the average cycle 
 
 
29 
 
time of the product type, overtime can be requested for the next shift. Finally, all the 
performance data is displayed by the data display code.  
 
Figure 10 – Production Orders Architecture. 
In addition to generating the orders of the simulation, this module also has the 
logic to decide if the line needs to work overtime. The logic keeps track of the average 
cycle time for each product and compares it to an overtime threshold defined by the user. 
If the average cycle time increases past the threshold, the simulation will trigger periods 
of overtime until the cycle time returns below the threshold. For example, when the 
domestic products have a 40 hours cycle time and a maximum lead time of 60 hours, if 
there is a disturbance on the line such that the cycle time starts to increase past 50 hours, 
overtime can be triggered to bring the cycle time back down and prevent products from 
being late. Chapter 4.2 provides a detailed explanation of how overtime is handled on the 
assembly floor.  
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This ordering model uses the following assumptions: 
 Demand ordering starts at time 0 and therefore, there are no pending 
orders on the assembly floor. When the simulation starts, orders are 
flooded down the system to the assembly floor. An order generated at time 
0 would have a lead time which includes material being picked and 
transported to the assembly floor. During this time, the assembly floor is 
idle waiting for orders. Thus, the simulation contains an initial transient 
effect, which may be mitigated by increasing the total simulation horizon. 
In reality, the production floor is always active and new orders are 
generated constantly. 
 Monthly demand is considered known and defined for the whole year. In 
reality, the demands for the items produced by Company X are generated 
by contracts having large lead times, which allow the master schedule to 
know demand before the beginning of the year. Demand can then be 
balanced to approximate constant monthly workloads. 
 The overtime logic uses a threshold trigger which can cause rapid 
triggering when the measured value is close to the threshold. A hysteresis 
effect has been built in to ensure that overtime is not triggered ON and 
OFF in rapid succession.  
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3.4.2. Material Handling Module 
Orders generated by the Demand Module are transferred to the Material Handling 
Module. This module represents Building A on Figure 6, in the sense that materials are 
allocated to the orders and material shortages are identified. The user must establish the 
probability of a product missing a part and the duration in which the shortage will be 
fulfilled.  
  
Figure 11 – Material Handling Module. 
As orders are received, they are allocated a shortage and shortage duration based 
on a probability vector input by the user. The module allows for multiple consecutive 
orders to experience shortages and for them to wait for their fulfillment in parallel. This is 
done by the implementation of an N-Server block in the logic shown in Figure 12. 
 
 
32 
 
 
Figure 12 – Material Shortages Module. 
 
Orders leaving the distribution center enter the Transportation portion of the 
module as shown in detail in Figure 13.  The truck schedule between Building A and 
Building B dictates how frequently the transportation gate will open. Orders waiting for 
the truck will wait in a First-In-First-Out (FIFO) queue until the gate is opened and the 
material can be delivered. 
 
Figure 13 – Transportation Gate Module. 
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The architecture above operates under the following assumptions: 
 Material shortages are assigned at random, according to a probability 
vector. The simulation allocates shortages in random intervals while 
ensuring that at the end the correct percentage of products experience a 
shortage. In reality, shortages normally occur in batches, such that a 
number of consecutive products experience the same shortage. Material 
shortages in this manner are more disruptive, since a prolonged shortage 
for a specific part number in many consecutive orders can shut down a 
complete product line.  
 Shortage durations vary greatly by parts and suppliers, such that certain 
shortages take a longer time to fulfill than shortages of basic items, such 
as bolts and nuts. The simulation assigns shortage durations using a 
continuous uniform probability distribution. The variation between the 
minimum duration and maximum duration needs to be large enough to 
capture the population of shortage durations.  
 Orders with shortages are held at the distribution center, Building A, until 
all parts are available and the product can be sent to assembly. In reality, 
it is possible for a product order with a shortage to be sent to assembly, so 
that the workstations with all parts available can begin work. This 
practice is against industry Kanban rules because it allows for work to 
start in products while knowing that the work cannot be completed until 
additional parts become available (Vatalaro & Taylor, 2003). This 
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approach results in a large amount of work in process (WIP) and utilizes 
limited resources and space that could be assigned to a different product 
with all parts. 
 The modeling of the truck schedule is done by implementing a passing 
gate. When the gate is closed, orders begin to accumulate until the 
schedule triggers the gate and transportation occurs. The time spent on the 
actual movement of the parts is considered negligible compared to the 
time orders spend waiting for the truck. For schedules in which the truck 
comes more often, the transportation trip time can represent a larger 
portion of the transportation delay and this should be modeled into the 
simulation.    
3.4.3. Sub-Assembly Workstation Module 
As shown in Figure 7, the model simulates products across 4 sub-assembly 
workstations and one assembly station. Each workstation has its own operators, cycle 
time, and quality. Therefore, the workstations are interdependent on each other only due 
to the product flow through the system. Each workstation module receives orders from 
the left hand side, performs the work and calculates performance metrics, and outputs the 
product and order to the next workstation. This architecture is shown in Figure 14.  
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Figure 14 – Sub-Assembly Workstation Module. 
 
The block diagram used by the simulation program for each sub-assembly 
workstation is shown in Figure 15. As depicted in the figure, the module receives 
individual orders from each product type, assigns them a service time, combines them 
into a Kanban system, services and inspects them, and delivers them to the next 
workstation. The number of Kanban spaces, the average service time, the number of 
available operators, and the workstations quality yield are variables defined by the user 
prior to the simulation.   
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Figure 15 – Workstation Detailed Architecture. 
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Incoming orders are received and stored in a FIFO queue until a Kanban spot is 
available. When a Kanban spot becomes available, the next order in the queue is assigned 
a service time using a uniform distribution based on past historical data from the MES 
and moved to the workstation. Servers grab the next available order and operate on it as 
determined by the assigned service time. Upon completion, the server will release the 
Kanban and move to inspection of the finished product. Figure 16 shows the quality 
inspection architecture.  
 
Figure 16 – Quality Inspection Architecture. 
Completed products are randomly assigned a quality attribute based on historical 
data obtained from the MES. Failed products are separated and assigned a rework time 
which is a percentage of the original service time. For example, a failed part with a cycle 
time of 1.5 hours would be assigned a rework time equal to a percentage of the original 
1.5 hours cycle time. The rework time percentage is a variable defined by the user from 
data downloaded from the MES. Products with quality concerns are given a Kanban and 
reenter the queue for the workstation and are serviced by the next available operator. 
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Products that pass inspection and do not need rework are routed to the delivery 
module which reads the total workstation cycle time and outputs the completed product 
to the next workstation. The workstation cycle time is tracked for each product and 
consists of the total time the order spent in the workstation. This includes queuing, 
service and rework time. The module also has data display coding which allows for 
performance metrics such as ratio of completed-to-demanded orders, work in process, 
quality yield, cycle time and utilization to be displayed in real time during the simulation.  
The modular code highlighted in this section was created under the following 
assumptions: 
 Available operators work on the next available order for each product line. 
If multiple orders are available in the Kanban staging area, the server will 
select the next order in accordance to the following priorities: rework 
products, new domestic orders, new export orders, and, finally, new spares 
orders.  In reality, the workstation priority order is dictated at the 
beginning of the shift by the cell leaders depending on business priorities. 
Normally, the domestic market has priority due to market share and 
demand rate. The simulation does not include logic capable of determining 
if an export order is more important than a domestic order ahead of it.  
 Inspection is simulated by the random assignment of a quality attribute. 
This assignment occurs instantaneously, as a discrete event, upon the 
completion of the service time. The time that an operator takes to inspect a 
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product has been included in the original service time characteristics 
obtained from the MES.  
 A failed product undergoes rework by the same operators that serviced it 
and inspected it. When rework is completed, the operator must re-inspect 
the product and determine if the rework was successful. In the unlikely 
event that the part continues to have quality issues, it is flagged for 
management inspection. Upon further inspection, the engineer will either 
route the part for additional rework, or scrap the part. The current logic of 
the quality module does not allow for rework parts to fail inspection again. 
Parts which are scrapped require a new order to be introduced to the 
workstation and for material to be allocated to meet this order. This type 
of disturbance is infrequent and is not simulated by the current model. 
 The assignment of service and rework times from historical MES data 
assumes that operator performance is constant. Any performance 
improvement gained by repeated operation of the workstation is neglected 
and is not included in the simulation. In reality, the service time for a 
controlled procedure should decrease as operators get experience with the 
work required. 
3.4.4. Assembly and Delivery Module 
The assembly module is similar to the sub-assembly modules, except that no 
spares are serviced by this module. As shown in the value stream, the assembly 
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workstation only serves the export and domestic product lines, while the spare products 
are delivered straight to the customer as they are completed. The module is shown in 
detail in Figure 17.  
 
Figure 17 – Assembly and Delivery Module. 
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The Assembly 1 block of the module houses an internal code similar to that of the 
sub-assembly workstations. Sub-assemblies from the export and domestic workstations 
arrive into Kanban staging areas where they wait until all the necessary sub-assemblies 
are available.  When all components become available, the materials are grouped and 
assigned a service time, using the same procedure as was used for the previous module, 
and delivered to the queue of the server. The next available operator will service and 
inspect the part using the same logic described above. Failed products are reworked and 
acceptable assemblies are routed for delivery to the Order Module. The assembly code 
architecture is shown in Figure 18. 
 
Figure 18 – Assembly Workstation Architecture. 
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Similar to the sub-assembly module, the assembly and delivery module was 
developed using the following assumptions: 
 Completed sub-assemblies are delivered into a Kanban holding queue. In 
the case of this assembly workstation, sub-assemblies will wait until 
products have been delivered from all 3 subs: Sub1B, Sub1C, and Sub1D. 
When all 3 components are available, they are combined and given a 
particular order for work by the operators. Work will not begin until all 3 
sub-assemblies are available. The real system differs in two ways: 1) 
operators are allowed to start servicing assemblies if two of the three 
components are available, giving time for the 3
rd
 component to be 
completed while assembly is underway. This procedure may save up to a 
couple of hours of overall cycle time, if the sub-assembly arrives before it 
is needed by the assembly operation. However, if the part does not arrive, 
the assembly will come to a stop. This will be an inefficient utilization of 
limited (workspace and operator) resources, and lead to increased WIP. 2) 
In special cases, such as new product implementation, sub-assemblies 
must be serial number matched before any work begins in any 
workstation. In other words, assembly cannot use the next three available 
components, but instead must use matched serialized sub-assemblies. This 
causes all workstations to have to work in a synchronized fashion, to 
ensure the components are finished at a similar time, therefore not 
occupying Kanban spaces at the Assembly workstation. 
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 In the same manner as the sub-assemblies, this module does not include 
logic capable of determining if an export order is more important than a 
domestic order ahead of it. The module utilizes a product line FIFO queue. 
When multiple orders are available in the Kanban staging area, the server 
will select the next order in accordance to the following priorities: rework 
products, new domestic orders and new export orders.  
 This module uses the same inspection assumptions as the sub-assembly 
workstations.  
 This module uses the same rework time assumptions as the sub-assembly 
workstations.  
3.5. Stage 3 – Simulation Verification and Validation 
Before the model can be validated to match reality, the simulation must undergo a 
process of verification. Verification is the continuous process of insuring that the model 
operates as intended whereas validation is the process of insuring that the model 
represents reality (Chung, 2004). 
Verification was done using a divide-and-conquer approach, or modular setup. 
Each module was individually initiated and run to ensure error-free performance and 
design intent.  SimEvents block logic allows for an easy visual verification that entities 
are moving across the simulation as desired. Display callouts were used to ensure that 
decision trees allowed entities to be served, inspected, and rework. Finally, plots against 
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time were used to ensure that variables were changing with each event and that the 
discrete event model was working properly.  
Once the model was verified, the model was validated to ensure it would actually 
represent reality. An inability of the model to represent the actual assembly 
characteristics may be the result from certain actions or omissions in the actual model. 
Normally these actions can be characterized into one of the following: 1) Assumptions, 2) 
Simplifications, 3) Oversights, and 4) Limitations (Chung, 2004). The early portions of 
this chapter provided a description of the assumptions and simplifications modeled into 
the simulation. A validation is necessary to ensure that these actions are not going to 
prevent the model from representing reality. Literature suggests two types of validity for 
discrete event models: Face Validity and Statistical Validity (Chung, 2004). 
Face validity was achieved by using professionals on the Company X assembly 
line and academic domain experts. These individuals checked the model to ensure that 
model behaves as expected and results lie within the anticipated range. Face validity is a 
subjective process based on the experience and level of expertise of the reviewers and 
therefore full validity must be combined with a statistical analysis. The statistical analysis 
was performed by using historical data from the MES to model sources of variability.  
The Ordering/Demand Module was initiated with the corresponding operation 
planning from 2013, which consists of the individual product demand for each month. An 
overtime threshold was set such that overtime would trigger every time the average 
overall cycle time for the domestic products exceeded 45 hrs. As described earlier, this 
portion of the value stream should require at most 50 hours to complete. Cell leaders 
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monitor progress after the Assembly 1 workstation in order to estimate when the product 
will finish overall assembly. When the average product cycle time drifts close to the 45 
hours threshold, the probability that some products will be overall late (>50 hrs.) 
increases. Cell leaders often activate overtime for the following working period in order 
to accelerate said products through the remaining workstations. The overtime policies are 
described in more detail in Chapter 4.2. 
The MES data from 2013 was used to initiate the material handling module. Each 
product was given a material shortage probability distribution and duration based on the 
corresponding data for the 2013 production year. The truck was scheduled to operate one 
time per shift as implemented by Company X. 
The performance of each workstation was defined in accordance to the 2013 
production year. Average cycle time and variation, as well as the quality performance for 
each product, was downloaded from the MES and used as input. The Kanban sizes for the 
workstations were increased in order to allow for the current relax rules that Company X 
employs.  
As described earlier, cycle time is a metric which describes overall performance 
of the system. Tracking cycle time for each individual entity in the simulation and 
comparing it to the actual cycle time is used for individual entity validation. Figure 19 
shows the individual cycle time from the MES of the last 300 domestic products from 
2013 compared to the simulated cycle time of the last 300 products of the simulated 2013 
performance.  
 
 
46 
 
 
Figure 19 – Domestic Cycle Time Variation. 
 Observation shows that the means of the datasets are very similar but the MES 
data has more product to product variation.  A hypothesis test, involving the 
establishment of a null hypothesis, means the datasets are statistically similar (Chung, 
2004). In an independent t-Test, a null hypothesis is defined such that both groups of data 
have equal means. The hypothesis is rejected if the test statistic t is either greater than the 
critical value or less than the negative of the critical value. The test statistic t is calculated 
using Equation (4) (Chung, 2004): 
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(4) 
where   ̅̅̅ is the mean of the MES data,   ̅̅ ̅ is the mean of the simulated 
data, and   and    are the number of data points in the MES data and the 
simulated data respectively, and    and    are the variance of each dataset set 
respectively.  
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The critical value of t for a level of significance        and with 600 degrees of 
freedom (300 data points in each data set) is 1.95. The test statistic calculated for the data 
sets shown in Figure 19 using Equation (4) is 0.42. Given that the test statistic is within 
the critical value, this means there is no statistically significant difference between the 
average cycle time in the actual system and that produced by the simulation model 
(Chung, 2004). 
This analysis was also done on the cycle time of the export and spare products. In 
each case, the cycle time determined by the simulation model was found to be a 
statistically valid estimate of the actual cycle time. In addition, the overall performance of 
the simulation was compared to the 2013 performance. As described earlier, Company X 
had to operate the assembly line at 24% overtime in order to achieve acceptable cycle 
times and on time delivery (OTD).  Table 3 compares the performance experienced by 
Company X in 2013 to the performance calculated by the simulation.  
 
Table 3 – Simulation Verification Performance Comparison. 
 
2013 Performance Simulation Performance Error Difference 
Demand Fulfillment 1307 100% 0 
Domestic OTD 99% 99% 0.32% 
Export OTD 94% 97% 3.41% 
Domestic C/T (hrs.) 47.7 44.8 6.08% 
Export C/T (hrs.) 52.3 47.5 9.18% 
Overtime Required** 24% 22.5% 6.25% 
*Demand includes all domestic, export, and spare products. 
**Overtime percentage is defined as Overtime hours/Regular hours. 
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As can be seen in Table 3, the simulation model performed comparably to the 
actual system. The simulation was able to produce all 1,307 products and successfully 
deliver 97% on time. In all of the metrics considered, the simulation outputs a 
performance better than the real life outcome. Said differences although small, hint 
towards underlying disturbances which are not modeled in the simulation. As highlighted 
previously, each module approximates the real system, but has modeling assumptions. It 
is possible that some of these assumptions have mitigated possible disruptions to the 
assembly line.  
One source of disturbance which has not been modeled, but which could have 
significant impact, is Operator Human Factors. The simulation model assumes workers 
are available and active during their entire shift. Furthermore, the simulation models each 
operator as an individual server who does not interact with other operators. In reality, 
work is an inter-relational environment in which operators can talk, help, distract, and 
interact with each other. These relationships can affect operator effectiveness and is 
currently an area of active research in manufacturing management (Invensys, 2014). 
Order-priority is another disturbance not modeled into the system.  When an order 
due date is modified such that it increases in priority, the remaining orders are adversely 
affected. For example, when an export order is deemed a show-stopper for the customer, 
priority calls can make the particular product take precedence in the schedule and delay 
other orders. Treatment such as this is done at the discretion of the business leader by 
analyzing business opportunities outside the scope of this study. However, a sudden 
change in build order can cause immediate material shortages due to raw material not 
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being picked up on time or Kanban signal occupancy issues due to not all required 
components being finished on time. These effects have not been measured and are not 
included in the simulation. 
Finally, two innate limitations of model validation should be taken into 
consideration (Leal, Florencio da Silva Costa, & et. al., 2010): 
1) The model is not 100% accurate and there is no specific way to validate a 
model 100%.  This particular model will always be bound by the assumptions 
highlighted in the early stages of this chapter. 
2) There is no guarantee a model that accurately describes a specific 
circumstance, such as the 2013 performance, is capable of accurately 
predicting the performance of another circumstance.  
Overall, the individual modules have been verified to behave as intended. 
Statistical analysis has demonstrated there is no significant statistical difference between 
the simulated cycle times and those of the real system. The overall simulation model has 
shown performance metrics slightly more efficient than the real system insinuating that 
there are complex disturbances which are not yet included in the model.  
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4. DISTURBANCES 
An efficient manufacturer is a company capable of completing jobs quickly and 
on time, keeping inventory and WIP to a minimum, while maintaining high product 
quality (Vatalaro & Taylor, 2003). Performing on these three categories will most likely 
return higher profits for the company. It is not a surprise that companies seek to 
understand what is impeding such performance. Disturbances such as material shortages, 
wasteful processes, late deliveries and poor quality are often the signs of an inefficient 
manufacturer. In this chapter, disturbances in Company X’s assembly line will be 
manipulated to understand their effect on the overall production efficiency. The effect of 
each disturbance will be measured against common metrics to understand which 
disturbances are the heavy hitters. 
4.1. Production Efficiency 
Balance vs unbalanced, just-in-time, piece vs batch, pull vs push: so much has 
been written about how to achieve production line efficiency that there are a multitude of 
ways to define exactly what efficiency is.  Each method, and each company using a 
particular method, has to strike to find the right balance between cost, quality, and pace 
of their assembly line. Each assembly line creates its own definition of production 
efficiency, therefore, optimizing each line to different parameters. 
This analysis presents a production efficiency defined in terms of three 
parameters: Cost, Quantity, and Pace. Each disturbance will have a quantifiable effect on 
these metrics which will be described in the following sections. The reader, similar to a 
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cell leader, will be able to determine which disturbance manipulation affects each metric 
the most, and how to resolve them. 
The cost metric will be a direct correlation of the number of man hours required 
to produce said products. The cost function of an assembly line is defined from a set of 
variable costs and a set of fixed costs. 
 Variable costs are the portion of costs that vary depending on the number of 
products manufactured. Fixed costs include all overhead costs which are constant 
regardless of the number of products assembled. As highlighted earlier, the simulation 
operators are assumed to be active throughout the whole year, making their salary a semi-
fixed cost. The salary paid to operators during regular time is a constant annual total (as it 
would be if the workers were under contract); however, the salary paid for overtime will 
be a function of the disturbances that cause the overtime to be required. When comparing 
simulation runs, the simulations with higher overtime percentages will accrue more costs 
and, will therefore be less efficient. 
The simulations will always attempt to complete assigned orders. Every 
simulation will be run with the same annual demand. However, the quantity metric will 
only account for products assembled and delivered on time to the customer’s need. Late 
products will not be considered as a finished product. 
Finally, pace will be used to diagnose improvements in capacity of the line. The 
simulation uses historical data to establish production time. If average cycle time of a 
product decreases and production time is kept constant, then the waiting time of the 
product must have decreased. Meaning, products are getting through the line faster and 
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average WIP must be decreasing. As cycle time decreases, the lead time for each order 
will also decrease allowing the company to be more reactive and service customers faster. 
The combination of these metrics defines a method of establishing production 
efficiency which can be used to create an effective comparison between the disturbances. 
The change or manipulation of a disturbance should cause an effect on the common 
production efficiency such that a derivative can be obtained and the disturbance can be 
ranked against the others.  
4.2. Overtime Definition 
As explained above, the production efficiency includes all man hours required to 
produce the desired output, including overtime. Prior to manipulating the disturbances, a 
detailed explanation of how Company X handles overtime is need 
When cell leaders determine production is falling behind the operations planning 
and products are at risk of being late, cell leaders authorize the line to work overtime. The 
overtime decision is normally done when the average cycle time increases past a defined 
threshold early in the value stream. The threshold is defined such that if production 
continues at that rate, the products would start to be late. By activating overtime, 
operators will continue to work on products during what would have been downtime. 
This minimizes the total elapsed time between the start time and completion time of the 
product.    
Company X employs two full crews in two shifts. The first shift works from 7AM 
to 3PM while the second shift works from 3PM to 11PM. The assembly line is down 
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from 11PM until 7AM the next morning. For equality and union regulations, when 
overtime is used, both shifts are required to work an additional 4 hours on top of their 
regular 8 hours shift. During overtime, first shift works from 7AM to 7PM and second 
shift works from 3PM to 3AM. By using overtime in this way, Company X creates a 
period of 4 hours in which the two shifts are available for work. This is shown in Figure 
20. 
 
Figure 20 – Regular and Overtime Schedule Comparison. 
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The overtime percentage defined in Table 1and Table 3 is Overtime 
hours/Regular hours. Under this definition, the maximum overtime allowed each day is 
8/24 or 33%. In 2013, 24% of the hours worked were under overtime rules accounting for 
a total 960 hours or 120 days with overtime. 
The overtime code architecture has been written to create the same effect when 
overtime is allowed. During an overtime event, all workstations double the amount of 
available operators and new products can be pulled from the Kanban storage area. The 
additional servers will remain active until the overtime OFF threshold is triggered and the 
workstation goes back to the normal amount of operators. 
Detailed inspection of the workstation architecture shown in Figure 18 shows the 
server subsystem in the center of the block code. The server subsystem houses the logic 
that distributes entities among the servers. When the logic receives the overtime trigger, it 
activates the secondary group of operators to simulate second shift. Figure 21 shows the 
code architecture with the overtime and the regular servers labeled. The trigger logic 
shown in light blue connects with the decision logic shown in Figure 22. 
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Figure 21 – Overtime Server Architecture. 
The decision logic is separated into three subsections. The trigger logic receives 
the average cycle time and determines if it is within the overtime threshold. If overtime is 
needed, it changes the value to allow overtime in the next opportunity. The next 
opportunity is defined by the time function which only allows overtime between 3PM to 
7PM and 11PM to 3AM, as described earlier. The combination of the trigger logic and 
the time function allows for 3 cases: 1) Regular time, 2) Overtime and 3) Downtime. This 
is handled in the Case Logic subsection which feeds the trigger to the workstations.   
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Figure 22 – Overtime Deciding Logic. 
The overall logic creates the same effect as the overtime schedule of Figure 20 in 
which the assembly operators work 8 hours followed by 4 hours of overtime, when 
needed, in order to accelerate products through the value stream. 
4.3. Optimal Results 
Before manipulating each variable independently, an optimal case can be 
presented. A case in which all disturbances have been eliminated, the performance of the 
assembly line should be optimal and only dependent of the architecture of the assembly 
line. 
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For this case, demand has been evenly distributed across every month. The 
transportation schedule has been increased to minimize products waiting for material 
such that the trucks run every hour. In addition, there will be no material shortages and 
quality concerns. The assembly line architecture remains the same as presented in 
Chapter 3. 
The performance of this optimal case is shown in Table 4 along with the 2013 
performance. Every metric has improved in comparison to 2013. As expected, the 
simulation completed all 1307 products. However, unlike the actual 2013 performance, 
the simulation finished with zero quality concerns and 100% on time delivery. The cycle 
time for both products has decreased to around 34 hours per product. This decrease in 
cycle time gives management the opportunity to either add new products (increasing 
sales) or decrease workforce (decreasing cost). Finally, the overtime required has been 
eliminated saving additional cost. 
Table 4 – 2013 Performance vs Optimal Case. 
 
2013 Performance Optimal Performance % Change 
Demand Fulfillment 1307 1307 0 
Domestic OTD 99% 100% 1% 
Export OTD 94% 100% 6% 
Domestic C/T (hrs.) 47.7 33.3 -30% 
Export C/T (hrs.) 52.3 35.2 -32% 
Overtime Required 24% 0% -24% 
*Demand includes all domestic, export, and spare products. 
 
This optimal performance is an unachievable optimal goal. Operating an assembly 
line at 100% quality and 0% material shortage is a goal which, although is desired, is 
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very difficult. This does not mean that companies should not do work to approximate 
such a result. The next section quantifies how small improvements can provide beneficial 
results and drive efficiency on the line.   
4.4.  Disturbance Manipulation 
The disturbances presented herein are manipulated to understand their individual 
effect against the performance simulated for the 2013 manufacturing conditions as 
presented in Table 3. For convenience, the table is repeated below.  
Table 3 – Simulation Verification Performance Comparison 
 
2013 Performance Simulation Performance Error Difference 
Demand Fulfillment 1307 100% 0 
Domestic OTD 99% 99% 0.32% 
Export OTD 94% 97% 3.41% 
Domestic C/T (hrs.) 47.7 44.8 6.08% 
Export C/T (hrs.) 52.3 47.5 9.18% 
Overtime Required 24% 22.5% 6.25% 
*Demand includes all domestic, export, and spare products. 
 
4.4.1. Production Balancing 
Company X’s customers normally buy products in quantities larger than one and 
with a lead time of 1.5 years. This allows the company to know next year’s demand fairly 
accurately about 6 months in advance. The master production planner can then establish a 
balanced production rate by distributing the demand so each month assembly has equal 
workload. This section will study the effect of demand balancing on the performance 
output of the assembly line.    
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One of the most common manufacturing terms associated with production 
balancing is Heijunka. Heijunka is the even distribution of the production volume and 
mix over time (Dennis, 2007). The principles of production leveling became famous after 
the success of the Toyota Production System. Since then, a substantial amount of 
literature has been written on the benefits of level loading. When demand is constant, 
production leveling is trivial, but when customer demand fluctuates, companies can either 
do demand leveling, production leveling, or a combination of both (Dennis, 2007). 
In the case of Company X the demand is known and can be distributed because of 
the long lead times accepted by customers. The distribution is defined to minimize 
demand variation between each month. Table 5 shows the total demand for 2013 as it was 
distributed across the production months. Inspection shows there is a small variation 
between each month. The maximum variation was experienced between the month of 
October and December in which demand decreased from the maximum 11% to a 
minimum 5% over two months. This 5% difference accounts for a total of 45 additional 
products being assembled in October compared to December. More importantly, these 45 
products required an additional ~2000 man hours in October. 
Table 5 – 2013 Total Demand Monthly Distribution 
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Disturbances such as this force management to make a decision on how to operate 
the line. If the line is employed so every month fulfills 11% of the annual demand, then 
in months similar to December operators will be underworked. However, if management 
hires enough operators to fulfill 5% of the annual demand each month, on months similar 
to October and August, products are going to fall behind and the assembly line will have 
to work overtime. In an unbalanced production, companies have to reach a compromise 
between overemploying a line for low demand months and underemploying in high 
demand months.  
Mixed-model assembly lines provide management an additional degree of 
freedom for each product. The demand of each product can vary as long as the overall 
production monthly demand is constant. For example, management can vary the 
production planning so that product 1 is manufactured at its original demand rate, while 
the monthly demand for the remaining products is manipulated to obtain a constant 
production schedule. 
  As discussed in the optimal case highlighted previously, demand can be 
distributed so every month has the same workload. Similarly, rules can be put in place to 
ensure monthly demand can only vary by a certain percentage. By running the 2013 
performance, including the experienced quality and shortages characteristics, and only 
modifying the production balancing for one product, the effect of monthly demand 
balance can be quantified. Figure 23 summarizes the performance data obtained by 
varying the monthly demand variance versus the improvements relative to the 2013 
 
 
61 
 
performance. Overtime required is the most responsive metric to the variability of the 
monthly demand. Overtime increases from a -4% of the 2013 performance (18% 
required) to an additional 8% on top of the 2013 performance (30% required).  In 
addition, as monthly demand variance increases by 1%, cycle time of both the export and 
the domestic products increases at an approximate rate of 2 hours causing additional late 
products and requiring more overtime. 
 
Figure 23 – Effect of Monthly Demand Variance. 
The simulation shows how production balancing improvements can create 
promising enhancements in efficiency. By lowering the monthly workload so that the 
maximum variance between months is 10%, the assembly line can run at 18% overtime 
instead of the necessary 22% that is was previously experiencing. A 4% decrease in 
overtime is a decrease of 160 hours which Company X does not have to operate the line 
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at the overtime pay rate. It is all attainable by level loading the workload ahead of 
production.  
4.4.2. Transportation Schedule 
Transportation allows companies to deliver the right material in the right quantity 
to their customers at the right time; yet excess transportation movement creates waste and 
added costs to the customer. The most common form of transportation waste is the 
deployment of additional unnecessary assets (Taylor & Martichenko, 2006). For example 
consider a package delivery company that deploys additional trucks to minimize 
transportation lead time and expedite final delivery to the customer, and also a company 
that analyzes routes and finds optimal paths to deliver products faster. The over 
deployment of assets can achieve the goal of decreasing lead time but at the expense of 
the additional cost. An optimization of the routes could achieve the same results without 
deploying additional assets.  
In Company X, the decision of how frequently to operate the truck between 
Building A and Building B is an area of possible improvement. A continuous truck 
traveling between the two buildings every hour will be able to deliver orders more 
quickly, minimizing cycle time. However, operating a truck every hour will cause 
additional cost in fuel, truck wear, and operator wages. Finding the middle ground 
between transportation lead time and transportation cost is imperative when improving 
transportation processes. 
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An analysis of the effect of the truck schedule between Building A and Building 
B is presented in Figure 24. In 2013, Company X operated the assembly line with a single 
truck delivery per shift, a delivery every 8 hours. The analysis shows an increase in truck 
frequency to 2 trucks per shift (every 4 hours) decreases overtime required by 9% or 360 
overtime hours per year. This increase will cause a significant effect on manufacturing 
performance while only creating an additional 30 minutes (15 minutes per additional trip) 
of truck operation. In addition, the analysis shows that a further increase on the truck 
frequency to a truck every 2 hours will only provide an additional 1% reduction in 
overtime. The implementation of a 2 hours truck schedule might be an over deployment 
of assets, since the performance gain is small compared to the cost needed to operate at 
such a schedule.  
The analysis reveals that when consecutive trucks are delayed beyond 10 hours, 
the cycle time of both products drops sharply and the amount of overtime required 
increases. This is due to the additional time orders having to wait in the distribution 
center, Building B.  As orders wait for the truck, they pile up in a queue until the truck 
delivers them to Building A. Between deliveries, the operators could finish their current 
work and become inactive due to lack of materials/orders. Meanwhile, at the time of 
delivery, all the orders flood the system and workers become active again. However, 
additional orders which the operators can’t serve become queued again, increasing WIP 
and disrupting the production flow on the assembly floor. This process increases waste by 
employing operators while waiting for material and increasing WIP and cycle time. 
 
 
 
64 
 
 
 
Figure 24 – Effect of Transportation Schedule. 
When selecting the desired truck schedule, management most often finds a 
balance between the metrics it needs to improve. It is up to each company to find the 
correct value for working additional overtime and operating additional trucks. A 
transportation expert, FEDEX, operates their company under 4 lean laws which can be 
leveraged by Company X if they desire to improve their process (Taylor & Martichenko, 
2006). 1) Recognize that all transportation is not waste and transportation can be used as 
a strategic differentiator. 2) Transportation strategy should support the customer’s 
expectations and manufacturing inventory strategies should not depend on transportation. 
3) Transportation improvements should be visited frequently as manufacturing conditions 
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improve. 4) Transportation services are differentiated with distinct and measurable levels 
of performance (Taylor & Martichenko, 2006). 
The transportation analysis reveals there are achievable gains by using truck 
schedule manipulation. Increasing the frequency between trucks can help lower overtime 
and increase production efficiency. A slight decrease in the truck frequency can bring an 
increase in cycle time and overtime required, which lowers production efficiency. Careful 
manipulation of the transportation schedule can yield possible improvements and is 
straightforward for Company X to implement.   
4.4.3. Material Shortages 
One of the most frustrating disturbances to production that cell leaders experience 
is witnessing their operators idle due to material shortages. It is wasteful to employ a line 
when there is no work to be done due to missing parts. This is a common disturbance on 
many manufacturing floors. 
Material shortages are often the result of inventory policies which lowered stock 
too aggressively. It seems intuitive for companies to limit their on-hand inventory as 
much as possible, while undergoing lean manufacturing improvements. Under lean 
thinking, inventory is a waste and should be minimized. Inventory is one of the largest 
and most tangible investments of a manufacturing organization (Ogbo, Onekanma, & 
Ukpere, 2014). Inventory or materials waiting to be used are not only holding 
procurement budget but also holding space and resources.  
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Intelligent inventory management strategies balance the fine lines between lead 
time, cost of inventory, asset management, demand forecasting, and available physical 
space. In addition, complex products that employ multiple suppliers have the additional 
difficulties of predicting and responding to supplier’s manufacturing performance (Ogbo, 
Onekanma, & Ukpere, 2014). When a supplier falls behind on a part, the final assembly 
line will also fall behind unless sufficient safety stocks have been defined. 
This chapter studies the effect of material shortages on the final assembly line. 
While there can be many reasons for the material shortage, the effect on the performance 
of the assembly line will always be the same. Products will be delayed, queues will 
increase back loading the assembly line and workload will experience a sudden increase 
when the shortage is fulfilled. These effects will be simulated by increasing the 
percentage of products that experience a part shortage. 
 Analysis of Figure 25 reveals required overtime is heavily affected by material 
shortage. For every additional 1% of the products with shortages, overtime required 
increases by approximately 0.6% or 24 overtime hours annually. In addition, if material 
shortages are decreased from 25% to 10%, then, overtime required can be lowered by 200 
hours per year or 5%. Furthermore, if 50% of the products experienced a material 
shortage, the overtime requirement increases to 33% a daily max of 8 hours each day. 
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Figure 25 – Effect of Material Shortages. 
The results shown in Figure 25 are based on shortages which take 8 hours to be 
fulfilled. Products assigned for first shift, but have a shortage, are delayed by 8 hours and 
start work during second shift. Figure 26 shows the effect of varying the duration of each 
shortage when 25% of all products are assumed to be missing a part.  Although shortages 
often take a while to be fulfilled, the analysis presented estimates that all the shortages 
experienced by 25% of the products are solved in less than a day. When shortages take 
longer than 12 hours to fulfill, the products cycle time will automatically be delayed, and 
the product will be in danger of being late. When material shortages are common, that is, 
they occur in more than 25% of population, shortages should be resolved quickly since 
the duration of a shortage is automatically added to the cycle time of the product.  
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Figure 26 – Effect of Material Shortage Duration. 
 
4.4.4. Quality and First Time Yield  
Fixing a quality concern on a fielded product is significantly more expensive than 
fixing a defect prior to shipment (Gokhale & Mullen, 2006 ). A quality escape includes 
additional costs related to the return, the fix of the product, the potential brand impact and 
the reshipment of the repaired product. In addition, when high-priority customers are 
involved, the expected resolution time is shorter, often making the overall fix more 
expensive. Internal inspection and rework of failed products often goes unnoticed by the 
customer because companies build inspection into lead time. Company X manufactures a 
highly complex product line which requires inspection at the end of each workstation. 
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Lead time has been built into the product schedules to ensure there are no quality escapes 
and every product delivered to the customer is safe and operating as designed. 
Depending on the industry and the company, the quality control policies require 
that finished products undergo functional testing, destructive testing, batch testing, or a 
combination of these (Gokhale & Mullen, 2006 ). These end-of-line tests tend to be 
bottlenecks on assembly lines and problems discovered can be costly to correct (Sheaff, 
2013). By having additional inspections at the end of each workstation, quality concerns 
found at the end of the line are reduced along with their rework cost.  
The numerous inspections and the defects found are considered a waste under 
Lean Policies. In the eyes of the customer, there is no added value to the final product 
from all the inspections and rework. Manufacturing practices, such as Six Sigma, try to 
eliminate variability and quality concerns in order to minimize rework. 
This study does not target the source of the quality concerns as numerous methods 
to identify and remedy the sources described in literature (Gokhale & Mullen, 2006 ). 
Conversely, this paper will discuss the effects quality and first time yield (FTY) have on 
the performance of the assembly line. In order to perform a control experiment in which 
only one variable is modified, the first time yield of all the workstations will be held 
constant except Sub1B. The workstation Sub1B represents the longest portion of the 
cycle and has the highest amount of quality concerns. Therefore, improvements in the 
yield will have the greatest effect. 
Figure 27 shows with a first time yield improvement, overtime required decreases 
greatly. By increasing first time yield from 40% to 60% in Sub1B, the overall overtime 
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need can decrease by almost 8% or 320 hours per year.  This is a significant decrease in 
the cost of the line and the safety and reliability of the products.  Additionally, with each 
10% improvement in yield, the cycle time of both products can be decreased by 1%, 
therefore increasing capacity of the line. 
 
Figure 27 – Effect of First Time Yield. 
Approaching 100% quality is the most important and most difficult job for a line 
manager. Increasing yield, a more achievable goal, is a step on the right direction. There 
are many policies on how to increase yield and while they vary slightly in their execution, 
they use similar implementation ideas. 1) Start by measuring the team performance. 
Assigning blame to a single employee should be avoided; instead, treatment of the line as 
a team achieves a shared destiny in which operators help each other. 2) Reward success 
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by designing a system that rewards on-time-product-yield. This measure will compensate 
quality and cycle time. 3) Train operators on safety and best practices often and 
continuously. It is important that learned lessons are transferred from operator to operator 
and that the team is educated on quality. 4) Last, do not place metrics rewarding quantity 
over quality. Throughput and quality are almost always inversely proportional. Operators 
will try to maximize throughput at the risk of hurting quality. Avoid this by placing 
quality first. 
Implementing policies that target quality concerns and maximize yield allow 
companies to save rework cost and lower cycle time from every product. Yield has a 
large reward on performance because every product that does not need rework, frees a 
rework operator to work on another product. In this way, first time yield decreases 
overtime, reduces cycle time, and increases capacity. 
 
 
72 
 
5. MANAGING DISTURBANCES 
The disturbances highlighted above have been manipulated to show their 
individual effect on production performance and efficiency. Analysis has shown that 
manufacturing and assembly are precise practices that react to errors and disturbances 
poorly. There are some disturbances that affect performance more than others. This 
chapter presents a comparison between the performance gains achievable by optimizing 
said disturbances, and presents references to literature on policies that can help minimize 
the effect of said disturbances. 
 Results from Chapter 4, show that overtime required is a metric affected by all 
disturbances. The relationship between overtime required and the disturbances can be 
explained by the architecture of the assembly line and the policies used to operate it. As 
explained in Chapter 4, overtime is triggered when average cycle time increases beyond 
the expected threshold needed for on time delivery. A change in the amount of 
disturbances in the line directly affect the amount of time it takes operators to complete 
their work and affects cycle time. The simulation responds to changes in cycle time by 
triggering overtime in an attempt to hold cycle time constant. In this way, overtime can 
be used to measure cost, on time delivery, and individual product cycle time, making it a 
significant measure of the overall performance. 
The effect on the overtime required due to an improvement of each disturbance is 
shown in Figure 28. Converting each manipulation into a percentage of improvement 
allows the user to compare the effects in overtime required. This way management can 
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create a strategy as to which disturbance to improve first in order to obtain improved 
performance.  
 
Figure 28 – Disturbance Improvements vs Change in the Overtime Required. 
The analysis predicts small improvements (0 to 10%) in the truck schedule cause 
the largest effects. By increasing the truck schedule to a truck every 7 hours, a 10% 
increase, overtime required is lowered a full 5%. In comparison, decreasing shortages by 
25% accomplishes a 3% overtime improvement.  
Demand variance shows a strong overtime improvement rate (-0.2% for every 1% 
decrease in monthly variance). However, this rate quickly flattens out when the variance 
is eliminated by 13%.  This is in part due to the starting position of the disturbance. 
The law of diminishing returns has been significantly studied in the field of 
economics; its principle applies to manufacturing improvements as well (Lean 
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Execution).  In simple terms, it can be said that the smaller the initial disturbance is, the 
harder it is to fully eliminate it and the smaller the incremental improvement returns. The 
low hanging “disturbance” is always the easier to pick and often gets resolved earlier 
because of high gains of efficiency. The final improvements are the ones that often 
required increased effort, with the performance improvements are smaller. Monthly 
demand variance in the 2013 year had a maximum of only 17%. Most consecutive 
months had a variance of about 10%. Reducing the variance to 0 is a hard task and, as 
shown in the figure above, one that does not provide many benefits. 
Quality and first time yield are in the area of large improvements. Sub1B 
experienced a FTY of 37% in 2013. With 6 out of 10 products needing rework, the room 
for improvement is significant. The analysis shows an improvement of 25% to a 50% 
FTY can lower overtime by a significant 5%. This is a decrease of 200 hours of annual 
overtime while still reworking 1 out of every 2 products coming off one particular 
workstation. If improvements such as this are performed at every workstation, the 
individual gains would also result in lowering overtime cost and cycle time. 
While reducing cycle time and improving production quality and efficiency is an 
assembly line specific task, minimizing and managing disturbances is a job that every cell 
leader must perform. The following paragraphs present policies that can be used to 
minimize the current effect of the disturbances in the assembly line. 
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5.1. Minimize Transportation Schedule Effects 
Fixing the transportation schedule so the transportation occurs more often is an 
easy fix for a production floor. A simple cost analysis comparing the maintenance, fuel, 
and operation costs of the additional truck schedule versus the gains from the 
performance increase, will give enough data to make the decision. This analysis is left for 
the reader to perform. 
In the rare case that the truck schedule cannot be modified, different production 
policies exist to minimize the transportation efficiency hits. A popular method is the 
installation of a Kanban system capable of continuously supplying the line between the 
trucks. Before presenting how to constructe a Kanban system, it is important to explain 
why a Kanban policy works in this case. 
Transportation lead time is the time an assembly must wait to be replenished. 
During this time, the assembly will continue to work until material is completely 
depleted. If this occurs during the lead time, the assembly will come to a halt, in the same 
manner as it would under a real material shortage. A Kanban system establishes a 
replenishing signal between workstations. The size of the Kanban must allow enough 
accumulation so that the assembly line will be decoupled from the transportation 
(Vatalaro & Taylor, 2003). An accumulation between stations decouples the processes by 
allowing material to be stored in advance, and for assembly to consume the stored 
material during the transportation lead time. 
The Kanban system depends on the following production characteristics: product 
cycle time, product demand, product TAKT time, and finally the transportation 
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replenishment time.  The product cycle time and the transportation time determines the 
time that each Kanban signal will be utilized. The demand rate or TAKT time provides 
the rate at which Kanban signals must be available. Equation (5) provides the formula 
used to calculate the minimum amount of stock for each workstation and product that 
must be available in the system to adjust for the transportation lead time. 
             
[      ]   
     
 (5) 
where    is the product cycle time and    is the total transportation 
time for the Kanban signal. D is the daily product demand. Hours is the 
available operational hours in a day. 
 
The total transportation time in Equation (5) must include the time it takes a 
Kanban to travel from the replenishment area to the assembly and back for 
replenishment. This calculated Kanban stock value does not include any safety factors for 
variation in transportation time or variations in demand rate and productivity.  Repeating 
this equation with these variations will give the stock needed to cover the variance. The 
total Kanban quantity will be the sum of the variance stock and the Kanban Stock. 
An assembly floor with a buffer sized by the Kanban system should have enough 
product material stored to cover the lead time between trucks. The longer the lead time 
between trucks, the more material that will have to be stored in assembly. 
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5.2. Minimize Rework Effects 
Assembly lines with expensive and complex products often try to rework products 
with defects in order to save assembly work and materials. However, as discussed 
previously, rework itself causes disruptions in a line. Rework flow in a line usually 
deviates from the normal assembly process flow. Products needing rework have a shorter 
cycle time than the remaining products. They are also more difficult to process than 
assembling a brand new product. In addition, rework may lead to a line discipline 
problem, in which operators measured against output metrics prefer to start new builds 
rather than performing the difficult rework. This causes bad products to accumulate in the 
line waiting for rework.  
Reducing the amount of rework and increasing first time yield is the best strategy 
for manufacturing lines. This is a long process and often requires multiple interactions 
before reaching FTY=100%. To reduce product cost in a line with defects, rework 
strategies must be analyzed. Literature often categorizes rework strategies in 3 groups 
which are illustrated in Figure 29 (Chow, 1990):  
1) In-line rework in which bad products are identified and sent back in the line to 
the beginning of the workstation. The product is torn down and reassembled. 
This is strategy currently employed by Company X. 
2) Dedicated rework in which all rework is separated and introduced into a 
rework line that only does rework. 
3) Integrated Rework in which rework is removed from the line, dissembled in a 
teardown line and reintroduced to the main line for assembly. 
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Figure 29 – Rework Strategies. 1) In-Line rework. 2) Dedicated rework. 3) 
Integrated Rework. 
Like all manufacturing strategies, each optimizes a certain metric while hurting 
others. The choice that is best for the line is always up to the management of the line.  
An in-line rework strategy is often used in early production stages due to its quick 
problem feedback (Chow, 1990). When bad products are sent back on the same line and 
corrected by the same operator, the operator can learn from the rework and help avoid 
future problems. This strategy is also appealing for lines with expensive tools or 
machinery and space constraints, since both assembly and rework occur in the same area. 
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However, using the same area also causes disruptions. A rework line will flow in the 
opposite direction that assembly occurred. Material and parts removed from the assembly 
will require a new space to be stored while the problem is solved.  
Additionally, the extra rework will cause delays on the new assemblies creating a delay 
and some WIP. These space constraints and priority reshuffling can complicate the 
material handling support of the line. 
A dedicated rework strategy is feasible under high volume. A separate rework line 
must have a complete tool set and a dedicated operator. In a low volume line the 
utilization is expected to be too low, to offset the cost of an inline rework. In a low 
volume line with low yield, the use of a dedicated rework line starts to become attractive 
since a large number of the products will need rework (Chow, 1990). Since all rework is 
removed from the main assembly line, the disruption to the line is minimal and 
production continues as expected. Balancing the rework line is complicated due to 
variation on the main assembly line yield. Unlike a main line, the workload is not only 
defined by the monthly demand but also by the percentage of products with quality 
defects. Demand might be constant, but if the yield varies, the workload of the rework 
line will vary as well. A line with 60% yield will require a rework line with a demand 
equal to 40% of the main line production, however if yield increases to 70%, the 
workload of the rework line will be lowered by 10%. Finally, unlike the in-line rework, 
this strategy does not provide repair feedback to the operator causing the defects. This 
strategy may not be suitable for early production lines looking to learn on they go (Chow, 
1990). 
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The final strategy is a combination of the previous two. The integrated rework 
line attempts to reintroduce defective products back to the line at the right time. When 
problems are recognized, the defect is separated to a teardown bay in which the product is 
disassembled until the defect is removed. After having been disassembled, the product is 
sent back into the correct operation on the main assembly line. This strategy is 
particularly useful for assemblies that have different assembly and disassembly tools 
since each portion happens separately. Mixed model balancing strategies can help 
introduce the disassembled product at the right point in order to minimize disruption to 
the line and eliminate WIP. The most important aspect of this strategy is line discipline 
on the priority queuing. Rework products should always receive immediate attention so 
that necessary corrections can be made, the process improved, and future yield improved 
(Chow, 1990). 
Comparing these strategies to the assembly line at Company X reveals potential 
improvements to the rework policy. This particular line has been operating since the 
1970s and, while new products have been introduced, the overall assembly process has 
remained the same. Production is said to be stable and matured to allow a dedicated line 
in which repair feedback can be separated from the main line. The assembly process is 
done by operators instead of machines and expensive tools. A dedicated line also offers 
the convenience of fewer disruptions to the main production. Finally, due to the size of 
the facilities at Company X, the space to setup a new dedicated rework line is available 
and is feasible. 
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To understand the effect of setting up a rework line, the discrete model was 
modified to include a new rework module. The module accepts defects from all 5 
workstations, reworks them and resends them back as finished goods to the next point in 
the value stream. Figure 30 shows the workstation module as shown in Figure 14 with the 
new addition of a Rework Sendoff sub-module.   
 
Figure 30 – Workstation Module with Rework Sendoff 
Within the quality sendoff sub-module, parts are sent to the rework line. Each 
workstation individually sends the defective products and the service time required to fix 
them to the dedicated line. The rework line has a FIFO queue in which defective products 
wait until the operator becomes available. Once rework is complete, the product is sent 
back to the quality sendoff sub-module for release to the finished good population. The 
code architecture for this portion is shown in Figure 31. 
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Figure 31 – Rework Line Code Architecture. 
The new rework line requires at least one operator to perform the necessary 
rework. The utilization of this additional person would depend on the yield percentage of 
the workstations in the line, as well as the demand requirements for the products. In the 
case of Company X, a utilization study, shown in detail in chapter 5.2, shows that Sub1A 
does not have the workload required to employ two full time operators. This provides the 
opportunity of a reassigning one of these operators to man the rework line, without the 
need of hiring new operators.  
Simulating the 2013 workload with the same characteristics as before shows the 
effect of the new line architecture. Table 6 summarizes the results from the simulation 
and compares the In-line rework and Dedicated rework strategies.  
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Table 6 – 2013 Performance (In-line Rework) vs Dedicated Rework. 
 
2013 Performance 
In-line Rework 
Simulated Performance 
Dedicated Rework % Change 
Demand Fulfillment 1307 1307 0 
Domestic OTD 99% 100% 1% 
Export OTD 94% 100% 6% 
Domestic C/T (hrs.) 47.7 44.7 -6% 
Export C/T (hrs.) 52.3 46.3 -12% 
Overtime Required 24% 2.6% -21.4% 
*Demand includes all domestic, export and spare products. 
 
The results of the simulation show a promising efficiency improvement in the 
assembly line by implementing a dedicated rework line. The overtime required to 
assemble all 1307 products decreases by 21% or 856 overtime hours. This decrease in 
hours can be compared to the cost of setting up and operating a new line in order to 
determine if it is a feasible business decision.  
While creating a new dedicated line seems like a trivial solution to the efficiency 
problem, the utilization of such line should also be monitored. As quality is improved and 
yield starts to increase, the demand of the rework line will fall until the utilization of the 
operator becomes critical. When employing the additional operator in the rework line is 
more expensive than the work savings he is providing. As highlighted previously, 
dedicated lines are only feasible under low yield assemblies in which many products need 
rework. 
Finally, the reader should be made aware that while the two simulated cases are 
explicitly only one of the three strategies, there is no reason why management cannot 
implement a mixed-rework-strategy (Chow, 1990). Rework can be done in a separate 
 
 
84 
 
area for workstations with low yield such as Sub1B, while In-line rework can be used in 
workstations, such as Sub1A, with high FTY. The implementation of this rework strategy 
is left to the reader. 
Overall, rework strategies are a response to a problem rather than a solution. The 
real solution to defects is to determine the cause and eliminate it. This chapter presented 
policies to mitigate the effect of the defects. However, strides should be made towards 
preventing the disruption rather than alleviating its impact. The strategies presented are 
all adequate but their efficiency depends on the assembly line. It is the task of the 
management team to understand the positives and negatives of each policy and to select 
the most effective for their particular problem. The simulation employed suggests that a 
dedicated rework line will have benefits in Company X’s mixed-model assembly line. 
5.3. Utilization and Capacity 
While operator assignment is not a disruption, it does have an effect on 
utilization, capacity, and production efficiency. This chapter provides a brief overview on 
the policies to maximize utilization and capacity, while increasing production efficiency.  
One of the outputs of the discrete event model is the instantaneous utilization of 
each workstation based on the workload assigned. The SimEvents engine automatically 
calculates utilization of an operator by keeping track of the time the servers are utilized 
during the simulation. When operators are waiting for parts or materials from the 
upstream workstation, their idle time is not being utilized even though the employee is 
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most likely being paid. This underutilization, while a waste, is also often the target of 
undesirable policies that target 100% utilization. 
While 100% utilization is appealing, since it means that all the resources are being 
operated 100% of their time, managing an assembly line to maximize utilization is not 
necessarily a good practice (Washington, 2009). Often when cell leaders realize that 
some of their employees are being underutilized, they employ a “make work” policy in 
where operators work ahead in order to “keep busy.” The idea of working ahead seems 
appealing since in theory all the work being done will need to be done regardless, and 
meanwhile the company is getting 100% of the utilization of their resources.  
Working ahead often leads to overproduction of products in certain workstations. 
After a couple of cycles of this policy, products begin to stock up downstream, Kanban 
rules are relaxed and production dries up material inventories. While management kept 
resources utilized, working ahead and overproducing is a manufacturing waste and an 
expensive policy. Inventory buffers are drained due to the consumption of material prior 
to the arrival of raw materials from the suppliers. Inventory becomes frozen and the 
assembly line becomes more susceptible to disruptions on demand, lead time, and even 
product mix (Washington, 2009). If an unknown problem or quality concern affecting all 
products with certain material is identified, all products built ahead would need to be 
dissembled and fixed. This is considerably more expensive than an unused inventory 
purge.  
Reassignment of resources is a far better policy than overproduction. A temporary 
moving of an underutilized operator from a workstation having a low workload to a 
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workstation with higher workload is a more productive use of resources than the working 
ahead policy. Efficient companies cross-train their operators to work multiple 
workstations in order to allow reallocation of resources. This gives a degree of flexibility 
to minimize the effect of out of balance workloads. 
Table 7 shows the benefits of reallocating personnel from low utilization areas. 
Sub1A employs two operators who were active for 20% of their time during the 2013 
production year. Meanwhile, Sub1B acts as a bottleneck operating 100% of their working 
hours. Reallocating one of the operators from Sub1A to Sub1B shows a decrease in 
overall overtime required from 24% to 20%, while achieving a more uniform utilization 
balance on the assembly floor. It is important to recognize this study does not take into 
account the training required by the reallocation of the operator. Often new operators will 
not be as productive as seasoned employees, and therefore their throughput can be lower. 
Successful training of the operators should achieve a performance similar to the 
simulation presented in Table 7. 
Table 7 – Operator Reallocation Comparison 
 
2013 Performance Reallocated Performance 
# of Operators Utilization # of Operators Utilization 
Sub1A 2 20% 1 36% 
Sub1B 5 100% 6 86% 
Sub1C 2 81% 2 81% 
Sub1D 2 78% 2 78% 
Assembly 1 2 91% 2 91% 
  2013 Performance Simulated Performance 
Total Overtime Required 24% 20% 
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6. CONCLUSION & RECOMMENDATIONS 
The main goal of this research was to analyze and understand the disturbances 
affecting production efficiency of the Mixed-model assembly line at Company X. The 
approach taken was to construct a simulation of the production floor via a discrete event 
simulation software (SimEvents) validated using real 2013 production data. Disturbances 
were individually manipulated to understand their effect on the production efficiency. 
From the experimental data, policies to minimize and mitigate the effect of the major 
mayor disturbances were presented and their effect quantified. In terms of summarizing 
the results of this investigation, the study accomplished the following: 
1. Compiled an accurate and effective discrete event model capable of simulating 
the 2013 performance. The code provides means for future work in the 
manipulation of variables around the architecture of the assembly line. 
2. Identified the principal factors that affect the production efficiency for the 
assembly line at Company X. These are lengthy material transportation and low 
first time yield. These disturbances were found to effect overtime required at a 
greater rate than production balancing and material shortages.  
3. Analyzed and presented manufacturing policies capable of minimizing the effect 
of the major disturbances to the assembly line. A dedicated rework policy shows 
promising improvements in mitigating the effect of quality concerns for this 
mixed-model line. The new line can be operated by rearranging the existing 
operators from low utilization workstations like Sub1A. 
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4. Presented an optimal scenario in which the mixed-model assembly line is capable 
of manufacturing the total workload of 2013 without the need of working 
overtime, and at a 30% cycle time reduction. 
The summary presented above shows the current results and understanding of the 
mixed-model assembly line at Company X. While the model allows further investigation, 
there are multiple issues which should be explored in the following studies. Some ideas 
of future research are provided in the following paragraphs.  
The overall results from this research are based on the simulation of a portion of 
the value stream. While the portion is representative of the performance of the floor, 
further studies should be performed to ensure that the system dynamics hold when the 
complete assembly line is modeled. Furthermore, optimization logic should be written 
into the simulation to allow for the automated manipulation of the variables to obtain the 
optimal outcome based on this assembly architecture. 
It would be interesting to extend the utilization and capacity study to include 
dynamic operator assignments. The production floor is a dynamic entity in which its state 
changes with time. The operator assignments for this model are static, and are held 
throughout the whole simulation. An optimal system in which operators are assigned 
depending on the immediate status of the production floor should provide better results 
than the current setup. 
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