Introduction
In a non-homogeneous controllable Markov model with a total reward criterion, discrete time, infinite horizon and Borel spaces of states and controls, let a certain strategy 7r and an initial measure /x be given. In the paper the following two statements are proved:
(a) (Theorem 3) for any K < +oo, there exists a non-randomized Markov strategy q such that > w(, 7r) if w(/x, rr)< +, 1) w (/., K if w(tx, 7r)= (b) (Theorem 4) for any measurable function K (x)< +oo given on a set of initial states X0, there exists a non-randomized semi-Markov strategy q' such that, for any x X0, > J w(x, r) if w(x, 7r) < +o, (2) w(x, q ) [ K (x), if w (x, r) +c.
The quantities w(/, r) and w(x, 7r) are the expectations of total reward in the case of the strategy 7r and initial measure/x, and initial state x, respectively. Controllable Markov models with Borel state spaces, as well as problems of existence of Markov and semi-Markov strategies in such models which majorize arbitrary strategies, were studied for the first time by Blackwall [1] , [2] . These investigations were continued by Strauch [3] , where three cases were considered: positive (P) and negative (N) dynamic programming, as well as dynamic programming with discounting (D). For the cases D and N it was proved, as one of the fundamental results of the investigation [3] , Theorem 4.3] , that non-randomized Markov strategies q and semi-Markov strategies q' such that w (ix, q) -> w (/x, r) and w (x, o') => w (x, r) for all initial states x exist. In all three cases, D, N and P, it was assumed in [3] that w (, r)< +o for all/x and zr, and in view of this the constant K and the function K (x) were not considered. For the case P (cf. [3] , Theorem 4.4), existence of non-randomized Markov strategies q and semi-Markov strategies q', such that w (, 0)-> w (/x, zr)-e and w(x, o')>=w(x, zr)-e for all initial states x, was proved for any e >0. In [3] it was pointed out that it is not known whether the last result is true for e 0.
(We note that in the formulation of the problem it was assumed in [3] that the initial measure is concentrated at a single point. The case of an arbitrary initial measure/x, for the first time considered by Hinderer [4] , does not introduce additional difficulties.)
Homogeneous models were considered in [1] - [3] . The concept of nonhomogeneous controllable models arose as a result of the investigations [5] - [7] . In [4] , [8] and [9] a considerable part of the investigations [1] - [3] was extended to the case of non-homogeneous models, with a broader class of income functions being investigated in [4] and [9] than in [1] - [3] . For weak conditions the results on existence of a non-randomized Markov strategy in the non-homogeneous case, which majorizes an arbitrary strategy, is presented in [9] Chapt. 5, 1, Statement II. Also there, for the case w(/x, 7r) < +, the question is raised again concerning the existence of a non-randomized Markov strategy p for which w(tx, p)>_-w(/z, zr). A positive answer to this question follows from Theorem 3 of the present paper.
In [4] , 9 and [9] , Chapt. 2, 13, examples are given which show that a situation is possible in which w(/z, r)= +oo, but w(, p)< +oo for any non-randomized strategy . Therefore the conditions K < +oo and K(x)< +oo are essential in Theorems 3 and 4. The example 3 in [1] shows that in Theorem 4 we cannot assert the existence of a non-randomized Markov strategy that satisfies the inequality (2) .
Thus the results of the present paper provide answers to questions in [3] , 4 and [9] , Chapt. 5.
The proofs rest on representing a measure in a trajectory space corresponding to an arbitrary (also Markov and semi-Markov) strategy, in terms of measures corresponding to non-randomized (respectively, non-randomized Markov and non-randomized semi-Markov) strategies (Theorem 1). For arbitrary strategies an analogous result was obtained by Krylov [10] , Theorem 1, in the case of a finite or denumerable set of states, and by Gikhman and Skorokhod [11] , Theorem 1.2, in the case of Borel states and control spaces. This assertion was not considered earlier in connection with Markov and semi-Markov strategies, but it is precisely the assertion of Theorem 1 relating to such strategies which is used in the proof of Theorems 3 and 4. The proof of Theorem 1 presented here is based on Lemma 1.2 in [11] and is carried out according to the same scheme as the proof of Theorem 1 in [10] .
The formulation and the proof of Theorem I look identical both for control- We denote by A, 3, 2, 2, and ,, respectively, the sets of non-randomized Markov, Markov, non-randomized semi-Markov, semi-Markov, nonrandomized and all strategies.
If an initial measure e H(X0) is given, then the strategy uniquely specifies a probability measure on (L, B (L)) (see [4] or [9] ), which we shall denote by P,. We denote by E the expectation computable from the measure P. The measure P induces measures on Ht-and Ht, 1, 2, .., which we also denote by P,.
For an arbitrary number g we denote g+= max(g, 0) and g-=-min (g, 0). (6) has the following form: (8) P(E)
In P''a(E)m(dt)"
We shall prove (8) Let, for some t, the functions P,'t'a(E) be B'--measurable for all sets E of the form (7), and let (8) Let there be given a -algebra (, ), a probability space (2, 2, P2), -algebras , 2 and (" I') ( (11) .
From the equality of the left sides of the relations (9), (10) and the theorem on continuation of a measure, it follows that (8) B. If a CM is weakly summable, then sup=a, w(x, r) supA? W(X, q) for any 1, 2, 3 and x e Xo. C. If a CM is summable, then sup=a, w(/z, 7r)=supa7 w(/z, q) for any 1, 2, 3 and tz II(Xo). We point out that a theorem on decomposition of a randomized strategy, similar to Theorem 1, was presented by Girsanov [10] . For the case an arbitrary strategy, while o [to are arbitrary non-randomized strategies) closely related results have been obtained in [10] , Theorem 
Controllable Markov Models
In Theorem 4.1 of [3] it is proved that in CMM, for any strategy zr and measure Ix E II(X0), there exist Markov strategy 7r* A3 and a semi-Markov strategy r** A2 such that w (ix, zr) w (ix, zr*) and w (x, zr) w (x, zr**) for all x Xo. In [3] homogeneous CMM were considered; however, the proof of this fact is not altered in going over to non-homogeneous models (cf. [4] , Sect. 18, or [9] , Chapt. 3, Sect. 8). Corollary 5B generalizes the result of the paper [14] , which is devoted to the proof of equation . (14) for homogeneous CMM with a denumerable set of states, under the assumption that the right side of equation (14) [3] and [9] ; the conditions K < +co and K(x)< +oo are essential.
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