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jlsevillano@us.es (J.L. Sevillano), cleon@us.es (C. LeóKnowledge of the battery lifetime of the wireless sensor network is important for many sit-
uations, such as in evaluation of the location of nodes or the estimation of the connectivity,
along time, between devices. However, experimental evaluation is a very time-consuming
task. It depends on many factors, such as the use of the radio transceiver or the distance
between nodes. Simulations reduce considerably this time. They allow the evaluation of
the network behavior before its deployment. This article presents a simulation tool which
helps developers to obtain information about battery state. This simulator extends the
well-known TOSSIM simulator. Therefore it is possible to evaluate TinyOS applications
using an accurate model of the battery consumption and its relation to the radio power
transmission. Although an speciﬁc indoor scenario is used in testing of simulation, the sim-
ulator is not limited to this environment. It is possible to work in outdoor scenarios too.
Experimental results validate the proposed model.1. Introduction
Wireless Sensor Networks (WSNs) have been widely used in many areas [1], such as environmental monitoring and con-
trol, localization [2], healthcare and medical research, and national defense and military applications. The main components
of a WSN node are as follows:
 A microcontroller that processes data and controls the other components in the node.
 A wireless radio transceiver that combines the radio transmitter and receiver. Typically, these devices use ISM bands,
which are internationally reserved for un-licensed use in radio frequency applications (RF) (such as the 173, 433, 868,
915 MHz bands and 2.4 GHz bands). Standard protocols that are specially developed for these kinds of devices have been
proposed, such as IEEE 802.15.4 [3], Zig-Bee [4], or ISO/IEC 14543-3-10 [5].
 A power source that provides energy to the electronic device. WSNs usually use batteries or super-capacitors as a power
source. Batteries can be either rechargeable or non-rechargeable depending on the application, but in both cases, the
energy available is often limited.
A typical node of aWSN is a device with several strong restrictions [6]: low power consumption, low weight, and low cost.
Especially in the case of non-anchor nodes or tags, it is important to consider the battery lifetime of these devices, as they
have high power energy restrictions. Typically, anchor nodes have rechargeable battery systems, but in order to reduce therchan), dﬂarios@dte.us.es (D.F. Larios), jbarbancho@us.es (J. Barbancho), fjmolina@us.es (F.J. Molina), 
n).
weight and size, the power supplies of tags are often small and not rechargeable. Typical tags are mobile devices that an ani-
mal or a person should carry [7,8].
In WSNs, it is necessary to use low power components to increase node autonomy. So, it is necessary to maintain the
microcontroller and the radio transceiver in the idle state as long as possible. This is because radio transceivers are the de-
vices with the highest power consumption in WSNs nodes. Moreover, radio behavior depends on the battery level: Its power
transmission decays with the discharge of the batteries (see Section 4).
The radio transmission power can be estimated with the RSSI (Received Signal Strength Indication) parameter. The esti-
mation of this parameter is necessary in many applications, such as determining the best allocation of devices [9], optimizing
the network topology [10], estimating the localization of mobile tags [11,12], or evaluating the connectivity between devices
[13].
Although power consumption and RSSI can be easily measured, monitoring the behavior of a real network, considering its
real lifetime and the attenuation of the transmitted power along the battery discharging, requires a high amount of time. In
these situations, simulators would serve as a helpful tool.
In this article, we propose a simulator, called mTOSSIM [14], that permits an estimation of the power consumption in a
long-term analysis as well as an estimation of the batteries lifetime of the devices, taking the radio power consumption into
account. Moreover, the simulator allows an estimation of the RSSI attenuation, considering the effects of battery discharging
in the emitter. In addition, indoor scenarios with obstacles between devices are also considered. As an example, in this arti-
cle, the simulator has been applied for a case study of devices that are powered with supercapacitors.
The rest of the article is organized as follows: In Section 2, a brief introduction about the motivation and the state of the
art of simulators applied to WSNs is presented. Section 3 describes the simulation techniques that are used to estimate
power consumption. The relationship between RSSI and battery level is discussed in Section 4. Section 5 describes the model
that is used for estimating the RSSI attenuation. All this information is used in Section 6 for describing the complete simu-
lation algorithm, which is implemented in the simulator described in Section 7.
This article not only depicts the theoretical results. As described in Section 8, some experiments have been performed to
evaluate the simulator. Section 9 presents our conclusions.
2. Motivation and related works
The use of simulators in WSN is very extended, and several interesting open-source simulators have been proposed [15].
However, these simulators mainly focus on the study of the network topology [16]. Another approach that frequently ap-
pears in the literature is the use of adhoc simulators for testing speciﬁc application algorithms [17]. None of these ap-
proaches permit the simulation of the real code deployed over a WSN, nor do they allow the simulation of real
applications but only parts of the proposed algorithms.
In order to solve these issues in TinyOS applications (one of the more popular platforms for WSNs), TOSSIM [18,19] (TinyOS
Simulator) has been proposed. First, it is a set of components that serves twomain purposes: It provides low level components
for the TinyOS stack that simulate the behavior of elements which are related to the hardware of physical motes; and second,
TOSSIM substitutes low level elements of the operating system using an event-driven engine. The result of using TOSSIM com-
ponents is a source code in a kind of object-oriented approach in the C Language that simulates WSN applications.
Of course, there are some trade-offs in TOSSIM design [20,19]. The main limitations are that it does not consider the envi-
ronment of the nodes (e.g. whether the network is deployed indoors or outdoors); and that it does not offer a model which
simulates energy consumption and use. Moreover, the radio propagation model used by default in TOSSIM is pretty simple,
and there is no assumption about battery drain and its effects on the network.
Several attempts have been made to overcome these failures in the TOSSIM simulator, such as PowerTossim [21] or TOS-
SIM-T2 [22]. These simulators try to evaluate energy consumption in the nodes. They work in two stages: making a log of every
time a component switches on or evaluating the energy involved in each time period through a static analysis at the end of the
simulation. This approach suffers from a lack of feedback in the simulation: The available energy does not affect the simulated
behavior; whereas in real life, the transmission power of transceivers depends on battery status. Other simulators developed
for TinyOS applications (such as ATEMU [23]) suffer from a similar lack of consideration about energy consumption.
One interesting contribution for TOSSIM is SWARM-eTOSSIM [24]. It permits the simulation of the behavior and energy
consumption of real applications as well as the modeling of batteries capacity over time. However, it can only test applica-
tions based on a swarm library [25], which is a multi-agent framework.
In order to overcome these problems, in this article, we propose mTOSSIM, a simulator that permits the evaluation of real
TinyOS applications. It models the power consumption dynamically during simulations, as well as its effect on the behavior
of the network. For example, mTOSSIM permits the consideration of the real situation when a node completely discharges its
battery, thus changing the network topology, or the evaluation of the nodes that appear disconnected to the network, due to
its reduction of transmission power which is caused by the reduction of the power energy available in the battery.
3. Evaluation of the power consumption in a WSN
The power consumption in aWSN can be estimated as a function of its components. Table 1 sums up the power consump-
tion in the telosB node [26].
In general, the energy consumed by the components of a WSN node (such as external sensors, the microcontroler or the
radio transceiver) can be modelled as describes the following equation:Ecomp ¼ Pcomp  Ton;comp ¼ VBatt  Icomp  Ton;comp ð1Þ
where Ecomp is the energy consumed by the component of the node, Pcomp is its power consumption, Ton,comp is the time while
this component remains active and Icomp is the current consumption of the component which can be obtained from the com-
ponents datasheet. For simplicity, the average value of the current is used.
Using this information, the total energy consumption of the node can be estimated by adding the consumption of all the
devices, as described byENode ¼
X
EComp ð2Þ
The proposed simulator can consider the consumption of an arbitrary number of components, in function of the applica-
tion. Actually, common WSN applications use low power consumption components and tasks that do not require a heavy
local processing. In these cases, the power consumption of the node can be estimated considering only the power consump-
tion of the radio transceiver. This is due to the fact that (as can be observed in Table 1) the power consumption of the radio
transceiver is an order of magnitude higher than the other ones. Moreover, the power consumption in the reception mode is
similar to the power consumption in the transmission mode. Furthermore, the power consumption in the idle state can be
neglected (1000 times lower than the active state).
TelosB node uses a CC2420 radio transceiver (operating in the 2.4 GHz band), from Texas Instruments. According to its
data sheet [27], the radio transceiver consumes 18.8 mA (56.4 mW at 3 V) in the reception mode (IRX) and 17.4 mA
(52.2 mW at 3 V) in the transmission mode (ITX). As can be observed, Texas Instruments offers more conservative values than
the measurements described in [26], considering a 3 V power supply (two 1.5 V batteries). It could be assumed that the real
consumption would be between these two estimations. However, in this article, we are going to use the most restrictive esti-
mation, that is, the values ordered by Texas Instruments. Considering these power consumption values, the energy needed to
send a message (ETX) can be estimated as ETX ¼ TTX  PTX ; whereas the energy needed to receive a message (ERX) can be ob-
tained with ERX = TRX  PTX. Where TTX is the time used to send the message, and TRX is the time while the radio is in the recep-
tion mode.
PTX and PRX can be obtained as a function of the current consumption of the radio transceiver. In telosB, it can be obtained
as described inPTX ¼ VBatt  ITX ¼ VBatt  17:4 mA
PRX ¼ VBatt  IRX ¼ VBatt  18:8 mA
ð3Þwhere the battery voltage VBatt varies as a function of the technology used and its level of charge (b). For lithium batteries,
Peukerts equation can be used considering the restrictions on discharge current and temperature imposed by this model
[28].
Using supercapacitors, a model based on the ideal behavior of a capacitor can be used [29], such as described inVBatt ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2  E
C
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2  EBatt  b
C
r
ð4Þwhere EBatt is the maximum energy stored in the capacitor (nominal value), expressed in Joules; C is its capacity; and b (in
[0,1] range) represents the energy remaining in the battery per unit.
4. Evaluation of the relationship between battery level and power transmission
As commented on earlier, there is a relationship between power transmission PTX(dB) and energy battery level. In devices
with non-rechargeable batteries (non-anchor nodes), as described in some papers [30,31], power transmission decreases as
battery level decreases.
It is common to assume a lineal decreasing model in the operating range of the battery [32]. Accordingly, considering a
not completely discharged device, the power attenuation would be modeled as follows:Table 1
Typical telosB power consumption [26].
Parameter Value
Microcontroller active power (Pmicro) 3 mW
Radio transceiver receive power (PRX) 38 mW
Radio transceiver transmit power at 0 dBm (PTX) 35 mW
Radio transceiver power in idle mode 3 lW
Temp sensor (worst case) 2.75 mW
Total active power 41 mW
PTXðdBÞ ¼ PTXðdBmaxÞ  PAttðdBÞ  ð1 bÞ ð5Þ
where PTX(dBmax) is the maximum power transmission in dB (0 dBm) in telosB nodes, and PAtt(dB) is the power loss coefﬁcient,
which is expressed in dB.
As described by other authors [31], with lithium batteries, PTX(dBmax) would decrease up to 10 dB in the voltage operative
range of the device. Using supercapacitors, as described in Section 8.1, RSSI decays up to 3 dB.
This proposed lineal decreasing model is only applicable while the battery level is working over a minimum threshold
(which varies depending on the hardware platform). If the battery level is lower than this threshold, no message is sent
and PTX(dB) = 1 dB.
5. Path loss model for indoor applications
In the literature, many propagation models have been proposed, such as Friis Path Loss Model [33] or ground reﬂection
model [34]. In general, these models do not offer a good estimation for indoor applications. Reﬂections, walls, and ﬂoor
attenuation drastically modify the behavior of transmission signals in indoor applications, especially at high frequencies
such as 2.4 GHz that is used in 802.15.4 devices.
For these situations, ITU [35] offers a model that takes these issues into account. The model is commonly called ‘‘ITU mod-
el for indoor attenuation’’ and expresses the attenuation path loss in dB (L), such as:L ¼ 20 logðf Þ þ N logðdÞ þ Pf ðnÞ  28 ð6Þ
where f is the frequency of transmission in MHz; d is the distance in meters; N is the distance power loss coefﬁcient; n is the
number of ﬂoors or walls between the transmitter and receiver; and Pf(n) is the ﬂoor/walls loss penetration factor. Attending
to [35], the values for N and Pf(n) in 2.4 GHz are summarized in Table 2.
Using this model, it is possible to estimate the attenuation of the system. Some experiments have been reported in the
literature that evaluate this model, especially for the Wi-Fi connection [36] in the 2.4 GHz band; the same frequency is used
in the 802.15.4 transceiver. These results as well as our own experiments, described in Section 8, validate this model as a
good approximation for indoor uses.
Other alternative models provide a more realistic estimation of the path loss for indoor applications, but they require
complex ray models [37]. Moreover these models require indepth knowledge about the environment, which is usually dif-
ﬁcult to obtain.
In this article, the ITU model is used, as it offers a good trade-off between complexity and model accuracy.
Reﬂection effects are very difﬁcult to model, especially with regard to indoor uses. For this reason, reﬂection is modeled as
a noise added to the signal. In this case, a Gaussian noise is considered. Standard deviation can be obtained empirically.
Attending to our tests, a standard deviation of 5 dB is a good approximation for applications, where the sensor networks
share the channel with Wi-Fi routers. Without sharing the channel, a lower value can be used.
According to this, the received signal level (RSSIdB) can be estimated as follows:RSSIdB ¼ PRXðdBÞ þ Pnoise  L ð7Þ
where Pnoise is the noise added for modeling the reﬂection, which is expressed in dB.
6. Proposed simulation technique
The simulator developed uses the models described in the previous sections for estimating WSNs in indoor applications.
For obtaining the transmitted power attenuation, it is necessary to know the battery level (b). In order to do this, it is nec-
essary to obtain the power energy consumption in both the transmission (ETX) and reception (ERX) modes.
The power energy consumption in the transmission mode varies as a function of the length (number of bytes) of the mes-
sage, which depends on the overhead of the system. 802.15.4 deﬁnes four classes of messages (Fig. 1). The overheads of these
messages are (in bytes):
 Data frame: Ntotal = 11 + laddr + n, where n is the length of the payload, and laddr is in [4–20] range. n varies depending on
the application.
 ACK frame: Ntotal = 11.
 Beacon frame: Ntotal = 11 + laddr + n, with n in the [4–10] range, and n varies depending on the application.Table 2
Typical values of N and Pf(n) in 2.4 GHz.
Parameter Residential area Ofﬁce area Commercial area
N 28 30 22
Pf(n) 4  n 15 + 4  (n  1) 6 + 3  (n  1)
 MAC command frame: Ntotal = 12 + laddr + n.
Independently of the type of frame, the total length should be less than or equal to 133 bytes (127 bytes of the MAC and
application layer plus 4 bytes of the sync header and 1 byte of the PHY header).
Using this information and according to Section 3, the energy consumption when sending a frame (ETX) could be obtained
as described inETX ¼ Ntotal  Tbyte  PTX ð8Þ
where Tbyte is the time required to send a byte. In the reception mode, the energy consumption can be obtained as described
inERX ¼ TRX  PRX ð9Þ
PRX can be obtained as a function of the current battery voltage, as described in Section 3. b should be updated after every
event, with an event being a transmission or a reception event.
After a reception, the battery level should be updated according to the following equation:b0 ¼ b  EBatt  ERX
EBatt
¼ b ERX
EBatt
ð10Þwhere EBatt is, again, the nominal value of the battery in Joules.
In transmission events, the system ﬁrst tests whether it has enough battery to send a message (b is higher than a certain
threshold, which varies depending on the platform). If this is the case, the device updates its power transmission power (PTX),
according to the equation described in Section 4. After the message is sent, b is updated, according to Eq. (11).b0 ¼ b ETX
EBatt
ð11ÞA node only receives a message if its power energy (RSSI) is higher than a minimum threshold. TelosB nodes have a typical
sensitivity of 95 dBm.
7. Description of mTOSSIM
The proposed tool, called mTOSSIM, is a set of applications that automates the creation of ad hoc simulators for TinyOS
networks which operate over TOSSIM.
TOSSIM translates source code of TinyOs application (in NesC language) to a language C ﬁle called ‘‘app.c’’. ‘‘app.c’’ ﬁle con-
tains all code related with each mote behaviour (including information on component state). Network and therefore the sim-
ulation behaviour depends on ﬁle ‘‘driver.c’’ which deﬁnes network topology, control simulation, shows diagnostics info and
results, and the interface with users. The name conventions used follows [38] ones. Although many patterns help to simplify
design and development of driver.c ﬁle, its contents are quite speciﬁc on the working application. mTOSSIM provides a ‘‘dri-
ver.c’’ ﬁle that can be easily customized.
mTOSSIM is also a GUI that integrates its own tools with TinyOS chain tool and is an interactive viewer of simulation logs
as well as an exporter of logs. As a chain tool, Fig. 2 shows the relationship between different components in play. There are
three main functionality areas in the architecture: Network Topology, Simulation Behavior, and Simulated Application.
Network Topology in the simulation is described by attenuation between each couple of nodes (Eq. (6)). Provided ‘‘dri-
ver.c’’ reads information on network topology from ‘‘net.def’’ ﬁle. In ‘‘net.def’’ ﬁle, the core of this area, there is also informa-
tion about simulations, such as switch on time or localization of each node. To facilitate the processing of that data, ‘‘net.def’’
is, in fact, a x-macro deﬁnition ﬁle [39]. There are two ways of creating that ﬁle: parse of a more human friendly ﬁle (‘‘net.-
map’’) with Perl script ‘‘net.pl’’ or generating it from mTOSSIM GUI. The former is a more powerful method, but the ﬁle has to
be written manually; the latter is easier to use. Our way of work involves creating a template from GUI and later, adapting it
by hand (if necessary) to facilitate further automation in the simulation.Start frame
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Fig. 2. mTOSSIM architecture.The core of the simulator code area manages the properties of the simulation, the behavior of the system, and the infor-
mation that is collected and shown. It is here where our model of battery and its effect on the quality of inter-nodes com-
munication is integrated. The log system of TOSSIM is fully integrated with mTOSSIM. It permits monitoring not only speciﬁc
information related to simulated applications such as local variables but also all TinyOS or TOSSIM internal services, such as
private system variables or state of different subsystems (transceiver, sensors or micro-controller).
Finally, the Simulated Application area is where the real TinyOS application is simulated. The architecture of mTOSSIM
has as its main objective the simulation of the code without altering the WSN application or the TinyOS source code; so, this
code can be really used with real nodes without modiﬁcation and test results in real life. Although the mTOSSIM tool chain
does not fully comply with this requirement yet, the code in ‘‘app.nc’’ is quite isolated from the rest with the help provided by
the C preprocessor.
mTOSSIM permits the creation of network topologies, to compile simulators and to examine the results of simulation.
Currently, it does not run as an interactive simulator but as an interactive log viewer: The simulation behavior is determined
at compile time. Then, mTOSSIM GUI allows the navigation around logs (Fig. 3), moving through time in the simulation.7.1. Battery simulation
mTOSSIM permits to dynamically estimate platforms by estimating the effects of the battery discharge on the network.
TOSSIM is an event-driven simulator. This means that the simulator determines which events occur and at what time in-
stant. The possible effects of an event are a change of state of simulator or the creation of a new event that is executed in the
future. The state of the simulator does not change between two consecutive events. TOSSIM offers the runNextEvent()
function with the aim of waiting for the next scheduled event and for executing the planned computation associated with
the event.
mTOSSIM acts over the TOSSIM event loop. Between every event, mTOSSIM reads simulation status, updates battery level,
and modiﬁes simulation status accordingly. Some assumptions have been made: The only peripheral used is the transceiver.
The transceiver power consumption in both the RX mode and the TX mode is the same (this is almost true in telosB motes).
Transmission power is always 0 dBm. Finally, microprocessor power consumption is negligible, as it is several orders of mag-
nitude lower than the transceiver and, in our tests, lower than capacitor auto-discharge rate.
The battery model follows Eq. (4). We need to know the transceiver status to update the battery level. A full main struc-
ture of the update battery is shown in Listing 1. The code follows the same convention as the TOSSIM generated code: Use an
array for each status variation of the node.
The structure is the following: lines 2–5 acquire information on the TOSSIM simulator (current node active, transceiver
status, and current time). Lines 7–18 update the battery status. beta update is done following Eq. (10). batteryJ2V(float
beta) is where the battery (in our case, a capacitor) is modeled. This function converts beta values to volts (our model is
shown in Eq. (4), see also Listing 2).
Finally, lines 21–26 save TOSSIM and mTOSSIM statuses. TOSSIM works as a static network simulator. The network con-
ditions are stable until something alters them. To simulate an evolution in the network (either battery drop or movements of
nodes), it is necessary to rewrite all connections between the nodes. Function newpow (shown in Listing 3) updates network
connections.
Fig. 3. mTOSSIM snapshot.7.2. RSSI vs. battery
There are some limitations in the TOSSIM model while working with RSSI values. In ‘‘real’’ code (code to program telosB
motes), the RSSI value is obtained from a message received with
RSSI=(uint16_t) call
CC2420Packet.getRssi(msg);
but CC2420Packet is not emulated in TOSSIM. So, this line cannot be included in a simulated program. A similar func-
tionality is obtained with
RSSI=((tossim_metadata_t⁄) (msg
->metadata))->strength;
Both RSSI values are not equivalent. The ﬁrst one is mainly a measure of transmission power and noise. The second RSSI
value is a path loss between the nodes without noise. To be able to compare both of them, it is necessary to add TOSSIM, the
noise to path loss. The steps undertaken were as follows: First, deﬁne the noise model in driver.c with a very low noise level.
for (int j=0;j<500;j++)
m->addNoiseTraceReading( (char
)(-100));
Then, load path loss inter-nodes and add Gaussian noise:
# define NODE(a,b,c,d) {newpow(r,a)
;}
# include ‘‘red.def’’
Network topology and path loss are deﬁned in red.def as an x-macro as said earlier. Function newpow updates the rela-
tionship between nodes and adds noise. The newpow code is shown in Listing 3.
Every time beta varies (i.e. when a message is sent), it is necessary to update network connections. An update is made
following Eq. (7), as described in Section 5.
8. Results obtained
In this section, we compare the simulated results with the real experiments performed in the laboratory. These experi-
ments consist of two devices in an indoor environment. In Fig. 4, the devices used in the measurement are shown.
Listing 1. Structure of battery update code.
Listing 2. Battery model.
Listing 3. newpow function.To compare the results, the same program is used in both the simulator and the real telosB devices (with the exception
mentioned in Section 7.2 regarding how to measure the RSSI value).
The battery used in these experiments consists of two capacitors of 70 F, 2.1 V in a serial connection. It offers a global
capacity of 35 F and provides 3.3 V of power supply: the maximum operating voltage of the telosB devices.
In this situation, the energy stored by the battery can be obtained using Eq. (12).EBatt ¼ 12  C  V
2 ¼ 1
2
 35 F  ð3:3 VÞ2 ¼ 190 J ð12ÞThe minimumworking voltage for telosB devices varies as a function of the characteristics of the radio transceiver and the
microcontroller. In our case, its minimum work voltage is measured as 1.5 V, that is, the telosB device is going to operate in
the range [3.3–1.5 V] due to the discharge of the battery through use.
Therefore, the minimum work threshold (Emin) for telosB can be obtained as described in Eq. (13):Emin ¼ 12  C  V
2
min ¼
1
2
 35 F  ð1:5 VÞ2 ¼ 39 J ð13ÞThese values are the good ones for telosB simulations, as they use a capacitor to power the nodes. The simulator is valid for
different hardware, only modifying the typical characteristics of the platform for simulation.8.1. Battery lifetime accuracy
Several experiments that test the life-time accuracy of the simulator have been performed, changing the duty circle, that
is, the relationship between the time and the radio transceiver in on state and between the time and the radio transceiver in
o state. In the experiment, the device sends a message to the Base Station during every duty cycle. Fig. 5 sums up these re-
sults. Differences between the estimated voltage and the measured voltage are negligible.
These results validate the simulator for predicting the lifetime of a network, without the necessity of time-consuming and
costly experiments. Moreover, they permit an evaluation of a strategic maintenance of theWSNs node before its deployment.Fig. 4. Laboratory set-up for testing motes.
Fig. 5. Evolution of battery voltage along time.8.2. RSSI estimation
Fig. 6 depicts the histogram of the practical experiments performed in the laboratory at different distances, without
obstacles between devices. Overall, 100 samples are obtained for distances in [0.5–5] m range, obtaining a new RSSI measure
every second.Fig. 6. Indoor RSSI measurements with several inter-nodes distances.
Table 3
Resume of the information obtained with the RSSI.
Dist. (m) Avg. RSSI (dB) Std. deviation (dB)
0.5 39.58 2.23
1.0 53.12 4.03
1.5 46.18 5.16
2.0 52.52 1.69
2.5 57.15 2.42These results are summed up in Table 3, showing the average RSSI and the standard deviation of the measurement. As
some models predict, RSSI tends to decrease with the distance. RSSI localization techniques are based on this characteristic.
As can be observed, the measurements have oscillations. Continuous modiﬁcations of the ambient noise and the environ-
ment produce variations in the RSSI. In general, these variations are simulated as a noise. The proposed simulator uses the
Gaussian noise model, assuming a standard deviation of 5 dB, which corresponds well with the real experiments performed
in our laboratory.
The simulator allows the variation of the standard deviation in order to adjust the simulation to a real environment.
Comparing the average results with the ITU model, the best approximation of the parameters are the commercial area
values. Our experiments present an average N of 23, whereas the ITU model for a commercial area at 2.4 GHz proposes a
value of 22.
The simulator has been programmed using the values of standard deviation and attenuation obtained in our test. How-
ever, to increase the accuracy, as described earlier, the models can be personalized and adjusted.
Fig. 7 depicts a comparison between the measured and simulated RSSI. In three of the ﬁve experiments, the estimated
RSSI have an average error below sigma; in one, the error is below two sigma, and in the remaining ones, the errors are below
3 sigma error.Fig. 7. Comparison between measured and simulated RSSI.
Fig. 8. Relationship between RSSI attenuation and the battery voltage using super-capacitors.
These results show that our simulator permits approximately the RSSI performance of the real experiments, considering
the limits of the model. RSSI varies with reﬂections, but simulating reﬂection requires ray tracing models with an indepth
knowledge of the geometry of a variable environment (location of ground planes, metallic surfaces, or elements that block
RSSI transmission, such as plants, for example). However, the ITU model offers a good response and permits the prediction of
the location of nodes in a scenery as a function of its coverage, taking into account this simpliﬁcation of the reality.
8.3. Relationship between battery voltage and RSSI
In this experiment, the relationship between the received RSSI and the battery level has been studied. Fig. 8 shows the
results obtained with a real experiment and the values obtained with the simulator. This experiment has been performed
with the nodes separated by about 3 m, and considering the measured RSSI oscillations due to sporadic reﬂection effects.
In our indoor experiment, an average attenuation of 3 dB is obtained along the voltage range of a telosB device [3.3–1.5 V],
using a capacitor of 35 F, charged at 3.3 V (the maximum operative voltage of a telosB device).
The proposed simulator takes this issue into account, and permits the selection of a power transmission attenuation
according to the battery technology. In Fig. 8, an attenuation of 3 dB in the operative range is used.
9. Conclusion
In this article, an extension of the TOSSIM simulator, namedmTOSSIM, is presented. It permits a more realistic simulation
of the reduction of power transmission with the battery drop and the indoor power transmission loss. It improves TOSSIM in
one of its biggest drawbacks, the too-simpliﬁed model that is used as default to evaluate the RSSI propagation.
mTOSSIM easily allows an estimation of the power loss in transmission with battery discharge and distance.
mTOSSIM permits an evaluation of a WSN of an arbitrary number of sensors. Moreover, the proposed simulator allows to
obtain the lifetime of the network devices. Obtaining the lifetime with real experiments is typically a very time-consuming
task.
mTOSSIM is suitable for many applications, such as localization, coverage range study, estimation of the time between
network maintenance, and so on.
Moreover, it easily permits to debug nesC applications for the TinyOS operating system. To do this, it presents a graphical
user interface that allows monitoring the internal registers of devices and tracing the communications between different
nodes. The nesC simulated applications can be exported to real nodes by only adding minor code modiﬁcations.
The comparison between real experiments and simulations demonstrates the accuracy of the simulations, in battery-level
estimation, network and node lifetime estimation, and RSSI propagation.
Currently, the authors are working on improving the predictions of the models, including the power consumption of addi-
tional hardware, such as external sensors.
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