Non-intrusive load monitoring (NILM) makes it possible for users to track the energy consumption of a household. In this paper, we present a new hybrid energy disaggregation approach named HAM. This event-based load disaggregation algorithm uses an improved multi-layer Hungarian algorithm to match appliances transient features and a supervised adaptive resonance theory mapping neural network (ARTMAP) to cluster steady features. This approach using a modified dual sliding window-based cumulative sum control chart algorithm (DSWC) to detect the transient event first, and we convert the multi-dimensional electrical features of appliances into a bipartite graph matching problem. This way, an improved Hungarian algorithm is proposed to find the perfect matching when appliances are in different states. For classification and identification, the ARTMAP network is used to learn and classify the steady features of appliances. Furthermore, we introduced a grey correlation evaluation and multiple matching strategies to increase the fitness and accuracy of the approach. Experimental results demonstrate that the proposed HAM outperforms the comparative algorithm in both our resident appliances dataset (RAD) and BLUED public dataset. The proposed approach could also facilitate NILM more applicable for common households.
I. INTRODUCTION
Energy disaggregation is known as the objective of non-intrusive load monitoring (NILM), which can provide detailed energy information of individual appliance of households or buildings. Specifically, this technology can be integrated into smart meters or designed as an independent measuring device [1] , [2] . Therefore, the detailed energy information will support demand-side management (for utilities and governments) [3] and household energy consumption management (for users) [4] , [5] . Researchers have been devoted to this field for decades to develop efficient algorithms and schemes that suit well in real residential electricity conditions [4] - [7] . Thus, this paper improves on existing approaches by introducing graph theory and supervised cluster method into the load energy disaggregation scheme.
This concept was proposed initially by Hart from MIT in the 1980s [5] , and then he gave a further definition in 1992 [6] . By considering of energy management and The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. cost-saving awareness, it is regarded as an innovative technology used in smart grids and smart meters. Among all the existing relevant works, mainstream energy disaggregation approaches are divided into two categories, eventbased approaches and event-less approaches [7] . Event-based approaches use edge detection methods which identify loads by switch operations when turning ON/OFF. Appliances with ON/OFF states are also called type I load [8] . Roughly speaking, the basic strategy for energy disaggregation are focused on the development of the following three areas: 1) data acquisition and feature extraction [2] , [7] , [9] ; 2) appliance data learning [8] , [10] ; and 3) signature recognition [9] , [11] . In most reported works, many electrical features such as current waveform, active/reactive power, harmonics, eigenvalue, and switching transient waveform are enumerated [10] - [14] . Among them, two features are frequently used: steady-state and transient state. A power cycle is defined as a power single with a pair of transient states and a steady-state by existing algorithms [8] , [19] .
There is no doubt that different types of devices have multi states and different power characteristics. Therefore, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the NILM field can be divided into two parts, residential buildings and commercial buildings [11] . Household appliance datasets are studied more because they are easily accessible. Among them, BLUED [12] , REDD [13] , UK-DALE [14] , ECO [15] and EMBED [20] are famous public residential datasets. For commercial appliances, OPLD [16] , COMBED [17] and SIHF [11] are the most representative datasets. To research the identification of office equipment, Kalluri et al. proposed OPLD (Office Plug Load Dataset) [16] to study the load disaggregation performance of office equipment. Both aggregate signature and ground truth data are collected for analyzing the characteristics. Also, for commercial buildings, a supervised time-series data mining method are presented [18] . Power data collected from laptop PC, desktop PC, monitor and MFD (multi-function printing device, include print, copy and scan states) are used to classify episodes in aggregate time-series data into individual hidden office equipment events. Therefore, unlike household appliances, energy management for office equipment have a bigger challenge, such as complex types, diverse running states, more loads overlapping and high volatility [18] .
To tackle another challenge in facilitating the selfconfiguration for a new environment, a motif-based approach was devised in the literature [20] . By learning parameters from the clustered power features adaptively, the proposed approach realizes the identification of detection parameters according to the new characteristics of the new environment. Also, data-driven techniques were adopted, which can build a motif library in an unsupervised manner automatically. However, there exist some limitations to the event-based approaches. Here we discuss two aspects. First, these algorithms are dependent on the detection of ON/OFF events, therefore, missing any event may lead to the wrong energy disaggregation results [20] . Second, most algorithms need extensive parameter optimization. In order to track the power features in time-series, VSW and MAD-SW, which based on sliding window approach are proposed to obtain the load event in low sampling real-world dataset [21] . It shows that there is a tradeoff between the optimal window width and the best performance. Robustness towards differences in the base load is another essential property of event detection approach [22] . A modified standard χ 2 GOF method (the voting χ 2 GOF) and a new method that uses smoothed frequency components (the cepstrum method) are proposed to detect load events. Moreover, a workflow using surrogatebased optimization is presented to obtain optimal parameter configurations.
To classify the events on power time-series, the control chart, which is sensitive to the load event, is introduced [25] . The CUSUM control chart can calculate the cumulative sum of the deviations between each sample value [26] and the target value, so even small fluctuations in the data sequence can lead to a steady increase or decrease in the accumulated deviations [27] , [28] . CUSUM relies on event windows that runs over the power time-series to extract load event signatures. In general, the event window captures five types of characteristics: transient power features, time-series features, time point signatures, trend features and phase features. Then, the matching process can use these unique features to obtain a complete appliance power cycle.
Composition of the power cycle is not only judged by an independent point of meter side signal but also events before and after this point. An OFF event can only be confirmed if its ON event is found in a data sequence. The event matching process based on graph theory depends on the judgment of feature vectors or other descriptors. These features will allow the discrimination of different appliances, which is a criterion providing a level of resemblance [30] , [31] . Finding the maximum match in a bipartite graph is one of the combinatorial optimization problems [32] , [33] . The event maximum matching problem can be expressed as particular instances of two optimization problems: the weighted assignment problem [32] and the minimum cost problem [32] , [33] . In order to find the minimum cost, [33] and [34] use the Hungarian algorithm to obtain the augmenting path which was first proposed as an assignment problem based on the Berge theorem [35] , [36] . In this load event matching problem, each ON-state feature vector should be assigned to a most appropriate OFF-state feature vector that can match it. The target is to be assigned to events in a manner that minimizes the total cost [32] . Therefore, the total energy consumption of individual appliance can be calculated by its power and elapsed time.
In the field of load identification, subtractive clustering and the maximum likelihood classifier are used to classify transient events [8] . However, there are challenges in identify overlapping clusters. [37] analyze the cohesion of a cluster and then determine if it should be divided into two clusters. Note that the original classification problem can be resolved by alternative models of Kernel Bayesian ART (KBA) and ARTMAP (KBAM) [23] . This method integrates Kernel Bayes' rule to the ARTMAP network, which provides superior classification performance. The ARTMAP network can learn quickly and steady without forgetting the past data sequence. It can map a multi-dimensional dataset by generating hyper rectangles for both input module ART a and ART b [38] , [43] , [44] . Current ART networks can only input normalized data vectors in a range of [0, 1]. So much work has been done in [39] to solve the normalization problem by the creation of developmental resonance network (DRN). DRN is an unsupervised clustering algorithm which learns the global weight converging to the unknown range of the input data by grouping large similar nodes into one. It makes raw data input easier without the normalization process. Furthermore, Deep ART memory model with a multi-layer structure can enable an object to memorize high-level concepts like events [40] . Supervised clustering algorithms can force search results for new clusters that may be determined, not just based on feature similarity [41] . In several ART based approaches in the literature, authors have proposed many methods in order to improve the recognition rate for structural damage identification [42] , [43] and multinodal load forecasting [44] . Moreover, it is important to notice the parameter optimization of the system. The significant contribution of this paper consists of novel strategies for improving the event detection, event matching and load identification in the NILM. Our load event matching process is motivated by the Hungarian algorithm in the graph theory. Moreover, it is obvious that there is a lack of using the matching logic of ON/OFF events. We focused on a supervised identification method to learn and cluster the input multi-dimensional residential data sequence. Thus, the proposed method presents a novel HAM approach for energy disaggregation.
In summary, the main contributions of this paper lie in the following aspects: Firstly, we use an improved composite dual sliding window-based cumulative sum control chart (DSWC) to detect the transient event by using our resident appliances dataset RAD. The modified cumulative function that we defined improves the sensitivity of small variables in composite sliding windows. This way, the real load event can be extracted from the data sequence, and then isolated from power fluctuations. Secondly, we design a multi-layer Hungarian matching process to match load events, which is inspired by the bipartite graph. Consequently, the detected events are converted to a bipartite graph optimization problem. The best matching result will be obtained by minimizing the constructed cost matrix. Moreover, load events can be matched more accurately by the weighted layer of multiple features. Thirdly, the considered supervised clustering algorithm ARTMAP is used to activate the corresponding category by the prior knowledge learned before. This method with competition learning can amalgamate similar nodes and delete redundant nodes while grouping steady-state data. This essential characteristic makes it possible to identify new appliances. Finally, both our RAD dataset and BLUED public dataset are used to validate the efficacy of the proposed HAM approach.
The high-level architecture of the HAM energy disaggregation system in this paper is shown in Fig. 1 . The proposed method is composed of three essential parts: (1) transient event detection, (2) event matching and (3) load identification. This paper is organized as follows. In Section II, we introduced the process of power data collection and the establishment of RAD dataset. Then, a modified DSWC for event detection is described. In Section III, some preliminaries in graph theory are given, and our proposal is presented. Section VI introduces the ARTMAP network, and we described how it could be applied to load identification. Experimental process and results are presented along with a discussion in Section V. After that, concluding remarks follow in Section VI.
II. RAD DATASET AND EVENT DETECTION A. DATA COLLECTION AND RAD DATASET
The RAD dataset is collected from an office worker's family, which equipped with TV, fridge, water heater, air conditioner, rice cooker, hair dryer, washing machine, electric oven and other common appliances. By collecting the total voltage and current data of the house, results are transmitted to the database via Ethernet, Wi-Fi or 4G after data preprocessing. And then, event detection process and load identification can be performed by the server. This data collection device also undertakes complex data processing tasks and real-time data transmission, which is different from the traditional smart meter. Fig. 2 shows how the household data is collected and the establishment process of the RAD. The entire process includes data acquisition, data preprocessing, data transmission, database creation, and background processing.
In order to obtain a more detailed dataset, we use an external 6 kHz sampling chip to collect voltage and current data, which has a wide range of applications in this field. The device communicates with the microcontroller unit (MCU) through the serial peripheral interface (SPI). The voltage can be measured directly, but the current needs to be converted by a primary current transformer. The raw hexadecimal data obtained by the chip is restored to the decimal floatingpoint data under the calculation of the microcontroller. The real-time data will be uploaded to the SQL database through the protocol directly. Moreover, the algorithm will calculate RMS current, RMS voltage, active/reactive power and 15th harmonic of the current at a low rate of 0.5 Hz, and then, transfer them to the feature database. To ensure the accuracy and validity of the collected raw data, the sampled power data will be calibrated with the standard smart meter before installation. We have also reserved adjustable coefficients for making the original data accurate and reliable.
B. TRANSIENT EVENT DETECTION
Event detection plays such a significant role in the NILM system, especially in event-based energy disaggregation approaches. The objective of the precise event detection method is to maintain the real load switching information while the state of appliance changes. So, we improved the traditional CUSUM into a DSWC method to detect transient events in real household dataset. The transient state can be detected by the method of variable point identification. For original CUSUM, the most basic method is to determine the event by setting a threshold. The disadvantage of this method is that it is sensitive to mutation data. In order to reduce the influence of power fluctuation on event detection, this paper proposed a composite dual sliding window method. By adjusting the width of the window and setting noise range, the change of data in time sequence can be comprehensively considered. The DSWC reflects the deviation of the sample by calculating the cumulative sum of the historical values according to the principle of sequential analysis. The main idea of this method is to accumulate small variables in the sample data, and the output will be generated when the threshold is reached. Therefore, it can be considered as a transient event detect method which reduces the influence of data noise to some extent.
In view of the above analysis, the cumulative function of DSWC can be expressed as 
where ε + n and ε − n is the positive and negative variable after removes the noise value δ, respectively. For a data sequence x(n), they can be described by
where µ 0 is the average value of the random time sequence before the change point. µ 0 and δ can be known or estimable. When the feature data sequence is in steady-state, cumulative functions f + n and f − n are random variables around zero. When the load is put into operation, f + n will increase with the increasing x. On the contrary, f − n will become larger when the load is turned off. Therefore, the cumulative function can detect the transient event while the change value exceeds a certain threshold.
The average value µ 0 in Eq. (3) is constantly changing with the changing power of appliances. So, it is necessary to constrain the cumulative sum by constructing a sliding window model for getting transient states precisely. Considering the problem above, the composite dual sliding window whose detection process shown in Fig. 3 is used in this paper.
As seen in Fig. 3 , the Gaussian average window is used to calculate the average value µ 0 of the active power data sequence x(n) and the Sigmoid detection window needs to detect the occurrence of transient events. According to the process 1 in the figure, two windows slide along the time-series where appliances are in steady-state. When Event 1 occurs, the value of Sigmoid detection window has increased compared to the Gaussian window. So Event 1 is detected in process 2. After Event 1, its influence is reduced. Therefore, the value of the detection window is no longer increased. Then, the composite window continues to slide to detect the next event until Event 2 occurs. Note that w G and w S is the width of the Gaussian window and the Sigmoid window, respectively. When the two transient events interval exceeds w G + w S , they can be detected separately.
Considering Gaussian function is a method of assigning weights through normal distribution, the weight can be expressed as a Gaussian function by 
At the same time, n 0 represents the sampling point at the beginning of the window and σ is a constant, which denotes a smoothness factor. The smoothness of the Gaussian average window will increase with a larger σ . For this case, adjusting σ will affect the sensitivity of the Gaussian average window to the data. The weight ω(k i ) can be obtained by normalizing g(k i )
Therefore, the average value µ 0 in the Gaussian average window can be computed by
Considering the structure of detection window needs to have anti-noise characteristic while detecting transient events, we improve the Sigmoid function:
where v i is the sampling point in the Sigmoid detection window, and α is a non-negative number which reflects the sensitivity to climbing characteristics. Similar to the normalization process of g(k i ), the weight ϕ(v i ) can be described as
Finally, we define the improved cumulative function of the composite sliding window:
that expresses the method of event detection. By setting global thresholds (h 1 , h 2 for ON and OFF) for cumulative function, this scheme can reduce the impact of the noise to some extent. The two events in Fig. 3 are two different kinds of appliance signatures. For Event 1, this is a slow climbing power signature, whereas Event 2 is a fast jumping transient event. Therefore, the widths of the two sliding windows need to be adjusted to modify the algorithm sensitivity. In order to satisfy different datasets or new environments, the sampling frequency f , sampling interval T , detectable minimum variable δ, noise value N n and slope parameters λ are also required to be pre-configured.
III. EVENT MATCHING
Since ON/OFF states of appliances must be in pairs during a power cycle, this paper proposed an improved Hungarian algorithm to find the optimal matching in a bipartite graph. Formally, a state matching problem can be viewed as a digraph G = (V , E) with a set of vertices V = {v 1 , v 2 , . . . , v n } and a set of edges E ⊆ V × V . If vertices V can be divided into two independent set and disjoint set X and Y , which means X ∩ Y = ∅, it is defined as a bipartite graph G = (X , Y , E). When the edge is given a weight, it can be expressed in the form of a cost matrix C. Define a balanced bipartite graph that two subsets have equal cardinality ( |X | = |Y | ), then the n×n cost matrix is C =[c ij ]. Due to each appliance has at least ON/OFF cycle, so it is evident that each state vertex in G has a degree at least 1. For two vertices x and y, there is an edge connected them with a cost parameter c ij . If the correlation of matching is strong, then c ij = 0, and conversely, c ij = 0. Therefore, a matching with a minimum total cost is called a perfect matching.
To find perfect matchings between ON and OFF state sets, we use weighted edges e = {x, y} to connect the two sets of vertices. For a given bipartite graph G with an initial matching M , we can get the perfect matching by using augmenting path which is a series of edges E A = ({x 1 , y 1 }, {x 2 , y 2 }, . . . , {x n−1 , y n }) with x i ∈ X , y i ∈ Y , and {x i , y i } ∈ M for each i. As shown in Fig. 4 , the simplified traditional Hungarian algorithm diagram is as follows.
In this paper, we proposed a multiple feature bipartite graph matching model for improving the event matching accuracy. Assume that there are l appliances in a household A = {A 1 , A 2 , . . . , A l }, each appliance has two states. Multiple transient electric features which include active power, reactive power and harmonics will be captured when loads have state transition. For i = 1, 2, . . . , l, define the s-th signal feature value of appliance A i when it is turned ON is X s i , and similarly Y s i is the signal when A i is turned OFF. Thus, the ON signal feature set X s i = {x s 1 , x s 2 , · · · , x s m } and OFF signal feature set Y s i = {y s 1 , y s 2 , · · · , y s n } can be obtained, respectively. For illustrations on how to match multiple features for l appliances, we consider a multi-layer matching process as shown in Fig. 5 .
Different features have different contributions to load identification. However, the principal components need to be selected. Among them, the transient value of active power, reactive power and high order odd harmonics contribute more to the identification scheme. Multi-dimensional features will be processed separately for different features using multi-layer bipartite graph. Each appliance A i will contain a set of multi-dimensional feature cost matrix C i =
Note that for each feature, we use
n j=1 c ij (11) to express the minimum cost γ where i ∈ [1, m] and j ∈ [1, n] can be taken only once. Since γ is the sum of the cost parameter c ij , a smaller value indicates a higher feature correlation. In order to apply the model to the matching process of loads states, we use grey relational analysis (GRA) to improve the original cost function as
where β s represents the grey relation coefficient of s-th feature. Considering the relation coefficient vector B = {β 1 , β 2 , · · · , β s }, all elements are chosen from the set [0, 1] and β 1 + β 2 + · · · + β s = 1. Then, we denote the relation coefficient element β s as
where r * s is the reference value of feature s, r ij is the dimensionless attribute value of feature s after normalization and ρ is the resolution coefficient of grey relational coefficient. In this way, a decision matrix R = [r ij ] (n+1)× s can be considered.
· · · r * s r 11 r 12 r 12 · · · r 1s r 21 r 22 r 22 · · · r 2s . . . . . . . . . · · · . . .
However, when some of the appliances are turned ON/OFF in a concise time that overlaps with each other, the event detection module may fail to detect these two events. From this perspective, we proposed an additional module for the improved matching process. Firstly, expand the feature s at time t + t when k loads are overlapping
The s (t) is used to describe the total value of feature s of k loads which is defined as
where λ ns represents the value of feature s of the load n. The remaining portion of Eq. (15) stands for the feature value of other m loads. Therefore the Eq. (15) can then be redefined as
In order to effectively improve the accuracy of load disaggregation, the overlapping event will be offset by using virtual nodes in the matching process. Moreover, to ensure the uniqueness of the perfect match result, it is necessary to use normalized variance σ 2
where c max and c min are the maximum element and the minimum cost parameters in the cost matrix, respectively. In this case, for cost parameters which is 0, change it to σ 2 ij , and for other elements, reset them to c max . Then we modify the original matrix C s = [c ij ] to C * :
Due to a very large c ij may affect the matching process, we set the threshold τ to ensure a maximum matching. Transient load event matching can obtain the appliance power cycle precisely. Therefore, the energy consumption of individual appliance can be obtained by combining with the load identification module.
IV. TRAINING, CLUSTERING AND LOAD IDENTIFICATION
The neural network is another significant module of load identification in HAM. In this part, we use an incremental learning algorithm for data training and classification. ARTMAP is a combination of two ART modules and a map field. It is a supervised learning algorithm which allows for extending and keeping the knowledge learned before. The main architecture of two modules ART a and ART b have similar structures as original ART 1 network but incorporates an inter-ART module which realizes the mapping by a vigilance controller. Due to the ARTMAP learns input data in a supervised mode, there must be two sets of input vectors, vector a for features and vector b for labels. Note that each element of the input data must be normalized into the range of [0, 1] in order to process data in different dimensions. The Architecture of ARTMAP is shown in Fig. 6 . The ARTMAP, like other ANN, usually has two stages: (1) training stage; and (2) prediction stage. We use the classical 3-layer structure to implement data training and testing: input layer F0, coding layer F1 and identification layer F2. The layer F1 can receive both input data from F0 and top-down input from F2.
Input and output data sequence with features and labels can be realized offline during the training stage. In this paper, we normalize raw power data using min-max feature scaling
where a i is the i-th sample data after normalization. As seen in Fig. 6 , for a m-dimensional input feature a = [a 1 , a 2 , . . . , a m ], the vector x a given by coding layer can be described by The output x ab of map field in inter-ART module is donated by w ab i . For the ARTMAP, there are four essential parameters that have a substantial impact on the system: (1) learning rate β ∈ [0, 1] that controls the training speed; (2) choice parameter α > 0 that controls the selection of the active weight vector;
(3) vigilance parameter ρ ∈ [0, 1] that determine if a new category is generated and (4) match tracking parameter ε that checks the matching of ART a and ART b . Note that a larger vigilance parameter will allow a narrower category to form. At the start of a training stage, we set every weight ω 0 , training rate β 0 and vigilance parameter ρ 0 equal to 1. Since the map field activation depend on both w ab i and output of ART b in layer F2, x ab can be represented as follows: where the operator ∧ (AND) is defined by w i ∧ y i = min(ω i , y i ). Using ART a as an example, the chosen function T a i in ART a module can be defined by
for a given α when category J is active. Similarly, we can define T b j of ART b . Then, the process will choose a winner node J by code competition,
During the matching tracking process, the most appropriate category will be found by a resonance mechanism. For a winner node J , resonance occurs if
That means data sequence x belongs to the category J . If Eq. (24) is not satisfied, T a i will be reset to 0. Therefore, the weight vector can be cyclically updated according to
until an active category is found. Hence, for a given steady-state data sequence, there should be a corresponding cluster category. At this point, the energy consumption of each appliance can be calculated in combination with the appliance power cycle.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present the verification with experimental data form our RAD dataset and BLUED public dataset, respectively. Before presenting the experimental results, it is necessary to introduce our validation scenario. The implementation mechanism of load identification is as follows:
Step 1: Collect the ground truth (GT) multi-dimensional features data of individual appliance for training and validation. These data will be stored in the database as a standard dataset.
Step 2: Perform DSWC event detection on raw time-series data to label the time of load events. In order to reduce power fluctuation, we set two thresholds (h 1 , h 2 for ON and OFF) to extract useful load events. Also, the widths of the two sliding windows can be adjusted to modify the detection sensitivity. For different datasets, we also need to preset the sampling frequency f , sampling interval T , detectable minimum variable δ, noise value N n and slope parameters λ.
Step 3: Due to the data collected by NILM equipment include a whole household, the simultaneous operation of multiple appliances will be captured. It is necessary to separate the overlapping events and extract useful data. This individual feature data will be the input vector to the ART a module.
Step 4: Use the multi-layer bipartite graph to correlate and match load events. The perfect match will be determined by the cost matrix.
Step 5: The identification results of the ARTMAP will be associated with the time-series data. Finally, the energy consumption of individual appliance can be calculated.
The proposed RAD is collected from a real residential house for months, with multiple real household appliances. The non-intrusive load data collection device mentioned in section II-A is used to measure total voltage and current data at the entrance of the house. Considering the validity and data volume, we selected low frequency data, which is collected at a 0.5 Hz sampling rate.
It is clear that the energy consumption of small power appliances, such as laptops, LED lights or mobile phones, can be covered by noise. Considering the fluctuation of the actual data, we set a 60W power limit for DSWC. Therefore, this paper only studies the identification performance of appliances with power over 60W in both RAD and BLUED datasets.
Eliminating the deviation between energy disaggregation results and ground truth data is also a challenge in NILM. The load power consumption data can be affected by data acquisition equipment, sampling frequency or sensitivity of the detection algorithm. Moreover, complex events and multi-state events will also lead to deviation from ground truth data to some extent. In order to reduce the deviation between the measured energy data and the ground truth data, we analysis the characteristic of peak events (when the fridge is start-up) and slow climbing events (such as the power feature of air conditioning) during the standard data acquisition. For our RAD dataset, these unique power features caused by fluctuations are considered in the data calibration process, and this energy consumption is already contained in the power profile of appliances. Table 1 presents the power profiles of five main representational appliances in the RAD. The ground truth data is collected by our NILM devices which connected to the appliances. The ground truth data include active power P, reactive power Q and multiple current harmonics H n . Since the high order harmonic values are small and have no discrimination, it is not used in our work. Here, we take P, Q, H 1 , H 3 and H 5 (1st, 3rd and 5th harmonics) to carry out multidimensional feature matching. As can be seen in Table 1 , power information of different appliances is stored in RAD, including maximum power, minimum power and average power. Each of these feature profiles is used to match the power change while events occur.
For verification and comparison, we also use the BLUED public dataset (available at http://nilm.cmubi.org) from Carnegie Mellon University for simulation tests. The database includes voltage and current data from an American home for one week at a rate of 12 kHz. As an event-based dataset, they define an event that is greater than 30 watts and lasts 5 seconds. All captured switching time in BLUED dataset was fully labeled by a post-processing stage. Note that here we only analysis the power data of Phase A of the BLUED dataset because appliances in Phase A include hair dryer, fridge and lights, which have similar characteristics as our dataset. In addition, the features of the washing machine, garage door, DVR, printer and other devices in Phase B include a variety of complex operating states after we analyze the dataset, so they were not considered in this experiment. In order to make a comparison with RAD, we took the same 24h power data of BLUED for analysis. Table 2 shows the power profiles of appliances used in this experiment. Fig. 7 shows the raw data of RAD in the household in 24 hours. For each power cycle, especially when the device is just turned on, we can find that there is a peak pulse. Also, for the power fluctuation caused by voltage from the grid, we use the median filter to remove the noise to improve the event detection accuracy. Red line in Fig. 8 (a) shows the reconstructed RAD data prepared for DSWC event detection.
A. DSWC EVENT DETECTION
As can be seen, the fridge is an intermittent operation appliance, which starts every 15 minutes. Air conditioning and fridge usually have a peak pulse when started. However, appliances with resistance characteristics do not have the above phenomenon, and their power curves usually change rapidly immediately. Fig. 8 shows the experimental results of the proposed algorithm applied in both RAD and BLUED datasets within 24h. In Fig. 8 (a) , colored circles were drawn by DSWC indicate the moment of the transient event on RAD. Fig. 8 (b) shows the extracted load events on RAD. Fig. 8 (c) and (d) show the same experimental approach applied on BLUED. For clear description, red bars in Fig. 8 (b) and (d) indicate load events when appliances are turned on, on the other hand, blue bars represent appliances are turned off. The ordinate represents the cumulative sum of the power change values. In this paper, we eliminate the influence of noise by setting thresholds h 1 and h 2 . Also, we set the sampling frequency and interval, window width, noise value and slope parameters in advance. Therefore, the desired load event occurrence time can be captured more accurately.
In order to compare the performance of the original CUSUM and the DSWC proposed in this paper, we use F 1 -Measure [10] in machine learning field to evaluate the performance of these two algorithms in two datasets, respectively. Detected events can be divided into four categories, TP, TN, FP and FN. True Positive (TP) means that load events are detected correctly. True Negative (TN) means that no load events occurred, and in fact no load events are detected. False Positive (FP), means that no load events occurred but detected. False Negative (FN) means that load events are not detected. Note that most of the time the electrical appliances are in steady state, that means TN is difficult to be counted. The F 1 -Measure can be represented as follows:
When α = 1, we have
where the precision P and recall R can be described as
Due to the sampling frequency and device characteristics of the two datasets are different, the parameter values are set differently. Some parameters of the DSWC are set as shown in Table 3 . The performance of the two event detection algorithms by using F 1 -Measure is shown in Table 4 . It can be seen from the statistical data that the proposed DSWC in both RAD and BLUED has higher F 1 value.
As shown in Table 5 , we also provide a detailed analysis with ground truth (GT) event for individual appliances of BLUED within 24 hours. The FP and FN of the proposed algorithm are lower because of the improvement for slowly changing events. However, it is a challenge that captures small load switching status in the background of large load operation. It may result in detection failure or identification as another device. Also, it should be noted that when the event occurs at the detection window boundary, the new event may not be detected.
B. EVENT MATCHING AND LOAD IDENTIFICATION
In reality, the difficulty of power load disaggregation is the mixed operation of different appliances at the same time. For proposed RAD dataset, we record the ground truth training data previously for individual appliance while it works independently. For BLUED dataset, we extracted 6 appliances samples from approximately 24 hours for training. Since the approach is similar, only the processing of RAD is described in detail. To demonstrate the feasibility of the approach, we show the disaggregation results of the two datasets separately.
The input RAD data which contains multi-dimensional feature is detected by DSWC at the moment of transient points. Transient data of different categories are divided into several layers according to the Hungarian bipartite graph matching process in Fig. 5 . For each layer, we can obtain the cost matrix The event matching result can be visualized in Table 6 . Obtaining the actual load event time can calculate the running time of appliances accurately. For 2-states appliances, each ON event corresponds to an OFF event in their power cycle. To demonstrate the effectiveness of the load identification scheme, we use the normalized training data as ARTMAP input. These clustering ranges are shown in Fig. 9 . The input data was normalized in the range [0, 1] with a total of 5 categories. Colored cluster areas in Fig. 9 show the categorization results of ARTMAP network. Note that for visualization purposes, here we use 2-dimentional dataset (P-Q) as an example. The black points in the figure represent the test points we extracted above. Obviously, different kinds of devices have separate areas.
Moreover, the identification boundary and the categories created by ARTMAP are illustrated in Fig. 9 . The neural network was trained with the ground truth data that we collected before. On the other hand, we note that none of the clusters overlapped much in the short-term temporal variation for these appliances. However, as a consequence of classification categories, the problem of having category intersections need to be considered.
In this identification experiment, as the training data distributions are already known, we set networks parameters manually. Fast learning was used, so learning rate β was set to 1. In this sense, choice parameter α was set to 0.001 for a conservative limit. In ART a and ART b , both modules are under the same condition with vigilance parameter ρ = 0.85. As expected, the network clustered the previous data set into five categories successfully.
Similarly, for BLUED dataset, as seen in Fig. 10 , the ON and OFF states of the same appliance appear in pairs. Also, the DSWC event detection algorithm detects the running state of the appliance accurately. Further, transient events are matched by the Hungarian bipartite graph matching process according to the active and reactive power features. By using the trained data in the database, appliances can be identified by the ARTMAP process. The part of labelled identification results is colored index shown in Fig. 10 . 
C. ENERGY DISAGGREGATION RESULT
As shown in Table 7 and Table 8 , we calculated the energy disaggregation result of each appliance in RAD and BLUED dataset, respectively. The energy consumption that disaggregated by HAM and CA (CUSUM+ARTMAP) are compared to the corresponding ground truth (GT) energy. For each dataset, the same 24 h time span is considered. In order to demonstrate more clearly, the energy disaggregation efficiency of the proposed approach can be described by the following ratio:
It shows the comparison between ground truth consumptions and disaggregation outputs, and a smaller | | represents a higher accuracy.
By analyzing the result in Table 7 and Table 8 , we concluded that the proposed HAM approach reaches the best performance in each case study, with total of 8.61% and 2.75% in 2 datasets, respectively. It is clearly shown that appliances with a quickly transient state and a high steady power are easily recognized, whereas the appliances with multicycles or with complex working states, are difficult to recognize. For instance, the fridge, the water heater and the high-power light be identified with relative precision, whereas the air conditioning and the air compressor are partially erroneously disaggregated. The overall energy disaggregation results of RAD appliances in 24 hours are reported in Fig. 11 , where the interval of energy consumption statistics is 0.1 hour.
The energy consumption of RAD and BLUED appliances is reported in Fig. 12 (a) and (b), respectively. In Fig. 12 (a) , the values are related to Table 7 , where the improvements of the HAM approach with respect to the CA approach are shown. Similarly, Fig. 12 (b) shows the overall 24 hours energy disaggregation results of BLUED dataset. The GT, HAM and CA values are related to Table 8 . The results illustrate that the proposed HAM approach has a better correspondence with the ground truth data, with respect to the CA approach.
In Fig. 13 , we define GT as a standard value (100%). Thus, the higher the energy disaggregation accuracy, the closer the value is to 100%. As seen in the figure, it shows that the proposed HAM is closer to the value of GT than CA.
The experiments have been conducted on both RAD and BLUED dataset. The results on these two real-world residential datasets confirm the feasibility of our HAM approach, and the proposed approach outperforms the comparative method in most respects.
VI. CONCLUSION
In this paper, a HAM based energy disaggregation approach for household appliances is proposed, under which multi-dimensional power features of transient and steady-state are used to identify both the appliance type and energy consumption comprehensively. The proposed methodology can be applied to occupants who want to save energy and get more informed decisions. The HAM was tested on two real residential datasets with multiple appliances. Experimental results show that the HAM approach outperforms the comparative approach on both our RAD dataset and BLUED public dataset.
However, there is still a limitation in time and nonexperimental space. As future works, a more reliable model with complex states will be considered in order to represent the real residential environment. Due to the long-term energy measurement (for several months) will lead to the accumulation of deviations, we are considering to revise the daily data at fixed intervals. Also, the overlapping event is a particular case in load disaggregation, which is not specially described in detail. We are interested in this research and are already considering a method to implement it so that we will elaborate its mechanism and quantitative results in future work. In order to make the model more accurate, user behavior can be introduced to make a comprehensive decision. The behavior based on personal power data will provide technical supports for demand-side management. Moreover, it is very significant to research the load characteristics of office equipment in commercial buildings. The proposed approaches in this paper can also combine other modeling and parameter estimation methods [45] - [51] to generate new approaches.
