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As the size of electronics continues to decease and the power density continues to 
increase, the role of thermal management for electronics becomes increasingly important. 
To this end a variety of organic materials are employed with various synthesis and 
processing techniques aimed at improving the thermal conductivity of these materials. 
The three main classes of materials used in this work are: vertical arrays of polymer 
nanotubes, polymer thin films, and vertical arrays of carbon nanotubes (CNTs). In 
addition to developing new materials, we examine ways to extend several existing 
photothermal techniques for better measurements of nanostructured materials.  
Vertically aligned arrays of polymer nanotubes are synthesized through 
electrochemical polymerization, and melt processing. In both cases the vertically aligned 
arrays are created using a nanoporous template with pore sizes ranging from 50 to 200 
nm. It is found that the nanopores induce alignment of polymer chains in the direction of 
the pore axis, which creates large enhancements in thermal conductivity. For amorphous 
polythiophene nanofibers the smaller diameter tubes also have the highest thermal 
conductivity, more than 20 times higher than bulk. In semi-crystalline polyethylene 
nanowires it is found that the crystallinity is not suppressed in 200 nm diameter pores, but 
the chain alignment is increased. The thermal conductivity enhancement of high-density 
polyethylene nanowires is nearly twice that of low-density polyethylene nanowires, a 
difference attributed to the molecular weight of the polymer. The thermal conductivity of 
a 71 nm polythiophene nanofiber was 4.4 W/m-K and the ~200 nm HDPE nanofibers 
were estimated to be as high as ~10 W/m-K based on in-template measurements. The 
vertical arrays of polymer nanotubes are joined to opposing surfaces to create thermal 
interface materials (TIMs) and the total thermal resistance is measured using the 
photoacoustic technique. The total resistance of polythiophene TIMs was a low as 10 
mm
2
-K/W shown to be thermally stable at elevated temperatures. 
In addition the thermal conductivity of conjugated polymer thin films is measured 
using Time Domain Thermoreflectance (TDTR) and the photoacoustic technique for thin 
(~100 nm) films and thick (~10 μm) films under various processing and doping 
 xxviii 
conditions. It is found that highly anisotropic electrical conductivity leads to erroneous 
predictions of through-plane thermal conductivity based upon the Wiedemann Franz law 
in PEDOT:PSS and that little change in through-plane thermal conductivity is observed, 
even for films with electrical conductivity of 2000 S/cm. In P3HT, the addition of 10 wt. 
% of a heavy dopant molecule was found to decrease the thermal conductivity by nearly a 
factor of two.   
Individual carbon nanotubes possess high thermal conductivity although when 
grown in a vertical array their thermal conductivity is drastically reduced. A method for 
the direct measurement of the effective thermal conductivity of CNT arrays is presented 
using the photoacoustic technique. In addition, new data analysis is applied to time 
domain thermoreflectance to measure the contact resistance between CNT free tips and 
opposing substrates. Both of these modifications allow for better characterization of 
thermal transport in nanostructured materials, which can facilitate more rapid material 
optimization. 
  Lastly, vertically aligned CNT forests are infiltrated with PEDOT:PSS to reduce 
the contact resistance and increase the thermal conductivity. The aqueous PEDOT:PSS 
dispersion is found to infiltrate CNT forests well in most cases and dramatically reduce 
the total thermal resistance, to below 2 mm
2
-K/W in some cases. This work provides a 
number of materials and metrology developments that will enable better thermal 











As electronics continue to move into more mobile applications, the need for new 
types of thermal management arises that are more specific to individual applications. 
High performance thermal interface materials (TIMs) used in traditional applications like 
metal solder joints, and heat pipes are often poorly suited for lower cost mobile 
applications. Conversely a number of commercially available low cost materials suffer 
from poor thermal performance. In addition to mobile applications new markets such as 
thermal management of light emitting diodes has emerged rapidly and become an 
important area. For commercial applications where cost is critical it is recognized that 
polymers will play a critical role in satisfying future thermal management needs; recent 
market projections estimate that the market share of polymers in thermal management of 
LEDs will climb from 13% to 40% within the next seven years (Figure 1.1) 
 





























In automotive applications, thermal management in harsh environments is critical 
for enabling future power electronics; for example, power MOSFETs (metal oxide 
semiconductor field effect transistors) and IGBTs (insulated gate bipolar transistor) can 




with the power density reaching 10 
kW/cm
2
 in certain power amplifiers and RF devices in military electronics [3]. Thermal 
management within these devices is critical since the life expectancy is reduced 
exponentially by increases in operating temperature. This requirement becomes more 
severe when considering that military electronics are often required to have a useful life 
of ≥ 20 years as compared to 5 years or less for many consumer electronics. In many 
electronics applications the main bottleneck is the thermal interface material (TIM), 
which is used to join hard surfaces in the material stack both mechanically and thermally. 
It has been estimated that 60% of the total thermal resistance in the stack is from the TIM 
[4]. The thermal resistance caused by joining two solid surfaces is known as the contact 
resistance and is a result of micro- and nanoscale roughness that reduces the contact area 
between the surfaces (Figure 1.2a). Even macroscopically smooth surfaces will often 
only have a true contact area of less than 1% of the apparent area [5]. The rest of the area 
is filled with air, which has extremely low thermal conductivity (0.026 W/m-K).  
 
Figure 1.2: Thermal resistance at material interfaces. a) Thermal contact resistance 
caused by microscale roughness of joining two solid surfaces. b) Thermal boundary 
resistance caused by vibrational properties and atomic disorder from two intimately 
joined materials.  
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In contrast when two solids are in intimate contact through epixtaxial growth, 
evaporation, or other means there is still a finite thermal resistance at the interface 
commonly known as the thermal boundary resistance (Figure 1.2b). This resistance arises 
from the vibrational properties of the two materials, which dictate phonon transmission 
across the interface and also the atomic scale quality of the interface. Thermal contact 
resistance is often ~1,000 times larger than thermal boundary resistance although both 
can be very important depending on the specific application. Simple analytical models 
such as the diffuse mismatch model (DMM) [6] or acoustic mismatch model (AMM) can 
give an estimate of thermal boundary resistance, but it is much more difficult to predict 
contact resistance. In addition to predicting the true contact area through mechanics one 
must account for diffusive and ballistic constriction resistance as well thermal boundary 
resistance. Measurement of contact resistance remains as elusive as accurate predictions; 
time domain thermoreflectance can measure thermal boundary resistance between 
smooth solid surfaces [7], but no accepted method exists for measuring thermal contact 
resistance. A number of reviews are available discussing the details of thermal interface 
materials [2, 8-12] and thermal boundary resistance [6, 13-15]. 
The difficulty in creating a high performance TIM often lies in balancing high 
thermal conductivity with mechanical compliance and CTE (coefficient of thermal 
expansion) matching. The majority of the bulk materials that possess high thermal 
conductivity are hard and cannot conform to microscale roughness and even low melting 
point metals that can conform to the surface will have very high CTEs causing significant 
stress compared with the low CTE semiconductor electronics. High power and RF 
electronics have the additional requirement for electrically insulating thermal interface 
materials preferably with a low dielectric constant and high breakdown strength. This 
makes the requirements extremely demanding to find a high thermal conductivity, low 
electrical conductivity material that has good mechanical compliance and thermal 
stability. Polymers are a good choice for a compliant, electrically insulating material, but 
achieving high thermal conductivity and thermal stability can be challenging.  
1.2 Thermal Conductivity of Polymers 
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1.2.1 Bulk non-conjugated polymers 
Polymers are generally considered thermal insulators with a thermal conductivity 
around 0.2 W/m-K owing to their high level of disorder in the bulk state [16]. The strong 
covalent bonding within the backbone of a polymer chain can effectively conduct heat, 
but the when the chains are tangled a large amount of the vibrational energy must be 
transferred between the weak inter-chain van der Waals forces which significantly 
reduces the thermal conductivity. The term phonon is typically used in polymers when 
discussing vibrational heat conduction, although the concept of quantized vibrations with 
a defined wave vector implies long-range order that is not present in bulk un-oriented 
polymers. Thermal energy propagates through highly localized vibrations such as 
diffusons and propagons [17]. However the perception of polymers as thermally 
insulating is changing with recent experimental results showing significant enhancements 
in pure polymers through new processing and nanostructuring. The concept of achieving 
high thermal conductivity and elastic modulus in polymer films through mechanical 
drawing has been demonstrated a number of times mainly through the work of C.L. Choy 
[18-23], who demonstrated that the thermal conductivity value of ultra-high molecular 
weight polyethylene (UHMWPE) could exceed 40 W/m-K with draw ratios greater than 
300 [22]. This one-hundred-fold increase in thermal conductivity is caused by increased 
crystallinity and orientation of the polymer chains within the crystal lamellae in the plane 
of the film. While the room temperature measurements and temperature dependent 
behavior of these measurements has been called into question due to radiation errors [24] 
it is still clear that a significant enhancement in thermal conductivity occurs within these 
drawn films. More recently a roll-to-roll processing system has demonstrated highly 
drawn UWHMPE films with draw ratios greater than 100 and in-plane thermal 
conductivity of 16 W/m-K [25]. 
1.2.2 Nanostructured polymers 
Simulations predicting high thermal conductivity for individual polymer chains 
[26-28], crystals [29], and nanofibers [30] have fueled a rapid increase in the research 
surrounding the thermal conductivity of polymer nano and microfibers. The thermal 
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conductivity of a single polyethylene (PE) chain has been predicted as high as 350 W/m-
K [27], and the thermal conductivity of a PE nanofiber with a draw ratio of ~ 410 was 
measured to be 104 ± 28 W/m-K [31]. Even commercially available highly-drawn 
microfibers were found to have thermal conductivity values as high as 23 W/m-K [24]. 
More modest chain alignment has been achieved through nanoporous templates with 
thermal conductivity values up to 4 W/m-K in our work [26] and 2 W/m-K in other work 
[32], which are more amenable to application compared with individually drawn fibers 
and films. Figure 1.3 shows a timeline of experimental reports of thermal conductivity of 
polymer nanofibers and nanotubes: 
 
Figure 1.3: Timeline of reports of polymer nanotube/nanowire thermal conductivity (sub 
50 µm diameters) [24, 26, 31-36]. Filled in circles represent results from this work. 
Summary does not include several earlier works on larger µm and mm-sized samples by 
Choy and co-workers [37-39]. 
Perhaps in part motivated by the high thermal conductivity from the PE nanofiber 
in 2010 [31], the last five years have experienced a dramatic increase in the study of 
thermal transport in nanostructured polymers. Although no experiment has demonstrated 
higher thermal conductivity, a number of new studies are attempting to apply high 
thermal conductivity polymers to useful materials. 
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1.2.3 Conjugated polymers 
Since the discovery of high electrical conductivity in polyacetylene in 1977, 
conjugated polymers have attracted much interest due to their unique optical and 
electrical properties flexibility and ease of processing [40]. Although regulated to 
laboratory experiments for several decades, recent advances in processing have made 
commercial organic light emitted diodes (OLEDs) and organic photovoltaics (OPVs) a 
reality. The study of the electrical and optical properties of this unique class of materials 
has been prolific, although the number of studies examining the thermal transport 
properties has been drastically fewer.  
The ability to conduct electricity in conjugated polymers originates from the 
hybridized sp
2 
bonds (π-orbitals) along the polymer backbone that allow the electrons to 
be delocalized along short lengths of the polymer backbone. These delocalized electrons 
(or holes) can be thermally activated to carry electrical charge through the material with 
the number of charge carriers increasing with temperature [41]. Intrinsic conjugated 
polymers are either insulating or semiconducting, but through the addition of dopants 
more electrons or holes are added to increase the electrical conductivity into the 
semiconducting, semi-metallic, or metallic regime [42].  
In metals, because the charge carriers are the primary conductors of heat, the 
thermal and electrical conductivity can be directly related by the Wiedemann-Franz (WF) 
law [43].  Recently two reports have appeared to confirm the ability of charge carriers to 
conduct heat in polymers. Weathers et. al. reported in-plane thermal conductivity of 
PEDOT:Tos to be as high as 1.7 W/m-K, with the thermal conductivity increasing 
proportionally to the electrical conductivity [44]. Another recent study by Liu et. al. 
showed that the in-plane thermal conductivity of dropcast PEDOT:PSS films increased 
with electrical conductivity in good accordance with the value expected by the WF law 
[45]. In this case the through-plane thermal conductivity was also measured and did not 
change for electrical conductivity as high as 500 S/cm. This supports previous findings 
that the electrical conductivity in PEDOT:PSS is highly anisotropic in spincoated [46] 
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and dropcast [47] films. More work is needed in this area to understand the anisotropic 
behavior for development of thermoelectrics and also to understand the fundamental 
thermal transport in these materials. 
1.3 Thermal Conductivity of Carbon Nanotubes 
1.3.1 Individual nanotubes 
Carbon nanotubes (CNTs) were originally found in middle eastern swords dating 
from the 17
th
 century [48], although they were not scientifically identified until 1991 
[49]. CNTs are essentially layers of graphene (i.e. single layers of graphite) that are rolled 
into a tube. Depending upon the orientation (i.e. chirality) of the hexagonal carbon rings 
in the tube, the electronic properties of the tube can be semiconducting or metallic. The 
high aspect ratio and strong C-C sp
2
 bonding of CNTs imparts this nanomaterial with 
unique mechanical, electrical, optical, and thermal properties [50]. The high thermal 
conductivity of individual carbon nanotubes (CNTs), more than 3,000 W/m-K for single-
wall CNTs [51] and for multiwall CNTs [52], has fuelled much interest in creating 
practical heat transfer materials out of large aggregates of CNTs, which are typically 
vertically aligned or flattened into a mat. The observed effective thermal conductivity of 
vertically aligned CNT arrays (VACNTs) has been reported to be orders of magnitude 
lower than the thermal conductivity of individual CNTs, in the range of 0.3 to 83 W/m-K 
for VACNTs prepared in a manner usable for materials [53-62]. The thermal conductivity 
of the arrays (and mats) is reduced by the small volume fraction of CNTs (~1-10% for 
vertical arrays) and phonon scattering caused by defects and intertube contacts [63]. It 
should be noted that despite a number of high values of reported individual CNT thermal 
conductivity, there have been a number of significantly lower values reported as well, 
especially for multi-walled CNTs; Choi et. al. measured 300 W/m-K for MWCNT, d = 
20 nm [64], while Pettes et. al. measured a SWCNT to be >580 W/m-K, DWNT to be 
>540 W/m-K and MWCNTs to be 160 W/m-K (d = 11 nm) and 34 W/m-K [65]. High 
resolution TEM of these nanotubes revealed a number of defects that led to the lower 
thermal conductivity. Chemical vapor deposition (CVD) of CNT forests is known to 
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generally produce relatively wavy CNTs of low quality meaning the thermal conductivity 
of individual tubes may be closer to the 30-160 W/m-K range rather than 3000 W/m-K.  
1.3.2. Vertically aligned forests 
There has been a wide range in the reported thermal conductivity of vertically 
aligned CNT forests from less than 1 W/m-K to near 100 W/m-K. For vertically aligned 
multiwall CNT (MWCNT) arrays, Lin et al. reported a thermal conductivity of 27 W/m-
K using laser flash [55], while Wang et al. reported a similar value using a custom 
photothermal technique [54]. Marconnet et al. found a range of 0.3-3.6 W/m-K using 
infrared microscopy [61], while Hu et al. reported 75-83 W/m-K using the 3ω technique 
[60] and Bauer et. al reported 49-79 W/m-K also using the 3ω technique [66]. For single-
wall CNTs (SWCNTs) Panzer et al. reported 8 W/m-K using nanosecond 
thermoreflectance [62] while Akoshima et al. measured 2 W/m-K using laser flash [58]. 
For a more complete summary of thermal conductivity measurements on VACNTs see 
[63], or for a more detailed discussion of a few key findings see [55]. The thermal 
conductivity of MWCNT sheets was measured by Aliev et al. using both laser flash and 
3ω and found to be 50 W/m-K in the in-plane direction and 2.1 W/m-K in the through 
plane direction [67]. Gonnet et al. magnetically aligned single wall carbon nanotube 
(SWCNT) in sheets and measured 42 W/m-K for the in-plane conductivity and 12 W/m-
K for the through plane direction [68]. Prasher et al. created compressed beds of 
SWCNTs with an isotropic thermal conductivity of 0.16 W/m-K and MWCNT beds with 
an isotropic thermal conductivity of 0.13-0.15 W/m-K at 140 kPa applied pressure [57]. 
The variability in reported thermal conductivity is likely due not only to variations in 
CNT quality but also due to measurement inaccuracies. 
The effective through-plane thermal conductivity of mats is especially reduced by 
phonon scattering at intertube contacts, producing values from ~ 0.1 to 12 W/m-K [57, 
67, 68].   The wide variation in reported values for the thermal conductivity of VACNTs 
and CNT mats makes the measurement of this value very important for properly 
designing applications including thermal interface materials (TIMs) and thermally-
conductive composites. Contact resistance, however, must be eliminated from these 
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measurements for accurate assessments. But measuring the thermal conductivity of a 
VACNT or CNT sheet without contact resistance is challenging since the film must be 
heated and probed for temperature. The most common approaches have been non-contact 
photothermal such as laser flash [55, 58, 69], thermoreflectance [62, 70, 71], and infrared 
cameras [54]. Direct contact methods such as the 3ω technique [60] and 1D reference bar 
[72] have been used as well.  
1.4 Thermal Interface Materials 
In addition to being thermally conductive, a good TIM will enable a small bond 
line thickness, strong adhesion with opposing substrates, mechanical compliance, and 
thermal stability [73].  
 
Figure 1.4: Schematic of thermal interface material 
In spite of their low thermal conductivity, polymers are often used as TIMs 
because of their light weight, low cost, corrosion resistance, and manufacturability. 
Polymers have the additional advantage for power electronics of providing electrical 
insulation in the TIM layers. Their use in TIMs has occurred only as the matrix of a 
composite containing thermally-conductive fillers [16], but improving the thermal 
conductivity of the polymer in the composites will lead to a higher performing TIM. 
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TIMs are often characterized primarily by their total thermal resistance (Rtot) and 
bondline thickness (BLT); many reports also report the layer thermal conductivity (klayer). 
The parameters are related as follows: 
  (Eq. 1.1) 
where Rc is the combined contact resistance between the TIM and the opposing substrates 
on either side. It is important to note that while many manufacturers report thermal 
conductivity, this will over predict the thermal performance of a TIM since the contact 
resistance is not being included. Even for thermal greases that should in theory 
completely wet the surfaces the contact resistance has been found to comprise 17% to 
52% of the total resistance for a 23 µm bond line and 9% to 37% of the total resistance 
for a 75 µm bond line [74]. 
1.4.1 Description of various TIMs (adapted from [2]) 
Solders: Solder joints are solid metal TIMs that are made of low melting point 
metals such as indium and tin that are melted and allowed to cool in between the heat 
source and sink to provide a rigid interface. Despite having high thermal conductivity and 
the lowest resistance of any common TIM, problems often arise with reliability in 
thermal cycling due to CTE mismatch between metal solder joints and semiconductor 
electronics. Solder joints have high thermal conductivity on the order of 50-100 W/m-K, 
but must be extremely thick to allow for CTE mismatch, and contact resistance still 
increases the total resistance to 5-10 mm²-K/W [10, 75].  
Thermal grease: Thermal grease is a thick paste made of either silicone or 
hydrocarbon oil that has a conductive filler to improve thermal conductivity. The main 
types of fillers used are metals, ceramics, and carbon. Moderate thermal conductivity 
values (e.g. 5 W/m-K) can be achieved with high particle loading, but pump out can 
occur at high temperatures and the TIM resistance can increase dramatically. The thermal 





found that the resistance varied from 20 to 200 mm²-K/W for a 75 μm bondline thickness 
[74]. 
Phase change material (PCM): PCMs are a composite comprised of a paraffin 
or polymer matrix and a thermally conductive filler such as a metal oxide. PCMs 
typically have a melting temperature of around 50-90°C and behave much like a highly 
viscous grease above this temperature. 
Gels: Gels are typically a silicone polymer with thermally-conductive filler that 
can be cured. Prior to curing they behave much like thermal grease, and after curing they 
are similar to a low modulus polymer. Silicone-based gels typically operate up to 200°C. 
Adhesives: Thermally conductive adhesives are essentially a double-sided tape 
with low thermal resistance. They sometimes contain thermally conductive fillers and do 
not need applied pressure to maintain their performance.  
NanoTIMs: This broad group of materials leverages the unique properties of 
nanoscale materials such as tubes, wires, particles, or platelets [8]. While a number of 
greases and gels use conductive metal particles these are simply taking advantage of the 
bulk properties of the metals rather than unique nanoscale properties. The most common 
material used in nanoTIMs is carbon, often as carbon nanotubes (CNTs). These tubes are 
wrapped up sheets of graphene (single layer of graphite) that possess exceptional 
electrical conductivity, thermal conductivity, and mechanical strength. They can be 
grown to exceptional aspect ratios with diameters of 1-50 nm and lengths from 5 µm to 
over 1 mm. CNTs are often dispersed in polymers to create a composite with higher 
thermal conductivity [76], although vertically aligned forests have shown promise due to 
the high thermal conductivity along the axis of the nanotubes [63].   
The range of total thermal resistance for each type of TIM is shown in Figure 1.5. 
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Figure 1.5: Total resistance of various TIMs (adapted from [26]). Carbon represents 
aligned CNT [77, 78] and graphite [79] and results from this work. Polymer NF 
represents vertically aligned polymer nanofibers for results from this work [26, 80]. All 
others TIMs from [2]. 
1.4.2 Summary of advanced TIMs 
The majority of advanced TIM technologies rely upon nanostructured materials or 
alignment of highly anisotropic materials to increase thermal performance. Xu et al. 
combined a phase change material with CNTs to achieve a thermal resistance of 5.2 mm²-
K/W [72]. Carlberg et al. created a composite TIM made of a thermoplastic elastomer 
and a In/Bi/Sn alloy that had a resistance of 8-12 mm²-K/W [81]. Generally adding metal 
nanoparticles, unaligned carbon nanotubes (CNT), and graphite to polymers was found to 
produce thermal conductivity in the range of 0.5 to 5 W/m-K [61, 76, 82, 83] although 
the contact resistance was not often quantified. Aligned graphite composites have shown 
much promise recently with reports of 3-4 mm²-K/W for graphite nanoplatlet-solder 
composite for bond-line thicknesses of 150-200 μm [75]. Epoxy-carbon composite that 
utilized a combination of graphene nanoplatlets and CNTs achieved thermal conductivity 
of 2.5 and 4.5 W/m-K for through-plane and in-plane, respectively [84].  
Additionally some of the best performing vertically-aligned CNT TIMs are below 
10 mm²-K/W depending upon the thickness and fabrication parameters [63, 75, 85]. By 
metallizing double-sided CNTs on metal foil, Altman et al. were able to achieve 
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resistances as low as 3.5 mm²-K/W  with the addition of paraffin wax [86]. Bonding the 
free tips of CNTs can reduce the total resistance to ~5 mm²-K/W for polymer spray-
coating [77] or covalently-bonded surface modifiers [78]. A number of studies have 
shown that the effective thermal conductivity of vertically aligned CNT arrays is often 
below 5 W/m-K [61, 87] indicating that further decreasing the thermal resistance or 
increasing the bondline thickness of CNT TIMs will require improving the quality and 
density of the CNT array. Recent work growing arrays with high mass density (> 200 
kg/m3) can produce a total thermal resistance in dry contact on the order of 30 mm
2
-K/W 
for 100 μm total height on in a double-sided configuration on a Cu foil [88]. 
A recent study found that many high performing TIMs from the DARPA nTIM 
program had the thermal resistance increase drastically when cycled between -40 and 
80°C or held constant at 130°C [89], although one TIM based upon Cu springs [90] 
remained stable through the cycling. Besides the possibility of expensive fillers or 
complicated processing, the thermal stability issue plagues many composite TIMs. While 
most polymers are known to degrade at the aforementioned high temperatures, there is a 
group of aromatic polymers that possess exceptional thermal stability (above 300°C), 
including polythiophene (PT). Polyimide and other ladder polymers are known to be 
thermally stable at above 200°C, but have yet to be demonstrated in a high temperature 
TIM. 
Metal nanowires have recently attracted attention for use in thermal interface 
materials. Balachander achieved a thermal conductivity of ~5 W/m-K in a PDMS/Au 
NW composite [91]. Aligned metal NW arrays have achieved much higher thermal 
conductivity; Xu et al. fabricated Ag NW arrays with an effective thermal conductivity of 
30 W/m-K, although the total thermal resistance was ~140 mm
2
-K/W at an applied 
pressure of 200 kPa. Barako et al. electrodeposited Cu NWs that had an effective thermal 
conductivity of up to 70 W/m-K [92], but the contact resistance was not quantified. 
1.5 Objectives and Overview 
In this work we explore a variety of methods to try to achieve more efficient 
thermal transport in different polymeric and carbon nanotube systems with the following 
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goals: 1) understand how nano-templating of polymers affects the structure and thermal 
conductivity of the resulting fiber, 2) investigate whether the charge carriers in 
conjugated polymers can be leveraged to conduct heat in a useful way, 3) examine 
whether the interaction between conjugated polymers and carbon nanotubes can create 
composite materials with enhanced thermal properties, and 4) modify several existing 
thermal measurement techniques to provide more accurate characterization of the 
nanostructured materials of interest.  
The contents of this dissertation are organized as follows:  
Chapter 2: reports on using the photoacoustic technique for direct measurement 
of thermal conductivity of vertically aligned arrays of nanotubes without the use of a top 
metal. In addition extensions of the frequency range and data fitting are discussed. 
Details of the data fitting and uncertainty analysis were published in a book chapter in the 
Annual Review of Heat Transfer [93] and the measurement of CNT forests was published 
in the Proceedings of the 15th International Heat Transfer Conference [87] 
Chapter 3: discusses ways of extending the TDTR measurement technique for 
more accurate measurement of certain interface resistances. Specifically multi-frequency 
fitting and Monte Carlo data fitting are introduced to produce more accurate results 
especially for difficult to measure properties such as the contact resistance of 
nanostructured materials. The measurements of the CNT free tips was presented and 
published in the proceedings of ASME 2015 International Technical Conference and 
Exhibition on Packaging and Integration of Electronic and Photonic Microsystems [94] 
and the data analysis techniques were applied to GaN samples in work that has been 
submitted to a journal for review [95]. 
Chapter 4: reports on the thermal properties of electropolymerized polythiophene 
nanotubes both on an individual tube basis, and how they behave as a vertically aligned 
array usable areas. The structure of the nanotubes is also examined. This work was 
published in Nature Nanotechnology [26]. 
Chapter 5: describes using Polythiophene nanotube arrays as thermal interface 
materials and explores their component resistances to enable future improvements. High 
 15 
temperature stability is also explored. Portions of this work were originally presented and 
published in Proceedings of the ASME 4th Micro/Nanoscale Heat & Mass Transfer 
International Conference [96] and the work in its entirety has now been submitted to a 
journal for review [97]. 
Chapter 6: reports on the thermal and structural properties of polymer nanofibers 
created through melt infiltration of nanoporous templates and how this behavior differs 
from that of the electrodeposited nanotubes. This work has been submitted to present at 
The Intersociety Conference on Thermal and Thermomechanical Phenomena in 
Electronic Systems and a manuscript is being prepared with complimentary work on 
poly(3-hexylthiophene-2 5-diyl) (P3HT) by Matthew Smith.  
Chapter 7: examines the interplay between the thermal and electrical conductivity 
in polymer thin films. Spincoated and dropcast films of PEDOT:PSS and P3HT are 
investigated in the doped and undoped states in an attempt to understand how changes in 
the electrical conductivity affect the thermal conductivity. This work has been submitted 
for presentation at the Academy for Co-creative Education of Environment and Energy 
Science conference the results are being combined into a journal manuscript with Chapter 
8. 
Chapter 8: reports on the use of PEDOT:PSS with CNTs to achieve enhanced 
thermal transport in several different ways including, PEDOT-CNT composites, PEDOT-
infiltrated CNT arrays, and bonding of vertically aligned carbon nanotube forests 
(VACNT) with PEDOT:PSS. This is being combined with the results of Chapter 7 for a 
journal manuscript. 
Chapter 9: concludes the work with a summary and recommendations for future 
efforts. 
 16 
Table 1.1: Overview of the dissertation 





 Can measure array thermal 
conductivity without top metal  
 Can accurately measure TIM 
total resistance without 





nanotube free tips 
 Time domain 
thermoreflectance  
 Increased accuracy using 
multiple heating frequencies 
 New Monte Carlo simulation 
allows more accurate 





 Suspended microbridge 
 Polarized IR 
 TEM, XRD 
 Electrodeposited PT NT have 
unique amorphous structure 
with aligned chains 
 Highest thermal conductivity 





 Thermal oven 
 Theory 
 Demonstrated thermal stability 
over 200°C 
 Showed thermal performance is 






 Polarized Raman 
 DSC 
 Demonstrated simple cost-
effective fabrication technique 
for polymer nanowires 
 Achieved nanofiber thermal 
conductivity up to 10 W/m-K, 




 Time domain 
thermoreflectance 
 Photoacoustic 
 Transmission line 
measurements 
 Reported for the first time a 
reduction in thermal 
conductivity via dopant 
molecule 
 Thermal conductivity 
measurement on film with 








 Demonstrated electrically 
conductive polymer can 
achieve higher composite 
thermal conductivity 
 Achieved ultra-low resistance 









CHAPTER 2 . 
PHOTOACOUSTIC MEASUREMENT OF CNT FOREST THERMAL 
CONDUCTIVITY 
 
The author would like to thank Ms. Cristal Vasquez for help with the 
metallization of the CNTs and measurement of the CNT mats. 
2.1 Introduction 
The photoacoustic technique (PA) is a simple, robust, yet effective way to 
measure thermal conductivity and thermal resistance of a variety of different materials. 
This technique has been demonstrated as a method to determine the thermal properties of 
thin films [98, 99], multi-layer samples [100], liquids [101], and gases [102]. Previous 
work has used the photoacoustic technique to measure the resistance of CNT TIMs [77, 
78, 103]; while it is possible to separate the component resistances in some cases the 
accuracy for the layer thermal conductivity is low. Here we show that the photoacoustic 
technique can be used to directly measure the thermal conductivity of CNT forests and 
other nanostructured materials without the use of a top metal foil or evaporated metal 
transducer layer. The strong optical absorption in the CNTs allows the laser energy to be 
directly deposited into the CNT layer, which allows more accurate thermal conductivity 
measurements. There has been a wide range in the reported thermal conductivity of 
vertically aligned CNT forests from less than 1 W/m-K to near 100 W/m-K as discussed 
in Section 1.3.1.2. The variability in reported thermal conductivity is likely due not only 
to variations in CNT quality but also due to measurement inaccuracies. Developing more 
accurate methods of measuring the thermal conductivity of CNT forests will improve our 
understanding of the important factors reducing thermal conductivity well and aid in 
creating higher thermal conductivity CNT forests for thermal management. 
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2.2 The Photoacoustic Technique 
2.3.1 General background 
PA is a non-destructive method to resolve individual component resistances in a 
multi-layer sample. The PA measurement consists of a modulated laser beam entering a 
closed cell and impinging upon the top layer of the sample material. The laser energy is 
absorbed by the sample causing periodic heating of the sample. The heat is conducted 
downwards into the sample as well as up into the gas layer of the enclosed PA chamber. 
The periodic heating of the fix gas volume causes periodic pressure fluctuations, which 
are detected by a sensitive microphone in the wall of the chamber. The chamber is 
pressurized with He, which will increase the sensitivity of the measurement, given its 
thermal conductivity is five times higher than air. A schematic of the experimental setup 
is shown in Figure 2.1. 
 
Figure 2.1: Photoacoustic experimental setup 
The output from an 1100 nm continuous-wave fiber laser passes through an 
acousto-optic modulator, which is maintained at modulation frequencies between 5 and 
10,000 Hz by a function generator. The beam is focused through a polished quartz 
window on the top of PA cell and onto the surface of the sample. The gas in the PA cell 
is He that is pressurized to 7, 70, or 140 kPa. Traditionally a Ti layer (~100 nm) is 
 19 
deposited on top of the sample to absorb the laser energy. The phase and amplitude from 
the microphone are detected by a lock-in amplifier, and recorded by a LabVIEW data 
acquisition system. The modulation frequency is changed to create a data set consisting 
of frequency versus phase shift. The penetration depth of the thermal wave is governed 






  (Eq. 2.1) 
By sweeping through different heating frequencies in PA this changes the depth 
of the thermal wave and the sensitivity to different parameters in the multi-layer thermal 
model. Depending upon the range of frequencies and the specific sample a number of 
different properties can be determined including thermal conductivity, heat capacity, and 
contact resistance of different layers. Figure 2.2 shows the range of common heat 
frequencies used in PA along with two other common techniques, frequency domain 
thermoreflectance (FDTR), and time domain thermoreflectance (TDTR).  
 
Figure 2.2: Penetration depth and heating frequency range of photothermal techniques for 
range of thermal diffusivity.  
Lines are plotted for copper and polystyrene to represent the range of thermal 






/s). Figure 3.2 shows how PA can 
be an excellent complimentary technique to the higher frequency FDTR and TDTR 
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techniques. Combining these techniques allows thermally profiling over a depth range 
from ~1 mm to ~ 10 nm.  
In conjunction with measurements of the sample, a reference material is measured 
to correct for the contribution to the phase shift from the cell geometry, microphone 
response, and other details of the experimental setup. Correction of the phase by a 
reference sample takes advantage of the fact that any thermally thick sample will have a 
phase response of 90°, independent of the specific material properties [99]; therefore the 
amount the reference sample deviates from 90° is the phase shift induced by the 
experimental setup and not the sample. The true phase shift of the sample is θexp = θsamp-
θref-90°, where θsamp is the measured phase shift of the sample, and θref is the measured 
phase shift of the reference, which is the same procedure followed in [99, 103, 104]. The 
heat flow in the material is modeled to be one dimensional conduction following the 
method of Hu et al. who developed a generalized solution for a multilayer material [99]. 
This is important because the reference subtraction doesn’t depend upon the 
specific properties of the sample. A 1 mm glass microscope slide with 150 nm of Ti is 
typically used as the reference sample. The heat flow in the material is modeled to be one 
dimensional conduction following the method of Hu et al. who developed a generalized 
solution for a multilayer material [99].  
2.3.2 Data fitting and calibration 
Fitting for unknown thermal properties can be done with either the amplitude or 
phase data; however, prior experience has shown that the fitting is more robust when the 
phase shift is used [103]. A new more robust data-fitting algorithm was developed for 
better fitting of multiple unknown parameters. The Levenberg-Marquardt method is the 
non-linear algorithm used to simultaneously fit for multiple unknown parameters [105]. 
The initial guess values are perturbed factors of 5, 20, 1/5, and 1/20 in an attempt to 
ensure that the final values reached are a global rather than a local minimum. This means 
4N+1 fits are produced in every data fit where N is the number of free fitting parameters. 
The new data fitting algorithm was incorporated into a data analysis GUI developed in 
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Matlab (Figure 2.3), which also includes the ability to edit sample properties, plot 
sensitivity curves, choose frequency range for fitting, and output results to spreadsheets. 
 
Figure 2.3: Data Fitting GUI for Photoacoustic. Code for software is in Appendix A. 
A number of samples with known thermal properties were measured to verify the 
accuracy of the PA system. A number of calibration samples were measured on to verify 
the PA system including SiO2, stainless steel, bronze, brass, and photoresist. Each sample 
was found to be within 10% of published values. The 95% confidence interval for 
experimental uncertainty is 1.0 degrees or about 0.5 degrees for one standard deviation 
[105, 106].  Metal foils such as stainless steel, brass, and bronze are 50 to 200 μm thick 
and do not have a thermally thick backing as required for a PA measurement. To 
circumvent this issue we place a thermal pad (Parker Therm-A-Gap pad Type G579) 
behind the foil in dry-contact. The unknown parameters are the thermal conductivity of 
the stainless steel and the contact resistances between the stainless steel and Ti transducer 
layer, and the contact resistance between the stainless steel and thermal pad. Since the 
high contact resistance is behind the layer of interest (metal foil) the sensitivity to the 
thermal conductivity is still high and can be accurately measured.  
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As with any measurement technique, periodic test of a sample with known 
properties is critical to ensuring the accuracy and reproducibility of reported 
measurements. Our standard sample is silicon (~500 µm thick) with a layer of thermally 
grown silicon dioxide (SiO2) that is 1 µm thick. 100 nm of Ti is deposited on top of the 
SiO2 to absorb the laser energy. Figure 2.4a shows a histogram from 25 measurements of 
thermal conductivity from the same SiO2 sample over a three-month period. These 
measurements were performed at three different cell pressures (0, 70, 140 kPa) with two 
different cell gases (Air, He) which covers the typical operating range for our PA cell. 
The mean value of 1.46 W/m-K is in good agreement with literature values from other 





) is ± 0.14 W/m-K or 10% of the mean. Figure 2.4b shows the 
experimental data, best fit, and 90
th
 percentile bounds. 
   
Figure 2.4: a) Histogram of SiO2 thermal conductivity measurements. b) Phase shift 
versus frequency for SiO2, k = 1.46 ± 0.15 W/m-K. 
Significant measurement variability can result from the installation of the sample 
in the PA cell. The PA cell must be tightened down on the top of a sample for every 
measurement; this process could produce slightly different positions for the optical 
window depending on how well the cell is secured. The cell placement and tightening 
process also affects how well the cell is sealed to the sample, which can cause a 
noticeable difference in the measurement when the cell is pressurized. To minimize the 
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uncertainty associated with tightening and aligning the cell on to the sample a plastic 
adapter disc was designed to attach on the top of the existing quartz cell (Figure 2.5). The 
three screw pattern attached the adapter disc to the new base plate which ensures the cell 
is well aligned underneath the laser beam each time its tightened down. 
 
Figure 2.5: Modification to PA cell to ensure proper optical alignment 
The need to have all samples on a thermally thick backing is one of the drawbacks 
to the PA technique. This limitation can make measurements of calibration samples with 
thermal conductivities higher than SiO2 challenging. In some cases placing a sample in 
dry contact with a thermally thick backing that maintains a low contact resistance can 
circumvent the thermally thick requirement. Stainless steel foil (304) 50-µm thick was 
placed on a Parker Therm-A-Gap pad (Type G579) to demonstrate this approach. The 
unknown parameters were the thermal conductivity of the stainless steel and the contact 
resistances between the stainless steel and Ti transducer layer, and the contact resistance 
between the stainless steel and thermal pad.  
2.2.3 Measurement of CNT forests 
The phase shift of the PA signal is a function of the density, thermal conductivity, 
specific heat, thickness, optical absorption coefficient, and interface resistance of each 
layer that is thermally penetrated by the laser heating at some frequency tested. The 
known parameters are material properties that have been characterized by other 
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measurement techniques, and/or are well documented in the literature. The unknown 
parameters are determined by fitting the PA model to the experimentally measured phase-
shift data. It is possible to fit for a number of unknown material properties using PA 
measurements; however the accuracy of the fit will improve as the number of unknowns 
is reduced. The typical configuration for measuring a CNT TIM is shown in Figure 2.6 
(top foil). When measuring such a sample, a typical practice is to fit for the thermal 
conductivity of a sample layer along with the two contact resistances between the sample 
layer and the adjacent layers.  It is also possible to leave the density or specific heat of the 
sample layer as unknowns. This is typically done to improve the fitting and accuracy of 
the resistance values, rather than extract useful information about the density or specific 
heat of the sample.  
 
Figure 2.6: Sample configurations for PA. The top foil configuration is the traditional 
method of measuring CNTs using photoacoustic [103] while this work focuses on the Ti 
coated and bare forest configurations. The sample configuration for the CNT sheets is 
identical except that the sheets are free standing so that rather than having the Si growth 
substrate underneath they are placed in contact with a quartz disc.  
When characterizing a multi-layer sample with a number of unknown properties 
there are a number of local minima to which a data-fitting algorithm will converge if the 
initial guess values are not close to the actual values. Although it is relatively easy to fit 
for the proper total resistance (2 contacts + layer resistance), significantly more care must 
be taken to resolve component resistances and thermal conductivities. We have found 
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that the Levenberg-Marquardt (LM) non-linear minimization algorithm provides good 
accuracy and efficiency for multiple parameter estimation using the model of Hu et al. 
[107]. The LM method combines the steepest descent and inverse-Hessian methods so 
that it may take large steps when far away from a minimum and smaller steps when 
approaching the minimum so as not to overshoot the final values [105]. Even when using 
this algorithm accurate parameter estimation is strongly dependent upon good initial 
guess values and reducing the number of unknowns. For an example of how the data 
fitting is influenced by unknowns we consider a test case of a one-sided CNT interface 
grown on silicon and in dry contact with Ag foil as shown in Figure 2.6 (top foil 
configuration). A theoretical phase shift curve was calculated using assumed property 
values. This phase shift curve is used as pseudo-experimental data that we attempt to fit 
using different guess values on a number of unknown parameters. The data fitting was 
performed using 6, 5, 4, and 3 unknowns to examine how accurate the fitted parameters 
are compared to the actual input values. Table 2.1 lists the input values for each of the 
properties as well as the best fit value for each of the four different fitting cases.  
Table 2.1: Accuracy of parameter estimation with different number of unknowns for a 
hypothetical CNT forest interface (Si-CNT-Ag).  













  µm J/kg·K kg/m³ W/m·K mm²·K/W mm²·K/W mm²·K/W 
Initial guess 25.0 500 1500 10.0 12.00 3.00 17.50 
Actual 40.0 750 1000 20.0 7.00 1.00 10.00 
6 unknowns 3.9 1559 4677 610,712 7.97 2.06 10.03 
5 unknowns 40.0 692 2077 17.9 7.79 0.19 10.21 
4 unknowns 40.0 750 1833 19.2 7.82 0.31 10.21 
3 unknowns 40.0 750 1000 23.3 7.13 1.16 10.01 
2 unknowns 40.0 750 1000 20.2 7.02 1.00 10.00 
Fitted parameters are in bold 
The accuracy of the estimated values is clearly much better for 2 or 3 unknowns 
compared to 4, 5, or 6 unknowns, and the exact values are predicted to within one percent 
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only when two unknowns are used. It is important to note that even when the individual 
properties are not accurately predicted, the total resistance of the sample is estimated to 
an accuracy of two percent. This convergence occurs in spite of the fact that the initial 
guess is off by more than a factor of two. The bulk resistance is estimated more 
accurately than the layer properties because of the difference in sensitivity of the model 
to the various properties. The layer resistance of this hypothetical sample is 2 mm²-K/W 
compared with contact resistances of 1 and 7 mm²-K/W. Because the layer resistance is 
larger than contact resistance 2 (the contact between the CNTs and the silicon substrate), 
the parameter estimation works better for the layer thermal conductivity than the 
substrate contact resistance. For example the error in prediction of Rc2 for four and five 
unknown is larger than the error in the thermal conductivity estimate. Six unknowns is a 
special case where two components of the layer resistance are allowed to vary (thermal 
conductivity and layer thickness). Treating both the thermal conductivity and thickness as 
unknowns is not recommended and will often lead to largely erroneous estimations such 
as the extremely high thermal conductivity that was predicted for six unknowns. Even in 
the case of six unknowns the theoretical curve matches the data extremely well with a 
very low residual. Figure 2.7 shows the data fit for the case of two and six unknowns. 
 
Figure 2.7: PA Data fit for 2 and 6 unknown parameters on CNT TIM. 
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2.2.4 Sensitivity to CNT TIM properties 
The ability of the PA method to estimate various parameters can be examined by 
looking at the sensitivity. We define the sensitivity similar to that of TDTR when using 
phase [108] as: 
   (Eq. 2.2) 
where we numerically calculate the partial derivative by perturbing the property value, p, 
by one percent to determine the change in phase, . The derivative is normalized by the 
property value, p so that the sensitivity of properties that are orders of magnitude 
different can be directly compared. Given the manner in which the partial derivative is 
numerically calculated, it reduces to 
  (Eq. 2.3) 
One of the significant limitations in using the PA technique to resolve the thermal 
properties of a layer is that a high contact resistance in front of the layer will reduce the 
sensitivity to the layer properties. To illustrate this point we again consider the Si-CNT-
Ag interface sample structure in Figure 2.6 (top foil). To determine the ability of PA to 
measure the thermal conductivity of the CNT layer we can examine the sensitivity for 
different contact resistances between the CNT forest and the silver foil (the height of the 
CNT forest is fixed at 25 μm). Figure 2.8 shows the sensitivity of the phase to the thermal 
conductivity of the CNT forest for contact resistances of 1, 2, 5, 10, and 20 mm²-K/W at 









Figure 2.8: Sensitivity of layer (i.e., the CNT forest) thermal conductivity for different 
contact resistances above the layer (i.e., at the CNT-Ag contact). RC has units of 
mm
2
K/W for each curve. 
Figure 2.8 shows that the sensitivity to the layer thermal conductivity is strongly 
related to the contact resistance above the layer of interest. A ten-fold increase in the 
contact resistance from 2 to 20 mm²-K/W results in a five-fold decrease in the sensitivity. 
It is also beneficial to use the sensitivity information to choose the proper frequency 
range to run an experiment. For a sample with an expected contact resistance of between 
1 and 2 mm²-K/W spacing out data points from 300 Hz to 6 kHz would give a good 
sensitivity to the layer thermal conductivity, while it might make more sense to use more 
finely space frequencies between 200 Hz and 2 kHz for a sample with a contact 
resistance between 10 and 20 mm²-K/W. To demonstrate the difference in sensitivity to 
the layer thermal conductivity, the phase shift of the CNT interface sample was plotted 
for resistances of 2 and 20 mm²-K/W at the CNT-Ag contact. For both cases the layer 
thermal conductivity was perturbed from its initial value of 25 W/m-K by increasing and 
decreasing its value by a factor of two. The resulting phase shifts are displayed in Figure 
2.9. As expected from the sensitivity plot in Figure 2.8, there is virtually no difference in 
phase shift when the front contact resistance is 20 mm²-K/W, while there is an 
experimentally resolvable difference in the phase shift for different thermal conductivities 
when the front contact resistance is 2 mm²-K/W. This is important to consider when 
reporting layer properties in a sample with high contact resistance. 
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Figure 2.9: Phase shift of CNT sample for various CNT-Ag contact resistances and CNT 
forest thermal conductivities. Rc is the contact resistance between the CNT free tips and 
Ag foil (units of mm
2
-K/W); the CNT thermal conductivity is in units of W/m-K. 
Clearly in many cases it is difficult to measure the thermal conductivity of CNT 
forest with PA when it is placed underneath a metal foil. Previously the metal foil was 
considered necessary to facilitate proper absorption of the laser energy, but here we 
demonstrate the CNT forest can do this without top metals. 
2.3 Methods 
2.3.1 Thermal conductivity measurement of CNT forests 
A total of six different CNT materials were tested; five vertically aligned 
MWCNT forests with heights ranging from 15 to 110 μm and MWCNT sheet 20 μm in 
thickness. Each material was tested in two configurations: with a 150 nm layer of Ti 
evaporated onto the surface and also without any metal film. The VACNT films were 
grown on an Si substrate using the same low pressure chemical vapor deposition 
(LPCVD) recipe (reported in our prior work [109]) varying only the growth time to 
change the height for four of the five VACNT samples (heights of 15, 33, 44, and 53 
µm). The fifth VACNT sample (110 µm height) was grown using atmospheric chemical 
vapor deposition (APCVD). Both recipes resulted in MWCNTs with a density of 
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approximately 80 kg/m³ and CNT diameters of ~7-9 nm [110].  The main difference is 
that the APCVD forests typically have relatively uniform density throughout the height, 
while the LPCVD forests have high density near the growth substrate and lower density 
near the free tips [111]. A few of the samples were also tested using a top metal foil in 
dry contact with the CNT forest (Ag foil 25 μm thick with 150 nm of Ti evaporated on 
top) as a comparison to the traditional method of measuring CNTs using PA [93, 103]. 
The forest heights were measured by side view SEM images. The sample configurations 
were shown in the previous section, in Figure 2.6.  
The modulation frequencies used for testing allow the heat to penetrate the CNT 
forest and back contact fully, without passing completely through the Si substrate. The 
initial guess values are perturbed multiple times in an attempt to ensure that the final 
values reached are a global rather than a local minimum. The unknown properties in data 
fitting model are the thermal conductivity of the forest (kCNT), the density of the forest 
(ρCNT), the contact resistance between the Si and the CNT (Rc1), and the optical 
absorption coefficient of the forest (βCNT). The specific heat of CNTs is assumed to be the 
same as graphite [112].  
2.3.2 Sensitivity analysis for uncoated CNTs 
In this work, we introduce a new method to directly determining the thermal 
conductivity of nanostructured forests using the PA technique. Traditionally, the PA 
technique is used with the laser energy absorbed by a solid continuous layer [99, 103, 
104, 113, 114], although it has been used for liquids [101, 115] and gases [102] in some 
cases. While Bein et al. measured rough graphite samples [116], and Kozlov et al. 
measured the sound from carbon nanotubes (CNTs), we are unaware of any work where 
thermal properties are determined from a nanostructured forest in which the laser energy 
is deposited directly into the material and the PA response is measured. The main 
motivation in removing the metal foil on top of the nanostructured forests is to increase 
the sensitivity of the measurement to the thermal properties of the forest so that a more 
accurate measurement of the thermal conductivity is possible.  
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In Figure 2.10, the sensitivity to the forest thermal conductivity is compared for 
the three sample configurations shown in Figure 2. The CNT forest is 50 µm tall with k ~ 
2 W/m-K, ρ ~ 80 kg/m³, 1/β ~ 5 µm (bare CNT only), and a free tip contact resistance of 
10 mm²-K/W for the top foil and 0.5 mm²-K/W for the Ti coated. The top foil is 25 µm of 
Ag coated with 150 nm of Ti. 
 
Figure 2.10: Sensitivity of PA measurement to the thermal conductivity of the CNT 
forest. 
The integrated sensitivity over the measurement range is 11 times higher for the 
bare forest compared with the foil dry contact and the Ti-coated sensitivity is 30% higher 
compared with the bare forest. The sensitivity of the bare forest is slightly lower than the 
Ti-coated forest because the thermal resistance of the sample is slightly lower than ideal 
for this frequency range. This means that the laser energy in the bare forest is penetrating 
deeper into the Si growth substrate, which means the phase shift contains more 
information about the properties of the substrate but slightly less for the CNT layer. If the 
forest thermal diffusivity was lower (or the CNT forest height was higher) each of the 
peaks would shift to lower frequencies and the bare forest would be better centered in the 
frequency range compared with the Ti coated sample. In either case both of these sample 
configurations provide much more information about the CNT forest properties compared 
with the top foil sample. Figure 2.11 shows the sensitivity of each of the unknowns for a) 
the bare forest and b) the Ti coated forest.  
 32 
 
Figure 2.11: Sensitivity of PA measurement to the unknown properties for a) bare CNT 
forest b) Ti-coated CNT forest. 
In each case the measurement is not sensitive to the two parameters that are most 
difficult to accurately quantify, the optical absorption coefficient and the contact 
resistance. In the laser flash technique the temperature profile depends only upon the 
thermal diffusivity, and thermal conductivity can be extracted through knowledge of the 
density and specific heat. Similarly the phase shift in the PA technique is highly 
dependent upon the thermal diffusivity of the CNT layer, although the thermal 
conductivity is separately contained in the thermal model in the boundary conditions [99] 
so that there is a degree of independence between these two properties. The CNT density 
is allowed to vary in the range of 20-80 kg/m³, which is what was previously measured 
using the same growth recipes [109]. The optical absorption length was allowed to vary 
between 1-10 µm based on literature values [117, 118] although setting limits did not 
significantly impact results. The contact resistance at the growth substrate was allowed to 
vary between 0.5-5 mm²-K/W also based upon previous literature values [62, 103].  
2.3.3 Uncertainty analysis  
The two main sources of error in photoacoustic measurements are the uncertainty 
in the experimentally measured phase shift and the uncertainty in data fitting with 
multiple unknown parameters. The uncertainty in measured phase shift comes from the 
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function generator, lock-in amplifier, microphone, and microphone pre-amplifier. The 
uncertainty is dominated by the microphone/pre-amplifier system with a phase 
uncertainty of 0.3°; in comparison, the relative phase error of the lock-in amplifier is 
0.01°. Since our fitted phase shift actually incorporates two measurements with 
uncorrelated uncertainties (θexp = θsamp-θref-90°), the total measurement uncertainty would 
be 0.42° when added in quadrature, which we round to 0.5°. To estimate the uncertainty 
from the measurement we add and subtract 0.5° from the data and perform the data fitting 
again; the average difference between the original data fit and the two perturbed data fits 
is the experimental uncertainty. The uncertainty in the data fitting arises from the fact that 
we are attempting to fit for four unknown parameters and there may not be a single 
unique solution that converges. To estimate the uncertainty from data fitting we perform 
the data fitting four additional times for each unknown, multiplying the initial guess value 
by 1/20, 1/5, 5, and 20 so that 4N+1 data fits are performed, where N is the number of 
unknowns. In our particular system we fit the original 17 times and then the perturbed 
data (± 0.5 °) so that we perform a total of 51 data fits for each set of data. The data 





 percentile of the parameter value. Since the experimental and data fitting 
uncertainties are uncorrelated we add them in quadrature to calculate the total 
uncertainty. The uncertainty varies from 13 to 25% for bare CNTs and 11 to 25% for Ti-
coated CNTs. The uncertainty for these samples is somewhat higher than normal because 
there are four unknown properties in these samples. In the case of typical thin film 
samples where there are only two unknowns (thermal conductivity and interface 
conductance) the uncertainty is less than 10%. The uncertainty and standard deviation of 
measurements are on the same order, and the standard deviations are used as error bars 
and numerical values in the results table.  
2.4 Results and Discussion 
The comparison of the bare forest and Ti coated measurements is shown in Figure 
2.12 and in Table 2.2. Each sample was measured three to five times in different 
locations and averaged. The error bars represent one standard deviation of the 
measurements, which is on the same order as the uncertainty.  
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Figure 2.12: a) Comparison of Ti coated and bare forest thermal conductivity 
measurements. b) Thermal conductivity of Ti-coated VACNTs as a function of forest 
height. 
In terms of the Ti-coated samples, the thermal conductivity for the VACNT 
forests ranged from 0.44 ± 0.04 W/m-K for the 53 μm tall forest to 3.0 ± 0.8 W/m-K for 
the 15 μm tall forest and 3.1 ± 1.0 W/m-K for the 110 μm tall forest. The lowest thermal 
conductivity measured for the bare forests was 0.9 ± 0.1 W/m-K for the 44-µm tall forest. 
The largest discrepancy observed was for the 53 µm tall forest where the bare forest 
thermal conductivity was observed to be 1.6 ± 0.3 W/m-K, which is almost four times 
higher than what was measured on the Ti-coated forest. The bare forest measurement for 
the tallest forest (110 µm) had a strange result; good data fits were only obtained when 
the growth substrate contact resistance (Rc1 in Figure 2.6) was ~400 mm²-K/W. This is in 
comparison to ~1-15 mm²-K/W for the rest of the samples. Despite the fact that these 
CNTs do flake off the substrate this value is well above any in literature and not a 
realistic value. This gives us limited confidence in the thermal conductivity reported for 
the 110-µm tall bare forests, although it is within 20% of the Ti-coated forests of the 
same height (2.5 versus 3.1 W/m-K). It should be noted that the rather large range of 
thermal conductivity values, i.e. up to ± 33%, is much higher than what we observe when 
making measurements on smooth thin films and bulk substrates; in the case of these more 
traditional materials our PA measurements have been shown to have repeatability and 
uncertainty of better than 10% [93].  
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Table 2.2: Thermal conductivity measurements. Values are reported as the average ± the 
uncertainty and one standard deviation of three to five measurements on each sample.  




Thermal Conductivity, W/m-K 
Difference 
Bare CNTs Ti-coated 
VACNT 15 3.8 ± 0.7 3.0 ± 0.6 24% 
VACNT 33 1.9 ± 0.5 2.2 ± 0.5 -13% 
VACNT 44 0.93 ± 0.3 1.2 ± 0.3 -20% 
VACNT 53 1.6 ± 0.5 0.44 ± 0.4 260% 
VACNT 110 2.5
*
 ± 1.1 3.1 ± 1.0 -19% 
CNT mat 20 0.11 ± 0.02 0.14 ± 0.02 -22% 
* a high contact resistance was obtained for this fit, reducing the confidence in the measurement. 
An exact comparison is difficult due to differences in forest height, CNT 
diameter, and morphology, but the results reported herein are within the range of the 
lower values reported in literature for MWCNTs. Okamoto et al. reported between 0.5 to 
1.5 W/m-K using laser flash [56], Marconnet et al. reported between 0.3 to 3.6 W/m-K 
using infrared microscopy [61] and Jakubinek et al. reported 0.5 to 1.2 W/m-K using a 
steady state technique [53]. There have also been a number of reports with higher thermal 
conductivity, between 15 and 83 W/m-K [54, 55, 59, 60]. The thermal conductivity of the 
MWCNT sheet was found to be 0.14 ± 0.02 W/m-K which is an order of magnitude 
lower than the value reported by Aliev et al. (~2 W/m-K) [67] but similar to the value 
reported by Prasher et al. for a compressed bed of MWCNTs (0.13-0.20 W/m-K) [57]. 
The agreement is within 25% or better for five of the six materials measured 
which we consider to be reasonable agreement given the variability in the sample 
structures. We believe that the majority of the discrepancy between the two 
measurements is due to the way laser energy is absorbed in the two types of samples. The 
volumetric heat generation in the PA model assumes the material obeys the Beer Lambert 
law with linear absorption in a homogeneous layer. In the case of the bare forest it is 
likely that there is some deviation from this ideal behavior due to changes in morphology 
and density through the forest height [109]. For the purposes of this comparison we are 
considering the Ti-coated thermal conductivity to be the correct value, but there is likely 
some error in this measurement due to the laser absorption as well, albeit smaller. For a 
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smooth layer of Ti on Ag foil the behavior of the incident light can easily be predicted. 
The optical absorption coefficient of Ti at 1100 nm is approximately 38 µm
-1
 [119], 
which means that 99.7% of the laser energy will be absorbed in the 150 nm Ti layer. 
SEM images of the top of a Ti-coated forest indicate that the metal films are mostly 
continuous, there are some small holes in the film given the surface roughness of the 
CNT forest [62]. This would create a small amount of heating within the CNT layer that 
is not accounted for in the model. The reason for the large error in the measurement of 
the 53 μm tall forest is not well understood, but it is likely related to differences in the 
laser absorption in this sample type. A measurement on the 53 µm forest was performed 
using a top Ag foil (first sample configuration in Figure 2.6) and the thermal conductivity 
was ~1.7 ± 1.1 W/m-K. While the uncertainty of this type of measurement is much larger 
compared to the bare forest of top foil, this provides some evidence that the bare forest 
thermal conductivity of 1.6 W/m-K is more accurate than the Ti-coated value of 0.44 
W/m-K. Additionally the total resistance (contact plus layer) of the top foil CNT sample 
was found to be 66 mm²-K/W, while the layer resistance alone would be ~120 mm²-K/W 
if the thermal conductivity was 0.4 W/m-K. No noticeable difference in the top metal 
coating or CNT morphology was observed that would lead to this discrepancy, although 
it is difficult to tell from SEM images. If the photoacoustic model significantly under 
predicts the penetration depth of laser energy into the material, then it will under predict 
the thermal conductivity as well. If the top Ti layer of the 53 µm CNT forest was slightly 
more porous than the other this would allow some of the laser energy to pass through the 
top metal coating and into the CNT forest, thus resulting in a reported thermal 
conductivity that is lower than the true value. Based on the previous density 
characterization of CNT forests grown with these recipes, it is likely that the tallest 
LPCVD CNTs (53 µm), would have the lowest density at the free tips compared to 
shorter LPCVD (15, 33, and 44 µm) and APCVD (110 µm) recipes [111]. The fact that 
the two tallest forests were problematic leads us to believe that the differences in CNT 
density and morphology may be increasing with forest height, and there could be 
increased CNT tear out at the growth substrate, which is changing the heat conduction 
paths as well. Some indication of this can be seen in the SEM images of the forest, which 
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revealed much more wavy CNTs near the growth substrate, as seen in Figure 2.13 for the 
110 µm tall forest. 
 
Figure 2.13: Sideview SEM of the 110-µm tall CNT forest. a) Near the growth substrate 
b) At the free tips. 
These changes in morphology along the height of the CNTs are consistent with 
previous reports [109], although the effect on the CNT thermal properties has not been 
well characterized to our knowledge. It is likely that the thermal conductivity at different 
heights in the forest may be drastically different, which causes some deviation from the 
photoacoustic heat transfer model, which assumes constant thermal conductivity and 
volumetric heat capacity throughout a layer. The variations would be greatest in the 
tallest forests, which agree with our finding that there were more problems measuring the 
tallest forests.  
The thermal conductivity of the forests is shown in Figure 2.13b as a function of 
height. It is interesting to note that the VACNT forests created with the same recipe (but 
different growth times) exhibit a decrease in thermal conductivity as a function of forest 
height, excluding the 53-µm tall forests. The 110-μm tall forests were created with a 
slightly different growth process that creates more dense forests near the free tips, so it is 
unsurprising that the thermal conductivity of these forests would be relatively high due to 
the higher volume fraction of CNTs participating in heat conduction. The layer resistance 
of the CNT forests tested here is as high as ~40 mm
2
-K/W for a height of 44 μm, and 




dictates that to achieve ultra-low resistance TIMs (< 5 mm
2
-K/W) the CNT quality must 
be improved to reduce the layer resistance. 
Lin et al. observed no variation of MWCNT forest thermal conductivity as a 
function of height [55], however the CNTs in that study were much longer, 750-1200 μm, 
compared with this study (15-53 μm). During a detailed study of the mechanical 
properties of CNTs similar to those used in this study, it was shown that that the 
tortuosity and entanglement was strongly dependent on height and also varied within the 
height of the same forest [109]. In addition, other work has shown that increased growth 
time can lead to significant CNT tear out from the growth substrate [120], which is most 
likely the main reason for the observed decrease in thermal conductivity for VACNTs 
made from the same recipe.   
2.5 Conclusions 
The thermal conductivity of a number of CNT samples was measured using the 
photoacoustic technique with and without thin metal films. In five of the six sample types 
good agreement was observed between the two configurations. The reason that two tallest 
VACNT arrays were more difficult to measure properly is not well understood but likely 
due to changes in CNT morphology that causes the laser absorption within the array to 
deviate from an ideal homogeneous material as well as changes in the porosity of the Ti 
coating on the CNT tips. The thermal conductivity of five VACNT arrays ranged from 
0.9 to 3.8 W/m-K as measured by the bare samples, which is consistent with a number of 
previously reported values for MWCNT arrays. It was also observed that the thermal 
conductivity decreased as the growth time (and array height) increased. Using this 
method has advantages in that no additional preparation (i.e. metallization or bonding) is 
required to make the measurement. This allows the thermal conductivity to be measured 
and then the sample may be used as a thermal interface material. Although the thermal 
conductivity of CNT films can be measured by the photoacoustic technique without metal 
films, future work should focus on understanding the limitations of sample morphology. 
The thermal conductivity values measured in this work are a good reminder that to 
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achieve high performance TIMs (Rtotal < 5 mm
2
-K/W), the growth quality of the CNT 





CHAPTER 3 . 
EXTENDING THE LIMITS OF TIME DOMAIN THERMOREFLECTANCE:  
MEASUREMENT OF CNT THERMAL CONTACT RESISTANCE 
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regarding the bi-directional conduction model. The author would like to thank Dr. 
Thomas Beechem of Sandia National Laboratories for use of his TDTR system for 
comparison purposes and helpful discussions. Lastly the author would also like to thank 
Prof. Patrick Hopkins of University of Virginia for suggestions related to setting up the 
system.  
3.1 Introduction 
Photothermal pump-probe techniques have been in use since the 1980’s with early 
studies examining electron-phonon coupling [121] and generation of coherent phonons 
[122]. The technique was first used to study heat diffusion by Paddock and Eesly [123], 
but became much more accessible when Cahill developed a general multi-layer model 
[124], and Schmidt built a two-color system [125]. Time domain thermoreflectance 
(TDTR) has become one of the most popular and trusted research techniques over the 
past decade along with similar photothermal techniques frequency domain 
thermoreflectance (FDTR) [126] and nanosecond thermoreflectance [62]. There have 
been a number of new adaptations of the original TDTR multi-layer heat conduction 
model to include anisotropic conduction [108], bi-directional conduction [125], offset 
laser spots [127], and ballistic effects [128]. Despite the myriad of studies using this 
technique, very few have extended beyond the measurement of the thermal conductivity 
of thin films or substrates and thermal boundary resistance between two intimately paired 
solid layers. Panzer et al. coated the tips of a VACNT with metal and measured the 
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thermal conductivity using nanosecond thermoreflectance [62] and more recently Kaur et 
al. reported the contact resistance of CNT free tips using TDTR [129]. Here we report on 
the building of our TDTR setup, the development of more robust parameter estimation 
using multiple heating frequencies and Monte Carlo simulations, and finally apply these 
methods to measure the contact resistance between nanotubes and opposing substrates. 
3.2 Experimental Setup 
3.2.1 Basics of TDTR measurement 
TDTR is a pump and probe technique that utilizes an ultra-fast laser with a 
pulsewidth of less than 1 ps to thermally excite a sample, measure the temperature decay, 
and extract thermal properties using a diffusive heat conduction model over timescales 
from 100 to 7000 ps. In the simplest sense the pump beam is a heater and the probe beam 
is a temperature sensor. The ultra-short laser pulse and high oscillation frequency enable 
measurement of the temperature decay over short timescales which allows accurate 
measurement of thermal properties of sub-hundred nm films in many cases. In our 
implementation of TDTR (Figure 3.1) we use a Ti:sapphire laser  (Spectra Physics Mai-
Tai HP) oscillating at 80.7 MHz with an energy of ~40 nJ/pulse (3W average power) at a 
wavelength of 800 nm. An electro-optic modulator (EOM) (ConOptics model 160) is 
controlled by a function generator (Stanford Research Systems SR850) and chops the 
pump beam at a frequency between 0.5-12 MHz. The pump pulse is then frequency-
doubled to 400 nm using a BiBO crystal so that it is possible to spectrally separate the 
beams using bandpass filters and dichroic mirrors. This makes it straightforward to 
ensure the signal measured by the photodetector is solely from the probe beam.  
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Figure 3.1: TDTR setup 
A detailed schematic of the setup is depicted in Figure 3.2. The probe beam is 
expanded prior to entering the double-pass delay stage to minimize variation in spot size 
with delay time [130] and compressed again prior to focusing onto the sample. The pump 
and pulse beams impinge on the transducers concentrically at a normal angle.  
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Figure 3.2: Schematic of TDTR setup 
A high-speed Si PIN diode (Thorlabs DET10A) is coupled to an inductor to create 
a resonant RLC circuit that both amplifies the signal at frequencies of interest and acts as 
a bandpass filter to minimize the higher harmonics [130]. Discrete inductors are placed 
on the electrical output from the photodiode for frequencies of 0.5, 1.2, 2.2, 3.6, 6.3, 8.8 
and 11.6 MHz; these resonant frequencies are easily obtainable based upon using single 
standard inductors, but nearly any frequency can be obtained in theory by using the 
proper value of inductance. The resonant frequency of any inductor in this setup can be 
found using the following equation describing the response of an RLC circuit [130]: 


































 (Eq. 3.1) 
where I is the current (can be set to 1), ω is the frequency, C is the capacitance of the 
photodiode (~ 18 pF), R is the terminating resistance (50 Ω), and L is the inductance, 
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(place in series after the photodiode). Equation 4.1 will predict the resonant frequency 
within several hundred kilohertz, and the exact value was determined experimentally by 
maximizing the signal amplitude. Figure 3.3 shows the effect of the inductor behaving as 
a bandpass filter.  
 
 
Figure 3.3: Modulated TDTR signal at output of EOM a) Unfiltered signal showing 
individual laser pulses at 80 MHz and chopped signal from EOM at 6.3 MHz. b) Same 
signal after adding resonant inductor on photodiode.  
Figure 3.3a shows the laser intensity coming out of the EOM as measured by the 
photodiode; this signal is the superposition of a train of ultrafast pulses at 80 MHz and a 
square wave at 6.3 MHz from the EOM. Figure 3.3b shows the same measurement, but 
with the resonant inductor added to the photodiode; this inductor acts as a bandpass filter 
and removes the signal at 80 MHz as well as the higher harmonics from the 6.3 MHz 
square wave leaving only a sinusoidal signal at 6.3 MHz. This signal conditioning is vital 
since the lock-in amplifier uses square wave mixing that would cause the reported signal 
to contain information from the higher harmonics. The signal from the detector is 
amplified using a high-speed low-noise amplifier (Stanford Research Systems SR445a), 
which can amplify the signal by 5x or 25x depending on whether one of two stages of 
gain is used. The lock-in amplifier (Stanford Research Systems SR844) detects the phase 
and amplitude of the measured signal in comparison with the reference signal (from the 
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function generator). We record this as the in-phase (Vin) and out of phase (Vout) signals, 
which we report as the “ratio” -Vin/Vout which is essentially a normalized temperature that 
can be compared directly with output from the thermal model [124]. The phase shift 
induced in the signal due to the physical measurement system is removed by adjusting the 
phase of the lock-in amplifier so that the out-of-phase portion of the signal remains 
constant while crossing through zero delay time [124]. We implement an algorithm in the 
data acquisition software that automatically sets the phase of the lock-in by comparing 
















arctan  (Eq. 3.2) 
where Δφ is the amount to adjust the phase and + and – represent 10 ps delay times on 
either side of the zero crossing. In addition to this hardware correction prior to test we 
correct the data during fitting for any additional small shifts that occur.  
Various forms of the TDTR model exist, but we primarily use the version 
developed by Schmidt et al. [108], which modifies the original model developed by 
Cahill [124] to account for radial conduction. The Schmidt model is 2D in radial 
coordinates allowing for different though-plane (kz) and in-plane thermal conductivity 
(kr); newer models allow for fully three dimensional heat conduction in Cartesian 
coordinates [132], although we have not yet tested materials where this more general 
model is necessary. We have confirmed the system with fused quartz and 
monocrystalline Si and find values similar to those reported in literature (1.32 ± 0.09 
W/m-K for quartz and 140 ± 8 W/m-K for Si). Higher thermal conductivity calibration 
samples are generally a better check of the system because they are more sensitive to 
small misalignment of the two beams [127]. 
3.2.2 Sensitivity of TDTR measurement 
Prior to performing TDTR measurements it is recommended that one perform a 
sensitivity analysis to understand the parameters most affecting the accuracy of the 
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measurement and the optimum conditions under which to carry out the measurement. 
Sensitivity for TDTR is defined as [133]: 
  (Eq. 3.3) 
where Si is the sensitivity to parameter i, -Vin/Vout is the TDTR signal, pi is the value of 
parameter i. Most commonly a sensitivity analysis will plot sensitivity vs. delay time 
(shown later in Figure 3.8), but often choosing a fixed delay time and varying a test 
parameter of interest will offer more useful information. For example, Figure 3.4 the 
sensitivity for a sample of bulk Si (a common calibration sample) is shown as a function 
of a) beam radius and b) frequency.  
 
Figure 3.4: TDTR sensitivity for bulk Si, t=300 ps a) Sensitivity vs. beam radius, solid 
lines=11.6 MHz, dashed lines=1.2 MHz, b) Sensitivity vs. modulation frequency 
Figure 3.4a shows how the measurement transitions from 2D to 1D conduction as 
the laser spot size increases; for a frequency of 1.2 MHz the thermal diffusion length in 
Si is 5 μm which means a significant amount of thermal energy can diffuse laterally 
outside the original heating area. However when the beam radius is 50 μm the majority of 
the thermal energy diffusing laterally will not move outside the original heating area 
therefore the through-plane direction is dominant and the conduction is primarily one-
dimensional. Any time the conduction is two-dimensional the measurement is very 
Si =
¶ln -Vin Vout( )
¶ln pi( )
=






sensitive to the spot size (w0), which is important to consider in uncertainty analysis. 
When only interested in the through-plane thermal conductivity (kz) the sensitivity plot 
shows that the optimum test conditions are using a large spot size and high frequency. 
One additional important consideration is the signal level that is achievable in any given 
setup. The amplitude of the signal will decrease as the spot size and frequency increase, 
so a balance of optimum sensitivity and signal level must be achieved.  
 Figure 3.4b shows how the sensitivity to heat capacity (CSi) and Al film thickness 
(hAl) changes with frequency. At high frequency TDTR is measuring the thermal 
effusivity (e = sqrt[k*C]) of a thick material in such a way that k and C cannot be 
uniquely determined [133]. At low frequencies the measurement is sensitive to the ratio 
of thermal diffusion length (and thermal diffusivity) to laser spot size and the sensitivity 
to heat capacity changes to the opposite sign (Figure 3.4b). This allows measurement of 
both thermal conductivity and heat capacity when combining high and low frequency 
measurements [134], as will be discussed more in a later section. 
3.2.3 Laser spot size 
The system can be operated with a best form plano-convex lens (f=50 mm) or a 
5x, 10x, or 20x long working distance objective lens. This allows a wide range of 1/e² 
beam diameter; 2 to 25 μm for the probe beam and 7 to 65 µm for the pump beam. Using 
a pump spot size that is ~3x larger than the probe beam minimizes error from 
misalignment and small changes in the probe beam position with delay time. Care must 
be taken when choosing the appropriate spot size since certain crystalline materials can 
exhibit ballistic effects for small spot sizes [135] and low conductivity samples may have 
a significant temperature rise [136].   
The 1/e
2
 Gaussian beam radius was determined using a DataRay R2 beam 
profiler. In slit mode it has a minimum resolvable radius of 2.5 μm (1 μm in knife edge 
mode), accuracy of 2% or 0.5 μm (whichever is larger), and resolution of 0.1 μm. The 
profiles recorded by the DataRay R2 are shown in Figure 3.5 
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Figure 3.5: Beam profiles using the 50 mm best form lens. wpump = 34 μm, wprobe = 11 
μm.   
The beam radius was also determined using a manual knife edge measurement 
[130] and the agreement was better than 5%. The input to the thermal model is the root 
mean squared beam radius:  
  (Eq. 3.4) 
The accuracy of the beam radius input to the thermal model becomes more important as 
the spot size decreases. Figure 3.6b shows the sensitivity to the spot size for a plano-
convex lens (f=50 mm) and 3 objective lenses (20x, 10x, and 5x). From Figure 3.6a, the 
sensitivity to the through-plane thermal conductivity (kz) is ~0.45. At 1.2 MHz the 
sensitivity to beam radius is comparable to kz for a 10x objective and nearly 50% larger 
for a 20x objective. For large sensitivity and small errors the propagation of errors is 
roughly proportional to the ratio of sensitivity, so for at 1.2 MHz (bulk Si) a 10% error in 
beam radius will translate into a ~10% error for a 10x objective and ~15% error for a 20x 
objective. This highlights the care that needs to be taken when using low frequencies and 
large spot sizes. In contrast the error propagation for a 5x objective would be ~3% and 







thermal conductivity or to generate higher intensity, it is advantageous to use a larger 
spot size to minimize errors due to spot size and focusing.  
 
Figure 3.6: TDTR sensitivity for bulk Si, t=300 ps a) Sensitivity vs. beam radius, solid 
lines=11.6 MHz, dashed lines=1.2 MHz, b) Sensitivity vs. beam radius for beam radii 
commonly used. 20x, 10x, and 5x refer the magnification of the objective lens, and 50 
mm refers to the focal length of a plano-convex lens.  
One of the experimental difficulties with TDTR is obtaining an adequate signal to 
noise ratio based upon the low signal level and the numerous sources of noise around the 
frequency range of interest. The principle of this technique is that the reflectivity of 
certain metals changes with temperature; therefore the temperature of the metal surface 
can be monitored by measuring the reflected laser signal. Unfortunately, the coefficient 




 or lower for most metals around optical and 
IR wavelengths [137]. This means for a reflected signal of 1.0000 V, the signal will be 
1.0001 V for a 1-degree temperature rise. Because the signal of interest is so small, a 
lock-in amplifier is used to achieve sufficient signal to noise ratio. In this case the large 
DC signal is rejected so that the 100 μV signal at the frequency of interest can be 
measured accurately. Even with this lock-in technique, sources of noise can significantly 
hinder the ability of making a good measurement. To reduce noise we wrap the coaxial 
cables around torroidal cores, place the EOM driver far from the lock-in amplifier, and 
cover the coaxial inductor box in Al foil. Through trial and error we have determined this 
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removes the majority of the noise so that with the DET10A and 5x gain the background 
noise is ~0.1 μV compared to signal amplitudes of approximately 300 μV to 30 μV. 
Without these measures the background noise was over 30 μV at 11.6 MHz, making 
accurate measurement impractical. We also employ a 15 MHz low pass filter at the input 
of the lock-in amplifier to reduce additional high frequency noise, although we have 
generally not seen a significant reduction in noise when using this filter. Johnson and shot 
noise are intrinsic in the electronic measurement and therefore no steps are taken to 
reduce these sources of noise although averaging can minimize their impact. There is an 
additional intrinsic noise source that scales as the inverse of the frequency (i.e. 1/f), 
which is fixed at any frequency but is important to bear in mind since the signal 
fluctuations tend to increase at lower frequency. The lock-in amplifier has an offset 
button, which can be used to set the signal to zero when one of the laser beams is 
blocked; however we instead chose to record the background level and subtract it off 
from the signal during post-processing. This allows for better quality control by being 
able to keep record of the background noise level for each test. The software is set up to 
record the background before and after the measurement with the pump and the probe 
blocked separately (for a total of four measurements); these are then averaged together 
for a single background to be subtracted from Vin and Vout prior to calculating the signal 
ratio (-Vin/Vout).  
3.2.4 Picosecond acoustics 
As shown in Figure 3.6 the sensitivity the Al film thickness is very high in all 
cases, meaning this parameter must be measured accurately to avoid large errors 
propagating into the measurement of the parameter of interest. While atomic force 
microscopy (AFM) can be used to measure films on the order of 100 nm thick, it is very 
difficult to measure the film thickness in the exact location where the measurement was 
taken and even a quality metal deposition can vary several nm over a sample. 
Additionally AFM requires a step edge and creating a masked edge during metal 
deposition can create a build-up of metal near the edge, depending upon the deposition 
technique. Because the metal film is opaque ellipsometry and interferometry are not 
possible either. Fortunately TDTR systems are also capable of picocsecond acoustics 
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measurements to accurately measure the film thickness in the exact location of the 
thermoreflectance measurement. Picosecond acoustics relies upon the fact that the certain 
metals, including Al, are piezoreflective (i.e. reflectance will change with strain) [138]. 
When the Al film is heated and expands a strain wave is launched through the material. It 
propagates at the speed of sound through the Al film towards the interface with the next 
sample layer. Upon reaching the interface a portion of the wave is reflected and a portion 
is transmitted depending upon the acoustic impedance of each layer, Z = ρv, where ρ is 
the density and v is the speed of sound) [139]. Once the reflected wave propagates back 
to the surface of the Al it will create a change in reflectivity that can be observed as a 
peak or valley in the temperature decay signal. The strength of the acoustic echo signal 
depends strongly upon the cleanliness and abruptness of the interface as well as the 
impedance mismatch between the two materials. Figure 3.7 shows examples of strong (a) 
and weak (b) acoustic echo signals.  
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Figure 3.7: TDTR acoustic echo signals a) strong echo on diamond b) weak echo on Si 
The equation for determining the film thickness (hfilm) from the acoustic echo is: 
  (Eq. 3.5) 
where vs,L is the longitudinal speed of sound in the film (6.42 nm/ps for Al), and τecho is 
the time between the peaks of two echos. The factor of two is because the time measured 
is for the strain wave to pass through the film twice. If only a single echo exists τecho can 
be calculated from the zero delay time to the first peak, although this makes the 
determination less accurate. We determine the zero delay time as the point in which the 
signal amplitude is halfway between its lowest point (at negative delay times) and its 
peak. 
3.3 Multi-Frequency Fitting 
While using TDTR to measure the thermal properties of thin films and substrates 
there are many common scenarios when multiple thermophysical properties of the sample 
are unknown. For example, the heat capacity or in-plane conductivity might not be well 
known in addition to through-plane thermal conductivity and interface conductance for a 





interface conductance between the film and substrate. In cases such as these it is useful to 
leverage the more than one modulation frequency to estimate additional parameters. The 
sensitivity to different parameters in a sample vary with modulation frequency, so 
simultaneously fitting data at multiple frequencies can in certain cases separate the 
sensitivity of two parameters enough to uniquely fit for both even if it was not possible at 
a single frequency. For a bulk substrate with a thin transducer layer, it is possible to fit 
for two variables using a single frequency; the substrate thermal conductivity and the 
interface conductance between the metal and the substrate [140]. Previously several 
different studies have reported using multiple frequencies to also fit for a third variable, 
heat capacity of the substrate [133, 134] and another study used two frequencies to 
measure the through-plane and in-plane thermal conductivity of HOPG [108]. We extend 
this technique to implement an algorithm that simultaneously fits for an arbitrary number 
of frequency curves, to increase the possible number of fitting parameters and also more 
accurately measure thin films where there are two unknown interfaces. We modify our 
existing Levenburg-Marquardt fitting algorithm to include two dependent variables (e.g. 
delay time and frequency) rather than just one (e.g. delay time). An important feature of 
this modified algorithm is that its general, so that multiple sets of data could be fit where 
the beam size varies rather than the frequency. The code for this algorithm is located in 
Appendix B. 
We demonstrate this technique by measuring a bulk sample of highly-oriented 
pyrolitic graphite (HOPG), which is known to have a high degree of anisotropy between 
through-plane and in-plane thermal conductivity [141]. This creates a situation where the 
sensitivity to the components of thermal conductivity varies with frequency (Figure 3.8a). 
One important thing to note here is that the sensitivity to both parameters is still 
significant at both 1.2 MHz and 6.3 MHz. If the spot size was varied and the upper 
frequency higher (e.g. 11.6 MHz instead of 6.3 MHz) as in previous work [108] it would 
be possible to perform a manual two-frequency fit by eliminating the sensitivity to in-
plane thermal conductivity at high frequency. In this case one could simply fit for 
through-plane conductivity at high frequency and hold that value constant while fitting 
for the in-plane conductivity at low frequency. The scenario presented in Figure 3.8 is 
more challenging and requires simultaneous fitting of both values.  
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Figure 3.8: Multi-frequency measurement of HOPG. a) Sensitivity to through-plane (kr) 
and in-plane thermal (kz) thermal conductivity at 1.2 MHz and 6.3 MHz with 10x 
objective lens.  
The fitted parameters for HOPG are kz = 4.9 W/m-K, kr = 1980 W/m-K are very 
similar to literature values (kz = 5.7 W/m-K, kr = 1950 W/m-K [108]) demonstrating the 
effectiveness of this method. Multiple frequencies were also used to independently 
measure the thermal conductivity and heat capacity of bulk Si, and these values also 
agreed well with literature. 
3.4 Error Estimation Using Monte Carlo Simulations 
3.4.1 Introduction to TDTR error estimation 
An expression for uncertainty in TDTR is given by Wei et al.[134] : 
  (Eq. 3.6) 
where the first term on the right hand side represents the uncertainty in setting the phase 
of the lock-in amplifier, while the second term represents the propagation of uncertainty 
from the properties in the thermal model. The second term is the standard expression for 

































Gaussian. This analytical expression works well when the sensitivity of the parameter of 
interest is relatively high compared with the other parameters in the system, but for 
parameters with sensitivity below 0.2 the reported uncertainty values tend to increase 
rapidly, often exceeding 100%. This would imply that the measurement of such a 
parameter is so inaccurate that we cannot say with certainty that the number is positive. A 
negative value for thermal boundary resistance or thermal conductivity is not only a non-
physical scenario, it is also one not observed in the process of data-fitting implying that 
this expression breaks down in certain situations. While it is always preferable to modify 
the sample configuration to improve the sensitivity of a parameter of interest, this may 
not always be possible. In some cases we wish to measure the boundary resistance at 
buried interfaces for realistic device stacks; there is no simple way to modify the samples 
to increase the sensitivity therefore we propose an alternative method to determine the 
uncertainty in TDTR parameters. Therefore we develop a Monte Carlo technique to 
estimate error for TDTR measurements for improved accuracy for low sensitivity 
parameters.  
The Monte Carlo technique has been used to estimate error in other thermal 
techniques such as 3-omega [142] and a modified reference bar technique [143]. 
Implementation of the Monte Carlo technique for uncertainty estimation is 
straightforward, but computationally expensive due to the large number of iterations 
necessary to ensure the statistics have stabilized. The main advantage of the Monte Carlo 
method over analytical expressions in uncertainty estimation is that it eliminates the 
necessity of deriving a partial derivative for each important parameter in the model and 
can easily handle correlated errors that are difficult for analytical expressions [144]. For 
the purpose of this work we use Monte Carlo simulation to mean we are sampling 
randomly from the experimental and modeling errors in the TDTR measurement to 
estimate the uncertainty in the reported numbers. The main sources of uncertainty in 
TDTR are the noise in the in-phase (Vin) and out-of-phase measurements (Vout) by the 
lock-in amplifier and the error in estimating the known properties in the thermal model 
[134]. To estimate the uncertainty in the lock-in amplifier measurement we take 20 
measurements at each delay time to generate a mean and standard deviation of the lock-in 
amplifier ratio (-Vin/Vout). Theoretical uncertainties are discussed below. 
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3.4.2 Description of uncertainties 
The uncertainty in transducer thickness is 3.2 nm based on 1 ps resolution of 
picosecond acoustics. The thermal conductivity of the Al transducer was estimated to be 
60 W/m-K by measuring the electrical conductivity and calculating the thermal 
conductivity using the Wiedemann Franz law [145]. The uncertainty using the four-probe 
technique and is estimated to be 10%. Heat capacities are taken from literature value and 
assigned 2% uncertainty. The pump and probe diameter are measured using a beam 
profiler that has an uncertainty of 2%, but additional uncertainty can be introduced 
through the position of the sample in relation to the beam waist. It was difficult to 
estimate the exact uncertainty of this placement so we conservatively choose 7% 
uncertainty for the smaller probe beam and 5% uncertainty for the larger pump beam. 
The model is relatively insensitive to the beam diameter for larger values (70 and 25 μm 
in this study) so that these errors do not contribute a meaningful amount to the total 
uncertainty. 
We assume all errors are normally distributed and sample randomly from a 
normal distribution using a built in Matlab function, seeding the random sampling with 
clock time to create a more random sample. In each iteration a new data set and a new set 
of given model properties is generated from random sampling based on the mean and 
standard deviation of the inputs. In each iteration this unique data set, and set of model 
parameters is used to fit the unknown properties, and the process is repeated numerous 
times to generate a distribution of possible outcomes for each unknown parameter. Initial 
samples were run for 5,000 iterations, but reasonable convergence was obtained after 
1,000 iterations so the simulations were shortened to save time. Verification of the 
technique was conducted by comparing the uncertainty in measuring the thermal 
conductivity of bulk monocrystalline Si (kSi) and the thermal boundary resistance 
between Si and the Al transducer. In this scenario both unknown parameters have an 
absolute peak sensitivity of ~ 0.5 so the Monte Carlo technique and the analytical 
expression should be in good agreement. In this case, the Monte Carlo simulation reports 





confidence interval compared with the analytical expression which predicts +/- 9.9%. It 
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should be noted that we are assuming all the inputs into the analytical expression are for a 
68% confidence interval (i.e. one standard deviation of a normal distribution), so the 
value is multiplied by 1.65 to obtain the 90% confidence interval. It is expected that the 
Monte Carlo simulation would report slightly higher uncertainties since this takes into 
account the noise in the signal for each data point, not just the zero crossing. When 
considering only the data fitting uncertainty in both techniques, the Monte Carlo 
simulation reports a 90/10 confidence interval of +9.6/-9.8% compared to 9.3% for the 
analytical expression. This excellent agreement shows that this implementation of Monte 
Carlo uncertainty estimation is properly predicting error bounds in situations where the 
sensitivity to the fitting parameters is high. The Al-Si TBR was measured to be 8.0 ± 0.6 
m
2




Figure 3.9: Histograms of best-fit values for a) Si thermal conductivity (kSi) and b) Al-Si 
thermal boundary resistance (TBRAl-Si). Histograms show here are for experimental and 




Figure 3.10: Convergence of Monte Carlo simulation, Si thermal conductivity 
3.5 Introduction to Thermoreflectance Measurements of CNTs 
Forests comprised of nominally vertically aligned carbon nanotubes (CNTs) are 
excellent candidates for thermal interface materials (TIMs) due to their theoretically 
predicted outstanding thermal and mechanical properties. Unfortunately, due to 
challenges in the synthesis and characterization of these materials reports of the thermal 
conductivity and thermal contact resistance of CNT forests have varied widely and 
typically fallen far short of theoretical predictions. In particular, the micro- and nano-
length scales characteristic of the heat transfer in CNT forests pose significant challenges 
and may lead to misreported results. Here we examine the ability of a popular and well-
established thermal metrology technique, time-domain thermoreflectance (TDTR), to 
resolve the properties of CNT forest TIMs. The characteristic heating frequencies of 
TDTR (1-10 MHz) are used to probe heat transfer at length scales spanning ~0.1-1 μm, 
applicable for measuring the contact resistance between the CNT forest free tips and an 
opposing substrate. We identify the range of CNT forest-opposing substrate interface 
resistances that can be resolved with TDTR, and simultaneously demonstrate the 
effectiveness of several processes developed to reduce the resistance of these interfaces. 
The limitations of characterizing CNT forests with TDTR are discussed in terms of 
uncertainty and sensitivity to parameters of interest. 
 59 
TDTR has grown into a popular and robust method to measure thermal 
conductivity and interface conductance of thin films, but the ability to apply this 
technique to samples with more complicated structures remains a challenge. The ability 
to measure the total thermal resistance of thermal interface materials made from CNTs 
and other nanostructured materials has been demonstrated with 1D reference bar [146], 
photoacoustic [103], laser flash [147], among other techniques. Unfortunately it can be 
quite difficult to separate contact and layer resistances in these measurements and even 
more difficult to isolate a single interface. As targets for high performance TIMs drop to 
lower resistances (< 5 mm
2
-K/W) the need to create a strong mechanical and thermal 
bond between the free tips of a CNT forest and the opposing substrate is critical. To this 
end we evaluate the ability of TDTR to measure the thermal resistance at the CNT tip 
interface exclusively, and more rigorously assess the merits of processes developed to 
reduce the free tip contact resistance. The modulation frequencies applicable for TDTR, 
typically 1-10 MHz, correspond to thermal penetration depths on the order of 0.1-10 μm, 
and are favorable for interrogating thermal transport at interfaces. In particular, TDTR is 
well-suited to characterize the interface between the metal transducer layer deposited on 
the sample surface and the sample itself [7, 148-150]. Nanosecond thermoreflectance and 
frequency-domain thermoreflectance (FDTR), techniques similar to TDTR, have been 
previously used to study the thermal properties of CNT forests [151-153]. In these 
experiments the metal transducer film was deposited directly onto the free tips of the 
CNT forest, resulting in a conformal coating across the entire surface of the CNT forest.  
However, to study pressed or bonded CNT forest contacts, it is essential that CNT forests 
contact the free surface of a mechanically rigid pre-existing transducer to accurately 
capture the effects of contact mechanics and CNT tip morphology present in the actual 
application of these materials [154]. To achieve this, CNT forests were contacted to an Al 
transducer deposited on transparent glass slides in the bi-directional configuration [125], 
as depicted in Figure 3.11, and demonstrated previously for liquids [125], and CNT 
forests [129]. In this study, four CNT sample types are examined; i) dry contact, ii) 
polymer spray coated and bonded [77], iii) pyrenylpropyl phosphonic acid (PyprPA) 
bonded [78], and iv) wet-compressed-dried (WCD) [155] to assess the ability of bi-
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directional TDTR to measure  the free tip contact resistance (RAl-CNT, Figure 3.11b) as 
well as the thermal conductivity of the CNT forest.  
 
Figure 3.11: Two possible sample configurations for nanotube contact resistance 
measurements using TDTR. a) Uni-directional configuration is more the more traditional 
TDTR conduction model but would require complicated fabrication. b) Bi-directional 
configuration employs a modified model to account for conduction upwards into 
transparent substrate. This configuration is tested here and much more straightforward 
from a fabrication standpoint.  
As discussed in section 3.4.2, the main source of error is typically the propagation 
of error from constants in the model, which depends on the ratio of sensitivity of known 
and unknown parameters. Therefore understanding the sensitivity of the measurement is 
essential to minimizing uncertainty. The sensitivity to Al-CNT interface resistance and 
CNT thermal conductivity is much lower than in typical two-layer uni-directional TDTR 
measurements. Figure 3.12 compares the sensitivity of the CNT thermal conductivity and 
interface resistance to that of a bulk Si sample. The sensitivities shown for Al-CNT 
contact resistance and CNT thermal conductivity are roughly an order of magnitude 
lower than what we and others [156] have observed for an Si sample (k = 144 W/m-K, G 
= 150 MW/m²-K) or a range of other bulk substrates measured in the uni-directional 
configuration. We also note that the sensitivity to the CNT parameters vary little over the 
range of 100 to 7000 ps and examine the sensitivity at 500 ps in a number of subsequent 
figures. This extremely low sensitivity of TDTR to the parameter of interest makes this a 
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difficult measurement. Schmidt et al. examined liquids using the bidirectional TDTR 
configuration and was able to predict the thermal conductivity of a number of liquids 
when the TDTR sensitivity was 0.02-0.06 although uncertainty was not reported [125]. 
The only previous study of the CNT free tip interface with TDTR did not report 
sensitivity [129]. 
 
Figure 3.12: Sensitivity to CNT parameters compared to bulk Si substrate at 3.6 MHz. kSi 
= 144 W/m-K, RAl-Si = 0.007 mm²-K/W, kCNT = 3 W/m-K, RAl-CNT = 2 mm²-K/W. 
Figure 3.13 shows the sensitivity for several common modulation frequencies at a delay 




-K based on our 
previous work [87]. For 3.6, 6.3, and 11.6 MHz the interface resistance is most sensitive 
to an interface resistance of 0.7 to 2 mm
2
-K/W, while 1.2 MHz is most sensitive near 3 
mm
2
-K/W. The penetration depth at 1.2 MHz is only ~ 6 µm, so at all frequencies 
considered here the CNT forest would not be fully thermally penetrated. At 100 kHz the 
penetration depth reaches 20 µm, where the measurement may be able to penetrate 
through the growth substrate. This would not be ideal for isolating the free tips since the 
measurement would then depend on the growth substrate contact resistance and be more 
sensitive to the CNT layer properties in comparison with the free tip resistance. The 
contact resistance of a dry CNT forest and opposing substrate can often exceed 10 mm
2
-
K/W [78, 103], which makes measurement of this property difficult using this technique. 
The sensitivity to the thermal conductivity of the CNT forest is also low; previous studies 


























the CNT free tips [62, 70] which creates the unidirectional heat flow configuration of 
traditional TDTR (similar to Figure 3.11, but without etched Si substrate on top).  
The estimated uncertainty for the Al-CNT interface resistance using Eq. 4.6 often 
exceeds 100% and implies that parameter values can be negative which is non-physical. 
For example, the Al-CNT forest interface resistance for bonded CNT forests ranges from 
~100-600%. 
 
Figure 3.13: a) Sensitivity to CNT-Al interface resistance as a function of CNT-Al 
interface resistance at a delay time of 500 ps. b) Sensitivity to CNT thermal conductivity 
as a function of CNT-Al interface resistance at a delay time of 500 ps. 
To better understand the true uncertainty in the measurement a simple Monte 
Carlo (MC) simulation was conducted. In the MC simulation values for each of these 
uncertain parameters are randomly sampled from a normal distribution to create a set of 
initial guess values and experimental data for fitting as discussed previously in Section 
4.4. 500 randomly generated sets of experimental data and property constants are fit to 
create a distribution of probable values for the Al-CNT interface conductance, CNT 




3.6 Results and Discussion: CNT Thermal Contact Resistance 
3.6.1 Bi-directional results for single frequency 
TDTR scans by Taphouse et. al. of CNT forests in dry contact with the Al coated 
glass at pressures ranging from 90 to 220 kPa were indistinguishable from scans on Al 
coated glass without CNTs (Figure 3.14a). Due to the high interface resistance between 
the CNT forest tips in dry contact with Al (estimated ≥ 20 mm
2
-K/W [78]) the majority 
of the heat deposited by the laser is directed into the glass slide. However in the 
difference between dry contact and bonded (wet compressed, dried) interfaces are clearly 
distinguishable.    
 
Figure 3.14: TDTR scans for a) CNT dry contact compared with Air backing at 3.6 MHz. 
b) Dry CNT contact and WCD CNTs [94, 157]. 
As a result of the WCD process the TDTR ratio increased definitively at all of the 
modulation frequencies tested, but the uncertainty in the best-fit solutions for the thermal 
resistance of the bonded and WCD CNT forest interfaces ranged from ~130 to 560%, 
indicating that the thermal contact resistance cannot be resolved precisely using a single 
data fit with the analytical uncertainty equation.  
The MC simulation predicted a lower range of uncertainty with a skewed 
distribution predicting no lower bounds larger than 100% (i.e. negative resistances). 
 64 
However the uncertainty was still very large owing to the low sensitivity of the 
measurement to the Al-CNT interface resistance. Figure 3.15a shows the cumulative 
probability distribution function for all four types of samples tested. The bonding 
techniques showed a high degree of repeatability and only one of each type is shown; the 
dry contact was much more variable and four different measurements are shown for 
reference. There is a clear difference in the distribution for dry contact compared with the 
three bonding methods; this by itself does not ensure the accuracy of the resulting 
numbers but gives some indication that changes to the interfacial resistance within a 
certain range can be observed.  
The MC simulations were conducted for 500 iterations, over which all three 
fitting parameters achieved reasonable convergence. The number of simulations was a 
balance between computation time and accuracy. The bi-directional implementation of 
the TDTR code takes significantly more time to run compared with our traditional code; 
500 iterations took approximately 10 hours to run on a desktop computer. One sample 
was run at 1000 iterations and the differences in predicted uncertainty were insignificant. 






 percentiles for the P3HT bonded Al-CNT 
forest interface resistance are shown in Figure 3.15. 
 
Figure 3.15: a) Convergence of Al-CNT forest interface resistance over 500 iterations. b) 
Probability distribution function for contact resistance from Monte Carlo simulation 
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Three dry contact measurements in Figure 3.15 have a median value of between 
1.5 and 3.5 mm
2
-K/W, while the one lower measurement has a median value of 0.4 mm
2
-
K/W.  Given that this measurement is probing a 28-µm diameter spot, it is quite possible 
that certain areas with a high contact fraction of CNTs technique and found the measured 
resistance value for their sample to vary by more than an order of magnitude over the 
bonded area [158]. The ability to assess large areas is feasible with thermal conductivity 
mapping [134] if one were so inclined. 
The median values of interface resistance for each method are shown in Table 
3.1along with the fitted thermal conductivity. Overall, none of processing methods 
definitively reduced the contact resistance at the CNT tip interface more extensively than 
the others. The MC simulation gives a relatively large range of uncertainty for the upper 
bound (130 to 313%), but much less for the lower bound (72 to 80%).  This is in 
comparison to the value of 3.2 +932/-2 mm²-K/W for dry contact interfaces. The 
particular value of the upper bound (935 mm²-K/W) has little meaning other than to 
indicate that the upper bound is not resolvable for this sample and we can only say with 
certainty that the resistance is above 1.2 mm²-K/W (the 10
th
 percentile).  





 percentiles for uncertainty. 
Sample 
           Parameter 
k [W/m-K] R [mm2-K/W] 
P3HT 6 +4/-2 0.18 +0.23/-0.13 
PyprPA 6 +3/-2 0.11 +0.27/-0.08 
WCD 5 +2/-3 0.15 +0.47/-0.12 
 
The fact that all bonded samples have similar resistances suggests that thermal 
transport at individual CNT contacts could be similar for all cases, although without exact 
knowledge of the contact resistance and contact area it remains unclear. Despite the 
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possibility of high conductance interfaces for the bonding methods tested here, we 
believe that the extremely low value of contact resistances reported in Table 3.1 should 
be confirmed in a different through uni-directional measurements (discussed in Section 
3.6.4). 
3.6.2 Bi-directional results for multiple frequencies 
We combine multiple frequency fits with Monte Carlo error estimation in an 
attempt to minimize the uncertainty of the measurement. Bonding of CNT forests with a 
monolayer of the surface modifier PyprPA [78] and the polymer P3HT [77] had Vin/Vout 
responses comparable to the WCD CNT forest. A typical three frequency fit for P3HT 
bonded CNTs is shown in Figure 3.16a, which is similar to the data for the WCD and 
PyprPA samples.  
 
Figure 3.16: a) Multi-Frequency fit for P3HT-bonded CNT sample. Colored area 
represents spread of experimental data and solid line represents best fit to globally 
minimize error between fits at all three frequencies. b) Comparison of contact resistance 
Monte Carlo results for 3-frequency and 1-frequency fits. 
The uncertainty in contact resistance is reduced dramatically using a three-frequency fit 
(Figure 3.16b).  The contact resistance is found to be 0.48 mm
2





percentile of only +17/-15% compared with +300/-80% with a single frequency. The 




Figure 3.17: Monte Carlo best fit distributions using one and three frequencies for a) 
CNT thermal conductivity b) CNT density.  
The determined thermal conductivity and density are slightly higher than we have 
observed in some previous similar samples (e.g. 5 W/m-K compared to 1-4 W/m-K 
previously in other studies, Ch. 3) However, the thermal diffusivity of bonded and WCD 




/s +2/-1%, in agreement with our findings and 
previously reported values [55, 103]. One important aspect of multi-frequency fitting to 
consider when applying the technique to a material like a CNT forest is the possibility 
that the material thermal conductivity and density may vary through the depth of the 
sample layer. When using different heating frequencies (1.2, 3.6, and 6.3 MHz in this 
work) the penetration depth changes, and thus the technique samples a different depth of 
the CNT layer. Figure 3.18 shows the penetration depth versus CNT thermal diffusivity 
for the modulation frequencies used in this work.  
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Figure 3.18: Penetration depth vs. thermal diffusivity for different TDTR modulation 
frequencies. Vertical dashed line indicates the reported thermal diffusivity of CNT forest 
in this work. 
At the measured thermal diffusivity, the penetration depth is 5.9 µm at 1.2 MHz 
compared with 2.5 µm at 6.3 MHz. Whether or not the thermal conductivity could change 
significantly over this depth would be something to consider for future work.  
The magnitude of the Al-CNT interface resistance are comparable to those of a 
recent study by Kaur et al. [129] where the identical sample structure and similar TDTR 
setup was used to characterize CNT forests bonded with two different surface modifiers. 
The method used by Kaur et al. to calculate the uncertainty in the measurement was not 
discussed in detail, however, the uncertainty in their reported values (~20-30%) is likely 
under-predicted based on the findings of this study. 
3.6.3 Limitations of the bi-directional sample configuration 
The upper limit on the Al-CNT forest contact resistance that can be resolved with 
the bi-directional sample configuration in TDTR is dictated by the relative flow of heat 
into the materials on either side of the interface, and by the penetration depth of the 
thermal waves. For the dry contact glass-Al-CNT forest interfaces in this study the high 
Al-CNT contact resistance causes the majority of the heat to preferentially flow along the 
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lower resistance pathway, i.e. into the glass layer. As a result, the Vin/Vout response of 
glass-Al-CNT forest dry contact interfaces was observed to be equivalent to that of a 
glass-Al-air sample. The upper limit on Al-CNT forest that can be resolved with TDTR 
could be improved by decreasing the thermal conductivity of the backing to direct more 
of the heat into the CNT forest and by decreasing the modulation frequency to increase 
the thermal penetration depth. In the ideal sample the glass backing (k ≈ 1 W/m-K) would 
be replaced with air (k ≈ 0.02 W/m-K). This is representative of the conventional TDTR 
sample configuration, where the Al transducer is deposited directly on the sample of 
interest. Figure 3.19a compares the sensitivity to the CNT-Al interface resistance using 
the bi-directional and uni-directional model at 3.6 MHz, for a range of contact resistance. 
In this case the unidirectional model is nearly identical to assuming bidirectional heat 
flow with air as the backing.  
The sensitivity to the CNT-Al interface is about eight times higher for the 
unidirectional model although this assumes use of a 150 nm Al transducer, which is not 
sufficient to serve as a flat and rigid opposing substrate. Figure 3.19 examines the 
sensitivity to the interface for different transducer thickness to determine what sensitivity 
could be achieved for practical metal layers. For a 500 nm Al layer the sensitivity at 1.2 
MHz is ~ 0.1 which is about four times higher than what was observed for the bi-
directional configuration. At this layer thickness it would be possible to etch away a 
substrate and leave an Al membrane for measurement (Figure 3.11a); this appears to be 
the best case scenario when trying to measure the contact resistance of CNT free tips 
using TDTR.  
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Figure 3.19: a) Comparison of sensitivity to Al-CNT interface resistance for bi-
directional and uni-directional sample configurations at 3.6 MHz, 500 ps. b) Sensitivity 
of uni-directional TDTR to Al transducer thickness for CNT thermal conductivity and 
CNT-Al interface resistance. 
Although the focus of this work has been on modulation frequencies commonly used in 
TDTR (1-10 MHz), it is possible to go to much lower heating frequencies. As shown in 
Figure 3.20, there is some benefit for high resistance interfaces to measure with 
frequencies of ~200 kHz, while ~4-10 MHz is ideal for a bonded interface. Through a 
relatively thorough sensitivity parameterization we do not find a feasible 
sample/measurement scenario where the sensitivity to CNT free tips in contact with a 
solid surface is greater than ~ 0.1.  
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Figure 3.20: Sensitivity to Al-CNT interface resistance versus frequency for resistances 
of 0.1, 1.0, and 10.0 mm
2
-K/W. 
For the bonded glass-Al-CNT forest samples, where the Al-CNT interface 
resistances are significantly lower (< 1 mm
2
-K/W) the resolution of the measurement is 
plagued by low sensitivity to the CNT layer properties and interface resistance. In this 
scenario the sensitivity to the properties of the CNT forest is determined by the relative 
thermal effusivities of the glass and CNT forest.  
Despite the difficulties in achieving high-resolution measurements using pump-
probe thermoreflectance techniques, the lack of viable alternatives makes it worthwhile to 
continue to pursue more accurate measurements using TDTR for CNT forests. 
3.6.4 Sample fabrication for uni-directional TDTR measurement 
A process was developed to create a structure to allow uni-directional TDTR 
measurements of nanostructured surfaces, such as CNT free tips. Similar to Figure 3.11a, 
a hole pattern was etched into a Si wafer coated with metal to create a free-standing metal 
film onto which CNTs could be contacted. A four-inch Si wafer was coated with 250 nm 
Al that was then coated with photoresist for protection. A shadow mask was placed over 
the backside of the Si wafer during a Bosch etch process to create a series of holes in the 
back of the wafer, 300 μm in diameter. The Bosch was stopped after etching ~ 450 μm of 
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the 500 μm wafer. A XeF2 etch was used to remove the final 50 μm of Si since the Bosch 
process is incompatibile with metals and cannot come in contact with the Al. After the 
XeF2 etch removed the remaining Si the wafer was diced and the photoresist removed 
with Acetone, leaving the sample in Figure 3.21a.  
 
Figure 3.21: a) Si etched hole sample for Uni-directional CNT measurements b) SEM of 
etched hole with rough metal layer visible  
This sample configuration was very easy to test in TDTR. Since the only 
reflective surface of the sample is in the etched hole, it is easy to tell when the laser is 
properly aligned in the hole. Transmission measurements on a sample with the Al film 
removed indicated that more than 98% of the laser energy passed through the hole for 
20x, 10x, and 5x objectives. While it was possible to achieve a strong thermoreflectance 
signal, the measurements were not repeatable and it was not possible to fit data for known 
materials (thick dropcast polymer film and 500 nm Cr layer). Figure 3.22 shows the 
variability of repeat scans from the same sample when a thick layer of the polymer 
PEDOT:PSS is deposited on the backside of the Al film.  
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Figure 3.22: Example of TDTR data on PEDOT:PSS film through Si etch hole. Symbols 
are from three repeat scans and line is theoretically expected curve based upon 
measurement in traditional configuration. 
The reason for the variability was not well understood but was observed on three 
different types of samples with different properties. These problems were attributed to the 
partial etching and roughening of the Al film Figure 3.21b; although the XeF2 process is 
theoretically compatible with Al, it is likely that this step is what caused the degradation 
of the Al film. A second attempt was made using a slightly different process involving 
selectively exposing and developing a photoresist layer covering the metal, this process 
was unsuccessful due to the delamination of the photoresist layer. Despite these 
difficulties making a smooth metal film we have demonstrated that the concept is 
practical and should work with future modifications to the sample fabrication process.   
3.7 Conclusions 
Time Domain Thermoreflectance is a valuable tool for probing thermal transport 
for thin films and interfaces and building this system has enabled measurement of a 
number of interesting samples ranging from CNT forests (this chapter) to polymer thin 
films (Chapter 7). TDTR is traditionally used on solid smooth samples with limited 
ability to resolve multiple unknown properties; however, through the use multiple 
frequencies and robust data Monte Carlo data analysis we demonstrate that certain non-
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traditional samples such as CNT forests can be measured with a reasonable degree of 
accuracy. This technique also is extremely valuable to samples with anisotropic thermal 
conductivity where the in-plane and through plane thermal conductivity need to be 
simultaneously determined along with the metal-sample interface conductance. In 
addition to advancements in data analysis, we have demonstrated a straightforward route 
towards even more accurate measurements of non-traditional samples that lack a smooth 
surface where a thin metal film can be evaporated. This new configuration has 
implications for measurement not only of CNTs, but polymer nanotubes, graphene, 
liquids, nanoparticles, and polaritons. With slight modification of the previously 
attempted fabrication process we can open TDTR to a host of new samples that will 





CHAPTER 4 . 
THERMAL TRANSPORT IN POLYTHIOPHENE NANOTUBES 
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4.1 Introduction  
Bulk polymers are commonly considered thermal insulators owing to their low 
thermal conductivities, on the order of 0.2 W/m-K at room temperature. The low thermal 
conductivity of these materials is caused by the random orientation of the molecular 
chains in amorphous regions [16, 18], which reduces the mean free path of heat-
conducting phonons. While light weight, low cost, corrosion resistance, and 
manufacturability are attractive characteristics of polymers, such materials are currently 
used for thermal applications only in the form of composites that contain thermally-
conductive fillers [16].  
It is well understood that increasing the crystallinity and aligning the crystallites 
of a polymer (Figure 4.1a) leads to increased thermal conductivity [18], and recent 
reports demonstrate that metal-like thermal conductivity (> 100 W/m-K) can be achieved 
in ultra-drawn highly crystalline polyethylene [76]. It has also been found that some high 
modulus commercial fibers have a thermal conductivity of more than 10 W/m-K and the 
thermal conductivity versus temperature decays as 1/T at room temperature [24], 
consistent with anharmonic phonon-phonon scattering that dominates in highly 
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crystalline materials. The experimental demonstrations of polymers with high thermal 
conductivity compliments the findings of a number of simulations, which suggest that the 
thermal conductivities of individual chains of certain polymers can be extremely high 
[18, 159]. Such high thermal conductivity has thus far only been achieved in individual 
fibers and not in thermal applications due to processing limitations [16]. Additionally, the 
stretching process increases the modulus of elasticity of the fiber [160]. There is no report 
in the literature of using a high modulus polymer as a thermal interface material, and the 
stiffness of such a material may be problematic when bonding between rigid surfaces. 
Increasing the degree of crystallinity in polymers typically results in a proportional 
increase in both the elastic modulus [22, 161, 162], and the thermal conductivity [19, 22], 
although some recent work has shown that these relationships are not universal for all 
polymers [160]. Previous thermal conductivity enhancement studies have focused on 
semi-crystalline polymers, such as drawn polyethylene, that degrade at temperatures as 
low as 125°C [73]. 
 
Figure 4.1: Polymer chain morphology. a) Drawn semi-crystalline polymer.  The folded 
chains are crystallites or crystalline domains surrounded by amorphous regions. b) 
Amorphous polymer – chain orientation without folded crystalline domains. The 
direction of heat transfer is horizontal. 
Chain orientation within the amorphous regions of polymers (Figure 4.1b) is also 
understood to increase thermal conductivity [18, 163] although it is unclear whether 
significant chain alignment can be achieved without creating some crystalline domains. 
The increase in thermal conductivity through chain orientation in non-crystalline regions 
can only be properly studied through examination of a purely amorphous structure, which 
has not been demonstrated previously. Here we show that polythiophene (PT) nanofibers 
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can achieve thermal conductivity more than 20 times greater than the bulk polymer 
through chain alignment in a purely amorphous material via template-assisted 
electropolymerization. Figure 4.1 depicts the difference in morphology between chain 
alignment in semi-crystalline (previous studies [18, 22, 24]) versus purely amorphous 
polymers (this work). In this chapter we examine the structure, morphology, and thermal 
conductivity of individual nanofibers. In Chapter 5 we show that the thermal performance 
of vertically-aligned arrays of the PT nanofiber over device-size areas is stable at 200°C, 
which makes this material well-suited for use in high temperature applications, such as in 
power electronics in electric vehicles, waste heat recovery, and heat exchangers.  
4.2 Methods  
4.2.1 Fabrication of polythiophene nanotubes 
Nanoporous anodic aluminum oxide (AAO) were purchased from Whatman Co 
(Anodisc 13, 200 nm nominal pore diameter) and Synkera Nanotechnologies Inc 
(Unikera, 100, 55, 18 nm nominal pore diameter). Gold sputtering source (Au, 
99.9999%) were purchased from Kurt J. Lesker Co. Unless otherwise noted all the 
chemicals were purchased from Sigma-Aldrich and used as received. Boron trifluoride 
ethyl ether (BF3.Et2O) was freshly distilled before use. One surface of the AAO templates 
must be converted into electrode to synthesize polythiophene (PT) in the nanochannels. 
We sputter-coated ~500 nm of gold on one side of template and used the gold layer as the 
working electrode for electropolymerization.  
A simple and reproducible process using thermal diffusion bonding through a 
gold layer was developed to grow PT nanofibers directly on metal substrates. We found 
that excellent bonding occurred using a hydraulic pressure of about 45 MPa at 250°C for 
six hours. PT nanofibers (PT-NF) were fabricated directly on metal substrates by 
electrochemical oxidation at constant potential (1.3V vs Ag/AgCl) in a three-electrode 
one-compartment cell using a computer-controlled potentiostat-galvanostat (Epsilon 
electrochemical system). The sketch of electrochemical cell used for preparing the PT-NF 
arrays is shown in Figure 4.2. 
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Figure 4.2: Cross-sectional view of electrochemical cell used for template guided 
electrochemical synthesis of PT-NF. 
The anodic potential is measured versus Ag/AgCl reference electrode. The AAO 
template bonded to metal was used as the working electrode and a Kapton mask defined 
the active area. Clean and polished stainless steel foil was used as counter electrode. All 
solutions were de-aerated with argon and a slight overpressure of argon was maintained 
during nanofiber growth. The nanofibers were grown at constant potential.  To dissolve 
the AAO template and liberate the vertically aligned array of PT-NF, we treated the 
template with potassium hydroxide for 24 hours. Isolated arrays were neutralized with 0.1 
M hydrochloric acid and extensively washed with de-ionized water before attachment to 
the substrates, and the neutral state of the PT-NF was confirmed with Raman 




Figure 4.3: Illustration of typical process used to fabricate PT-NF on variety of 
substrates, suggesting the diverse applicability of process.  
The length of the nanofibers increases with total time of electrodeposition. The 
length and morphology (i.e., tubular versus solid fiber) of nanofibers were controlled by 
pore diameter and the total charge passed through the electrochemical cell. For 50 mM 
thiophene concentration the 200 nm diameter templates produced mostly hollow tubes 
while the smaller sizes (18, 55, and 100 nm) produced all solid fibers. The total charge 
was 0.2, 0.5, 1.0 and 1.5C to produce arrays of height 3, 4, 16, and 20 μm, respectively. 
This growth technique causes preferential chain growth up the wall of the nanopore in the 
direction of the tube axis. 
4.2.2 Thermal characterization 
4.2.2.1. Suspended microbridge technique 
The thermal conductivity measurement of single PT-NF with a suspended 
microbridge is described in detail elsewhere [164]. In short, the measurement device 
consists of two adjacent SiNx membranes each patterned with a serpentine platinum 
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resistance thermometer (PRT) and two electrodes, and supported by six, long, thin beams. 
A single PT-NF was placed across the gap between the two membranes. The 
measurements were carried out in an evacuated cryostat with pressure on the order of 10
-6
 
torr. A DC current supplied to one PRT raises its temperature by ΔTh, and heat 
conduction through the sample causes a temperature rise in the adjacent, sensing 
membrane of ΔTs. The temperature rise in the heating and sensing membranes was 
measured from the temperature coefficient of resistance of the PRTs, and the thermal 
conductance of the nanofiber was determined from the total Joule heating and 
temperature difference between the heating and sensing membranes. A  PT-NF is shown 
on a suspended microbridge in Figure 4.4. 
 
Figure 4.4: SEM images of PT nanofibers on suspended microbridge for thermal 
conductivity measurement. 
Due to the low thermal conductance of some of the nanofiber samples, on the 
order of 1 nW/K, it is necessary to account for the background heat transfer between the 
two PRTs via residual gas molecules and radiation. Neglecting this background 
conductance, which is comparable to the sample conductance, can lead to an overestimate 
of the thermal conductivity [165]. To eliminate the background conductance, the 
temperature rise on the sensing membrane was measured relative to the temperature rise 
on the sensing membrane of a blank device with no nanostructure. The background 
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thermal conductance makes a relative contribution of 5% for the nanofibers with diameter 
greater than 200 nm, and between 15 and 50% for the smaller diameter nanofibers.   
The uncertainty in the thermal conductivity contains a contribution from 
uncertainty in the diameter and suspended length measured by TEM, which ranges 
between 2-17% for the samples studied in this work, as well as a contribution from the 
measured thermal conductance, which correspondingly depends on the uncertainty in the 
Joule heating supplied to the heating membrane, the uncertainty that results from 
background subtraction, and the uncertainty in the measured temperature rise in the 
heating and sensing membranes, which combined can contribute between 1 – 11% for the 
samples studied here [164, 165]. The uncertainty in the sample temperature is taken as 
the difference in temperature between the heating and sensing membrane, which is 
typically 2-6 K. 
The measured thermal resistance of the sample is expected to contain a 
contribution from the contact resistance between the nanofiber and the SiNx membranes. 
This contact resistance is inversely proportional to the contact width, which is 
proportional to the diameter. In addition, the ratio between the contact resistance and the 
intrinsic diffusive resistance of the nanofiber is proportional to the diameter and inversely 
proportional to the suspended length of the nanofiber. Figure 4.5 shows the measured 
thermal resistance normalized by cross sectional area versus suspended length for 
diameters in the range of 71 nm and 245 nm at 250 K.   
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Figure 4.5: Resistance normalized by cross sectional area versus length for single PT-NF 
thermal conductivity measurements. The labels for the data points refer to the diameter of 
the nanofibers in nm. The colored lines represent linear fits to the data. 
For each of the two groups of nanofiber samples with diameter close to 200 nm 
and 100 nm respectively, the measured thermal resistance normalized by the cross section 
area increases generally with the suspended length. A linear fitting to the data for each 
group extrapolates to a residual resistance value at zero suspended length that is much 
smaller in absolute value than the resistances measured for all fibers except the ones with 
diameter 145 and 71 nm. Hence, the contact thermal resistance is small for all fibers 
excluding these two.   
4.2.2.2 Photoacoustic technique 
The details of the photoacoustic technique are covered in Chapter 2 (Section 2.3), 
but details specific to the measurement of Polythiophene nanotube arrays are discussed 
here. A schematic of the experimental setup is shown in Figure 4.6. 
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Figure 4.6: Photoacoustic experimental setup a) General view of system b) Sample 
configurations for PA. The sample diagram on the left is used to measure the total 
thermal resistance of a TIM and the sample diagram on the right is used to measure the 
thermal conductivity of the PT-NF array. 
The modulation frequencies used in this work are between 300 and 4000 Hz. The 
modulation frequencies used for testing allow the heat to penetrate the PT array and back 
contact fully, without passing completely through the quartz backing. The array 
conductivity sample stack (Figure 4.6 on the right) is created by flipping the PT-NF array 
over and placing it on top of the quartz. The PT nanotube array is attached to the Au 
(growth substrate) on one side and to a 3 mm quartz disc on the other side. The PT-NF 
are visibly dark and appear to strongly absorb the laser energy at 1100 nm.  
The Levenberg-Marquardt method is the non-linear algorithm used to 
simultaneously fit for multiple unknown parameters [105]. The initial guess values are 
perturbed multiple times in an attempt to ensure that the final values reached are a global 
rather than a local minimum. The unknown properties in data fitting model are the 
contact resistance between the Ag foil and the PT (Rc,dry), the layer resistance of the PT 
array, the contact resistance between the PT and the gold (Rc1), and the thermal 
diffusivity of the PT array.  
In this work, we use the new method introduced in Chapter 2 to direct determine 
the thermal conductivity of nanostructured arrays using the PA technique. The PA 
thermal model allows for volumetric heat generation from the absorption of laser energy 
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[99] so creating a surface heat flux is not critical in this case. While volumetric 
absorption within the PT-NF layer does not present a problem, any energy that passes 
through the array and reflects off the underlying metallic substrate would introduce some 
error. The high fill fraction of nanofibers (60%) will aid in the complete absorption of the 
laser energy for the longer arrays, however it is likely that some of laser energy reaches 
the substrate for the shortest arrays (height ~2 µm). The main motivation in removing the 
metal foil on top of the PT array is to increase the sensitivity of the measurement to the 
thermal properties of the array so that a more accurate measurement of the thermal 
conductivity is possible.  
To demonstrate the increased sensitivity of the bare array, the 11.6 µm array is 
considered as it was measured in both scenarios. For the bulk thermal resistance 
measurement the layers above the PT array are 80 nm of Ti, 25 µm of Ag, and 1 µm of 
Au. In addition the contact resistance between the Au and PT is estimated to be about 1 
mm²K/W based upon the PA measurement. In the case of the bare array, the PT is 
directly exposed to the He gas with no additional thermal resistance in between. The 
sensitivity for each case is plotted in Figure 4.7. 
 
Figure 4.7: a) Sensitivity of array thermal conductivity with and without top foil layer for 
the photoacoustic technique. b) Sensitivity of unknown parameters in photoacoustic 
measurement of array thermal conductivity. 
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The sensitivity of the measurement to the thermal conductivity of the PT array is 
three times higher for the bare array. Since the metal foil is the growth substrate for the 
array in this case the contact resistance is not extremely high. For higher contact 
resistance samples, the sensitivity to the array properties would be even lower. The main 
drawback of measuring the bare array is the less predictable interaction between the laser 
beam and sample. For a smooth layer of Ti on Ag foil the behavior of the incident light 
can easily be predicted. The optical absorption length (OAL) of Ti at 1100 nm is 
approximately 26 nm [119], which means that 95% of the laser energy will be absorbed 
in the Ti layer. The OAL of PT is not well documented and additional difficulties lie in 
understanding how the nanostructure will affect the absorption length. Transmission 
measurements were performed on the arrays to estimate the effective absorption length 
assuming the layer obeys the Beer-Lambert law: , where P is the transmitted 
power, Po is the initial power, and t is the sample thickness. The transmitted power was 
measured with a power meter using the same laser as the PA system (λ=1100 nm) and a 1 
mm spot size. The OAL were measured to be 2.0, 2.2, 4.2, and 6.0 for arrays of heights 
2.9, 3.9, 15.6, and 19.9 μm, respectively. The difference in OAL for different array 
heights is caused by changes in morphology, which is consistent with previous studies 
performed on carbon nanotube arrays that found the optical absorption length in 
vertically-aligned arrays increased with array height [118]. The amplitude of the PA 
signal was much stronger for the bare array compared to the foil-covered array, which 
would seem to indicate that a majority of the laser energy was absorbed in the top layer. 
If the heat generation was occurring in the buried metal layers, it would result in lower 
signal amplitudes.  
One of the advantages of using PA for nanostructured materials is the ability to 
use large spot sizes. In this work we use a 1 mm beam diameter, which is able to probe 
~1.5x10
7
 fibers in a single measurement. In contrast a 10-μm beam diameter (as in 
TDTR) would probe ~1.5x10
3
 fibers, or four orders of magnitude fewer fibers. Figure 
4.7b depicts the sensitivity of the unknown parameters in the bare array PA measurement.  
The measurement is most sensitive to the density and thermal conductivity of the 




density the unknown sample property values were perturbed by factors of 5, 20, 1/5, and 
1/20. The range of thermal conductivity values resulting from data fits with similarly low 
residuals was used as the uncertainty associated with data fitting. The measurement 
uncertainty is conservatively 1 degree of phase shift [106] as discussed in Chapter 2; to 
calculate the resulting uncertainty in thermal conductivity associated with the 
measurement, the experimental phase shift was changed by plus and minus 1 degree and 
then the data fitting was performed for each case. The difference between the measured 
and adjusted phase shift was considered the uncertainty due to the measurement. The 
total uncertainty in the thermal conductivity was found by: 22 fitmeastotal  , where 
Δmeas is the measurement uncertainty and Δfit is the data fitting uncertainty. This results in 
an average uncertainty of 14%.   
Although any convective heat transfer would be due to steady state temperature 
rise and not alter the periodic PA signal, the convective heat loss was estimated for 
completeness. For a laser power of 500 mW and a 1 mm beam diameter the steady state 
surface temperature rise was approximately 7°C at 300 Hz based upon a 3D photothermal 
model [166]. The convective heat transfer coefficient for a single 200 nm fiber was 




[167] assuming the fiber is isolated far away from other 
fibers, which would result in a heat loss of 3% to natural convection. This is considered 
an upper bound, since the convective heat transfer coefficient of each individual tube 
would be less when in a dense vertical array and also the gas within the dense array 
would be at a temperature slightly higher than ambient, so that the actual temperature 
gradient would be smaller.  
4.3 Structural Characterization 
4.3.1 Crystallinity and morphology 
To fabricate PT nanofibers with oriented chains, we electropolymerized vertically 
aligned arrays of PT nanofiber inside the aligned nanopore channels of anodic alumina 
templates. The arrays contained either solid fibers or mostly tubes depending primarily 
upon the pore diameter. Figure 4.8a shows a scanning electron microscopy image of a 
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typical PT nanofiber array. Template pore channels of varying diameter (200, 100, 55, 
and 18 nm) controlled the fiber diameter, although template irregularities caused 
fluctuations about these nominal diameters (e.g., the range of PT nanofiber diameters 
from 200 nm templates was 145-300 nm). The smaller diameter fibers (18 and 55 nm 
templates) did not remain vertically aligned after removing the template due to their 
reduced stiffness, making them more difficult to apply as heat transfer materials. The 
lengths of nanofibers were controlled by the total charge passed through the 
electrochemical cell during polymerization and varied from several microns up to tens of 
microns. Transmission electron microscopy (TEM) of PT nanofiber from 200 nm 
templates revealed tubular structures with wall thicknesses ranging from 40-80 nm 
(Figure 4.8b); however, a few of the ~200 nm diameter PT nanofiber were solid fibers 
(these were used for thermal conductivity measurements on single fibers in this diameter 
range). The PT nanofiber of smaller diameter were solid fibers. Such tube formation was 
consistent with the signature of two-dimensional growth observed in the 
chronoamperograms and the tendency of polymer chains to preferentially nucleate on 
pore walls as mediated by the solvophobic effect [168]. The high surface energy of 
alumina may also facilitate interaction between polymer chains and the pore walls, so as 
to promote chain expansion along the growth axis [169] and possibly prevent chains from 
folding into crystallites. While preferential chain orientation generally results from 
significant crystallinity in polymers (Figure 4.1)[19, 22, 31], in contrast, the PT nanofiber 
of the present work were found to be amorphous by electron diffraction (inset of Figure 
4.8 and Figure 4.10) and high-resolution TEM (Figure 4.8c) analyses conducted at 
different locations along the fiber lengths. The amorphous nature of the fibers was also 
confirmed by x-ray diffraction (Figure 4.11).  
To confirm and quantify molecular chain orientation in the PT nanofiber, we used 
polarized infrared absorption spectroscopy (PIRAS) [168]. Higher absorbance was 
observed with parallel polarization, indicating structural anisotropy within the material. 
The vibration band at 1222 cm
-1
, corresponding to Cα-Cα inter-ring stretching along the 
polythiophene backbone [170], was used to estimate the dichroic ratio and orientation 
function. A dichroic ratio greater than 1 indicates preferential molecular chain alignment, 
and can be used to estimate the percentage of chains aligned parallel to the fiber axis 
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[169]. Representative samples of the ~200 nm diameter tube arrays possessed a dichroic 
ratio of 2.0 ± 0.2 and 25 ± 4% preferential orientation (details in the supplemental 
materials). The dichroic ratio and degree of orientation increased to 3.2 ± 0.3 and 42 ± 
3%, respectively, for representative samples of the ~100 diameter fiber arrays (PT 
nanofiber diameters from the 100 nm templates ranged from 70-120 nm). These data 
clearly indicate a distinct degree of chain orientation along the amorphous PT nanofiber 
axis as illustrated in Figure 4.8b, which increased significantly as the fiber diameter 
decreased.   
 
Figure 4.8: Microstructure of polythiophene (PT) nanofibers. c) SEM of vertical PT 
nanofiber arrays on a metal substrate. d) TEM of a PT nanofiber from a 200 nm template. 
Inset reveals a selected area electron diffraction analysis consistent with amorphous 
material. e) High-resolution TEM of a PT nanotube wall revealing amorphous material. 
SEM images of as prepared samples are shown in Figure 4.9; a 90° tilt angle was 
used for side views. The top view shows the tips of the nanofibers clumping together due 
to capillary forces while drying, but the side view confirms that the majority of the tube 
length maintains nominal vertical alignment.  
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Figure 4.9: SEM images of PT nanotubes fabricated at various amounts of total charge 
passed through the electrochemical cell. a) Top view of PT nanotube synthesized with 
total charge 0.2, 0.5 and 1.0 coulombs; from left to right; scale bars correspond to 2 µm. 
b) Side view of PT nanotube synthesized with total charge 0.2, 0.5 and 1.0 coulombs; 
from left to right; scale bars correspond to 1 µm. The nanofibers tend to aggregate due to 
strong capillary forces and their large aspect ratios. 
 A number of transmission electron microscopy (TEM), selected area electron 
diffraction (SEAD) images and high-resolution TEM images of smaller diameter (100, 
55, and 18 nm) PT-NFs are shown in Figure 4.10. In total, more than 30 fibers were 
examined in detail in TEM for each diameter range. The electron diffraction pattern in 
SEAD images (middle part of Figure 4.10) of NFs contains a broader ring and no bright 
spackles suggesting the amorphous nature of PT-NFs [171]. We also examined these 
fibers with standard powder x-ray diffraction. In prior work, we have observed increased 
crystallinity in PT films electropolymerized at constant current [172], which shows sharp 
peaks associated with in-plane (d1) and cross-plane (d2) spacing of PT chains in the film. 
Others [173] have also observed crystallinity in PT films created through electrochemical 
deposition at constant current. However, we only observed a broad hump, similar to other 
amorphous materials [174], in the XRD pattern (Figure 4.11) of PT films and ~200 nm 
PT-NFs electropolymerized at constant potential. The XRD patterns for ~100, ~55, and 
~18 nm PT-NFs were flat with no peaks or significant humps (not shown). This suggests 
that all PT-NFs were amorphous. We also performed HR-TEM, as it provides the highest 
resolution of structural details, at various locations on different nanofibers, which 
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confirmed the absence of long-range ordering in the electropolymerized nanofibers 
(Figure 4.10 bottom).  
 
Figure 4.10: TEM images (upper), selected area electron diffraction (SAED) pattern 
(middle), suggest the amorphous nature of the fibers, and respective HR-TEM image 
(lower); confirms the absence of nano-crystallites. All PT-NFs of were synthesized with a 
total charge 0.5 coulombs. a) 18 nm template; scale bar is 400 nm. b) 55 nm template; 
scale bar is 100 nm. c) 100 nm template; scale bar is 100 nm. The scale bars in the HR-
TEM images indicate 2 nm. 
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Figure 4.11: XRD pattern of PT- films and an array of PT NFs (diameter ~200 nm) on 
substrates fabricated by electropolymerized using 50 mM thiophene and BFEE as 
electrolyte.  The peaks associated with in-plane (d1) and cross-plane (d2) spacing are 
marked on XRD pattern of the semi-crystalline film for reference. The semi-crystalline 
film was electropolymerized at constant current [172], and the amorphous film and 
nanofibers were electropolymerized at constant potential. 
4.3.2 Polymer chain alignment  
Polarized infrared absorption spectroscopy (PIRAS) is a well-established method 
for studying the degree of chain orientation in polymers [175, 176].  A PIRAS-
microscope (FTS7000-UMA600, Agilent) with Perkin-Elmer wire grid polarizer (186-
0243) was used for this purpose with samples oriented 10° parallel from the IR beam 




Figure 4.12: Illustration of PIRAS experimental setup. 
The freestanding PT-NF on metal foils were planarized in one direction by a 
“knock-down” process using a Teflon-based roller [177]. The planarized PT-NF (Figure 
4.13b and c) are mounted in the controlled atmosphere sample chamber of the PIRAS 
system. PIRAS spectra of the PT-NF surfaces were recoded with KBr as the beam splitter 
and a liquid nitrogen cooled MCT detector in the 400-4000 cm
-1 
frequency range. It 
should be noted that any misalignment of the tubes from the knock-down procedure (i.e., 
if they do not all lay in the same direction) would only lessen the selective absorbance 













 inter-ring stretching band along the polymer backbone, and molecular 
orientation of PT chain in fibers. b-d) Representative SEM image of PT-NF array 
planarized by knock-down technique and corresponding   PIRAS spectra of PT-NF:  from 
~200 nm template (b and c), and from ~100 nm template (d and e). 
The intensities of light polarized orthogonal and at 10° to the axes of the 
nanofibers are I┴ and I10 with absorbance values A┴ and A10, respectively. The parallel-
polarized absorbance, A║ is a component of the absorbance from the beam labeled I10, 
which is oriented at an angle of 10°  with respect to the fiber axis, as described by eq. 5.1. 
  (Eq. 4.1) 
A qualitative measure of chain orientation is the dichroic ratio, R, defined as the ratio of 
A║ to A┴. Deviation of this value from unity is indicative of selective orientation of the 
bond associated with the absorption band [176]. Dividing Equation 4.1 through by A┴ 
allows the dichroic ratio to be solved for from the measured infrared absorbances, as 
shown in Equation 4.2. 




  (Eq. 4.2) 
To further quantify the chain orientation, we calculate the average orientation distribution 
[176, 178] function (f)avg:  
   (Eq. 4.3) 
Where R is dichroic ratio and R0 = 2 cot
2
 α, α being the angle between the transition 
moment associated with the considered absorption band and the molecular axis (Figure 
4.13a). By assuming the angle between the transition moment associated with in-plane 
stretching vibration and molecular axis remain unaltered during vibration, R0 is taken as 
zero, which sets (R0+2)/(R0-1) to unity [178, 179]. Several different locations on 
representative PT-NF samples fabricated with the ~200 and ~100 nm templates were 
tested and the standard deviation of three measurements was used to determine the 
experimental uncertainty for the reported orientation parameters and dichroic ratios. 
Orientation parameter is a fraction of chain alignment varied between zero for random 
chain orientation and one for complete orientation. PIRAS measurement suggest that  
~200 nm nanotubes and ~100 nm nanofibers have 25% and 42% preferential chain 
orientation along the axis respectively.     
4.4 Results and Discussion  
4.4.1 Thermal conductivity of individual nanofibers 
The thermal conductivity of individual nanofibers was measured using a 
suspended microbridge [164] (Figure 4.14). The thermal conductivity of the fibers 
increased strongly as the fiber diameter decreased, a trend that agrees with the chain 
orientation measurements. The thermal conductivity of solid nanofibers with diameters of 
204 ± 10 and 71 ± 3 nm increased monotonically from 100 to 350 K (Figure 4.14), which 
was consistent for all fibers measured. While the thermal conductivities of certain 


























SiO2 [180], some hydrogenated silicon films [182], as well as some polymers (PEMA, 
and PVC) [18] are still increasing at this temperature. The fibers in the present work 
exhibit a distinct trend of temperature-dependent thermal conductivity when compared 
with two commercial high-modulus fibers – polyethylene (PE) and polybenzobisoxazole 
(PBO) (Figure 4.14b) – which were measured with time domain thermoreflectance 
(TDTR) [24]. Both commercial fibers are drawn with a high degree of crystallinity and 
exhibit a 1/T decay in thermal conductivity at room temperature and above [24]. In 
contrast, the thermal conductivity of the PT nanofiber increases modestly at 300 K (k ~ 
T
0.4 
for d = 71 nm and k ~ T
0.2 
for d = 245 nm).  While the dominant phonon scattering 
mechanism in the crystalline fibers at room temperature is anharmonic phonon-phonon 
(umklapp) scattering, the nanofibers in the present work appear to still be dominated by 
inter-chain scattering due to disorder despite some degree of chain orientation. It is likely 
that the PT nanofiber possess a strong increase in short-range ordering, while long-range 
order is still absent.  
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Figure 4.14: a) Single fiber thermal conductivity at room temperature as a function of 
fiber diameter. b) Representative single fiber thermal conductivity measurements on the 
microbridge as a function of temperature (the x-error bars are approximately the width of 
the data marker in all cases). Amorphous polythiophene data (a-PT) is from this work. 
Crystalline polyethylene (c-PE) and crystalline polybenzobisoxazole (c-PBO) are 
measurements reported in Ref. [24] Black dashed line represents the predicted minimum 
thermal conductivity [180] for PT. 
In highly disordered amorphous solids the concept of a phonon (i.e., propagating 
lattice vibration with a defined wave vector) loses meaning and is replaced by vibrational 
states called diffusons that are neither fully localized nor propagating [17, 183], which is 
the basis of the minimum thermal conductivity theory [180]. Recent work has shown that 
even disordered solids can have phonon-like modes that propagate hundreds of 
nanometers [182, 184], which is in conflict with this concept. Despite some 
shortcomings, the minimum conductivity theory can still provide reasonable agreement 
with some polymers [24] and is plotted in Figure 4.14. The predicted minimum thermal 
conductivity is approximately a factor of two higher than the thermal conductivity of the 
PT film and plateaus around 300K (discussed in the next section). This prediction is 
based upon the bulk speed of sound, but if the speed of sound in the PT nanofiber was 
significantly increased by the chain orientation, as one might expect [185], the thermal 
conductivity would still be increasing at 300 K as we have observed in the PT nanofiber. 
The room temperature thermal conductivity of the 245 ± 5, 204 ± 10, 145 ± 2, 84 ± 14, 84 
± 12, and 71 ± 3 nm fibers were found to be 0.6 ± 0.1, 0.8 ± 0.1, 1.0 ± 0.1, 1.6 ± 0.3, 2.9 
 97 
± 0.4, and 4.4 ± 0.3 W/m-K, respectively, the latter of which is 23 times higher than for 
bulk PT (0.19 ± 0.02 W/m-K) as measured on a film using the photoacoustic technique). 
The differences in thermal conductivity of the three fibers between 71 and 84 nm in 
diameter are an indication of fiber-to-fiber variability in chain alignment and an average 
thermal conductivity of 3.0 W/m-K should be used when comparing fiber diameters to 
consider size effects. It is worth noting that these values are the apparent thermal 
conductivity of individual nanofibers, and are lower than the intrinsic diffusive thermal 
conductivity because of the presence of contact thermal resistance in the two-probe 
thermal measurement. As discussed in the supplemental materials, the contact resistance 
could be appreciable for the fibers of diameter 71 and 145 nm, but it is small for the other 
fibers. The resistance versus length of the fibers is shown in Figure 4.5. 
4.4.1.1 Minimum thermal conductivity model 
The modified expression for the minimum thermal conductivity is given by [180]: 
   (Eq. 4.4) 
where vi is speed of sound of the i
th
 mode (two transverse and one longitudinal), n is the 
number density of atoms, and      iBi vkn /6
3/12   is the Debye cut-off frequency in 
units of temperature. The longitudinal speed of sound is 2800 m/s for bulk PT [186], and 
the transverse speed of sound was estimated to be 1200 m/s based on ratios the ratio of 
longitudinal to transverse speed for a number of other polymers [187]. The atomic 




 based upon atomic masses of the 
monomer unit and the amorphous polymer bulk density of 1 g/cm
3
 [188]. Equation 4.4 
was numerically integrated over a range of temperatures with constant speed of sound 
and atomic density to produce the kmin-PT line in Figure 4.14b. It should be mentioned 
that in addition to the existence of long mean free path phonons present in disordered 
solids [184] the likely deviation from the Debye density of states for polymers will cause 
additional errors. There is also the possibility that phonon-assisted fracton hopping in 
disordered solids could contribute to thermal conductivity [189]. 





































4.4.2 Polythiophene array thermal conductivity 
Large area arrays of nanotubes with controlled heights are required to create a 
usable heat transfer material. Hence, the effective thermal conductivities of films of 
vertically-aligned PT nanofiber (~200 nm diameter tubes) were measured using a 
photoacoustic technique [190] Figure 4.6. Films with nanotube heights of 2 to 20 µm 
exhibited thermal conductivities Figure 4.16 ranging from 0.8 to 1.0 W/m-K with little 
dependence on nanotube height. The estimated thermal conductivity of individual fibers 
within these films was 1.4 ± 0.3 W/m-K assuming solid fibers with a fill fraction of 60% 
(estimated from the manufacturer’s template pore density and diameter specifications). 
Further correction for the void space within the tubes (based on a diameter of 200 nm and 
a wall thickness of 40 nm from TEM images) yielded an estimated individual tube 
thermal conductivity of 2.2 ± 0.6 W/m-K with an overall fill fraction of ~38%. Since 
accurate measurement of tubes was not possible with the suspended microbridge, the 
single fiber conductivities extracted from photoacoustic measurements are intended to 
provide an estimate for comparing tubes and solid fibers of similar diameters. The single 
tube conductivity from photoacoustic implies that tubes have higher thermal conductivity 
than solid fibers. Unfortunately, this trend could not be confirmed with chain alignment 
measurements using polarized infrared absorption spectroscopy since we were unable to 
grow arrays with mostly solid fibers in the 200 nm diameter templates. 
To assess the validity of the bare array measurement, several PT films (each ~3 
µm thick) on quartz were measured using the PA technique without a metal transducer 
layer. The average measured thermal conductivity of the PT film was 0.19 W/m-K which 
is within the expected range; the only previous measurement of a PT thermal 
conductivity we could find reported a value of 0.17 W/m-K [191]. Further validation was 
found by using the array conductivity to estimate the single tube conductivity and 
compare with the value that was measured by McMenamin et al. as collaboration for this 
work [192]. They measured the single tube conductivity to be between 0.36 and 0.64 
W/m-K for three tubes made with the 50 mM, 1.5 C recipe. Our data for an array using 
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the same recipe indicated single tube conductivity of 0.62 ± 0.08 W/m-K, which was in 
good agreement. An example of PA data from a bare array thermal conductivity 
measurement is shown in Figure 4.15. 
 
Figure 4.15: a) Picture of PT NF array measurement in PA. b) Representative data fit for 
array thermal conductivity measurement using the photoacoustic technique. This data is 
for an array of height 12 µm, which has a layer thermal conductivity of 0.76 W/m-K.  
4.4.2.1 Effective medium theory 
The measured effective array thermal conductivity values were used to estimate 
the thermal conductivity of individual fibers within the array. The generalized form of the 
effective thermal conductivity of a composite with uniform sized ellipsoidal particles is 
[193]: 
 (Eq. 4.5) 
where is the effective through plane conductivity of the film, is the fill 
fraction of the particles, and given by: 
  (Eq. 4.6) 



































  (Eq. 4.7) 
where θ is the angle between the axis of the film layer and the local particle axis, and ρ(θ) 
is the distribution function of the particle orientation. are the geometrical shape factors 
given by: 
  (Eq. 4.8) 
 
where p is the aspect ratio of the ellipsoid, a3/a1. In the limit where the aspect ratio is very 
large and the fibers are perfectly vertically aligned  and p  ∞ so  
and which reduces Equation 4.5 to  
 , 
(Eq. 4.9) 
which is identical to the rule of mixtures. While Feser et al. used the simplified form 
(Equation 4.9) for a uniform array of Si nanowires in a matrix of spin on glass [192], 
Marconnet et al. used the more general version to predict the effective thermal 
conductivity of arrays of nominally aligned CNTs [193]. Our PT-NF are not as well 
aligned as an etched Si nanowire array, they are significantly more aligned than CNTs. 
We use Equation 4.9 to estimate the individual fiber thermal conductivity as a lower 
bound. Introducing an orientation distribution will increase the predicted single tube 
conductivity ( ) for the same measured effective thermal conductivity ( ). The fill 
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the array measurements, are shown in Figure 4.16. The thermal conductivity of short 
fibers was less than that of long fibers, but not by a significant amount.  
 
Figure 4.16: Single fiber conductivity as a function of fiber length measured by PA. The 
values are extracted from array measurements using effective medium theory assuming 
solid fibers, which is an underestimate because most fibers are tubes. All measurements 
are performed on arrays with nominal fiber diameters of 200 nm.  Each circle represents a 
group of data that is different spots on the same sample. 
Based upon the average film conductivity of 0.9 ± 0.1 W/m-K the solid fiber 
thermal conductivity would be 1.4 ± 0.2 W/m-K. Many of the fibers in the array were 
found to be hollow tubes from TEM with wall thicknesses from 40 to 80 nm based upon 
the same pore density and tube diameter and a tube wall thickness of 40 nm, the overall 
polymer fill fraction could be as low as 38%. If we assume that all the fibers in the array 
are actually hollow tubes the thermal conductivity of the polymer-portion of the tube 




. The range of 1.4 to 2.2 W/m-K gives an estimate of the 
thermal conductivity enhancement in the PT material within the array.  
4.5 Conclusions 
We report the syntheses of amorphous PT nanofiber with room-temperature 
thermal conductivities as high as 4.4 ± 0.3 W/m-K, which, to the best of our knowledge, 
is the highest value reported so far for an amorphous polymer, and is among the highest 
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lattice thermal conductivities reported for amorphous materials [181, 194, 195]. The PT 
nanofiber, fabricated with a template-assisted electrochemical method, were found to 
possess a degree of chain orientation along the fiber axis, and both the degree of chain 
orientation and thermal conductivity were observed to increase as the fiber diameter 
decreased. The enhanced PT nanofiber thermal conductivity originates from the relatively 
high thermal conductivity of single oriented PT chains that is attenuated by phonon 
scattering from an overall disordered structure. Our study provides an alternative means 
of obtaining polymers of high thermal conductivity via an increase in chain alignment 
without crystallization, using a fabrication process that is readily amenable for mass 
production. This work demonstrates that a chain-oriented amorphous polymer can exhibit 
appreciably enhanced thermal conductivity compared to bulk polymers, and creates the 
potential of such amorphous polymer nanofibers to be used as heat transfer materials for 
a host of practical applications.  
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CHAPTER 5 . 
POLYTHIOPHENE NANOTUBE ARRAYS AS THERMAL INTERFACE 
MATERIALS 
 
The author would like to thank Dr. Virendra Singh for fabrication of the samples 
used in this work as well as the adhesion force measurements, and to thank Mr. David 
Altman, Mr. Daniel Resler, and Mr. Todd Gattuso of Raytheon Company for the thermal 
cycling of the simulated RF device. 
5.1 Introduction 
In the previous chapter we reported on creating polymer nanotubes [26] that had 
leveraged the geometric confinement in a nano-porous anodic aluminum oxide (AAO) 
template to align the polymer chains along the pore axis and create enhanced thermal 
conductivity, up to twenty times higher than bulk polythiophene. Currently, most work 
towards polymer thermal interface materials (TIMs) is focused on adding thermally 
conductive fillers to polymers to provide increased thermal conductivity which is often 
reported in the range of 0.5 to 5 W/m-K [61, 76, 82, 83]. A summary of the resistance of 
various polymer composites and commercially available TIMs is in Section 1.4. 
 Besides the possibility of expensive fillers or complicated processing, one major 
difficulty with many polymer composite TIMs is thermal stability. Polymer-based TIMs 
have been shown to degrade at temperatures as low as 125°C [73] which can be 
problematic for reliability and performance of electronics in some harsh environment 
applications. While typical consumer electronics operate at maximum temperatures of 
about 70°C, the new generation of power electronics in automotive applications are 
expected to operate at temperatures between 175 and 200°C [196]. Additionally ground-
based military electronics must operate as high as 125°C with avionics temperatures 
reaching 225°C in some cases [3].  Low-grade waste heat recovery requires TIMs that 
can operate in the temperature range of 180°C to 330°C [197]. High-temperature 
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electronics require that the TIM possess thermal stability at the higher temperatures and 
increased mechanical compliance to accommodate an increase in thermal expansion 
mismatch between two ad-joining materials.  Because of these additional requirements 
placed upon high temperature TIMs, they often have a high thermal resistance as a trade-
off. For example thermally conducting gels typically have a resistance of 40-80 mm²-
K/W, phase change materials (PCM) have a resistances of 30-70 mm²-K/W, and thermal 
pads have resistances in the range of 100-300 mm²-K/W [2].  
 While most base polymer resins are known to degrade at the aforementioned high 
temperatures, there is a group of aromatic polymers that possess exceptional thermal 
stability (above 300°C), including polythiophene (PT) [198]. PT has an aromatic 
structure and no side chain, which typically leads to better thermal stability.  Additionally  
Lu et al. demonstrated that PT arrays possessed extremely strong adhesion forces when 
dried in contact with mica, glass, and GaAs surfaces [82]. Here we demonstrate the 
feasibility of creating a TIM out of PT nanotubes, and here we examine the effects of 
several application parameters such as the array height, bonding pressure, and applied 
pressure on the total thermal resistance of the PT TIM. The adhesion force of the TIM 
was also measured and component resistances are estimated to ascertain focus areas for 
continued improvements. 
5.2 Methods  
5.2.1 Total thermal resistance of TIMs using photoacoustic technique 
The photoacoustic technique as described in Chapter 2 was used to the measure the 
total thermal resistance of PT TIMs as shown in Figure 5.1. The sample configuration is 
80 nm Ti on a 25 μm Ag foil with PT array attached; underneath the array the free tips 
are in contact with a thick quartz substrate which serves as the thermally thick backing 
needed for the PA measurement. Modulation frequencies between 200 and 4000 Hz were 
used and the He pressure in the photoacoustic cell was varied between (7, 70, and 140 
kPa). If not otherwise noted the pressure was 140 kPa. In this case, the unknown 
properties are the contact resistance on each side of the PT array, the thermal 
conductivity of the PT array, and the volumetric heat capacity of the PT array. Previous 
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work has shown that the sensitivity of the model to total thermal resistance is much 
greater than the layer properties of thermal conductivity and heat capacity [93] and 
multiple initial guesses were used to quantify the uncertainty due to data fitting. The 
uncertainty due to data fitting was combined with the experimental uncertainty of ± 0.5º 
phase shift to estimate the total uncertainty in which the experimental and model 
uncertainty are added in quadrature. The uncertainty varies for each specific sample, but 
is generally in the range of 10-20%, although several of the smaller samples had an 
uncertainty in the range of 40% due to the data fitting. We note that this uncertainty is 
particular to the specifics of individual samples and is not a limitation on the ability of the 
PA technique to resolve lower resistance samples.  
 
 
Figure 5.1: a) Side view SEM of PT array b) Top view SEM of PT array c) Photoacoustic 
setup and PT TIM configuration for measuring total thermal resistance. 
5.2.2 Normal adhesion force measurements 
To investigate the normal adhesion force, a PT nanotube array in the wet state 
was placed in contact with the surface of a quartz disc and left for drying under ambient 
conditions. Once dried, these nanotube arrays adhered to the quartz surface. A pin for 
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griping the sample in the test apparatus was glued on the Ag foil using quick-dry 5 min 
epoxy. The epoxy adhesive was coated on the center of the sample with an area smaller 
than that of the Ag foil. Another pin was glued to the backside of the quartz substrate and 
the normal pull-off force was measured using a 100 series electromechanical universal 
tensile test machine (TESTRESOURCES) as shown in Figure 5.2. The sample sizes were 
between 0.5 and 0.8 cm² and the samples were tested at a strain rate of 1.0 mm/min.  
 
Figure 5.2: Normal adhesion force measurement. 
5.2.3 Thermogravimetric analysis 
A TA Instruments SDT Q600 thermogravimetric analysis (TGA) system was used to 
determine the thermally induced degradation of the PT. Samples were heated at a rate of 
10°C/min in air with an initial and final temperature of 150°C and 700°C, 
respectively.  The change in weight percent and the derivative of the sample weight with 
respect to temperature were monitored to determine the onset of sample degradation. 
5.3 Results and Discussion  
5.3.1 Total thermal resistance 
To demonstrate the potential usefulness of this material in an electronic device 
cooling application, thermal interface materials (TIMs) were created directly on metal 
substrates using vertically-aligned arrays of PT nanotubes (Figure 5.3a). The total 
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thermal resistance of a TIM is a function of the layer thermal conductivity (k), layer 
thickness (L), and contact resistance (Rc1, Rc2) on each side of the material (Figure 5.3a) 
and is given by: Rtotal = Rc1 + L/k + Rc2. The thermal resistances of three PT nanotube 
TIMs (with ~200 nm diameter, 2-3 μm tall tubes), measured using the photoacoustic 
technique, were 12.8 ± 1.3, 14.4 ± 3.3, and 17.1 ± 2.5 mm²-K/W, respectively. The error 
bars represent one standard deviation of four to six measurements on each TIM. The TIM 
was remarkably robust; that is, after thermal treatment for 100 h at 200°C, detachment, 
and then reattachment, no appreciable increase in thermal resistance was detected (3% 
increase after baking, 18% decrease after reattachment) (Figure 5.3b). The decrease in 
resistance after reattachment likely resulted from small changes in the morphology of the 
tips that improved surface contact. Polythiophene’s conjugated and aromatic structure 
offers good thermal stability and a high melting temperature due to strong alternating 
double bonds along their rigid backbone [199], and certain polymers with an aromatic 
structure, such as polythiophene, are known to exhibit even greater thermal stability. The 
TIM resistances compared favorably with a number of commercial TIMs (Section 1.4), 
and were significantly lower than the resistances of commercial TIMs (40-80 mm
2
K/W) 
considered attractive for automotive applications at elevated temperatures [2]. To our 
knowledge, this is the only reported value for a pure polymer TIM – the naturally low 




Figure 5.3: Application of polythiophene nanotubes as a TIM. a) TIM illustration with 
component thermal resistances. b) Total thermal resistance measurements of PT-NT 
TIMs with the photoacoustic technique. Post-bake data was obtained after the sample was 
heated in air for 100 h at 200°C. Re-work+post-bake data was obtained after the same 
sample was wetted, removed from the quartz, then re-wetted and dried on the quartz. 
As a further demonstration of the applicability of this material in devices, a PT 
nanotube TIM was integrated into a high power silicon carbide radio frequency device 
simulator (Figure 5.4a), held at 130°C for 308 hours, and then thermally cycled in air 
between 5 and 200°C 80 times over 16 hours (Figure 5.4b). The total PT nanotube TIM 
resistance as a function of power density did not change noticeably after this aggressive 
thermal treatment and cycling (Figure 5.4c), which was particularly noteworthy given the 





) and the thin bond line (2-3 μm). To compare, the resistance of a common 
Ag-filled epoxy increased by 354% in only 36 cycles. It is important to note that the total 
resistance of the PT nanotube TIM decreased modestly as the temperature was increased 
up to 460 K. Given that the contact resistance is unlikely to change significantly with 
temperature, this implies that the thermal conductivity of PT nanotube continues to 
increase slowly at temperatures well above 300 K.  
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Figure 5.4: Device demonstration of polythiophene nanotubes TIM. a) PT nanotube array 
grown on a Cu heat sink and dried in contact with a SiC RF device simulator. b) Device 
operated while cycling in air between 5°C and 200°C for 16 h (80 cycles with 5 min 
dwell times at each temperature). c) The total thermal resistance, Rtotal, of the PT 
nanotube TIM was measured as a function of power density before baking at 130°C for 
308 h, after baking, and after thermal cycling (as in b). d) Cross-sectional SEM of the 
device after testing. The blown-up image reveals a void in the Cu heat sink that prevented 
the PT nanotube TIM from making good thermal contact. 
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The total resistance in the device was significantly higher (85-105 mm²-K/W ± 
10%) than in lab-scale tests, owing to processing voids at the interface where the 
template was bonded to the Cu block (Figure 5.4d). The high temperature design target is 
125°C for military electronics, and 140°C for automotive applications [200], so the 
observed thermal stability of the PT nanotube TIM up to 200°C makes it well-suited for 
elevated-temperature applications where many other TIMs are unable to operate reliably 
[2]. At present, however, the PT TIMs are too thin and difficult to process for 
applications with significant surface roughness. They also provide less adhesive strength 
than typical solders and epoxies, so reinforcement could be required for their use in some 
applications. 
Figure 5.5 shows an example of the PA experimental data for the PT array (L = 
1.9 µm) along with the best-fit theoretical curve. This data represents a fairly typical data 
fit with a residual or goodness of fit near the middle of all data sets. The error bars 
represent ± 0.5 degree of phase shift. The total resistance of the sample was 17.7 mm²-
K/W, the array thermal diffusivity was found to be 0.3 mm²s
-1
, and the interface 
resistance between the Ti and Ag was 0.2 mm²-K/W. 
 
Figure 5.5: Representative PA data for PT TIM, height = 1.9 µm , Rtotal = 17.7 mm²-K/W. 
The total thermal resistance of 17 PT TIMs was measured in three different 
groups based upon monomer concentration used for electropolymerization and pressure 
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used to dry the free tips against the opposing substrate. The monomer concentration has 
been found to affect the morphology of the nanotube growth [201] which may in turn 
affect the thermal performance of the PT array. The array heights varied from 2 to 16 µm, 
with resistances that varied between 9.8 ± 3.8 and 71.1 ± 5.5 mm²-K/W. In general, the 
total resistance increases with array height as can be seen in Figure 5.6a. 
 
Figure 5.6: Total TIM resistance a) as a function of array height under different 
fabrication conditions. 50/30 mM represents the monomer concentration during 
electropolymerization. High/Low P is drying under pressures of 220 and 10 kPa, 
respectively. Each data point represents between three and six measurements on the same 
sample. b) Total resistance as a function of applied pressure for 50 mM, low drying 
pressure. Each data point represents three measurements on the same sample. 
The resistance values observed here are similar to those report for poly(3-
hexyl)thiophene (P3HT) in partially etched AAO templates for similar nanotube heights 
[35]. Compared to solution-processed P3HT, electrodeposited PT will have a shorter 
chain length, no side chain, and lower crystallinity (none). While each of these properties 
has the potential to influence the thermal transport and mechanical compliance (i.e., 
contact area) no large difference in the total thermal resistance is observed in similar 
tests. In most cases the differences observed between the three fabrication processes here 
were small, although in several cases the short arrays (< 6 μm) dried under high pressure 
had significantly higher resistance. For these TIMs the reduced contact area of the free 
tips is clearly visible through the quartz substrate (through regions of color contrast), 
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although it is unclear whether this is caused by poor quality in the elecropolymerization 
or variability in the adhesion process. The total thermal resistance of PT TIMs made 
using monomer concentrations of 30 mM, and 50 mM were not noticeably different 
indicating that the total thermal resistance of the PT TIMs was not extremely sensitive to 
this parameter of the electropolymerization process.   
For a monomer concentration of 50 mM the total array resistance at 6 and 12 μm 
was very similar under both drying pressures. The resistance at low drying pressure for 2-
µm height was 9.8 ± 3.8 mm²-K/W and as low as 54 ± 6.2 mm²-K/W for an array height 
of 16 µm. The total thermal resistance of the PT TIMs was found to be relatively 
independent of applied pressure for low and moderate pressures (Figure 5.6b). The 
resistance at 10 kPa is 9% lower for the 16-µm TIM and 13% lower for the 12-µm TIM 
compared with 140 kPa. The resistance of the 2-µm TIM decreases by 18% between 10 
and 140 kPa. While it is possible that the resistance of the PT TIMs has a weak 
dependence on pressure, the changes measured are within the bounds of the experimental 
uncertainty and are not significant. The implementation of the photoacoustic technique in 
this work is limited to an applied pressure of 150 kPa, however similar pressures have 
resolved changes in resistance of poorly adhered interfaces in the past [77, 202]. This 
suggests that the contact area of the nanotube tips remains unchanged by the addition of 
pressure on the interface after the tips have adhered to the interface during the drying 
process. 
5.3.2 Stability at elevated temperatures 
We first demonstrated that a PT TIM baked for 100 hours at 200°C has virtually 
constant total thermal resistance (Figure 5.3), and we then extended this to examine the 
stability of PT TIMs at even higher temperatures. A 6-μm PT TIM was baked at different 
temperatures in air at atmospheric pressure for 10 hours at temperatures from 200°C to 
300°C in increments of 25 degrees. In between each 10-hour bake the thermal resistance 
of the TIM was measured using photoacoustic. It was observed that the thermal resistance 
changed very little as the bake temperature increased (Figure 5.7), with the total thermal 
resistance after baking at 300°C nearly identical to that measured prior to any high 
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temperature exposure. In addition the PT array remained well bonded to the quartz 
substrate. Finally, the same PT TIM was baked for 100 hours at 300°C after which the PT 
TIM appeared visibly degraded and detached from the substrate. Thermogravimetric 
analysis (TGA) was performed on PT in air to better understand the high temperature 
stability; TGA was performed on both PT nanotubes and PT films and found to exhibit 
similar trends, but the larger mass of the PT film made this data more reliable to report 
and is shown in Figure 5.7b. 
 
Figure 5.7: Thermal stability of PT TIMs. a) Total thermal resistance of PT TIM after 10 
hours at bake temperature in air. b) Thermogravimetric analysis (TGA) of 
electrodeposited PT film in Air.  
TGA analysis suggests that significant weight loss does not occur until near 
400°C, there is clearly a small but non-zero weight loss of 8% around 300°C. This would 
explain why the PT TIM can maintain its thermal performance for just 10 hours of 
exposure, but degrade significantly over 100 hours. It appears that these PT TIMs can 
operate for extended periods of time at 200°C, with shorter excursions at temperatures up 
to 300°C, which could be attractive for extending the range of available temperatures in a 
device packaging process. This operating temperature is well above what many polymers, 
thermal greases, and solder joints can withstand making this material well suited for 
certain high temperature applications.  
 114 
5.3.3 Assessment of component resistances 
The contact resistance of a TIM can be estimated by separate measurements of the 
total TIM resistance, and the layer thermal conductivity. The measured thermal 
conductivity of PT nanotube arrays of similar heights can be used to estimate the layer 
resistance of the TIMs. The values are 0.88, 0.79, 0.97, and 0.99 W/m-K for array heights 
of 2, 5, 12, and 16 μm, respectively [26]. The total contact resistance of the TIMs can be 
estimated by:  
  (Eq. 5.1) 
This method of estimating the contact resistances is called Eq. 5.1 for later comparison. 
The estimations for layer and contact resistances are plotted along with the total 
resistances for the arrays bonded at 10 kPa in Figure 5.8a. 
 The layer resistance varies from ~2 mm²-K/W for the shortest TIM up to 
~16 mm²-K/W for the longest TIM and the contact resistance varies from ~8 mm²-K/W 
for the shortest TIM up to ~47 mm²-K/W for the longest TIM. While the layer resistance 
is still important, it is about fourfold smaller than the total contact resistance. It is 
important to note that if the nanotubes possessed the same thermal conductivity as bulk 
PT, 0.19 W/m-K, and the same fill fraction as the current array, 0.38, the layer resistance 
would be approximately 20 mm²-K/W for the shortest array and 160 mm²-K/W for the 
longest array. If one assumes that the contact resistance is independent of the fiber 
conductivity, this would result in a total resistance of 35 and 275 mm²-K/W for the 
shortest and tallest arrays, respectively. The measured resistances of 10.7 and 71.1 mm²-
K/W are 69% and 74% lower, respectively, which implies that the enhanced thermal 
conductivity in the array is responsible for substantial reduction in resistance.  
Rcontact = Rtotal -Rlayer = Rtotal - L / k( )PT
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Figure 5.8: a) Estimate of component resistances using Method 1 for samples made with 
50 mM monomer concentration and 10 kPa bonding pressure. b) Comparison of contact 
resistance calculation methods. Eq. 5. is a separate measurement of array thermal 
conductivity and total resistance. Direct fitting is the sum of the two contact resistances 
(quartz-PT & PT-Ag foil) fitted from the PA data. 
To validate the estimate of the contact resistances in the PT TIM, the calculated 
values from the array conductivity (Eq. 5.1 and Figure 5.8a) were compared with the 
values obtained from fitting the photoacoustic data. It has been demonstrated previously 
that it is possible to fit for the component resistances of a TIM using the photoacoustic 
technique [103] and other photothermal methods [158], however the accuracy of the 
component resistances is highly sensitive to the total number of unknown parameters and 
accurate guess values for these parameters [93]. There are five unknowns in the PT TIM 
thermal model including three boundary resistances (quartz-PT, PT-Ag, Ag-Ti), the PT 
thermal conductivity, and the PT heat capacity. The resistance between the Ti layer and 
the Ag foil is extremely small and not significant in the model, however the unknown 
thermal conductivity and heat capacity of the PT layer add considerable uncertainty to the 
resulting contact resistances. The total contact resistance of the TIM (Rquartz-PT + RPT-Ag) 
as estimated by the PA model is denoted Direct Fitting and is compared to the 
aforementioned Eq. 5.1 in Figure 5.8b. 
The agreement between the two methods of estimating the contact resistance are 
well within the error bars at each array height; the tallest array shows a slight decrease in 
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contact resistance using Direct Fitting, but we simply attribute this to the large 
uncertainty associated with this estimation. Within the component fitting the contact 
resistance between the Ag foil growth substrate and the PT nanotubes was approximately 
1 mm²-K/W, which is similar to what has been previously reported for the contact 
resistance between CNTs and Si growth substrates [103, 158]. The majority of the 
contact resistance is between the PT nanotube tips and the quartz substrate, ~8 mm²-K/W 
for 2-µm arrays and ~54-42 mm²-K/W for the 16-µm arrays.  
Literature is not widely available on the contact resistance of nanostructured 
TIMs as a function of height, but Taphouse et al. suggested that the contact resistance 
between CNTs and the opposing substrate would increase slightly because taller arrays 
have less height uniformity leading to a decrease in contact area [77]. Normal adhesion 
force testing was conducted to ascertain whether the effective contact area was changing 
as a function of nanotube height (Figure 5.9). There was no clear trend in adhesion force 
with array height. The 2-µm and 12-µm array failed at between 85 and 90 N/cm² while 
the 5-µm and 16-µm array both withstood a normal force of greater than 125 N/cm² 
indicating very strong adhesion. Lu et al. observed lower adhesion strength for similar PT 
arrays (40 to 80 N/cm² for array heights from 5 to 20 µm) [200]. The larger normal pull-
off forces observed in this work could be due to the applied pressure of 220 kPa used 
during bonding, since Lu et al. bonded under no applied pressure. Additional 
discrepancies could be introduced by the quality and smoothness of their glass surface 
compared to our quartz surface. Following the same analysis of Lu et al. to estimate 
contact area would imply that the 5 and 16 µm arrays is greater than 100% contact. 
Despite the difficulty in estimating an absolute value for the contact area, it is certainly 
much higher than many CNT arrays, which have been estimated to be on the order of 1% 
[154]. This adhesion force of the PT TIMs is also a factor of 2-3 higher than what has 
previously been reported for Au diffusion bonded CNT TIMs [146]. The anticipated low 
modulus of the polymer allows the nanotubes to conform well to the opposing surface 
and van der Waals interactions maintain strong adhesion with substrate [200]. Although 
no trends as a function of height can be extracted from the adhesion force data, the tallest 
array exhibited the strongest adhesion force. This precludes the possibility that the 
increased contact resistance with height is due primarily to a decrease in surface contact 
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area. The high adhesion forces measured also support the finding that the resistance of 
the TIMs is relatively independent of pressure.   
We examine a number of sources of possible contact resistance to better 
understand the main bottleneck to improving thermal performance (Table 5.1). The van 
der Waals acoustic mismatch model (vAMM) is a modification to the traditional AMM 
that accounts for the less than perfect bonding strength of van der Waals contacts [203] 
which is the case of the PT free tips contacting the quartz. The adhesion testing data was 
used to estimate the adhesion energy of the interface but this resulted in a boundary 
resistance similar to a perfectly bonded interface. Only unrealistically low adhesion 
forces would result in boundary resistances that differed significantly from a perfectly 
joined interface.  The vAMM and diffuse mismatch model (DMM) [6] both estimate the 







K/W) while the true contact resistance was estimated to be between 8  and 55 mm
2
-K/W, 
depending on the PT array height. 
Normal adhesion force testing was conducted to ascertain whether the effective contact 
area was changing as a function of nanotube height. Figure 5.9 shows the maximum 
normal adhesion force measured at each TIM height. As noted in the figure, only two of 
the four samples failed at the nanotube-quartz interface while one sample failed at the 
epoxy attaching the pins to the TIM and one reached the maximum force of the test 
equipment (this sample had a slightly larger area than the rest). Failure at the epoxy was a 
problem due to the small size of the TIM (~0.7 cm²), which made it extremely difficult to 
increase the amount of epoxy attached to the pins without spilling over onto the 
surrounding quartz substrate. 
Each data point in Figure 5.9 represents a single measurement and the y error bars 
represent the uncertainty in the measurement that is due mainly to the estimation of the 
TIM area and is approximately 12%. The 2-µm array failed at 85 N/cm² and the 12-µm 
array failed at 87 N/cm². The 16-µm array failed at the epoxy interface and the 5 µm 
sample reached the maximum load of the equipment indicating a normal force greater 
than 125 N/cm² in both cases. Small differences in sample area resulted in the 16-µm 
array reaching a higher adhesion force (in N/cm²) than that of the 5-µm array when it 
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reached the force limit (in N) of the device. Lu et al. observed normal strength for similar 
PT arrays of between 40 and 80 N/cm² for array heights between 5 and 20 µm [200]. 
 
Figure 5.9: Adhesion force testing for a PT TIM. Open circle denotes sample that failed 
at the nanotube quartz interface, solid circle denotes test failed in another manner in 
which the TIM was still intact. 
The larger normal pull-off forces observed in this work could be due to the 
applied pressure of 220 kPa used during bonding, since Lu et al. bonded under no applied 
pressure. Additional discrepancies could be introduced by the quality and smoothness of 
their glass surface compared to our quartz surface. The difficulty in estimating contact 
area from the adhesion data is demonstrated by the fact that following the same analysis 
of Lu et al. would mean that the contact area of the 5 and 16 µm arrays is greater than 
100%. Despite the difficulty in estimating an absolute value for the contact area, it is 
certainly much higher than many CNT arrays, which have been estimated to be on the 
order of 1% [154]. This adhesion force of the PT TIMs is also a factor of 2-3 higher than 
what has previously been reported for Au diffusion bonded CNT TIMs [146]. The 
anticipated low modulus of the polymer allows the nanotubes to conform well to the 




5.3.4. Potential sources of thermal contact resistance 
To better understand the high contact resistance of the PT TIMs we examine a 
number of possible sources of resistance that could be causing the observed trend. This 
section explains those resistances that would be contact resistances (i.e. anything that 
contributes to the total resistance besides the layer resistance (L/k) where L is the array 
height and k is the effective thermal conductivity of the array).  
5.3.4.1 Van der Waals Acoustic Mismatch Model (vAMM) 
Prasher proposed a modification to the classic acoustic mismatch model (AMM) 
where the weaker interfacial bonding of van der Waals contacts was explicitly accounted 
for [203]. Following this formulation the interface conductance per unit area is: 
  (Eq. 5.2) 
where ωm1 is the maximum phonon frequency of PT, θc is the critical angle for 
transmission, cω is the volumetric specific heat capacity as a function of phonon 
frequency, vω is the phonon velocity as a function of frequency, and τω is the transmission 
coefficient of phonons from PT to quartz as a function of frequency 
The max integration limit for phonon frequency is taken as the Debye frequency 
[43]:   
  (Eq. 5.3) 
where vD = Debye velocity – taken to be the speed of sound = 2800 m/s for PT [186] and 
aD = effective lattice constant from Debye model ~ 0.3 nm for PT. The critical angle is 
found using Snell’s law for phonons [6]: 

























where v1 is the phonon velocity in PT and v2 is the phonon velocity in quartz (both taken 
to be the speed of sound in their respective materials). The specific heat as a function of 
phonon frequency is taken from the Debye model [43]: 
  (Eq. 5.5) 
and the transmission coefficient is unique to van der Waal’s contacts [203]: 
  (Eq. 5.6) 
where zi = ρivi is the acoustic impendence in material i  and θi is the phonon transmission 
angle in material i. The term for conductance contains integration for a single θ variable, 
while the transmission coefficient contains 2 angles. Since they are related through 
Snell’s law, θ1 is taken to be the integration variable and θ2 to be [6]: 
   (Eq. 5.7) 
KA is the spring constant per unit area derived from the Lennard-Jones vdW model: KA = 
n·K where n is the number of surface atoms per unit area and K is given by [203]: 
  (Eq. 5.8) 
where ε and σ are the atomic interaction parameters from the Lennard-Jones potential. 
These two parameters are related to the Hamaker (H) constant and the surface energy (γ) 
by the following equations [203]: 
  (Eq. 5.9) 
Plugging in: 
  (Eq. 5.10) 
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  (Eq. 5.11)
 
  (Eq. 5.12) 
The effective Hamaker constant between quartz and PT is [203]: 
  (Eq. 5.13) 




and HPT = 6.5 x 10
-20
 J using the value for polyester 
[204]. The number of atoms per unit volume, Ni, is given by: 
 
  (Eq. 5.14) 
where Mi is the molecular weight, ρi is the density, and Na is Avagadro’s number. The 
adhesion energy is related to normal dry adhesion force from mechanical testing by 
[200]: 
  (Eq. 5.15) 
  (Eq. 5.16) 
The surface energies for PT and glass are given in [200]: γglass = 70 mJ/m² (use for quartz) 
and  
γPT = 54 mJ/m². Fc is the force per contact; which is calculated based upon the total 
normal force, Fn, and tube areal density: 




#/cm² (based upon the template) 

































While the diffuse mismatch model (DMM) does not account for the adhesion 
strength of the interface as the vAMM intends to do, the DMM is generally more 
appropriate for describing thermal boundary resistance at room temperature [6]. 
Assuming the simplified case of a Debye solid with diffuse elastic scattering the 
boundary resistance is given by [205]: 
  (Eq. 5.18)
 
where α12 is the frequency and temperature independent transmission coefficient from 
material 1 to 2, v1,j is the speed of sound of the j
th
 branch in material 1, and ωc1,j is the 
cutoff frequency of the j
th





















 (Eq. 5.19) 
where n1 is the atomic density and β is the number of atoms per primitive unit cell. 
 
5.3.4.3 Constriction resistance  
The diffusive constriction resistance between the tube and opposing surface (Rc,os) 
is given by Cola [154] assuming the sidewall of the nanotube is in contact with a planar 
surface: 
  (Eq. 5.20)  
where L is the length of the nanotube (height of the array), and knt is the thermal 
conductivity of the array measured by photoacoustic. ax is the contact half width of the 
nanotube on the opposing surface and ay is the contact length from JKR theory. The 
diffusive constriction resistance between the tube and growth substrate (Rc,gs) assumes 
that the nanotube is a cylinder in perpendicular contact with a planar surface: 
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 (Eq. 5.22)  
The tube-to-tube constriction resistance (Rc,tt) is derived by McGee et al [208]. 
The formula is given for the resistance of a cylinder, and it is stated that it may be added 





























 (Eq. 5.23)  
knt is the thermal conductivity of a single tube which is approximately 1 W/m-K for all 
arrays. The area associated with this contact resistance is Ac,tt = ax*ay which is not well 
known since it is difficult to estimate the contact width and length.  
5.3.4.4. Radial layer resistance 
The traditional layer resistance in the axial direction, Rli, is given by: 
  (Eq. 5.24) 
Rl,r – radial layer resistance through a nanotube. When the tubes are lying sideways, the 




where the length of the layer is half of the cylinder circumference, and the thermal 
conductivity is that of the bulk polythiophene, measured to be 0.19 W/m-K using 
photoacoustic on PT films. The bulk thermal conductivity is used since the molecular 
alignment is expected to enhance heat transfer only in the axial direction. The area for 
heat transfer across a tube in the radial direction is: Ar,t = 2tntay where tnt is the thickness 


















Table 5.1: Possible sources of contact resistance 





vdW acoustic mismatch model [203] Rvamm 6.7x10
-08
 2a1xa1y 
Diffuse mismatch model [6] Rdmm 9.7x10
-08
 2a1xa1y 





Constriction resistance, growth substrate [154] Rc,gs 2.9x10
-10
 πbNT2 
Constriction resistance, tube-to-tube [208] Rc,tt 2.0x10
-07
 2a2xa2y 
Layer resistance of tube in radial direction Rl,r 1.7x10
-06
 2tNTa2y 
1 a1x: contact half width between the tube wall and flat surface, a1y: contact length between tube 
wall and flat surface, bNT: radius of the nanotube, a2x: contact half width between two nanotubes, a2y: 
contact length between two nanotubes, tNT: nanotube wall thickness 
The diffusive constriction resistance [154] between the NT and opposing substrate 
(Rc,os) and between the NT and growth substrate (Rc,gs) are much too small to account for 
the observed contact resistance as well. We note here that there is no ballistic constriction 
resistance since the mean free path of phonons in polythiophene and quartz are much less 
than the physical dimensions in the system [209]. 
One explanation for the high contact resistance is that the nanotubes clump when 
bending over to come in contact with the opposing substrate. In this case the total area of 
the array in contact is still high, but a smaller number of tubes would have long contact 
lengths with the surface. The majority of the nanotubes could be bent over and buried 
underneath other tubes and would adhere strongly together through van der Waals forces 
allowing for good mechanical strength, but the multiple tube contacts in the direction of 
heat transfer would increase the thermal resistance of the system. In similar work Smith 
et al. observed an increasing in clumping with height for P3HT nanotubes [35], which 
supports this idea. Two additional resistances that would be introduced into the system 
under such a scenario are the constriction resistance between two tubes (Rc,tt) and the 
radial layer resistance between tubes (Rl,r). The area-normalized resistance values of these 
two parameters are larger than any of the traditionally predicted sources of resistance in a 
vertical nanotube array. The radial layer resistance (Rl,r =  πrnt/kPT,bulk) is so high primarily 
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because the thermal conductivity of the PT NT is likely close to bulk (0.19 W/m-K) 
rather than similar to the thermal conductivity in the axial direction (~1 W/m-K), since 
there is no preferred polymer chain orientation in the radial direction. While the 
resistance from a single sideways tube is ~1 mm
2
-K/W, this resistance could be much 
larger when tubes are buried under multiple layers of tubes.  
5.4 Conclusions 
In this work we leveraged the enhanced thermal conductivity of Polythiophene nanotubes 
in thermal interface materials to demonstrate the ability to create TIMs made solely of 
polymer. We created a PT nanotube interface material with a total thermal resistance as 
low as 9.8 ± 3.8 mm
2
-K/W, and stability at 200°C for 100 h and up to 10 h at 300°C. This 
work demonstrates that a chain-oriented amorphous polymer can exhibit appreciably 
enhanced thermal conductivity compared to bulk polymers, and reveals the potential of 
such amorphous polymer nanotubes as heat transfer materials for a host of practical 
applications. More detailed analysis appears to indicate that while the layer resistance of 
the PT TIM is still significant, the contact resistance between the free tips and the 
opposing substrate dominates the total resistance. This result suggests that future work 
should be dedicated to understanding and minimizing the contact resistance at the free 
tips of the nanotubes. 
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CHAPTER 6 . 
THERMAL TRANSPORT OF MELT-PROCESSED NANOFIBERS 
 
The author would like to thank Mr. Luke Yates for help with the polarized Raman 
measurements, and Mr. Matthew Smith for help with the DSC measurements. The author 
would like to thank Mr. Hunter Alford for help with fabrication of the early samples, and 
Mr. Matthew Smith and Dr. Virendra Singh for helpful discussions. 
6.1 Introduction 
There have been a number of different techniques employed recently to achieve 
high thermal conductivity in polymers, as discussed in Sections 1.2 and 4.1. The ability to 
achieve high thermal conductivity through mechanical drawing of polyethylene has been 
demonstrated a number of times as early as the 1970’s [18-20]. More recent efforts have 
achieved thermal conductivity values as high as ~40 W/m-K in a drawn film [22], and 
~100 W/m-K in a drawn nanofiber [31]. Simulations have shown that while the highest 
thermal conductivity is achieved in a 1D polymer chain, even bulk 3D crystals of 
polyethylene will have thermal conductivity of ~50 W/m-K in the direction of the 
polymer backbone (c crystal direction) [29]. In contrast Choy et al. demonstrated 
experimentally that the thermal conductivity perpendicular to the polymer chain in a PE 
crystal (a and b directions) has a very low thermal conductivity, even lower than bulk 
semi-crystalline PE [22]. We find only one effort to create high thermal conductivity of 
PE through nanporous templates; Cao et al. infiltrated AAO templates with HDPE with 
pore diameters of 100 nm and 200 nm and estimated the single fiber thermal conductivity 
to be 26.5 W/m-K and 20.5 W/m-K, respectively [210]. It is important to note that these 
nanofiber estimates were based upon a laser flash measurement of a sample with ~60 μm 
tall nanofibers and ~160 μm thick bulk polymer on the backside. The high single 
nanofiber thermal conductivity was estimated from a measured total thermal conductivity 
on the order of 0.7 W/m-K assuming series resistance of the two segments of the sample. 
Without a rigorous discussion of uncertainty and of measurement validation these results 
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should be viewed with some caution. In addition the authors report the thermal 
conductivity of the PE nanofibers to increase significantly from 20°C to 80°C, while 
more rigorous temperature dependent thermal conductivity measurement of individual PE 
microfibers reported that the thermal conductivity continues to decrease above room 
temperature [24]. Cao et al. extended their work by measuring LDPE nanofibers and 
found the thermal conductivity to be ~5 W/m-K [211].  
There are surprisingly few studies related to crystallinity and chain alignment of 
PE in nanoporous templates. Shin et al. examined the structure and crystallinity of HDPE 
in pore diameters ranging from 15 nm to 220 nm. It was observed that the crystallinity of 
bulk HDPE (71%) was reduced to just under 50% for 100 nm diameter and below 30% 
for diameters of 30 nm and less [212]. X-ray diffraction showed that the b axis of the PE 
crystals tended to align in the direction of the pore (Figure 6.1).  
 
Figure 6.1: Schematic of PE crystallites developed in nanopores as determined by X-ray 
diffraction [212]. 
Here we demonstrate the simple fabrication process of melt infiltration of AAO 
templates with common polymers can provide high thermal conductivity nanofibers (NF) 







6.2 Methods  
6.2.1 Sample fabrication 
Melt-infiltrated AAO templates were fabricated using a number of conventional 
polymers as a screening to see which types of polymers could produce quality nanofiber 
arrays for further characterization. Table 6.1 lists the properties of the polymers tested.  
Table 6.1: List of polymers tested for melt infiltration 


















138 960 0.44 
Poly(vinylidene fluoride) 
(PVDF) 
530,000 177 1780 0.19 
High Density Polyethylene 
(HDPE) 
-*  125 950 0.44 
Polystyrene 
(PS) 
35,000 240 1060 0.19 
Polypropylene 
(PP) 
340,000 165 900 0.11 
Low Density Polyethylene 
(LDPE) 
30,000 110 920 0.30 
          
*Manufacturer provides no information on the MW of this polymer. 
The viscosity of the polymers at some elevated temperature is important to 
understanding the ability of a polymer to infiltrate the template pores at a given 
temperature and pressure, but these data were not readily available. The same Whatman 
anodic aluminum oxide (AAO) templates described in Chapter 5 were used in this work. 
Here we use only the 200 nm nominal pore diameter since they provide the highest fill 
fraction and will allow faster melt infiltration compared with smaller diameters. 
The fabrication process for a double-sided NF array is shown in Figure 6.2 and 
the process is the same for a single sided array, only with a substrate rather than second 
template on the bottom side. A polymer film is placed between two templates and then 
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sandwiched between two glass slides. 1.1 kg of weight is placed on top of the glass in an 
oven and the temperature is raised to the set point typically for 4 h before allowing the 
sample to cool back down to room temperature passively over ~1 h. The template area is 
approximately 4.3 cm
2
 for an applied pressure of 25 kPa. The max temp of the vacuum 
oven in our lab is 165°C (it reads 185°C) which is sufficient to melt the LDPE, HDPE, 
PP, and soften the PS. The PVDF and UHMWPE need higher temperature to flow well 
and were heated in a Heraeus vacuum oven in the Georgia Tech cleanroom, which was 
set to 200°C.  
 
Figure 6.2: Fabrication process for melt-processed polymer arrays 
Once the sample is cooled back to room temperature it is immersed in a bath of 
KOH (1M) for a full etch or KOH is dropped on top of the template for a partial etch. 
Partial etching of the template creates more structural rigidity in the case of a double-
sided array, but is not necessary for a single-sided array supported by a substrate. After 
soaking in KOH for at least 3 h, the template is placed in DI water to wash away the 
residual KOH and AAO.  A top view of the AAO template is shown in Figure 6.3 
 130 
 
Figure 6.3: SEM topview of Whatman 200 nm AAO template 
The higher viscosity of PVDF and UHMWPE made template infiltration more 
difficult and the polymers did not often fill the entire 60-μm array. At temperatures above 
its melting point the PVDF easily oxidized even in a vacuum or mostly nitrogen 
environment. Melt infiltration proved very difficult with the UHMWPE even for long 





 indicating that the weight-averaged uncoiled chain length would be ~27 to 
54 μm. Given the pore diameter of 200 nm, it is not surprising that the polymer would 
fail to fully infiltrate the template under static applied pressure. To reduce the number of 
long chains we dissolved HDPE and UHMWPE together in xylene to create a distribution 
of chain lengths. This did not have an obvious positive effect on the infiltration although 
attempts with this blend were not exhaustive. The LDPE, HDPE, and PP all infiltrated the 
templates well. PS infiltrated the template but was very brittle and expanded rapidly 
when attempting to put a top metal in the sputterer. The morphology of the different 
nanofibers is shown in Figure 6.4. 
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Figure 6.4: Morphology of different polymer nanofibers a) LDPE b) UHMWPE c) PVDF 
d) PP 
The two higher viscosity polymers displayed more clumping behavior compared 
with LDPE, HDPE, and PP, which is typically consistent with hollow tubes rather than 
solid fibers. To try to get better infiltration PVDF was dissolved in DMSO and 
UWMWPE was dissolved in xylene (at 160°C). The polymer solutions were then drawn 
through the template via vacuum infiltration. This did not provide a reliable method of 
infiltration so the details of the method will not be described. Further studies were 
conducted on the PE materials due to their ease of processing and the access to thin films 
to reliably and consistently fill the templates. An example of LDPE and HDPE arrays are 
shown in side view in Figure 6.5. 
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Figure 6.5: SEM Images of polymer melt arrays a) LDPE array on Cu foil. b) Free-
standing HDPE array. 
The minimal clumping for PE NW (compared to the PT NT in Chapter 4 and 5) is 
consistent with previous observations that capillary forces were strong enough to cause 
significant clumping in nanofibers less than 100 nm in diameter, but not in larger fibers, 
200 nm in diameter [213]. The solid fibers are much more rigid compared with the 
hollow PT nanotubes, which prevents clumping but also reduces the adhesion strength of 
the free tips when pressed against metal foils.  
6.2.2 Photoacoustic  
Thermal conductivity measurements are performed using the photoacoustic 
technique as described earlier (Chapters 2 and 4) except the sample configuration and 
frequency range are different for this study. Here we measure the thermal conductivity of 
polymer and template together with a top Ti layer and extract the polymer thermal 
conductivity based upon a separate measurement of the AAO thermal conductivity. 
Because PE does not absorb strongly at 1100 nm, it was not possible to make bare array 
measurements and metallizing the tips of the NW caused them to soften and deform 
somewhat due to the temperature during metal evaporation. The sample configuration is 
shown in Figure 6.6. 
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Figure 6.6: PT nanotube array configuration for photoacoustic measurements 
The top of the AAO template was coated with 150 nm Ti which formed a 
continuous layer which absorbed the laser energy (Figure 6.7). 
 
Figure 6.7: Top Ti layer on polymer-filled AAO template. 
Because the template is thick (60 μm) and the effective conductivity is relatively 
low (~1-5 W/m-K), we go to extremely low frequency to fully penetrate the AAO-
polymer composite. Measurements were performed over a range of 5-300 Hz, which is 
much lower than typically used. To verify the operation over this low range, we measure 
a 25-μm thick LDPE film to be 0.3 W/m-K, in good agreement with the expected value.  
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6.2.3 Polarized Raman  
Polarized Raman has been used extensively to characterize orientation of PE 
chains [214-217], usually in drawn films, but also in microfibers [217]. The concept of 
the polarized Raman measurement is the same as that of the polarized infrared absorption 
discussed in Chapter 4, only different vibrational modes are active for the Raman 
measurement compared with the IR absorption. We find no previous reports of polarized 
Raman or polarized IR used to determine chain orientation in PE nanostructures. A 
Renishaw Raman spectrometer with a linearly polarized 532 nm laser line was used in 
backscattering mode with a 20x objective. Linear polarizers were placed in both the laser 
line and Raman line to ensure proper polarization. The laser was focused on to the cross 
section of a template filled with PE in a position with the pore axis either parallel or 
perpendicular to the polarization of the incoming laser beam (Figure 6.8). 
 
Figure 6.8: a) Diagram of polarized Raman setup. Polymer NF are in template for 
measurement. The linearly polarized laser is either parallel or perpendicular to the pore 
axis. b) Diagram of PE chain showing the Raman vibrational mode of symmetric C-C 
stretching along the PE backbone at 1130 cm
-1
. 
The polarization of the Raman system remains constant and the sample was 
rotated by 90° to achieve perpendicular polarizations. An LPDE film was used to confirm 
that the signals were similar for both directions for an unoriented sample. Three 
measurements were taken on each sample in each polarization an averaged.  
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6.2.4 Differential scanning calorimetry  
Differential scanning calorimetry (DSC) measurements were performed using a 
TA Instruments Model Q2000 DSC on PE films and nanofiber arrays. The LDPE and 
HDPE thin films were not thermally treated prior to measurement so that they would be 
measured in the same manner that they were introduced into the melt infiltration process, 
however the crystallinity from the endothermic and exothermic scans were similar in all 
cases for films indicating that the prior thermal history was not dramatically changing the 
crystallinity. Double-sided nanofiber arrays were removed from the template prior to 
testing. SEM analysis indicates that the total remaining polymer film in between the two 
arrays was less than 10 μm compared to a total NF array height of 120 μm (60 μm on 
each side) indicating the the majority of the material tested was nanofibers rather than 
film. A rate of 10°C/min was used for heating and cooling and total sample mass was 5 to 




 (Eq. 6.1) 
where Hsample is the enthalpy of fusion of the sample and HPE,crystal is the enthalpy of 
fusion of fully crystalline PE, 293 J/g [218] . 
6.3 Results and Discussion 
6.3.1 Crystallinity 
DSC measurements for films and NF arrays are shown in Figure 6.9. The DSC 
profiles are very similar for films and NF arrays indicating that the changes to 
crystallinity induced by melt infiltration of 200 nm pores is minimal.  
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Figure 6.9: DSC measurements of the heating curve for a) LDPE film and NF b) HDPE 
film and NF.  
There is a slight decrease in crystallinity for NW compared to films in both cases 
as shown in Table 6.2.  
Table 6.2: DSC results for PE films and NF arrays 









LDPE film 124.0 118.1 41% 
LDPE NW 124.6 108.2 37% 
HDPE film 125.0 146.1 50% 
HDPE NW 126.1 128.9 44% 
        
 
The crystallinity of the LPDE NW is reduced by 4% and the crystallinity of the 
HDPE NW is reduced by 6%. Previous studies have shown that crystallinity is strongly 
suppressed in AAO templates with diameters less than 100 nm, but only slightly lower 
using a pore size of 200 nm [212]. Another study showed crystallization in the nanopores 
occurs at lower <99°C, compared with the bulk crystallization (114–122°C) [219], 
however this study only included pore diameters between 15 and 110 nm. While it is not 
particularly surprising that the crystallinity of the HDPE film is so low. Repeat DSC 
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scans on the film are similar so it indicates the previous thermal history is not for the low 
crystallinity. The NW arrays are effectively annealed during the cool down stage of the 
vacuum oven where the temperature drops from 150°C to room temperature in an hour. 
The effects of thermal treatment on infiltrated templates could provide interesting results 
but were beyond the scope of this study.  
6.3.2 Polymer chain alignment 
Polarized Raman was used to monitor three different peaks perpendicular and 
parallel to the pore axis: 1060 cm
-1
 is C-C asymmetric stretching mode, 1130 cm
-1
 is C-C 
symmetric stretching, and 1170 cm
-1





 will contain contributions from both crystalline and amorphous 
regions, while the peak at 1130 cm
-1
 is predominantly from the crystalline regions [214]. 
Because the Raman modes in PE are not cylindrically symmetric the 
measurements necessary to explicitly determine the full Raman tensor are quite complex 
[214]. While the full Raman tensor would be necessary for calculating an accurate 
orientation function, two perpendicularly polarized measurements are capable of 
providing the same qualitative information and a comparison of chain orientation in 




Figure 6.10: Polarized Raman spectrum for HDPE and LDPE NF in AAO template. Ipara 
indicates the response with laser polarization parallel to pore axis, and Iperp is 
perpendicular to the pore axis. 
The C-C asymmetric stretching mode and methylene rocking mode show no 
preferred orientation in either polymer, however the C-C symmetric stretching mode 
shows anisotropic response in both systems. The anisotropy is stronger in the LDPE 
compared with the HDPE indicating that there is more chain alignment along the pore 
axis for the LDPE NW. Because the polymer chain length in the HDPE is longer than in 
the LDPE, one might expect that the HDPE sample would show more chain alignment. 
However as shown in Figure 6.1, a previous study determined that crystallites tend to 
form with the polymer chain perpendicular to the pore axis. If the crystalline regions are 
actually inhibiting chain alignment then it would be expected that the LDPE with lower 
crystallinity could have a higher degree of chain alignment along the pore axis.  
6.3.3 Thermal conductivity 
The thermal conductivity of the PE-AAO composite is the most sensitive 
parameter in the PA thermal model over the 10-300 Hz (Figure 6.11), and the only other 
highly sensitive parameter is the density of the composite. We fit for these two 
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parameters along with the contact resistance on either side of the AAO. We attempt to set 
the density as a fixed parameters because the AAO templates can have closed pores filled 
with air, and other areas could have incomplete polymer infiltration, so we allow this to 
be an unknown and monitor the result to make sure it falls between the value for just 
AAO and air, and AAO and polymer.  
 
Figure 6.11: Photoacoustic measurements of PE in AAO. a) Sensitivity to sample 
properties b) Phase shift for LDPE and HDPE in AAO.  
The phase shift of the PA measurement clearly shows the difference in thermal 
conductivity between the AAO-LDPE and AAO-HDPE samples. A total of 12 samples 
were measured, six of each type of polymer. The values of NW thermal conductivity 
measured for LDPE varied from 0.8 W/m-K to 4.8 W/m-K with an average uncertainty of 
33%. The HDPE NW thermal conductivity varied from 1.5 W/m-K to 10.6 W/m-K with 
an average uncertainty of 27%. It should be noted that besides a single sample with a 
value of 1.5 W/m-K all of the other HDPE samples had a thermal conductivity of above 4 
W/m-K. The range of thermal conductivity values observed here are plotted along with 
the polythiophene results for solid 200 nm fibers in Figure 6.12. 
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Figure 6.12: Range of thermal conductivity values various polymers, 200 nm diameter 
solid fibers. PT is from suspended microbridge measurements in Chapter 4. 
The average HDPE NW thermal conductivity is 6.0 W/m-K in comparison to the 
report of Cao et al. of 20.5 W/m-K [210]. Both nanofibers are created using melt 
infiltration of an AAO template of 200 nm in diameter, although the molecular weight of 
the polymers is not known which could have a dramatic effect on the thermal 
conductivity. The major difference in the previous work is they used kHz oscillations 
while infiltrating the template to create shear within the melt. It is possible that this 
process could lead to additional chain alignment along the pore axis, although no 
structural characterization of the fibers was reported. Lastly as discussed in Section 7.1 
there may be issues with the measurement since the sample includes a polymer film that 
is more than twice as the NW array being tested. In contrast our back film is on the order 
of 3-5 μm meaning the vast majority of the thermal resistance in the sample is due to the 
NW array composite.  
As expected, the thermal conductivity of PE is significantly higher than 
electrodeposited PT for the same dimensions (i.e. 200 nm solid fiber). Although it is not 
possible to determine the PT chain length, it is likely very short since the polymer is 
insoluble in the electrolyte and will quickly precipitate to the wall once it reaches a 
critical length. The explanation for the higher thermal conductivity in HDPE compared 
with LDPE is not as obvious since the LDPE NW show more chain alignment along the 
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fiber axis. Because the b direction of the crystallites is oriented along the pore axis 
(Figure 6.1) it is unlikely that the increase in conductivity is a result of the higher 
crystallinity. Choy et al. found that thermal conductivity in the b and c directions of the 
PE crystal is very low, ~0.3-0.35 W/m-K, due to the fact that phonon transport is 
completely dominated by weak van der Waals interactions [22]  The highest conductivity 
should be in the c direction, which in this case is perpendicular to the pore axis. Since in 
both polymers the crystallinity is low (i.e. 50% or less) the intercrystalline amorphous 
regions will play an important role in heat transfer. It is likely that the longer chains in 
HDPE will create more intercrystalline bridges joining the cyrstallites together with 
stronger bonds, thus leading to higher thermal conductivity. Recent simulations have also 
shown that the thermal conductivity of polymer chains can increase with length [51] 
implying that HDPE could benefit not only from reduced van der Waals contacts, but 
from high conductivity chains as well.   
6.4 Conclusions 
In this chapter we demonstrated a straightforward method to achieve high thermal 
conductivity polymer nanofibers using melt infiltration of AAO templates. The PE NF 
were observed to have preferential chain alignment along the pore axis and slightly 
reduced crystallinity compared to the bulk films. The upper end of the thermal 
conductivity of HDPE NF, ~10 W/m-K, is among the highest reported values for 
nanofiber thermal conductivity, especially among those in a vertically aligned array. 
LDPE provides a useful test material, although it should be noted that the poor thermal 
stability of LDPE makes it impractical for any real application. It was observed that 
temperatures as low at 80°C will cause enough softening to deform the NFs. HDPE may 
provide sufficient thermal stability for certain low temperature applications and 
infiltrating the array with a second higher temperature polymer may extend the operating 




CHAPTER 7 . 
THERMAL AND ELECTRICAL TRANSPORT IN CONJUGATED 
POLYMER FILMS 
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7.1 Introduction 
 Since the discovery of high electrical conductivity in polyacetylene in 1977, 
conjugated polymers have attracted much interest due to their unique optical and 
electrical properties flexibility and ease of processing [40]. Although regulated to 
laboratory experiments for several decades, recent advances in processing have made 
commercial organic light emitted diodes (OLEDs) and organic photovoltaics (OPVs) a 
reality. The study of the electrical and optical properties of this unique class of materials 
has been prolific, although the number of studies examining the thermal transport 
properties has been drastically fewer. There currently exists a distinct gap in the literature 
characterizing thermal transport within conjugated polymers and the understanding of 
structure-property relationships that have been frequently examined for their electrical 
properties. In the first decade of research on conducting polymers there were a number of 
studies on the thermal conductivity of polyacetylene (PA) with contradicting results [220-
224] especially regarding whether there is an electronic contribution to thermal 
conductivity. For several decades thereafter the thermal conductivity of conducting 
polymers was relatively ignored, with renewed interest in the past decade, mostly due to 
the interest in organic thermoelectric devices [225-229]. A summary of conflicting early 
results on thermal transport in polyacetylene is shown in  
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Table 7.1: Thermal conductivity measurements of polyacetylene 




Explanation for High 
Value/Changes in Value 
Reference 
7.5 to 8.0 Charge carrier contribution Mermilliod et al., 1980 [221] 
5 Highly oriented fibrils Newman et al., 1981 [222] 
50 Highly oriented fibrils Guckelsberger et al., 1981 [220] 
0.4 Orientation changes Schweizer et al, 1984 [224] 
0.21 to 0.69 Charge carrier contribution Moses et al., 1984 [230] 
      
 
More recently in 1991, Piraux et al. examined the effect of stretching in polyacetylene 
and reported the thermal conductivity to be as high as 13 W/m-K for a draw ratio of ten 
[223]. Generally it appears that the discrepancy in the overall level of thermal 
conductivity in PA and the relative contributions of morphology compared with an 
electrical contribution has not been resolved in the literature.  
7.1.1 Electrical conductivity in polymers  
 The ability to conduct electricity in conjugated polymers originates from the 
hybridized sp
2 
bonds (π-orbitals) along the polymer backbone that allow the electrons to 
be delocalized along short lengths of the polymer backbone. These delocalized electrons 
(or holes) can be thermally activated to carry electrical charge through the material with 
the number of charge carriers increasing with temperature [41]. Intrinsic conjugated 
polymers are either insulating or semiconducting, but through the addition of dopants 
more electrons or holes are added to increase the electrical conductivity into the 
semiconducting, semi-metallic, or metallic regime [42]. The morphology of the polymer 
can play an important role in the electrical conductivity as well; by increasing the packing 
density and order within a polymer the π-orbital overlaps between neighboring monomers 
is increased thus increasing the delocalization and mobility of charge carriers [231]. In 
typical disordered conjugated polymers the energy bands are highly localized; however in 
perfectly ordered systems it is possible to create energy bands similar to inorganic 
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semiconductors. The highest observed electrical conductivity has been in polyacetylene, 
which has been reported as high as ~5x10
5
 S/cm [40] when heavily doped with iodine; 
for reference this is about a factor of ten lower than the conductivity of copper. More 




 S/cm in 
materials amenable to applications and the intrinsic conductivity is typically much less 
than 1 S/cm [41]. Even highly doped “metallic” polymers do not typically display the 
same behavior as true metals with a higher conductivity at < 1K compared with 300K, 
although recently a highly ordered version of polyaniline was shown to have true metallic 
behavior [232]. The electrical transport in many semi-conducting polymers can be 
described by variable range hopping [233] which describes the localized electrical charge 
transport in disordered systems which is much different than the electron gas model for 
metals upon which the Wiedemann Franz law is based. 
7.1.2 Wiedemann Franz Law 
In metals, because the charge carriers are the primary conductors of heat, the thermal 
and electrical conductivity can be directly related by the Wiedemann-Franz (WF) law, 
which states: 
  (Eq. 7.1) 
where ke is the electronic contribution to the thermal conductivity, σ is the electrical 
conductivity, L is the Lorentz number (proportionality constant), and T is the temperature 




 for a number of metals near 
room temperature and low temperature (< 10K). 
There is an increased focus on the thermal transport properties of conjugated 
polymers in particular recently due to the research related to organic thermoelectric 
generators. Most of the work in this area has focused on poly(3,4-
ethylenedioxythiophene):poly(4-styrene sulfonic acid) (PEDOT:PSS) due to the ease in 
which high electrical conductivity is achieved [225, 227, 228] although a number of 
studies have also examined derivatives of polythiophene [229, 234, 235]. Thermoelectric 
performance is quantified by the figure of merit given by: 
ke =sLT
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  (Eq. 7.2) 
where σ is the electrical conductivity, S the Seebeck coefficient, T is the temperature, and 
k is the thermal conductivity. There is a fundamental difference in polymer research 
relating to thermal management materials compared with thermoelectric materials; in the 
former typically morphology is tailored to produced high thermal conductivity while in 
the latter typically the chemistry and processing is altered to achieve a high Seebeck 
coefficient and electrical conductivity while maintaining the low thermal conductivity of 
the original polymer.  
Two reports have appeared since the start of our work that confirm the ability of 
charge carriers to conduct heat in polymers. Weathers et al. reported in-plane thermal 
conductivity of PEDOT:Tos to be as high as 1.7 W/m-K, with the thermal conductivity 
increasing proportionally to the electrical conductivity [44]. In this case the increase in 
thermal conductivity was significantly above that predicted by the WF law, using the 
Sommerfeld value of the Lorenz number. Another recent study by Liu et al. showed that 
the in-plane thermal conductivity of dropcast PEDOT:PSS films increased with electrical 
conductivity in good accordance with the value expected by the WF law [45]. In this case 
the through-plane thermal conductivity was also measured and did not change for 
electrical conductivity as high as 500 S/cm. This supports previous findings that the 
electrical conductivity in PEDOT:PSS is highly anisotropic in spincoated [46] and 
dropcast [47] films. The results from these recent studies on the WF law in PEDOT are 








Figure 7.1: Studies on the WF law in PEDOT. Blue symbols are PEDOT:PSS [45] and 
Red symbols are PEDOT:Tos [44]. 
Even though PEDOT:PSS may be an easy candidate system for testing the WF law in 
polymers due to the ease of manipulating the electrical conductivity [236, 237] it may not 
be an ideal material for validation of the WF law generally due to the fact that it is a 
blend of a conducting (PEDOT) and insulating polymer (PSS) and any manipulation of 
the electrical conductivity typically involves morphological changes with increased 
separation between the PEDOT and PSS domains [238], which can make separating 
electrical contributions from changes in morphology difficult. One of the major 
oversights present in a number of thermoelectric studies of conjugated polymers is that 
the thermal conductivity is often ignored during thorough characterizations of the 
electrical conductivity and Seebeck coefficient of the material under study. A number of 
studies measure the in-plane electrical conductivity and through-plane thermal 
conductivity, ignoring the anisotropic effects [228, 229], while others measure the 
thermal conductivity of the pristine material and then proceed to manipulate the electrical 
conductivity and Seebeck coefficient assuming the thermal conductivity remains 
unchanged [227]. Often times the thermal conductivity is not even measured and 
literature values are assumed [235, 239, 240]. Each of these oversights can lead to an 
over-prediction in the thermoelectric performance of polymers since the electrical 
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conductivity is often greatest in the plane of the film and the thermal conductivity is 
lowest in the measured direction.  
P3HT is one of the most commonly used organic semiconductors with applications in 
organic solar cells [241], field effect transistors [242], and thermoelectrics [234]. P3HT 
can is commonly used in its un-doped form for many purposes where σ < 1 S/cm. The 
electrical conductivity of P3HT is not nearly as easy to manipulate to high levels 
compared with PEDOT:PSS, however the structure and crystallinity can easily be 
manipulated through a number of simple processing parameters such as the solution 
processing technique (i.e. spin coating, drop casting, or blade coating), through the 
molecular weight, regioregularity, solvent, or annealing time [243]. A number of single 
measurements have been reported for P3HT using FDTR [126],  and 3-omega [229, 244], 
while Duda et al. investigated annealing on the through-plane thermal conductivity using 
TDTR and found no difference between annealed and un-annealed films [245].  
7.2 Methods  
7.2.1 Sample fabrication 
The two polymers studied in this work are poly(3-hexylthiophene-2,5-diyl) 
(P3HT) and Poly(3,4-ethylenedioxythiophene): poly(styrenesulfonate) (PEDOT:PSS),  
primarily because of the large volume of literature available describing their structural 
and electronic properties under a variety of processing techniques. We attempt to 
leverage existing knowledge of the electrical and structural properties of these polymers 
to better understand their thermal properties. 
7.2.1.1 P3HT  
The majority of the films were processed in the Reynolds lab (Georgia Tech, 
Chemistry) in a glove box under an Ar atmosphere. Electronic grade P3HT (Figure 7.2a) 
is purchased from Sigma Aldrich (SKU 698997) with a molecular weight of Mn = 
54,000-75,000 and greater than 98% regioregular. Thin films were spincoated 24 mm Si 
substrates with 300 nm thermal oxide layer (University wafer SKU 2026). Top metal 
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films were deposited using a filament evapaorator in the glove box. Typically 100 nm of 
Au was deposited on the samples since these can be used for both TLM and TDTR 
measurements.  
 
Figure 7.2: Chemical structure for a) poly(3-hexylthiophene-2,5-diyl) b) molybdenum 
tris-[1-(methoxycarbonyl)-2-(trifluoromethyl)  ethane-1,2-dithiolene. 
A custom p-type molecular dopant, molybdenum tris-[1-(methoxycarbonyl)-2-
(trifluoromethyl)  ethane-1,2-dithiolene (Mo(tfd-CO2 Me)3) (Figure 7.2b), was provided 
by the Marder group (Georgia Tech, Chemistry). This dopant was specifically 
synthesized to be easily solution processible with polymers such as P3HT [246] with 
reported solubility up to ~50 mg/mL in chlorobenzene. When 10 wt. % of the dopant was 
added to P3HT it was found to increase the electrical conductivity from ~10
-5
 to ~1 S/cm. 
It proved more difficult to create uniform P3HT dropcast films compared with 
PEDOT:PSS because of the organic solvents. Chloroform evaporated much too fast to 
create uniform films with smooth surfaces; the films were improved using chlorobenzene, 
however there was still a high degree of variation in the film thickness across samples. 
This created a higher degree of uncertainty in the thermal measurements as discussed 
later. 
7.2.1.2 PEDOT:PSS  
PEDOT:PSS (Figure 7.3) is purchased from Heraeus (Clevios PH1000) as a 
aqueous dispersion of 1.0-1.3wt% PEDOT:PSS with a PSS to PEDOT ratio of 2.5 by 
weight. Prior to spincoating or dropcasting the  PEDOT:PSS is sonicated for 5 minutes 
and then filtered using 0.43 μm cellulose filter attached to syringe. Dispersions mixed 
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with EG or DMSO are stirred for at least 30 minutes using a Teflon-coated magnetic stir 
bar after filtration and prior to sonication. Prior to spincoating substrates are plasma 
cleaned to make the surface more hydrophilic [247]. 
 
Figure 7.3: Chemical structure for a) PEDOT: Poly(3,4-ethylenedioxythiophene) b) PSS: 
poly(styrenesulfonate).  
After spincoating samples are annealed on a hot plate at 110°C for 10 minutes. 
For dropcasting a controlled amount of PEDOT:PSS (600 μL) is dropped on the substrate 
which is then placed under a petri dish. An IR heat lamp (250W) is placed approximately 
300 mm above the samples until they are dry. The dropcast samples are generally 8-10 
μm thick and can vary by several μm across a 24 mm square sample. All fabrication of 
PEDOT:PSS films was performed in air. 
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Figure 7.4: Drying method for dropcast films. 
A top metal pattern was used to combine photoacoustic and TLM measurements 
onto a single sample. The pattern consists of 5 TLM contacts and a large area for PA 
measurements. The top metal was 75 nm Au followed by 75 nm Ti. Au was deposited 
first to make ohmic contacts [248] while the Ti on top absorbs the laser energy for PA 
measurements. A sample with the top contacts is shown in Figure 7.5. 
 
Figure 7.5: Metal pattern for combined thermal and electrical testing of dropcast films on 
PEDOT:PSS sample. O-ring shows the size of the PA measurement on the large 
rectangle. Variable spacing contacts are for TLM measurement.  
Depositing the Au directly on to the polymer films provided adequate adhesion 
for testing, although it was observed that some of the metal films delaminated from the 
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polymer after several months. For future work it is possible that a thin (~ 5 nm) Ti layer 
would provide increased adhesion for Au the way it is often used in depositing Au on 
inorganic surfaces. Top metal layers were deposited in three different ways during this 
work: a Kurt J. Lesker PVD 75 filament evaporator, a Denton Explorer e-beam 
evaporator, and a Unifilm DC sputterer. Originally the filament evaporator was used due 
to concerns about the electron beam and plasma damaging the electrical conductivity of 
the films, but upon comparison we noticed no difference in the electrical conductivity of 
films from the different sources. The filament evaporator was abandoned due to slow 
pump-down and inconsistent deposition results; the majority of the films tested here were 
deposited using the Unifilm DC sputterer. Typically deposition was performed with a 
base pressure of ~1x10
-6
 Torr, an Argon pressure of 5x10
-3
 Torr, and a deposition rate of 
4 to 6 A/s.  
Spincoated films were tested using TLM for electrical conductivity (discussed in 
Section 7.2.3) and TDTR for thermal conductivity. Al is the ideal metal for TDTR 
measurements in our system because of the high coefficient of thermoreflectance at 800 
nm [249], however its low work function (~4.1 eV) makes it a poor electrical contact 
[31]. Experimentally this was observed where the current-voltage (IV) scans for Al 
contacts were often non-linear and highly variable, while IV scans with Au contacts were 
typically linear and reproducible.  
 
Figure 7.6: Metal pattern for combined electrical and thermal testing of spincoated films 
on P3HT sample. 
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7.2.2 Thermal conductivity measurements 
TDTR measurements are used to measure the thermal conductivity of spincoated 
samples while PA is used measure the thermal conductivity of dropcast samples. TDTR 
was previously used to measure the through-plane thermal conductivity of thick dropcast 
films, but we find this somewhat inadequate given the shallow penetration depth in the 
material (Figure 7.7). Using PA to fully penetrate the dropcast film ensures that the 
thermal conductivity value is a more accurate representation of the entire film and not 
just the surface. 
 
Figure 7.7: Comparison of penetration depth in PEDOT:PSS for PA and TDTR. 
Thickness of PEDOT:PSS layer and red arrows denoting thermal penetration depth are to 
scale.  
Figure 7.8a shows the sensitivity of parameters in a 100 nm P3HT film on Si for 
TDTR, and Figure 7.8b shows a representative data set.  
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Figure 7.8: TDTR measurements on P3HT thin film a) Sensitivity to thermal conductivity 
(k), heat capacity (C), interface conductance (G), and layer thickness (h). b) 
Representative data.  
The three most sensitive parameters in the thermal model are the P3HT thermal 
conductivity and the layer thickness for P3HT and Al. Because the thin is thermally thin 
(i.e. fully penetrated by the thermal wave) the heat capacity is not of great importance.  
7.2.3 Electrical conductivity measurements 
Transmission line measurements (TLM) were used to measure the electrical 
conductivity conjugated polymer films [250] as shown in Figure 7.9. A Keithley 2450 
SMU connected to probes on a Cascade Microtech probe station with 25 μm radius 
Tungsten probe needles. In early work probes with a much smaller radius (9 μm) were 
used and found to produce less reliable results due to their propensity to completely 
puncture through the ~100 nm metal film on the soft polymer. Five different rectangular 
metal pads create four measurements where the resistance is measured. Each resistance 
measurement contains component of contact resistance and one of layer resistance. A plot 
of resistance versus contact spacing allows the determination of both contact resistance 
(intercept) and sheet resistance (slope).  
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Figure 7.9: Schematic of transmission line measurement (TLM) for electrical 
conductivity.  
The measurement is relatively robust since it separately accounts for contact 
resistance and inherently checks for abnormal resistance measurements since it is 
necessary to have four measurements that form a line. The drawback is that it is relatively 
time consuming compared with four point inline probes or van der Pauw since four 
separate measurements need to be taken to determine the sheet resistance (or electrical 
conductivity). While TLM measurements are often done with only two probes (since 
contact resistance is accounted for) we find that for the spacing we use (~200-2000 μm) it 
is necessary to use four probes to ensure the contact resistance is less than the sheet 
resistance on the high conductivity PEDOT:PSS samples (σ > 100 S/cm).  
7.3 Results and discussion 
7.3.1 P3HT 
The electronic conductivity of P3HT is known to be extremely sensitive to 
processing [251], but less is known how these parameter affect the thermal conductivity. 
We vary the film thickness during spincoating, the solvent, and annealing to understand 
whether basic processing steps will have a major impact on the thermal transport in 
P3HT. In the range of 50 to 150 nm, the thermal conductivity is relatively independent of 
film thickness (Figure 7.10a). Previous work has shown that size effects do not become 
significant on thermal transport in polystyrene until the radius of gyration of the polymer 
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is comparable to the film thickness [252], which would imply that size effects should not 
be significant until the films are much less than 50 nm in thickness [253]. 
 
Figure 7.10: P3HT thermal conductivity a) Vs. film thickness b) for different processing 
conditions. DCB is dichlorobenzene, CF is chloroform for the solvent that the P3HT is 
dissolved in prior to spincoating. A denotes annealed, NA denotes not annealed. 
We find that changes in solvent and annealing also do not have a significant 
impact on thermal conductivity despite the fact that annealing can dramatically increase 
the electrical conductivity [254]. This indicates that the thermal transport is not limited by 
the nanoscale organization of the polymer chains in this material. Figure 7.11a shows the 
temperature dependent thermal conductivity of a sample made with chlorobenzene and 
annealed. The thermal conductivity of this P3HT is slightly higher than that observed by 
Duda et al. using TDTR [245], although the magnitude of the differences is not 
significant. In both cases the thermal conductivity increases slightly at room temperature 
consistent with a disordered material that has an increasing heat capacity. 
The predicted minimum thermal conductivity (as described in Section 4.4.1.1) is 
actually higher than the measured value indicating that the thermal transport within this 
material (and bulk polymers generally) is highly inefficient and no better than the random 
walk of vibrational energy [255]. In comparison the thermal conductivity of PEDOT:PSS 
increases more dramatically near room temperature with a value about 25% higher 
compared with P3HT (Figure 7.11b).  
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Figure 7.11: Temperature dependent thermal conductivity of a) P3HT, triangles are data 
from current study, diamond is from [229] upside triangle from [126] and squares are 
from [245]  b) PEDOT:PSS, circles are data from current study, triangle is from [225], 
and squares are from [245] 
 
Figure 7.12a shows the effect of adding the Mo dopant to P3HT on the electrical 
and thermal transport of the material. Consistent with previous work [246] increases 
more than four orders of magnitude when 10 wt. % dopant is added to the solution prior 
to spincoating. The absolute conductivity is still relatively low, ~1 S/cm, which is only 
slightly higher than untreated PEDOT:PSS and much too low to expect any electronic 
contribution to thermal conductivity according to the WF Law. The predicted electronic 
contribution to thermal conductivity at 1 S/cm is 4x10
-5
 W/m-K, which is several orders 
of magnitude lower than what is resolvable with the thermal measurements used here.  
On the contrary the thermal conductivity decreases significantly as more dopant is 
added; the thermal conductivity of an undoped film was 0.25 W/m-K and 0.14 W/m-K 
for a film with 10 wt. % dopant. This result is observed for P3HT layers ~35 nm in 
thickness; due to issues with solubility and viscosity multiple attempts to spincoat thicker 
samples failed. Samples spincoated with a dopant concentration of 10 wt. % and a P3HT 
concentration greater than 10 mg/L tended to precipitate causing films that were too 
rough for accurate thermal and electrical measurement. Figure 7.12b shows the TDTR 
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scans for films of different dopant concentration. When all other parameters are equal, a 
higher –Vin/Vout ratio indicates a higher thermal conductivity.  
 
Figure 7.12: P3HT doped with Mo(tfd-CO2 Me)3 a) Electrical and thermal conductivity 
vs. doping concentration. b) TDTR data for 3 doping levels. 
To confirm this effect was not specific to the thin spincoated samples, dropcast 
samples several microns thick were fabricated for measurement using PA. There was 
some difficulty creating enough height uniformity in samples on 24 mm substrates, so the 
size was reduced to 15 mm which improved the uniformity somewhat, although sample 
thickness still varied by ~30% across the substrate, which leads to a higher uncertainty. 
As shown in Figure 7.13 the thermal conductivity observed in the thicker dropcast films 
is somewhat higher than in the thin spincoated films, but the decrease in thermal 
conductivity with dopant is similar. We attribute the difference in absolute value of 
thermal conductivity partially due to the uncertainty due to dropcast film thickness, but 
also acknowledge that there is likely some difference in through-plane thermal 
conductivity for the different film thicknesses. Sun et al. reported the thermal 
conductivity of P3HT films ~2 μm thick was 0.48 W/m-K [229], which is more than 
twice as high as most reports for thin spincoated films [126, 245]. 
 158 
 
Figure 7.13: Thermal conductivity of spincoated and dropcast P3HT films as a function 
of dopant concentration. Blue triangles are thick dropcast films measured by PA, and red 
circles are thin spincoated films measured by TDTR. 
Duda et al. reported a linear drop in thermal conductivity of P3HT with PCBM 
concentration that was consistent with the rule of mixtures [245]. The thermal 
conductivity of PCBM is known to be quite low [256] which explains the observed 
reduction in thermal conductivity in P3HT/PCBM blends. The thermal conductivity of 
the dopant molecule is unknown, but it is even more atomically dense than PCBM with a 
large number of atoms per unit cell (48 atoms in a single unit cell) that will result in a 
lower predicted minimum thermal conductivity [255]. Previously Bi et al. demonstrated a 
reduction in the thermal conductivity of polyacetylene nanofibers by up to ~70% for 
extremely long exposure to Iodine (120 h), although the exact concentration of dopant in 
the fibers was not known. This is an indication that mass/bond disorder is likely 
introduced by the addition of a dopant, although the mass disorder induced by the 
extremely heavy dopant molecule used in this work is likely to exceed that of Iodine in 
polyacetylene.   
7.3.2 PEDOT:PSS 
Over 100 PEDOT:PSS samples were fabricated using a wide variety of co-
solvents, post treatments, cast techniques, and annealing procedures to look for any 
 159 
combination of parameters that can lead to increased through-plane thermal conductivity 
in PEDOT:PSS. With recently published work it is clear there is an electronic charge 
contribution in the in-plane direction in PEDOT:PSS [45] and PEDOT:Tos [44] (Figure 
7.1), although no effect has been observed for through-plane thermal conductivity. 
Because the fundamental phenomenon of thermal transport via charge carriers in 
polymers has been demonstrated, we restrict ourselves to an investigation of the through-
plane thermal conductivity since this is more useful for many thermal management 
applications and also not yet demonstrated.   
 We use the following treatments to enhance the electrical conductivity of 
PEDOT:PSS: 
 Addition of up to 7% by volume ethylene glycol (EG) as a co-solvent [237] 
 Addition of up to 6% by volume dimethyl sulfoxide (DMSO) as a co-solvent [45] 
 Post treatment of Methanesulfonic acid (MSA) dropped on spincoated films 
[236] 
 Post treatment of soaking spincoated films in methanol (MeOH) [257] 
 Post treatment of soaking spincoated films in ethylene glycol [237] 
 
The addition of co-solvents was used for both spincoated and dropcast films, while the 
post treatments were only performed on spincoated films since these surface treatments 
would not change the electrical conductivity of thick films. 
When measuring highly conductive films using the TLM method it is extremely 
important to create a break in the polymer film around the edges between the electrical 
contacts to ensure that the electrical conduction is 1D between the two rectangular 
contacts. Figure 7.14 demonstrates the difference in measure resistance before and after 
the edges are electrical isolated. The reported conductivity would be 2400 S/cm without 
removing the edge effects, while the true conductivity is 1400 S/cm. Edge effects can 
also be very important when using the van der Pauw technique, which is used for a 
number of the reports of high conductivity in PEDOT:PSS. Jiangyong et al. report an 
 160 
electrical conductivity of 3300 S/cm using the van der Pauw technique when 
PEDOT:PSS is films are treated with 8M methanesulfonic acid at 160°C [236].  
Following the same procedure we observe an electrical conductivity of ~2000 S/cm on 
multiple attempts; while small differences in the treatment procedure could be affecting 
the electrical conductivity it is also possible that the reported electrical conductivity from 
the previous work may be somewhat higher due to the measurement technique. For each 
of the post treatment techniques we observe electrical conductivity values that are 20-
40% lower than those reported in literature using the van der Pauw technique, while the 
values we observe on dropcast films with DMSO co-solvents are within 20% of 
measurements reported with the inline four probe technique [45]. We have verified our 
measurements with the Kippelen lab (Georgia Tech, ECE) and find agreement better than 
10% on samples with electrical conductivity of 0.1 and 700 S/cm.  
 
Figure 7.14: Difference in measured sheet resistance when edge effects are removed by 
electrically isolating film for 55 nm PEDOT:PSS film with MSA acid treatment. Without 
adjustment: σ = 2400 S/cm, with adjustment: σ = 1400 S/cm. 
Table 7.2 summarizes the electrical and thermal conductivity values measured for 
a variety of processing techniques. While the thermal properties of PEDOT:PSS with 
DMSO [45] and EG [258] have been measured, the post treatments used here have not 
previously been reported. In addition the electrical conductivity observed in the 8M MSA 
film (2000 S/cm) is twice as high as any film previously tested for thermal conductivity.  
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Table 7.2: Thermal and electrical conductivity of PEDOT:PSS films using different 
treatments 






  (S/cm) (W/m-K) 
Spincoated 
None 0.4 0.29 
5% EG 540 0.27 
5% DMSO 610 - 
2M MSA 1400 0.34 
8M MSA 2000 0.36 
MeOH 700 0.31 
MSA+MeOH - 0.31 
Dropcast 
None 0.1 0.34 
5% EG 790 0.38 
5% DMSO 680 0.38 
      
Figure 7.15 summarizes the electrical conductivity data from Table 7.2. 
 
Figure 7.15: Electrical conductivity of PEDOT:PSS films using different treatments 
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The observed thermal conductivity in the through-plane direction is plotted versus 
the electrical conductivity measured in the in-plane direction in Figure 7.16. The dashed 
line labeled “In-plane” represents the predicted total thermal conductivity using the 
following equation: 
  (Eq. 7.3) 
where kphonon is the vibrational thermal conductivity assumed to be unchanged from the 
undoped state (0.28 W/m-K) and kelectron is the contribution from the WF law (Equation 
7.1). For σ = 2000 S/cm, kelectron = 1.44 W/m-K for a total predicted thermal conductivity 
of 1.72 W/m-K, compared with the observed value of 0.35 W/m-K. As discussed 
previously this is not actually a violation of the WF law, but an indication of how 
anisotropic the electrical conductivity in PEDOT:PSS can be. Our results are consistent 
with a previous study that showed no observable increase in through-plane thermal 
conductivity up to 945 S/cm (DMSO) for spincoated films and up to 560 S/cm for 
dropcast films (DMSO) [45]. However these same dropcast films had an increase of in-
plane thermal conductivity consistent with the WF law implying that the through plane 
electrical conductivity is likely much lower.  
 
Figure 7.16: Thermal conductivity vs. electrical conductivity for PEDOT:PSS. Blue 
squares are dropcast films with co-solvents. Red circles are spincoated samples with co-
ktotal = kphonon +kelectron
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solvents. Green triangles are spincoated samples with post-treatments. Dashed lines 
represent the WF Law predictions based upon the measured in-plane electrical 
conductivity and constant thermal conductivity. 
The use of DMSO and EG as co-solvents has been shown to create an anistotropic 
film morphology [259] and even unaltered PEDOT:PSS has anisotropic behavior [46]. 
The anisotropic electrical conductivity originates from the tendency for the grains of 
electrically conductive PEDOT to align themselves in-plane with a surrounding shell of 
insulating PSS. Through the use of co-solvents the size of the conductive grains can be 
increased significantly, but there is still a thicker insulating barrier of PSS in the through-
plane direction causing lower electrical conductivity [46]. In contrast to co-solvents that 
reorganize the morphology of PEDOT and PSS regions of the film, post treatments of 
methanol have been shown to actually remove PSS from the film [257].  It has not been 
demonstrated whether the removal of PSS in such a manner leads to more isotropic 
electrical conductivity, but there is no evidence of this from the thermal conductivity 
measurements.  
We measure the through-plane electrical conductivity on a dropcast film with 5% 
DMSO. 2 mm diameter circle Au contacts are patterned on the top of the film and on the 
bottom substrate aligned on top of each other. The bottom circle has an Au pattern 
leading out to a side contact for access for the probe tips. Four probes are used to 
minimize contact resistance, although it is not possible to entirely remove the effect of 
contact resistance as with the TLM method. Using this technique we measure the 
through-plane electrical conductivity to be 40 S/cm for a film with an in-plane 
conductivity of 760 S/cm.  Although the accuracy of our through-plane measurement is 
not well known these results are remarkably similar to the recent work of Wei et al. who 
measured a PEDOT:PSS film with 2% EG and found σin-plane = 680 S/cm and σthrough-plane 
= 40 S/cm. The anisotropic morphology of PEDOT:PSS films is even evident on the 
micron scale as can be seen from the layered structure seen in SEM images (Figure 7.17).  
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Figure 7.17: Layered morphology of PEDOT:PSS dropcast films: a) PEDOT:PSS b) 
PEDOT:PSS with 4% DMSO 
This indicates that the through-plane electrical conductivity is only 6% of the in-
plane value, which changes the predictions made for the WF law in Figure 7.16. If we 
assume the anisotropic ratio is similar for all films we can calculate a new predicted 
thermal conductivity based upon the estimated through-plane electrical conductivity, 
which is shown in Figure 7.18 as the dash line labeled “through-plane.”  It is necessary to 
use the same anisotropic ratio from dropcast films for spincoated films because 
thicknesses of <100 nm are too thin for the resistance to be measured using our four point 
probe setup. Based upon this adjustment, the predicted through-plane thermal 
conductivity would be 0.36 W/m-K at 2000 S/cm (in-plane), which is the same value 
measured for a MSA treated thin film measured by TDTR (Table 7.1). Generally the high 
electrical conductivity MSA treated films follow the predicted rise in thermal 




Figure 7.18: Thermal conductivity vs. electrical conductivity for PEDOT:PSS using 
estimated through-plane electrical conductivity for WF Law. Red circles are spincoated 
samples with co-solvents. Green triangles are spincoated samples with post-treatments. 
Dashed lines represent the WF Law prediction based upon the estimated through-plane 
electrical conductivity, and constant thermal conductivity. 
 
While the observed increase in thermal conductivity is small, it provides an 
indication that the through plane thermal conductivity will likely follow the WF law, but 
the anisotropy of PEDOT:PSS prevents high through-plane thermal conductivity values. 
Figure 7.19a shows that dropcast films of high and low electrical conductivity are very 
similar, while Figure 7.19b shows a significant difference between the TDTR 
measurements of  spincoated PEDOT:PSS with high and low electrical conductivity.  
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Figure 7.19: a) PA data comparing PEDOT:PSS dropcast film with PEDOT:PSS + 5% 
EG. b) TDTR data comparing PEDOT:PSS spincoated film with PEDOT:PSS + MSA 
post-treatment.  
This is further reinforcement that there is a detectable difference in the through-
plane thermal conductivity when applying post treatments that result in high electrical 
conductivity. Unfortunately because of the of the morphological changes induced by the 
acid treatment [236] it is not possible to know whether the increase in thermal 
conductivity is due to an electronic contribution.  
7.4 Conclusions 
The thermal and electrical conductivity of P3HT and PEDOT:PSS were examined 
under a variety of processing conditions to understand how common organic electronic 
processing will affect thermal transport and whether it can in any way be leveraged to 
create higher thermal conductivity. In P3HT a significant decrease in thermal 
conductivity was observed by adding a heavy dopant, which could be a very valuable 
finding for thermoelectric work. A reduction of thermal conductivity by a factor of two 
represents a doubling of the thermoelectric performance, which could prove useful for 
real applications. For PEDOT:PSS we doubled the electrical conductivity compared to 
any previous sample measured for thermal conductivity and saw only a small increase in 
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thermal conductivity. By combining in-plane and through-plane thermal conductivity 
measurements we provide evidence that the through-plane thermal conductivity is 
following the WF law, but the anisotropic nature of PEDOT:PSS films limits the 
electronic contribution to only 5% of the in-plane value. In the next chapter we take some 
of the lessons learned from PEDOT:PSS and develop sample configurations designed to 








 The majority of advanced TIM technologies rely upon nanostructured 
materials or alignment of highly anisotropic materials to increase thermal performance, as 
discussed in Section 1.4.2.  
As previously discussed, low thermal resistance values include 3-4 mm²-K/W for 
graphite nanoplatlet-solder composite [75], 3.5 mm²-K/W for metallized double-sided 
CNTs on metal foil infiltrated with paraffin wax [86], and ~5 mm²-K/W for bonding the 
free tips using polymer spray-coating [77] or covalently-bonded surface modifiers [78]. A 
number of studies have shown that the effective thermal conductivity of vertically aligned 
CNT arrays is often below 5 W/m-K [61, 87] indicating that further decreasing the 
thermal resistance or increasing the bond line thickness of CNT TIMs will require 
improving the quality and density of the CNT array.  
There is a large body of literature regarding thermal interface materials created from 
polymer composites [260, 261] and while well designed composites with high filler 
loadings can achieve 1 to 10 W/m-K many polymer composites fall far short of effective 
medium theory predictions based on their high conductivity fillers [260]. In fact a large 
number of composites fail to achieve a thermal conductivity of 1 W/m-K, making these 
materials unsuitable for thermal management applications. Low thermal conductivity can 
often result from poor mixing of the conductive filler, voids in the composite, and high 
boundary resistance between the matrix and filler. Composites comprised of conjugated 
polymers and carbon nanotubes can improve the thermal conductivity compared to 
traditional composites in three ways: First carbon nanotubes and conjugated polymers 
have been shown to have strong π-π interactions [262] which can cause the polymer chain 
to wrap around the carbon nanotube [263] creating a much stronger interface compared 
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with non-conjugated polymers such as polyethylene that are commonly used in CNT 
composites. The interface resistance between the polymer and carbon filler is extremely 
important with effective medium theory predictions showing that the thermal 
conductivity of a composite is reduced by a factor of ten when the interface resistance is 




-K/W [264]. The strong interactions between 
conjugated polymer chains and CNTs will result in a lower thermal boundary resistance 
compared to weak van der Waals interactions present in most composites. Secondly it is 
likely that the interfacial thermal transport between heavily doped polymers and metallic 
MWCNTs could have electronic conduction across the interface, thereby further reducing 
boundary resistance. Although phonons are the primary source of heat conduction in 
CNTs, a detailed experiment estimated that 15% of the heat was conducted by electrons 
[265]. Lastly increasing the matrix thermal conductivity in composite will increase the 
thermal conductivity as well. These three advantages indicate that for a given loading 
level of CNTs, conjugated polymers should achieve a higher thermal conductivity 
compared with non-conjugated polymers. This is a huge advantage from an application 
standpoint since lower level of fillers can be used resulting in better mechanical 
properties, easier processing, and less issues with thermal expansion [76]. 
 Reports on conjugated polymer-CNT composites are limited, with one study 
indicating that thermal conductivity will improve when adding SWCNTs to a 
PEDOT:PSS DMSO film [266] and another reporting that the thermal conductivity of 
PEDOT:PSS-CNT composites showed little increase in thermal conductivity with the 
addition of up to 16 wt.% CNTs [267]. It should be noted that this work uses stabilizer 
particles to force the material to electrical percolation, which will significantly 
complicate the thermal transport in the films. We have previously observed reduced 
contact resistance between CNT free tips and opposing metal foils through bonding with 
thin P3HT layers [77] as discussed in Chapter 3, however it appeared that increased 
contact area may have been the dominant mechanism for this result when compared with 
a reduction in the area specific resistance. Generally three types of composites will be 
pursued: dispersed MWCNTs, vertically aligned MWCNTs, and graphitic flakes. 
Solution processing provides the most promising route towards efficient processing and 
proper dispersion of the conductive fillers within the polymer. Electropolymerization in 
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the presence of CNTs has shown promising electrical and mechanical properties [268], 
and can be pursued as well. 
A larger number of studies have examined just the electrical properties of CNT-
conjugated polymer composites. Musumeci et al. added up to 17% of short MWCNTs to 
P3HT and saw the conductivity increase from 10
-7
 S/cm to 10
-3
 S/cm [269]. Yun et al. 
observed a reduction in sheet resistance of several orders of magnitude when 1.5 wt.% 
MWCNTs were added to PEDOT:PSS [270]. Park et al. added 1 wt.% SWCNTs to a 
PEDOT:PSS-DMSO film and found that for DMSO concentrations above 2.5% the sheet 
resistance did not change dramatically with the addition of CNTs. Using thermal imaging 
they noted a large drop in ohmic heating of an ITO layer coated with a PEDOT:PSS-CNT 
film [266]. Here we explore the electrical and thermal conductivity of composites of 
PEDOT:PSS and CNTs. First we examine the conductivity of films cast from 
PEDOT:PSS-CNT dispersions and then attempt to infiltrate and bond vertically aligned 
CNT forests using PEDOT:PSS with co-solvents. 
8.2 Methods  
8.2.1 Sample fabrication 
8.2.1.1 PEDOT:PSS-CNT thin films 
Generally CNTs are hydrophobic and do not disperse well in water, but it has been 
demonstrated that CNTs can be solubilized in water through interactions with various 
polymers including PVP and PSS [271]. Certain ionic polymers such as PSS tend to 
interact with the hydrophobic CNT wall and linearize and even wrap. PEDOT:PSS in 
particular has been demonstrated to improve the dispersibility of CNTs [267]. Certain 
conjugated polymers such as P3HT have been shown to wrap around CNTs 
experimentally [272] and theoretically [273]. The π-conjugated structure of the polymer 
strongly interacts with the electrons on the outer CNT wall that can cause strong adhesion 
and even slight deformation of the CNTs.  
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Multi-walled CNTs were purchased from US Research Nanomaterials, Inc. in two 
lengths: 10-20 μm (# US4300) and 0.5-2 μm (# US 4350) will be hereafter referred to as 
long and short CNTs. Both types of CNTs have >95% purity, OD <7 nm, and electrical 
conductivity < 100 S/cm. PEDOT:PSS dispersion in water (Clevios PH1000, 1.0-1.3 wt. 
%) was sonicated for at least 5 minutes and then filtered using 0.43 μm cellulose filter 
attached to syringe. The PEDOT:PSS was added to a 20 mL glass bottle containing the 
CNTs. The dispersion was sonicated for at least 30 minutes and then stirred with a Teflon 
stir bar for at least 30 minutes. At this point the dispersion looked like a dark well-mixed 
liquid where no CNTs were visible when swirling the dispersion against the wall of the 
bottle. 600 μL of the dispersion was cast onto a 24 mm square Si substrate with an 8-10 
nm thermal oxide layer to provide an electrically resistive but thermally conductive 
substrate for thermal and electrical measurements. Each sample was then placed under a 
100 mm diameter Pyrex petri dish that was being held 3 mm off the table by glass slides. 
An IR heat lamp (250 W) was placed approximately 300 mm above the samples to 
provide heat to speed up the drying process. It is estimated that the lamp heats the 
samples to ~50°C, but this was not directly verified. Because of the relatively low vapor 
pressure of water the dispersions could take over 24 hours to dry with no heating. Using 
the aforementioned procedure the samples are dry after 30 minutes. We find that applying 
heat from above the sample (e.g. a heat lamp) creates much more smooth and uniform 
films compared with applying heat below the sample (e.g. a hot plate). The addition of 
the petri dish creates and area just above the sample with a high vapor pressure of water 
that slows down the drying process somewhat and tends to make the film more smooth 
and uniform.  
8.2.1.1 PEDOT:PSS-VACNT forests 
VACNT forests were infiltrated with PEDOT:PSS by placing a silicone mold 
over top of a VACNT forest on a substrate. This created a square with walls around the 
CNT forest so that polymer could be dropped in and given time to infiltrate the forest. 
The mold is held tightly against the sample with Kapton tape creating a seal at the CNT-
mold interface, preventing liquid from seeping out. Because VACNT forests are 
hydrophobic, simply placing drops of an aqueous solution of PEDOT:PSS will roll off 
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the top surface of the forest. By placing walls around the forest the polymer is forced to 
stay on top of the array giving it time to infiltrate. To create a TIM bonded to an Ag foil 
the sample is left ~8 h to soak before placing it in contact with an Ag foil and allowing it 
to dry in place for 24 h. To measure the thermal conductivity of a bare PEDOT:PSS-
VACNT composite the soaked array is placed on a hot plate with the mold still in place 
to increase the evaporation rate. Samples are typically dry after 4 h.  
9.2.2 Photoacoustic 
The thermal conductivity of the PEDOT:PSS-CNT films were measured in the 
exact manner as the thick dropcast PEDOT:PSS films described in Chapter 7. The 
thermal conductivity PEDOT-VACNT composites were measured using the bare array 
technique as described in Chapter 3, while the total thermal resistance of the PEDOT-
VACNT arrays bonded to Ag foils was measured as described in Chapter 6 for thermal 
interface materials. The measurement setup is shown in Figure 8.1 
 






8.2.3 Electrical conductivity measurements 
Transmission line measurements (TLM) were conducted as described in Section 
7.2.3 for PEDOT:PSS-CNT dropcast films. Top metal contacts of 75/75 nm Au/Ti were 
deposited via DC sputtering in the Unfilm system.  
8.3 Results and discussion 
8.3.1 PEDOT:PSS-CNT films 
The thermal conductivity of the PEDOT:PSS-CNT composites increased with 
CNT loading, although not dramatically. The maximum thermal conductivity was 0.71 
W/m-K for 6.7 wt. % long CNTs. For PEDOT:PSS mixed with long and short CNTs the 
maximum thermal conductivity was observed for 6.7 wt. % and the value decreased for 
10 wt. % CNTs .  
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Figure 8.2: PEDOT:PSS-CNT composite films. a) Thermal conductivity vs. CNT wt. %. 
b) Electrical conductivity vs. CNT wt. %. Dashed lines represent effective medium 
theory predictions for different CNT orientation functions.  
Effective medium theory is used in its general form (Chapter 4, Equation 4.5) to 
better understand the behavior of the composite thermal conductivity. Three lines are 





-K/W. A value of cos
2
Θ = 0.33 corresponds to a completely 
random CNT orientation and cos
2
Θ = 1.0 corresponds to complete in-plane orientation. 
The trend of PEDOT+Long CNT and PEDOT+Short CNT are close to cos
2
Θ = 0.65 
indicating that there is preferred orientation of the CNTs in the plane of the film. The 
decrease in thermal conductivity for the highest CNT loading is due to aggregation of the 
CNTs in the film, as can be seen in Figure 8.3.  
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Figure 8.3: Surface roughness of PEDOT:PSS-CNT composite film for 10 wt. %  short 
CNTs.  
The thermal conductivity of the PEDOT:PSS with 5% EG increases with CNT 
content more slowly than in the films without EG, but it also does not decrease for 10 wt. 
% CNTs. This seems to indicate that there may be more in-plane orientation of the CNTs 
in the films with 5% EG and also that the EG better than just the aqueous solution. This is 
consistent with the fact that EG should wet CNTs better than water.  
 
Figure 8.4: SEM Image of layered structure of PEDOT:PSS-CNT (10 wt.% short CNTs) 
composite film  
Figure 8.4 shows an SEM image displaying the same layered morphology in the 
PEDOT-CNT composite films that was observed for the pristine PEDOT:PSS films 
studied in Chapter 7. The electrical conductivity of the PEDOT-EG-CNT composites 
exhibited no trend with CNT loading and had values around 700 S/cm. Because the 
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MWCNT electrical conductivity is reported to be < 100 S/cm, the CNTs would not be 
expected to change the composite electrical conductivity when the matrix conductivity is 
already higher. This is consistent with a previous study that showed for DMSO levels the 
electrical conductivity was dominated by changes in the PEDOT:PSS morphology due to 
DMSO rather than the CNT interactions [266]. 
8.3.2 PEDOT:PSS-VACNT composites 
Aqueous dispersions of PEDOT:PSS will not immediately infiltrate CNT forests 
due to their hydrophobicity. However we find that when the dispersion is confined to the 
surface (i.e. placed in a mold and cannot roll off) it will infiltrate the forest given 
adequate time (4-8 h). The infiltration is highly dependent upon the CNT morphology 
and height. While all CNT forests shorter than 40 μm appeared to be well infiltrated, two 
forests with heights of 60 and 100 μm did not appear to be well infiltrated. Figure 8.5 
shows a 100 μm tall CNT forest that was partially infiltrated with PEDOT:PSS after 
several hours.  
 
Figure 8.5: Tall VACNT forest partially infiltrated with PEDOT:PSS 
We use energy dispersive spectroscopy (EDS) to obtain elemental maps of SEM 
images and understand where polymer has infiltrated the CNTs. The clear contrast line 
from the SEM image is confirmed with an EDS map that there is preferentially more 
sulfur in the top portion. Sulfur is contained in PEDOT and PSS, but is not present in the 
CNT array and therefore can be used as a marker for the presence of polymer. EDS maps 
of pristine CNTs confirmed the lack of S content. The S content of the EDS map 
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corresponding to Figure 8.5a indicated slightly less than 1% by weight. Shorter CNT 
forests had much higher S content. Figure 8.6 shows the SEM and energy-dispersive X-
ray spectroscopy (EDS) spectrum from a CNT forest ~13 μm tall. 
 
Figure 8.6: Sulfur EDS map of VACNT forest. Sulfur is used as a marker for 
PEDOT:PSS  
The average wt. % of S from the area in Figure 8.6b was 8.9%. PEDOT:PSS is 
approximately 20% S by weight indicating that the composite is ~45% polymer at this 




Figure 8.7: a) SEM of VACNT forest, delaminated at growth substrate b) Magnified 
SEM image of area used for EDS analysis c) EDS spectrum. Sulfur is used as a marker 
for PEDOT:PSS. Si, Ti, and Al are expected from growth substrate (Si) and catalyst 
layers (Al, Ti). 
Even at the base of the CNTs there was 10% S, indicating the whole forest was 
infiltrated. Given the number of elements present from the growth substrate and catalyst, 
the ratio of S to C is much higher compared with Figure 8.6, indicating there may be even 
more than 45% polymer in this location. Previous characterization of CNTs grown with 
the similar recipe (LPCVD on Black Magic CVD system) estimated the CNT volume 
fraction to be approximately 2%  [111]. Based on this analysis is appears the total volume 
fraction of the composite is approximately 4% meaning that there is still significant void 
space in the film.  
For shorter forests the polymer more easily infiltrates the entire height Figure 8.8. 
It is likely that a plasma etch on tall arrays would promote better infiltration by removing 
the entangled crust layer at the top.  
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Figure 8.8: VACNT forest morphology a) with PEDOT:PSS and 10% EG b) as grown 
The total thermal resistance of VACNTs was measured in three configurations: i) 
dry contact with Ag foil ii) infiltrated with PEDOT:PSS and then bonded to Ag foil iii) 
infiltrated with PEDOT:PSS + 5% EG and then bonded to Ag foil. This parameterization 
was tested for three different types of VACNT forests to ensure results observed were not 
a result of a specific CNT morphology. The three types of VACNTs were: i) free-
standing 17 μm tall CNTs grown on a graphene layer (provided by Prof. Tour’s group, 
Rice University) [274] ii) 15 μm tall CNTs on Si grown in Surrey Nanogrowth 1000 
CVD system iii) 35 μm tall CNTs on Si grown in the Axitron Black Magic CVD system 




Figure 8.9: Total thermal resistance of CNTs in dry contact and polymer-infiltrated. 
The trend is remarkably similar for all VACNT forests where the total resistance 
is reduced when the CNTs are infiltrated and bonded with PEDOT:PSS, and then the 
total resistance is reduced again for infiltration with PEDOT+5%EG. In the case of the 
Black Magic CNTs the total thermal resistance for the PEDOT-EG TIM was 1.4 ± 0.3 
mm
2
-K/W, which is a considerable improvement over the results achieved with P3HT 
spray-coating [77] and surface modifiers [78] (both sample types have a total resistance 
of ~5 mm
2
-K/W). The previous methods did an excellent job in minimizing the contact 
resistance of the CNT free tips, but were limited by the layer resistance of the CNTs. 
Here we use a single process that reduces both the layer and contact resistance 
simultaneously which is the reason for the low total thermal resistance. For example, the 
Graphene-CNT sample had thermal conductivity of ~1 W/m-K and a height of 17 μm for 
a total layer resistance of 17 mm
2
-K/W. Using a method to reduce the contact resistance 
would be limited to this total thermal resistance, however the PEDOT-EG TIM had a 
total thermal resistance of only 9 mm
2
-K/W indicating that the layer resistance was 
reduced by a factor of two through polymer infiltration. Three Black Magic CNT samples 
were infiltrated with PEDOT:PSS+5%EG and the resistance ranged from 1.4 to 2.2 mm
2
-
K/W indicating that repeatable low resistance can be achieved. 
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This same concept can be illustrated through the photoacoustic data of another set 
of samples shown in Figure 8.10. 
 
Figure 8.10: Comparison of PA phase shift for dry contact CNT forest, PEDOT-
infiltrated  CNT forest, and PEDOT+6% DMSO infiltrated CNT forest. Circles show the 
two samples with similar layer resistance (i.e. thermal conductivity) and with similar 
contact resistance. 
In this case the PEDOT:PSS was mixed with DMSO, which we find has the same 
effect as EG (see Chapter 7). In PA, the phase shift as a function of frequency can give 
extra information on components of the sample since the thermal penetration depth 
changes with frequency. For low frequencies the thermal penetration depth is very large 
and the phase response is dominated by the layer resistance of the CNTs. For high 
frequencies the thermal penetration depth is shallow and the response is dominated by the 
contact resistance of the free tips. In Figure 8.10 we see the low frequency response of 
the PEDOT infiltrated and dry contact CNTs is similar, but the PEDOT-DMSO sample is 
very different indicating that the PEDOT-DMSO sample has a different layer resistance. 
Then at high frequencies the PEDOT and PEDOT-DMSO samples have similar behavior 
indicating that the contact resistance of these two samples is similar and different from 
dry contact. The fact that the layer resistance is different in this example and the total 
thermal resistance is different in Figure 8.9 for PEDOT and PEDOT-EG samples means 
one of two things: either the EG is creating better infiltration of the CNT forest or the 
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higher electrical conductivity of the polymer is contribution to the thermal conductivity 
of the composite. High resolution SEM images of the CNTs reveals that CNTs appear to 
be conformally coated with PEDOT:PSS;  In Figure 8.11a the CNTs are translucent, 
whereas the polymer-coated CNTs in Figure 8.11b are opaque due to the polymer. It was 
not possible to discern a difference in the appearance of CNTs infiltrated with 
PEDOT:PSS compared to those infiltrated with PEDOT:PSS+EG using SEM.  
 
Figure 8.11: a) SEM image of MWCNTs. b) SEM image of MWCNTs coated in 
PEDOT:PSS. 
The thermal conductivity of bare VACNT forests measured with the 
photoacoustic method is shown in Figure 8.12 for a 35-μm tall CNT forest grown using 
LPCVD with the Axitron Black Magic CVD system. 
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Figure 8.12: CNT forest thermal conductivity measured using photoacoustic without top 
metal. 
The CNT thermal conductivity increases when infiltrated with PEDOT+5%EG 
from 1.9 W/m-K to 3.2 W/m-K, which is too large increase to attribute to 2-5% volume 
fraction of polymer being added to the CNTs. Using the rule of mixtures with a low 
volume fraction of PEDOT:PSS (< 5%) would mean the polymer thermal conductivity 
would have to be extremely high (> 10 W/m-K). Even if the PEDOT:PSS chains were 
very well aligned with a high contribution from charge carriers this value is higher than 
what one would expect. It is likely that some interaction between the CNTs, the liquid, 
and the polymer may be changing the morphology of the CNTs and increasing their 
effective thermal conductivity. We propose that the polymer is creating contacts between 




Figure 8.13: a) Dry vertically aligned CNT forest, CNTs not participating in heat 
conduction are colored red. b) PEDOT:PSS infiltrated CNT forest contacts connecting 
the previously non-participating CNTs are marked with circles. 
 
 Whether the increase in thermal conductivity is due to a vibrational or electronic 
contribution it is likely that the vertically aligned CNTs are acting like a template to align 
the PEDOT chains vertically as well. If we assume the thermal conductivity of an 
individual CNT is 300 W/m-K, from literature values of defective MWCNTs [65], this 
would imply that ~0.6% of the CNTs are participating in heat conduction. For the 
PEDOT:PSS infiltrated array this would increase to 0.7% and up to 1.1% for the 
PEDOT:PSS+5%EG composite. Previous attempts to measure the volume fraction of 
CNTs grown with the same recipe estimated a volume fraction of 2% [111]; this would 
imply that initially approximately one-third of the CNTs are actively participating in heat 
conduction, and with a polymer-infiltrated array this could be increased to more than half 
of the CNTs participating. Previous studies have estimated that only a small portion of 
available CNTs are participating in heat conduction [62], which can occur due to growth 
termination or pull-out from the substrate. Tube-to-tube contact in a CNT forest is often 
cited as a cause of reduced thermal conductivity [63], however this is likely to apply only 
to high quality CNTs where the mean free path of phonons is quite large. For defective 
MWCNTs, with a thermal conductivity ~30-300 W/m-K,  the mean free path is estimated 
to be between 4 and 30 nm [65], similar to the grain size. This implies that for low quality 
 185 
CNTs, scattering from defects and grain boundaries will dominate compared with 
contacts with other CNTs.  It is possible that increasing inter-CNT connections in forests 
of low quality CNTs will actually improve the thermal transport. 
8.4 Conclusions 
PEDOT:PSS-CNT composite films were shown to have relatively modest 
increases in thermal conductivity, consistent with a number of previous efforts [76]. In 
contrast, infiltration of CNT forests with PEDOT:PSS results in dramatic improvements 
in both total resistance and layer thermal conductivity. The total resistance in three 
different types of samples was reduced by 75% and to levels below what would be 
achievable simply with bonding the free tips. A total thermal resistance as low as 1.4 ± 
0.3 mm
2
-K/W was observed signifying the ability to achieve high performance TIMs 
even with low quality CNTs. While the exact mechanism is not well understood it is clear 
that infiltrating CNT forests with PEDOT:PSS mixed with EG can not only reduce the 
contact resistance, but enhance the thermal conductivity as well. If this sample 
configuration is going to be considered for TIM applications one important future step is 
to understand the stability of the material in the presence of humidity since PEDOT:PSS 
is water soluble. Since the thermal performance is much less sensitive than the electronic 
performance it’s possible a simple vapor barrier encapsulation may be sufficient for 




CHAPTER 9 . 
CONCLUSION AND RECOMMENDATIONS 
 
9.1 Summary of Key Findings 
Organic materials hold much promise for thermal management applications due to 
the potential for efficient energy transport in many carbon based materials as well as the 
processibility and tunability of many polymers. Herein we examined a number of unique 
fabrication methods to achieve efficient heat conduction in nanostructured polymers and 
polymer CNT composites. We also examined conjugated polymer thin films from a more 
fundamental viewpoint to better understand the mechanisms of thermal transport within 
these materials. Figure 9.1 is a summary of the combined results of thermal conductivity 
and total thermal resistance achieved over all the materials tested.  
 
Figure 9.1: Combined thermal results: a) Array thermal conductivity b) TIM resistance. 
PT is polythiophene NT arrays (Ch. 4), CNT are VACNT forests (Ch. 2), HDPE and 
LDPE are NF arrays (Ch. 6), and PEDOT-CNT are VACNT-PEDOT:PSS composite 
forests (Ch. 8). 
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It is interesting to note that the highest effective conductivity of any macroscopic 
film tested was a pure polymer (HDPE NF array) not a CNT forest or CNT composite. 
Only a few years ago, this would have seemed unlikely, however research here and from 
others have demonstrated both the potential of high thermal conductivity in polymers [31, 
211] and the difficulty in achieving high thermal conductivity in vertically aligned CNT 
forests [61]. One of the primary drawbacks for CNT forests is their low volume density, 
which is not an issue when creating polymer nanowires using nanporous templates. 
Figure 9.2 is a visual demonstration of the extra area available for heat transfer in a 
polymer nanofiber array (e.g. HDPE and LDPE NF arrays, Chapter 6) compared with the 
CNT forests (Chapters 2 and 8).  
 
Figure 9.2: Comparison of fill fraction for polymer nanowires compared with carbon 
nanotubes. f is the volume fill fraction and d is the diameter of the tubes/fibers. 
However the low density and higher aspect ratio of the CNTs compared with the 
polymer NW does have an advantage in being more mechanically compliant; this should 
result in lower contact resistance although a detailed study would be required to fully 
understand this trade-off. Individual CNTs also have much higher thermal conductivity 
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and phonon mean free path leading to differences in ballistic constriction resistance 
which would need to be considered as well.  
Figure 9.3 summarizes the improvements in thermal transport achieved in this 
work for each type of sample. For nanofibers and composite films the enhancement factor 
is the ratio of the thermal conductivity of an individual nanofiber or composite film to 
that of the bulk thermal conductivity. For CNT forests the enhancement factor is the  ratio 
of the total thermal conductance (i.e. the reciprocal of the total resistance) of the VACNT 
composite compared to that of the same VACNT in dry contact. The highest 
enhancement factor of 23 was achieved for polythiophene nanofibers (Chapter 4). 
 
Figure 9.3: Summary of thermal conductance improvements achieved for different 
samples in this work as a ratio of best results compared with baseline. Baseline for 
polymer nanostructures are bulk films. Baseline for VACNT samples are dry contact total 
resistance. Baseline for PEDOT-CNT film is PEDOT film.  
 
In Chapter 2 the ability to measure the thermal conductivity of CNT forests  
without top metal films or foils was demonstrated using the photoacoustic technique. In 
five of the six sample types good agreement was observed between the two 
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configurations, which indicates this is a suitable method to estimate the array thermal 
conductivity. The thermal conductivity of five VACNT arrays ranged from 0.9 to 3.8 
W/m-K as measured by the bare samples, which is consistent with a number of 
previously reported values for MWCNT arrays. It was also observed that the thermal 
conductivity decreased as the growth time (and array height) increased. Using this 
method has advantages in that no additional preparation (i.e. metallization or bonding) is 
required to make the measurement. This allows the thermal conductivity to be measured 
and then the sample may be used as a thermal interface material. This provides a valuable 
tool for separating component resistance as was done in Chapter 9.  
Chapter 3 explored the ability of using better data analysis to accurately measure 
parameter that would traditionally be too uncertain to report. Through the use multiple 
frequencies and robust data Monte Carlo data analysis we demonstrate that certain non-
traditional samples such as CNT forests can be measured with a reasonable degree of 
accuracy. This technique also is extremely valuable to samples with anisotropic thermal 
conductivity where the in-plane and through plane thermal conductivity need to be 
simultaneously determined along with the metal-sample interface conductance. In 
addition to advancements in data analysis, we have demonstrated a straightforward route 
towards even more accurate measurements of non-traditional samples that lack a smooth 
surface where a thin metal film can be evaporated. This new configuration has 
implications for measurement not only of CNTs, but polymer nanotubes, graphene, 
liquids, nanoparticles, and polaritons.  
The thermal and structural properties of new morphology of polythiophene was 
characterized in Chapter 4. Amorphous PT nanofibers and nanotubes are 
electropolymerized in a porous template, which creates chain orientation along the fiber 
axis, and both the degree of chain orientation and thermal conductivity were observed to 
increase as the fiber diameter decreased.  For the smallest diameter (71 nm) the thermal 
conductivity was 4.4 ± 0.3 W/m-K, which was the highest value reported so far for an 
amorphous polymer, and is among the highest lattice thermal conductivities reported for 
amorphous materials [181, 194, 195]. The enhanced PT nanofiber thermal conductivity 
originates from the relatively high thermal conductivity of single oriented PT chains that 
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is attenuated by phonon scattering from an overall disordered structure. Our study 
provides an alternative means of obtaining polymers of high thermal conductivity via an 
increase in chain alignment without crystallization, using a fabrication process that is 
readily amenable for mass production.  
Chapter 5 extends the work from Chapter 4 to leverage the enhanced thermal 
conductivity of polythiophene nanotubes in thermal interface materials to demonstrate the 
ability to create TIMs made solely of polymer. We created a PT nanofiber interface 
material with a total thermal resistance as low as 9.8 ± 3.8 mm
2
-K/W, and stability at 
200°C for 100 h and up to 10 h at 300°C. This work demonstrates that a chain-oriented 
amorphous polymer can exhibit appreciably enhanced thermal conductivity compared to 
bulk polymers, and reveals the potential of such amorphous polymer nanofibers as heat 
transfer materials for a host of practical applications.  
In this Chapter 6 the AAO templates used for electropolymerization in Chapters 
4 and 5 are now applied to melt infiltration of non-conjugated polymers. This is a 
straightforward method to achieve high thermal conductivity nanowires using 
inexpensive polymers such as polyethylene. The PE NW were observed to have 
preferential chain alignment along the pore axis and slightly reduced crystallinity 
compared to the bulk films. The upper end of the thermal conductivity of HDPE NW, 
~10 W/m-K, is among the highest reported values for nanowire thermal conductivity, 
especially among those in a vertically aligned array.  
Chapter 7 examined the thermal and electrical conductivity of P3HT and 
PEDOT:PSS to understand how common processing parameters will affect thermal 
conductivity and whether it can in any way be leveraged to create higher thermal 
conductivity. In P3HT a significant decrease in thermal conductivity was observed by 
adding a heavy dopant, which could be a very valuable finding for thermoelectric work. 
A reduction of thermal conductivity by a factor of two represents a doubling of the 
thermoelectric performance, which could prove useful for real applications. For 
PEDOT:PSS the electrical conductivity was twice as high as any previous sample 
measured for thermal conductivity and saw only a small increase in thermal conductivity. 
By combining in-plane and through-plane thermal conductivity measurements we 
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provide evidence that the through-plane thermal conductivity is following the WF law, 
but the anisotropic nature of PEDOT:PSS films limits the electronic contribution to only 
5% of the in-plane value. In the next chapter we take some of the lessons learned from 
PEDOT:PSS and develop sample configurations designed to disrupt the in-plane 
orientation of PEDOT:PSS.  
Chapter 8 builds upon the information about thermal and electrical transport in 
PEDOT:PSS. PEDOT:PSS-CNT composite films are fabricated in an attempt to create 
samples where the PEDOT:PSS is not strongly oriented in the film plane. Dropcast 
composites were shown to have relatively modest increases in thermal conductivity, but 
infiltration of CNT forests with PEDOT:PSS results in dramatic improvements in both 
total resistance and layer thermal conductivity. The total resistance in three different 
types of samples was reduced by 75% and to levels below what would be achievable 
simply with bonding the free tips. A total thermal resistance as low as 1.4 ± 0.3 mm
2
-
K/W was observed signifying the ability to achieve high performance TIMs even with 
low quality CNTs. While the exact mechanism is not well understood it is clear that 
infiltrating CNT forests with PEDOT:PSS mixed with EG can not only reduce the contact 
resistance, but enhance the thermal conductivity as well.  
9.2 Notable Achievements 
 New method demonstrated for photothermal measurement without metal layers 
(Ch. 2) 
 First use of fully integrated multi-frequency fitting and Monte Carlo simulations 
in TDTR for improved parameter estimation (Ch. 3) 
 Preliminary demonstration of new sample configuration for sample measurements 
previously not possible using TDTR (Ch. 3) 
 First characterization of chain alignment in purely amorphous polymer (Ch. 4) 
  Highest thermal conductivity reported to date for purely amorphous polymer (Ch. 
4) 
 First demonstration of pure polymer material as a thermal interface material with 
commercially competitive performance (Ch. 5) 
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 Demonstration of high temperature operation in polythiophene thermal interface 
materials – up to 10 h at 300°C and 100 h at 200°C (Ch. 5) 
 Fabrication of PE NW arrays with higher thermal conductivity than many CNT 
forests (Ch. 6) 
 First report of decrease of thermal conductivity in conjugated polymer from 
solution doping (Ch. 7) 
 Measurement of thermal conductivity in conjugated polymer film for extremely 
high electrical conductivity. Increased understanding of application of WF law to 
polymers (Ch. 8) 
 Demonstration of ultra-low thermal resistance TIM (< 2 mm2-K/W) through 
infiltration of CNT forest with PEDOT:PSS and ethylene glycol (Ch. 8) 
 First indication that CNTs can create enhanced thermal conductivity in 
PEDOT:PSS when mixed with a co-solvent (Ch. 8) 
9.3 Recommendations 
Chapter 2: Although the thermal conductivity of CNT films can be measured by 
the photoacoustic technique without metal films, future work should focus on 
understanding the limitations of sample morphology. For certain samples the agreement 
between metal coated and uncoated arrays is not good, and it is necessary to understand 
whether this is a problem with the bare measurement or the Ti-coated measurement. 
Comparison with laser flash measurements might offer some insight to this. The thermal 
conductivity values measured in this work (~1-4 W/m-K) are a good reminder that to 
achieve high performance TIMs (Rtotal < 5 mm
2
-K/W), the growth quality of the CNT 
forests must be improved to achieve higher thermal conductivity. For example the 
thermal conductivity for a CNT forest 30 μm tall is ~2 W/m-K, indicating that the lowest 
possible thermal resistance will be 15 mm
2
-K/W if the layer resistance is not reduced. 
Chapter 3: Modifying the fabrication process to etch holes in Si to expose a 
suspended metal film will have great benefits for the flexibility of TDTR measurements. 
With slight modification of the previously attempted fabrication process we can open 
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TDTR to a host of new samples that will allow for new exciting measurements to 
elucidate fundamentals of nano-scale thermal transport. 
Chapter 4: The electrolyte used to electropolymerized thiophene is not preferable 
from a safety or environmental standpoint. Electropolymerization of EDOT can be 
performed using acetonitrile, which will be much more amenable to both research and 
industrial work. Optimizing PEDOT nanotube arrays will be a useful step forward 
towards applications and commercialization. 
Chapter 5: More detailed analysis of PT TIMs indicates that while the layer 
resistance of the PT-TIM is still significant, the contact resistance between the free tips 
and the opposing substrate dominates the total resistance. This result suggests that future 
work should be dedicated to understanding and minimizing the contact resistance at the 
free tips of the nanotubes. If the new sample configuration from Chapter 3 is fabricated, 
this will allow for straightforward measurement of the contact resistance, which will 
promote a better understanding of how to improve performance.   
Chapter 6: LDPE provides a useful test material, although it should be noted that 
the poor thermal stability of LDPE makes it impractical for any real application. It was 
observed that temperatures as low at 80°C will cause enough softening to deform the 
NWs. HDPE may provide sufficient thermal stability for certain low temperature 
applications and infiltrating the array with a second higher temperature polymer may 
extend the operating range even higher. Future work to find a different polymer that can 
properly infiltrate the templates at high temperature while also maintaining mechanical 
integrity above 150°C will be important. 
Chapter 7: At 10 wt. % dopant the thermal conductivity of P3HT is reduced by a 
factor of two. Currently higher dopant concentrations are limited by solubility, but if the 
chemistry can be altered the dopant concentration should be pushed higher to understand 
the lowest achievable thermal conductivity. Even if the electrical conductivity plateaus, 
further decreases in the thermal conductivity will increase the thermoelectric 
performance.  
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Chapter 8: It is clear that the combination of VACNT forests and PEDOT:PSS 
can create high thermal conductivity, but future efforts should focus on understanding the 
mechanism for the high thermal conductivity. Also, if this sample configuration is going 
to be considered for TIM applications one important future step is to understand the 
stability of the material in the presence of humidity since PEDOT:PSS is water soluble. 
Since the thermal performance is much less sensitive than the electronic performance it’s 














uc = 1 + 1i; 
%-----Input the real number of layers and frequency 
%--- N = number of layers excluding top and bottom 
nL = 4; 
%--- M = For how many frequencies did you do the experiment?' 
f1 = 1; 
f2 = 0; 
ht2_init = 1; 
ht2 = 10; 
%-----Perturb the initial guess values? 
multGuess = 1; 
%---Sample layer (for R_tot_--- 
sL = 2; 
if (multGuess == 1) 
    %const = [0.001, 0.01, 0.1, 1.0, 10, 100, 1000]; 
    const1 = [0.05, 0.2, 5, 20]; 
    const2 = [0.01, 0.1, 10, 100]; 
else 
    const1 = 1; 
    const2 = 1; 
end 
lc = length(const1); 
  
%-----Write the data to file?---- 
writeFile = 0; 
%-----Plot data?----- 
plotData = 0; 
%---  1 = amplitude, 2 = phase 
fitAmp = 0; 
fitPhase = 1; 
if (fitPhase == 1)&&(fitAmp == 1) 
    z1 = 1; 
    z2 = 2; 
elseif (fitPhase == 1)&&(fitAmp == 0) 
    z1 = 2; 
    z2 = 2; 
elseif (fitPhase == 0)&&(fitAmp == 1) 
    z1 = 1; 
    z2 = 1; 
else 
    z1 = 2; 
    z2 = 2; 
end 
 
samFile = 'cnt*.dat'; 
filename = 'CNT_DBL_JN_005_Results.xlsx'; 
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file1 = strcat(startpath,'sample-1side.sam'); 
file2 = strcat(startpath,'refer_20psi_he.sam'); 
refFile = 'Ref*.dat'; 
  
str1 = strcat(startpath,samFile); 
samFiles = dir(str1); 
Ns = length(samFiles); 
fprintf('%f sample files found\n',Ns) 
for i = 1%:Ns 
    filei = strcat(startpath,samFiles(i).name); 
    tempData = dlmread(filei,'\t',4,0); 
    samData(i,:,:) = tempData; 
end 
  
str1 = strcat(startpath,refFile); 
refFiles = dir(str1); 
Nr = length(refFiles); 
fprintf('%f reference files found\n',Nr) 
for i = 1%:Nr 
    filei = strcat(startpath,refFiles(i).name); 
    tempData = dlmread(filei,'\t',4,0); 




fid5 = fopen(file2,'r'); 
data5= textscan(fid5,'%s%f%f','delimiter',','); 
fclose(fid5); 
for i = 1:3 
    for ii = 1:6 
        para_ref(i,ii) = data5{1,2}((i-1)*7+ii+1); 
    end 
end 
fid12 = fopen(file1,'r'); 
data12 = textscan(fid12,'%s%f%f','delimiter',','); 
fclose(fid12); 
guess = zeros(nL+2,6,lc); 
para_init = zeros(nL+2,6); 
hpara = zeros(nL+2,6); 
first = 0; 
for i = 1:nL+2 
    for ii = 1:6 
        para_init(i,ii) = data12{1,2}((i-1)*7+ii+1); 
        hpara(i,ii) = data12{1,3}((i-1)*7+ii+1); 
        for iii = 1:lc 
            if (ii < 6) 
                guess(i,ii,iii) = const1(iii)*para_init(i,ii); 
            else 
                guess(i,ii,iii) = const2(iii)*para_init(i,ii); 
            end 
        end 
    end 
end 
num = sum(sum(hpara)); 
guess_init = zeros(nL+2,6); 
calcs = zeros(nL+2,6); 
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reduce = zeros(nL+2,6); 
if (multGuess == 1) 
    N = num; 
else 
    N = 1; 
end 
  
results = zeros(N*lc+1,2,nL+2,6); 
residual = zeros(N*lc+1,2); 
initialGuess = zeros(N*lc+1,nL+2,6); 
ig = 1; 
[Ns,G1,H1] = size(samData); 
[Nr,G2,H2] = size(refData); 
if (f2 == 0) 
    if (G2 == G1) 
        f2 = G1; 
    else 
        fprintf('Warning, number of data points in files do not 
match\n') 
        if (G1 < G2) 
            f2 = G1; 
        else 
            f2 = G2; 
        end 
    end 
end 
nF = f2 - f1 + 1; 
header = cell(17,7); 
header(1,1) = {'Converged Values'}; 
header(9,1) = {'Initial Guess Values'}; 
header(17,1) = {'Residual'}; 
for p = 2:8:10 
    header(p,2) = {'Density'}; 
    header(p,3) = {'Therm Cond'}; 
    header(p,4) = {'Spec Heat'}; 
    header(p,5) = {'Thickness'}; 
    header(p,6) = {'Opt Length'}; 
    header(p,7) = {'Resistance'}; 
end 
%data12 = dlmread(file1,','); 
for i = 1:nL+2 
    mat(i) = cellstr(data12{1,1}{(i-1)*7+1}); 
    header(2+i) = mat(i); 
    header(10+i) = mat(i); 
end 
prop = cell(6,1); 
for i = 1:6 
    prop(i) = cellstr(data12{1,1}{i+1}); 
end 
samPhase = zeros(G1,3); 
refPhase = zeros(G1,3); 
L = zeros(G1,1); 
U = zeros(G1,1); 
f = zeros(nF,1); 
for i = 1:nF 
    f(i) = refData(1,f1+i-1,1); 
end 
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[ampthery,junk] = theofit_fun(f,para_ref); 
  
for z = 2     
    for i = 1:G1 
        samPhase(i,1) = mean(samData(:,i,3)); 
        samPhase(i,2) = min(samData(:,i,3)); 
        samPhase(i,3) = max(samData(:,i,3)); 
        refPhase(i,1) = mean(refData(:,i,3)); 
        refPhase(i,2) = max(refData(:,i,3)); 
        refPhase(i,3) = min(refData(:,i,3)); 
         
    end 
    for rr = 1:3 
        d = zeros(2,1); 
        t = zeros(2,1); 
        u = zeros(2,2); 
        v = zeros(2,2); 
        f = zeros(nF,1); 
        e = zeros(nL+2,1); 
        g = zeros(nL+2,1); 
        c = zeros(nL+2,1); 
        ck = zeros(nL+2,1); 
        cl = zeros(nL+2,1); 
        kb = zeros(nL+2,1); 
        bl = zeros(nL+2,1); 
        k = zeros(nL+2,1); 
        a = zeros(nL+2,1); 
        l = zeros(nL+2,1); 
        b = zeros(nL+2,1); 
        r = zeros(nL+2,1); 
        aden = zeros(nL+2,1); 
        ataul = zeros(nL+2,1); 
        acp = zeros(nL+2,1); 
        ampl = zeros(nF,1); 
        para = zeros(nL+2,6); 
        phas = zeros(nF,1); 
        phexp = zeros(nF,1); 
        ampexp = zeros(nF,1); 
        ampexp_orig = zeros(nF,1); 
        numPara = zeros(nL+2,6); 
        residP = 0; 
        residA = 0; 
        %------adjust the data according to the reference 
        ampref = zeros(nF,1); 
        phasref = zeros(nF,1); 
        phexp_orig = zeros(nF,1); 
        frq = zeros(nF,1); 
        for i = 1:nF 
            f(i) = refData(1,f1+i-1,1); 
            ampref(i) = refPhase(f1+i-1,rr); 
            phasref(i) = refPhase(f1+i-1,rr); 
            frq(i) = samData(1,f1+i-1,1); 
            ampexp_orig(i) = samPhase(f1+i-1,rr); 
            phexp_orig(i) = samPhase(f1+i-1,rr); 
            ampexp(i) = ampexp_orig(i)/ampref(i)*ampthery(i); 
            phexp(i) = phexp_orig(i)-phasref(i)-90; 
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            if (phexp(i) > 0) 
                phexp(i) = phexp(i)-360; 
            end 
            if (phexp(i) < -360) 
                phexp(i)=phexp(i)+360; 
            end 
        end     %for i = 1:M 
         
        count = 0; 
        attempt = 0; 
         
         
        n = 1; 
    %---create a matrix with the location of the iteration variables--- 
        np = zeros(num,2); 
        while (n <= num) 
            for ii = 1:nL+2 
                for iii = 1:6 
                    if (hpara(ii,iii) == 1) 
                        np(n,1) = ii; 
                        np(n,2) = iii; 
                        n = n+1; 
                    end 
                end 
            end 
        end 
         
        for n = 1:N 
            for q = lc:-1:1 
                for i = 1:nL+2 
                    for ii = 1:6 
                        para(i,ii) = para_init(i,ii); 
                        guess_init(i,ii) = para_init(i,ii); 
                    end 
                end 
                if (n == N+1) 
                    if (q > 1) 
                        continue 
                    end 
                else 
                    para(np(n,1),np(n,2)) = guess(np(n,1),np(n,2),q); 
                    guess_init(np(n,1),np(n,2)) = 
para(np(n,1),np(n,2)); 
                end 
                attempt = attempt + 1; 
                rtemp = zeros(nL+2,6); 
                mult = zeros(nL+2,6); 
                htotal=0; 
                for hh = 1:nL+2 
                    for hhh = 1:6 
                        %rtemp(hh,hhh) = para(hh,hhh)/htemp2; 
                        mult(hh,hhh) = 1; 
                    end 
                end 
                arg = zeros(nF,1); 
                %=====initialize some parameters 
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                htemp2=ht2_init; 
                resid=0; 
                hresid=0; 
                hresido=0; 
                cycles = 0; 
                convergence = 0; 
                repeat = 0; 
                cycles_old = 0; 
                while (convergence == 0)                     
                    cycles = cycles + 1; 
                    if (cycles > 500)||(isnan(resid) == 1) 
                        fprintf('Convergence was not reached\n') 
                         
                        break 
                    end 
                    if hresid == hresido 
                        htemp2 = htemp2*ht2; 
                    elseif hresid > hresido 
                        hresido = hresid; 
                    end 
                    if htemp2 > 20000 
                        convergence = 1; 
                        break 
                    end 
                    for hh = 1:nL+2 
                        for hhh = 1:6 
                            if (hpara(hh,hhh)==0) 
                                %variable will not be changed 
                           continue 
                            end 
                            if (hhh == 6) 
                                rtemp(hh,hhh) = 
mult(hh,hhh)*para(hh,hhh)/htemp2; 
                            else 
                                rtemp(hh,hhh) = 
mult(hh,hhh)*para(hh,hhh)/htemp2; 
                            end 
                            recalc = 1; 
                            firstrun = 0; 
                            while(recalc == 1) 
                                if (htotal~=0)  
                                     
                                    para(hh,hhh) = para(hh,hhh) + 
mult(hh,hhh)*rtemp(hh,hhh);  %103 
                                    while (para(hh,hhh)<=0) 
                                        para(hh,hhh) = 
para(hh,hhh)+abs(rtemp(hh,hhh))/2; 
                                    end 
                                    %end 
                                end %new end for 104 
                                resid = 0; 
                                %=====evaluate the property of layers 
                                for i = 1:nL+2 
                                    %---density--- 
                                    aden(i) = para(i,1); 
                                    %---thermal conductivity--- 
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                                    k(i) = para(i,2); 
                                    %---specific heat--- 
                                    acp(i) = para(i,3); 
                                    %---thickness of layer 
                                    l(i) = para(i,4); 
                                    %---absorption length 
                                    ataul(i) = para(i,5); 
                                    %---heat resistance 
                                    r(i) = para(i,6); 
                                    a(i) = k(i)/(aden(i)*acp(i)); 
                                    b(i) = 1/ataul(i); 
                                end %11 
               %=====calculate the phase shift in the frequency domain 
                                for h = 1:nF 
                                    for i = 1:nL+2 
                                        c(i) = uc*sqrt(pi*f(h)/a(i)); 
                                        ck(i) = c(i)*k(i); 
                                        cl(i) = c(i)*l(i); 
                                        kb(i) = k(i)*b(i); 
                                        bl(i) = b(i)*l(i); 
                                    end %35 
                                    d(1) = 0; 
                                    d(2) = 1; 
                                    g(nL+2) = 1; 
                                    e(nL+2) = 0; 
                                    t(1) = 0; 
                                    t(2) = 0; 
                                    for i = nL+1:-1:1 
                                        u(1,1) = 
0.5*ck(i+1)*(1/ck(i+1)+1/ck(i)-r(i))*exp(-cl(i+1)); 
                                        u(1,2) = 
0.5*ck(i+1)*(1/ck(i+1)-1/ck(i)+r(i))*exp(cl(i+1)); 
                                        u(2,1) = 
0.5*ck(i+1)*(1/ck(i+1)-1/ck(i)-r(i))*exp(-cl(i+1)); 
                                        u(2,2) = 
0.5*ck(i+1)*(1/ck(i+1)+1/ck(i)+r(i))*exp(cl(i+1)); 
                                        d1 = d(1)*u(1,1) + d(2)*u(1,2); 
                                        d(2) = d(1)*u(2,1) + 
d(2)*u(2,2); 
                                        d(1) = d1; 
                                        g(i) = g(i+1)*exp(-bl(i+1)); 
                                        e(i) = 0.5*b(i)/(k(i)*(b(i)^2-
c(i)^2))*g(i); 
                                        v(1,1) = 0.5*(1+b(i)/c(i)); 
                                        v(1,2) = 0.5*(-1-
kb(i+1)*(1/ck(i)-r(i)))*exp(-bl(i+1)); 
                                        v(2,1) = 0.5*(1-b(i)/c(i)); 
                                        v(2,2) = 0.5*(-
1+kb(i+1)*(1/ck(i)+r(i)))*exp(-bl(i+1)); 
                                        t1 = t(1)*u(1,1) + t(2)*u(1,2) 
+ e(i)*v(1,1) + e(i+1)*v(1,2); 
                                        t(2) = t(1)*u(2,1) + 
t(2)*u(2,2) + e(i)*v(2,1) + e(i+1)*v(2,2); 
                                        t(1) = t1; 
                                    end %45 
                                    Bnp1 = -t(2)/d(2); 
                                    ampl(h) = abs(Bnp1); 
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                                    arg = phase(Bnp1); 
                                    phas(h) = 180/pi*arg - 45; 
                                    residA = residA + (ampl(h)-
ampexp(h))^2; 
                                    residP = residP + (phas(h)-
phexp(h))^2; 
                                     
                                    if (z==1) 
                                        resid = residA; 
                                    elseif (z==2) 
                                        resid = residP; 
                                    end 
                                end %30 
                                resid = sqrt(resid/nF); 
                                residA = sqrt(residA/nF); 
                                residP = sqrt(residP/nF); 
                                count = count + 1; 
                                if (z==1) 
                                    if (resid<1.E-9) 
                                        if (repeat >= 20) 
                                            convergence = 1; 
                                            break 
                                        end 
                                    end 
                                elseif (z==2) 
                                    if (resid<0.10) 
                                        if(repeat >= 100) 
                                            convergence = 1; 
                                            break 
                                        end 
                                    end 
                                end 
                                if (htotal==0) 
                                    resido = resid; 
                                    residPo = residP; 
                                    residAo = residA; 
                                    hresid = hresid + 1; 
                                    htotal = 1; 
                                    continue 
                                end 
                                if (z == 1) 
                                    if (resido < 1.1e-9)&&(resid >= 
resido) 
                                        repeat = repeat + 1; 
                                    else 
                                         
                                    end 
                                else 
                                    if (resido < 0.105)&&(resid >= 
resido) 
                                        repeat = repeat + 1; 
                                    else 
                                         
                                    end 
                                end 
                                if (z == 1) 
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                                    if (resid - resido < -5e-15) 
                                        resido = resid; 
                                        residPo = residP; 
                                        residAo = residA; 
                                        hresid = hresid + 1; 
                                        numPara(hh,hhh) = 
numPara(hh,hhh) + 1; 
                                    else 
                                        para(hh,hhh) = para(hh,hhh) - 
mult(hh,hhh)*rtemp(hh,hhh); 
                                        if (firstrun == 0) 
                                            mult(hh,hhh) = - 
mult(hh,hhh); 
                                        else 
                                            recalc = 0; 
                                        end 
                                    end 
                                else 
                                    if (resid - resido < -5e-6) 
                                        resido = resid; 
                                        residPo = residP; 
                                        residAo = residA; 
                                        hresid = hresid + 1; 
                                        numPara(hh,hhh) =                                  
numPara(hh,hhh) + 1; 
                                    else 
                                        para(hh,hhh) = para(hh,hhh) - 
mult(hh,hhh)*rtemp(hh,hhh); 
                                        if (firstrun == 0) 
                                            mult(hh,hhh) = - 
mult(hh,hhh); 
                                        else 
                                            recalc = 0; 
                                        end 
                                    end 
                                end 
                                firstrun = firstrun + 1; 
                                if firstrun > 5000 
                                    break 
                                end 
                                if (isnan(resid) == 1) 
                                    break 
                                end 
                            end 
                        end 
                    end 
                end 
                RESIDUAL(attempt) = resido; 
                txt1 = strcat('Residual= ',num2str(resido)); 
                fprintf(strcat(txt1,'\n')) 
                if (plotData == 1) 
                    figure 
                    hold on 
                    if (z == 1) 
                        plot(f,ampexp,'bo') 
                        plot(f,ampl,'r') 
                        ylabel('Amplitude') 
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                    else 
                        plot(f,phexp,'o') 
                        plot(f,phas,'ro') 
                        ylabel('Phase Shift (degrees)') 
                    end 
                    legend('Experimental','Theoretical') 
                    xlabel('Frequency (Hz)') 
                    if (n < N+1) 
                        txt2 = strcat(char(mat(np(n,1))),'   
',char(prop(np(n,2))),'=',num2str(guess(np(n,1),np(n,2),q))); 
                    else 
                        txt2 = 'Original Guess'; 
                    end 
                    title(strcat(txt1,txt2)) 
                    hold off 
                end 
                samp = para(2,2) 
                for jj = 1:nL+2 
                    for jjj = 1:6 
                        props(rr,jj,jjj) = para(jj,jjj); 
                    end 
                end 
                pst(:,rr) = phas; 
                pse(:,rr) = phexp; 
                for ww = 1:nL+2 
                    for www = 1:6 
                        results(n,rr,ww,www) = para(ww,www); 
                        initialGuess(n,ww,www) = guess_init(ww,www); 
                        if (z == 1) 
                            residual(rr,1,n) = resido; 
                            residual(rr,2,n) = residPo; 
                        else 
                            residual(rr,1,n) = residAo; 
                            residual(rr,2,n) = resido; 
                        end 
                    end 
                end 
                for i = 1:nF 
                    if (rr == 1) 
                        data(n,1,i) = f(i); 
                    end 
                    data(n,rr+1,i) = ampexp(i); 
                    data(n,rr+4,i) = ampl(i); 
                    data(n,rr+7,i) = phexp(i); 
                    data(n,rr+10,i) = phas(i); 
                end 
                totalR(rr,n) = para(sL-1,6) + para(sL,6) + 
para(sL,4)/para(sL,2); 
                fitType(n) = z; 
                ig = ig+1; 
            end 
        end 
    end 
end 
  
for i = 1:G1 
    L(i) = abs(pse(i,1) - pse(i,2)); 
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if (writeFile == 1) 
    mat = cell(nL+2,1); 
    for i = 1:nL+2 
        mat(i) = cellstr(data12{1,1}{(i-1)*7+1}); 
        header(4+i) = mat(i); 
        header(13+i) = mat(i); 
        header(22+i) = mat(i); 
        header(31+i) = mat(i); 
    end 
    fit(1) = fitAmp; 
    fit(2) = fitPhase; 
    pathname = startpath; 
    xlsfile= strcat(pathname,filename); 
    header = cell(23,9); 
    header(1,1) = {'Amplitude Fitting'}; 
    header(1,9) = {'Amp Resid'}; 
    header(4,9) = {'Phase Resid'}; 
    header(9,1) = {'Initial Guess'}; 
    for  p = 4:9:31 
        header(p,2) = {'Density'}; 
        header(p,3) = {'Therm Cond'}; 
        header(p,4) = {'Spec Heat'}; 
        header(p,5) = {'Thickness'}; 
        header(p,6) = {'Opt Length'}; 
        header(p,7) = {'Resistance'}; 
        for i = 1:length(mat) 
            header(p+i,1) = mat(i); 
        end 
    end 
    header(1,10) = {'Experimental Amplitude'}; 
    header(1,13) = {'Theoretical Amplitude'}; 
    header(1,16) = {'Experimental Phase Shift'}; 
    header(1,19) = {'Theoretical Phase Shift'}; 
    header(2,9:21) = 
[{'Frequency'},{'Avg'},{'Min'},{'Max'},{'Avg'},{'Min'},{'Max'},{'Avg'},
{'Min'},{'Max'},{'Avg'},{'Min'},{'Max'}]; 
    header(30,10:12) = [{'Residuals'},{'Amplitude'},{'Phase Shift'}]; 
    header(31:33,10) = [{'Avg'};{'Min'};{'Max'}]; 
    header(36,11) = {'Total Resistance of Sample Layer'}; 
    header(37:39,10) = [{'Avg'};{'Min'};{'Max'}]; 
    header(40,1) = {'Sample Files'}; 
    header(40,5) = {'Reference Files'}; 
    header(4,1) = {'AVG'}; 
    header(13,1) = {'MIN'}; 
    header(22,1) = {'MAX'}; 
    header(31,1) = {'Guess'}; 
    [N,A,B,C] = size(results); 
    %======check this equation for N 
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    for n = 1:N-1 
        if (fitType(n) == 1) 
            header(2,1) = {'Amplitude Fitting'}; 
        else 
            header(2,1) = {'Phase Shift Fitting'}; 
        end 
        fdata = zeros(nF,10); 
        for i = 1:nF 
            fdata(i,1) = data(n,1,i); 
            fdata(i,2) = data(n,2,i); 
            fdata(i,3) = data(n,3,i); 
            fdata(i,4) = data(n,4,i); 
            fdata(i,5) = data(n,5,i); 
            fdata(i,6) = data(n,6,i); 
            fdata(i,7) = data(n,7,i); 
            fdata(i,8) = data(n,8,i); 
            fdata(i,9) = data(n,9,i); 
            fdata(i,10) = data(n,10,i); 
            fdata(i,11) = data(n,11,i); 
            fdata(i,12) = data(n,12,i); 
            fdata(i,13) = data(n,13,i); 
        end 
        shtnm = strcat('G',num2str(n)); 
        xlswrite(xlsfile, header, shtnm,'A1'); 
        table = zeros(nL+2,6); 
        guess = zeros(nL+2,6); 
        wg = 0; 
        for ii = 1:nL+2 
            for iii = 1:6 
                table1(ii,iii) = results(n,1,ii,iii); 
                table2(ii,iii) = results(n,2,ii,iii); 
                table3(ii,iii) = results(n,3,ii,iii); 
                guess(ii,iii) = initialGuess(n,ii,iii); 
            end 
        end 
        for i = 1:length(samFiles) 
            strSF(i,1) = cellstr(samFiles(i).name); 
        end 
        for i = 1:length(refFiles) 
            strRF(i,1) = cellstr(refFiles(i).name); 
        end         
        xlswrite(xlsfile, table1, shtnm,'B5'); 
        xlswrite(xlsfile, table2, shtnm,'B14'); 
        xlswrite(xlsfile, table3, shtnm,'B23'); 
        xlswrite(xlsfile, guess, shtnm,'B32'); 
        xlswrite(xlsfile, residual(:,:,n), shtnm,'K31'); 
        xlswrite(xlsfile, fdata, shtnm, 'I3'); 
        xlswrite(xlsfile, strSF, shtnm, 'A41'); 
        xlswrite(xlsfile, strRF, shtnm, 'E41'); 
        xlswrite(xlsfile, totalR(:,n), shtnm, 'K37'); 
    end 











TDTR MULTI-FREQUENCY MONTE CARLO CODE 
 
%---------------------------------------------------------------------- 
%-------------------Time Domain Thermo Reflectance Code---------------- 
%-------------Multi-frequency Fit Monte Carlo Uncertainty Estimation--- 







nR = 6; 
offs = 0; 
%---write results to file?--- 
wF =1; 
%---calculate uncertainty?--- 
calcUC = 0; 
%---plot graphs?---- 
pG = [1,1,0,1,1]; 
%pG = ones(5,1); 
%pG = zeros(5,1); 
limits = 0; 
%---adjust the phase based on zero crossing?--- 
phAdj = 1; 
%---times to use in adjusting phase [ps]--- 
tm1 = -15; 
tm2 = -1; 
tp1 = 1; 
tp2 = 15; 
NI = 500; 
%--- 1 = Cahill (TDTR), 2 = Schmidt (TTR), 3 = Schmidt 2dir, 4 = Yang, 
aniso--- 
model = 4; 
%---levmarq fitting parameters--- 
%------lambda------ 
fitParam(1) = 0.1; 
%------mult------- 
fitParam(2) = 3; 
%------tol------- 
fitParam(3) = 1e-6; 
%---laser power [W]--- 
Ao = 50e-3; 
tmin = 99; 
tmax = 6999; 
samFile = 'sam files\tdtr_diamond_si_MC.sam'; 
; 
  folder = '..\TDTR\Diamond\Tom\Raw Data\'; 
 
 fileName =  [{'DARPA_Diamond_#605a_1p2MHz_060215-1'};... 
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          {'DARPA_Diamond_#605a_3p6MHz_060215-1'};... 
             {'DARPA_Diamond_#605a_8p8MHz_060215-1'};... 
        {'DARPA_Diamond_#605a_11p6MHz_060215-1'}]; 
Np = length(fileName); 
fid = fopen(samFile,'r'); 
        samProps = 
textscan(fid,'%s%f%f%f%f%f','delimiter',',','Headerlines',1); 
        fclose(fid); 
[H1,H2] = size(samProps{1,1}); 
    %---number of layers--- 
    nL = (H1-5)/(nR+1); 
    %---row containing modulation frequency--- 
    rF = nL + 1; 
    props =zeros(nL+1,nR); 
    uc =zeros(nL+1,nR); 
    pFit = zeros(nL+1,nR); 
    limits = 1; 
    pLim = zeros(nL,nR,2); 
    mat = cell(nL,1); 
    prop = cell(1,nR); 
    prop2 = cell(1,nR); 
    for i = 1:nL+1 
        mat(i) = cellstr(samProps{1,1}{(i-1)*(nR+1)+1}); 
    end 
    for i = 1:nR 
        prop(i) = cellstr(samProps{1,1}{i+1}); 
    end 
    for i = 1:4 
        prop2(i) = cellstr(samProps{1,1} {nL*(nR+1)+1+i}); 
    end 
    n = 1; 
    for i = 1:nL 
        for ii = 1:nR 
            props(i,ii) = samProps{1,2}((i-1)*(nR+1)+ii+1); 
            pFit(i,ii) = samProps{1,3}((i-1)*(nR+1)+ii+1); 
            if (limits == 1) 
                pLim(i,ii,1) =  samProps{1,4}((i-1)*(nR+1)+ii+1); 
                if isnan(pLim(i,ii,1)) == 1 
                    pLim(i,ii,1) = 0; 
                end 
                pLim(i,ii,2) =  samProps{1,5}((i-1)*(nR+1)+ii+1); 
                if (isnan(pLim(i,ii,2)) == 1)||(pLim(i,ii,2) == 0) 
                    pLim(i,ii,2) = 1e12; 
                end 
            end 
            if (pFit(i,ii) == 1) 
                varName(n) = 
cellstr(strcat(char(mat(i)),char(prop(ii)))); 
                n = n + 1; 
            end 
            uc(i,ii) = samProps{1,6}((i-1)*(nR+1)+ii+1); 
        end 
    end 
    for ii = 1:4 
        props(nL+1,ii) = samProps{1,2}(nL*(nR+1)+ii+1); 
        pFit(nL+1,ii) = samProps{1,3}(nL*(nR+1)+ii+1); 
        uc(nL+1,ii) = samProps{1,6}((i-1)*(nR+1)+ii+1); 
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        if (limits == 1) 
            pLim(nL+1,ii,1) =  samProps{1,4}(nL*(nR+1)+ii+1); 
            if isnan(pLim(nL+1,ii,1)) == 1 
                pLim(nL+1,ii,1) = 0; 
            end 
            pLim(nL+1,ii,2) =  samProps{1,5}(nL*(nR+1)+ii+1); 
            if (isnan(pLim(nL+1,ii,2)) == 1)||(pLim(nL+1,ii,2) == 0) 
                pLim(nL+1,ii,2) = 1e12; 
            end 
            if (pFit(nL+1,ii) == 1) 
                varName(n) = 
cellstr(strcat(char(mat(i)),char(prop(ii)))); 
                n = n + 1; 
            end 
        end 
    end 
for nI = 1:NI 
    loop = nI 
    props2 = props; 
    for p = 1:Np 
        dataFile = strcat(folder,char(fileName(p)),'.dat');      
        fid = fopen(dataFile,'r'); 
        r = 1; 
        while 1 
            tline = fgetl(fid); 
            if ~ischar(tline) 
                break 
            end 
            U = strfind(tline, 'Pre test BG'); 
            if U ~= 0 
                bBG = dlmread(dataFile,'\t',[r+1 0 r+1 3]); 
                aBG = dlmread(dataFile,'\t',[r+4 0 r+4 3]); 
                break 
            end 
            r = r + 1; 
             
        end 
        rawData = dlmread(dataFile,'\t', 17, 0); 
              fclose(fid); 
        [G1,G2] = size(rawData); 
        Xbg = (bBG(1)+aBG(1)+bBG(3)+aBG(3))/4; 
        Ybg = (bBG(2)+bBG(2)+bBG(4)+bBG(4))/4; 
        tp(:,1) = rawData(:,2); 
        c = 1; 
        Xm = 0; 
        Ym = 0; 
        Xp = 0; 
        Yp = 0; 
        m = 1; 
        p1 = 1; 
        while(1) 
            if (tp(c) >= tm1)&&(tp(c) <= tm2) 
                Xm(m) = normrnd(rawData(c,3),rawData(c,7)); 
                Ym(m) = normrnd(rawData(c,4),rawData(c,8)); 
                m = m + 1; 
            elseif (tp(c) >= tp1)&&(tp(c) <= tp2) 
                Xp(p1) = normrnd(rawData(c,3),rawData(c,7)); 
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                Yp(p1) = normrnd(rawData(c,4),rawData(c,8)); 
                p1 = p1 + 1; 
            elseif (tp(c) > tp2) 
                break 
            end 
            c = c + 1; 
        end 
        dX = mean(Xp) - mean(Xm); 
        dY = mean(Yp) - mean(Ym); 
        delY = std(Ym); 
        delPhi = delY/dX; 
        cf1 = cos(atan(dY/dX)); 
        if cf1 < 0.9 
            fprintf('Warning: correction factor 1 is %4.3f\n',cf1); 
        end 
        cf2 = sin(atan(dY/dX)); 
        if cf2 > 0.1 
            fprintf('Warning: correction factor 2 is %4.3f\n',cf2); 
        end 
         
        c = 1; 
        while(tp(c) < tmin) 
            c = c + 1; 
        end 
        t1 = c; 
        while(tp(c) <= tmax) 
            c = c+ 1; 
        end 
        t2 = c; 
        t(:,p) = rawData(t1:t2,2); 
        %=====plot the Vout crossing t = 0 ===== 
        c = 1; 
        while(tp(c) < tm1) 
            c = c + 1; 
        end 
        t3 = c; 
        while(tp(c) <= tp2) 
            c = c+ 1; 
        end 
        t4 = c; 
         
        %=====plot the short time Vio to see acoustic echo===== 
        c = 1; 
        while(tp(c) < 0) 
            c = c + 1; 
        end 
        t5 = c; 
        while(tp(c) <= 100) 
            c = c+ 1; 
        end 
        t6 = c; 
         
        freq(p,1) = rawData(t1,1); 
        if phAdj == 1 
            vi(:,1) = normrnd(rawData(t1:t2,3),rawData(t1:t2,7))-Xbg; 
            vo(:,1) = normrnd(rawData(t1:t2,4),rawData(t1:t2,8))-Ybg; 
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voc = (normrnd(rawData(t5-1:t4,4),rawData(t5-1:t4,8))- Ybg)*cf1... 
                + (normrnd(rawData(t5-1:t4,3),rawData(t5-1:t4,7)) - 
Xbg)*cf2; 
             
            vioExp(:,p) = -(vi*cf1 - vo*cf2)./(vo*cf1 + vi*cf2); 
            Y(1:t4-t3+1) = normrnd(rawData(t3:t4,4),rawData(t3:t4,8))-
Ybg; 
            Y(t4-t3+2:2*t4-t3-t5+3) = voc; 
            delY = std(Y); 
            %---phase uncertainty (rad)--- 
            delPhi = delY/dX; 
        else 
            vioExp(:,p) = rawData(t1:t2,5); 
        end 
        clear tp 
    end 
     
    n = 1; 
    c = 1; 
    for ww = 1:nL+1 
        for www = 1:nR 
            if uc(ww,www) ~= 0 
                props2(ww,www) = 
normrnd(props(ww,www),props(ww,www)*uc(ww,www)); 
                varProps(nI,c) = props(ww,www); 
                c = c + 1; 
            end 
             
        end 
    end 
    nT = length(t); 
    Vi = zeros(nT,Np); 
    Vo = zeros(nT,Np); 
    Vio = zeros(nT,Np); 
    %---max number of fitting iterations--- 
    Ni = 20; 
    if model == 1 
        [para,resido] = 
levmarq_tdtr_mult_v3(t,vioExp,freq,@tdtr_fun_romb_v2b,props2,pFit,pLim,
fitParam,Ni); 




elseif model == 3 




        [para,resido] = 
levmarq_tdtr_mult_v3(t,vioExp,freq,@tdtr_aniso_v4,props2,pFit,pLim,fitP
aram,Ni); 
    end 
for ww = 1:nL+1 
        for www = 1:nR 
            if (pFit(ww,www) == 1) 
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                varFit(nI,n) = para(ww,www); 
                n = n + 1; 
            end 
        end 
    end 






pH = zeros(NI,1); 
pL = zeros(NI,1); 
pct = [95, 5]; 
  
for i = 1:NI 
    pH(i) = prctile(varFit(1:i,1),pct(1)); 








xlabel('Number of Observations') 
ylabel('Value of Specified Percentile') 
legend(strcat(num2str(pct(1)),'^t^h 
percentile'),strcat(num2str(pct(2)),... 
    '^t^h percentile')) 
hold off 
pct2 = [5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95]; 
n2 = length(pct2); 
for n = 1:nP 
    results(1,n) = mode(varFit(:,n)); 
    results(2,n) = mean(varFit(:,n)); 
    results(4:n2+3,n) = prctile(varFit(:,n),pct2); 
end 
N(:,1) = 1:NI; 
xlsFile = strcat(folder,char(fileName(1)),'-Multi-MC-2.xlsx'); 
header = cell(21,10); 
header(1,1) = {'Monte Carlo Uncertainty Estimation'}; 
header(2,1) = cellstr(fileName(1)); 
header(3,1) = {'Number of Observations:'}; 
header(3,2) = cellstr(num2str(NI)); 
header(4,2) = {'Mode'}; 
header(5,2) = {'Mean'}; 
header(6,2) = {'Percentiles'}; 
header(19,2) = {'Observation'}; 
header(19,6:Np+5) = {'Residual'}; 
header(19,3:nP+2) = varName; 
for j = 1:n2 
    header(6+j,2)= cellstr(num2str(pct2(j))); 
end 






















function [p,resid] = 
levmarq_tdtr_mult_v3c(x1,y1,freq,fun,p0,p1,pLim,fitParam,Nmax,kiso) 
 [Ny,Np] = size(y1); 
[pf,pc] = size(p0); 
if length(fitParam) == 3 
    if fitParam(1) > 0 
        lambda = fitParam(1); 
    else 
        lambda = 0.01; 
    end 
    if fitParam(2) > 0 
        mult = fitParam(2); 
    else 
        mult = 5; 
    end 
    if fitParam(3) > 0 
        tol = fitParam(3); 
    else 
        tol = 1e-6; 
    end 
else 
    fprintf('Warning, incorrect input for fitting parameters, default 
values used\n') 
    lambda = 0.01; 
    mult = 5; 
    tol = 1e-6; 
end 
pMin = 0.8; 
pMax = 1.2; 
[props2] = guess_values_v2c(x1,y1,freq,fun,p0,p1,pMin,pMax); 
%---Use 2% of value for calculating derivative--- 
deltaP = 0.02; 
N = length(x1)*Np; 
  
M = sum(sum(p1)); 
[Nr,Nc] = size(p1); 
%-----Convert parameter matrix into vector--- 
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q = 1; 
pV = zeros(M,1); 
for j = 1:Nr 
    for k = 1:Nc 
        if (p1(j,k) == 1) 
            pV(q) = props2(j,k); 
            if (kiso == 1)&&(k == 1) 
                %---for isotropic th cond, set kr = kz--- 
                p0(j,2) = p0(j,1); 
            end 
            q = q + 1; 
        end 
    end 
end 
y_tot = 0; 
for p = 1:Np 
    y_tot = y_tot + sum(y1(:,p)); 
end 
%---guess values for a--- 
a = props2; 
%---choose a value for lambda and solve for da--- 
stop = 0; 
cycles = 0; 
count = 0; 
A = zeros(Nmax,M); 
AP = zeros(Nmax,M); 
sig = ones(N,1); 
while(stop == 0)&&(cycles < Nmax) 
    alpha = zeros(M); 
    alpha_p = zeros(M); 
    ap = zeros(1,M); 
    beta = zeros(M,1); 
    chi_sq = 0; 
    f = zeros(N,1); 
    x = zeros(N,1); 
    y = zeros(N,1); 
    dya = zeros(N,M); 
    dy = zeros(M,M,N); 
    dap = zeros(M,Np); 
    Si = zeros(M,Np); 
    for p = 1:Np 
        a(pf,4) = freq(p); 
        y(Ny*(p-1)+1:Ny*p) = y1(:,p); 
        x(Ny*(p-1)+1:Ny*p) = x1(:,p); 
        %---evaluate the function using the guess values--- 
        [vi, vo] = fun(x1(:,p),a); 
        f(Ny*(p-1)+1:Ny*p) = -vi./vo; 
        %---compute the initial chi squared--- 
        dya(Ny*(p-1)+1:Ny*p,1:M) = deriv_v2(x1(:,p),fun,deltaP,a,p1,1); 
    end 
    for i = 1:N 
        chi_sq = ((y(i)-f(i)))^2/y_tot^2 + chi_sq; 
    end 
    for k = 1:M 
        for j = 1:M 
            for i = 1:N 
                dy(k,j,i) = dya(i,k)*dya(i,j)/sig(i)^2; 
 216 
                alpha(k,j) = dy(k,j,i) + alpha(k,j); 
                if (j == 1) 
                    beta(k) = (y(i)-f(i))*dya(i,k)/sig(i)^2 + beta(k); 
                end 
            end 
        end 
    end 
    for k = 1:M 
        B(cycles+1,k) = beta(k); 
    end 
    for k = 1:M 
        for j = 1:M 
            if (j == k) 
                alpha_p(k,j) = alpha(k,j)*(1 + lambda); 
            else 
                alpha_p(k,j) = alpha(k,j); 
            end 
        end 
    end 
    da = alpha_p\beta; 
    if (sum(isnan(da))~=0) 
        stop = 1 
        break 
    end 
     
    for k = 1:M 
        dA = da(k); 
        if abs(dA) > pV(k) 
            dA = 0.5*pV(k)*dA/abs(dA); 
        end 
        ap(k) = pV(k) + dA; 
%         ap(k) 
        if (ap(k) < 0) 
            ap(k) = pV(k); 
        end 
    end 
    AP(cycles+1,:) = ap; 
    q = 1; 
    for j = 1:Nr 
        for k = 1:Nc 
            if (p1(j,k) == 1) 
                if (ap(q) > pLim(j,k,2)) 
                    pp(j,k) = pLim(j,k,2); 
                elseif (ap(q) < pLim(j,k,1)) 
                    pp(j,k) = pLim(j,k,1); 
                else 
                    pp(j,k) = ap(q); 
                end 
                q = q + 1; 
            else 
                pp(j,k) = props2(j,k); 
            end 
            if (kiso == 1)&&(k == 2)&&(j < Nr) 
                    %---set kr = kz for iso th cond--- 
                    pp(j,2) = pp(j,1); 
            end 
        end 
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    end 
    chi_sq_p = 0; 
    for p = 1:Np 
        pp(pf,4) = freq(p); 
        [vi, vo] = fun(x1(:,p),pp); 
        fp = -vi./vo; 
         
        for i = 1:N/Np 
            chi_sq_p = ((y1(i,p)-fp(i)))^2/y_tot^2 + chi_sq_p; 
        end 
    end 
     
    if (chi_sq_p <= chi_sq) 
        lambda = lambda/mult; 
        a = pp; 
        pV = ap; 
    else 
        lambda = lambda*mult; 
        lam(cycles+1) = 1; 
    end 
    if (abs(chi_sq_p - chi_sq) < tol) 
        count = count + 1; 
        if (count == 2) 
            if chi_sq_p < chi_sq 
                resid = chi_sq_p/N; 
            else 
                resid = chi_sq/N; 
            end 
            cycles 
            stop = 1; 
        end 
    else 
        count = 0; 
    end 
    cycles = cycles + 1; 
end 
p = a; 
if (cycles>=Nmax) 
    fprintf('Warning: Fit did not converge in specified cycles\n') 
    if chi_sq_p < chi_sq 
        resid = chi_sq_p/N; 
    else 
        resid = chi_sq/N; 
    end 
end 
 
function [props2] = 
guess_values_v2c(x1,y1,freq,fun,p0,p1,pMin,pMax,kiso) 
Nm = 5; 
[Ny,Np] = size(y1); 
N = length(x1)*Np; 
  
[G,H] = size(p0); 
  
c = 1; 
for ii = 1:G 
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    for iii = 1:H 
        if p1(ii,iii) == 1 
            pos(c,1) = ii; 
            pos(c,2) = iii; 
            p2(c,:) = linspace(pMin*p0(ii,iii),pMax*p0(ii,iii),Nm); 
            c = c + 1; 
        end 
    end 
end 
Nc = c - 1; 
u = 1; 
for c = 1:Nc 
    for n = 1:Nm 
        chi_sq = 0; 
        f = zeros(N,1); 
        x = zeros(N,1); 
        y = zeros(N,1); 
        p0(pos(c,1),pos(c,2)) = p2(c,n); 
        for p = 1:Np 
            p0(G,4) = freq(p); 
            y(Ny*(p-1)+1:Ny*p) = y1(:,p); 
            x(Ny*(p-1)+1:Ny*p) = x1(:,p); 
            %---evaluate the function using the guess values--- 
            [vi, vo] = fun(x1(:,p),p0); 
            f(Ny*(p-1)+1:Ny*p) = -vi./vo; 
        end 
         
        for i = 1:N 
            chi_sq = ((y(i)-f(i)))^2 + chi_sq; 
        end 
        CHI(u,1) = chi_sq; 
        props(:,:,u) = p0; 
        u = u + 1; 
    end 
end 
  
[val, U] = min(CHI); 
props2 = props(:,:,U); 
 
 










fmax = 1e11; 
  
tol = 1e-5; 
Ao = 1; 
nT = length(t); 
t = t/1e12; 
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[H1,H2] = size(props); 
nL = H1 - 1; 
  
G = zeros(nL,1); 
  
%---create new layers based upon interface conductanc--- 
nLP = (nL-1)*2+1; 
sigmaZ = zeros(nLP,1); 
sigmaR = zeros(nLP,1); 
rho = zeros(nLP,1); 
cp = zeros(nLP,1); 
d = zeros(nLP,1); 
c = 1; 
for i = 1:2:nLP 
    %---layer properties--- 
    sigmaZ(i) = props(c,1); 
    sigmaR(i) = props(c,2); 
    rho(i) = props(c,3); 
    cp(i) = props(c,4); 
    d(i) = props(c,5)/1e6; 
    %---turn interface conductance into layer--- 
    if (i < nLP) 
        sigmaZ(i+1) = props(c,6)/1e6; 
        sigmaR(i+1) = 0; 
        rho(i+1) = 1; 
        cp(i+1) = 1e-12; 
        d(i+1) = 1e-12; 
    end 
    c = c + 1; 
     
end 
w0 = props(nL+1,1)/1e6; 
w1 = props(nL+1,2)/1e6; 
fS = props(nL+1,3)*1e6; 
f0 = props(nL+1,4)*1e6; 
omegaS = 2*pi*fS; 
omega0 = 2*pi*f0; 
klim = 1250; 
k = -klim:1:klim; 
M = zeros(2,2,nL); 
nK = length(k); 
 H = zeros(1,nK); 
omega = zeros(nK,1); 
ub = 10/sqrt(w0^2+w1^2); 
for i = 1:nK 
omega(i) = omegaS.*k(i) + omega0; 
end 
 for i = 1:nK 
    H(i) = integral(@(z)invhankel(z,omega(i)),0,ub,'ArrayValued',true); 
end 
Z = zeros(nT,1); 
  
for j = 1:nT 
     for i = 1:nK 
        Z(j) =  Z(j) + H(i).*exp(1i*k(i).*omegaS*t(j))*exp(-
pi*(omega(i)./(2*pi*fmax)).^2) ; 
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     end 
end 
X = real(Z); 
Y = imag(Z); 
  
end 
function f = invhankel(k,omega) 
  











nO = length(omega); 
nK = length(k); 
f = zeros(nK,nO); 
for j = 1:nO 
    for i = 1:nK 
        q = zeros(nLP,1); 
        for n = 1:nLP 
             
            q(n) = 
sqrt((sigmaR(n)*k(i)^2+1i*rho(n)*cp(n)*omega(j))/sigmaZ(n)); 
                         
        end 
         
        M = zeros(2,2,nLP); 
        for n = 1:nLP 
            if (q(n)*d(n) > 30) 
                qd = 30; 
            else 
                qd = q(n)*d(n); 
            end 
            M(1,1,n) = cosh(qd); 
            M(1,2,n) = -1/(sigmaZ(n)*q(n))*sinh(qd); 
            M(2,1,n) = -sigmaZ(n)*q(n)*sinh(qd); 
            M(2,2,n) = cosh(qd); 
        end 
        if nLP == 2 
            M1 = M(:,:,1); 
            M2 = M(:,:,2); 
             
            A = M2*M1; 
        elseif nLP == 3 
            M1 = M(:,:,1); 
            M2 = M(:,:,2); 
            M3 = M(:,:,3); 
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            A = M1*M2*M3; 
        elseif nLP == 4 
            M1 = M(:,:,1); 
            M2 = M(:,:,2); 
            M3 = M(:,:,3); 
            M4 = M(:,:,4); 
             
            A = M1*M2*M3*M4; 
            elseif nLP == 5 
            M1 = M(:,:,1); 
            M2 = M(:,:,2); 
            M3 = M(:,:,3); 
            M4 = M(:,:,4); 
            M5 = M(:,:,5); 
             
            A = M1*M2*M3*M4*M5; 
        elseif nLP == 6 
            M1 = M(:,:,1); 
            M2 = M(:,:,2); 
            M3 = M(:,:,3); 
            M4 = M(:,:,4); 
            M5 = M(:,:,5); 
            M6 = M(:,:,5); 
             
            A = M1*M2*M3*M4*M5*M6; 
        elseif nLP == 7 
             M1 = M(:,:,1); 
            M2 = M(:,:,2); 
            M3 = M(:,:,3); 
            M4 = M(:,:,4); 
            M5 = M(:,:,5); 
            M6 = M(:,:,5); 
            M7 = M(:,:,5); 
            A = M1*M2*M3*M4*M5*M6*M7; 
        else 
            fprintf('def not the correct number of layers\n'); 
            break 
        end 
         
        C = A(2,1); 
        D = A(2,2); 
        n1 = -D/C; 
         
        f(i,j) = Ao/(2*pi)*k(i)*n1.*exp(-(k(i)^2*(w0^2+w1^2)/8)); 




function dy = deriv_v4(x,fun,deltaP,p0,p1,units) 
%function DERIV - finds the partial derivative of a function 
% dy = deriv(x,fun,deltaP,p0,p1,units) 
%     x = independent variable for evaluation of the function 
%     fun = Matlab function of the form fun(x,p) where x is the 
%           independent variable and p is a matrix of parameters 
%     deltaP = percentage of step for numerical derivative (dp = 
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deltaP*p) 
%     p0 = matrix of parameters of function, fun, to calc partial 
derivs 
%     p1 = matrix of same size as p0 that indicates if a partial deriv 
%           should be calculated for a parameter 
%           1 = calculate derivative 
%           2 = do not calculate derivative 
%     units = output of signal 
%           1 = - Vin/Vout 
%           2 = phase --> inv tangent (-Vin/Vout) 
%           3 = amplitude  --> sqrt(Vin^2 + Vout^2) 
%     dy is a matrix of the same size as p0 with a partial deriv of 
each p0 
if units == 1 %---use Vin/Vout--- 
    type = 1; 
    M = sum(sum(p1)); 
    [Nr,Nc] = size(p0); 
    Nx = length(x); 
    dy = zeros(Nx,M); 
    q = 1; 
    if (type == 2) 
        for j = 1:Nr 
            for k = 1:Nc 
                p = p0; 
                if (p1(j,k) == 1) 
                    dp = deltaP*p0(j,k); 
                    p(j,k) = p0(j,k) - 2*dp; 
                    [vi, vo] = fun(x,p); 
                    y1 = -vi./vo; 
                    p(j,k) = p0(j,k) - dp; 
                    [vi, vo] = fun(x,p); 
                    y2 = -vi./vo; 
                    p(j,k) = p0(j,k) + dp; 
                    [vi, vo] = fun(x,p); 
                    y3 = -vi./vo; 
                    p(j,k) = p0(j,k) + 2*dp; 
                    [vi, vo] = fun(x,p); 
                    y4 = -vi./vo; 
                    for i = 1:Nx 
                        dy(i,q) = (y1(i)-8*y2(i)+8*y3(i)-
y4(i))/(12*dp); 
                    end 
                    q = q + 1; 
                end 
            end 
        end 
    else 
        for j = 1:Nr 
            for k = 1:Nc 
                p = p0; 
                if (p1(j,k) == 1) 
                    dp = deltaP*p0(j,k); 
                    p(j,k) = p0(j,k) - dp; 
                    [vi, vo] = fun(x,p); 
                    y1 = -vi./vo; 
                    p(j,k) = p0(j,k) + dp; 
                    [vi, vo] = fun(x,p); 
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                    y2 = -vi./vo; 
                    for i = 1:Nx 
                        dy(i,q) = (y2(i)-y1(i))/(2*dp); 
                    end 
                    q = q + 1; 
                end 
            end 
        end 
    end 
elseif units == 2 %---use phase---- 
  
    M = sum(sum(p1)); 
    [Nr,Nc] = size(p0); 
    Nx = length(x); 
    dy = zeros(Nx,M); 
    q = 1; 
     
    for j = 1:Nr 
        for k = 1:Nc 
            p = p0; 
            if (p1(j,k) == 1) 
                dp = deltaP*p0(j,k); 
                p(j,k) = p0(j,k) - dp; 
                [vi, vo] = fun(x,p); 
                y1 = atan2(vo,vi); 
                p(j,k) = p0(j,k) + dp; 
                [vi, vo]  = fun(x,p); 
                y2 = atan2(vo,vi); 
                for i = 1:Nx 
                    dy(i,q) = (y2(i)-y1(i))/(2*dp); 
                    if (dy(i,q) == 0) 
                         
                    end 
                end 
                q = q + 1; 
            end 
        end 
    end 
else  %--- use amplitude ---- 
  
    M = sum(sum(p1)); 
    [Nr,Nc] = size(p0); 
    Nx = length(x); 
    dy = zeros(Nx,M); 
    q = 1; 
     
    for j = 1:Nr 
        for k = 1:Nc 
            p = p0; 
            if (p1(j,k) == 1) 
                dp = deltaP*p0(j,k); 
                p(j,k) = p0(j,k) - dp; 
                [vi, vo] = fun(x,p); 
                [vi0,vo0] = fun(-100,p); 
                y1 = sqrt(vi.^2 + vo.^2)/sqrt(vi0^2+vo0^2); 
                p(j,k) = p0(j,k) + dp; 
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                [vi, vo]  = fun(x,p); 
                [vi0,vo0] = fun(-100,p); 
                y2 = sqrt(vi.^2 + vo.^2)/sqrt(vi0^2+vo0^2); 
                for i = 1:Nx 
                    dy(i,q) = (y2(i)-y1(i))/(2*dp); 
                    if (dy(i,q) == 0) 
                         
                    end 
                end 
                q = q + 1; 
            end 
        end 
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