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We give a semiclassical analysis of the average photon number as well as photon number variance
(Fano factor F ) for a Josephson-junction (JJ) embedded microwave cavity system, where the JJ is
subject to a fluctuating (i.e. noisy) bias voltage with finite dc average. Through the ac Josephson
effect, the dc voltage bias drives the effectively nonlinear microwave cavity mode into an amplitude
squeezed state (F < 1), as has been established previously [A. D. Armour et al., Phys. Rev. Lett.
111, 247001 (2013)], but bias noise acts to degrade this squeezing. We find that the sensitivity of
the Fano factor to bias voltage noise depends qualitatively on which stable fixed point regime the
system is in for the corresponding classical nonlinear steady state dynamics. Furthermore, we show
that the impact of voltage bias noise is most significant when the cavity is excited to states with
large average photon number.
PACS numbers: 85.25.Cp, 42.50.Lc, 42.50.Dv
I. INTRODUCTION
When a Josephson junction (JJ) device is embedded
within a superconducting microwave cavity, the energy
supplied by a dc voltage bias can be converted into mi-
crowave photons.1–5 The resulting radiation is predicted
to display non-classical properties over a wide range of
conditions,6–16 some of which have now been demon-
strated in experiment.5 However, the state of the mi-
crowave cavity in such systems is strongly dependent on
its quality factor Q: for low Q the photons leak out as
fast as they are generated, while for high Q a large non-
equilibrium photon population can build up. This leads
to the interesting question of whether JJ-cavity devices
could be used to autonomously generate stable, macro-
scopic quantum microwave steady states by exploiting
the strong induced nonlinearities in the microwave cav-
ity modes.
An effective way to introduce a dc bias into a mi-
crowave cavity without compromising its quality fac-
tor was demonstrated recently17 and the same design
was used in a high-Q factor microwave cavity-embedded
Cooper pair transistor (CPT) device18 that exhibited las-
ing behavior for the cavity mode.3 In the latter experi-
ment, a cavity mode was excited to occupations ∼ 100
photons at co-tunnelling resonances where the system be-
haves like an effective single JJ. Elsewhere,9 some of us
showed using a simple theoretical model of a single JJ
embedded in a high-Q cavity that amplitude squeezing
might occur even at very large cavity occupation num-
bers. However, in that analysis the presence of voltage
bias noise was neglected, with only cavity loss and asso-
ciated noise taken into account. Since it is not possible
to entirely eliminate bias noise in real devices, it is im-
portant to determine its effect on the quantum dynamics
and in particular on the predicted amplitude squeezing
of the microwave steady states which are expected to be
sensitive to various sources of noise. In the present work,
we therefore extend the analysis of Ref. 9 to account for
bias noise.
Adopting a model in which the JJ feels a classically
fluctuating bias voltage, we find that bias noise enters
effectively as so-called multiplicative noise, in particu-
lar noise terms that multiply the nonlinear interaction
terms of the cavity dynamics. This is to be contrasted
with the usual additive noise that accompanies the cavity
photon decay rate. Using a quantum Langevin equation
approach, we investigate the impact of the voltage bias
noise on the cavity steady state in the regime where the
average photon number is large so that a semiclassical ap-
proximation can be made. The voltage bias noise reduces
amplitude squeezing, but in a way that is rather sensi-
tive to the average photon number of the cavity and the
dynamical state of the system, changing abruptly when
the underlying classical dynamics of the cavity undergoes
a bifurcation. Our analysis establishes the conditions
which need to be met in order to stabilize non-classical
states in JJ-cavity systems containing large photon num-
bers. We note that the effects of voltage bias fluctuations
were accounted for using a complementary quantum mas-
ter equation approach in a recent study of a JJ-cavity
system,10 but their impact on the quantum dynamics in
the regime where the average photon number is large was
not investigated.
The outline of this paper is as follows: in Sec. II, we in-
troduce a lumped element circuit model of the JJ-cavity
system and classical Langevin equations that describe
the circuit. In Sec. III we write down the corresponding
quantum Langevin equations and describe the semiclas-
sical approximation method. In Sec. IV, we present the
solutions to the average cavity photon number as well as
to the fluctuations in the photon number (i.e., Fano fac-
2FIG. 1: Schematic diagram of a λ/2 microwave cavity-
embedded JJ device showing dc bias circuitry (see the main
text for details). The center conductor of the cavity is weakly
coupled via a capacitor to a probe/transmission line at its
right hand end. Note that the upper ground plane of the
cavity has been omitted for clarity.
tor) and explore their dependence on the key parameters
of the system. We also discuss the significance of our re-
sults in the context of recent experimental work. Finally,
we give some concluding remarks in Sec. V.
II. CIRCUIT MODEL
The microwave cavity-embedded JJ device3,9 is shown
schematically in Fig. 1. It consists of a parallel combina-
tion of two JJs in a SQUID geometry which behaves like
an effective single junction with a flux tunable Josephson
critical current IJ = 4Ic cos (piΦ/Φ0), where Ic is the in-
dividual JJ critical current (we assume identical JJs for
simplicity), Φ is the external flux bias, and Φ0 = h/(2e)
is the flux quantum. The dc voltage bias line connects
the cavity center conductor via a series resistance Rb and
inductance Lb, and a very large parallel bias capacitance
Cb. Collectively, these lumped circuit elements serve to
provide a high impedance, low voltage noise bias line at
the several GHz, microwave cavity mode frequency of
interest.17
The model lumped element circuit that we shall in fact
analyze is shown in Fig. 2. This circuit captures the
essential dynamics of the device scheme in Fig. 1 within
the single mode approximation,3,9 where the resistance
R takes into account intrinsic cavity damping as well as
loss due to capacitive coupling to the probe transmission
line shown in Fig. 1; the circuit capacitance C takes into
account the JJ capacitances as well as the cavity mode
effective capacitance.
Rather than trying to model the specific bias
impedance of the device scheme, we shall adopt a more
general, phenomenological approach7 where we assume
a randomly fluctuating, classical voltage bias V (t) =
Vdc + δVb(t) (Fig. 2); by definition Vdc = 〈V (t)〉 and
〈δVb(t)〉 = 0 with angular brackets denoting averaging.
Furthermore, we assume for simplicity that the voltage
FIG. 2: Model lumped element cavity mode-JJ circuit with
the various phase coordinate definitions.
fluctuations are Gaussian distributed with correlation re-
lation
〈δVb(t)δVb(t′)〉 = δV 2RMSe−|t−t
′|/τb , (1)
where δVRMS =
√
〈(δVb(0))2〉 are the root-mean-squared
voltage fluctuations and τb gives the decay time of the
voltage fluctuation correlations. Such a phenomenolog-
ical approach allows us to collectively account for the
various cryogenic and room temperature voltage noise
sources of the actual experimental device that are not
captured by the simplified bias circuitry shown in Fig. 1.
Applying Kirchhoff’s laws to the circuit shown in
Fig. 2, we obtain the following equations for the various
phase coordinates:
2pi
Φ0
V (t) = ϕ˙c + ϕ˙J (2)
Cϕ¨c +
1
R
ϕ˙c +
1
L
ϕc =
2piIJ
Φ0
sinϕJ . (3)
Equation (2) allows us to express the JJ phase coordinate
ϕJ in terms of the cavity phase coordinate ϕc and the
bias voltage V (t):
Cϕ¨c +
1
L
ϕc +
1
R
ϕ˙c +
2piIJ
Φ0
sin (ϕc + ϕb − ωdt) = fc(t),
(4)
where the drive frequency is given by
ωd =
2piVdc
Φ0
(5)
and the phase bias noise is defined as
ϕb(t) = − 2pi
Φ0
∫ t
0
dt′δVb(t′). (6)
For completeness, we have also added a cavity ‘force’
noise term fc(t) which is assumed to be Gaussian dis-
tributed and delta function correlated with zero mean:
〈fc(t)fc(t′)〉 = 2kBT
R
(
2pi
Φ0
)2
δ(t− t′), 〈fc(t)〉 = 0, (7)
3where T is the temperature of the cavity environment.
This describes the effects of losses from the cavity in the
classical description.
The correlation relation for the bias phase noise co-
ordinate ϕb(t) follows from the voltage noise correlation
relation (1) (see, e.g., Ref. 19). In the long time limit
t  τb relevant for steady state solutions to Eq. (4), we
have
〈ϕb(t)ϕb(t′)〉 = γb [Θ(t− t′)t′ + Θ(t′ − t)t] , 〈ϕb(t)〉 = 0,
(8)
where the rate constant γb characterizing the strength of
the bias phase noise is
γb = 2
(
2pi
Φ0
)2
δV 2RMSτb =
1
2
(
2pi
Φ0
)2
SV (0), (9)
with SV (0) the voltage noise spectral density at zero fre-
quency:
SV (0) = 2
∫ +∞
−∞
d(t− t′)〈δVb(t)δVb(t′)〉. (10)
Equation (4) has the form of a nonlinear Langevin equa-
tion for the stochastic cavity phase coordinate ϕc(t) with
noise sources fc(t) and ϕb(t). From Eqs. (1), (6) and (8),
the bias voltage noise and associated phase noise are anal-
ogous to the fluctuating velocity and position coordinates
respectively of a free Brownian particle; while the mean
squared velocity (voltage) is constant in time, the mean
squared position (phase) grows linearly in time as the
particle randomly wanders throughout its configuration
space.
The classical Hamiltonian for the circuit is
H =
(
2pi
Φ0
)2
p2c
2C
+
(
Φ0
2pi
)2
ϕ2c
2L
− EJ cos (ϕc + ϕb − ωdt)
(11)
and the corresponding quantum Hamiltonian can be writ-
ten as
H = ~ωca†a− EJ cos
[
∆0(a+ a
†) + ϕb − ωdt
]
, (12)
where a, a† are the annihilation and creation opera-
tors respectively for the cavity photons with frequency
ωc = 1/
√
LC, EJ = IJΦ0/(2pi) is the effective Joseph-
son energy, and ∆0 = (2e
2
√
L/C/~)1/2 is the zero-point
uncertainty of the cavity mode phase coordinate ϕc.
For narrow detuning about the bare cavity resonance
frequency, δω = ωc − ωd  ωc, it is convenient to
transform to the frame rotating with the drive frequency
ωd and then perform the rotating wave approximation
(RWA) which should be valid provided ∆0 and EJ/(~ωc)
are not too large.9 The unitary operator that trans-
forms to the rotating frame is defined as URF(t) =
eiωda
†atUH(t), where UH(t) is the unitary evolution oper-
ator for the full Hamiltionian (12). Performing the RWA
by dropping rapidly oscillating terms, we have
dURF(t)
dt
≈ − i
~
HRWAURF(t), (13)
where the RWA effective Hamiltonian is
HRWA = ~δω a†a− i
2
E˜J
× : (eiϕba† − e−iϕba) J1
(
2∆0
√
a†a
)
√
a†a
:, (14)
with the renormalized Josephson energy E˜J = EJe
−∆20/2,
and where J1(z) is the Bessel function of the first kind
and the colons denote normal ordering. Note that the
voltage bias noise enters through the random phase fac-
tors e±iϕb that multiply the anharmonic terms of the
Hamiltonian (14). From Eq. (8) and the assumed Gaus-
sian distributed nature of the fluctuations, it follows that
these random phase factors obey the following statistical
average relations that will be useful later:
〈e±iϕb(t)〉 = e−γbt/2
〈e±i(ϕb(t)−ϕb(t′))〉 = e−γb|t−t′|/2. (15)
III. CIRCUIT QUANTUM EQUATIONS
A. Quantum Langevin Equation
In order to take into account cavity mode damping
and associated noise in the quantum dynamics, it is con-
venient to use the ‘input-output’ approach,20 which as-
sumes weak system-bath couplings in order to justify
making a further RWA for the system-bath interaction
dynamics as well as a Markov approximation for the
bath dynamics. The rotating frame time dependence of
the cavity mode annihilation operator is related to the
Heisenberg picture as follows: aRF(t) = e
iωdtaH(t). The
resulting quantum Langevin equation for aRF(t) is
da
dt
= −
(
iδω +
γc
2
)
a− ∆0EJ
2~
:
[
eiϕbJ0
(
2∆0
√
a†a
)
+e−iϕb
a
a†
J2
(
2∆0
√
a†a
)]
: +
√
γcain, (16)
where we have dropped the ‘RF’ subscripts on the mode
operators as well as the tilde on EJ for notational con-
venience, and where γc = 1/(RC) is the cavity mode
energy damping rate that accounts for intrinsic mode de-
cay as well as loss due to capacitive coupling to the probe
transmission line. The noise operator ain(t) satisfies the
correlation relations 〈ain(t)〉 = 0, 〈ain(t)ain(t′)〉 = 0,
〈a†in(t)ain(t′)〉 = 0, and 〈ain(t)a†in(t′)〉 = δ(t − t′), where
we approximate the cavity mode environment tempera-
ture to be zero (i.e., kBT  ~ωc).
B. Semiclassical Approach
A convenient analytical approach to solving Eq. (16) is
the so-called ‘semiclassical’ approximation that involves
4substituting in a = α + δa, with α = 〈a〉, and then ex-
panding to first order in the fluctuations 9 δa which now
include both quantum and classical contributions. The
validity of this semiclassical approximation requires that
|α|  1. However, because of the classical voltage bias
noise, the phase operator φ in the number-phase expres-
sion for the cavity mode operator, a = eiφ
√
N , becomes
completely uncertain with |〈eiφ〉|  1; the Wigner func-
tion representation of the cavity state would be circu-
larly symmetric in phase space to a good approximation.
Hence |α|  1 and so the usual semiclassical approxima-
tion method does not apply.
On the other hand, because the classical voltage bias
noise is the dominant source of the mode phase oper-
ator uncertainty, we expect the phase operator φ and
voltage bias phase ϕb to be strongly correlated so that
|〈ei(φ−ϕb)〉| ≈ 1. If we therefore work instead with the
transformed mode operator defined as b = e−iϕba =
ei(φ−ϕb)
√
N , we now have that |〈b〉|  1 when√〈N〉  1
and thus the semiclassical approximation can be ex-
ploited. In particular, inserting the decomposition b =
β + δb with β = Be−iθ = 〈b〉 and expanding in δb to
second order, we have
〈ei(φ−ϕb)〉 = 〈bN−1/2〉
= e−iθ
[
1− 1 + 2〈δb
†δb〉+ e2iθ〈δb2〉 − 3e−2iθ〈δb†2〉
8B2
]
,
(17)
showing that the validity of the semiclassical approxima-
tion in terms of the mode operator b (i.e., B  1 and
small fluctuations) implies that the phase operator and
voltage bias phase are strongly correlated.
From Eqs. (5) and (6), the b(t) operator is in fact re-
lated to the original Heisenberg picture annihilation op-
erator aH(t) as follows:
b(t) = ei(ωdt−ϕb)aH(t) = exp
[
i
2pi
Φ0
∫ t
0
dt′V (t′)
]
aH(t).
(18)
In particular, b(t) is the mode annihilation operator in
the rotating frame defined by the full, fluctuating classi-
cal voltage bias V (t) = Vdc + δVb(t).
Substituting the transformed mode operator b into
Eq. (16) and restricting to zero detuning (δω = ωc −
ωd = 0) from now on, we obtain the following quantum
Langevin equation for the mode operator b:
db
dt
= −
(
γc
2
+ i
dϕb
dt
)
b− ∆0EJ
2~
:
[
J0
(
2∆0
√
b†b
)
+
b
b†
J2
(
2∆0
√
b†b
)]
: +
√
γcbin, (19)
where bin = e
−iϕbain satisfies the same correlation rela-
tions as ain given above.
The following expectation value identities will turn out
to be useful in the analysis below:
i
〈
dϕb
dt
b
〉
= −
〈(
d
dt
e−iϕb
)
a
〉
=
γb
2
〈b〉 (20)
i
〈
dϕb
dt
b2
〉
= −1
2
〈(
d
dt
e−2iϕb
)
a2
〉
= γb
〈
b2
〉
.(21)
These identities can be derived using the phase factor
average relations (15) and the method of Ref. 21. Note
that the averaging 〈· · · 〉 in Eqs. (20) and (21) and in the
following is with respect to both the classical phase bias
noise fluctuations and the quantum fluctuations.
Inserting the decomposition b = Be−iθ + δb into
Eq. (19) and retaining only terms to first order in the
fluctuations δb, we obtain the following equation:
d(Be−iθ)
dt
+
dδb
dt
= −
(
γc
2
+ i
dϕb
dt
)
b+
√
γcbin
−∆0EJ
2~
[
J0 (2∆0B) + e
−2iθJ2 (2∆0B)
]
+
i∆20EJ
~
sin θJ1 (2∆0B) δb
+
∆20EJ
2~
[
e−iθJ1 (2∆0B)
+e−3iθJ3 (2∆0B)
]
δb†. (22)
Averaging Eq. (22), the resulting dynamical equations
for the amplitude B and phase θ are
dB
dt
= −∆0EJ
2~
cos θ [J0 (2∆0B) + J2 (2∆0B)]
−1
2
(γc + γb)B, (23)
dθ
dt
=
∆0EJ
2~B
sin θ [J0 (2∆0B)− J2 (2∆0B)] . (24)
Equations (23) and (24) differ from those in the absence
of phase bias only in the enhanced damping rate γc +
γb.
9,22 Evaluating the fixed point solutions to B˙ = θ˙ = 0,
for small EJ we have a so-called
9 ‘type-I’ stable fixed
point which is a solution to
BI =
∆0EJ
~ (γc + γb)
[J0 (2∆0BI) + J2 (2∆0BI)] (25)
with θI = pi. Note that the type-I fixed point depends
for its existence on the presence of damping.
Another type of fixed point–so-called ‘type-II’–involves
the amplitude satisfying
J0 (2∆0BII) = J2 (2∆0BII) , (26)
with the phase angle determined by
cos θII = − ~ (γc + γb)BII
2∆0EJJ0 (2∆0BII)
. (27)
For this type of fixed point, the average amplitudeB is in-
dependent of the damping rate and the Josephson energy;
from Eq. (26), the smallest amplitude type-II fixed point
5solution satisfies 2∆0BII ≈ 1.84, i.e., BII ≈ 0.92/∆0.
Increasing EJ from zero, the type-I fixed point solution
eventually becomes unstable at the critical Josephson en-
ergy
EJcrit = E
(0)
Jcrit (1 + γb/γc) , (28)
with E
(0)
Jcrit ≈ 1.46~γc/∆20 the value in the absence of
bias noise, undergoing a supercritical pitchfork bifurca-
tion 23 to two stable type-II fixed point solutions with
equal amplitudes BII and one unstable type-I fixed point
solution; substituting the critical Josephson energy (28)
into Eq. (27), the critical phase angle is θ = pi, coinciding
with the type-I phase angle as it must. As EJ increases
beyond its critical value, from Eq. (27) the two bifurcat-
ing type-II fixed point phase angles approach the values
θII 1 ≈ pi
2
+
EJcrit
EJ
, (29)
θII 2 ≈ 3pi
2
− EJcrit
EJ
. (30)
From Eq. (22), the dynamical equations for the fluctu-
ations about a given fixed point can be concisely written
in matrix form as follows:
(
δ˙b
˙δb†
)
=
( −i(ν + ϕ˙b)− γc2 g
g∗ i(ν + ϕ˙b)− γc2
)(
δb
δb†
)
+
(
(γb2 − iϕ˙b)Be−iθ
(γb2 + iϕ˙b)Be
iθ
)
+
√
γc
(
bin
b†in
)
, (31)
where the parameters
ν = −∆
2
0EJ
~
J1 (2∆0B) sin θ, (32)
g =
∆20EJ
2~
[
J1 (2∆0B) e
−iθ + J3 (2∆0B) e−3iθ
]
(33)
are evaluated at the fixed points.
IV. APPROXIMATE SOLUTIONS
In this section we present analytical results within the
semiclassical approximation for the steady state, aver-
aged photon number 〈N〉 and for the Fano factor, defined
as F =
(〈N2〉 − 〈N〉2) /〈N〉. The Fano factor provides a
measure of the photon number variance; for a coherent
state with Poissonian statistics, F = 1, while for a quan-
tum Fock state, F = 0. In the absence of voltage bias
noise and for realistic device parameters, F < 1 for both
type-I and type-II fixed point solutions,9 signifying that
sub-Poissonian (number squeezed) quantum microwave
states are generated in the steady state. Our main con-
cern in what follows will be to determine the extent to
which voltage bias noise degrades the squeezing, leading
to higher values of F , and to explore how this depends
on other aspects of the system’s dynamics.
A. Linearized Dynamics
To gain a better understanding of how the semiclas-
sical approximation is applied to calculate 〈N〉 and F ,
we first consider as a ‘warm up’ exercise the simpler,
linearized form of the quantum Langevin equation (19)
which is relevant in the small-EJ limit, obtained by set-
ting J0
(
2∆0
√
b†b
)
= 1 and J2
(
2∆0
√
b†b
)
= 0. The
resulting equation can be solved exactly:
b(t) =
∫ t
0
dt′e−
γc
2 (t−t′)−i[ϕb(t)−ϕb(t′)]
×
[
−∆0EJ
2~
+
√
γcbin(t
′)
]
. (34)
The average photon number in the cavity is then obtained
as
〈N〉 = 〈a†(t)a(t)〉 = 〈b†(t)b(t)〉 = (∆0EJ)
2
~2γc(γc + γb)
(35)
in the steady state limit t  γ−1c , τb, where we have
used the phase factor average relations (15) and the bin
correlation relations.
Alternatively, the averaged photon number can be cal-
culated using the semiclassical decomposition into the
linearized form of Eqs. (23) and (24) for averaged co-
ordinate β and Eq. (31) for the fluctuation δb. These
linearized equations have the fixed point solutions
β = − ∆0EJ
~(γc + γb)
(36)
and
δb(t) =
∫ t
0
dt′e−
γc
2 (t−t′)−i[ϕb(t)−ϕb(t′)]
×
[
− ∆0EJ
~(γc + γb)
(γb
2
− iϕ˙b(t′)
)
+
√
γcbin(t
′)
]
.(37)
From Eq. (37), we have in the steady state limit:
〈δb†(t)δb(t)〉 = γb
γc
[
∆0EJ
~(γc + γb)
]2
=
γb
γc
B2. (38)
6The semiclassical decomposition expression for the aver-
aged photon number is
〈N〉 = B2 + 〈δb†(t)δb(t)〉 (39)
and substituting in Eqs. (36) and (38), we recover the
expression (35) for 〈N〉, which of course we must since the
semiclassical decomposition is exact for linear equations.
We now make several observations based on the above
analysis of the linearized equations that will be useful
for guiding the semiclassical solutions to the nonlinear
dynamics in the following section. First, we have that
B  1 when √〈N〉  1, validating the use of the mode
operator b for the application of the semiclassical ap-
proximation. Second, in contrast to the usual semiclassi-
cal approximation in the absence of voltage noise where
〈N〉 ≈ |α|2 with α = 〈a〉,9 it is essential to include also
the fluctuation correlation 〈δb†δb〉 [see Eq. (39)] since, as
is apparent from Eq. (38), the latter can be non-negligible
in the presence of classical voltage noise. Third, compar-
ing Eqs. (36) and (38), we see that the validity of the
semiclassical approximation in expanding to first order in
the fluctuations δb [Eq. (22)] necessarily requires that the
ratio κ = γb/γc  1; in the following section, the param-
eter κ will provide a convenient dimensionless measure of
the bias noise strength.
B. Nonlinear Dynamics
We now return to evaluating the average photon num-
ber and Fano factor under conditions where the full non-
linear equations (23) and (24) for the mean coordinates
as well as the full equations (31) for the fluctuations must
be employed. From Eq. (39), in order to determine the
average photon number in the steady state limit, we must
solve for the fixed point mean coordinate β = Be−iθ and
for the equal time correlation function 〈δb†(t)δb(t)〉 in
the long time limit t  γ−1c , τb relevant for the steady
state behavior. Using Eq. (31) and the identities (20),
(21), an expression for the above correlation function
can be obtained by evaluating d〈δb†(t)δb(t)〉/dt = 0 and
d〈δb(t)2〉/dt = 0, which give the relations
〈δb†δb〉 = g
∗
γc
〈δb2〉+ g
γc
〈δb†2〉+ κB2, (40)
〈δb2〉 = g/γc
(
2〈δb†δb〉+ 1)− κB2e−2iθ
1 + 2κ+ 2iν/γc
, (41)
where recall κ = γb/γc and we have used the identity
〈δbδb†〉 = 〈δb†δb〉+ 1. Substituting Eq. (41) and its com-
plex conjugate into Eq. (40) and rearranging, we obtain
the following expression for the desired correlation func-
tion:
〈
δb†δb
〉
=
2|g|2(1 + 2κ) + κB2
{
4ν2 + [γc(1 + 2κ)]
2 − e−2iθg∗ [γc(1 + 2κ)− 2iν]− e2iθg [γc(1 + 2κ) + 2iν]
}
4ν2 + [γc(1 + 2κ)]
2 − 4|g|2(1 + 2κ) . (42)
In the zero bias noise limit κ = 0, Eqs. (41) and (42) coin-
cide with their corresponding expressions given in Ref. 9.
Note that it is also possible to treat the master equation
description of the cavity-JJ system including voltage fluc-
tuations developed in Ref. 10 semiclassically and in doing
so one recovers entirely equivalent results.
The combination of κ with the classical amplitude term
B2 in the numerator of Eq. (42) means that the voltage
bias noise can potentially have a significant impact on the
Fano factor in the regime where B  1, even if κ itself
is rather small. This tells us that the impact of voltage
bias noise is going to be particularly difficult to control in
the ‘macroscopic’ regime where the cavity average photon
number is large.
Figure 3 gives the steady state, average photon number
〈N〉 dependence on the dimensionless Josephson energy
ratio EJ/EJcrit for a selection of bias noise strengths κ.
The same parameter values are used as in Ref. 9, i.e.,
∆0 = 0.06 and ωc/γc = 10
3, allowing us to compare
our calculations directly in the κ = 0 limit. The crit-
ical Josephson energy (28) where the bifurcation from
the type-I to the type-II stable fixed points occurs is
then EJcrit/(~ωc) ≈ 0.40 (1 + κ). We adopt as our crite-
rion for the validity of the semiclassical approximation:
〈δb†δb〉/B2 ≤ 0.1; the curves are only indicated for the
EJ range where the latter criterion holds. As can be seen
in Fig. 3, the semiclassical approximation breaks down in
the neighborhood of the bifurcation (28) where the type-I
fixed point becomes unstable. In particular, the correla-
tion function 〈δb†δb〉 grows rapidly near the bifurcation
point and the semiclassical breakdown region expands as
κ increases.
Moving on to the Fano factor, we have within the semi-
classical approximation, where we neglect corrections be-
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FIG. 3: Average photon number 〈N〉 versus EJ (normalized
by EJcrit) for different bias noise strengths κ = 0 (solid line),
0.01 (dashed line), and 0.05 (dotted line). The curves are ter-
minated in the neighborhood of the bifurcation points where
the semiclassical validity criterion 〈δb†δb〉/B2 ≤ 0.1 is vio-
lated.
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FIG. 4: Fano factor F versus EJ (normalized by EJcrit) for
different bias noise strengths κ = 0 (solid line), κ = 0.001
(dashed line), and κ = 0.002 (dotted line). The inset shows
a zoom-in of the Fano factor versus EJ for a small interval in
the type-I stable fixed point regime.
yond quadratic order in the fluctuations δb and δb†:
F = 1 + 2
〈
δb†δb
〉
+ e2iθ
〈
δb2
〉
+ e−2iθ
〈
(δb†)2
〉
. (43)
In Fig. 4, we plot the Fano factor as a function of
EJ/EJcrit for a selection of bias noise strengths κ. As
is to be expected, the Fano factor increases with increas-
ing bias noise. Interestingly, the Fano factor is much less
sensitive to bias noise in the type-I stable fixed point
regime than in the type-II stable fixed point regime.
Reviewing the expressions for the Fano factor calcula-
tion is instructive for understanding the significant differ-
ences between the type-I and type-II Fano factor sensi-
tivities. From Eqs. (41)-(43), we expect a dominant κB2
dependence for the Fano factor when B2  1 as is ob-
served in Fig. 5(b). For the type-I regime the following
simplified algebraic expression for the Fano factor can be
derived:
F =
1 + 2κ+ 2g/γc + 4κ
2B2
1 + 2κ− (2g/γc)2 . (44)
Note that, contrary to the general expectation, the lead-
ing κB2 dependent term cancels leaving the next-to-
leading (κB)2 dependent term when B2  1, which has
a relatively weaker quadratic dependence on κ 1 as is
observed in Fig. 5(a).
Figure 6 shows the dependence of the Fano factor on κ
for a larger zero-point uncertainty ∆0 = 0.12. Increasing
∆0 reduces the classical amplitude (and hence also the
cavity photon number): recall that as EJ increases, the
amplitude locks to the value ' 0.92/∆0 (see Sec. III B).
Comparing Figs. 5 and 6, we see that increasing the value
of ∆0 reduces the rate at which the corresponding Fano
factor increases with κ, thus demonstrating that, as ex-
pected, the effects of voltage bias noise get stronger for
larger average photon numbers.
C. Connection with experiment
As our final consideration, we estimate the Fano factor
for the parameters and bias noise values of the experi-
mental device in Ref. 3. While this device in fact com-
prised two JJs in series, functioning as a gate-tunable
Cooper-pair transistor (CPT), in the operating regime of
interest co-tunneling events dominated with only a weak
dependence on the CPT gate voltage. Therefore, it is
reasonable to model the CPT approximately as a single,
effective JJ embedded in the dc voltage biased cavity.
The parameter values for the experimental device were
∆0 ≈ 0.04, ωc ≈ 2pi × 5.3 GHz, γc ≈ 9.4 × 106 s−1,
and (neglecting renormalization effects associated with
cotunneling 24) EJ/(~ωc) ≈ 3, putting the device deep
within the type-II fixed point stability regime with the
critical Josephson energy EJcrit/(~ωc) ≈ 0.26 (1 +κ) and
a predicted Fano factor F ≈ 0.71 in the absence of bias
noise (i.e. κ = γb/γc = 0).
The actual bias noise strength κ for the experimental
device is a bit more tricky to determine, given that the
nature of the voltage bias noise statistics in the experi-
ment is likely more complicated than our simple assumed
form for the correlation relation (1). Furthermore, actual
measurements of the cavity mode operator a(t) involve
frequency filtering and time domain averaging, so that
the various equal time correlation calculations carried out
in the present work would need to be replaced by more
involved, non-equal time correlation calculations in order
to evaluate the Fano factor for the experimental device.
Nevertheless, as a rough estimate we can assume that γb
is given by the measured linewidth of the cavity power
emission spectrum on resonance: γb ≈ 2pi × 70 kHz, so
that κ ≈ 0.05. With this value for κ, we find that F > 1
for both the type-I and type-II stable fixed point regimes;
in order to have F < 1, we require κ < 0.01 in the type-I
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FIG. 5: Fano factor F versus bias noise strength κ for different EJ (normalized by E
(0)
Jcrit) with ∆0 = 0.06. (a) Type-I regime
for EJ = 0.30 (solid line) and EJ = 0.60 (dashed line). (b) Type-II regime EJ = 1.50 (solid line) and EJ = 2.00 (dashed line).
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FIG. 6: Fano factor F versus bias noise strength κ for different EJ (normalized by E
(0)
Jcrit) with ∆0 = 0.12. (a) Type-I regime
for EJ = 0.30 (solid line) and EJ = 0.60 (dashed line). (b) Type-II regime EJ = 1.50 (solid line) and EJ = 2.00 (dashed line).
regime and κ < 0.001 in the type-II regime. Thus, in ex-
periments on simpler single JJ devices with flux tunable
Josephson energy,4,9 the best chance to observe 〈N〉  1
microwave photon states with F < 1 will be in the type-I
regime just below the critical Josephson energy, although
the voltage bias noise will need to be controlled rather
better than in Ref. 3. In particular, the contribution
to the zero frequency spectral noise density SV (0) [see
Eqs. (9) and (10)] from the cryogenic part of the exper-
imental device may be reduced by decreasing the bias
resistance Rb and increasing the the bias capacitance Cb.
On the other hand, by employing a lower noise, first stage
cryogenic microwave amplifier, shorter measurement av-
eraging times are needed. Hence there is less jitter from
the room temperature voltage source part.
V. CONCLUSIONS
We have analyzed the average photon number as well
as Fano factor giving the photon number variance for a
noisy voltage biased, embedded Josephson junction mi-
crowave cavity system. The embedded Josephson junc-
tion induces an effective nonlinearity in the cavity mode
dynamical equations, as well as a tunable drive tone
through the ac Josephson effect. The voltage bias noise
was found to have a different order of magnitude effect on
the Fano factor, depending on which stable fixed point
regime the system is in for its steady state nonlinear dy-
namics. We also found that the voltage bias noise has
more impact when the cavity average photon number
is large, making it more difficult to produce number-
squeezed states. However, by quantifying the effects of
the voltage bias noise, the present work makes clear the
conditions that will need to be met in order for future ex-
9periments to demonstrate steady, macroscopic quantum
amplitude squeezed microwave states of light.
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