Abstract. This paper presents the results obtained in a real experiment for object recognition in a sequence of images captured by a mobile robot in an indoor environment. The purpose is that the robot learns to identify and locate objects of interest in its environment from samples of different views of the objects taken from video sequences. In this work, objects are simply represented as an unstructured set of spots (image regions) for each frame, which are obtained from the result of an image segmentation algorithm applied on the whole sequence. Each spot is semi-automatically assigned to a class (one of the objects or the background) and different features (color, size and invariant moments) are computed for it. These labeled data are given to a feed-forward neural network which is trained to classify the spots. The results obtained with all the features, several feature subsets and a backward selection method show the feasibility of the approach and point to color as the fundamental feature for discriminative ability.
Introduction
One of the most general and challenging problems a mobile robot has to confront is to identify and locate objects that are common in its environment. Suppose an indoor environment composed by halls, corridors, offices, meeting rooms, etc., where a robot navigates and is expected to perform some helping tasks (in response to orders such as "bring me a coke from the machine in the corridor" or "throw these papers to the nearest waste paper basket"). To accomplish these tasks, the robot must be able to locate and identify different objects such as a beverage machine or a waste paper basket. Of course, a possible approach is to program the robot with recognition procedures specific for each object of interest; in this way, the knowledge about the object and its characteristics is directly injected by the programmer in the recognition code. However, this approach is somewhat tedious and costly, and a preferable one would be to show to the robot in an easy way what the object is from images taken in different views and to rely on the general learning abilities of the robot, which could be based on neural networks or other machine learning paradigms, to obtain a certain model of the object and an associated recognition procedure.
A very important issue is to determine the type of object model to learn. In this respect, a wide range of object representation schemes has been proposed in the literature [1] . In our point of view, a useful model should be relatively simple and easy to acquire from the result of image processing steps. For instance, the result of a color image segmentation process, consisting of a set of regions (spots, from now on) characterized by different features (related to size, color and shape), may be a good starting point to learn the model. Although structured models like adjacency attributed graphs or random graphs can be synthesized for each object from several segmented images [2] , we have decided to investigate first a much simpler approach in which the object is just represented as an unstructured set of spots and the spots are classified directly as belonging to one of a finite set of objects or the background (defined as everything else) using a feed-forward neural network.
The classification of segmented image regions for object recognition has been addressed in several works. In [3] , eigenregions, which are geometrical features that encompass several properties of an image region, are introduced to improve the identification of semantic image classes. Neural networks are used in [4] not only to classify known objects but to detect new image objects as well in video sequences. In [5] , objects of interest are first localized, then features are extracted from the regions of interest and finally a neural network is applied to classify the objects. Support vector machines are used in [6] to classify a segmented image region in two categories, either a single object region or a mixture of background and foreground (multiple object region), in order to derive a top-down segmentation method.
The rest of the paper is organized as follows. In Section 2, image acquisition, preprocessing and segmentation steps are described as well as the semiautomatic method to assign class labels to spots. In Section 3, the features computed for each spot are defined. Neural network training and test together with the experimental methodology followed are commented in Section 4. The experimental results are presented in Section 5, and finally, in Section 6, some conclusions are drawn and future work discussed.
Image Acquisition, Pre-processing and Segmentation
A digital video sequence of 88 images was captured by an RGB camera installed on the MARCO mobile robot at the Institute of Robotics and Industrial Informatics (IRI, UPC-CSIC) in Barcelona. The sequence shows an indoor scene with some slight perspective and scale changes caused by the movement of the robot while navigating through a room. The objects of interest in the scene were a box, a chair and a pair of identical wastebaskets put together side by side (see Figure 1) , and the objective was to discriminate them from the rest of the scene (background) and locate them in the images.
Before segmentation, the images in the sequence were preprocessed by applying a median filter on the RGB planes to smooth the image and reduce some illumination reflectance effects and noise. Then, the image segmentation module was applied to the whole sequence, trying to divide the images in homogeneous regions, which should correspond to the different objects in the image or parts of them. We used an implementation of the Felzenszwalb -Huttenlocher algorithm [7] , which is a pixel merge method based on sorted edge weights and minimum spanning tree, to segment each image separately. Note that this is a method working on static images that does not exploit the dynamic continuity of image changes through the sequence.
The output of the segmentation process for each image consists of a list of regions (spots) that partition the image in homogeneous pieces, where each region is defined by the set of coordinates of the pixels it contains. For each spot, the mass center was calculated, and for all the spots whose mass center lied in some region-of-interest (ROI) rectangular windows, several features listed in Section 3 were computed as well. These windows were manually marked on the images with a graphics device to encompass the three objects of interest and a large region on the floor. Figure 1 shows one of the images and its segmentation together with the ROI windows on them.
The remaining set of spots, those with the mass center inside the ROI windows, was further filtered by removing all the spots with a size lower than 100 pixels, with the purpose of eliminating small noisy regions caused by segmentation defects. Hence, from the 88 images, a total number of 7853 spots were finally obtained.
In order to assign a class label to each spot, to be used as target for the spot pattern in the neural network training and test processes, a simple decision was made: each one of the four ROI windows constituted a class and all the spots in a window were assigned the same class label. Note that this is a rough decision, since several background spots are included in the ROI windows of the box, the chair and the wastebaskets, and therefore are not correctly labeled really. This is a clear source of error (incorrectly labeled patterns) that puts some bounds on the level of classification accuracy that the learning system, in this case the neural network, may reach. However, we preferred to carry out this simple but more practical approach instead of manually labeling each spot, which is obviously a very tedious task, although it would probably have raised the classification performance of the trained networks.
For illustrative purposes, the spots of Figure 1 that were assigned to each of the four classes are displayed in Figure 2 ; for the three objects (Figure 2 (a)-(c)), the union of selected spots is shown in the left and isolated spots that belong to the class are shown in the right. In addition, Figure 3 displays some of the ROI windows in other images of the sequence. 
Features Computed for the Image Regions
In order to be processed as a pattern by a neural network, a spot must be described by a feature vector. Table 1 displays the 14 variables that were initially considered to form the feature vector for training and testing the networks. In Section 5 we will also present results obtained from several different subsets of these 14 variables. Two types of information were used in the computation of the spot features: color and geometry. With regards to color, average and variance values for each one of the three RGB bands were calculated for each spot on the basis of the corresponding intensity values of the spot pixels in the original image (not in the segmented image, for which spot color variance would be zero). This is, the result of the segmentation algorithm served to identify the pixels of every spot, but the color characteristics of these pixels were taken from the original RGB image.
The geometrical information may include features related to position, orientation, size and shape. Because of the robot movement, we were mainly interested in shape descriptors that were invariant to translation and scale, and to this end, we decided to use the seven invariant geometric moments defined by Hu [8] . In addition and since the range of variation of the objects' size was rather limited in the video sequence, we also calculated and used the size of each spot, i.e. its area measured in number of pixels.
For the calculation of the moments corresponding to a spot, all the pixels that form the spot are involved (not only its boundary pixels). More precisely, the seven invariant moments, independent of position and size of the region, that we used in this work are defined by the following equations: (3N(2,1) -N(0,3))(N(2,1)+N(0,3) 1)(N(3,0)+N(1,2) )(N(2,1)+N(0,3) ) (6)
where N (p, q) are the normalized central moments of order two, which are given by: 
where f (x, y) is the intensity value of the pixel (x,y) in the segmented image, as given by the average of the three planes RGB, and (X,Y) are the mean coordinates of the spot. It must be noted that, in this case, all pixels in the same spot share the same value f(x,y), which depends on the color assigned to the spot as result of the segmentation process.
Neural Networks and Experimental Methodology
Neural networks (NNs) are used for a wide variety of object classification tasks [9] . An object is represented by a number of features that form a d-dimensional feature vector x within an input space X ⊆ R d . A classifier therefore realizes a mapping from input space X to a finite set of classes C = {1,...,l}. A neural network is trained to perform a classification task from a set of training examples S = {(x µ , t µ ), µ = 1,...,M} using a supervised learning algorithm. The training set S consists of M feature vectors x µ ∈R d each labeled with a class membership t µ ∈ C. The network typically has as many outputs as classes and the target labels are translated into l-dimensional target vectors following a local unary representation. During the training phase the network parameters are adapted to approximate this mapping as accurately as possible (unless some technique, such as early stopping, is applied to avoid over-fitting). In the classification phase an unlabeled feature vector x ∈ R d is presented to the trained network and the network outputs provide an estimation of the a-posteriori class probabilities for the input x, from which a classification decision is made, usually an assignment to the class with maximum a-posteriori probability [10] .
In this work, we used a feed-forward 2-layer perceptron architecture (i.e. one hidden layer of neurons and an output layer) using standard backpropagation as training algorithm. For processing the full feature vectors, the networks consisted of 14 inputs, n hidden units and 4 output units, where n took different values from 10 to 200 (see Table 2 ). Hyperbolic tangent and sine functions were used as activation functions in the hidden layer and the output layer, respectively. A modified version of the PDP simulator of Rumelhart and McClelland [11] was employed for the experiments, setting a learning rate of 0.003 and a momentum parameter of zero for backpropagation, and a maximum number of 2,000 training epochs for each run.
As mentioned before, a dataset containing 7853 labeled patterns (spots) was available after the image segmentation and feature calculation processes described in previous sections. For each network tested, a kind of cross-validation procedure was carried out by generating 10 different random partitions of this dataset, each including 60% of the patterns for the training set, 15% for the validation set and 25% for the test set. The validation sets were used for early stopping the training phase. Actually, the network chosen at the end of the training phase was the one that yielded the best classification result on the validation set among the networks obtained after each training epoch. Then, this network was evaluated on the corresponding test set.
After the experiments with the whole set of features, we performed similar crossvalidation experiments with different subsets of features (as indicated in Table 3 ), using the same experimental parameters aforementioned, except that the number of hidden units was fixed to 160 (since this provided the best test result with all features) and that the number of inputs was obviously set to the dimension of the feature subset.
Finally, starting from the architecture selected for the full set of features, a sequential backward selection method [12] was applied trying to determine a good subset of input features by eliminating variables one by one and retraining the network each time a variable is temporarily removed. In this case, each partition of the crossvalidation procedure divided the dataset in 60% of patterns for training and 40% for test (no validation set) and the training stop criterion was to obtain the best result in the training set for a maximum of 2,000 epochs.
Experimental Results
The results obtained for the full set of features with the different networks tested are displayed in Table 2 . For each one of the three sets (training, validation and test set), the classification performance is measured as the average percentage of correctly classified patterns in the ten cross-validation partitions, evaluated in the networks selected after training (the ones that maximize the performance on the validation set). Although the classification performance is shown for the three sets, the main result for assessing the network classification and generalization ability is naturally the classification performance in the test set. Hence, a best correct classification rate of 75.94 % was obtained for the architecture with 160 hidden units, even though the generalization performance was rather similar in the range from 60 to 200 hidden units. It appears to be an upper bound for both the training and test sets that might be caused in part by the incorrectly labeled patterns mentioned in Section 2. Table 4 , clearly confirmed that RGB color variances and invariant moments were practically useless (they were the first features removed without a significant performance degradation, indeed the test classification rate grew up to a 77.13% after the elimination of six of these variables) and that RGB color averages provided almost all the relevant information to classify the spots.
Conclusions and Future Work
A simple approach to object recognition in video sequences has been tested in which a feed-forward neural network is trained to classify image segmentation regions (spots) as belonging to one of the objects of interest or to the background. Hence, objects are implicitly represented as an unstructured set of spots; no adjacency graph or description of the structure of the object is used.
In order to provide labeled examples for the supervised training of the network, a semiautomatic procedure for assigning object labels (classes) to spots has been carried out based on the manual definition of graphical region-of-interest windows. However, this procedure produces some incorrectly labeled examples that affect negatively the learning of the objects and the posterior classification performance.
Spot RGB color averages and, to a less extent, spot size have been determined empirically in this work as adequate features to discriminate objects based on segmentation regions, whereas spot shape invariant moments and spot RGB color variances have been shown to be of very little help. The obtained classification results are rather good taking into account the simplicity of the approach (for instance, two very similar spots could perfectly belong to different objects) and the presence of incorrectly labeled patterns in the training and test sets caused by the semiautomatic labeling procedure.
In order to increase the classification performance, there are several actions that can be attempted. First, the labeling procedure may be improved to reduce (or even eliminate) the presence of incorrectly labeled spots. Second, some model of the structure of the object can be used in the learning and test phases; for instance, attributed graphs and random graphs with spots as nodes may be tried [2] . Third, a better image segmentation algorithm may be used, for instance, one based on the dynamic sequence of images (instead of using only single images separately) may be more robust.
In the long-term, our purpose is to design a dynamic object recognition method for video sequences by exploiting the intrinsic continuity in the object views represented by the successive images the mobile robot capture while navigating in an indoor environment.
