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Введение
Известная теорема Лейбница о сходимости знакочередующихся рядов с моно-
тонно стремящейся к нулю абсолютной величиной слагаемых не всегда позволяет
исследовать сходимость рядов, слагаемые которых колеблются около монотонно
стремящейся к нулю последовательности. Ряды такого рода могут быть исследо-
ваны с помощью доказанных ниже фактов.
1. Обобщение теоремы Лейбница
Определение 1. Последовательность {𝑎𝑛} называется 𝑍(𝜔)-монотонно возрас-
тающей (убывающей) на множестве D, если ∀𝑘 ∈ D выполняется 𝑎𝑘+𝜔 > 𝑎𝑘
(соответственно 𝑎𝑘+𝜔 6 𝑎𝑘); 𝜔 ∈ N. 3
Теорема 1. Если последовательность 𝑎𝑛 является 𝑍(2𝜔 − 1)-монотонно убы-
вающей при 𝑛 > 𝑛0 (𝑛 ∈ N) и lim
𝑛→+∞ 𝑎𝑛 = 0, то ряд
∞∑︀
𝑛=𝑛0
(−1)𝑛𝑎𝑛 сходится. При
этом остаток ряда, то есть разность суммы ряда 𝑆 =
∞∑︀
𝑛=𝑛0
(−1)𝑛𝑎𝑛 и частичной
суммы 𝑆𝑚 =
𝑚∑︀
𝑛=𝑛0
(−1)𝑛𝑎𝑛 оценивается следующим образом:
𝑅𝑚 = 𝑆 − 𝑆𝑚,
|𝑅𝑚| 6
𝑚+2𝜔∑︀
𝑛=𝑚+1
|𝑎𝑘|.
(1)

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Замечание 1. Легко видеть, что в случае, когда последовательность {𝑎𝑛} является
𝑍(2𝜔)-монотонной и lim
𝑛→+∞ 𝑎𝑛 = 0, ряд
∞∑︀
𝑘=𝑛0
(−1)𝑛𝑎𝑛 может быть расходящимся. 3
Пример 1.
𝑎𝑛 =
⎧⎪⎪⎨⎪⎪⎩
1
𝑘2
при 𝑛 = 2𝑘,
1
𝑘
при 𝑛 = 2𝑘 − 1,
𝑘 ∈ N.
Очевидно, последовательность {𝑎𝑛} является 𝑍(2)-монотонной, а ряд∞∑︀
𝑛=1
(−1)𝑛𝑎𝑛 представляет собой разность расходящегося гармонического ряда и
сходящегося ряда из обратных квадратов:
− 1
12
+
1
1
− 1
22
+
1
2
− 1
32
+
1
3
− . . . ;
этот ряд расходится к +∞. 
При 𝜔 = 1 𝑍(2𝜔 − 1)-монотонность превращается в обычную монотонность
(0 6 𝑎𝑛+1 6 𝑎𝑛), а Теорема 1 превращается в известную теорему Лейбница о
знакочередующихся рядах:
Теорема 2 (Г. В. фон Лейбниц, [2]). Знакочередующийся ряд
𝑆 =
∞∑︀
𝑛=1
(−1)𝑛+1𝑏𝑛 сходится, если выполняются оба условия:
1. ∀𝑛 𝑏𝑛 > 𝑏𝑛+1 > 0;
2. lim
𝑛→+∞ 𝑏𝑛 = 0.
Кроме того, сумма ряда удовлетворяет неравенству:
0 6
∞∑︁
𝑛=1
(−1)𝑛+1𝑏𝑛 6 𝑏1.1

Из теоремы Лейбница вытекает следствие, позволяющее оценить погрешность
вычисления суммы ряда 𝑆𝑚 =
𝑚∑︀
𝑛=1
𝑏𝑛.
Следствие 1. Остаток 𝑅𝑚 = 𝑆 − 𝑆𝑚 сходящегося знакочередующегося ряда
удовлетворяет неравенству:
|𝑅𝑚| 6 𝑏𝑚+1. (2)
Обозначим 𝑅𝐿𝑚: |𝑅𝑚| 6 𝑅𝐿𝑚 = 𝑏𝑚+1.
1В работе 1682 г. [2] Лейбниц впервые использовал этот признак сходимости для ряда
𝜋
4
=
∞∑︁
𝑛=1
(−1)2𝑛−1
𝑛
; более полное изложение этой теоремы было сделано в письмах к Я. Германну
(Jakob Hermann) от 26.06.1705 и И.Бернулли (Johann (I) Bernoulli) от 10.01.1714.
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Более того, можно утверждать, что
𝑅𝑚 = 𝜃 · (−1)𝑚+1𝑏𝑚+1,
0 6 𝜃 6 1.
(3)
Величина 𝜃 может достигать 0 и 1, например, для ряда
∞∑︁
𝑛=1
(−1)𝑛+1[︀
𝑛+1
2
]︀ . 
Как известно ( [1, п.384]), теорема Лейбница является частным случаем теоре-
мы (признака) Дирихле:
Теорема 3 (П. Г.Лежён-Дирихле, [3], §101). Если частичные суммы ряда
∞∑︀
𝑛=1
𝑏𝑛
в совокупности ограничены: ⃒⃒⃒⃒
⃒
𝑁∑︁
𝑛=1
𝑏𝑛
⃒⃒⃒⃒
⃒ < 𝑀, 𝑁 ∈ N,
а числа 𝑎𝑛 образуют монотонную последовательность, сходящуюся к нулю:
𝑎𝑛 > 𝑎𝑛+1, lim
𝑛→∞ 𝑎𝑛 = 0,
то ряд
∞∑︀
𝑛=1
𝑎𝑛𝑏𝑛 сходится. 
Ниже (Примеры 2, 4, 5) приведены примеры рядов, для которых Теорема 1
позволяет устанавливать сходимость, а Теорема 3 Дирихле неприменима или её
применение связано с большими техническими трудностями.
Доказательство Теоремы 1. Пусть 𝑎𝑛 – это 𝑍(2𝜔 − 1)-монотонно убывающая по-
следовательность, стремящаяся к 0 при 𝑖 > 𝑛0. Для простоты будем считать, что
𝑛0 = 1.
Рассмотрим ряды 𝜎𝑘 =
∞∑︀
𝑗=1
𝛼𝑗,𝑘, (𝑘 = 1, 2, . . . , 2𝜔 − 1), где
𝛼𝑗,𝑘 =
⎧⎨⎩ (−1)
𝑗𝑎𝑗 при 𝑗 = 𝑚 · (2𝜔 − 1) + 𝑘,
0 при 𝑗 ̸= 𝑚 · (2𝜔 − 1) + 𝑘,
𝑚 ∈ Z>0, 𝑘 = 1, 2, . . . , 2𝜔 − 1. (4)
𝜎𝑘 =
∞∑︁
𝑗=1
𝛼𝑗,𝑘 =
= 0 + 0 + . . . + 0⏟  ⏞  
𝑘−1 слагаемых
+(−1)𝑘𝑎𝑘 + 0 + 0 + . . . + 0⏟  ⏞  
2𝜔−2 слагаемых
+(−1)𝑘+2𝜔−1𝑎𝑘+2𝜔−1 +
+ 0 + 0 + . . . + 0⏟  ⏞  
2𝜔−2 слагаемых
+(−1)𝑘+2(2𝜔−1)𝑎𝑘+2(2𝜔−1) + . . .
. . . + (−1)𝑘+𝑚(2𝜔−1)𝑎𝑘+𝑚(2𝜔−1) + 0 + 0 + . . . + 0⏟  ⏞  
2𝜔−2 слагаемых
+
+(−1)𝑘+(𝑚+1)(2𝜔−1)𝑎𝑘+(𝑚+1)(2𝜔−1) + . . .
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Фактически ряд 𝜎𝑘 — это «разбавленный» нулями ряд
̃︀𝜎𝑘 = ∞∑︁
𝑚=0
(−1)𝑘+𝑚(2𝜔−1)𝑎𝑘+𝑚(2𝜔−1) = (−1)𝑘
∞∑︁
𝑚=0
(−1)𝑚𝑎𝑘+𝑚(2𝜔−1).
Ряд ̃︀𝜎𝑘 («под-ряд» исходного ряда) удовлетворяет условиям теоремы Лейбни-
ца, поскольку из 𝑍(2𝜔− 1)-монотонности последовательности 𝑎𝑖 следует обычная
монотонность последовательности 𝑎𝑘+𝑚(2𝜔−1); сумма этого ряда конечна, а оста-
ток ̃︀𝜌𝑝,𝑘 = 𝜎𝑘 − 𝜎𝑝,𝑘 = (−1)𝑘 ∞∑︁
𝑚=𝑝+1
(−1)𝑚𝑎𝑘+𝑚(2𝜔−1),
где
𝜎𝑝,𝑘 =
𝑝∑︁
𝑚=0
(−1)𝑘+𝑚(2𝜔−1)𝑎𝑘+𝑚(2𝜔−1) = (−1)𝑘
𝑝∑︁
𝑚=0
(−1)𝑚𝑎𝑘+𝑚(2𝜔−1)
в соответствии с (3) ̃︀𝜌𝑝,𝑘 оценивается первым отброшенным слагаемым:
|̃︀𝜌𝑝,𝑘| 6 𝑎𝑘+(𝑝+1)(2𝜔−1)
или ̃︀𝜌𝑝,𝑘 = 𝜃𝑝,𝑘 · (−1)𝑘+𝑝+1𝑎𝑘+(𝑝+1)(2𝜔−1), 0 6 𝜃𝑝,𝑘 6 1.
Из этого следует, что и ряд 𝜎𝑘 также сходится к конечной сумме, а его остаток
оценивается первым ненулевым отброшенным слагаемым:
𝜌𝑞,𝑘 =
∞∑︁
𝑗=1
𝛼𝑗,𝑘 −
𝑞∑︁
𝑗=1
𝛼𝑗,𝑘 = 𝜃𝑞,𝑘 · (−1)𝑘+(𝑝+1)𝑎𝑘+(𝑝+1)(2𝜔−1),
где 𝑘 + 𝑝(2𝜔 − 1) 6 𝑞 < 𝑘 + (𝑝 + 1)(2𝜔 − 1), 0 6 𝜃𝑞,𝑘 6 1.
Иначе это можно записать как 𝜌𝑞,𝑘 = 𝜃𝑞,𝑘 ·
𝑞+(2𝜔−1)∑︀
𝑗=𝑞+1
𝛼𝑗,𝑘, поскольку в сумму
𝑞+(2𝜔−1)∑︀
𝑗=𝑞+1
𝛼𝑗,𝑘 попадает только одно ненулевое слагаемое из каждого под-ряда 𝜎𝑘, a
именно (−1)𝑘+(𝑞+1)(2𝜔−1)𝑎𝑘+(𝑞+1)(2𝜔−1), где 𝑘 + 𝑝(2𝜔 − 1) 6 𝑞 < 𝑘 + (𝑝+ 1)(2𝜔 − 1).
Легко видеть, что исходный ряд
∞∑︀
𝑛=𝑛0
(−1)𝑛𝑎𝑛 есть сумма рядов
∞∑︀
𝑗=1
𝛼𝑗,𝑘,
1 6 𝑘 6 2𝜔 − 1, соответственно частичная сумма 𝑆𝑞 =
2𝜔−1∑︀
𝑘=1
𝜎𝑞,𝑘. Из существова-
ния конечных пределов lim
𝑞→∞𝜎𝑞,𝑘 = 𝑠𝑘 следует существование конечного предела
lim
𝑞→∞𝑆𝑞 = 𝑆 =
2𝜔−1∑︀
𝑘=1
𝑠𝑘, при этом |𝑆 − 𝑆𝑞| 6
2𝜔−1∑︀
𝑘=1
|𝑠𝑘 − 𝜎𝑞,𝑘| 6
𝑞+2𝜔−1∑︀
𝑛=𝑞+1
𝑎𝑛 – сумма
оценок абсолютных величин остатков рядов 𝜎𝑘.
Поскольку знаки остатков рядов 𝜎𝑘 чередуются, последнюю оценку можно
улучшить следующим образом:
|𝑆 − 𝑆𝑞| < max
{︃
𝜔−1∑︁
𝑟=1
𝑎𝑞+2𝑟,
𝜔∑︁
𝑟=1
𝑎𝑞+2𝑟−1
}︃
. (5)
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В дальнейшем оценку
(︂
max
{︂
𝜔−1∑︀
𝑟=1
𝑎𝑚+2𝑟,
𝜔∑︀
𝑟=1
𝑎𝑚+2𝑟−1
}︂)︂
будем обозначать 𝑅𝑍𝑚:
𝑅𝑍𝑚 > |𝑆 − 𝑆𝑚| = |𝑅𝑚|. Или более точно:
𝑆 − 𝑆𝑚 =
2𝜔−1∑︁
𝑗=1
(−1)𝑚+𝑗𝜃𝑚+𝑗𝑎𝑚+𝑗 , 0 6 𝜃𝑟 6 1. (6)
2
Ряд, удовлетворяющий условиям Теоремы 2, будем называть 𝐿-рядом, а ряд,
удовлетворяющий условиям Теоремы 1 – 𝑍-рядом.
Оценка (5) в общем случае неулучшаема, что можно видеть из следующего
примера.
Пример 2. Пусть последовательность 𝑎𝑛 задана следующим образом:
𝑎𝑛 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
𝑘
+
1
2𝑘
, если 𝑛 = 3(2𝑘 − 1)− 2;
1
10𝑘
, если 𝑛 = 3(2𝑘 − 1)− 1;
1
𝑘
+
1
2𝑘
, если 𝑛 = 3(2𝑘 − 1);
1
𝑘
, если 𝑛 = 3 · 2𝑘 − 2;
1
10𝑘
, если 𝑛 = 3 · 2𝑘 − 1;
1
𝑘
, если 𝑛 = 3 · 2𝑘.
(7)
Легко видеть, что величины |𝑎𝑛| стремятся к 0, будучи 𝑍(3)-монотонной по-
следовательностью, и ряд
∞∑︀
𝑛=1
(−1)𝑛𝑎𝑛 не является 𝐿-рядом.
∞∑︁
𝑛=1
(−1)𝑛+1𝑎𝑛 =
=
1
1
+
1
2⏟  ⏞  
𝑎1
− 1
10⏟ ⏞ 
𝑎2
+
1
1
+
1
2⏟  ⏞  
𝑎3
− 1
1⏟ ⏞ 
𝑎4
+
1
10⏟ ⏞ 
𝑎5
− 1
1⏟ ⏞ 
𝑎6
+
+
1
2
+
1
22⏟  ⏞  
𝑎7
− 1
102⏟ ⏞ 
𝑎8
+
1
2
+
1
22⏟  ⏞  
𝑎9
− 1
2⏟ ⏞ 
𝑎10
+
1
102⏟ ⏞ 
𝑎11
− 1
2⏟ ⏞ 
𝑎12
+
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+
1
3
+
1
23⏟  ⏞  
𝑎13
− 1
103⏟ ⏞ 
𝑎14
+
1
3
+
1
23⏟  ⏞  
𝑎15
− 1
3⏟ ⏞ 
𝑎16
+
1
103⏟ ⏞ 
𝑎17
− 1
3⏟ ⏞ 
𝑎18
+ . . .
. . . +
1
𝑘
+
1
2𝑘⏟  ⏞  
𝑎6𝑘−5
− 1
10𝑘⏟ ⏞ 
𝑎6𝑘−4
+
1
𝑘
+
1
2𝑘⏟  ⏞  
𝑎6𝑘−3
− 1
𝑘⏟ ⏞ 
𝑎6𝑘−2
+
1
10𝑘⏟ ⏞ 
𝑎6𝑘−1
− 1
𝑘⏟ ⏞ 
𝑎6𝑘
+ . . .
сходится к сумме 𝑆 = 2 (все слагаемые кроме выделенных рамками сокращаются).
При этом
𝑆6𝑘 = 2
(︂
1− 1
2𝑘
)︂
;
𝑆6𝑘+1 = 2
(︂
1− 1
2𝑘
)︂
+
1
𝑘
+
1
2𝑘
;
𝑆6𝑘+2 = 2
(︂
1− 1
2𝑘
)︂
+
1
𝑘
+
1
2𝑘
− 1
10𝑘
;
𝑆6𝑘+3 = 2
(︂
1− 1
2𝑘+1
)︂
− 1
10𝑘
+
2
𝑘
;
𝑆6𝑘+4 = 2
(︂
1− 1
2𝑘+1
)︂
+
1
𝑘
− 1
10𝑘
;
𝑆6𝑘+5 = 2
(︂
1− 1
2𝑘+1
)︂
+
1
𝑘
;
𝑅6𝑘+3 =
∞∑︁
𝑛=1
(−1)𝑛+1𝑎𝑛 −
6𝑘+3∑︁
𝑛=1
(−1)𝑛+1𝑎𝑛 = 1
2𝑘
+
1
10𝑘
− 2
2𝑘
,
то есть при 𝑘 →∞ 𝑅6𝑘+3 ∼ 2
𝑘
∼ (𝑎6𝑘+4 + 𝑎6𝑘+6).
Однако 𝑅6𝑘 = 2
−(𝑘−1), то есть абсолютная величина остатка ряда колеблется
в достаточно широких границах. 
Представленный в Примере 2 ряд, по-видимому, не может быть исследован с
помощью признака Дирихле (Теорема 3).
2. Условия применимости Теоремы 1
Достаточно часто члены ряда представляют собой значения некоторой непре-
рывной функции в целочисленных точках: 𝑎𝑛 = 𝑓(𝑛). Поэтому для исследова-
ния сходимости рядов вида
∞∑︀
𝑛=1
(−1)𝑛𝑓(𝑛) в том случае, когда 𝑓(𝑥) не является
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Рис. 1: 𝑍𝑣-монотонно возрастающая функция с параметром 10
монотонной функцией, естественно распространить понятие 𝑍-монотонности на
произвольные функции.
Определение 2. Функция 𝑓(𝑥) называется 𝑍(𝑇 )-монотонно возрастающей
(убывающей) на множестве D (здесь 𝑇 > 0), если ∀𝑥 ∈ D выполняется 𝑓(𝑥+𝑇 ) >
𝑓(𝑥) (соответственно 𝑓(𝑥 + 𝑇 ) 6 𝑓(𝑥)). 3
Однако тот факт, что 𝑓(𝑥) является 𝑍(𝑇 )-монотонной функцией, не позволя-
ет сделать вывод о том, что последовательность 𝑓(𝑛) является 𝑍(𝑘)-монотонной.
Действительно, функция 𝜙(𝑥) = ln 𝑥 + 𝑥 sin2 𝑥 является 𝑍(2𝜋)-монотонно возрас-
тающей при 𝑥 > 0, однако ни при каких натуральных 𝑘 она не является 𝑍(𝑘)-
монотонной. Поэтому приходится ввести понятие сильной 𝑍-монотонности.
Определение 3. Функция 𝑓(𝑥) называется 𝑍𝑣-монотонно2 возрастающей (убы-
вающей) на множестве D, если
∃𝑇 > 0 : ∀𝑥 ∈ D, ∀ 𝜏 > 0 𝑓(𝑥 + 𝑇 + 𝜏) > 𝑓(𝑥)
(соответственно 𝑓(𝑥 + 𝑇 + 𝜏) 6 𝑓(𝑥)). 3
То есть 𝑓(𝑥) 𝑍𝑣-монотонна, если она 𝑍(𝑇 + 𝜏)-монотонна для некоторого фик-
сированного 𝑇 > 0 и произвольного 𝜏 > 0. Введем параметр 𝑍𝑣-монотонно воз-
растающей на множестве D функции:
Par𝑍𝑣(𝑓(𝑥)) = inf{𝑇 > 0 : ∀ 𝜏 > 0, ∀𝑥 ∈ D 𝑓(𝑥 + 𝑇 + 𝜏) > 𝑓(𝑥)}.
Аналогично определяется параметр 𝑍𝑣-монотонно убывающей функции.
Если параметр 𝑍𝑣-монотонной функции равен 0, то эта функция монотонна в
обычном смысле.
Из Определения 3 следует, что для любой 𝑍𝑣-монотонной на множестве D
функции 𝑓(𝑥) найдется такая монотонная3 функция 𝜙(𝑥), что ∀ 𝑡 ∈ D значение
2𝑍-𝑣𝑒𝑟𝑦-монотонно.
3Имеется в виду нестрогая монотонность: 𝜙(𝑥) монотонна на D, если ∀𝑎 < 𝑏 ∈ D 𝜙(𝑎) 6 𝜙(𝑏)
или ∀𝑎 < 𝑏 ∈ D 𝜙(𝑎) > 𝜙(𝑏).
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Рис. 2: 𝑍𝑣-монотонно убывающая функция с параметром 10
𝑓(𝑡) лежит между числами 𝜙(𝑡) и 𝜙(𝑡 + 𝑇 ), где 𝑇 > Par𝑍𝑣(𝑓(𝑥)), то есть график
функции 𝑓(𝑥) лежит в полосе между двумя графиками монотонных функций; ши-
рина по горизонтали этой полосы ограничена, но, естественно, она не меньше пара-
метра 𝑍𝑣-монотонной функции (см. Рис. 1 и 2). Однако отыскать такую функцию
𝜙(𝑥) не всегда бывает просто. Поэтому для доказательства 𝑍𝑣-монотонного воз-
растания функции 𝑓(𝑥) достаточно найти две монотонные функции 𝜙1(𝑥), 𝜙2(𝑥),
такие, что 𝜙1(𝑥) 6 𝑓(𝑥) 6 𝜙2(𝑥) и ∃𝑇 > 0 : ∀𝑥 ∈ D 𝜙1(𝑥 + 𝑇 ) > 𝜙2(𝑥) (В этом
случае 𝑇 > Par𝑍𝑣(𝑓(𝑥)). Аналогично решается вопрос о 𝑍𝑣-монотонном убывании.
В большинстве случаев определить параметр 𝑍𝑣-монотонной функции доволь-
но сложно, но можно получить оценку этого параметра сверху.
Пример 3. Пусть 0 < 𝛼 6 1 и функция 𝑝(𝑥) ограничена: |𝑝(𝑥)| < 𝑀 . Покажем, что
функция 𝑓(𝑥) = 𝑥𝛼 + 𝑝(𝑥)𝑥𝛼−1 𝑍𝑣-монотонно возрастает при 𝑥 >
(1− 𝛼)𝑀
𝛼
.
Рассмотрим функции 𝑞(𝑥) = 𝑥𝛼 +
𝑀
𝑥1−𝛼
и 𝑟(𝑥) = 𝑥𝛼 − 𝑀
𝑥1−𝛼
. Эти функции
монотонно возрастают при 𝑥 >
(1− 𝛼)𝑀
𝛼
. Очевидно, 𝑟(𝑥) 6 𝑓(𝑥) 6 𝑞(𝑥) (график
функции 𝑓(𝑥) заключен в полосу между графиками функций 𝑞(𝑥) и 𝑟(𝑥)).
Покажем, что расстояние по горизонтали между графиками функций 𝑞(𝑥) и
𝑟(𝑥) при достаточно больших 𝑥 ограничено.
Выберем точку 𝑥0, в которой функция 𝑞(𝑥) возрастает: это выполняется при
𝑥0 >
(1− 𝛼)𝑀
𝛼
. Найдем точку 𝑥1 : 𝑟(𝑥1) = 𝑞(𝑥0). Проведем касательную к графи-
ку функции 𝑞(𝑥) в точке 𝐶 с координатами (𝑥1; 𝑞(𝑥1)) (Рис. 3) и горизонтальную
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Рис. 3: К Примеру 3
прямую через точку 𝐵 (𝑥1; 𝑟(𝑥1)) до пересечения с касательной 𝐴𝐶. Оценим ве-
личину |𝑏𝐵| = 𝑥1 − 𝑥0 — расстояние между графиками функций 𝑞(𝑥) и 𝑟(𝑥) по
горизонтали.
|𝑏𝐵| < |𝐴𝐵| = |𝐵𝐶| ctg (∠𝐶𝐴𝐵);
|𝐵𝐶| = 2𝑀
𝑥1−𝛼
;
tg (∠𝐶𝐴𝐵) = 𝑞′(𝑥1) = 𝛼𝑥𝛼−11 − (1− 𝛼)𝑀𝑥𝛼−21 ;
|𝑏𝐵| < |𝐴𝐵| = |𝐵𝐶|
tg (∠𝐶𝐴𝐵) =
2𝑀
𝛼− 𝑀(1− 𝛼)
𝑥21
.
(8)
Последнее выражение убывает с ростом 𝑥 (𝑥 > 0), поэтому для всех 𝑥 > 𝑥0 рас-
стояние по горизонтали между графиками функций 𝑞(𝑥) и 𝑟(𝑥) будет меньше,
чем 𝑇 (𝑥0) =
2𝑀
𝛼− 𝑀(1− 𝛼)
𝑥21
, то есть 𝑟(𝑥) > 𝑞(𝑥 − 𝑇 (𝑥0)); следовательно, 𝐹 (𝑥) 𝑍𝑣-
монотонно возрастает при 𝑥 > 𝑥0 с параметром, меньшим, чем 𝑇 (𝑥0). 
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Теорема 4. Если 𝑓(𝑥) 𝑍𝑣-монотонно убывает при 𝑥 > 𝑛0 > 0 и lim
𝑥→∞ 𝑓(𝑥) = 0,
то ряд
∞∑︀
𝑛=𝑛0
(−1)𝑖𝑓(𝑛) сходится. 
Доказательство. Найдем нечетное число 2𝜔 − 1 > Par𝑍𝑣(𝑓(𝑥)). Последователь-
ность {𝑓(𝑛)} является 𝑍(2𝜔−1)-монотонной. Поэтому ряд
∞∑︀
𝑛=𝑛0
(−1)𝑖𝑓(𝑛) сходится.
2
Пример 4. Ряд
∞∑︀
𝑛=1
(−1)𝑛𝑛𝛽
𝑛 + 𝑝(𝑛)
сходится, если 0 6 𝛽 < 1 и функция 𝑝(𝑥) ограничена.
Это следует из того, что функция 𝑔(𝑥) =
𝑥𝛽
𝑥 + 𝑝(𝑥)
𝑍𝑣-монотонно стремится к
0, поскольку 𝑔(𝑥) =
1
𝑓(𝑥)
, где 𝑓(𝑥) — рассмотренная в Примере 3 𝑍𝑣-монотонно
возрастающая стремящаяся к бесконечности функция (здесь 𝛽 = 1− 𝛼). 
Пример 5. Несложно заметить, что функция 𝑔(𝑥) =
1
𝑥 + 2 cos𝑥
𝑍𝑣-монотонна и
Par𝑍𝑣(𝑔(𝑥)) 6 2𝜋. (9)
То есть ряд
∞∑︀
𝑛=1
(−1)(𝑛−1)
𝑛 + 2 cos𝑛
является 𝑍-рядом4; последовательность
{𝑎𝑛} =
{︂
1
𝑛 + 2 cos𝑛
}︂
𝑍(7)-монотонно убывает к нулю (7 > 2𝜋). Значит,
остаток ряда 𝑅𝑚 =
∞∑︀
𝑛=𝑚+1
(−1)(𝑛−1)
𝑛 + 2 cos𝑛
может быть оценен суммой четырех слагае-
мых: |𝑅𝑚| < 𝑎𝑚+1 + 𝑎𝑚+3 + 𝑎𝑚+5 + 𝑎𝑚+7. Однако оценку (9) можно улучшить в
соответствии с рассуждениями Примера 3.
Действительно, 𝑥− 2 6 1
𝑔(𝑥)
= 𝑥+ 2 cos𝑥 6 𝑥+ 2, то есть в обозначениях При-
мера 3 𝑀 = 2, 𝛼 = 1, tg (∠𝐶𝐴𝐵) = 1, |𝑏𝐵| = |𝐴𝐵| = 4. Отсюда Par𝑍𝑣(𝑔(𝑥)) 6 4, и
последовательность {𝑎𝑛} является 𝑍(5)-монотонно убывающей. Это дает лучшую
оценку для 𝑅𝑚: |𝑅𝑚| < 𝑎𝑚+1 +𝑎𝑛+𝑚 +𝑎𝑚+5. Однако можно усмотреть, что при 𝑚
достаточно больших |𝑅𝑚| < 𝑎𝑚+1. То есть оценки (3) и (5) в некоторых случаях
могут быть улучшены. 
3. О точности оценки остатка 𝐿-рядов и 𝑍-рядов
Давно замечено, что оценка (3) в большинстве случаев дает очень хорошую
точность. Но, поскольку 𝐿-ряды, исследование которых иначе как с помощью
признака (теоремы) Лейбница невозможно, обычно сходятся довольно медленно,
желательно было бы иметь метод уточнения оценок (2) и (5).
4На VI Международной студенческой олимпиаде по математике 2012 г. в г.Ярославле было
предложено исследовать сходимость этого ряда. Его сходимость можно доказать с использова-
нием тригонометрических преобразований, однако небольшие изменения формулы для членов
ряда приводят к невозможности использования предложенного организаторами олимпиады спо-
соба решения задачи. Размышления над этой задачей и привели автора к написанию настоящей
статьи.
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Пример 6. Для хорошо известного ряда
∞∑︁
𝑛=1
(−1)𝑛+1
𝑛
= ln 2 (10)
оценка (2) приводит к неравенству |𝑅𝑚| =
⃒⃒⃒⃒ ∞∑︀
𝑛=𝑚+1
(−1)𝑛+1
𝑛
⃒⃒⃒⃒
6 𝑅𝐿𝑚 =
1
𝑚 + 1
.
Оценим 𝑅𝑚 более точно.
|𝑅𝑚| = 1
𝑚 + 1
− 1
𝑚 + 2
+
1
𝑚 + 3
− 1
𝑚 + 4
+ . . . =
=
1
(𝑚 + 1)(𝑚 + 2)
+
1
(𝑚 + 3)(𝑚 + 4)
+ . . . =
=
∞∑︁
𝑘=1
1
(𝑚 + 2𝑘 − 1)(𝑚 + 2𝑘) ;
∞∫︁
1
1
(𝑚 + 2𝑥− 1)(𝑚 + 2𝑥) d𝑥 < |𝑅𝑚| <
∞∫︁
0
1
(𝑚 + 2𝑥− 1)(𝑚 + 2𝑥) d𝑥;
1
2
ln
(︂
1 +
1
𝑚 + 1
)︂
< |𝑅𝑚| < 1
2
ln
(︂
1 +
1
𝑚− 1
)︂
;
|𝑅𝑚| ∼ 1
2𝑚
при 𝑚→∞.
В этом случае остаток ряда монотонно стремится к 0; ошибка оценки (2) со-
ставляет примерно половину. 
Пример 7. Рассмотрим другой 𝐿-ряд.
𝑎𝑛 =
⎧⎪⎪⎨⎪⎪⎩
1
𝑘
, если 𝑛 = 2𝑘 − 1;
1
𝑘
− 1
2𝑘
, если 𝑛 = 2𝑘.
Иначе 𝑎𝑛 =
1[︂
𝑛 + 1
2
]︂ − 1 + (−1)𝑛
2
(︂𝑛
2
+ 1
)︂ .
(11)
Легко видеть, что при достаточно больших 𝑛 (𝑛 > 7 ) 𝑎𝑛 ↓ 0 и
∞∑︁
𝑛=1
(−1)𝑛+1𝑎𝑛 = 1
1
−
(︂
1
1
− 1
2
)︂
+
1
2
−
(︂
1
2
− 1
4
)︂
+
1
3
−
(︂
1
3
− 1
8
)︂
+ . . . = 1. (12)
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При этом
𝑅𝑛 =
⎧⎪⎪⎨⎪⎪⎩
1
2𝑘
− 1
𝑘
, если 𝑛 = 2𝑘 − 1;
1
2𝑘
, если 𝑛 = 2𝑘.
(13)
Оценка в остатка ряда (12) соответствии с (2) такова:
|𝑅2𝑛−1| < 𝑅𝐿2𝑛−1 =
2
𝑛 + 1
− 1
2
(︃
𝑛 + 1
2
)︃ ,
|𝑅2𝑛| < 𝑅𝐿2𝑛 =
1
𝑛 + 1
.
То есть
lim
𝜔→∞
|𝑅2𝜔|
𝑅𝐿2𝜔
= 0, lim
𝜔→∞
|𝑅2𝜔+1|
𝑅𝐿2𝜔+1
= 1;
точность оценки имеет большой разброс. Удобного соотношения вида
|𝑅𝑛 − 𝑅𝐿𝑛 | . 𝐶 · 𝑅𝑛 здесь нет. В этом случае можно говорить о неудовле-
творительной точности оценки (2). Представленный случай имеет некоторое
сходство с Примером 2. 
Теорема 5. Если последовательность {𝑎𝑛} монотонно убывает стремясь к 0
(𝑎𝑛 ↓ 0) при 𝑛 > 𝑛0, и при 𝑛 > 𝑛0 выполняется условие 𝑎𝑛+1 6 𝑎𝑛 + 𝑎𝑛+2
2
, то при
𝑚 > 𝑛0 оценка 𝑅
𝐿
𝑚 остатка 𝐿-ряда
∞∑︀
𝑘=1
(−1)𝑛𝑎𝑛 сравнима с абсолютной величиной
остатка 𝑅𝑚 этого ряда:
1
2
𝑅𝐿𝑚 6 |𝑅𝑚| 6
1
2
𝑅𝐿𝑚−1. 
Доказательство. Поскольку 𝑎𝑛+1 6
𝑎𝑛 + 𝑎𝑛+2
2
, можно найти такую убы-
вающую дважды дифференцируемую функцию 𝑓(𝑥), выпуклую вниз при
𝑥 > 𝑛0 (𝑓
′′(𝑥) > 0 или 𝑓 ′(𝑥) ↗ (|𝑓 ′(𝑥)| ↘) при 𝑥 > 𝑛0), что 𝑎𝑛 = 𝑓(𝑛).
Остаток ряда
∞∑︀
𝑘=1
(−1)𝑛𝑓(𝑛) можно оценить следующим образом:
|𝑅𝑛| =
⃒⃒⃒⃒
⃒
∞∑︁
𝑘=𝑛
(−1)𝑛𝑓(𝑛)
⃒⃒⃒⃒
⃒ =
= ((𝑓(𝑛)− 𝑓(𝑛 + 1)) + (𝑓(𝑛 + 2)− 𝑓(𝑛 + 3)) + (𝑓(𝑛 + 4)− 𝑓(𝑛 + 5)) + . . .) =
= (−𝑓 ′(𝜉𝑛)− 𝑓 ′(𝜉𝑛+2)− 𝑓 ′(𝜉𝑛+4)− . . .) 6
6 (−𝑓 ′(𝑛)− 𝑓 ′(𝑛 + 2)− 𝑓 ′(𝑛 + 4)− . . .) ;
|𝑅𝑛| > (−𝑓 ′(𝑛 + 1)− 𝑓 ′(𝑛 + 3)− 𝑓 ′(𝑛 + 5)− . . .) ,
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здесь 𝜉𝑛 ∈ [𝑛;𝑛 + 1]; и 𝑓 ′(𝑥𝑛) 6 𝑓 ′(𝜉𝑛) 6 𝑓 ′(𝑛 + 1) 6 0 поэтому
|𝑅𝑛| 6
∞∫︁
0
−𝑓 ′(𝑛 + 2𝑥) d𝑥 = 1
2
∞∫︁
𝑛
−𝑓 ′(𝑛 + 2𝑥)d 2𝑥 = 1
2
𝑓(𝑛) =
1
2
𝑅𝐿𝑛−1.
Аналогично можно получить оценку снизу:
|𝑅𝑛| > 1
2
𝑓(𝑛 + 1) =
1
2
𝑅𝐿𝑛 .
Таким образом,
1
2
𝑎𝑛+1 6 |𝑅𝑛| 6 1
2
𝑎𝑛 при 𝑛 > 𝑛0. (14)
Последнее неравенство важно потому, что Теорема 2 Лейбница обычно приме-
няется к рядам с медленно убывающими слагаемыми, и в этом случае неравенство
|𝑅𝑛| 6 1
2
𝑎𝑛 сильнее неравенства |𝑅𝑛| 6 𝑎𝑛+1. 2
Следствие 2. Для 𝑍(𝑝)-ряда
∞∑︀
𝑛=𝑛0
(−1)𝑛𝑎𝑛 (𝑝 = 2𝜔 − 1) можно предложить
следующую общую оценку остатка ряда:
𝑅𝑚 = (−1)𝑚(𝛿1 − 𝛿2 + 𝛿3 − . . .− 𝛿𝑝−1 + 𝛿𝑝),
где 𝛿𝑘 — остаток 𝐿-ряда. При этом
1
2
𝑎𝑛+𝑖 6 𝛿𝑖 6 𝑎𝑛+𝑖. Поэтому
|𝑅𝑚| 6 𝑎𝑚+1 − 1
2
𝑎𝑚+2 + 𝑎𝑚+3 − 1
2
𝑎𝑚+4 + . . .− 1
2
𝑎𝑚+𝑝−1 + 𝑎𝑚+𝑝 6
6 max(𝑎𝑖, 𝑖 = 𝑚 + 1,𝑚 + 3, . . . ,𝑚 + 𝑝) · 𝑝 + 1
2
−
− 1
2
min(𝑎𝑖, 𝑖 = 𝑚 + 2,𝑚 + 4, . . . ,𝑚 + 𝑝− 1) · 𝑝− 1
2
,
Кроме того,
|𝑅𝑚| > 1
2
𝑎𝑚+1 − 𝑎𝑚+2 + 1
2
𝑎𝑚+3 − 𝑎𝑚+3 + . . . + 1
2
𝑎𝑚+𝑝 >
> 1
2
min(𝑎𝑖, 𝑖 = 𝑚 + 1,𝑚 + 3, . . . ,𝑚 + 2𝜔 − 1) · 𝑝 + 1
2
−
−max (𝑎𝑖, 𝑖 = 𝑚 + 2,𝑚 + 2, . . . ,𝑚 + 2𝜔 − 2) · 𝑝− 1
2
.
Последняя оценка, скорее всего, неинтересна: правая часть неравенства по-
чти всегда будет отрицательна.
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Однако если при 𝑛 > 𝑛0 выполняется соотношение 𝑎𝑛 6 2𝑎𝑛+𝑝, то оценку 𝑅𝑚
можно улучшить, учитывая, что в этом случае5
1
2
𝑎𝑛+𝑖 6 𝛿𝑖 6
1
2
𝑎𝑛+𝑖−𝑝 6 𝑎𝑛+𝑖 :
|𝑅𝑚| 6 1
2
(𝑎𝑚+1−𝑝 − 𝑎𝑚+2 + 𝑎𝑚+3−𝑝 − 𝑎𝑚+4 + . . .− 𝑎𝑚+𝑝−1 + 𝑎𝑚) 6
6 1
2
(︂
max(𝑎𝑖−𝑝, 𝑖 = 𝑚 + 1,𝑚 + 3, . . . ,𝑚 + 𝑝) · 𝑝 + 1
2
−
− min(𝑎𝑖, 𝑖 = 𝑚 + 2,𝑚 + 4, . . . ,𝑚 + 𝑝− 1) · 𝑝− 1
2
)︂
.
Если же, в дополнение к этому, окажется, что при 𝑛→∞ для любого фик-
сированного 𝑘 выполнено 𝑎𝑛 ∼ 𝑎𝑛+𝑘, то можно утверждать, что при 𝑚 → ∞
𝑅𝑚 .
1
2
𝑎𝑚. 
Именно эта ситуация встречается в Примере (5): ряд
∞∑︀
𝑛=1
(−1)(𝑛−1)
𝑛 + 2 cos𝑛
сходится,
и его остаток 𝑅𝑚 .
1
2
· 1
𝑚
.
Заключение
Теорема 1 легко может быть обобщена различными несложными способами.
Например, назовем ряд
∞∑︀
𝑘=0
𝑎𝑘 (𝑎𝑘 ̸= 0 ∀𝑘 ∈ N) 𝜔-знакопериодическим рядом,
если для некоторого 𝜔 ∈ N выполняется: ∀ 𝑘 > 𝑘0 sign (𝑎𝑘) = −sign (𝑎𝑘+𝜔), где
sign (𝑎𝑘) = 1 при 𝑎𝑘 > 0, sign (𝑎𝑘) = −1 при 𝑎𝑘 < 0 и sign (0) = 0. Тогда если
последовательность {|𝑎𝑘|} является 𝑍(𝜔)-монотонно убывающей к нулю, то ряд∞∑︀
𝑘=0
𝑎𝑘 сходится. Оценка остатка такого ряда может быть получена по аналогии
с вышеприведенными оценками. Этот пример включает в себя ситуацию, когда
некоторые под-ряды (𝐿-ряды) рассматриваемого 𝑍-ряда нулевые. Иначе говоря,
𝜔-знакопериодический ряд может быть превращен в 𝑍(2𝑛− 1)-ряд добавлением в
него нескольких нулевых под-рядов.
Автор предполагает, что понятие 𝑍-рядов может быть использовано в неко-
торых разделах теории рядов, например, при изучении и применении некоторых
преобразований расходящихся рядов.
Обзор доступной автору литературы и консультации с коллегами-
математиками из различных городов и ВУЗов приводят к выводу, что признаков
сходимости знакопеременных рядов, подобных Теоремам 1 и 4, неизвестно; также
5Неравенство 𝑎𝑛 6 2𝑎𝑛+𝑝 означает, что члены каждого из составляющих 𝑍-ряд 𝐿-рядов убы-
вают медленнее геометрической прогрессии со знаменателем 0,5. Учитывая, что Теорема 2 Лейб-
ница применяется, в основном, к условно сходящимся и медленно сходящимся рядам, такое пред-
положение вполне уместно.
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неизвестны оценки остатка ряда, подобные Теореме 5 (оценка (14)). Ничего
подобного не найдено ни в авторитетных энциклопедических изданиях по теории
рядов [4], [5], ни в математических журналах второй половины XX века и начала
XXI века.
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The well-known Leibniz theorem (Leibniz Criterion or alternating series
test) of convergence of alternating series is generalized for the case when
the absolute value of terms of series are “not absolutely monotonously”
convergent to zero. Questions of accuracy of the estimation for the series
remainder are considered.
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