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We discuss a novel paradigm in the optical readout of scintillation radiation detectors. In one
common configuration, such detectors are homogeneous and the scintillation light is collected and
recorded by external photodetectors. It is usually assumed that imaging in such a photon-starved
and large-emittance regime is not possible. Here we show that the appropriate optics, matched
with highly segmented photodetector coverage and dedicated reconstruction software, can be used
to produce images of the radiation-induced events. In particular, such a “distributed imaging”
system can discriminate between events produced as a single cluster and those resulting from more
delocalized energy depositions. This is crucial in discriminating many common backgrounds at MeV
energies. With the use of simulation, we demonstrate the performance of a detector augmented with
a practical, if preliminary, set of optics. Finally, we remark that this new technique lends itself to
be adapted to different detector sizes and briefly discuss the implications for a number of common
applications in science and technology.
INTRODUCTION
Homogeneous radiation detectors based on the scintil-
lation process have been in use for the last 60 years in
a variety of applications, particularly when using liquid
organic materials, owing to their simplicity. Such detec-
tors are relatively cheap to build in very large sizes and,
for certain applications, can reach extremely low back-
grounds, since the large volume of liquid also shields the
inner sensitive volume from external radiation [1, 2].
It is a commonly assumed that these detectors are fun-
damentally unsuitable for imaging applications, owing to
the “photon-starved” regime and uniform angular dis-
tribution of the light produced in the scintillation pro-
cess. Often this limitation is expressed in terms of Li-
ouville’s theorem [3], sometimes referred to as theorem
of the “conservation of etendue” in the field of optics.
This basically states that light emitted over a large an-
gular range (4pi in the case of scintillation) cannot be
imaged through a modest aperture optical system while,
at the same time, collecting all (or a large fraction) of the
photons produced. Surely, imaging via appropriate wide
angle lenses was central in the operation of bubble cham-
bers [4], but in this case external illumination provided
sufficient track brightness to produce a conventional im-
age through a lens of finite (and, in fact, relatively small)
aperture. While work on producing scintillators with bet-
ter light yield is being pursued [5], the typical energy
yield (defined as the sum of the energy of visible photons
over the overall energy deposited) of existing materials
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can already be as high as ≈ 5%, so that improvements in
this area are not expected to render conventional imaging
possible.
Homogeneous scintillation detectors give up imaging
entirely, as the price to pay to collect a large fraction of
the emitted photons by maximizing the coverage of pho-
todetectors. When fast scintillators and photodetectors,
typically photomultiplier tubes (PMTs), are used, some
crude event localization can be retained by measuring
the difference in the times of arrival of the light at each
photodetector. The position resolution of this method
is limited by the large value of the speed of light and
the finite time resolution of the photodetectors. More
importantly, the emission time of the scintillator, along
with the “late photons” rescattered in the medium or re-
flected by detector components, create confusion, drasti-
cally limiting the ability to localize events in the volume.
In particular, while for a single energy deposit (with a
Gaussian point spread function) the RMS position res-
olution improves with
√
N , where N is the number of
detected photons, the ability to separate two or more
spatially distinct sources of light follows a substantially
more complex scaling, generally making a classification in
terms of multiplicity impossible for homogeneous liquid
scintillation detectors.
Yet, each photon arriving at the photodetector surface
contains information about its propagation direction al-
though the standard paradigm discussed above cannot
capture such information. It is convenient to analyze the
situation in terms of phasespace for the photons that, in
this photon-starved regime, can be conveniently treated
as individual particles. Ignoring polarization, each pho-
ton is described by six coordinates: its impact position
on the photodetector surface (x, y), the time of arrival t
(that can be thought of as the third spatial coordinate
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2nct), two directions of propagation, θ and φ, and the
wavelength λ = cn/f = h/p. Here f is the frequency, n
the refractive index of the scintillator, c the speed of light
in vacuum, h is Planck’s constant and p the momentum
of the photon. Conventional detectors only record x, y
and t. The additional recording of θ and φ allows the
three-dimensional reconstruction of the position of the
sources (λ does not contain information that is relevant
here). This can be achieved by further segmenting the
photodetectors and interposing converging lenses in front
of them. Such lenses, if properly designed, convert θ and
φ into “local positions” on the focal array immediately
behind them, so that the direction of propagation of the
photon becomes available. Of course, the full informa-
tion available in this way is distributed over the entire
array of photodetectors as, in the photon-starved regime
of interest here, too few photons land on any given lens
to form an image. Computer reconstruction is then re-
quired to convert the pattern of hits on the photodetec-
tors into three-dimensional images, with a principle sim-
ilar to that of plenoptic imaging [6]. The full coverage of
lens-photodetector assemblies guarantees an overall light
collection efficiency that is similar to that of conventional
designs.
DETECTOR CONCEPT
While the basic concept described here may appear
rather straightforward, some care is needed to demon-
strate that realistic optics and event reconstruction can
actually provide new information of the kind required
to qualitatively improve scintillation detectors. For the
purpose of this early conceptual exploration of the tech-
nique, we consider a detector of the size and generic shape
comparable to KamLAND [1], simplified by assuming an
entirely uniform population of photodetectors (i.e. no
provision is made for physical access to the interior of
the detector). In addition, the detector employs only
one fluid, i.e. no buffer oil layer is present between the
active scintillator and the photodetectors. Apart from
simplifying the detector modeling, this may be practical,
since the imaging properties of the system may allow for
better fiducialization. The baseline geometry is shown in
Figure 1. Lenses are arranged in the place of the large
PMTs and arrays of smaller photodetectors are placed
at the focal surfaces of the lenses. A photon (or a plane
wave) impinging on a lens with angles θ, φ is steered onto
a specific element (“pixel”) of the photodetection system,
hence measuring the direction of arrival. In much of the
optimization discussed here, the total number of pho-
todetector pixels is held constant at ' 105, while the size
and number of the lenses is changed. With these param-
eters, the diameter of each photodetector is about 10 cm,
consistent with very common PMTs.
Conceptually, a small number of large lenses, each
FIG. 1: Overall geometry of the detector. For simplicity the
baseline concept has lenses and photodetectors arranged on
the faces of a regular icosahedron with an inscribed spheri-
cal diameter of 14.8 m, similar in size to KamLAND. In the
geometry represented here, one can imagine the large PMTs
conventionally used to be replaced by lenses, followed by sub-
arrays of smaller photodetectors. The front of the lenses is
shown in white and the back of the photodetectors in blue.
The diameter and number of lenses and, therefore, the mul-
tiplicity of the sub-arrays is varied in the optimization dis-
cussed in the text. The inset conceptually shows the details
of a lens-photodetector assembly. The lens directs all rays
impinging with a certain angle onto the same readout pixel
(within aberrations). Photons blocked by the pupil limiting
the active portion of the lens or the cylindrical baffles between
lenses (both shown in red in the main figure) are removed.
mapping light onto a larger number of pixels, corresponds
to better angular resolution, as this configuration pro-
vides higher granularity for the measurement of θ and
φ (up to the point where lens aberrations start dominat-
ing). At the same time, larger lenses correspond to worse
spatial resolution, because the system provides no infor-
mation about the point of impact on the surface of each
lens.
Conversely, smaller lenses, each mapping light onto an
array with fewer pixels, provide worse angular but bet-
ter spatial resolutions. In the simplified geometry used
here, lenses are arranged on a regular icosahedron with
an inscribed sphere of 14.8 m diameter. This is not ideal
as rays impinging on lenses at the edges of each face are
biased to have larger angles than necessary, but it sim-
plifies the process of parameter optimization, because a
change in number of lenses only requires re-tiling of flat
(triangular) surfaces.
3For simplicity, lenses are circular and photons imping-
ing on the dead regions between them are suppressed
(and properly accounted for in estimating the light col-
lection efficiency). Cylindrical baffles between lenses sup-
press photons that would land on neighboring focal ar-
rays. It is conceivable that in a carefully designed de-
tector at least some of these photons would be recovered
using lenses with better fill-factor and by accounting for
photons landing on contiguous focal arrays, using an al-
gorithm to resolve ambiguities. Such a more sophisti-
cated design would provide a larger collection efficiency
than obtained here.
At an energy of 2 MeV, that is typical in the detec-
tion of solar or reactor neutrinos or radioactive nuclear
processes, using a conservative scintillator yield of 8000
optical photons/MeV (50% of anthracene) and the detec-
tion efficiency discussed below, the average occupancy on
each of the 105 pixels is < 0.04, if the energy deposit is
at the center of the detector. Therefore, most of the pix-
els will detect no photons. Clearly, there is not enough
information in any of the individual focal arrays corre-
sponding to lenses to form images. However, with the
angle of incidence information available, each hit can be
thought of as a track, analogous to the ionization trail
left by charged particles in a time projection chamber [7]
or other tracking detector. Hence the reconstruction of
an event will proceed in a manner that is analogous to
vertex finding in those detectors. In addition, the to-
tal amount of light recorded will represent the total en-
ergy deposited. Some additional topological information
is contained in the time of arrival of the photons at the
focal surfaces. Depending on the timing properties of
the scintillator and of the photodetectors, such informa-
tion, disregarded here for simplicity, may be added to
the event reconstruction. While the position resolution
of the detector for point-like energy depositions is studied
for different detector parameters, most important is the
ability of this technique to image the energy depositions
in 3D. This allows for particle identification, yet main-
tains most of the simplicity that is typical of scintillation
detectors.
Although the focus of this work is on large detectors
for rare phenomena, it is expected that the same tech-
nique could be applied to smaller size devices, with cor-
respondingly scaled pixel and lens sizes and appropriate
photodetector technology.
INDIVIDUAL LENS DESIGN
The lens design presents unique challenges due to the
demanding specifications of both a large numerical aper-
ture and large field of view, required to maximize photon
collection efficiency. For the same reason, the ratio of
the entrance pupil diameter to the diameter of the fo-
cal surface should also be as close as possible to unity.
The immersion of the system in the liquid scintillator
(with refractive index here assumed to be nscint = 1.5)
presents a further challenge. However, since the emission
spectrum of the scintillator is narrow, typically peaked
around 450 nm, the system does not require achroma-
tizing. Furthermore, the substantial angular size of each
pixel means that the lens does not need to be diffraction
limited.
Parameter Design 1 Design 2
Number of elements 1 (aspherical) 2 (spherical)
NAmax 0.62 0.64
Rlens/RFA 0.76 1.0
Angular Resolution 4◦ 4◦
n 1.98 1.98
TABLE I: Design parameters for the two lens systems used.
Here we provide the maximum values of the numerical aper-
ture (NAmax) and the ratio between the lens radius and the
radius of the focal array (Rlens/RFA). Note that in Design
1 (Design 2) the focal surface has a radius which is larger
than (identical to) the lens radius. The angular resolution is
defined as the RMS of the point spread function of the lens
system on the optical axis. The refractive index of the scin-
tillator is assumed to be nscint = 1.5 and optical elements
are modeled using high index glass S-NPH2 from the Ohara
corp. [8] with index n = 1.98 at 450 nm (which is typical of
liquid scintillators emission). In both designs the focal sur-
face is spherical and a pupil of radius Rpupil can be used to
reduce the numerical aperture of the lens in the process of
optimization of the entire detector.
In this work, two different lens systems were designed,
with the sole purpose of demonstrating feasibility and
providing a practical example of performance to be used
in evaluating the power of the technique. The two
systems, with parameters listed in Table I, are delib-
erately different: in one case a single, aspherical ele-
ment is used, while in the other there are two spher-
ical elements. The numerical aperture is defined as
NA = nscint sin [arctan(Rpupil/feff)], where Rpupil is the
radius of the entrance pupil and feff is the effective focal
distance. While in Design 2 the diameter of the lens is
identical to that of the focal surface, Design 1 requires
a focal surface that is larger than the lens, resulting in
a less optimal packing of the lenses and therefore lower
light collection efficiency. In the optimization process for
the entire detector described below, Rpupil is varied, re-
sulting in NA ≤ NAmax.
A spherical focal surface is used in both cases, as this
may be feasible for photodetectors with independent pix-
els (e.g. arrays of photomultiplier tubes) and it simplifies
the initial optics design. The curvature of the focal array
is optimized to minimize the number of optical elements
and hence increase the efficiency of light collection over
the full field of view. To further help maximize the overall
4FIG. 2: Diagram of a Design 2 optical assembly with on-axis
and full field rays. Also shown is the pupil. The parameters
of the design are given in Table I. No linear dimensions are
provided, since these are changed in the course of the opti-
mization while maintaining all angles constant.
efficiency, the angles of incidence and refraction on the
lenses were kept to a minimum, reducing reflections at
the boundaries. Lenses with refractive index n > nscint
(high index) and n < nscint (low index) materials were
tested. The use of low index elements (e.g. air elements)
did not prove to be beneficial in this preliminary study.
Given the modest angular resolution requirements, mold-
able glass and plastics appear to be plausible materials,
although the requirement on the high refractive index
may constrain the choices. Specific manufacturability
and cost considerations are disregarded here. Lastly, her-
metically sealed designs, alternating low index regions
with high index elements were compared to immersed
designs but were eventually discarded due to their added
complexity.
Design 2, with more optical surfaces, results in smaller
angles of incidence and refraction, hence achieving
smaller light losses than the single-lens Design 1. For in-
stance in the case of 538 pixels/lens and 200 lenses with
maximum numerical aperture Design 1 (2) achieve 8%
(20%) photon collection efficiency. For this reason, only
results from Design 2, shown in Figure 2 with on-axis
and field rays, are described in the rest of this paper.
The detector optimization proceeds by varying the size
of the lenses and the number of pixels behind each lens.
This is achieved with a similarity transformation applied
to each lens assembly, keeping the size of each pixel, and
hence the total number of pixels in the entire detector,
approximately constant. Here and in the following “lens
assembly” refers to the combination of lens(es), pupil and
focal array, shown in Figure 2.
EVENT SIMULATION AND RECONSTRUCTION
Detector performance is studied using the CHROMA ray-
tracing package [10] that runs on Graphics Processing
Units (GPUs) and is substantially more computationally
efficient than CPU-based software. CHROMA also includes
an interface to GEANT4 [11]. An “event” is the overall
energy deposit in the scintillator from some interaction,
resulting in a 3D pattern of scintillation light that may
originate from one or more “sites” (or even from a con-
tinuous distribution of sites, as in the case of an ionized
track). Scintillation emission is considered monochro-
matic with the exact value of λ being irrelevant from the
point of view of the simulation. Photons are always emit-
ted isotropically at each site, starting from the 8000 pho-
tons/MeV yield and immediately applying a detection
quantum efficiency of 33%, which is realistic for modern
photocathodes and conservative for many solid state pho-
todetectors. Self-absorption in the scintillator material is
not considered. To estimate the confusion arising from
dark current hits, we assume a photocathode dark rate
of 10 cm−2s−1 (reasonable at 10 ◦C) and an integration
time window of 50 ns. This would result in a total rate
of ∼ 3 event−1, too small to be of concern and hence not
considered further. Ray-optics effects are properly ac-
counted for by the simulation, including some confusion
derived from reflections and the loss of some photons.
As mentioned, most of the study is carried out by set-
ting the total number of pixels to 105. Some special runs
were performed with a larger or smaller number of pixels.
Of course, as the number of pixels increases so does the
cost.
In the detector optimization, the number of lenses per
face of the icosahedron (and hence the total number of
lenses in the detector) is varied, resulting in a different
number of pixels per lens assembly; the product of the
two being constant (e.g. at ∼ 105). In order to assess
the position-dependence of the detector performance, for
most of the runs, events, whether point-like, dummy pho-
ton sources or physics generated by GEANT4, are produced
at random positions in two different regions of scintilla-
tor. These regions are a sphere of 1 m radius in the center
of the detector and a spherical shell with radii between 3
and 4 m.
The photon collection efficiency (including quantum
efficiency) is shown in Figure 3 for Design 2 and two dif-
ferent pupil sizes. The detector configuration, as just de-
scribed, is identified in terms of pixels per lens assembly
(bottom scale) or total number of lens assemblies in the
entire detector (top scale). The width of the two bands
spans the efficiency of the detector for events produced
in the central 1 m radius and in the spherical shell men-
tioned above. The broad maxima indicate that, from the
point of view of light collection efficiency, there is sub-
stantial flexibility in the detector design optimization.
5FIG. 3: Photon collection efficiency comparison for different
configurations of detector based on Design 2. The two colored
bands represent Rpupil/Rlens of 1.0 (green) and 0.8 (red). The
upper and lower bounds of each band refer to events produced
randomly in a sphere of radius 1 m in the middle of the detec-
tor and in a spherical shell of radius between 3 and 4 m, re-
spectively. The different detector configurations are expressed
in terms of number of pixels per lens assembly (bottom scale)
or number of lens assemblies in the detector (top scale). The
configuration of lenses on one of the 20 faces of the icosahe-
dron is visually illustrated in three cases, for reference.
The efficiency is also relatively independent from the lo-
cation of the event, although radius-dependent correc-
tions to the energy will be required, as is typical in these
large detectors.
The performance evaluation proceeds in two stages, as
it would in a real detector: a calibration stage, where a
model of the detector response to optical photons is gen-
erated, and a reconstruction stage, where an algorithm
utilizing such a detector response is applied to individual
events to determine their properties. In the model em-
ployed for the detector response, a “hit” (detected pho-
ton) on a given pixel i maps onto a most probable three-
dimensional direction of origin nˆi for that photon, along
with an associated angular uncertainty δαi. This can
be visualized as a cone-shaped “road” truncated by the
aperture of the lens and expanding with distance zi along
direction nˆi, with a half-aperture given by Rlens + σi,
where σi = ziδαi. The calibration process then consists
of generating the values nˆi and δαi for each pixel i in the
detector. These parameters are determined by generat-
ing photons randomly, with a uniform distribution, and
isotropically throughout the detector, then considering
only those photons which hit pixel i. The mean direc-
tion to the origin for these photons is then calculated
and assigned to nˆi, and the standard deviation of the
projections perpendicular to nˆi, σi, calculated by adding
in quadrature the values on the two axes of projection.
This process requires the knowledge of the position of
origin of the photons, which in a real detector could be
accomplished using a movable calibration source, as is
customary [12].
After this calibration is completed, there are two ma-
jor reconstruction goals, corresponding to different al-
gorithms: 1) find the position of one or more distinct
sites which are sufficiently separated (resolved) and 2)
decide, in a statistical way, whether the light in an event
is produced at a single or at multiple, unresolved sites.
While it should be possible to further image events in
terms of more complex topological configurations, here
we concentrate on differentiating between “single-site”
and “multi-site” events, as this simple classification is of
primary concern in the discrimination between electrons,
gamma-rays and neutrons at MeV energies. It is likely
that algorithms both in 1) and 2) could be replaced by
machine-learning techniques, plausibly resulting in bet-
ter performance. However, for this preliminary study
we prefer to employ more classical methods, so that the
results are conservative and easily understood from the
geometry of the problem.
The first reconstruction goal is solved using a stan-
dard tracking algorithm [13] that proceeds iteratively
by first trying to find the position of a site through a
weighted least-squares optimization, with weights corre-
sponding to the probability of a hit originating from that
site (rather than another). Once a site position is deter-
mined, hits associated to it are removed, and the algo-
rithm is repeated with the remaining unassociated hits,
until all hits are associated to a site. The optimization
function used is O(v) =
n∑
i=1
wi(v)χ
2
i (v), where the sum is
performed over all roads i, χ2i (v) = d
2
i (v)/σ
2
i is the dis-
tance from road i to the vertex at position v, normalized
by σi (the width of road i at the vertex position), and
wi(v) is the weight for a given hit. The weight function
wi(v) = 1/
(
1 + exp
(
(χ2i (v)− χ2c)/2T
))
assigns higher
value to roads with smaller χ2i values, but in a way that
is more forgiving for higher values of the “temperature”
parameter T , used in a simulated annealing algorithm.
Reducing T as the vertex position gets closer to its opti-
mum allows for inclusion of many roads during the initial
stages, when the vertex position is fairly uncertain, while
rejecting those with χi > χc at convergence, when T is
small.
Figure 4 shows the position resolution for a 2 MeV
single-site deposit at various radii in the detector, ob-
tained for the baseline configuration with 538 pixels per
lens and 200 lenses. We note that such resolution de-
grades appreciably above 5 m radius, but this is a sub-
stantially larger radius than is usually considered for fidu-
cialization. In addition, it is likely that the situation at
large radii is exacerbated by the icosahedral shape of the
detector surface.
In order to test the ability of the detector to classify
events as single- versus multi-site, we directly compare
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FIG. 4: Position resolution for single-site energy deposition of
2 MeV at different radii, using a configuration with 538 pixel
per lens, 200 lenses and Rpupil/Rlens = 0.8. The resolution is
defined as the mean distance between the simulated position
and the position reconstructed by the algorithm. Each point
is obtained by averaging 100 events seeded at the same ra-
dial distance but otherwise uniformly distributed. The error
bars represent the standard error on each point and include
statistical uncertainties only.
simulated energy depositions from electrons and γ-rays
with the same energy. While these two types of events
are not strictly single- or multi-site, they represent the
proper figure of merit required in most low energy ap-
plications, and they are basically indistinguishable by a
conventional liquid scintillation detector. Both types of
events are produced in GEANT4 with 2 MeV total energy
in the two concentric regions described above. Events
of lower (1 MeV) and higher (10 MeV) energy are also
simulated for additional tests.
After generating an e− or γ event, the calibration data
is used to reconstruct a road for every hit. The algorithm
then calculates the most probable distance of closest ap-
proach for each pair of roads. These distances, dij , have
uncertainties σij =
√
σ2i + σ
2
j where σi and σj are the
transverse widths of the two roads i and j at the posi-
tion of closest approach. For each event, the weighted
distances dij/σij are then histogrammed. A “e
− tem-
plate” is produced by the histogram filled with the aver-
age of 500 electron-type events. In a subsequent run, the
χ2 is computed between the histogram of e− or γ events
and the “e− template”. The cumulative distributions of
χ2 for all e− and γ events are then formed and a hypoth-
esis test estimates the likelihood of electrons and γ’s as
being properly classified. As a figure of merit we report
the probability of rejecting γ’s, when the efficiency for
properly classifying electrons is 80%. In a typical run
500 e− or γ are generated (in addition to the events used
to build the template) and the uncertainties are derived
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FIG. 5: Detector performance for a variety of configurations
and two different pupil sizes. The performance is stated in
terms of the γ rejection factor for 80% electron efficiency at
an energy of 2 MeV, as described in the text. The data points
are slightly shifted horizontally to avoid overlaps and improve
visibility. The width of the two bands is bounded by the
performance in the center region of the detector and in the
wider spherical shell, as explained in the text. The different
detector configurations are expressed in terms of number of
pixels per lens assembly (bottom scale) or number of lens
assemblies in the detector (top scale). The configuration of
lenses on one of the 20 faces of the icosahedron is visually
illustrated in three cases, for reference. Error bars represent
the variance of each point.
as asymptotically normal from the e− cumulative distri-
bution and propagated on the γ cumulative distribution
using the delta method [14]. This procedure is cross-
checked with a bootstrap technique on the Monte Carlo
event samples [15].
RESULTS
The ability of the detector to reject γ-rays while re-
taining 80% of the e− interactions is shown in Figure 5
as a function of the detector configuration. The discrim-
inating power derives from the more dispersed nature
of γ events, where the energy is distributed in space by
Compton scattering. As expected, the best performance
balances the fine angular resolution from many pixels
per lens against the spatial resolution improvement for
smaller lenses.
The analysis predicts this trade-off to produce the best
performance with a few hundred pixels per lens assem-
bly and a total of a few hundred lens assemblies. This
result appears to have little dependence on the location
of the energy deposition in the detector volume. As al-
ready mentioned, we expect that the several simplifica-
tions made will limit the performance of the detector. We
7γ 	
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FIG. 6: Overall detector performance, for the detector con-
figuration with 538 pixel per lens assembly and 200 lens as-
semblies, as a function of Rpupil/Rlens. Only events generated
in the central 1 m radius sphere are used. The performance
represents the γ rejection factor for 80% electron efficiency at
an energy of 2 MeV, as described in the text. Here, results
for particles of 1 MeV and 10 MeV of energy are also shown.
also note that the ability to identify the γ’s is not only
important to reject backgrounds, but can also be used to
directly measure the background in the detector. This
feature is entirely new for scintillation detectors.
Figure 6 shows the γ rejection efficiency for one of the
better configurations (538 pixel per lens assembly and
200 lenses assemblies) and three different pupil sizes. The
trade-off between lens aberrations and photon statistics
is evident, particularly for the 2 MeV case, that is used
as the primary energy in this work. A modest pupil ra-
tio of 0.8 has better performance than the full lens (1.0)
because of the reduction in aberrations. However, fur-
ther reduction of the pupil results in a degradation of the
performance because of the lower photon statistics. The
latter effect is substantially less pronounced at 10 MeV,
where more photons are available. A better lens design
is expected to improve performance by allowing for bet-
ter quality imaging with larger pupil size. This is also
expected to improve the energy resolution of the detec-
tor, which is not analyzed here but scales, as usual, with
1/
√
N , where N is the number of photons collected. At
the same time the total number of pixels and, ultimately,
the spatial structure of e− and γ (and neutron, if interest-
ing) events set a natural bound on how much information
can be extracted from the system.
To further investigate the role of the overall pixel gran-
ularity, we have performed runs in which the total num-
ber of pixels in the detector was altered from the default
of 105 down to 104 and up to 106. The result of this study
is shown in Figure 7, which gives the γ rejection efficiency
for each configuration and each total number of pixels.
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FIG. 7: γ rejection efficiency for 80% e− retention and differ-
ent detector configurations, now including 104, 105 and 106
pixels in the entire detector. Each panel represents the case
of a different number of pixels, while the abscissa indicates
the detector configuration, in terms of number of pixels per
lens assembly. Here all configurations have Rpupil/Rlens = 0.8
and the events are all seeded in the central 1 m radius part
of the detector.
The rejection efficiency is substantially degraded for 104
pixels, while at 106 pixels any configuration achieves a
similar, saturated rejection efficiency. We surmise this to
be due to aberrations in the lenses that do not allow the
detector to take advantage of the larger number of pixels.
This can be confirmed by a simple back of the envelope
comparison between the angular extent of a pixel and the
angular resolution of the lens from Table I.
CONCLUSIONS
We have described a novel technique to produce im-
ages in photon-starved environments, with light sources
of very large emittance. This is the typical case for scin-
tillation detectors of ionizing radiation, where tradition-
ally it has been assumed that imaging is impossible. We
wish to call this new technique, which is analogous to
plenoptic imaging, “distributed imaging,” as the infor-
mation required to form the image can only be obtained
by associating the data collected by many lens systems
arranged in a way to entirely surround the source of light.
In order to demonstrate the power of the technique
in a realistic situation, we have simulated a large liquid
scintillator detector, similar in dimensions to KamLAND,
and shown that a substantial discrimination between sin-
gle electrons and γ rays can be obtained with a rather
simple reconstruction algorithm. We have also performed
a first optimization of the overall performance tradeoff
between position and angular resolutions. For an energy
8of 2 MeV, typical for a number of experiments involving
nuclear reactions, half of the events produced by γ-rays
are properly tagged by this technique, maintaining 80%
efficiency for recognizing electron events. This is compa-
rable to the performance obtained with far more complex
detectors, which directly read out the ionization. A num-
ber of simplifications made in the geometry, as well as the
preliminary nature of the design of the lens system, sug-
gest that further performance improvements are possible.
Better performance is also expected from reconstruction
algorithms based on machine learning. Such techniques
were deliberately not used in this first analysis in order
to gain a better understanding of the physical principles
at play. Timing was not included in the work presented
here, and its addition may provide some performance im-
provement, especially for the position resolution of dis-
tinct sites.
While the required segmentation of the photodetector
system increases the cost with respect to conventional,
non-imaging, scintillation detectors, the topological in-
formation is of great value in separating signals from
backgrounds at low energy or in providing full tracking
information for ∼GeV interactions. We note that a sys-
tem with 10×10 arrays of 1.5-inch diameter PMTs in the
place of single 20-inch diameter ones is likely to increase
the photodetector cost by only a factor of ∼ 5, since 1.5-
inch PMTs (e.g. Hamamatsu [16] R11102) are priced at
about 5% of the cost of 20-inch ones (e.g. Hamamatsu
R3600-2 or R7250). In addition, rapid progress in the
area of photodetector development may further mitigate
the cost issues, particularly as time resolution is not es-
sential in this method.
Further optimization of the lens system with specific
attention to the overall light efficiency is expected to lead
to improved results. To allow flexibility in photodetector
choice (e.g. large area PMTs with positions-sensitive an-
odes) future designs with a planar focal surface also need
to be investigated. In addition, a more robust manufac-
turability analysis would benefit from further investiga-
tion into “hybrid” designs, involving hermetically sealed
components, air-core and low-index plastic lenses.
Finally, we note that, unlike in the case of position re-
construction from timing, where the resolution is a con-
stant related to the combination of the time structure of
the scintillator emission and the speed of the photode-
tectors (and the large value of c), the resolution achiev-
able here only depends on the size of the pixels and the
quality of the lenses employed. Thus the principles de-
scribed have applications beyond those of large detectors
for rare events. In particular, the present technique scales
favorably when the detector dimensions decrease, since
maintaining constant the total number of pixels (while
reducing their size) results in improved spatial resolu-
tion. Segmented-anode PMTs or solid state photode-
tectors may already be available for the use in smaller
systems, although the development of new, highly seg-
mented photodetectors not requiring particularly good
timing properties is also a possibility. Hence we expect
that this method could be optimized for applications in
smaller γ-ray and neutron detectors for various areas of
science and technology. For instance, different algorithms
may allow for the directional detection of γs or fast neu-
trons, by tagging, respectively, energy deposits in Comp-
ton scattering and the first steps in the thermalization
process.
Distributed imaging may substantially extend the
power of scintillation detectors that are intrinsically sim-
ple and relatively inexpensive.
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