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Abstract 
A detded mathem~tical mode1 is presented for the analysis of multibit quantizing 
systems. Dithering is examined as a means for eliminating signal-dependent quanti- 
zation errors, and subtractive and non-subtractive dithered systems are thoroughly 
explored within the est ablished t heoretical fiamework. Of primary interest are the 
s tatistical inter de pendences of signals in dit hered systems and the spectral proper- 
ties of the total error produced by such systems. 
Regarding dithered systems, many topics of practical interest are explored. 
These indude the use of spectrdy shaped dîthers, dither in noise-shaping systems, 
the efficient generation of multi-channe1 dithers, and the uses of discrete-valued 
dit her signals. 
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Chapter 1 
Introduction: Quant ization 
Dither and quantization are among the most frequently discussed topics in audio 
and other fields of signal processing. Dithering techniques are now commonplace 
in applications where it is necessary to reduce the precision of data prior to stor- 
age or transmission. In spite of widespread interest in dither and quantization, a 
comprehensive theory of their operation did not exist in print prior to the author7s 
published investigations in this area, although certain unsubstantiated results could 
be found scattered among sundry journals. This thesis attempts to collect all of the 
significant known theory, to substantidy extend it, and to provide rigorous justifi- 
cation for the various " d e s  of thumb" which have been adopted by the engineering 
community. 
The author's intaest in dithered quantization arose with an eye to its use in 
audio signal processing. Undithered quantization can produce audibly deleterious 
distortion and noise modulation in audio signais, indicating that the mean and 
variance of the quantization error signal are signal dependent. It WU be seen 
CHAPTER 1. INTRODUCTION: Q UANTIZATION 2 
that the use of dither can eliminate such input dependences, yielding an audibly 
preferable error signal which is perceptually equivalent to a signal-independent 
random noise. Similar results are useful for grey-scale or colonr quantization of 
images, in which at least the f i s t  two (and possibly the third) quantization error 
moments are perceptually meaningfd and should be rendered signal independent. 
Data conversion and measurement instruments snch as spectnun analyzers can also 
make profitable use of dithering when the statistical attributes of input signals need 
to be precisely deduced from quantized rneasurements. 
1.1 Quantizers and Quantizing Systems 
Analogue-bdigital conversion is customarily decomposed into two separate p r e  
cesses: time sampling of the input analogue waveform and amplitude quantization 
of the signal values in order that the samples may be represented by binary words 
of a prescribed length. The order of these two processes is d a t e r i a l  in theory, 
although in practice quantization is usually second. The sampling operation incurs 
no loss of information as long as the input is bandlimited in accordance with the 
Sampling Theorem [l], but the approximating nature of the quantization operation 
olways results in signal degradation. An operation with a similar problem is requan- 
tization, in which the wordlength of digital data is reduced after processing in order 
to meet spedcations for its storage or transmission. An optimal (re)quantizer is 
one which minimizes the deleterious effects of the aforementioned signal degrada- 
tion by converting the signal-dependent artifacts into benign signal-independent 
ones as far as possible. 
Quantization and requantization possess similar "staircase" t r a d e r  character- 
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Figure 1.1 : Quan tizer transfer characteristics: (a) mid-tread, (b) mid-riser. 
The size of one LSB is denoted by A. 
istics, which are generally of either the mzd-tread or mid-riser variety illustrated in 
Fig. 1.1. We will only consider quantkers which are both uniform, meaning that 
all steps in the staircase are of an equal tirneinvariant size, and inf ini te ,  which. for 
practicd purposes, means that the input signal is bounded such that it is never 
clipped by saturation of the quantizer. The step size, A, is commonly referred to as 
a least s igni f icant  bi t  (LSB), since a change in input signa3 level of one step width 
corresponds to a change in the LSB of binary-coded output. 
Quantization or requantization introduces into the digital data strearn an error 
signal, q, which is simply the difference between the output of the quantizer, Q(w ), 
and its input, w :  
A where we use the symbol = to indicate equality by definition. This quantization 
e m r  is shown as a function of w for a mid-tread quantizer in Fig. 1.2. It has a 
maximum magnitude of 0.5 LSB and is periodic in w with a period of 1 LSB. 
We will refer to systems which restnct the accuracy of sample values using 
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Figure 1.2: Quantkation error, q(w), as a function of quantizer input, w, for 
a mid-tread quantizer. 
multi-bit quantization as quantking systems, of which thexe exist tkee archetypes: 
undithered (UD), subtractively dithered (SD), and non-subttactiuely dithered (NSD). 
Schernatics of these systems are shown in Fig. 1.3. 
Throughout the sequel, we will refer to the systern input as x, the system output 
as y, and the total erros of the system as E where 
as disthguished from the quantization error, q, defined by Eq. (1.1). In an un- 
dithered quantking system, the system input, x, is identical to the quantizer input, 
w, so that the total error equals the quantization enor; i.e., E = q. In the other 
two schemes, the quantizer input is comprised of the system input plus an additive 
randorn signal, Y ,  called dither, which is assumed to be stationary' and statisticdy 
independent of x .  In such systems the quantizer input, w = z + u, is not a deter- 
ministic function of z and neither is the total error, e. In the subtractively dithered 
- - 
'A stationary random procens is one whose statistical properties are time-invariant. Such 
notions fiom probability and statistics, which are crucial to the analysis of dithered systems, wil l  
be systematically introduced in Chapter 2. 
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Figure 1.3: Archetypal quantking systems: (a) undithered (UD), (b) sub- 
tractively cüthered (SD), (c) non-subtractively dittiered (NSD) . Shom are 
the system input, x ,  the ditber signal, u, the quantizer input, w,  and the 
system output, y. 
topology, the di tha signal is subtraded f?om the quantiza output, presumably 
f i e r  this output has been transmitted throngh some chamel. This subtraction 
operation is omitted in a non-subtractively dithered system. 
The objective of dithering is to control the statistical properties of the total 
error and its relationship to the system input. In undithered systems, we know 
that the error is a deterministic function of the input. If the input is simple and/or 
comparable in magnitude to the quantization step size, the total error signal is 
strongly input-dependent and audible as gross distortion. We s h d  see that use of 
dither with proper statistical properties can render the total error signal audibly 
equivalent to a steady noise door. 
1.2 A Brief History of Quantkation Theory 
Although citations will occur at appropriate points throughout the text, the for- 
mulation will be of a very generd sort so that results will not appear in the order 
in which they were discovered. Hence a concise history of theoretical develop- 
ments concerning quantization and dither is presented below to provide a contextual 
framework for the ensuing discussion. 
It must be acknowledged that all mathematical treatments of qnantization owe a 
substantial debt to the work of Widrow [2,3,4], who developed many of the essential 
mathematical tools while studying undithered quantking systems. It was Widrow 
who fist demonstrated the nsefihess of characteristic functions in analyzing such 
sys t ems . 
Interest in SD systems arose long before that in non-subtractive schemes. The 
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onginal proponent of subtractive dither was Roberts [5], who experimented with it 
in video applications. It was later adapted for use in speech coding, where the first 
psydioacoustic evaluations of dithered systems were undertaken (61. 
The unidimensional s tatis tics of SD systems were first explored by Schuch- 
man [7], who published conditions on the dither which would ensure uniform dis- 
tribution of the error signal and its statistical independence of the system input. A 
more detailed analysis was undertaken by Sripad and Snyder [8], whose work was 
in turn extended with corrections by Sherwood [9]. Sherwood's paper represents 
a comprehensive treatment of SD systems (short of discussing noise-shaping error 
feedback, a technique not yet popdar at the time of its writing). 
SD syst ems have resisted widespread implementation due t O the requirement 
that the dither sequence be a d a b l e  for subtraction at playback tirne, necessitat- 
ing the storage/transmission of either the sequence itself or enough idormation to 
reiiably reconstruct it. NSD systems, which avoid this drawback, were first investi- 
gated by Wkight [IO], but his tindings were not published until recently [Il]. Many 
of the principal resnlts concerning moments of the error signal were discovered inde- 
pendently by S tockham and Brinton [12,13], but again nothing was published until 
lately [Ml. Vanderkooy and Lipshitz [15,16,17,18,19] were the first to make public 
the primary results regarding NSD systems, and published the first thoroughgoing 
mathematid treatments with the author (20, 21, 22, 11, 23, 24, 25, 26,271. These 
included the &st explorations of the higher-order statistics, including power spec- 
tral densities, in such systems, as well as the first analyses of dithered sys tems with 
noise-shaping error feedback. 
A thorough treatment of the fist-order statistics of NSD systems (again short 
of addressing noise shaping) which uses a different approach has recently been 
CHAPTER 
published by Stockham and Gray [14]. 
Although a h a n w  of individu& in the engineering community are aware of 
certain results regarding dither, a namber of misconceptions conceming the tech- 
nique are widespread. In particular, the properties of SD and NSD quantizing 
systems are oRen confused. One objective of this thesis is to provide a consistent 
and rigorous account of the theory of dithered systems in order to promote a more 
universal unders tanding of dithering techniques. 
The next chapter provides an overview of the mathematical tools to be used in 
the analysis of quantizing systems. Chapter 3 presents a short but intense develop- 
ment of the crucial theory underlying dit hered quantizing sys tems, using a general 
approach with UD, SD, and NSD systems as special cases. Chapter 4 examines the 
distinctive characteristics of each of these systems in detail and makes recommen- 
dations for their implementation in specific applications. Chapter 5 examines the 
related topics of spectrally-shaped dither signals, dither in noise-shaping converters, 
and the efficient generation of multi-channe1 dither signals. Chapter 6 extends the 
theory to cover systems using dismete-valued (i.e., digit al) dither signals. Chap- 
ter 7 makes some dosing comments. Appendix A provides a b i e f  discussion of 
generalized fimctions. Issues involving real-the estimation of statistical quantities 
in dithered quantizing systems are discussed in Appendix B. 
Chapter 2 
Mat hematical Background 
This chapter presents a bnef introduction to the mathematical devices which will be 
used later, including stochastic processes and characteristic functions. The reader 
is assumed to be familiar with Fourier analysis of LI (i.e., absolutely integrable) 
hinctions. The definition of the Fourier transform maintained throughout the sequel 
is 
In some cases, ordinary functions will not suit our purposes and we wilI need to 
resort to tempered generalized functioris. (These are sometimes c d e d  tempered dis- 
tributions or Schwartz distributions, but in the body of the thesis we will eschew 
this usage in order to avoid confusion with the distinct notion of probability dis- 
tributions.) In particular we wd make fiequent use of the Dirac delta function. 
Readers who are damiliar with the theory of generalized functions, but who have 
some working familiarity with delta functions, may proceed without trepidation. 
When references to such theory appear, they may be skipped without losing the 
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flow of the argument. Interested readers may consult Appendix A, which provides 
an outline of the theory and resolves certain mathematical issues associated with 
the generalized fimctions appearing in this thesis. 
2.1 Stochastic Processes 
Much confusion concerning dither and quantization arises from an unclear or incorn- 
plete understanding of the terms in the discussion. With this in mind, a succinct 
definition of the basic quantities to be discussed is in order. The discussion of 
probability will use Koknogorov>s axiomatics, as outlined below. For more details, 
the interested reader rnay consult [28]. 
Consider a random experiment with outcones C E S, and a family B of subsets 
of S such that 
1. 0 E B and S f 8, 
We assume that a probability measure P is defined on 23; i.e., a real, nonnegative 
set function P such that 
2. If the sets Al, A2, .  . . in B are mutudy disjoint then 
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The triple (S, 23, P) is c d e d  a probability space. 
A (real) random variable, 2 ,  is any mapping 
snch that (( E Slz(() < f) E B for any [ E R. With a random variable x one 
associates a fùnction Fz : R + R dehed  by 
This function is called the cumulative distn'bution finction (cdfl of x. We observe 
t hat Fz([) is non-decreasing and that 
When the cdf is everywhere differentiable, its derivative is called the probability 
demity finction (piif) and is denoted by pz: 
Unfortunately, the cdf is often not differentiable everywhere. It is, however, locdy 
integrable, and thus defines a generalized function (see Appendix A). Since the 
derivative of a generalized function is dways w&-defined, the pdf always exists as 
a generaized function. It can be shown, furthermore [29], that this distribution is 
defined by 
where S is a space of test finctions. Thus we may either treat pdf's as generalized 
functions, or eliminate them in favonr of Stieltjes integrah. 
The following theorem provides a useful characterization of cdf's [28]: 
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Theorem 2.1 (Lebesgue's Decomposition Theorem) A cdf F ( x )  can be writ- 
ten as 
F(z) = alFd(x) + a*Fc(z) + asF.(z) 
where al, a2 and a3 are nonnegative real numbers such that 
and Fd(x), Fc(x) and Fa(x) are, respectively, a p u ~ e l y  discontinuous cdf, an abso- 
lutely continuow cdf, und a singular cdf. 
The singuIar function F,(z) is a continuous fnnction whose derivative is zero almost 
everywhere (in Lebesgue measure) and which is not a constant. Such functions do 
not occur in practice and we wiU make the common assumption that a3 = O for the 
random quantities under consideration in the sequel. The function F J x )  possesses 
a density corresponding to an ordinary h c t i o n .  The purely discontinuous function 
Fd(x) is constant except on at most a countable set of discontinuities. Thus Fd(x) 
represents a countable sum of step h c t i o n s  so that the corresponding density is a 
countable sum of Dirac delta funetions (see Appendix A). 
We may also speak of the joint cdf, of a pair of random variables, z and y, as 
The corresponding joint pdf is 
where the desivatives are always meaningfbl in the sense of generalized functions. 
Corresponding definitions are possible in the case of more than two random vari- 
ables. 
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We Say that two random variables x and y are statistically independent if it is 
possible to write 
Fz,u(z, Y 1 = FZ(X)F*(Y 
or, eqnivalently, 
P Z , Y ( ~ ,  Y = PZ(~PV(Y)* 
The marginal cdf 's, F= and F, are recoverable from FZ,, as limits at iafinity; for 
instance 
or, equivalently, 
Ako of interest are conditional pdf 's (cpdf 5).  Any fùnction pz,, such that 
is referred to as a version of the conditional pdf. Clearly x and y are statisticdy 
independent if and ody if p,iv(x, y) = p&). We also observe that if p,(y) = 
J(Y - yo), Y0 E R? then 
Thus pzlV(%, ~ 3 )  may be interpreted as the pdf of x given that y assumes a value 
YO E [30]. Note th& i f p ,  in no way depends on the choice of p,, then pzl,(z, y) is 
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a function of x done so that x and y are statistically independent no matter how y 
is distributed. Thus the reqnirement that the pdf  of x be undected by the choice 
of pdf for y ensures that these random variables are statistically independent for 
any choice of p,. 
Now consider a probability space (S, B, P) and any set T, cded a parameter 
set. A collection (x((, t ) ;  t E T) of random variables on S is called a stochastic or 
random process. Usually we will simply refer to this randorn process as x and we 
will use the tenns signal and random process interchangeably. For our purposes t 
represents a time parameter so that T is either R or 2, in which case a random 
process represents a family of t h e  functions (continuous or discrete, respectively), 
one for each C E S. Individually these are usually called sample finctions and 
may correspond, for instance, to data records from single experimental trials. For 
a specific t h e  value, t i ,  the expression x(C, t i )  represents a quantity dependent on 
C (i.e., a random variable), which we will sometimes denote by xi for convenience. 
We d e h e  the pdf p,(x, t )  of a random process z so that p,(x, t i )  is the pdf of 
the random variable x(C, t i ) .  We can &O form the joint pdf p,,,z2(xl, xz, t t ,  t 2 )  of 
the random variables xl and 2 2  where tl - t2 # O. The explicit time dependence of 
these quantities will often be omitted where it may be understood fiom the context. 
A random process x is said to be ('rst-order) stationary in the strict senre if 
its pdf is independent of time; i.e., if 
whenever tl # t2 then the process is said to be second-order stationary in the 
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strict sense. If all of the random variables xi and xj are identically distributed and 
statisticdy independent of one another when i # j ,  then the random process is 
said to be iid (independent and identically distnbuted). 
Given pz, various statisticd attributes of the stochastic process can be cal- 
cdated, including expected values of functions of z, where the expectation value 
operator is defined by 
This definition extends in an obvious fashion to expectation values of multivariable 
functions. For these we observe that the expectation value operator is linear in the 
When E [ ~ X ( ~ ]  exists, the k-th moment of x is defined as: 
The zeroth moment of any random process is identically equal to unity; i-e., 
The first moment is usually referred to as the mean of the process. The term 
variance refers to the quantity 
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so that if the mean of a random process is zero then its Miiance and second moment 
are equal. We emphasize that, in general, these quantities m d e s t  an explicit time 
dependence, although hereafter it may be ornitted d e s s  explicitly required. 
The quantity 
is called the autocovariance function 
E [ x i x 2 ] ( t i ,  t Z )  is called the autocorrelation function of the random process, so tbat 
if the process has zero mean then its autocovariance and autocorrelation funetions 
are equal. If 
E [ x m ]  = E[~ l ]E[X*]  
then the random variables zl and 1 2  axe said to be uncowelated, and if 
then they are said to be orthogonal. If zl and x2 are statisticdy independent then 
they are uncorrelated, and if they are also zero mean then they are orthogonal, in 
which case 
A random process is said to be stationary in the v i d e  sense if 
E[zl(t) = E[xl(O), 
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for any t l , t 2 .  That is, E[x lxz ] ( t l , t 2 )  depends only on the difference of tl and t z .  
In this case we let s = t l  - ta and use the notation 
A random process is obviousIy wide-sense stationary if it is second-order strict- 
sense stationary, but the converse is not necessady true. The power spectral density 
(PSD) of a wide-sense stationary random process is d e h e d  as the Fourier transform 
of its autocorrelation function: 
When considering a random process in a sampled-data system we will for clarity 
write r,(k), k E Z instead of T = ( T ) ,  T E T .  Its PSD may be calculated fkom r.(r) 
using delta fimctions at sampling intervals, or by using the discrete-tzme Fou7-k~ 
transfom (DTFT) (311: 
where T is the sampling period of the system. This definition is nomalized such 
that 
which is the variance of the random process. The upper limit of integration, B, 
is referred to as the Nyquist fnquency of the system and is equal to haK of the 
samphg frequency. 
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2.2 Characteristic Functions 
An expectation of pa r t ida r  interest is the so-cded characteristic function or cf 
of a random variable x: 
Pl(u) ~ 1 e - j ~ ' -  1 
where u is a real variable.' Thus the cf of a random variable is precisely the Fourier 
transform of its pdf. We d l  denote cf's of random variables using upper case P's, 
while reserving lower case p's for their pdf's. 
We observe that the cf always exists since 
Furthemore we have the following. 
Theorem 2.2 The cf's of two random variables are identical if and only if their 
pdf 's are identical. 
A proof may be found, for instance, in (281 and is simply a nniqueness proof for 
Fourier transforms. (Alternatively, viewing the quantities involved as generalized 
functions, we may appeal to the unicity results in A p p e n h  A.) We condude that 
the pdf and cf are equivalent descriptions of a random variable. 
The characteristic function is a very usefd tool in applications. The following 
theorems indicate some of the reasons why this is so. The first follows directly from 
the definition of the 6. 
'Some authoni use P,(u) = E[dzruSJ. The choice of definition is a matter of preference since 
the results only dXer by a cornplex conjugation. 
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Theorem 2.3 Two random variables, z and y, are statistically independent if and 
only if their joint cf can be wtitten as a product: 
Theorem 2.4 Given two randorn variables x and y, 
Pz(u) = Pz,(., O) 
Proof: 
Theorem 2.5 If x and y are two random variables, and z = ax + by LP O third 
where a, b E R, then 
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Proof: 
This product of generalized functions ( s e  Appendix A) is a composition of the 
tensor product d(~)p, ,~(x ,  y )  with a linear coordinate transformation 
where 
The Fourier transform of the tensor product is P,,(u,, g), det(A) = 1 and 
so by Theorem A.l(viü) we obtah  the result. 
We obsenre that a trivial generalization is dowed: if'random variables 0 t h  than 
t, x and y  appear in the densities, these are unaected; e.g., 
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Coroilary 2.1 If x and y are two random variables, and z = az + by is a third 
where a,  b E R, then 
P&) = P&,(au, h). 
Proof: AppIy Theorem 2.4 to the resdt of Theorem 2.5. 
If we define the convohtion of two absolutely integrable functions f and g by 
then we &O have the following. (This definition can be extended to include appro- 
priate pairs of generalized functions; see Appendix A.) 
Corollary 2.2 I f  x and y are two statistically independent  random variables, and 
z = x + y is a third, then 
and 
Proof: The &st equation follows fiom the previous corollary and Theorem 2.3. 
Taking the Fourier transform of the second equation and interchanging the order 
of integration yields the first . 
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Theorem 2.6 If the f ist  n moments of a random variable z ezist, then l',(a) is 
n times dgerentiable and 
Proof: Consider n = 1. If E[lxl]  exists, then 
converges uniformly in u. Thus 
P( ' ) (o)  = - j 2 m E [ x ] .  
The result for higher n follows by iteration of the above procedure. 
For onr p q o s e s  we WU consider only signals ail of whose moments exist, so 
that the theorem holds for any n. The result is easily extended to yield 
where we take this opportunity to establish the u s a  convention 
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W e  will now establish some generd properties of characteristic fùnctions which 
will prove usenil in the sequel. The following is but the briefest of samplings, drawn 
from the extensive s w e y s  in [33, 341. 
Theorem 2.7 The characteristic flnction, P (u ) ,  of a random variable hm the 
following properties for u E R: 
( i )  IP(u)l 5 1; 
(iv) i f  there ezists uo # O such that IP(uo) 1 = 1, then p is a lattice distribution 
Pro of: 
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l~[e-j'-]l 5 ~[le- j~- l ]  = 1. 
(iv) There must exist w E [-$, 5) such that P ( ~ o ) d ' ~  = 1;i.e., such that 
E [ e - j 2 ~  '1 2 2 - w  = E[ll* 
(If Re P(u0) = l we may take w = 0.) Taking real parts, this implies that 
E [I - cos(2~(uox -w ) ) ]  = O. 
The result follows since 1 - cos(2n(uox - w ) )  > O unless uox - w = k E 2. 
2.3 Definitions Regarding Dithered Quantizing 
Systems 
Fig. 2.1 shows a quantizing systern of a generalized sort, with SD and NSD systems 
representing specific instances of this generalized one. The system input is denoted 
by x, the system output by y, the quantizer input by w,  and the quantizer output by 
w'. The signals q and r represent the quantizution erîor and the total error of the 
system, respectively. v represents a strict-sense stationary dither process, which is 
usually chosen to be statisticdy independent of x although this assumption will not 
be made in the sequel except where it is stated explicitly. The signal v' can assume 
one of two forms depending upon the specific type of systern under consideration. 
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Figure 2.1 : Sdiematic of a generalized dithered quantizing system. 
If J -v then the system is SD, whereas if Y' 3 O then an NSD system is under 
consideration. If v E u' a O then the system is undithered. 
We assume a uniform infinite quantizer with step size A. The corresponding 
transfer characteristics can be expressed analytically in terms of the input to the 
quantizer, w ,  and the quantizer step size, A, as 
for a mid-tread quantizer, or 
for a mid-riser quantizer, where the "fioor" operator, [ J ,  returns the greatest 
integer less than or equd to its argument. These quantizers always round up at 
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step edges; i.e., Q(kA + 1) = (k + I')A for any k E 2. We could just as easily 
speufy quantizers which round down at step edges, or stochastic quantizers which 
round either up or down at step edges with equd probability. Throughout the 
sequel, mid-tread stochastic quantizers will be assumed unless otherwise noted. Ali 
formulas will, however, possess analogues for mid-riser quantizers and ail results 
stated as theorems are valid for either mid-tzead or mid-riser types. We will see 
that the choice of a stochastic quantizer is the most convenient fiom a mathematical 
point of view, as it permits statistical modelling of the quantizer using certain 
products of generalized functions (see Appendix A). When appropriate, Merences 
between stochastic and deterministic quantizers will be discussed, although these 
are usndy not significant in practice since a dithered analogue signal will reside at 
the quantizer step edges with probability zero. 
It is opportune to introduce a class of dither signals which we will show to have 
special usehl properties. We begin by defining a unifownly distributed random 
process as one with a pdf of the form 
where the rectangular tuindow jûnction of width r, Dr, is defmed as 
( 0, otherwise. 
The pdf of Eq. (2.5) will be referred to as a unifomz or RPDF (for Rectangulur 
Pîobability Density Function). B y direct calculation the moments of a u n i f o d y  
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distributeci random process E are found to be 
0, for m odd. 
The cf of a UILiformly distnbuted process is 
This furiction is commonly referred to as a 'sincn h c t i o n 2 ,  and we WU often use 
the notation 
A sin(rAu) 
sinc (u) = 
TAU 
Now denote by Z r  the space of all ordered N-tuples (kl, 122,. . . , k ~ )  with integer 
components with the exclusion of O = (0,0, . . . ,O). Thus, in particular, Zo is the 
set of all integers except zero. Then we will refer to an iid dither whose cf, P,, 
obeys the condition 
f o r m = 0 , 1 , 2  ,... ,n-1, and V k c  Zo 
as a dither of order n. We s h d  see that dithers of this type are normdy chosen 
for use in applications becanse of th& desirable efFects on the error signals. 
' ~ c t u a l l ~ ,  in much of the literature this function would be d e d  sinc (Au), but the stated 
definition is more convenient for our purposes and will be retained in the sequel. 
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The conditions for a dither to be of order n may also be expressed in terms of 
its pdf, although these are not as u s f i  from a practical standpoint. Straightfor- 
ward application of Poisson's snmmation formala (Theorem A.7) and the derivative 
property of Fourier transforms (Theorem A.4(v)) reveals that if and only if a dither 
is of order n then its pdf obeys 
a constant, for rn = O, 1,. . . , n - 1, where have made use of the impulse train 
In particular, for a dither of order greater than or equal to zero we have 
An example of a dither of order n is the so-called "nRPDF dither" produced 
by summing n statistically independent uniformly distributed random processes of 
peak-to-peak amplitude A. Summing statisticdy independent random processes 
convolves their pdf's, thus muleiplying th& cf's (see Theorem 2.2). Therefore the 
cf of an nRPDF dither is 
A general formula e x i s t s  for the pdf of an nRPDF random process [35], and this 
may be integrated to find a general expression for the moments thereof, but these 
fonnulae are unwieldy and not very instructive. For our purposes two observations 
will suffice: first that all odd moments of nRPDF processes are zero since the pdf's 
are even, and second that for n 2 2 
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so that 
Of course, this is just the sum of the powers of n statisticdy independent unïformly 
distributed random processes, as expected. 
2RPDF dither, being in common use, is fiequently referred to as TPDF (for 
Mangular Proéalility Density Function) , since the convolution of two d o m  
pdf's is triangukr in shape: 
otherwise. 
3RPDF dither is sometimes referred to as PPDF (for Parabolic Probability Den- 
sity Function), since this pdf is piecewise parabolic. We observe that an nRPDF 
random process has a maximum peak-to-peak amplitude of nA since its pdf is the 
convolution of n uniform pdf's. 
Chapter 3 
A General Theory of Dithered 
Quantization 
This chapter presents a general theory of dithered quantization, with undithered 
(UD), subtractively dithered (SD) and non-subtractively dithered (NSD) systems 
as special cases to be elucidated later. Included is a thorough analysis of the 
statistical relationships between the signals indicated in Fig. 2.1. The approach 
used is to derive the joint cf of all random variables of interest so that the joint 
c f  s of subsets of these Miiables are easily found by setting unwanted arguments to 
zero (see Theorem 2.4). 
We define the vector 
where the components represent N system input values occurring at distinct times. 
That is, 11 and xz, Say, represent distinct but not necessarily successive values of 
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the system input. The following vectors in R~ are dehed in an analogous fashion: 
Corresponding entries in each vector are taken to be simultaneous. 
Furthemore we define the vector 
Taking N = 1 corresponds to considering the system at a single instant in tirne, 
and the reader should feel fÎee to consider N = 1 upon a first reading if this aids 
in anderstanding. I t  tums out that taking N 2 1 does not much complicate the 
analysis since each signal present in the system a t  any given time can be expressed 
algebraically in terms of the signais x and u present at that time without reference 
to any later or earlier signal values. Initially we will make no assumptions regard- 
ing the statistical relationship between x and v ,  since this may be complicated, 
with signal values at  Merent instants in time affecting one another. (This is the 
case, for instance, when noise shaping error feedbaek is present in the system; see 
Section 5.2.) 
Using the definition of conditional probability [30] we have 
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We will proceed to write down an expression for each quantity in this product. 
Since w z z + Y we have 
where the delta function with a vector argument is defined as a tensor product of 
delta functions: 
Consider the special case where N = 1 so that all function arguments are scalars 
and only one instant in time is involved. Quantizer output values are restricted to 
multiples of A, so we can mite p,tlw,,,(r) as a product of the impulse train 
with an appropriate window function. If a quantizer input value, w,  satisfies 
for some n E 2, then the quantizer output value is nA. Thus we can use a rect- 
angular window function of width A to select the appropnate delta function from 
Wa(wf). In particular, we can writel 
~wqw., (.) = An* (wf - W) WA (w') . (3.2) 
lThe astute reader may observe that the case where u, falls at a quantizer step edge has been 
neglected. The indicated product of generalized functions in fact represents the cpdf of a stochastic 
quantizer, as is discussed in detail in Appendix A. For w = (2n+ 1)A/2 the output of a stochastic 
quantizer is either nA or (n + l)A with equal probability. 
Since quantizations occurring at différent times have no d e c t  on one another, the 
treatment is trivially extended to handle N 2 1 by defining the following scalar 
functions of vector arguments: 
and 
where 
A k = ( k l ,  k2, k3, ..., kN) E zN. 
With these definitions, Eq. (3.2) applies when N 2 1. 
Now since 
"= i  O, NSDsystems, -u, SD systems, 
Q = w f  - w  
the o t h a  conditional pdf7s are of the foIIowing obvious forms: 
We now wish to form the product in Eq. (3.1) and to find its Fourier transfom. 
We begin with 
P W # > ~ ( ~ )  =PW~~,I(W? V Y  x)~Y,D(uI x). 
Using Theorem 2.5, the associated joint cf is given by 
where we use A' to denote composition with a linear coordinate transformation of 
(w', w, Y, 2) with transformation matrix 
Using Theorems A.4(viü) and A.5 fiom AppendiK A we obtain the convolution 
The result is valid for N 2 I with the definition 
The remaining factors in Eq. (3.1) are handled by repeated application of The- 
orem 2.5 using Eqs. (3.3). For the Fourier transform variables involved we will use 
the shorthand 
A 
U T  =(aq, u,, UV, U d ,  Uw'7 %Il UV? % )  E PN. 
In an NSD system we have 
In an SD system, 
= Pwf,w,U,=(%. +yl + a ,  + uq,u, - u,,u, - ud - u, - u,,u, - u,). 
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For a UD system E = Q, w' = y, w = z and v' = O. We can treat such a system 
as a special case of SD (or NSD) systems by setting u,, hl, a, and a, to zero and 
using P, (O, u,) = Pz (uz). The following relatively simple result is obtained: 
Theorem 3.1 In an undithend q u a n t k g  system 
The results for SD and NSD systems are somewhat more complicated looking. 
Theorem 3.2 In an SD quantiting system 
Theorem 3.3 In an NSD quantzzing system 
Now hding cf's or joint cf's of particular signals is straightforward since, accord- 
ing to Theorem 2.4, we only need to set the unwanted Fourier transform variables 
to zero. For instance, for both SD and NSD systems with N = 1 we obtain the 
same expression for P, by setting all variables except u, to zero: 
If v and x are assumed to be statistically independent, P,, splits into a product 
yielding 
Similady, the cf of E in an NSD system where v and z are statistically independent 
is: 
The corresponding expression for P, in an SD system is different. It is identical to 
the expression given above for Pq since, in an SD system, q G e. 
Chapter 4 
Practical Quantizing Systems 
In this chapter we proceed fkom the general to the speufic, interpreting the results 
obtained above with regard to particular realizations of quantizing systems. We 
begin, however, with a brief description of the classical model of undithered quan- 
tization in order that it may be contrasted with the more sophisticated treatment 
to follow. 
4.1 The Classical Mode1 of Undithered Quanti- 
zat ion 
We have seen that in an undithered quantizing system 
E = q ( 2 ) .  
Although this is a deterministic function of the input, the classical model of quan- 
tization treats this error as an additive iid random process which is independent of 
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the input and uniformly distributed. In particular, the quantization error variance 
(or "power") is taken to be A2/12 in the classical model [36]. 
This model of quantization error is suitable for complex (quasi-random) input 
signals which are large relative to an LSB. It fails catastrophically for small or simple 
signals where, in undithered systems, the quantization error retains the character 
of input-dependent distortion and/or noise modulation. 
The non-random nature of the error can be demonstrated by using a cornputer 
to simulate the undithered quantization of a very simple signal: Say, a 1 kHz sine 
wave of 4.0 LSB peak-to-peak amplitude- Fig. 4.1 shows the system input and 
output from such a simulation, as well as the resulting total error signal, and the 
estimated power spectnun of the system output. Evidence of the input signal is 
clearly visible in the total error waveform. In the power spectnm, many sharp 
peaks f d  at multiples of the input sine wave frequency, indicating not only a high 
degree of non-random structure (i.e., harmonic distortion) in the error signal, but 
also a strong relationship between this signal and the system input. 
The substantial discrepancies between the classical model of quantization and 
the observed behaviour of quantizing systems helped to spur the development of 
more sophisticated models of this process. 
4.2 Widrow's Mode1 of Undithered Quant kat  ion 
A generalized statistical model of undithered quantization, valid for inputs with 
arbitrary statistical properties, was first developed by Widrow [2,3,4] in the 1950's. 
Widrow realized that quantizing a signal transforms its pdf into a train of weighted 
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Figure 4.1: Results fiom the cornputer-simulated puantization of a 1 kHz sine 
wave of 4.0 LSB peak-to-peak amplitude without dither. Shown are (a) the 
system input signal, (b) the system output signal, (c) the resuiting total error 
signal, and (d) the power spectrum of the system output signal (as estimated 
fiom si* 50%-overlapphg Ham-windowed 51 2-point t h e  records with an 
assumed sampling frepuency of 44. I kBz; O dB represents a power spectral 
density of f L 2 ~ / 6  where T is the samphg period). 
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impulse funetions in a fashion reminiscent of time-sampling, so that recovery of the 
system input statistics fiom those of the system output must require conditions 
analogous to those of Sampling Theorem [l]. The development here diffas from 
Widrow's in its details, the results are somewhat strengthened, and the proofs are 
new, but the essential nature of the approach owes much to his original. 
4.2.1 UD Systems: Statistics of the Total Error 
We begi .  by considering the statistical relationships between variables in the system 
at some given instant in t h e .  (This corresponds to choosing N = 1, but in fact 
the argument is identical for N > 1.) Setting u, = O in Eq. (3.6) we obtain 
pq,.(uq, ,.>= E sine (u, - i) P, (,= - $) . 
k=-oo 
I f q  and z are to be statisticdy independent, this must equal the product P,(u,)P,(u,). 
Then, letting u, = (/A, we have 
Now we must have 
otherwise ]P,(uJl > 1 for some value of uz, which is impossible for a characteristic 
function (by Theorem 2.7(iii)). Then, letting u. = O we have 
Thus, by Theorem 2.7(iv), pz and p, are both lattice densities of delta functions 
separated by intervals of width A. That is 
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for some w E [- 1, i) . Of course, this means that 
so that the quantization error has a fixed value1 of -wA. Clearly this is statisticd 
independence in only a putely fonnal sense and certainly does not imply that the 
error distribution is independent of the input distribution. 
it  is natural to wonder under what conditions q exhibits a uniform pdf of the 
sort assumed in the classical model. 
Theorem 4.1 The total error produced by an undithered quuntiting system is uni- 
formly distributed if and only if the cf of the system input, P,, satisfies the condition 
that 
Proof: Setting u, = O in Eq. (4.1) yields 
Pq(~q) = 5 sinc (uq - ;) p* (2) 
k=-oo 
Lf the error is to be d o d y  distributed, Eq. (4.2) must reduce to a single sinc 
function centred at the origin. Thus the "if" direction is immediate. To prove "only 
if" suppose that 
s i x  (u*) = 2 ."c (U' - ;) Pz (-a) . 
k=-Cu 
'Assuming a stochastic quantizer, w = -) is a special case in which syatem outputs of f A/2 
are produced vvith equd probability. 
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Now let u, = I / A  where C E Zo. This yields 
There are at  least two other ways of showing this resdt. FkstIy, we may write 
Eq. (4.2) as 
the inverse Fourier transform of which is (see Theorem A.5): 
Using Poisson's summation formula (Theorem A.7) we have 
If and only if the conditions of the theorem hold, the last summation reduces to 
P,(O) = 1 so that p, = Il,. 
One may &O reason as follows (&er Gray and Stockham 1141). p, can be 
non-zero only on (- *, 2) , so that we rnay expand it as a Fourier series on this 
in t erval: 
where 
Here we have used Eq. (2.3) and the fact that the floor operator returns an integer. 
We see that p&) = $ on (-$, 4) if and only if the conditions of Theorem 4.1 
hold. 
The conditions in the theorem are not actually due to Widrow but to Snpad 
and Snyder [8]. Widrow [4] cites a dXerent condition, which is sufficient but not 
necessary; viz., P,(u) = O for lu1 2 1/A. Widrow calls this requirement "half- 
satisfactionn of the conditions of the Quantizing Theorem (cf. Theorem 4.3). 
Note that if the requirements of Theorem 4.1 are satisfied, then the error is 
of the sort which is postulated by the dassical model insofar as it is u n i f o d y  
distributed with moments &en by Eq. (2.9). Note &O, however, that the error is 
not formdy statistically independent of the input since 
The statistical relationships between pairs of total error values separated in time 
are of particukr interest since these determine the power spectral characteristics of 
the total error signal. Consider two system input values, X I  and X*, occurring at 
times tl  and t i ,  respectively, so that they are separated in time by T = ta - tl where 
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r # O. Their statistical relationship is desaibed by their joint pdf, p,,,,(xl, x2). 
Taking N = 2 in Eq. (3.6) and let ting (y, , un ) = (0, O) yields 
Proceeding as before, it is straightforward to show that this only splits into a 
product of P,,,, (u,, , u,) with P,,,=, (u., , uz2) when the latter is a two-dimensional 
lattice distribution. Setting (u,, , a,,) = (O, 0) yields 
which leads to the following second-order version of Theorem 4.1: 
Theorem 4.2 In an undithered puantuing system, the joint cf, P,, , , of total emor 
values, EI  and €2, sepamted in tirne by T # O is given by 
if and only i f  the joint cf, Pz, ,=, , of the corresponding system inputs, xi and xz , 
satisfies the condition that 
Eq. (4.3) shows that, subject to the specified conditions, the joint pdf of and 
e2 is a product of two rectangular window functions, one of which is a function 
of €1 alone and the other of €2 alone. Hence the two error values are statisticdy 
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independent of each other and each is uniformly distributed. Note that if the 
conditions of Theorem 4.2 are satisfied then so are those of Theorem 4.1. 
For an undithered system satisfying the conditions of Theorem 4.2 at aU times 
tl and t2, the total error is wide-sense stationary with an autocorrelation h c t i o n  
given by 
0, otherwise. 
Thus its PSD is given by 
which is constant with respect to frequency so that the error signal is spectrally 
white and exhibits a total power of A2/12 up to the Nyquist fkequency. In this 
respect the error is of the form assumed by the dassical model of quantization. 
4.2.2 UD Systems: Statistics of the System Output 
We now proceed to investigate the statistical properties of the output of an un- 
dithered quantizing system. P, can be obtained immediately fkom Eq. (3.6) but it 
is also instructive to consider Widrow's reasoning as follows [4]. 
The output can only assume values which are integer multiples of the quanti- 
zation step size, A. Referring to Fig. 4.2, we see that the probability of an output 
having value y = ItA, for some specified integer L, is equal to the probability that 
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Figure 4.2: Pdfof the quanti= input in an undithered quantizing system, 
showing its justification relative to the quantizer characteristic. 
the input lies between -f + kA and $ + kA. Rence, 
Borrowing Widrow's terminology, we say that the quantization operation perfoms 
"area sampling" of the input distribution2. Wnting the integral in Eq. (4.4) as a 
convolution of p, with a rectangular window faction, it reduces to 
Taking the Fourier transform of this expression yields (see Theorem A.5) 
lNote that Eq. (4.4) loses its meaning when pz contains delta functions at quantizer step edges, 
but that Eq. (3.6) does not. 
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which agrees with the expression obtained from Eq. (3.6). 
Under what conditions are y and x identically distributed? Suppose that 
so that, by Theorem 2.7(iv), we have 
Thus we obtain the intuitively satisfying result that p, p, if and ody  if the input 
is restricted to integer multiples of A. We will see, however, that the statistical 
properties of the input can be recovered fiom the output subject to certain less 
restrictive conditions. 
It is usefid to rewrite Eq. (4.6) in the form 
where we have defined 
Hence, P,(u) consists of "aliases" of the fimction G,(u) separated by intervals of 
1 A .  Note, however, that if P. is supported such that P,(u) = O for lu1 2 
(Le., if, in the parlance of signal processing, pz is "bandlimitedn ) , then the aliased 
versions of G,(u) do not overlap, dowing recovery of the input cf (and hence the 
input f?om that of the output by bandlimiting. Indeed, this is [2, 3, 4): 
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Theorem 4.3 (Widrow's Quantizing Theorem) The pdf, p,(x), of the input, 
x, to  an undithered quantizing system is recoverable from the pdf of its output if the 
1 cf of the input, P., is supported such that P.(u) = O for lu( 2 z. 
Obviously, this theorem closely resembles the Sampling Theorem, which allows 
recovery of an ap propriat ely bandlimited analogue signal fiom discret e-tirne samples 
thereof. The difference, of course, is that the Quantizing Theorem pertains not to 
tirne-sampling, but to amplitude quantizing of a signal (i-e., to area-sampling of 
the pdf of a signal). 
It should be noted that the conditions of the Quantizing Theorem cannot be 
met d e s s  p,(x) is not supported on a finite i n t e d .  This must be the case 
because if P,(u) is supported on a finite interval then its inverse Fourier transform 
cannot be [37]. Widrow [4] discusses signals, such as large amplitude processes with 
Gaussian distributions, which come close to satisfying the conditions. Here we will 
be satisfied with some qualitative observations. First, we have from Theorem 2.1 
that 
so that, roughly speaking, wide pdf's have narrow cf's. Also, it c m  be shown [38] 
that if . . . ,pp-l) are continuous and tend to zero at infinity, and pp) is 
absolutely integrable, then 
lim unP,(u) =O, 
l4+= 
so that the smoother the pdf of a random variable the more rapidly its cf tends 
to zero at infinity. Thus large amplitude signals with smooth pdf's will come 
doser to sati-g the Quantizing Theorem. In snch cases relatively few terms 
wiu sigdcantly contribute to Eq. (4.2) so that the quantization error will be more 
un i fody  distributed, and it is not difEcult to show that correlations between 
samples of the enor and between the error and the input diminish as welL. Indeed, 
it is under these conditions that the CMQ has been fonnd to be adequate for 
practical purposes. 
In practice, recoverïng the pdf of the input is often unnecessary and it is su%- 
dent to recover the moments of the input signal fiom the output. These are given 
If the Quantizing Theorem is satisfied then the aliased versions of G,(u) do not 
overlap, so that the m-th derivative of P,(u) at the origin is determined only by 
the "baseband" (k = 0) term in Eq. (4.7). This is &O tme, however, subject to the 
weaker condition that the Quantizing Theorem is only half-satisfied (see remarks 
following Theorem 4.1) or the still weaker condition that 
If the input statistics obey this condition then 
whese 6 is a notional d o d y  distributed random variable which is sometimes 
thought of as a "quantkation noise" but which, strictly speaking, is not physically 
meanin@. Thus we have sacceeded in expressing the moments of y in terms of 
the moments of x. Using Eq. (2.9) we obtain the following useful relationships: 
Solving these equations to find the moments of x in terms of the moments of y 
yields the well-known S hep pard's corrections for grouping [3 91. We emp hasize t hat 
each of these equations for E[ym] is only valid when Eq. (4.9) is satisfied for that 
particular value of m, and that the validity of one of these equations does not 
imply the validity of any others corresponding to different m values. We observe, 
in pkticular, that if Eq. (4.9) is satisfied for m = 2, then the variance of y = x + s 
is the same as that of x plus a statistically independent additive random process 
with d o r m  p df. 
We note in passing that by repeated differentiation of Eq. (4.8) for G,(u) we 
can derive from Eq. (4.9) the following stronger, but perhaps more practical, con- 
dition in terms of the input cf, which ensures that E[ym] obeys Eq. (4.12) for 
m = l , 2 ,  ... ,M: 
Rom Eq. (3.6) with N = 2 we find that the joint pdf of two system output 
dues ,  y1 and y,, separated in time by T # O, is given by 
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where xl and x2 are the corresponding system inputs and where we have defined 
We can now mite a second-order analogue of the Quantking Theorem; namely, 
that the joint pdf of the input is recoverable fkom that of the output if 
Of pahaps greater interest, however, is the second-order analogue of Eq. (4.9), 
which dows  us to recover the joint moments of the system input fiom those of the 
output. That is, if 
Thus, assuming that x is wide-sense stationary, 
A2 
Ek2I + E, for k = O, 
rY(k) = 
so that the power spectral density of the output is identical to that of the input apart 
from an additive white-noise component arising fiom the quantization operation; 
that is: 
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4.2.3 Non-Stochastic Quantizers 
UD quantization is the exceptional instance when the choice between a stochastic 
and detaministic qaantizer would appear to make a difference to the statistical 
behaviour of signals in the system. One wodd expect this to be the case if the 
quantizer input pdf has the form 
In this case, the input falls on a quantizer step edge with non-zero probability. 
Suppose that a deterministic mid-tread quantizer is chosen such that inputs at 
step edges are consistently rounded up. In this case, we can deduce the system 
statistics by inspection: 
We find, as before, that the quantization error is formdy statisticdy independent 
of the system input but certainly not uniformly distributed. This is similar to the 
result found when stochastic quantization was assumed. 
4.2.4 Summary of Undit hered Quantization 
In a sense, the resdts of this section are primarily of theoretical, rather than practi- 
cal, interest. All of the theorems given above impose conditions upon the statistics 
of the system input, and such restrictions are usually undesirable or impossible 
to meet in practice. Some not-uncornmon system inputs satisfy the conditions of 
Theorem 4.1 (e.g., a lRPDF random process) so that the associated error will be 
uaiformly distributed. On the o t h a  hand, however, the conditions of the Qum- 
tizing Theorem (Theorem 4.3) cannot be met by any system input whose pdf is 
supported on a finite interval so that, in practice, the distribution of the system 
input cannot be precisely recovered fkom the distribution of the system output. 
There now becomes apparent, however, the possibility of dithering the system 
input with a suitably chosen dither signal, v,  so as to ensure that the quantizer 
input, w = z + v in Fig. 2.1, satisties some of the aforementioned conditions. In 
particular, if the dither is statisticdy independent of the system input, then the 
pdf, pu, of w is the convolution p, = p, * p , ,  and hence its cf is the product 
P, = P, P,. In this case the dither statistics can be chosen so as to cause P, 
to Mnish at required places, and so force the total quantizer input to meet the 
conditions of, Say, Theorem 4.1. This accomplishment cannot then be subsequently 
undone by any system input which is statistically independent of the dither. 
These tentative ideas will be developed in detail in the following sections. 
4.3 Subtractive Dither 
4.3.1 SD Systems: Statistics of the Total Error 
In an SD system the quantizer input is w = x + v so that the output of the system 
is (see Fig. 1.3(b)) 
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Hence the total error is given by 
& = y - x  
= Q ( t  + v )  - ( z + v )  
= q ( x + v ) ,  
which is simply the quantiration error, q, of the total quantizer input, W.. We wiU 
assume that Y and z are statistically independent. 
The following provides a new strengthening and proof of a result which was f i s t  
reported by Schuchman [7]. 
Theorem 4.4 (Schuchman's Condition) In a n  SD quantizing sy s t en ,  the to- 
tal error will be statistically independent of the system input f o r  arbitrary input 
distributions 
Furthemore, 
if and only i f  the cf of the dither, P,, satisjies the condition that 
the total error will be uni fomly  distributed for arbitrary input  distri- 
butions if and only if this condition holds. 
Proof: From Eq. (3.7) we obtain 
If the condition of the theorem is met, this expression splits into a product of P,(u,) 
with 
&(u.) = sinc (u.) 
so that the enor is d o r m l y  distributed and statistically independent of the input. 
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Now suppose that the input has some arbitrary distribution and that the error 
and input are statistically independent so that Eq. (4.17) can be written as a 
product P, (u,) P, (u,) . Then if u, = !/A for some t E Zo this yields 
Now if 
then we must have 
since otherwise IP,(ux)( > 1 for some u,. Thus 
Letting u, = O shows that the input must have a lattice density, which contradicts 
the assumption that it is arbitrarily distributed. Thus we condude that for any 
t f Zo 
Findy suppose that the input has some arbitrary distribution and that E is 
d o r m l y  distributed. Eq. (4.17) then gives 
Letting ue = !/A where t E Zo then gives 
Since x is arbitrarily distributed this yidds the desized result. 
a 
The above resdt regarding statistical independence was not explicitly mentioned 
by Schuchman [7]. It is found explicitly stated for the first time in [9]. 
Proceeding in similar fashion, we can use Eq. (3.7) with N = 2 to deduce that for 
two total error values, €1 and €2, separated in time by r # 0, and the corresponding 
input values XI and x2 we have [23]: 
where P,,, represents the joint pdf of dither values y and u2, applied to input 
values xi and 2 2 ,  respectively. This leads, via the same brand of argument as used 
above for N = 1, to the following conclusion: 
Theorem 4.5 In an SD quantiting system, where el and ez are two total error 
valves sepa~ated in time by T # O urith cowesponding input values x1 and x2 and 
dither values y and PZ, respectively, the random vector (el ,  E ~ )  is statistically in- 
dependent of the the randorn vector (zr, x 2 )  for arbittary input distributions if and 
only i f  
Furthemore, i f  and on& i f  th& condition holds then 
so that el and €1 are both unifomly distduted and statistically independent of each 
O ther. 
It should be noted that if vl and v2 are statisticdy independent of each other, 
and the cf of each satisfies Eq. (4.16), then Eq. (4.18) d hold. This is the situation 
of interest in most practical applications using subtractive dither. 
Subject to satisfaction of Eq. (4.18), the joint moments of and €2 are given 
by 
so that E? and E? are, of course, uncorrelated. In particular, for ml = m2 = 1 
hdeed, if the theorem is satisfied for all vl and va separated in time by T # 0, and 
the conditions of Theorem 4.4 &O hold, then 
( 0, otherwise. 
so that 
This indicates that in a properly dithered SD quantizing system the total error 
signal will be spectrally white even if the dither signal is not. 
4.3.2 SD Systems: Statistics of the System Output 
From Eq. (3.7) we have 
Now suppose that the dither signal satisfies the conditions of Theorem 4.4. Then, 
since the total error is statistically independent of the input and uniformly dis- 
tributed, and since the output is given by y = z + E ,  the cf of the output should be 
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the prodnct 
hdeed, this is the expression to which Eq. (4.21) simplifies under the conditions of 
the theorem. This shows that 
The output statistics assume this simple form for arbitrary input distributions 
only if the conditions of Theorem 4.4 are met, as may be verified by substituting 
Eq. (4.22) into Eq. (4.21) and letting u = !/A, C E Zo. 
In this case the output is precisely the sum of the input plus a statisticdy 
independent uniformly distributed random process, and its cf and pdf exhibit the 
form expected of such a sum. The moments of the output in terms of the moments 
of the input are given by Eq. (4.12) above, which, in this case, is valid for all m. 
Furthermore, if and only if P m ,  satisfies the conditions of Theorem 4.5, then 
Hence, the joint moments of the output in terms of the moments of the input will 
be given by Eq. (4.13) above, and Eqs (4.14) and (4.15) will hold. That is to Say 
that the quantization operation has merely added to the input signal a white noise 
process of variance A2/12. 
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4.3.3 SD Systems: Properties of Practicd Dither Signals 
It is natwally of interest to inquire as to which common random signals satisfy the 
criterion of Theorem 4.4. Perhaps the simplest imaginable candidate is dither with 
the d o m  pdf 
P&) = EA (4 
whose corresponding cf is the sinc funetion: 
This cf dearly satisfies the desired condition. W e  conclude that lRPDF dither 
will render the total error statistically independent of the input and d o r m l y  
distributed in a subtractively dithered quantizing system. If we assume that values 
in the dither sequence are iid then the criterion of Theorem 4.5 is also satisfied 
and distinct values in the total error sequence are statistically independent of one 
another (thus ensuring that this sequence meets the weaker requirement of being 
spectrally white). 
Of course, there are other cf's which meet the requirement of vanishing at all 
non-zero multiples of 1/A. For instance, nRPDF dithers with n 2 1 all satidy the 
criterion since their cf% are of the form 
Howevu, in an SD system, such dithers usnally have no inherent advantage over 
simple white lRPDF dither. (An exceptional instance is discussed in Section 5.3.) 
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4.3.4 Summary of Subtractive Dither 
The most practicdy important theoretical resdts concerning subtractively dithered 
qnantizing syst ems are that : 
1. the total error can be rendered unifonnly distributed and statistically inde- 
pendent of the system input by choosing a dither which satisfies the c6nditions 
of Theorem 4.4, and 
2. values of the total error separated in time can be rendered statisticdy in- 
dependent of one another (so that the total erroi signal is spectrally white) 
by using a dither whose values, in addition to satisfying Theorem 4.4, are 
s t atis t i c d y  independent of one ano ther . 
A familiar dither which satisfies all the required conditions is an iid lRPDF 
process. Fig. 4.3 shows the results of a cornputer-simulated quantization operation 
performed upon a 1 lcHz sine wave of 4.0 LSB peak-t-peak amplitude and using 
this type of subtractive dither. Shown are the system input and output, the total 
error, and the power spectrum of the system output. Note that the system output 
resembles a sine wave plus an independent additive noise without vestiges of the 
quantization staircase characteristic, and that no trace of the input signal is visible 
in the noise-like total error waveform. Furthermore, the power spectrum of the 
system output exhibits no distortion components whatsoever and shows that the 
total error is spectrally white. (The O dB noise fioor in Fig. 4.3 represents a power 
spectral density of A2T/6, with an integrated noise power of A2/12 up to the 
Nyquist frequency.) These resdts should be compared with those in Fig. 4.1, which 
illustrate the signal-dependent distortions produced by an undithered quantizing 
system with the same system input signal. 
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Figure 4.3: Resuits fiom the cornputer-simulated quantkation of a 1 kHz sine 
wave of 4.0 LSB peak-to-peak amplitude using IRPDF subtractive dither. 
Shown are (a) the system input signai, (b) the system output signal, (c) the 
resuiting total error signal, and (d) the power spectrum of the system output 
signal (as estimated fiom sixty 50%-overlapping H~M-windowed 512-point 
t h e  records ypith an assuned sampliagfiequency of 44.1 k61a; O dB represents 
a power spectral density of A 2 ~ / 6  where T is the sampling period). 
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Subtractively dithered quantizing systems are ideal in the sense that they render 
the total error an inpubindependent additive noise process. The requirement of 
dither subtraction at the system output, however, imposes restrictions which make 
it difficdt to implement in practical applications. For one thing, the dither signal 
must be available at the output, and so either the dither must be transmitted along 
with the signal or synchronized dither generators must be present at both ends 
of the chanriel. Even more seriously, any signal editing or modification occurring 
between the original quantization and the subtraction of the dither necessitates a 
like operation on the dither sequence. It is for such reasons that subtractive dither 
is generally not a feasibh option. 
A proposed subtractive dithering scheme which may lead to practical implemen- 
tations is due to Craven and Gazon [40]. This scheme uses dither values determined 
Born the input signal values by means of a suitably randomized look-up table. At 
this time, the proposed procedure awaits further testing and standardkation. Even 
if these proceed in the future, non-subtractive dithering schemes are likely to remain 
preferable in many applications due to th& relative simplicity. 
Although many of the same benefits can be achieved with non-subtractive dither 
as with snbtractive dither, the total error variance is inevitably greater in NSD 
systems, and the beautifid result regarding full st atis tical independence of the total 
error is unattainable, as we s h d  now see. 
4.4 Non-Subtract ive Dither 
Although some individu* in the engineering commnnity are aware of the correct 
results regarding non-subtractive dither, a number of misconceptions conceming 
the technique axe widespread. Particularly serious is a persistent confusion of sub- 
tractive and non-sub tractive dit hering , which have quite different properties (see, 
for instance, [36, p. 1701). W e  will see that non-snbtractively dithered systems 
cannot render the total error statisticdy independent of the input. Neither can 
they make temporally separated values of the total error statistically independent 
of one another. They can, however, render certain statistical moments of the total 
error independent of the system input, and regdate the joint moments of total error 
values which are separated in time. For many applications, this is as good as f d  
statisticd independence. 
4.4.1 NSD Systems: Statistics of the Total Error 
The quantizer output in a non-subtractively dithered quantizing system is given by 
(see Fig. 1.3(c)) 
so that the total error is 
Obviously, the total error is not simply the quantization error alone, but also in- 
volves the dither. This fact is responsible for the characteristics of NSD systems 
which distinguish them ficorn SD ones. Chief among these is the fouowing [23]: 
Theorem 4.6 In an NSD quantizing system it Ls not possible to tender the total 
emor ezthet statistically independent of the system input o r  unifomly distributed 
for system inputs of arbitrary distribution. 
Proof: From Eq. (3.8) we obtain: 
Now suppose that for arbitrarily distnbuted inputs we can write this as Pc(u.)P,(u,). 
Then for u, = LIA, I E Zo we have 
Then 
since otherwise 1 PZ(uz) 1 > 1 
so that the input must have 
for some u,. Taking u, = O we obtain 
a lattice density, contradicting the assump tion that it 
is arbitrarily distributed. We conclude that E and x can never be made statisticdy 
independent in an NSD system. 
Furthemore, setting u, = O we have 
P. (ue) = 2 shc  (u. - 2) P, (u. - 2) Pz (- k) . 
k = - w  
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ki order for s to be d o d y  distributed, this m u t  reduce to sinc (u.) for some 
choice of P,; that is, we reqnire 
Now suppose u, = !/A where ! E 20. Then we have 
so that Pz cannot be arbitrary. Thus the total error cannot in general be made 
uniformly distributed in an NSD system. 
The counterintuitive nature of this result is the source of much conhsion re- 
garding NSD systems. For instance, it is tempting to accept the following line of 
reasoning: suppose that a dither satisfjmg Theorem 4.4 is used so that q is inde- 
pendent of z. Then, since v is also independent of z- the total errer E is the sum 
of two random processes both of which are independent of x and thus should be 
independent of x as well. This conclusion is flatly false. The analytical approach 
of Chapter 2 can easily be used to show that for arbitrary random variables q, v, 
and x and a third E = q + v (none of these necessarily representing quantities in a 
quantizing sys t em) t hat 
Obviously, E and x are statisticdy independent of each other if and ody if z is 
independent of the random vector (q, v ) ,  since only in this instance does P,, (u,, us) 
split into a product of two functions one of which involves u, alone and the other u, 
alone. This is a stronger requirement than the one that x be independent of q and 
v individually. In an NSD quantizing system, given q and v,  the possible values of 
x are restricted to z = -(q + v) + kA, k E Z, so that the distribution of z is highly 
dependent on (q, v) . Of course, x wodd be independent of (q, v) if {q, u, x) formed 
a set of independent random variables, that is, if it were the case that 
but this even stronger condition is certaidy not met in an NSD quantizing system. 
We observe that the correct general expression for ~ , ( e )  in an NSD system may 
be obtained fiom Eq. (4.24) by writing it as 
the inverse Fourier transfom of which is: 
Although the total error in an NSD system cannot be made statisticdy inde- 
pendent of the system input, it turns out that moments of the total error can be 
rendered independent of the input distribution. Rom Eq. (4.24) we have 
A sin(nAu) 
G&) = PY(u)- (4.27) 
nAu 
Since the cf, Pz, of the system input is arbitrary we obtain the following result [23]: 
Theorem 4.7 In an NSD quantiting system, E[em] "LI independent of the distribu- 
tion of the system input, x, ij and only if 
If the conditions of Theorem 4.7 are satisfied, then from Eq. (4.26), 
which is precisely the m-th moment of a notional random process with cf Gv and 
pdf AIIA *- p,, although this is not , of course, the pdf of E .  We can derive the 
following expressions for the moments of the total error in t a m s  of the moments 
of the dither signal by direct differentiation of G,(u): 
These exhibit the form of Sheppard's corrections (cf. Eq. (4.12)), but give ex- 
pressions for the total error moments instead of the system input moments. We 
emphasize that each of these equations for E[em] is valid only when Theorem 4.7 
is satisfied for that particdar value of m, and that the validity of one of these 
equations does not imply the validity of any others corresponding to different rn 
values. 
Eq. (4.30) shows that with non-subtractive dithex satidjmg the conditions of 
Theorem 4.7, the total error variance is greater than that of classical UD or SD 
quantization by the dither variance. 
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We will prove a somewhat weaker theorem, which perhaps is really just a corol- 
lary to Theorem 4.7, but which is actudy somewhat better known than that the- 
orem itself [IO, 14). 
Theorem 4.8 In an NSD quantizing system, E [ E ~ ]  ig independent of the distribu- 
tion of the systern input, x, for rn = 1,2,. . . , M i f  and only if 
V ~ E  Zo and i = O , l , 2  ,... , M - 1 .  
Proof: The "if" direction follows immediately fiom repeated differentiation of 
Eq. (4.27), yielding 
The "only if" direction employs an inductive argument. Consider first M = 1. By 
Theorem 4.7 we require 
Direct compntation yields 
- - skc(l) (2) P, (:) for k E Zo. - 
The derivative of the sinc Çnction is (see Appendix C) 
so that the expression only vanishes Vk E Zo if 
Now consider 
and suppose that the the theorem holds for M = m, in which case this expression 
reduces to 
Again the derivative of the sinc fimction does not vanish, so we must have 
This proves the theorem. 
O 
We see that the dithers meeting the conditions of this theorem are those which were 
introduced as dithers of order M in Section 2.3. 
Proceeding in the now accustomed fashion, we consider two total error values, 
el and a2, which are separated in time by T # 0, and the two corresponding input 
signal values, zl and 22 .  We omit the demonstration that (Q, €4 cannot be rendered 
statistically independent of ( x l ,  x,), since this proceeds in a fashion anaiogous to 
that of the one-dimensional case discussed above, and instead directly use Eq. (3.8) 
with N = 2 to obtain 
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We proceed to investigate the joint moments of sl and e2 in the hope that we can 
exercise some control over them by an appropriate choice of the dither statistics. 
Rom Eq. (4.32) we h d  that 
where 
Since Pz,,, is arbitrary, we find that E [ E ~ ' B ~ ]  is independent of the joint pdf of 
the system input if and only if 
in which case it is given by 
In this case, we c m  mite an expression analogous to Eq. (4.31), relating the joint 
moments of the total error to those of the dither: 
Note that if u1 and y are statistically independent of each other and satisf'y 
Eq. (4.28) for n = ml and m = m2, respectively, then Eq. (4.34) is automatically 
satisfied. In this case Eq. (4.35) factors such that &y1 and ET are uncorrelated 
(i.e., E [&;Il ET] = E [&;L1] E [ET]). 
Let us now consider the special case where ml = mz = 1. Explicitly performing 
the differentiation in Eq. (4.33) we obtain 
C a r f i  inspection of this expression, keeping in mind that the first derivatives of 
the sinc fimction Mnish at the origin, shows that it reduces to 
thereby becoming independent of the system input, only under the conditions of 
the following theorem: 
Theorem 4.9 In an NSD system where ail dither values are statistically indepen- 
dent of dl system input values, 
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for arbitrary input distributions if and only if the following three conditions are 
satisfied: 
We may better understand the requirements of this theorem by writing 
We know from Theorem 4.5 that E [qlq2] = O in general if Eq. (4.36) holds. Further- 
more, it is not difEcult to show using Theorem 3.3 when Eqs. (4.37) and (4.38) hold 
then E[qlv2] = O and E[q2vl] = 0, respectively. Thus when all three equations hold 
we obtain E [ E ~ E ~ ]  = E[u1v2]. (Necessity follows fIom the arbitrariness of Pz,  .) 
We observe that if an üd dither is chosen so that P, (ul, 7 4  = PV(ul) PV(u2), 
and if the dither is of order at least one, then the conditions of the theorem will 
be satisfied. This is not sdicient to ensure that the error is wide-sense stationary, 
however, since a dither of at least second order is required to render the error 
variance independent of the input. 
If the conditions of Theorem 4.9 hold for all y and vz separated in time by 
r # O, then assuming that a dither of at least second order is used so that the 
CHAPTER 4. PRACTICAL Q UANTIZING SYSTEMS 
variance of E is given by Eq. (4.30), we have 
Fourier transforming this expression yields 
where PSDc represents the power spectral density of the total error and PSD, 
represents that of the dither. Eq. (4.39) indicates that the total error spectrum is 
the sum of the dither spectnun and a white noise component of total power A2/12. 
This white component is sometimes referred to as the Uquuantization noise." 
The conditions of the theorem wïU certainly hold if an iid dither of second or 
higher order is chosen, in which case the total error s p e c t m  will be white. 
4.4.2 NSD Systems: Statistics of the System Output 
We now turn o u .  attention to the system output of an NSD system. Eq. (3.8) gives 
the cf of this process as 
and hence 
W e  &O observe, for completeness, that the inverse Fourier transform of Eq. (4.40) 
is 
Now, if the fist m derivatives of G,(u) vanish at ail non-zero multiples of 1/A, 
then Eq. (4.41) reduces to 
where the expectation values of the total error are given in terms of the expectation 
values of the dither by Eq. (4.31). If P, is arbitrary, then the converse must also 
hold. By direct differentiation of G,(u), the above condition is easily shown to be 
equivalent to the condition of Theorem 4.8 with M = m. Expanding Eq. (4.42) for 
the particdarly interesting cases of n = 1,2 under the assumption that E[v]  = O 
we obtain 
Proceeding in the usual fashion, we find that the joint moments of output values 
yl and y,, separated in time by r f 0, are given by 
If the indicated partial derivatives of Ge*, are zero at all non-zero multiples of 
1/A for ri = 1,2, . . . , mi where i E {l, 2) (this corresponding to a second-order 
analogue of the condition of Theorem 4.8), then Eq. (4.45) rednces to 
where the joint moments of the total error are given in t a m s  of those of the dither by 
Eq. (4.35). In particular, note that if these conditions are satisfied for ml = 7722 = 1, 
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then 
Then substituthg the moment formulae Eqs. (4.31), (4.35) and (4.42) and assuming 
the system input is wide-sense stationasy, we have 
Hence, under these conditions, if the dither signal has zero mean then 
so that the spectrum of the output is the surn of the input and dither spectra, apart 
fiom a white noise component of variance A2/12 contributed by the k = O te= in 
Eq. (4.46). 
4.4.3 NSD Systems: Properties of Practical Dither Signals 
R e c d  that an n R P D F  random process is one generated by the summation of n 
statistically independent zero-mean uniformly distributed random processes, each 
of 1 LSB peak-to-peak amplitude. We will prove the following: 
Theorem 4.10 In an  NSD quantiz ing s y s t e m ,  an nRPDF dither renders  t he  first 
n m o m e n t s  of t he  to ta l  error process, E [ P ] ,  rn = O, 1,. . . , n, independent  of the 
distr ibut ion of the s y s t e m  input ,  and results,  for a zero-mean di ther with n 2 2, in 
a to ta l  error variance of  (n + 1)A2/12. Higher  m o m e n t s  of the ewor signal uiill, 
however,  r e m a i n  i n p u t  dependent.  
Proof: The addition of n statisticdy independent RPDF random processes con- 
volves th& pdf's, hence mdtiplying their cf's and yielding 
the first n derivatives of which will consist entirely of terms containing non-zero 
powers of sin(nAil)/(nAu). Since this function goes to zero at the places required 
by Theorem 4.8, the h s t  n moments of the error will be independent of the input 
distribution. If the dither has a mean value of zero, then its Mnance is the sum 
of the variances of the n independent uniformly distributed random processes of 
which it is the sum, so that, according to Eq. (4.30), the Mnance of the total error 
is (n + l)A2/12 whenever n > 2. Lemma C.2 fiom Appendix C shows that higher 
derivatives of Gu wilI not Mnish at the required locations, so that , by Theorem 4.7, 
higher a o r  moments will not be rendered input independent when such dither is 
in use. 
Furthemore, it is important to note that using rectangular-pdf dithers of peak- 
to-peak amplitude not equal to one LSB (or, rather, not equal to an integral number 
of LSB's) wiU not render error moments independent of the input since the zeros 
of the associated sinc fimctions wiU not f d  at integral multiples of l /A  (see illus- 
trations of input-dependent error moments in [16]). 
We proceed to examine two important examples of non-subtractive dither pdf's. 
First, consider a system using dither with a simple RPDF (of 1 LSB peak-twpeak 
amplitude) : 
P&) = Ù h ( 4 1  
for which 
The e s t  t k e e  derivatives of this function are plotted in Fig. 4.4. The f i s t  derivative 
satisfies the condition of going to zero at the regularly spaced intenrals stipulated by 
Eq. (4.28), while the second derivative and higher derivatives do not. This indicates 
that the fist moment of the error signal is independent of the input, but that its 
variance and higher moments remain dependent. 
These conclusions are borne out by the accompanying plots of conditional m o -  
ments, representing the error moments as functions of a given input: 
The required cpdf may be f o n d  by substituting p,(x) = b(x - xo) into Eq. (4.25), 
yielding 
The first conditional moment, or mean error, in Fig. 4.4 is zero for all inputs, 
indicating that the quantizer has been linearited by the use of this dither thus 
eliminating distortion. The error variance, on the other hand, is dearly signal- 
dependent, so that the noise power in the signal varies with the system input. This 
is sornetimes referred to as noise moduhtzon, and is undesirable in many applica- 
tions, such as in audio where audible time-dependent error signals are considered 
int olerable. 
Now consider a 2RPDF (TPDF) dither resdting fiom the s u m  of two indepen- 
dent lRPDF processes: 
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Figure 4.4: Derivatives of G, (u) (lehJ and conditional moments of the error 
(n'ght) for a quantizer using lRPDF dither: (a)  GY)(^) and E[+] (both in 
unit. of A), (b) G ~ ~ ) ( u )  and E [ ~ ~ l r ]  (both in &ts of A2),  (c) G$,~)(u) and 
E [ E ~ ~ z ]  (both in units of A3). The frequency variable, u, is plotted in units 
of l / A  and the input, z, in units of A. 
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In a system employing this kind of dither, Gy(u) is given by 
The &st three derivatives of this function, and the correspondhg moments as a 
hinction of the input, are plotted in Fig. 4.5. The f i s t  and second derivatives of 
this function go to zero at the required places, so this dither rendess both the f i s t  
and second moments of the total error independent of x. The second moment of 
the total error is a constant A2/4 for ail inputs, in agreement with Eq. (4.30). In 
this case the use of an appropriate dither has eliminated both distortion and noise 
modulation. Higher derivatives of Gu(%) do not meet the required conditions, so 
that higher moments of the error remain dependent on the input. 
Using an argument derived fiom Wnght [IO, 111, we will now show that such 
2RPDF dither is unique and optimal in the sense that it is the only zero-mean dither 
which renders the f t s t  and second moments of the total error input independent, 
while mhhking the second moment. That is, when used in an NSD quantizing 
system, this dither incurs the least possible increase in the total error Mnance of 
any dither which eliminates input-dependent distortion and noise modulation. 
For 2RPDF dither with zero mean we know that 
Also, Pu(u) must be equal to unity at u = O if it is to be a valid characteristic 
function. We condude that the dither cf and its first derivative are completely 
specified at al2 integer multiples of 1/A. According to the Generalized Sampling 
Theorem [30], this is sufficient to uniquely spe* P,,(u) for all IL if P&) is A- 
bandlimited (i.e., if p, is supported such that p&) = O for Iul > A). Since 
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Figure 4.5: Derivatives of G,(u) (Mt) and conditional moments of the m o r  
(right) for a quantizet ushg 2RPDF dither: (a)  GY)(^) and E[E/Z]  (both in 
units of A), (b) GY)(,) and E [ ~ ~ l z ]  (both in units of A ~ ) ,  (c) G?)(u) ancf 
E [ E ~ ~ x ]  (both in units of A3). The fiquency variable, u, is plotted in units 
of l /A and the input, z, in units of A. 
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the triangolar dithes pdf of Eq. (4.49) is thus supported, and its correspondhg cf 
satisfies all the given conditions, it m u t  be the unique pdf in question. 
It remains to be shown that any dither pdf whch is ncn-zero outside of the 
i n t e r d  [-A, A] will prodace a greater error variance. Since this variance is assumed 
to be constant with respect to the input, it is sufnuent to show that this holds for a 
single input value. We will do so for an input value of A/2; i.e., for p,(x) = 6(2 - 4). 
For z = A/2, the cpdf of the total error, p,&,x), is shown in Fig. 4.6(a). It 
consists of hKO equdy weighted delta fimctions at e = f A/2 when 2RPDF dither 
is employed. Use of a wider dither pdf will result in the appearance of more delta 
functions in the error's cpdf, as shown in Fig. 4.6(b), where we denote the weighting 
of the delta function at E = f (2i - 1)A/2, i > O, by e*, so that 
We proceed by expressing 
mus t 
Now, 
the fùndamental condition that the integral of this pdf 
by dkect integration of Eq. (4.50), we compute the conditional expectation 
Substituthg Eq. (4.51) yields 
Figure 4.6: p. ,, ( E ,  z) evaiuated a t z = A/2 for sys tems using (a) a triangdar- 
pdf (2RPDF) dither of 2 LSB peak-to-peak ampiitude and (b) a dither with 
widerpdf(the delta functionsposses the indicated weightings). 
which is always greater than A2/4 since the e%'s must be non-negative and some 
will be non-zero. We condude the following: 
Theorem 4.11 The choice of zero-mean non-subtractiue dither pdf which renders 
the first und second moments of the total error independent of the input, such that 
the first moment is zero and the second is minimized, is unique and is ZRPDF. 
Furthmore,  it is easily shown from the Generalized Sampling Theorem that 
the (nAl2)-bandlimited non-subtractive dither cf which renders the first n moments 
of the total error independent of the input is unique, and must therefore be the cf 
of an nRPDF dither. 
The theorems of this chapter can &O be applied to spectrdy coloured dithers 
(i.e., ones for which PSD,(f) is not a constant), but we will delay detailed investi- 
gation of such dithers until Chapter 5. 
4.4.4 Summary of Non-Subtractive Dither 
The results of greatest practical importance concerning NSD quantizing s ystems 
are reiterated below: 
1. Non-subtractive dithering, unlike subtractive dit hering, c a ~ o t  render the t e  
ta1 error statisticdy independent of the system input. It can render any 
desired moments of the total error independent of the input distribution pro- 
vided that certain conditions on the cf of the dither are met (see Theorem 4.7). 
In particular, a dither of order n as defined in Section 2.3, such as nRPDF 
dither, will render the first n moments of the total error input independent. 
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2. Non-subtractive dithering, unlike subtractive dithering, cannot render total 
error values separated in time statisticdy independent of one another. It 
can, however, regdate the joint moments of such mors. For instance, it 
can render the power spectrum of the total error signal white (see discussion 
following Eq. (4.39)). 
3. Non-subtractive dithering can render any desired moments of the system input 
recoverable from those of the system output, provided that the statisticd 
attributes of the dither are properly chosen (see Section 4.4.2). This includes 
joint moments of system inputs separated in tirne, so that the spectnun of 
the input can be recovered fiom the spectnim of the output. 
4. Proper non-subtractive dithering always results in a total error variance greater 
than A2/12 (see Eq. (4.30)). 
5. 2RPDF (TPDF) dither incurs the least increase in the total error variance of 
any non-subtractive dither which eliminates input-dependent distortion and 
noise modulation. 
Fig. 4.7 shows the results of a cornputer-simulated quantization operation per- 
formed upon a 1 kHz sine wave of 4.0 LSB peak-to-peak amplitude and using iid 
dither with the dorementioned triangular pdf. Shown are the system input and 
output, the total error, and the estimated power spectrum of the system output. 
Note that vestiges of the input signal are clearly visible in the total error wave- 
form, indicating that the two signals are not statisticdy independent. Also, the 
time-waveform of the system output in Fig. 4.7(b) does not visually resemble a 
sine wave plus an independent additive noise. Snrprising as it may seem, listen- 
ing experiments [21] show that the total error signal of Fig. 4.7(c) sounds like a 
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Figure 4.7: ResuIts fkom the cornputer-simulated quantization of a 1 kHz 
sine wave of 4.0 LSB peak-to-peak amplitude using 2RPDF non-subtractive 
ditlier. Shown are (a) the system input signai, (b) the system output signal, 
(c) the resdting total error signal, and (d) the power spectrum of the system 
output signal (as estimatecf ttom sixty  50%-overlap~ing Ham-windowed SI 2- 
point time records with an assumed samphg fiequency of 44.1 kHz; O dB 
represents a power spectral density of A2T/6 where T is the samphgperiod). 
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constant white noise, independent of the nature of the input signal (with which it 
is indeed uncorrelated), and that the signal shown in Fig. 4.7(b) sounds identical 
to a noisy sine wave. Indeed, the estimated power spectrum of the system output 
in Fig. 4.?(d) exhibits no distortion components and indicates that the total er- 
ror is spectrdy white. These results should be compared with those in Figs. 4.1 
and 4.3, which illustrate the results of quantizing a sine wave using undithered and 
SD systems, respectively. In particular, it shodd be noted that the noise floor in 
Fig. 4.7(d) is up by 4.8 dB relative to that of Fig. 4 4 d )  due to the tripling of the 
noise spectral density in accordance with Eq. (4.47). 
In audio applications, the PSD of the total error is perceptually meaningful and 
should be input independent. In particdar the error should have zero mean, and 
noise moddation (i.e., variation in the second error moment) should be eliminated, 
so that a dither of at least second order should be used. In image processing, some 
evidence exists [13] that the third moment of the total error may be perceptually 
relevant and should perhaps be controlled by using third order dither. In insturnents 
measuring parameters whkh  depend on higher statistical moments, stiU higher 
order dithers may be appropriate. 
Some specific comment is required concerning the special nature of requantization. 
Ln a purely digit al system, random processes exhibitkg the continuons pdf's de- 
scribed in this section are not, strictly speaking, a d a b l e  since not all reaI numbers 
are representable using a finite number of binary digits. In fact , digital dither pdf's 
of necessity resemble discretized or "sampled" versions of the continuous pdf's 
(rectangnlar, triangular, etc.) desuibed above. It is not immediately obvious that 
such dithers will retain the desirable properties of their analogue counterparts with 
respect to rendering total error moments independent of the system input. It is 
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ngorously proven in Chapter 6 that such dithers do indeed retain these properties, 
and empincal evidence corroborating this conclusion may be found in (161. 
The question has been posed (41, 421 as to the extent to which real-time esti- 
mation of attributes of dithaed quantizing systems proceeds in the same fashion 
as for signals with additive iid random noise processes. Readers interested in the 
similady of the two cases are referred to the treatment of this question provided 
in Appendix B. 
4.5 Summary of Stat istical Relations hips Between 
Signals 
Fig. 4.8 indicates the statistical dependences between the signals indicated in Fig. 2.1 
with and without the application of a first or higher order dither and under the 
assumption that that v and x are statistically independent processes. Signals not 
rendered independent of one another by a f i s t  order dither are not so rendered 
by the use of higher order dithers. AU entries in the charts were amived at by 
inspecting the relenut joint cf's to determine whether a particdar choice of dither 
cf would d o w  them to be written as a product3. For instance, let us consider NSD 
systems and take, by way of example, the pair of signals q and E.  Can these random 
variables ever be statisticdy independent in an NSD system? 
3We point out that w' and y are identical in NSD systems (see Fig. 2.11, as are q and E in SD 
systems, so that the corresponding entries in the charts are identid. 
NSD Systems 
a Never staüstically independent. 
Figure 4.8: Statistical dependences between signais in SD and NSD quantiz- 
. hg systems where the dither and input signals are assumed to  be statisticdy 
independent. (n refm to the order of the applied ditber.) 
SD Systems 
Setting all unwanted variables to zero and simphfjhg Eq. (3.8), we see that 
Now, since the sum of uq and u. occurs in the argument of the non-linear sinc 
fnnction, it is clear that this expression ean never be split into a product of a func- 
tion involving u, alone with one involving u, alone. Hence these random Mnables 
can never be statisticdy independent. This is obviously true for any other pair of 
random variables whose Fourier transform variables occur together in a hinction 
argument in Eq. (3.8). 
Now consider the pair of random variables E and x, and let us suppose that v 
and x are statistically independent. The proof of Theorem 4.6 demonstrates that no 
choice of dither statistics can render E and x statisticdy independent for arbitrarily 
distnbuted inputs. A similar conclusion is reached for the signal pairs (q, u) and 
(q, w ) ,  dthough it can be shown that each of these pairs of random processes can 
be rendered uncomelated by an appropriate choice of dither (see below). 
We are left with only two signal pairs which might potentially be independent. 
These are (q, x) and (v, 2). v is independent of x since we have specified that this 
is the case. Then Theorem 4.4 indicates that q and x are statistically independent 
if and only if 
i-e., if a 
erations 
Fig. 4.8. 
dither of order at 
and conducting a 
least one is used. Combining all of the above consid- 
similar analysis for SD systems allows construction of 
At the risk of belabouring the point, we observe that 
pendent of x in both SD and NSD systems X a  k t  order 
q is statisticaUy inde- 
dither is used. This is 
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especially good news in SD systems because the quantization error, q, and the total 
error of the system, E ,  are identical. In NSD systems this is not true, however, and 
the total enor is never statistically independent of the input for arbitrary input 
distributions. As we have seen, however, certain moments of the total error in an 
NSD systern can be rendered independent of the system input distribution. 
Fig. 4.9 indicates the correlation between varions signals with different orders 
of dither assuming that v and x are statistically independent. The charts were 
constrncted by explicitly difkrentiating the relevant joint cf's and inspecting the 
results for conditions on the dither cf's which would render the corresponding ran- 
dom variables nncorrelated. As an example, consider E and u in an SD system. We 
are interested in conditions under which 
From Eq. (3.7) we have 
so that 
so that 
NSD Systems SD Systems 
Uncorrelated for n 2 1. 
...... Uncorrelated for n a  2. 
O Never uncorrelated. 
Figure 4.9: Statisticai correlations between sipals in SD and NSD quantizing 
systems where the dither and input signais are assumed to be statistically 
independent. (n r d i  to the order of the applied dither.) 
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Now, if 
then Eqs. (4.52) and (4.53) both reduce to zero so that 
(The derivative of the sinc function vanishes at the origin, thereby taking care of the 
k = O case.) Thus, E and v are both uncorrelated and orthogonal. This analysis was 
repeated for alI pairs of signals that were of interest in both SD and NSD systems 
in order to generate Fig. 4.9. 
If the assumption is made that E [v] = O then this chart can be taken to indicate 
orthogonality as well as uncorrelatedness, in which case it can be used to deduce 
the variances of signals of interest. For instance, note from Fig. 2.1 that in an NSD 
sys t em 
Rom Fig. 4.9 we see that E[vq] = O if a zero mean dither of second or higher order 
is used. IR this case, using E[q2] = A2/12 we obtain 
A2 
E[E*] = E[v2] + - 
12 ' 
which is precisely Eq. (4.30). Furthermore, in such a system we can go on to mite 
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where we have noted from Fig. 4.9 that E[ze] = O for zero mean dithers of order 
n 2 1- Note that in order to substitute for E[e2], however, we requke that the 
dither be of order n 2 2. Indeed, E[E~] is not independent of the systern input 
otherwise. It should be observed that the expression obtaiaed in this manner is 
identical to Eq. (4.44). 
It tums out that this approach can be used to deduce the variance of any signal 
in an SD or NSD system in t e r m s  of the variances of x, u and q provided an 
appropriate dither is in use. 
Chapter 5 
Coloured Errors and 
Mult i-Channel Syst ems 
This chapter will consider four topics related to discrete-time dithered quantizing 
sys tems: the use of spectrdy coloured (i.e., non-white) dither signals, dither in 
systems using noise-shaping error feedback, the raw error of an SD system, and the 
efficient generation of multi-channel dither signals. 
5.1 Spectrally Shaped Dit hers 
We now proceed to apply the analysis of the last chapter to a large f a d y  of wide- 
sense stationary but spectrally-shaped (i.e., non-white) dither signalç of practical 
interest [25]. We will consider the family of dithers whose n-th sample can be 
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Figure 5.1: Schematic of a dither generator for producing s p e c t r d y  shaped 
dith ers. 
writ ten as 
where the v's are iid so that together they represent a strict-sense stationary ran- 
dom process, q.  Lt wdl be tacitly assumed that ci = O for i < O, so that v corre- 
sponds to the output of a causal non-recursive dithet  filter, G, of the form 
with I ]  as its input (see Fig. 5.1). r )  is also assumed to be statistically independent 
of the system input z, so that Y is as well. We will hereafter refer to such a dither 
as a fltered dither. 
The objective is to h d  conditions such that dithers in this particular f a d y  
will render the total error spectnun independent of the system input in a dithered 
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quantking system. That is, we require that E [ E ~ ]  and E [ E ~ Q ]  are constant so that 
the autocorrelation fnnction of the total enor is input independent. We proceed 
by hding the characteristic fiuictions reqnired in orda to use the theorems given 
in Chapter 4. 
We begin by defining the vectors 
and 
O 
>I=(... 7 9 - i , > l a , r l i , - - - ) -  
Now we write the joint pdf 
Here we have used the facts that vj is completely determined by choosing the vi's 
and that the ~ ' s  are iid so that their joint pdf splits into a product of identical 
functions which we will simply denote by p,; i.e., 
To obtain the associated cf, we now Fourier transform all  variables. The transform 
variable corresponding to Uj will be uj and that corresponding to q w~II be wi,  
where, as above, we will form real vectors u and w fkom these components for 
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not ationd convenience. 
Setting wi = O V i  and uj = O V j  # n we directly obtain the cf we require: 
Since v is strict-sense stationary, we will drop the unneeded tirne-index n and re- 
index the c's: 
t=-ag 
Also, by setting to zero d of the wi's and ail of the uj's except for u, and u,+l 
(which we relabel ul and 4, Eq. (5.2) yields 
and 
of Eqs. (5.3) and (5.4) and making the sim~lifymg assumption that 
C H U T E R  5. COLOURED ERRORS AND MULTI-CHANNEL SYSTEMS 99 
5.1.1 Filtered Dithers in NSD Systems 
We retuni to Theorem 4.8 in order to see what demands it places upon the cf's 
derived above. W e  begin with the case of the error mean (m = l), which enta& 
the requirement that 
in order that this quantity be independent of the input and given by Eq. (4.29). 
Clearly, this condition will be satisfied by the dither of Eq. (5.3) if and only if for 
each k E Zo t here exists at least one value of i such that : 
RequKing that the error variance be input independent introduces an additional 
constraint : 
From Eq. (5.3) we have 
This expression WU go to zero at the required locations if for each k E ZO either 
1. there ex is ts  an i such that 
and 
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2. there exist two distinct values of i snch that 
so that, although terms occur in Eq. (5.7) in which either one of these two 
functions alone will be differentiated, in any given term one will be undiner- 
entiated and will cause the respective tenn to vanish in the required places. 
We now proceed to address the question of what conditions ensure that a spec- 
t r d y  shaped dither will render the total error spectnun input independent. As 
usual, we approach the question by investigating correlations between mors  sep- 
arated in time; e.g., E [ E , ~  &,]. To apply Theorem 4.9 we use Ph,,+, as given by 
Eq. (5.4). We proceed by treating separately the three conditions required by the 
t heorem. 
Condition 1 (Eq. (4.36)) is satisfied for all lags L E Zo if and only ifV(kl: kz) E 2: 
and V l  E Zo there exists an i such that 
Note that if this equation holds, then Eq. (5.6) necessarily holds as wd. 
Proceeding to Condition II (Eq. (4.37)) we have: 
Al1 terms in this sum will go to zero at the required locations Vt  E Zo under the 
same condition that we found for constancy of the errer variance above; that is, we 
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reqnire Vk E Zo that either P, (&k/A)  = O and P$')(~~/A) = O for some value of 
i, or P'(cik/A) = O for any two values of i. 
Condition III (Eq. (4.38)) is symmetric with Condition II and yields the same 
conditions on the cf of 11. 
Collecting the above conditions yields the foUowing set of sficient conditions 
for the error spectrum to be constant and input independent: 
Theorem 5.1 In a n  NSD quantizing sys tem usingfiltered dither the total emor will 
Qe wide-sense stationary and independent of the systern input under  the followzng 
conditions: 
1. V ( k l ,  k2) E 2: and for each L E Zo there ezists a n  i such that  
and 
2. for each k E Zo, either there exists a value of i such that 
and 
o r  there ezist two distinct values of i such that 
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Subject to the conditions of the theorem, we have 
so that 
The conditions in the Theorem 5.1 are sdc ien t  but not necessary, with more 
complicated and general conditions probably existing. In spite of this, the condi- 
tions of this theorem are so general as to be difficult to use, but they are the form 
required for certain i )  pdf7s (see [43]). Here, let us interpret them in the common 
case where r ]  represents a strict-sense stationary mRPDF random process. 
If the v's are iid and mRPDF, then Condition 1 of Theorem 5.1 will be satisfied 
V ( k t ,  k2) E 2; if for each l E 20 there exists an i, c d  it  io7 such that of c, and 
C;o+r one is zero and the other is a non-zero integer. To see why this is, note that 
for an rl of this sort Eq. (5.8) involves 
This equation must hold if both kl # O and k2 # O since the argument of the sinc 
function will then be a non-zero integer multiple of l / A  under the above condition. 
What happens in the case where c, = O and I f 2  = O (kl # O)? Then there exists 
il = io + L such that Eq. (5.8) holds and becomes 
A similar factor exists if q,+c = O and kl = O (k2 # O). Hence for each paL 
(kl , kz) E 2: there exists, under the stated condition, an i such that Eq. (5.8) 
holds. 
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What does Condition 2 of Theorem 5.1 entai1 when q is mRPDF with rn > l? 
In such a case, we see that the existence of two distinct q's with values which are 
non-zero integers is sdicient to satisfy the requirement of Eq. (5.11). If, on the 
o t h a  hand, r )  is mRPDF with m > 2 then it is sdicient that one non-zero integral 
c; exkt to satisfy the reqnirements of both Eq. (5.9) and Eq. (5.10). For instance, 
the cf of a 2RPDF process, 
P, (u) = sinc2 (u) , 
goes to zero at u = ~ k l A ,  Vk E 20 if c; E 20, and so does its first derivative. 
We collect these conclusions into the following usefd corollary to Theorem 5.1. 
Corollary 5.1 I n  an NSD quanttzing sys tem using filtered dzther with r )  being a n  
iid mRPDF random process, the total error d l  be wide-sense stationary and in- 
dependent of the system input with a PSD given 6y Eg. (5.12) under the following 
conditions: 
1. for each L E Zo there exkits a n  i such that of y and C;+L one is zero and the 
other is a non-zero integer, 
and 
2. either I )  is mRPDF with m > 1 and there ezist  at least two distinct vahes  of 
i such that ci is a non-zero integer, o t  p is n R P D F  with nt 2 2 and there 
ezists ut least one value of i svch that ci is a non-zero integer. 
Note that the above conditions are sufficient but not necessary. On the other hand, 
Eq. (5.4) reveals that a necessary (but not sdicient) condition is that there must 
exist  at l e s t  one value of i such that is a non-zero integer. 
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Consider a system with a stationary WDF i )  signal. What sets of dither fdter 
coeincients satisfy the above conditions? Obviously, the requirements are met by 
the dither filter coefficients 
(1, -1h 
(where we have omitted the infinite sequences of zeros preceding and following the 
coefficients shown). This coefficient set is associated with a dither whose spectnim 
has a simple highpass form, as given by Eq. (5.5): 
PSDu(f 
Also , the coefficient sequences 
all satisfy the requirements. Fig. 5.2 is in agreement with this conclusion. It shows 
the output erxor spectnim fiom a system using the fourth in this list of dithers 
with a n d  system input, as welI as that error spectrum normalized by the error 
PSD as predicted by Eq. (5.12) for a properly dithered systeml. The result of the 
'Ali powr spectra shoan in t h i  chapter represent the average of 12000 256-point FFT's 
of 5OSCoverlapping tfann-windowed data generated by comput er-simulat ed quantization. O dB 
represents the PSD of a random process whose values are RPDF and iid; Le., O dB represents 
A2T/6. 
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Figure 5.2: PSD,(f) for a NSD quantking system and using a dither Hter 
"th RPDF input, t], and c o ~ c i e n t s  (0.5,-1.0,0.5,-1.0). The system was 
presented with a s tatic nuIl input (0.0 LSB). (a) Observed PSD, (b) observed 
PSD nomalized by expected PSD. 
normalization is flat, indicating that the spectrum is of the expected shape. On the 
other hmd, 
does not meet Part 1 of the condition for L = f 1. Fig. 5.3 shows the error spectrum 
from a system using this sort of dither with a n d  system input, dong with that 
spectrum norrnalized by Eq. (5.12). The results of the normalization are not flat, 
indicating that the error spectrnm is not of the sort predicted. 
As a ha1  note, we observe that in NSD systems we cannot generate arbitrary 
total error spectra by Miying the dither spectnim, since Eq. (5.12) indicates that 
an additive white noise component wiU always be present. The are many appli- 
cations where more complete control of the error spectrum is desirable, and this 
may be achieved using noise-shaping error feedback (see Section 5.2). Spectrally 
shaped dithers remain of interest in certain applications, however (see Section 5.3). 
Furthermore, they are usefil in high speed applications where it is prohibitively 
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Figure 5.3: PSD, (f) for an NSD quantking system using a dither iîfter witb 
RPDFinput, q, and coefficients {0.5,-1.0J1.0J-0.5}. The system waspresented 
with a static nuü input (0.0 LSB). (a) Observed PSD, (b) obswed  PSD 
normalized by expected PSD. 
tirne-consuming to generate nRPDF dither using n newly calculated random num- 
bers per data sample. In such cases, a single new q may be generated per sample 
and placed in a delay line to generate spectrally shaped dither of the sort described 
by Eq. (5.1). A commody used example is the simple highpass dither mentioned 
above, which may be generated using dither filter coefficients 
Such dither is SRPDF, but only one new random number is calculated per sampling 
period. 
5.1.2 Filtered Dithers in SD Systems 
Let us compare the above results for NSD systems with analogous ones for SD 
systems. We require only that Eq. (4.18) be satisfied. This is the same requirement 
as imposed by Eq. (4.36) and so leads directly to the following theorem: 
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Theorem 5.2 In  an SD quantking system using filtered dither, the totul error will 
be strict-sense stationary wiU its PSD giuen by 
if and only if for each pair (h, k2) E 2; and for each t E Zo there ezists an i such 
that 
The condition here is, of course, just the fist condition of Theorem 5.1. 
Again, conditions specifxally for nRPDF q7s can be derived. Note that the 
condition of the foUowing corollary to Theorem 5.2 is preusely the first condition 
of Corollary 5.1. 
CoroIIary 5.2 In an SD quantizing system w2ng filtered dither with r)  being an zzd 
nRPDF random process, the total error vil1 be wide-seme stationary and indepen- 
dent of the system input with a PSD giwen by Eq. (5.13) if for each L E Zo there 
ezists an i such that o f c  and q+l one is zeio and the other is a non-zero integer. 
Of course, there exist filter coefficient sequences, {ci) ,  which satidy the condi- 
tions of Corollary 5.2 without s a t i s h g  those of Corollary 5.1. That is to say that 
just because filtered dither is suitable for an SD system does not imply that it is 
suitable for an NSD system. One example is 
which is certainly not a suitable dither for an NSD system. Fig. 5.4, however, 
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O 5 10 1s 20 
Frequency [kHz 1 
Figure 5.4: PSD,( f) for an SD quantizing system using a dither filter with 
RPDF input, q, and coefncients {0.5,1). The system had a nominai sampliog 
rate of 44.1 kHz and was presented with a static n d  input. 
O 5 10 1s 20 
Frequency [kHz 1 
Figure 5.5: PSD, ( f ) for an SD quantizing system using a dither filter with 
RPDF input, r ] ,  and coefncients (0.5,1,0.5}. The system had a nominal 
sampling rate of 44.1 kHz and was presenteà with a static n d  input. 
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shows PSD.(f) as calcdated from a computer simulation of an SD system using 
this dither. It is flat as expected. On the other hand, Fig. 5.5 shows the error 
spectnim fiom a simulated SD system using a dither with fdter coefficient sequence 
This sequence does not satisfy the conditions of Corollary 5.2 and the corresponding 
error spectrum is not flat. 
In light of the fact that the total error E = q of an SD system is spectrdy flat 
irrespective of the spectral shape of the dither, the reader may wonder why one 
would ever bother using a spectrdy shaped dither, or indeed any dither other than 
simple iid (white) RPDF, in such a system. We will see in Section 5.3 that this 
rnay be desirable if the output of an SD system with noise-shaping error feedback 
will sometimes be piayed back without subtraction of the dither, in which case the 
resulting enor signal d l  be spectrdy shaped if a non-white dither is used. 
5.2 Dithered Noise-Shaping Quantking Systems 
The use of noise-shaping error feedback in quantizing systems is a powerfùl tech- 
nique which allows the total error alone to be spectrdy shaped in a fashion de- 
termined by the system designer without affecting the signal. For instance, in an 
audio system it may be preferable to shape the quantkation error such that most 
of its power resides in high fiequency bands where the human ear is relatively in- 
sensitive. (A considerable decrease in the perceived noise level is possible even in 
systems operating at commercial audio samphg rates [44, 451.) 
Fig. 5.6 shows a schematic for a dithered quantizing system with noiseshaping 
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v v ' 
Figure 5.6: Schematic of a generaked dithered quantizing system using noise- 
shaping error feedback. Shown are the shaped total error, e, of the system 
and also its raw error, 6 (discussed in Section 5.3). 
error feedback. Note that only the total error E of the quantization operation is 
fed back. The efEect of the feedback filter H ( r )  on the shaped total error, e, can be 
assessed by expressing the r-transform of the system output, ~(z), in two different 
ways [45]: 
Sub traction yidds 
where e ( r )  and E ( Z )  are the z-transforms of the signals e and E ,  respectively, and 
where H ( z )  is the transfer hinction of the noise-shaping filter. Hence, the power 
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where ~(e i '" f  T, represents the fiequency response of the noise-shaping filter, H( r ) . 
This filter dways indudes one implicit delay element which prevents the carrent 
error from being snbtracted fiom the m e n t  input. We note that PSD,(f) may 
itself be shaped, its form being determined by whether the system is NSD (see 
Eq. (4.39)) or SD ( s e  Eq. (4.20)) and whether or not v is spectrdy shaped. 
The use of noise shaping complicates the andysis of the error statistics. The 
reason for this is that z and v will not be statisticdy independent if a filtered 
dither generator of the sort shown in Fig. 5.1 is used. Consider for instance the 
case where H(z) is a simple delay element 
Using subseripts to denote the temporal order of the quantities involved, we note 
that the input sample x, contains vestiges of h - 1  arriving via the feedback path, 
and that in generd this signal is also present in v,. The theorems given above 
cannot be applied in this situation because they ail assume independence of x and 
u. Under these circumstances, Eq. (5.14) holds but we cannot be certain of the form 
or even the constancy of PSD,(f). Fortunately, the theorems can be generalized to 
hande the case at hand. 
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5.2.1 NSD Noise Shaping Systems 
We begin with NSD systems and the derivation of results analogous to Theorems 4.8 
and 4.9. Eq. (3.8) yields 
In this case we have by analogy with Theorem 4.8: 
Lemma 5.1 In a n  NSD quantizing system in which the dither, v, and systern input 
signal, x, are not necessarily statistically independent, E [ 8 ]  ig independent of the 
distribution of the input x for I = 1,2, . . . , N i f  and only if the joint characteristic 
function of the dither and the input, Pu,, (u, v ) ,  obeys the condition that 
Vk E Zo and i = O, 1 , 2 , .  . . , N - 1. 
Subject to the conditions of Lemma 5.1, E[ern] for O < m 5 N is given by Eq. (4.31), 
as before. 
The derivation of Pu,+ in terms of the w7s proceeds preusely as for the case 
where x is not involved, and we simply state the result: 
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where 
and where 
is the corresponding vector of Fourier transîonned variables. 7 is a similar vector 
with components 
By setting alI the tmwanted variables in Eq. (5.16) to zero we obtain: 
where the components of p are 
and where we will retain the t h e  indices since the relative times of q and xn must 
be taken into account. (Note that if the 7 ' s  are ail mutually independent and we 
let v, = O, then Eq. (5.17) reduces to  Eq. (5.3).) 
In order for the mean and miance  of the error to be input independent, 
Lemma 5.1 requires that: 
and 
At first glance, interpretation of these conditions in terms of Eq. (5.17) appears to 
be frastrated by the fact that we know nothing about the quantity P,,=,,. Rowever, 
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we can assume that (a) the dither filter is causal so that = O V i  < 0, and that (b) 
qi " statistically independent of the random vector (. . . , z n 1 2 ,  xn-l, 2,) for i > n, 
where we r e c d  that the dither filter, H ( z ) ,  must contain an implicit single-sample 
delay. Thus there exists exactly one value of i such that # O and for which Ti is 
statistically independent of x,. This is i = n, so that Eq. (5.17) can be written as 
the product 
where 
We condude that Eq. (5.18) holds if 
and similarly that Eq. (5.19) holds if 
The analysis of the ZD statistics proceeds in the usual fashion. We state without 
proof the obvious generalization of Theorem 4.9. 
Lemma 5.2 Consider two values, en and En+4, of the total error produced by a n  
NSD puantiting sys tem in which the dither and the input to the p a n t i z i n g  sys tem 
are not necessarily statistically independent. Let these errot  samples be separated 
in time 6y T = LT where T ts the sampling penod of the sys tem and l # O .  Denote 
hy P h  twm+t),(=n.=n+t) the  joint cf of the dithet- and input ualues, un, Un+lJ  x*, and 
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x,+l, comesponding to En and En+r, respectiuely. If and only if 
From Eq. (5.16) we have 
P(~n7~n+t)I(~n,~n+,) ( ~ 1 7  ' 2 )  = P?,(X,,+~+<) '1 > 
where 
We first consider the case where t > O. Using the same brand of reasoning that 
we used in the 1-D case, we note that there ex is ts  exactly one value of i for which 
( + )  # (0,O) and for which Q is statisticdy independent of (x,, xn+r). 
This i s  i = a + I, so that Eq. (5.25) can be written 
where only Q remains since the other coeScient is zero, and where 
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According to Eq. (5.26), Condition 1 (Eq. (5.22)) of Lemma 5.2 will be satisfied 
for e > O and k2 :? ZZo if
On the 0th- hand, if k2 = O, then Eqs. (5.22) and (5.25) yield 
where 
II p; = ç+;u1. 
Then there exists exactly one i such that Ç,-; # O and for which qi is independent 
of 2,. This is i = n. Thus the right-hand side of Eq. (5.27) splits into a product 
wbich goes to zero if 
Thus Condition I is satisfied for a3l (kl, k2) E 2: subject to this requirement. By 
symmetry, the L < O case produces identical conditions. 
Conditions II and III (Eqs. (5.23) and (5.24)) are handled by application of 
the product d e  as before. We omit the details, but it can be shown that these 
conditions are satisfied if Eqs. (5.20) and (5.21) hold. All three conditions being 
satisfied, Eq. (4.39) gives the total error spectnun in t m s  of the dither spectnim. 
W e  coIlect below the conclusions fiom the above analysis. 
Theorem 5.3 In an NSD quantinng system with arbitrary noise-shaping error  
feedback and uszng filtend dither of the f o m  d e s c d e d  6y Eq. ( S S ) ,  the total error 
will be wide-sense stationary and independent of the system input wzth a PSD gzven 
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by 
u n d e r  the following conditions: 
and 
If I )  is mWDF we reach the simple but quite restrictive conclusion that: 
Corollary 5.3 In on NSD quantiz ing s y s t e m  wi th  arbi t rary  noise-shaping error 
feedback a n d  using filtzred d i ther  w i t h  q bezng an iid mRPDF random pTocess, t he  
total e r r o r  will be wide-sense s ta t ionary  and  independent  o f  t h e  system i npu t  wzth 
a PSD g iven  by Eq (5.28) if Q is a non-zero integer and rn 2 2. 
To appreciate just how restrictive this condition really is, it should be noted 
that i t  is not satisfied by simple highpass dither formed fiom the merence of two 
successive samples of an RPDF random process. This is confirmed by Fig. 5.7 
which shows the spectrum of E fiom a noise shaper using this kind of dither and 
a one tap feedback filter with coefficient -0.5. (Of course, the PSD,( f )  will have 
the expected form given by Eq. (5.28) if and ody if PSD,( f )  has the form given by 
Eq. (5.12); i.e., the sum of the dither s p e c t m  and that of a white noise process.) 
Also shown is the spectnun normalized by the predicted spectrum of Eq. (5.12). 
Two static inputs (x = 0.0 and 0.5 LSB, respectively) were used. The normalized 
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Figure 5.7: PSD, (f) for an NSD quantking system with error feedback and 
using a dither Elter with RPDF input and coefficients (1  .O,-1 .O). A single- 
tap noise-shaping filter with co&cient - 0.5 was used. (a) Observed PSD for 
0.0 LSB input, (b) observed PSD nomalized by erpected PSD for 0.0 LSB 
input, (c) observed PSD for 0.5 LSB input, (d) observed PSD nonnaked by 
expected PSD for 0.5 LSB input. 
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spectra are not flat, indicating that the error spectra are not of the expected shape. 
Furthermore, the two spectra are diffaent, indicating that the error spectnun is 
input dependent. 
These effects deerease in size with increasing gain and complexïty of the noise- 
shaping filter, since the quantizer input then begins to resemble the sum of the 
system input with a large weakly-corrdated Ganssian noise which will act as a 
suitable dither signal. For instance, the plots in Fig. 5.8 correspond to those in 
Fig. 5.7 with the sole difference being the use of a tcoefficient noise-shaping filter 
with psychoaconstically optimized coefficients (refer to [45]). Although some varia- 
tion of the spectnim with input is probably stiU present, it is apparently negligible. 
5.2.2 SD Noise Shaping Systems 
The analysis of SD systems with noise-shaping feedbadc is next. The straightfor- 
ward generalization of Eq. (4.18), offered without proof, is 
kl k2 k1 k2 
Pwt-,.l.- ( - A ' A ' A ' A  - - - ) = O  V(k1, kz) E 2:. 
This, however, is the same condition as Eq. (5.22), and thus leads immediately to 
the following theorem: 
Theorem 5.4 In an SR 
wing filtered dither of the 
system urith arbztrary noise-shaping emor feedback and 
fonn descebed by Eq. (5.1), the total emor will be uride- 
sense stationary and independent 
P m  (f) 
of the system input with a PSD gzven by 
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Figure 5.8: PSDc(f)  for an NSD quantizing system with -or feedback and 
using a dither filter with RPDF input and coefücients (1.0,-1.0). A t tap  
FIR noiseiibaping flter with co&cients (1.33, -0.73,0.065) was used. (a) 
Observed PSD for 0.0 LSB input, (b) observed PSD nomaiized by expected 
PSD for 0.0 LSB input, (c) observed PSD for 0.5 LSB input, (d) observed 
PSD nonnalized by expected PSD for 0.5 LSB input. 
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under the follovring condition: 
Corollary 5.4 In a n  SD puantizing system with a~bi t rary  noise-shaping error feed- 
back and using filtered dither with 9 being an iid mRPDF random process, the total 
ewor  will be wide-sense stutionary and independent of the s y s t e n  input with a PSD 
given by Eq (5.30) if q is a non-zero integer and rn 2 1. 
This latter is a wealrer restriction than for NSD systems, insofar as m _> 2 îs required 
for the satisfaction of Theorem 5.3 (see Corollary 5.3). 
A practical point regarding the implementation of SD systems with noise shap- 
ing should be made. Subtraction of the dither obviously must occur when the 
signal îs replayed, beeause the point of quantking is to restrict the resolution of 
transmitted/stored data to A, and the dither signal wiIl have finer resolution than 
this. Hence, the signal transmitted or stored is not y but w' (see Fig. 5.6). The 
dither must be either transmitted/stored dong with the signal or regenerated so 
that it can be subtracted at playback, but the dither must also be subtracted from 
w' before transmission/storage in order to calculate the total error E to be fed back 
through H(z ) .  
5.2.3 Results For Special Classes of Shapers 
Although we have so far been unable to find weaker snfficient conditions than 
those given in the theosems above, which guarantee input independence of the 
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Figure 5.9: A system equivdent to that of Fig. 5.6 in the NSD case where di 
the coeiEcients of the mur-feedbbaek flter, H ( z ) ,  are integers. 
error spectrum for an arbitrary noise shaper, some interesthg results are known for 
certain special classes of shapers. Consider for instance an NSD system in which 
the feedback filter H ( z )  is FIR and its first L coefficients are a l l  zero. Then the total 
error spectrum is wide-sense stationary and given by Eq. (5.28) if the conditions of 
Theorem 5.1 are satisfied and the dither filter, G ( r ) ,  is FIR with = O for i > t .  
This ensures that zi contains no vestiges of any vj's which WU also be present in 
the current dither sample, vi, so that xi and vi will be independent. An andogous 
resdt exists for SD systems. 
A remarkable result has been obtained for one important special class of NSD 
noise shaper designs by Craven [46]. These shapers employ feedback filters, H ( z ) ,  
whose füter coefficients are all integers. Craven has showri that any such system 
produces preckely the same output as the system of Fig. 5.9, which employs no 
feedback. (The effective dither filter, 1 - H ( z ) ,  must be minimum phase for Fig. 5.9 
to be realizable; i.e., it must be invertible.) This means that for such noise shapers, 
the broad dass of shaped dithers satisfjriug only the conditions of Theorem 5.1 
rnwt produce the expected, input-independent error spectra. This is confirmed 
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Figure 5.10: PSD,(f), for an NSD quantking system witb error feedback 
and ushg a dither füter with RPDF input and co&üents (1.0,-1.0). The 
system was presented with a n d  static input (0.0 LSB) and a single-tap 
noise-shaphg flter with codcient 1.0 was useci. (a) Observecf PSD, (b) 
observed PSD nomalized by expected PSD. 
by Fig. 5.10 which shows error spectra, unnormalized and normalized, for such a 
system using the simple highpass dither which failed when a feedback filter with 
non-integer coefficients was used. 
5.3 The Raw Error of SD Systems 
Consider an SD quantizing system with noise-shaping error f e e d b d .  It would be 
nice to be able to play back the quantizer output w' without subtraction of the 
dither if, for instance, the playback system did not have facilities for subtraction. 
We will let q5 denote the raw ewor associated with the signal w', where (see Fig. 5.6) 
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Using the z-transforms of the signals involved, we obtain 
where the possible presence of a noise-shaping feedback filter, H ( i ) ,  has been as- 
sumed. 
Now if ail samples of E were in general uncorrelated with all samples of v ,  we 
could condude that the power spectrum associated with $(z )  was the sum of those 
associated with e(z) = [l - H(r)]e(z) and y(%) ,  but this is not the case. We 
anticipate that the dither signal will have to satisfy certain additional conditions 
for this to be true. If H ( r )  SE O we see that w' is just the output of an NSD system, 
so we require that the dither satis6 the conditions appropriate to such a system 
(see Theorem 5.3). If H ( z )  # 0, however, the properties of the error # are not 
apparent from the analysis conducted thus far. 
We make the following observations: 
Let us &te 
so that the i-th sample of e can be expressed as 
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We will consider the correlation between the 2-th sample of e and the j-th sample 
be denoted by E [ E ~ Y ~ ]  = B[w]. When i # j 
alt ematively, as E [QY]). Now 
of v. When i = j this quantity may 
we will denote E[E<u~] as E [ E ~ u ~ ]  (or, 
Let us consider the terms in this last snm without assuming, for now, that v 
and x are statisticdy independent. We will use Eq. (3.7) which gives, for N = 2, 
Consider f i s t  the rn = j term in Eq. (5.33), and the following reduced form of 
Eq. (5.34) where we have written P . , ,  = P,,: 
We see that 
E [ w ]  = 
- 
Thus E[Eu] = O if 
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On the other hand, if rn # j then from Eq. (5.34) we obtain 
Now 
so that E [ E ~ v ~ ]  = 0 if 
A similar analysis reveals that E [ E ~ v ~ ]  = O if
Hence if Eqs. (5.35)-(5.39) are satisfied for all t h e  lags between E,  and u2 then we 
may state that 
E [ E ~ Y ~ ] = O  V(m7j). 
In this case Eq. (5.33) indicates that 
E[%vj]=O V ( i , j ) .  
Then Eqs. (5.31) and (5.32) become 
CHAPTER 5. COLOURED ERRORS AND MULTI-CHANNEL SYSTEMS 127 
Now, if Eq. (5.29) is also satisfied, then E has a wd-defined autocorrelation 
function and 
so that 
In this case the input-independent autocorrelation function of e is: 
Comparing this with Eqs. (5.40) and (5.41), we condude subject to satisfaction of 
Eqs. (5.29), (5.35), (5.38) and (5.39) that 
so that 
Let us compare the additional requirements imposed above on an SD system 
with the reqnirement s typicdy imposed in an NSD system. Suppose t hat Eq. (5 -29) 
holds. If Eq. (5.38) and Eq. (5.39) also hold then all the conditions of Lemma 5.2 
(i.e., Eqs. (5.22)-(5.24)) are satisfied. Fnrthermore, if Eq. (5.29) holds, then it 
necessarily follows that 
If Eq. (5.35) also holds, then the conditions of Lemma 5.1 (i.e., Eqs. (5.15)) are 
satisfied for N = 2. We know, however, that al2 of these conditions are satisfied 
under the conditions of Theorem 5.3. Thus we can state the following: 
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Theorem 5.5 If the dither signa2 i n  an  SD system, possibly using noise-shapzng 
error feedback, sotisfes the conditions of Theoîem 5.3, then the raw error will be 
wide-seme stationary and independent of the system input with a PSD given by 
If we assume that v and x are statistically independent (i.e., H ( a )  r O so that 
no error feedback is present) then the conditions weaken to those imposed to yield 
Theorem 5.1, and Eq. (5.42) simplifies to yield Eq. (4.39). This is not surprising, 
since, in the absence of feedback, w' is the output of an ordinary NSD system. 
These results allow for spectral shaping of the raw error of an SD system. Say 
for instance that a highpass error spectnun is desired in a noise shaping SD system 
whether or not the dither is subtracted at playback. By nsing a simple highpass 
4RPDF dither, generated using a 2RPDF q and a dither filter with coefficients 
Theorem 5.3 will be satisfied. If a simple highpass noise-shaping feedback filter, 
H ( z )  = z-', is used, then PSD.(f) and PSD,(f) wiLl both be highpass so that 
PSD+(f) wiIl be as  well. This is confirmed by the spectra in Fig. 5.11 which are 
taken fiom a cornputer simulation of the described system. Note that a lower total 
noise power is still achieved by subtracting the dither at playback. In units of 
A2/12 the variance of e is 2 (the power gain of 1 - H ( z ) )  while that of q5 is 6 (the 
power gain of 1 - H ( z ) ,  plus the power of 2WDF dither multiplied by the power 
gain of the dither filta). It should be noted that in accordance with the conditions 
of Theorem 5.3, iRPDF noise 7 is not sufncient to eliminate spectral modulation 
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(indeed, if such dither is used in the system descxibed above and x' O, then 
4 = O). 
5.4 Multi-Channel Dither Generation 
When multiple channels of nRPDF dither are to be generated, the generation of n 
new RPDF psend*randorn values p a  channel per sample may become computa- 
tionally burdensome. It is tempting to try to reuse computed random numbers in 
diaerent charnels. For instance, Gerzon et al. [46] have proposed an efficient non- 
subtractive dither generation scheme for stereo signals which they c d  "diamond 
dither". A schematic of the proposed generator is shown in Fig. 5.12. Here rll and 
r ) ~  are iid, statisticdy independent of each other, and 1RPDF. Thus y and va are 
iid and 2RPDF, but not statistically independent of each other. In this design, 
only two new lRPDF pseudorandom numbers need to be generated each sampling 
period, as opposed to four if statisticdy independent 2RPDF dithers were to be 
generated for each channel. 
In general, interchannel sharing of random numbers for the purposes of dither 
generation will introduce interchannel correlations between error signals. This inter- 
channe1 error correlation may be undesirable in certain applications. For instance, 
such correlations may affect the spatial Mage of the noise in multi-channel audio 
signals. The remainder of this section is dedicated to the assessrnent of such corre- 
lations and to methods of eliminating them. Generalizations of the Gazon scheme 
to efficiently produce multi-channel dithers with other pdf7s will be explored. (Only 
NSD quantizing systems wiU be considered, since SD systems only require one new 
RPDF dither value per sample per charnel anyway.) 
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Figure 5.1 1: PSD,( f) and PSD+( f) for an SD quantizing system with =or 
feedback and using a dither ater with 2RPDF input and coefâcients (1, - 1 ) .  
A simple highpass noiseshaping filter H ( z )  = z-' WZG used. The system had 
a nominal s a m p h g  rate of 44.1 kHz and was presented with a static null 
input* (4 PSDe(f),  (4 PSDdf). 
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Figure 5.12: EBcien t generation scheme for stereo non-su 6 tractive dither. 
The Q 's are iid and unSonniy distributed. 
Figure 5.13: Efficient generation scheme for multi-channe1 non-su b tractive 
dither. The r);k are assurneci to be iid. 
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Fig. 5.13 illustrates a generalized multi-channel dither generation scheme. We 
denote the output of the system by the random vector 
where the superscript T denotes matrix transposition. v is assumed to be given by 
the equation 
where 
is a random vector with iid components and 
is a constant real N x M rnatrix. (It will be shown below that it is not possible to 
generate more than N uncorrelated random processes from combinations of ody 
N random processes, and thus we will assume that M >_ N.) The dither values 
obtained are 
We will assume that the vj's are each iid random processes of the easily generated 
lRPDF Mnety, and fu r thmore  that they are statisticdy independent of one 
another at any given instant in tirne. 
We are interested in correlations between total errors in different channels. The- 
orem 4.9 has thus far been applied to mors separated in t h e  in a single channel 
system, but also applies dkectly to simultaneous mors  in diaerent channels (or 
to any other pair of errors generated by identical NSD quantizers). In order to 
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use this theorem, we must first find P',, . We begin by considering the statistical 
relationship between two typical vi's, Say y and va. Now 
Performi~g the necessary Fourier transforms yields 
where u, = (u,, u,, . . . , uqM). Then, setting u, = O, we have 
By way of example, we consider the stereo dither scheme discovered by Gerzon, 
with its associated matrix 
Here we have 
the inverse Fourier transform of which is 
As illustrated in Fig. 5.14, this pdf is supported on a diamond-shaped region in the 
viv2-plane, giving rise to the denotation "diamond dither." 
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Figure 5.14: The support of the "diamond dither" joint pdf; p, ,, (y, v2).  
The interchannel dither correlation can now be calculated in the usud fashion: 
Since 11 is assumed to be iid lRPDF, it has zero mean and a variance of A2/12. In 
this case the above equation simplifies to give 
If we require that interchannel error correlations be independent of the input 
signal distribution, then we must ensure that the conditions of Theorem 4.9 are 
satisfied. We will briefly defer discussion of the requirements placed upon the 
matrix A by the conditions of this theorem, and proceed under the assumption 
that they are satisfied. In this case 
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Thus, in order to eliminate all interchamel error correlations, we require that 
E [ ~ i y i ]  = O for all i, j such that i # j. Eq. (5.44) indicates that this requirement is 
simply that the coefficient vectors 
(i-e., the row vectors of A) form a mutually orthogonal set2. Since we can only 
have N orthogonal M-vectors if M 2 N this implies that we cannot generate 
more orthogonal dither processes than we employ independent $S. While matrices 
meeting the orthogonality requirements are abundant, the additional requirement 
that the resulting dither be nRPDF for some given n complicates matters. This 
reqnires that the coefficient vectors each contain precisely n entnes equal to either 
1 or -1 and that the remaining entries be zeos. 
It turns out that if the the row vectors of A are mutually orthogonal, then the 
conditions of Theorem 4.9 wiTl be satisfied whenever the desired order of dither is 
n 2 2. In order to demonstrate this we consider a typical pair of dither values, y 
and v2, and refer to Eq. (5.43). The fmt condition of the theorem (Eq. (4.36)) is 
that 
Let us assume, for purposes of contradiction, that I ]  is RPDF and that the rows of 
A are mutudy orthogonal vectors consisting of elements a, E {O, 1, -11, but that 
the above condition does not hold. That is, there ex is ts  (kl, k2) = (k;, 15;) f (O, 0) 
such that no tenn in the given product Mnishes. Since the terms are sinc functions, 
*This is not quite the same as saying that A is an orthogonal ma*, which requires furtherrnore 
that the matrix be square and that each of its rows has unit magnitude. 
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this means that 
However, since the rows of A are mutudy orthogonal, there must exist at least 
one pair ( j l ,B)  such that Eq. (5.45) has only the trivial solution (k;, k;) = (0, O), 
which provides a contradiction. 
Again from Eq. (5.44) we have 
This expression goes to zero for al l  kl E Zo, so that the second condition of The* 
rem 4.9 (Eq. (4.37)) is satisfied, whenever r ]  is RPDF, a;j E {O, 1, -1) and n 2 2. 
In this case, the b a l  condition of the theorem (Eq. (4.38)) is similarly satisfied. 
A multi-channel dither generator may be considered optimal if it yields uncor- 
related dither values and requires the generation of just one new random number 
per sample per channel. The latter will be the case if the matrix A is square (i.e., 
N = M). We will c d  such schemes and their associated matrices (N, n)-optimal, 
where, again, N is the number of channels of dither produced and n is the order of 
the dither. We have seen that a N x N matrix A = (aij) is (N, n)-optimal if: 
1. aij € {O, 1, -1) V( i ,  j ) ,  
2. each row of the matrix contains precisely n entries of absolute value one, and 
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3. the rows of the matrix form a set of m u t u d y  orthogonal vectors. 
The following simple (N, n)-optimal matrices, the first of which corresponds to a 
stereo Udiamond dithan generator, can serve as building blocks for the construction 
of many others: 
(N, n) = (2,2) : 
(N, n) = (4,3) : 
The following rules then d o w  construction of other optimal schemes (the proofs 
are by inspection) : 
Rule 1. hterchanging two rows or two columns in a (N, n)-optimal matrix yields a 
(N, n)-op tirnal matrix. 
Rule 2. MultipIying a row or a column of a (N, n)-optimal matrix by -1 yields a 
(N, n)-optimal matrix. 
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Rule 3. If A is a (Nl,n)-optimal matrix, B is a (N2,n)-optimal matrix, and O is a 
NI x N' matrix of zeros, then the direct sum 
is a (NI + N2, n)-optimal matrix. 
Rule 4. If A = (a,) is a (NI, nl)-optimal mat* and B is a (N2, nt)-op timal matrix 
then the Kronecker or direct product (471 
For example, combining two Gerzon-type (2,2)-optimal matices of the form 
using Rule 3 yields the (4,2)-optimal matrix 
This corresponds to two Gerzon-type schemes operating independently in pardel. 
On the 0th- hand, combining the same two (2,2)-optimal matnces using Rule 4 
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we obtain the (4,4)-optimal rnatrix 
A @ A =  
This corresponds to two pairs of Gerzon-type schemes, each member of the second 
pair receiving one of its inputs fiom each member of the first pair. 
For arbitrary N and n, such optimal matrices do not generally exist. For in- 
stuice, it can be checked by trial and error that no (N, n)-optimal scheme exkts for 
(N, n) E {(3,2), (3,3), ( 5 , 2 ) ,  (5,3), (5,4), (5,5)). ki such cases, extra dither values 
c m  be generated using an optimal scheme and some then discarded. This reduces 
the computational efficiency of the scheme, but using the above d e s  a matrix with 
roughly the desired nnmber of channels and order of dither can be found. 
For most multi-channel audio applications, Gazon-type optimal generators op- 
erating independently in parallel are appropriate, since these will produce the 
2RPDF dither requked to render the first and second moments of the total er- 
ror input independent. For image processing or measmement applications, optimal 
schemes generating higher order dithers may be of interes t in order to render higher 
error moments input independent. 
Chapter 6 
Digital Dither 
Some comment is required concerning the spedal nature of requantization oper- 
ations, in which the binary wordlength of data is reduced pnor to its storage or 
transmission. This operation takes place entirely withui the digital domain, so that 
both the input and dither signals are discrete valued due to the finite wordlengths 
a d a b l e  in practical digital systems. The continuous pdf's discussed thus far are 
unattainable in a purely digital scheme so that the properties of true digital dither 
signaki require further investigation. 
The following discussion represents a theoretical complement to empirical re- 
sults presented in [l6]. It is not intended to be exhaustive, but merely to demon- 
strate that there is no great difficulty in extending the results obtained for analogue 
systems to digital ones, and to Uustrate how this may be done. 
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6.1 DigitalDither pdf's 
Consider a quantking system which applies digital dither to digital data before 
removing its L least significant bits. We will use 6 to denote the magnitude of an 
LSB of the higher-precision signal to be requantized, and 
for an LSB of the reqiiantized output. 
Let us consider the following digital dither pdf 
where &(v) represents an absolutely integrable function which serves as a "weight- 
ing" for the impulse train. pu is assumed to be normalized such that 
For instance, pu might be the pdf of a dither of order n, such as an nRPDF dither, 
in which case it is straightforward to show using Poisson's summation formula 
(Theorem A.7) that gW has the above normalization. In general, however, P,  need 
not correspond to a pdf since it need not subtend unit area. 
Taking the Fourier transform of Eq. (6.1) we find khat 
where pv(u) is the Fourier transform of &(v). Note that even if P, satisses the 
conditions of Theorem 4.8 (for some M), P, wi.ü not, due to the modulation of P,,(u) 
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by the imputse train Wl(u). Fortunately, we do not require that these conditions 
4 
be satided in a digital system, since the requirement that E[E"~x] be constant 
for dl values of the system input is not of intaest. Instead, we require only 
that the moments be constant for a sabset of dl conceivable x values, namely 
{ X ~ X  = nb, n E Z), which indudes dl values that are representable in the digital 
system. Thus we assume that the pdf of the system input can be expressed in the 
form 
where ji, is a continuous function normalized such that the integral of Eq. (6.3) is 
unity. Then 
We will make similar assumptions regarding joint pdf's of interest. Thus we will 
consider 
with 
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where ,, (ul, "2) is the twd.imensiond Fourier transform of & ,* (y, y). Sim- 
ilarly, we assume that we can write 
6.2 Digital SD Systems 
so that, hom Eq. (3.7), we have 
Thus for q and z to be statistically independent for arbitrary pz we require that 
k for d k E Z except, possibly, when - E 2. 
2L 
h this case 
= 2 sin. (u* - 9.. (- f )  g P. (uz - f )  
k-00 /--cm 
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where Eq. (6.4) has been used in the last step. Note that in the limit as 6 + O 
(i.e., as L -t oo) Eq. (6.5) become. Eq. (4.16), the condition of Theorem 4.4 for 
analogue systems. This refiects the conception of an analogue system as a digital 
system with infinite precision (Le., an infinite nnmber of bits). 
Now fkom Eq. (6.2) we see that if p' m e t s  the conditions of Theorem 4.4, i.e. 
that 
then P, wiU go to zero at the places 
= O  VkEZo,  
required by Eq. (6.5). Since Eq. (6.2) shows 
that Pv is periodic such that 
we then obtain 
P, (u,) = 5 sinc (%, - :) 
k-ce  
= [sinc * w+] (u,) . 
Thus (using Theorem A.5) 
and in this sense the total error is un i fody  distributed. 
Thus we have the following theorem: 
Theorem 6.1 For a digital SR system in which requantization LP used t o  remove 
the L Ieast significant bits of binury data,  t he  total error is statistically independent  
of M e  system input and unifomly distributed i f  a digital di ther (with the  same  
precision as the input data) is applied for whtch 
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It is worth noting that using a dither of higher precision than the input signal is 
of no benefit. For instance, a dither cf which satisfis the conditions of Theorem 6.1 
for L = 8 will also satisfy them for L = 4, but for a quantizing system in which the 
precision is iednced by only four bits there is no advantage associated with this cf 
over one which oniy satisfies the conditions for L = 4. 
By the nsnal means the aaalysis may be extended to the joint statistics of errors 
separated in t h e .  It is straightforward to show that for two such errors, ql and q2, 
so that if' 
for al1 (el, i2) E Z2 except, porribly, when ( ) E Z2 
Hence q1 and q, are statistically independent so that the total error wiU be spectrdy 
white. 
Subject to the satisfaction of the conditions of Theorem 6.1, q and x are statis- 
ticdy independent so we may immediately write down an expression for the cf of 
the systern output: 
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If, in addition, the dither is iid, then 
6.3 Digital NSD Systems 
Rom Eq. (4.27) we have 
Then from Eq. (3.8) we have 
so that 
The only way that this quantity can be independent of I'. is if we require that 
k 
for ail k E Z except, possibly, when - E 2. 
2L 
Note that in the limit as d + O (i.e., as L + 00) Eq. (6.8) becomes Eq. (4.28), the 
condition of Theorem 4.7 for analogue systems. 
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Retur-g to Eq. (6.6) and differentiating, we have 
p G y  m 6 &(*Au) dm-'P,, 
= ( )  [ ] &m-y (U - i) . (6-9) dum k=-00 +=O 
If & mets the conditions of Theorem 4.8 (for M = m), then al. terms in Eq. (6.9) 
involving the derivatives of P, go to zero at the places required by Eq. (6.8) except 
for the single (T = O) tenn involving the m-th derivative. Fortunatdy, this term 
involves the zeroth derivative of the leading sine h c t i o n ,  which goes to zero at all 
the required places. This yields the following theorem: 
Theorem 6.2 Far a digital NSD system in which requantization is vsed to remove 
the L least significant bits of binary data, E [ 8 ]  Zs independent of the input distribu- 
tion for 1 = 1,2, . . . , M ,  if a non-subtractive digital dither (with the same precision 
as the input data) is applied for which 
V k € Z o  and i=0 ,1 ,2 ,  . . . ,  M - 1 .  
This theorem is a digital counterpart of Theorem 4.8. It is interesting to note 
that no such analogue exists for Theorem 4.7 in terms of pv. 
As before, we observe that using a dither of higher precision than the input 
signal is of no benefit. For instance, a dither cf whidi satisfies the conditions of 
Eq. (6.8) with rn = 1 for L = 8 will &O satisfy them for L = 4, but for a quantizing 
system in which the precision is reduced by only four bits there is no advantage 
associated with this cf over one which only satisfies the conditions for L = 4. 
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We would like to mite d o m  expressions for the moments of the total error. If 
we choose a dither such that Eq. (6.8) 
leaving 
holds, many t m s  Mnish fkom Eq. ( W ) ,  
Now, from Eq. (6.4) we know that 
which is precisely the m-th moment of a notional random variable with pcü 
-'A * PY (e)  Wb ( b )  , [,"L ] 
although this is not, of course, the pdf of E .  
Frequently, dit hers in digit al sys t ems will be given a 2's-complement [36] repre- 
sentation and thus will exhibit a mean which diffas slightly from zero. This will 
be reflected in the appearance of a small non-zero mean error which, of course, will 
be input independent if an appropriate dither pdf has been chosen. 
To express the moments of the system output we impose the conditions of 
Theorem 6.2 upon Eq. (4.41), obtaining 
whae we have observed from Eq. (6.4) that Pz(u) is periodic with period 116 so 
that for any k E Z 
m-r na-+ (k) ~ i ~ - ~ '  (%) = (&) ptrn-.) z (0) = E[zm-']. 
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E[E'J is given by Eq. (6.10). 
6.4 Quantized Dithers 
The treatment presented above is most appropriate to dithers generated entirely 
in the digital domain using, for instance, pseuderandom number generation al- 
gorithms. In particulas, we have shown that whenever the weighting fimction fi, 
corresponds to the pdf of an analogue dither of order n (as dehed in Section 2.3), 
the associated digital dither with pdf given by Eq. (6.1) shares the beneficial prop- 
erties of its analogue counterpart . 
In the case where a digital dither signal is generated by fine quantization of 
an andogue dither signal, the details of the derivation change only slightly. The 
forms of the Theorems, however, remain the same, with Pu representing the cf of 
the analogue signal. This can be seen directly using Eq. (4.5), for the pdf of the 
digital dither will be 
with cf 
sin ( n du) 
This expression should be compared with Eq. (6.2). Note that if pu satisfies the 
conditions of the Theorems, then so will the quantity 
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6.5 Non-Stochastic Quantizers 
In some cases, stochastic quantizers may not be practical to implement. This is not 
a problem if the signals in question are continuous-valued. In this case the addition 
of dither wiU ensure that the quantizer input resides at a qnantizer-step edge with 
zero probability. On the other hand, if digital signals are in use, the probability 
that the quantizer input resides at a step edge is always greater than zero. In this 
instance it makes a considerable Werence to the quantizer output (and total error) 
whether the quantizer rounds up, down, or stochasticdy at these edges. 
We will now explore the consequences of choosing a quantizer which always 
rounds up at step edges (a simïlar argument applies to quantizers which round 
down). We note that if a (dc) virtual offset T such that O < T < 6 is introduced into 
the dither signal, the quantizer output is unaffected except that quantizer inputs 
residing at step edges are consistently rounded up. We can thus analyze digital 
dithered systems with deterministic requantizers using such a notional dc offset, 
which is a purely mathematical device without physical counterpart. Proceeding 
otherwise as we did before, Eq. (6.2) becomes 
First consider an SD system. Eq. (6.5) holds under the same assumptions as 
before; i.e., that 
In this case we obtain 
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This equation is not quite right. It is ofEset by T because the dither subtracted after 
quantization contained the virtual offset. Removing this offset yields the correct 
expression: 
IR other words, the input 
each other under the same 
one would expect. 
Now consider an NSD 
becomes 
and quantization error are statistically independent of 
conditions as before and the error pdf is precisely what 
system with virtually offset digital dither. Eq. (6.9) 
so that Theorem 6.2 holds precisely as before. Eq. (6.10) holds if the offset dither 
pdf is nsed in the calculations since, in this case, no dither subtraction takes place 
to introduce spurious offsets. 
Chapter 7 
Conclusions 
7.1 S D  and NSD Quantizing Systems 
W e  will take this final opportunity to summarize the principal differences between 
SD and NSD systems. 
First, the dither signal must be a d a b l e  for subtraction at playback in SD 
systems, and so either the dither sequence or information sufncient to reconstruct 
it must be stored or transmitted with the signal. That NSD systems do not reqnire 
this added information at playbadc is th& primary advantage over SD systems. 
On the other hand, SD systems can render the total error signal statisticdy 
independent of the input signal as well as rendering error samples separated in t h e  
statisticdy independent of one another. This ensures that the power spectrum of 
the total error is independent of the system input, and that it is spectrally flat 
(white) even if the dither signal is not. A dither capable of doing aU this is simple 
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iid RPDF dither. The total error variance in SD systems is dways A2/12. 
NSD systems, on the other hand, cannot render the total error statistically 
independent of the input, but can only render s p e d e d  moments of the error input 
indep endent. Fùrthermore, dit hers of successively higher order are required for 
each moment to be so rendered. For instance, to make the mean and variance 
of the total error independent of the input, a second-order dither is required- 
Say 2RPDF (TPDF) dither with twice the variance of simple RPDF dither. The 
increased dither variance is reflected in increased total error variance, which is 
A2/4 for 2WDF dither, and it has been shown (see Theorem 4.11) that this is 
the lowest possible total error variance achievable if the fmst two error moments 
are to be successfidly rendered input independent. Note that the resulting error 
variance is three times as great as that of an SD system, which renders the m o r  
statisticdy independent of the system input, thereby ensnring the constancy of 
al1 the error moments. This difference in the resdting total enor variance is the 
principal advantage of SD systems over NSD systems. 
Another dinerence between the two types of systems is that in an SD system the 
total error spectrnm is flat irrespective of the dither spectrum, whereas spectrally 
shaped non-snbtractive dither will result in a non-flat error spectrum which, if the 
system is properly dithered, will be the sum of the dither spectnun and a white 
"quantization noise" component . Some interest has been expressed in t ailoring the 
shape of the dither to result in total error spectra which are perceptually quieter 
t han flat spectra. Unfortunately the aforementioned white component is unaEected 
by altering the dither spectrnm. Thus, for such purposes, it is usually preferable 
to use noise-shaping error feedback, which can shape the entire error spectnim 
as desired. Conditions have been given above (see Section 5.2) which WU ensure 
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that the resulting enor spectrum is of a fixed predictable foim. Spectrally shaped 
dithers may still be of interest in high-speed applications, however, since non-white 
dithers of any order can be generated using only one new pseudo-random number 
per input sample. 
It has been shown that if the quantizer output fkom an SD system, with or 
without noise-shaping error feedback, is to be replayed without subtraction of the 
dither signal, then, to avoid input-dependent spectral modulation of the error, 
the dither used ahould satis6 the conditions necessary to ensure absence of error 
spectral modulation in an NSD system. 
7.2 Audio Applications 
Much of the present investigation was originally motivated by questions which arose 
in audio signal processing. Some comments regarding such applications seems ap- 
propriate. 
For audio signal processing purposes, there seems to be little point in rendering 
any moments of the total error other than the first and second independent of the 
input. Variations in higher moments are believed to be inaudible and this has been 
corroborated by a large number of psycho-acoustic tests conducted by the authors 
and others [13, 211. These tests involved listening to a large variety of signals (sinu- 
soids, sinusoidal chirps, slow ramps, varions periodically switched inputs, piano and 
orchestral music, etc.) which had been reqnantized very coarsely (to 8 bits from 
16) in order to render the requantization error essentidy independent of low-level 
non-linearities in the digital-to-analogue conversion system t hrough which the lis- 
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tening took place. ln addition, the corresponding total error signals (output minus 
input) were used in listening tests in order to check for any audible dependences 
on the input. Using undithered quantizas resulted in dearly audible distortion 
and noise modulation in the output and error signals. A subtractively dithered 
quantizing system using iid lRPDF dither was found to eliminate all audible input 
dependences in the error signal, which was confirmed to be audibiy equivalent to 
a steady white noise. A non-snbtractively dithered quantizing system using the 
same dither eliminated all distortion, but the residud noise level was found to Vary 
audibly in an in~ut-dependent fashion. When 2RPDF dither was employed, no 
instance was found in which the error was audibly distinguishable from a steady 
white noise entirely unrelated with the input, although the level of this noise was, of 
course, somewhat higher than that obsemed in the subtractively-dithered system. 
Admittedly, these tests were informal, and there temains a need for formal psycho- 
acoustic tests of this sort involving many participants under carefully controlled 
conditions. 
The use of of non-subtractive, iid 2RPDF dither is recommended for most audio 
applications requiring mdti-bit quantization or requantization operations, since 
this type of dither renders the power spectrum of the total error independent of 
the input, while incuming the minimum increase in error variance. This kind of 
dither is easy to produce for digital requantization purposes by simply summing 
two independent lRPDF pseudwandom processes, which may be rapidly generated 
using h e a r  congniential aigorithms [48, 211. The resulting digital dither can be 
used to feed a digital-to-analogue converter for analogue dithering applications. 
Important extensions of the work reported herein would include the analysis of 
systems of interest incorporating non-linearities other than infinite, d o r m  quan- 
CHAPTER 7. CONCLUSIONS 156 
tizers. In partidar, a cornplete statistical description of non-linear systems with 
feedback, such as sigma-delt a convert ers, await s development . 
In dosing, it is proposed that appropriate dithering pnor to (re)qnantization 
is as fitting as appropriate anti-alias filtering pnor to sampling-both serve to 
eliminate classes of signal-dependent errors. 
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Appendix A 
Generalized Funct ions 
This appendix provides a brief outhe  of the theory of tempered generalized fimc- 
t ions,  also known as tempered distributions. Few results will be proven in detail, 
but appropriate references will be given and some theoreticd issues arising in the 
body of the thesis will be resolved. It will be assumed that the reader is familiar 
with the LI Fourier transfo= as defined by Eq. (2.1). 
Definition A.1 A fvnction 4 E C*(Rn) i s  said to be a rapidly decreasing test 
function if 
for al1 pairs of multi-indices a, p. The vector space of such functions i s  denoted b y 
This space contains, for instance, Gaussians and even funetions compactly sup- 
ported on any given interval such as $(oz + b) where a, b E R and 
el/($-'), 131 c 1, mw = { 
0, otherwise. 
Theorem A.1 S is stable under the following operationsr d$fetentiation, multi- 
plication by polynomials, a f i e  transfomations and the (LI) Fourier transfom. 
Proof: The assertion is that each of the indicated operations maps S into S. This 
is obvious from the definition of a rapidly decreasing test function in each case 
except for the last, which we prove for R' (the extension to Rn is straightforward). 
We wish to show that if q5 E S then its Li Fourier transform # E S;  Le., that 
J ( t )  = tN&k)( t )  is bouded for any given integers N, k > O. Now, 6 is the (LI) 
Fourier transform [49] of 
Each term in this sum is a rapidly decreasing test fnnction and thus so is $(x). 
Thus $(z) is absolutely integrable and 
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Definition A.2 A linearfunctional u : S -t R is called a tempered generalized 
function or tempered distribution i f  then ezlst o real nurnber C 2 O and a 
nonnegative integer N such that 
I(ud)l r c C SUPIPI 
I4<N 
for dl 4 E S .  The generalized function is then said to be of order N .  The vector 
space of tempeted generalized finctions is denoted by S'. 
Inequalities of this sort are known as semi-nom estimates [50]. The use of the 
inner product notation (u, +) to denote the operation of the functional u on the test 
fnnction 4 is conventional. We will now show how this operation in fact corresponds 
to the formation of an inner product in the usual sense in many cases of interest. 
The generalized fùnctions appearing in this thesis are all of order N = O. An 
example of such is the so-cded Dirac delta function, 6, defined by 
This is a special case of the general result that any finite Borel measure p determines 
a generalized fùnction of order zero by 
(The converse is also true; see [50] .) Another example is the tempered distribution 
associated with an ordinary locally integrable function, f ,  of polynomid growth, 
which is determined by 
Since 4 can be chosen with support on any given interval, this determination is 
unique up to an equivalence class of functions equal aImost everywhere (i.e., difer- 
ing only on a set of measure zero). 
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Theorem A.2 The following operatioras on ternpered distributions u, v E S' pro- 
tempered distributions: 
(u", 4) = (- l)IPl(u, for multi-indices a; 
L 
(A'u,#) = , det A, ( u ~  +(A%)), for a real non-singular n x n matriz A; 
(gu, 4)  = ((21, g$), g E C*(Rn) and of polynornial growth. 
Furthemore, when u and v correspond to ordinary functions, the results of these 
operations are consistent with those for ordinary functions. 
The proofs are straightforward [50, 511. As an example we prove Part (v). u is a 
tempered distribution and q5(x + a )  E S, so u(z - a) has a finite semi-nom estimate 
and is a tempered distribution. If u corresponds to an ordinary function f then 
which is the definition of the generalized funetion associated with f (x - a). 
Wnting u(z - a) is an abuse of notation, although the meaning shodd be clear. 
Some authors also denote the composition of a distribution with a coordinate trans- 
formation by u(Ax) instead of A'u. 
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As an application of Theorem A.2, consider the generalized hinction associated 
with the Heaviside s tep function 
1, x > O, 
0, otherwise. 
To compute its derivative we &te 
w (w), 4) = -(H, p) = - 1 &)(x)dz = d(0) = (6,9) , V4 E S. 
Arbitrary products of distributions are not defined. Theorem A.S(vi) shows how 
one can straightforwardly define a product when one distribution corresponds to 
an infinitely differentiable function of polynomial growth. The problern is that S 
is not stable under products with arbitrary functions, although some special cases 
can be handled. Particulady usefd is the following [52]: 
Definition A.3 If g is a continuous fvnction in some neighbourhood of the origin, 
then 
96 = g(0)6. 
A product of generalized functions which is always well-defined is the s-called 
tensor product of two distributions in distinct spaces: 
Theorem A.3 Suppose ihat u E S'(Rn) and 3 E S'(Rm). Then there is a unique 
element of S(Rm+") called the tensor product of u and v ,  uritten u 8 v, such that 
For a proof, see [50]. We will freely abuse notation and write down such tensor 
products as 
a(=, Y) = W~(Y). 
Partial derivatives are dehed in the obvious fashion. The tensor product of count- 
able distributions is dehabie in the same manner. 
We now introdnce the Fourier transform of a tempered generalized function. 
Definition A.4 The (forward) Fourier t r a n s f o m  Û and inverse Fourier transfown 
6 of a tempered distribution are defined by 
( C i 4  = (d) 
(V) = (d), 
where 4 and 6 are the ordinary (LI) forward and inverse Fourier transfonns,  re- 
spectiuely, of test fvnctions 4 E S. 
Note that û and ü are tempered distributions since S is stable under Fourier trans- 
forms . 
The following identities hold. 
Theorem A.4 Let u, v and the constants be the same as in Theorern A.2 and let 
- 
A denote the t~aarrspose o f A .  Then  
(i) Û(x) = 8(-2); 
(ii) [u +.ln = û + 6;  
(G) [cil]̂  = cû; 
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(viii) [A'uIn = 1 A-' '6; 1 det Al 
Furthemore, where u and v correspond to ordinary finctions, the results of these 
operations are consistent =.th those for ordinary fundions. 
Again the proofs are not diflicult (see, for instance, [51]). As an example we will 
prove Part (vi) : 
Note that Part (i) of the theorem can be used to rewrite each of the subsequent 
parts in terms of inverse Fourier transforms. Furthesmore we observe that the 
Fourier transform of a distribution is unique since the Fourier transform operation 
has an inverse; i.e., the Fourier transform is a bijective mapping between S' and S. 
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As a simple example, consider the Fourier transform of the Dirac delta: 
(a ,# )= (~ ,4 )=4(0 )= (1 ,4 ) ,  V4ES. 
Thns % = 1. 
Now let us consider a more complicated example: the Fourier transform of the 
tempered generalized function 
W e  should first check that this is in fact a tempered i Jistribution, for whic 
requke the fouowing: 
Definition A.5 Consider a sequence 1%) c S' and IL E S. We Say that IL, 
converges to u, mitten un -t TL, if 
for each # E S. 
We can show that the partial sums 
converge as n -t oo and that the limit is in SI. In fact, this is trivial since 4 ( x )  
decreases faster than any power of 12). (How we index the summands is also clearly 
irrelevant.) Now we can state the following important theorem [51, 531: 
Theorem A.5 If 
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then 
Proof:[Outhe.] WA is a periodic generalized function; i.e., WA(z + A) = WA(x). 
Using Theorem A.l(vi) we observe that 
(e-jznAt - 1) vanishes at t = k / A ,  Vk E 2. We consider only the origin, k = 0, 
since the situation for 0th- values of k is similar. (e-j2"At - 1) is O(t )  at the ongin 
and it can be shown (511 that tu(t) = O if and only if u = C6 for some C E R. 
Thus 
Now WA is itself a surn of delta functions, so by the same brand of reasoning WA 
is periodic with period 1/A; Le., we can mite 
which ixnplies that wa (t  + i) = WA (t ) . Thus 
for some real constant C. Then Theorems 
WA = WAa- 
A.4(viii) and (ix) give 
whence C2 = 1/A2. FinaUy we observe that d(z) = ëd = d(z) E S is everywhere 
greater than zero, so C = 1/1A1. 
Definition A.6 W h e n  û comesponds t o  an o n i i n a v  finction continuovs in some 
neighbourhood of  the oRgin, we may d e f i e  the definite integral of u by 
Thus we obtain, for instance, the intuitively satisfying results that j b(z)dz = 1 
but that J Wa(x)& is undefined. 
A popdar operation on generalized hct ions  which requires some care is that 
of convolution. We introduce the notion of a compactly supported generalized 
fimetion: 
Definition A.7 A distribution u is said t o  have compact support support(u) 5 
[a, b] if (u, 4) = O for al1 test jùnctions whose support lies outside [a, b].  The vector 
space of compactly suppo+ted distributions is denoted by Er.  
The following elegant and usefd theorem may be found in [50]: 
Theorem A.6 Suppose that u E S'(Rn) and v E &'(Rn). Then 
is a n  elernent of S'(Rn), called the convohtion of u &th v ,  and f & r t h e r m o ~ e  
Since v E &'(Rn) it turns out that û corresponds to an ordinary function of polyno- 
mial growth in CO1(Rn). Thus the product UV is well-dehed by Theorem A.2(vi). 
Unfortunately this result is not quite as general as we might like it to be. That 
one of the distributions must be compactly supported is a severe restriction, and 
one which is not dways warranted. Of partidar interest are convolutions involving 
WA. We will prove sorne usefnl results concerning such convolutions, but &st we 
require the following notions Erom the Fourier theory of ordinary hinctions. 
Definition A.8 For a gzven function f we Say thd f E 
Definition A.9 A findion f is said to have bounded 
is bounded above for al1 ordered finite sequences xo < zl < . . . < x, in R. 
Any function displaying only a finite number of finite discontinuities in any closed 
interval w;U have bounded variation. 
Definition A.10 A function f is said to be normalized i f  for each x E R 
Theorem A.7 (Poisson's Summation Formula) Suppose f E L1(R), is of bounded 
vatiation and nomalized. Then 
Thus the sum 
converges absolutely aknost everywhere and defines an absolutely int egrable h c -  
tion g(z) on [O, 11. g(x)  is normalized and of bounded variation so that it can  be 
expanded in a Fourier series [54]: 
Ln particular, this can be evaluated at x = O. 
O 
Poisson 's summation formula easily generalizes using Theorem A. C(viii) t O give 
The formula may also be turned around to give the following: 
Lemma A.1 Suppose f E L l ( R )  is of bounded variation and nomalized. Then 
Proof: f(z)e-j2*= is in L l ( R ) ,  of bounded variation and normalized for any given 
x E R. 
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Theorern A.8 If f E L1(R) is  of bounded vatiation and nonnalized then 
I*W 
is a tempered distribution. 
Proof: By Definition A.5 we need only show that the sequence of partial s u m s  
converges as n -t a> and that the limit is a tempered distribution. The function f 
satisfies Lemma A.1 and thus 
C f(k).-'2"k = C f(2 - k). 
Thus the sequence of partial s u m s  converges for aknost everywhere, thereby defining 
a locally integrable periodic function g = P* wi which, in tum, defines a tempered 
dis tribution. 
Note that the Lemma provides an alternative means of calculating the convolu- 
tion. 
Finally we can introduce the following novei definition of a product of general- 
ized functions: 
Definition A.11 If f E LI(R) is of bounded variation and nomalized we define 
the pcoduct 
fwl = [ j * w,]: 
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This definition has the trivial generalization 
Note that f need not be continnous at multiples of A. 
As an example, consider Eq. (3.2). f (w') = ADA (w' - w) is absolutely in- 
tegrable, normatized and of boanded variation so that its product with WA is 
wd-defined in the above sense. Its Fourier transform is 
-j2*Anu,r + ,-j2nA(n+l)uwf 2n + 1 ) ,  w = -  
2 
A , n  E 2, 
,- j2rA [ ~ + f  J 
7 otherwise, 
so that 
which is the expected output cpdf for a stochastic quantizer. 
Eqs. (3.4) and (3.5) caa be handled in the same fashion since 
is the Fourier transform of 
f (w') = En (w t )  * pw, , ,  (w', v, z) 2 Zxuw w' 
= II* (wf - v - x ) p ,  (v, x) 2'-(=+4 
which is an LI fùnction of w'. Thus the convolution of Eq. (3.5) and the product 
of Eq. (3.4) are well-defined by Theorem A.8. 
Appendix B 
Time Averages and NSD 
Quantizers 
It was shown in Section 4.4 that proper non-subtractive dither can render any 
desired moments of the total error independent of the system input. Furthemore, 
it can render errors which are separated in time uncorrelated, so that the spectrum 
of the total error is white. 
It has been correctly obsenred by Lagadec [41, 421 that moments and joint 
moments are quantities which cannot be absohtely determined by empirical means. 
In real tirne, they must be estimated from a finite series of signal dues. It is not 
immediately obvions that such estimation will proceed similarly for, on the one 
hand, the total error signal &om a dithered quantization operation, and on the ot her 
hand, an independent reference random process. It is the airn of this appendix to 
elucidate the question of practical estimation of statistical moments, and to show 
that for purposes of such estimation no significant distinction exists between iid 
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Figure B.l: Sdematic of a non-subtractively dithered quantizing systern. 
I I 
noise and the total error produced in a properly dithered quantization operation. 
In particular, we will d a y  concems raised in [41] regarding the convergence of 
variance estimates in dithered quantizing systems and demonstrate that with regard 
to moment estimation there is no practical distinction between the total error of a 
properly dithered quantizing system and an independent iid ref'erence process. Our 
discussion will be restricted to NSD systems since in SD systems the total error is 
precisely an iid random noise. These investigations have been previously presented 
by the author in [24]. 
input 
X + w = x + v  





For reference, Fig. B.l indicates the signals present within an NSD system. Say 
that, given access to samples of the total error signal, r ,  one wishes to calculate its 
I I 
I r output 
v rn 
I 1 y = X + &  
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variance. It is reasonable to hope that a rough estimate of this quantity might be 
obtained by squaring a set of the sample values (say, N of them) and averaging the 
results: 
One would intuitively exped the accuracy of the resnlt to be better for large N 
than for s m d ,  
Let us proceed with this approach for a system using RPDF dither with a static 
(dc) system input signal of the fom:  
where A denotes one LSB of the system (after quantization) and where a is a 
constant such that -112 < a < +1/2. We will estimate the total error variance 
and see how the value we obtain changes with N. Fig. B.2 shows results for twenty 
trials using different, randomly chosen values of a. The c w e s  were produced by 
eduat ing  Eq. (BA) at values of N equal to successive powers of two. For s m d  
values of N ,  the estimates exhibit a broad range of values which sometimes fluctuate 
wildly as N increases. For N > 8 the fluctuations die down and all of the estimates 
lie roughly in the range fkom O to A2/4, but they show no sign of converging to a 
single value. (We will see that the reason for this is that the total error variance for 
an RPDF dithered quantizing system depends upon the value of the static system 
input d u e  a&.) 
Now we will try the same experiment with 2RPDF (i.e., TPDF) dither (which 
is the sort of dither recommended for use in many applications including audio [23, 
1 ,  16, 8 ) .  Fig B.3 shows the results for twenty trials. This t h e ,  after initial 
fluctuations, the variance estimates appear to converge to a value of roughly A2/4. 
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Figure B.2: 
I I I I Y Y * 
1 2 4 8 16 32 64 128 256 512 
Number of Samples, N 
Total error m * m c e  estimates as a function of the number of 
sampfes averaged in an RPDF dithered quantizing system. T w a t y  trials are 
shom for a system with randomly chosen static input signais of Ievel between 
-0.5 and +0.5 LSB. 
Figure B.3: 
1 2 4 8 16 32 64 1 2 8 2 5 6 5 1 2  
Number of Samples, N 
Total error variance estimates as a function of the number of - - 
samples averaged in an 2RPDF ditherd quantizing system. Twenty trials 
are shown for a system wïth randomly chosen static input signais of fevel 
between -0.5 and +0.5 LSB. 




Sample Nurnber, i 
Figure B. 4: Periodic bipolar ramp signai (a = 0.2). 
The obsenred results can vary with the choice of system input signal. For 
instance, let us hy the above experiments with a system input of the form: 
where the "floorn operator [ J returns the greatest integer less than or equal to its 
argument. The above function is a repeated bipolar rarnp of period L samples, 
amplitude 1 LSB, and starting at a value a, as illustrated in Fig. B.4 (a similar 
test b c t i o n  was used in [41]). Fig. B.5 shows resdts for twenty trials using an 
input ramp signal of period L = 400 samples starting at randomly chosen values of 
a lying between -1/2 and +1/2. In obtaining this figure RPDF dither was used, 
while Fig. B.6 shows results of the same experiment using 2RPDF dither. With 
this choice of input signal, both sets of estimates appear to converge to particular 
values (of roughly A2/6 and A2/4 res~ectively), but the 2RPDF c w e s  do so more 
rapidly with increasing N. 
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1 2 4 8 16 32 64 128 256 512 
Number of Samples, N 
Figure B.5: Total error variance estimates as a function of the number of 
samples averaged in an RPDF dithered quantizing system. Twenty tri* are 
shown for a system with a repeated ramp input signal with period L = 400 
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0.3 - z > 0.2 
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1 2 4 8 16 32 64 128 256 512 
Nurnber of Samples, N 
Figure B.6: Total enor estimates as a function of t h  number of 
samples averaged in an 2RPDF dithered quantking system. Twenty tri& 
are shown for a system with a repeated ramp input signal with period L = 400 
samples and randomly chosen starting d u e s  a. 
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1 2 4 8 16 32 64 128 256 5-12 
Nurnber of Sarnples, N 
Figure 8.7: Total error m ' a a c e  es tkates  as a function of the number of 
samples averaged for an iid 3RPDF random noise process. Twenty triais are 
shown. 
It is of interest to compare these cunres to similar ones for a randorn noise pro- 
cess which is not assouated with quantization, and whose samples are statistically 
independent of one another. Fig. B.7 shows the results of twenty trials at es timating 
the variance of such a process with a piecewise-parabolic pdf (3RPDF or PPDF).' 
The curves appear to converge to a value of roughly A2/4 and the convergence is 
qualitatively similar to that shown in Fig. B .6. 
What should we condude from these results? Obviously, estimates of the to- 
tal error variance in dithered systems converge differently given different dither or 
input signals. In particular, Figs. B.2 and B.5 M e r  markedly in appearance, al- 
though in each case RPDF dither was used. Figs. B.3 and B.6 are more comparable 
lThe reason for this choice of pàf wil i  be darified in Section B.4.3, aithough the qualitative 
appearance of Fig. B.7 would be similar for any independent stationasy randorn process regardes 
of its distribution. 
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in their broad features, but how comparable are they to the cuves for the inde- 
pendent noise process of Fig. B.7? What are the audible consequences, if any, of 
the differences? Appropriate di tha is supposed to eliminate audible relationships 
between the system input and the total =or. IR view of the results obtained above, 
can we say that the dither is d~ing  its job properly? 
The remainder of this appendix attempts to demonstrate that, subject to the 
choice of an appropriate dither signal, estimates of statistical quantities such as the 
total error variance converge in a fashion which is not significantly different from 
the convergence of such estimates for an independent stationary random noise, 
hence answering the estimation questions raised by Lagadec in [41]. On  the other 
hand, for instance, the use of RPDF dither does not render the total error variance 
independent of the system input, so that estimates of this quantity are input de- 
pendent. This is obsenred in Fig. B.2 and in [41], which investigated only RPDF 
dithered systems [42]. 2RPDF dither, on the other hand, eliminates all such noise 
modulation (i.e., fluctuations in the error variance), yielding a constant nriance of 
A2/4. Under such conditions, estimates of the total error variance always converge 
to this value in a wd-behaved fashion, as observed, for example, in Fig. B.3. 
B.2 Time Averages 
In addition to ensemble averages represented by expectation values, we can define, 
for any stochastic process, tirne auerages of the form 
1 N-1 
(f) 2 - C f(zi), N+= N ,* 
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where we have assumed a discrete tirne variable t 2 O. (Recd  that x; = x((, t;), 
a random variable; see Section 2.1.) Although (f) is not time dependent, it is still 
dependent on C and is hence, in general, a random variable. 
For many important stochastic processes, however, (f) tums out (in the 1Lnit) 
to be independent of ( so that it is jnst a number. In ~articnlar, processes for which 
is a numerical constant, independent of C and t, for any function f of the random 
variable, are said to be ergodic. The precise conditions for ergodicity are discussed . 
in, for instance, [32]. The essence of one s&cient condition is that 
each sample function z(6, t) displays, somewhere in the interval O 5 t < 00, 
aIl the same statistical behaviour as every other sample function (a condition 
which is assumed to be satisfied in practice), and 
the stochastic process z is stationary in the stn'ct sense. 
If the relation E [ f ]  (t) = (f) holds only for some particdar f ,  then the stochastic 
process is said to be ergodic in f .  The conditions for thïs to be true depend on the 
choice off  and will generdy be weaker than the conditions for general ergodicity. 
Such conditions ensure not ody  that the mean of finite (N-term) t h e  averages, 
considered as random variables, tends to the required expectation value as N + oo, 
but &O that th& variance tends to zero. 
We will sometimes h d  it usefirl to denote the k-th moment of a stochastic 
process which is ergodic in xk as r n k .  Hence, for processes whose k-th moment is 
constant with respect to t h e ,  we will write that 
mi = B [ X ~ ]  = (zk) .  
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B.3 Estimators 
In monitoring the statis tical properties of a stochastic process, no real-time syst em 
(e.g., the human ear) can rely on ei tha ensemble or infinite time averages. The 
pdf of the process at a given time is not usually known a pn'ori, so expectation 
values cannot be computed, and an infinitude of samples is not available for time 
averaging (neither wodd one want to wait forever to get the resdt). In practice, 
statistical quantities such as moments must be approximated nsing some practical 
the-limited algorithm. For instance, we might reasonably hope to arrive at an 
approximate value, mk, of the k-th moment of the stochastic process x by using 
Eq. (B.3) tmca ted  at the N-th term to give the foIlowing formula: 
We Say that the d e  assigning a vahe to mk is an estirnator for mk, and that me 
is an es t imate  thereof. 
Eq. (B.4) represents Eq. (B.1) generalized to estimate an arbitrary (k-th) m e  
ment and recast in the padance of random variables. That is, the terms in Eq. (BA) 
were simple numbers, whereas those in Eq. (B.4) are random variables whose sta- 
tisticd properties are desu-ibed by associated pdf's. It thus captures the properties 
of not just a single trial estimation, but of such estimations in general. 
Observe that Eq. (B.4) asurnes that the moment to be estimated, ~ [ x ~ ] ( t ) ,  is at 
l e s t  roughly constant for O 5 i N - 1, otherwise the estimate will not represent 
a meaninghil quanti@ AIso note that, due to the finite number of terms in the 
s r n a t i o n ,  the estimate hk is itself a random variable even if the stochastic process 
in question is ergodic in rnk (i-e., in practice the estimate depends on the sample 
h c t i o n  obtained). The statistical behaviour of this random variable is obviously 
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of considerable practical interest, and depends on the choice of estimator. 
One desirable property in an estimator is that i t  yield, on average, the correct 
result. In particnlar, it would be nice if 
Such an estimator is said to be unbiued. We can easily see whether or not the 
estimator Eq. (B.4) has this property by using the linearity of the expectation 
value operat or: 
If E [ X : ]  is not a constant for O 5 i 5 N - 1 then Eq. (B.5) cannot be further 
simplified. On the other hand, if the process is ergodic in mt (or if, at  least, the 
m k  is constant over the time interval of the estimation), then 
so that fik is unbiased. 
An estimator may be unbiased, but yield wddly flnctuating results with succes- 
sive trials. A common measure of the consistency of an estimator is its mean-square 
error (MSE): 
MSE[Gk] E [(mc - rn,)']. 
Note that this is only a meaninghil quantity if the process is ergodic in m k .  
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What is the MSE of  in^ as defined by Eq. (B.4)? Assuming that r n k  = E[x:] is 
a constant for O 5 i 5 N -  1, then 
Now zf and x; (i f j) are said to be uncorrelated if 
If this is the case for i and J' between O and N - 1 where i # j ,  then Eq. (B.7) 
reduces to 
E [ x ~ ~ ]  = m z k  
is a numaical constant independent of tirne for O 5 i 5 N - 1, then 
1 
MSE[&k] = y [m,, - mi] . (B.9) 
Eqs. (B.7), (B.8), and (B.9) are of crucial importance for the treatment of 
moment estimation in dithered systems which is to foIlow. A noteworthy feature of 
each is the nature of its dependence npon N, which afFects the relationship between 
the accuracy of an estimate and the nurnber of data points used to produce it. 
We wiU refer to the function MSE[mk](N) as the convergence curve for hk. In 
particda, Eq. (B.9) implies that, for any process which is strict-sense stationary, 
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the convergence cume decreases as 1/N with increasing N. It is to this convergence 
behaviour that we must compare the convergence of moment estimates io dithered 
quantking systems. 
Let us then proceed to apply an estimator in the form of Eq. (B.4) to the total 
error process of a dithered quantizing system. We wiU seek to determine whether 
or not the resultant estimate converges and, if so, to what and how rapidly, for 
systems using different types of dither. Any conclusions will be compared to an 
independent s t ationary s tochas tic process. 
B.4 Moment Estimation In Dithered Systems 
Each signal present in a quantizing system can be considered as a stochastic process, 
but we wiU limit our discussion primarily to the statisticd properties of v and E.  
(We will henceforth drop fiom Ei  the subscript i, associating it with t h e  ti, unless 
it is spedically requked.) 
It has been shown (see Eq. (4.48)) that the conditional pdf of E is 
where pu is the pdf of the dither. Note that this function is periodic with period 
A Eq. (B.10) shows that the conditional pdf of E is functiondy dependent on x 
regardless of the choice of p,, so that as z varies with tirne so do the statistical 
properties of 8. This is a refiection of the fact that, in an NSD system, E can never 
be made a stationary random process independent of the system input. 
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We wil l  h d  opportunity to use the following input-averaged total ewor  pdf. 
In the most general case, all of the moments of E will be tirne varying, so that 
estimates of them wïU be at best approxhate and at worst meaningless. Theo- 
rem 4.7 indicates however, that asing iid nRPDF non-subtractive dither renders 
the first n moments of the total error independent of the system input, and results, 
for n 2 2, in a total error power of (n + 1) A2/12. The moments of the total error 
are then given, for 1 < k 5 n, by Eq. (4.31). Of particdar usefihess are the 
expressions for k = 1 and k = 2: 
(B.11) 
(B. 12) 
Furthermore, Eq. (4.35) shows that such dither will render 
(i.e., it will render E: and 4 uncorrelated) for positive integers Ic ,  L < n and i # j .  
These properties will prove suffiCient to make several important statements con- 
cerning the estimation of statistical quantities in systems using practicd dither 
sigals. We wil l  thus proceed to consider systems using three common types of 
dither: n d  dither (i.e., undithered systems with pv(v)  = 6(v)),  RPDF dither, 
and 2RPDF (i.e., TPDF) dither. We see f?om Theorem 4.7 that n d  dither will 
not render any moments of the total error independent of the system input (since 
P,(u) = 1). RPDF dither, however, will render (only) the first moment indepen- 
dent, and 2RPDF dither will render (only) the h s t  and second moments indepen- 
dent. 
APPENDIX B. TIME AVERAGES AND NSD QUANTlZERS 
B.4.1 Undithered Systems 
We wish to compare moment estimation in undithered systems to moment esti- 
mation for some stationary random process. The question naturally arises as to 
what pdf is appropriate for this reference process. We argue that the appropriate 
reference process is uniformly distributed; that is, it has a pdf p r e ,  of the form 
hdeed, the Classical Mode1 of Quantization assumes that the total enor in an 
undithered system has precisdy this pdf. Furthermore, if the conditional pdf of the 
total error in such a system is averaged over all possible input levels, a rectangular 
function IIA is the result. 
The moments of the above reference process are: 
k odd. 
These moments are dl time invariant so that for such a reference process we can 
use Eq. (B.9) to write that 
- 
How do these results compare with those for an undithered quantizing system? 
h such a system, the total error is a deterministic function of the input. Hence, for 
an arbitrary time Miying input all moments of the error are time dependent and 
the MSE of estimates thereof will be iU defined. 
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On the 0 t h  hand, for static system inputs, the error is a constant numerical 
value, e, so that 
k E[$] = E . 
Thus, all estimates of the error will converge immedicrtely (Le., MSE[hk] (N) = 0) 
for any static input. This is little consolation for the fact that the mean error is 
generally non-zero. The reader should by now be well aware that that nndithered 
quantizing systems produce distortion of signals passing through them. Obviously, 
the total error in an undithered system behaves very Iittle like an independent 
stationary random process with respect to moment estimation, but this is not sur- 
prishg. 
B A.2 Rectangular-pdf Dithered Systems 
We argue that the appropriate reference process to which an RPDF dithered system 
should be compared ha9 a triangular pdf of 2 LSB peak-bpeak amplitude (i.e., 
2RPDF). Such a process corresponds to one which wodd be produced by summing 
the notional statistically independent d o r m l y  distnbuted ptocesses associated 
with the dither and the idealized quantization error of the CM&. The relevant pdf 
is 
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with associated moments 
k even, 
q E k ]  = 1 ( k+ l ) (k+2 ) '  




We must treat the mean error in an RPDF dithered system differently bom the 
higher moments, since it is a constant, 
according to Theorem 4.7 and Eq. (B.11). Also, in such a system we have 
for i # j, so that, according to Eq. (B.8), we can write 
Unfortunately, E [E:] is not constant for the-\mrying inputs. While this means that 
the MSE[hI] does not in generd decrease as 1/N, we c m  at least compute bounds 
for it by using Eq. (B.10) to find the variance of E as a fùnction of z: 
That is, for O 5 x < A, E [ E ~ ~ X ]  is a section of a parabola, which is penodically 
repeated outside this interval as shown in Fig. B.8. The maximum and mini- 
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Figure B.8: 
system. 
E [ E ~ ~ Z ]  as a function of x for an RPDF ditbered quantizing 
mum values of this function are A2/4 and 0, respectively. We may conclude from 
Eq. (B. 16) that MSE[fil] always lies between the curves 
The convergence curve MSE[ml] ( N )  for the reference process is given by Eqs. (B. 13), 
(B.14) and (B.9) as 
It is straightforward to calculate fiom Eq. (E.17) that the average value of 
E[e21z] in an RPDF dithered system is A2/6. Substituting this value into Eq. (B.16) 
for E[E:] yields the average convergence cuve, which is identical to freL (N). 
Fig. B.9 shows a family of curves generated in a computer experiment which 
t&d to estimate the mean total error of an RPDF dithered quantizing system 
with a static system input of 0.5 LSB. Each cnrve corresponds to a separate trial 
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Number of Sarnples, N 
Figure B.9: Estimate of E[E] for an RPDF dithered quantizing system with 
a 0.5 LSB system input, shom as a fuction of the number of samples used 
in the estimate. 
0.5 LSB dc A : 
UPPER BOUND - : 
REFERENCE - : 
P 
0.0001 - t , , 1 I 1 1 1 1 
1 2 4 8 16 32 64 128 256 512 
Number of Samples, N 
Figure B.10: MSE[ni,](N) for an RPDF dithered quantizing system with 
static system inputs, compared m*th the theoretical upper bound and refer- 
ence convergence curves, fmq and fmA . Data averaged over 1000 trials. 
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nsing the estimator discussed above, and represents the estimate in, as a function 
of the number N of samples use to compute it. At any given N, each curve can 
assume a difkent valne, since the estimate is a random variable, but this would be 
true even if we were trying to estimate the mean of the refaence process. A more 
meaninghil curve to examine is the mean square of a large number of such curves, 
which tends to the convergence cuve MSE[rîrl] (N) (provided that the latter is well- 
defmed). This curve is plotted in Fig. B.10 for a variety of static system inputs. 
One thousand trials were averaged to yield the data. Note that since the data for 
a static O LSB system input resides at zero it does not appear in the figure. Also 
shown for cornparison are fmq and f4. Note that for alI of the given system 
inputs, the empirical convergence curves lie on or below the theoretical maximum. 
For non-static system input signals, MSE[ml] (N) will not decrease like 1/N, but 
will always be bounded by f ,- and fmin,. This is demonstrated in Fig. B. 11 
for a repeated ramp input (see Eq. (B.2)) with L = 100 and a = 0.0. We conclude 
that while we cannot predict the precise hc t iona l  form of MSE[rBl] for this kind 
of system, it is bounded from above by a curve which approaches zero at a rate of 
l / N .  
Unfortunately, we cannot make similar statements about MSE[mk] for k > 1. 
For an RPDF dithered system, mk is not independent of the system input for k > 1, 
so that given a tirne-varying input signal these moments wiU also vary with time. 
Hence, any estimates of such moments wiU be meaningless. For âuctuating inputs 
which, in the long run, distribute themselves UILiformly over an integral number 
of quantking steps, estimates of r n ~  wiU tend to converge to the mean value of 
E [ E ~ ~ X ] .  This is precisely what was observed in Fig. B.5 (sirnilar behaviour was 
observed in [41]), where the Mnance estimates slowly converged to a value of A2/6. 
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Figure B.11: MSE[iRi](N) for an RPDF dithered quathring system with a 
repeated ramp system input signal (L = 200 and a = 0.0). Data averaged 
over 1000 trials. 
Hence this behaviour is a consequence of noise modulation, and is to be expected. 
For static system inputs, the variance is constant but dependent on the input level, 
so that estimates thereof will converge but to a ditferent d u e  for different inputs. 
This is obsmed in Fig. B.2 where, as we noted, the estimates do not converge to 
any unique value. 
B -4.3 Tkiangular-pdf Dit hered Systems 
The appropriate reference process against which to compare the total error of a 
2RPDF dithered quantizing system corresponds to the s u m  of three statistically 
independent, d o r m l y  distnbuted random processes, so that it has a piecewise- 
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parabolic pdf (3RPDF or PPDF) of the form 
with associated moments 
(A) 2 '. k even, 
In a 2RPDF dithered system, the f is t  two moments of the total error are input 
independent and given by Eqs. (B.11) and (B.12) as 
which are equal to the f ist  two moments of the reference process. Hence, Eq. (B.9) 
dows us to write that 
which is precisely equal to the convergence function of the first moment of the 
reference process and independent of the system input signal. 
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Figure B.12: E [ E ~ ) Z ]  as a function of z for a 2RPDF dithered quantizing 
system. 
MSE[fi2] depends on the fourth moment of the total error, which is input de- 
pendent in this kind of quantizing system, so that the best we can do is set bounds 
upon it as we did for MSE[Gzl] in Section B.4.2. Using Eq. (B.10), as before, we 
find that 
This function is shown in Fig. B.12. Its maximum and minimum values are A4/4 
1 
and A4/16, respectively. We conchde using Eq. (B.8) that M S E [ ~ ~ ]  always lies 
between the cunres 
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The average d u e  of E [&*(XI is 13A4/80, which yields an average convergence cwve 
identical to freL: 
Fig. B.13 shows a f d y  of c m e s  generated in a cornputer experiment which 
tried to estimate the second moment of the total error in a 2RPDF dithered quan- 
tizing system with a static n d  system input. Fig. B.14 shows 1000-fold averages of 
the rnean-square error in such cuves for various static system input values. (The 
data for a static 0.5 LSB system input resides at zero and hence does not appear 
in the figure.) Shown for cornparison are fmq and fd. 
Again, although we cannot predict the precise form of MSE[rîL2] for this system, 
we condude that its upper bound is a curve which approaches zero as 1 / N .  It is 
now clear why the estimates of Figs. B.3, B.6 and B.13 aIl converge quickly, and in 
a similar fashion, to a value of A2/4, in spite of the different system input signal 
associated with each figure. 
Such daims cannot be made about MSE[kk] for k > 2, in which case, as for 
MSE[m2] in an RPDF dithered system, the quantity being estimated is not constant 
for non-static system input signals. For luctnating inputs which, in the long run, 
distribute themselves uniformly over an integral number of quantizing steps, such 
estimates of rnk wdl tend to converge to the mean value of E [ E ~ ~ X ] .  
B.5 Conclusions 
Let us try to relate ow findings to the questions posed in Section B.1 and the 
expriment al resdt s show t here. 
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Figure B.13: Estimates of E[E'] for a 2RPDF &th& quantizing system 
"th a O LSB system input, shown as a function of the number of  samples 
used in the estimate. 
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Figure B.14: MSE[m2](N) for a 2RPDF dithered quantizing system witti 
static system inputs, compared with the theoretical upper bound and refer- 
ence convergence curves, fmq and f m , .  Data averaged over 1000 trials. 
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We have fonnd that there exist definite prereqaisites for successfd moment 
estimation in dithered quantizing systems. In particakr, if a meaningfid estimate 
of rnr is desired then it is necessary that this qnantity be rendered independent of 
the system input and thas constant with respect to t h e  by using an appropnate 
dither signal. It is now obvions how to interpret Fig. B.2: the variance estimates 
should not be expected to converge to a unique value since in an RPDF dithered 
system the total error Mnance depends upon the value of the static system input 
applied. By the same token, the variance of the total error in such a system given a 
ramped input signal is not constat,  so the ctlznres of Fig. B.5 ultimately converge 
to a value representing the average variance of the total error during the tirne 
interval of estimation, namely A2/6. In both cases, the behaviour of the estimate 
is profoundly dected by the presence of noise modulation. 
On the other hand, the cnrves in Figs. B.3 and B.6 all converge to a unique 
value because, with 2RPDF ditha, the variance of the total error is constant at 
A2/4 for all inputs. How does the convergence compare with that for a stationary 
random process whose samples are statistically independent of one another? It 
has been shown tbat the MSE of variance estimates for such a noise decreases like 
1 / N ,  while the corresponding MSE in a 2RPDF dithaed system is bounded fkom 
above by a curve which decreases like l / N .  Hence, although we cannot in general 
predict the functional form of MSE[k2] for such systems, we can Say that it goes 
to zero at Ieust QP fat as the MSE of some independent random noise process. 
Furthenncre, we have fomd that estimates of the total error variance converge on 
average as rapidly as variance estimates for a piecewise-parabolically distributed 
noise of variance A2/4, and also that estimates of the mean total error converge 
precisely as rapidly as esthates of the mean of such a noise. We deduce that the 
input dependence of the estimation process noted in the lRPDF dithered system 
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(above and in [41]) would not have b e n  observed had 2WDF dither been used. 
Signal moments higher than the second have not been obsaved to have percep- 
tual signûlcance in most applications. Indeed, variations in these moments have 
proven inandible in a wide variety of listening tests [Zl]. Hence, the recommended 
dither for audio applications is 2RPDF [23, 11,16, 181, since this dither is unique in 
minimizing the second moment of the total error subject to the restriction that it 
render both the first and second moments constant with respect to t h e  regardless 
of the system input (see Theorem 4.11). We have seen that for practical moment 
estimation purposes the total error in a system using proper 2RPDF dither displays 
convergence properties which are as good as, or better than, an independent noise 
signal. 
AU of these desirable results are contingent upon the choice of proper dither. 
If lRPDF dither (or 2RPDF dither of incorrect amplitude) is used, the desired 
moments will not be constant and estimates thereof wiu generdy be meaningless. 
We conclude that dither does its job properly, but only if its attributes are properly 
chosen. 
Appendix C 
Derivatives of the sinc (2) Function 
In this appendix we prove two technical lemmas reqnired in Section 4.4.3. 
Lemma C.l If 
Proof: We will use induction. We observe that the formula holds for n = O and 
suppose that it holds for n = m with the object of proving that it then holds for 
n = m + I. We also observe that 
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Then, diaaentiating the expression for f ("1 ( x )  , we have 
f (m+l) (=) 
- m! ( 
sin ( x  + 2 4  
isin z + ( m + i -  
(m - i+ l ) !  l ) ; ) }  - m!(m + 1) Zm+2 
sin ( x  + (m+ 1):)  +q m!(m-  i + 1 )  +m!i sin ( X  + (m + i  + 1);) 2: ;=1 (m - i + l ) !  1 Zi+l 
This proves the lemma. 
Of course, this implies that for 
we have 
n n! s i n ( ? r ~ r + ( n + i ) $  
Sindn) (z) = (RA)" C 
i=o (n - i)! ( R A x ) ~ + ~  
is non-zero for x = klr, k E Zo. 
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Proof: Let 
Fkom Lemma C.l we have 
Suppose, for purposes of contradiction, that 6 E Zo and that the above expression 
vanishes. This implies that 
I 1 The left-hand side of this expression is a polynomid in - so that zo = - must 
kn kn 
be a non-zero root of the equation 
2 (n - i ) !  
Then, since zo is an algebraic number, k must be a transcendental number, contra- 
dicting the assumption that k is an integer. Thus no derivatives of f(x) vanish for 
z = kn, k E Zo. 
The extension to powers of f (x) is straightforwad The non-vanishing terms 
d" 
in - [ f (x)lm d l  consist entirely of finite products of derivatives of f (x) , again 
dxn 
1 
resulting in a polynomial in - which cannot vanish for k E Zo. 
k7t 
This, of course, implies that the n-th derivative of [sinc (x)]" is non-vanishing for 
E 
x = -  k E Z 0 , n 2 m .  
A' 
