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Abstract
This paper considers the problem of simultaneous estimation of the attitude (orientation), position and linear velocity for
vehicles navigating in a three-dimensional space. We propose two types of hybrid nonlinear observers using continuous angular
velocity and linear acceleration measurements as well as intermittent landmark position measurements. The first one relies
on a fixed-gain design approach based on an infinite-dimensional optimization, while the second one relies on a variable-gain
design approach based on a continuous-discrete Riccati equation. For each case, we provide two different observers with and
without the estimation of the gravity vector, respectively. The proposed observers are shown to be exponentially stable with
a large domain of attraction. Simulation and experimental results are presented to illustrate the performance of the proposed
observers.
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1 Introduction
In the present work, we are interested in the problem
of simultaneous estimation of the attitude, position
and linear velocity of a rigid body evolving in a three-
dimensional space. This type of estimation, referred to
as inertial navigation observer, is crucial for autonomous
navigation systems. It is well known that the attitude
can be estimated using body-frame observations of
some known inertial vectors, e.g., using a star tracker
or an inertial measurement unit (IMU), while the posi-
tion and linear velocity can be obtained, for instance,
from a Global Positioning System (GPS). However, it
is challenging to design inertial navigation observers for
applications in GPS-denied environments (e.g., indoor
applications). As an alternative solution to the lack of
GPS information, one can use, for instance, bearing
measurements from vision system or range measure-
ments from Ultra Wideband systems. In this context,
some techniques combining IMU and vision-based land-
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mark position measurements have been proposed in the
literature (Rehbinder and Ghosh, 2003; Mourikis and
Roumeliotis, 2007; Mourikis et al., 2009). A class of non-
linear invariant pose (attitude and position) observers,
designed on the matrix Lie group SE(3) using group
velocity (angular and linear velocities) and vision-based
landmark position measurements, have been proposed
in (Vasconcelos et al., 2010; Hua et al., 2015; Khosra-
vian et al., 2015) with almost global asymptotic stabil-
ity guarantees, and in (Wang and Tayebi, 2017; Wang
and Tayebi, 2019) with global asymptotic/exponential
stability guarantees.
In practice, obtaining the linear velocity using low-cost
sensors in GPS-denied environments is not an easy task.
Therefore, it is of great importance to develop estima-
tion algorithms that provide the pose and linear velocity
using inertial-vision systems. Vision systems for au-
tonomous navigation have been widely used in robotics
application for many years (Kelly and Sukhatme, 2011;
Hesch et al., 2013; Scaramuzza and Fraundorfer, 2011).
Most of the existing results in the literature for the
pose and linear velocity estimation rely on Kalman-type
filters such as the extended Kalman filter (EKF) and
unscented Kalman filter (UKF) (Mourikis and Roume-
liotis, 2007; Mourikis et al., 2009). It is well known that
these Kalman-type filters, relying on local lineariza-
tions, suffer from large computational overhead and
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lack of strong stability guarantees. Recently, nonlinear
geometric observers for inertial navigation systems, us-
ing IMU and landmark position measurements, have
been emerged in the literature. An invariant Extended
Kalman Filter (IEKF) has been proposed in (Barrau
and Bonnabel, 2017), and a Riccati-based observer,
with gravity estimation, has been proposed in (Hua
and Allibert, 2018). In contrast to these observers with
local stability guarantees, hybrid nonlinear geometric
observers with global exponential stability guarantees
have been proposed in (Wang and Tayebi, 2018; Wang
and Tayebi, 2020).
On the other hand, some interesting results, address-
ing the estimation problem with intermittent measure-
ments, have been proposed in (Ferrante et al., 2016; Li
et al., 2017; Sferlazza et al., 2019; Alonge et al., 2019;
Berkane and Tayebi, 2019). This problem is motivated
by the fact that some applications may involve different
type of sensors with different bandwidths and commu-
nication delays, and as such, irregular sensors sampling
may take place. For instance, IMU measurements can
be easily considered as continuous compared to visual
measurements which often require low sampling rates
due to hardware limitations of the vision sensors and
the heavy image processing computations. Therefore,
the stability is not guaranteed if one tries to implement
continuous-time observers in applications involving in-
termittent measurements combining sensors with differ-
ent bandwidth characteristics (such as IMU and vision
systems), and as such, the observers needs to be care-
fully redesigned.
In this paper, we propose two types of hybrid nonlin-
ear observers, with fixed and variable gains, for inertial
navigation systems, relying on continuous angular ve-
locity and linear acceleration measurements, and inter-
mittent landmark measurements. The main advantage
of the variable gain observers is their efficiency in han-
dling measurement noise via a systematic tuning of the
gains. For each type, we provide two different observers,
with and without the knowledge of the gravity vector,
endowed with exponential stability guarantees with a
large domain of attraction. The exponential stability re-
sults obtained in this paper do not rely on linearizations
compared to the recent work in (Barrau and Bonnabel,
2017; Hamel and Samson, 2018). In fact, the proposed
observers do not have any restrictions on the initial con-
ditions of the position and linear velocity. In contrast to
the present work, the hybrid observers proposed in our
previous work (Wang and Tayebi, 2020) are not designed
to handle intermittent landmark measurements. More-
over, our hybrid observers with gravity estimation do not
require the knowledge of the gravity vector, which was
not considered in (Barrau and Bonnabel, 2017; Wang
and Tayebi, 2020). Unlike the results of (Berkane and
Tayebi, 2017; Berkane and Tayebi, 2019), the estimated
attitude from our hybrid observers is continuous, which
is desirable in practice, especially when dealing with
observer-controller implementations.
The remainder of this paper is organized as follows: Sec-
tion 2 introduces some preliminary notions that will be
used throughout this paper. Section 3 is devoted to the
design of the nonlinear observers for inertial navigation
systems with fixed-gain design and variable-gain design.
Simulation and experimental results are presented in
Section 4 and Section 5, respectively.
2 Preliminary Material
2.1 Notations
The sets of real, non-negative real, natural numbers
and non-zero natural numbers are denoted as R, R≥0,
N and N>0, respectively. We denote by Rn the n-
dimensional Euclidean space, and denote by Sn the set
of (n + 1)-dimensional unit vectors. Given two matri-
ces, A,B ∈ Rm×n, their Euclidean inner product is
defined as 〈〈A,B〉〉 = tr(A>B). The Euclidean norm
of a vector x ∈ Rn is defined as ‖x‖ =
√
x>x, and
the Frobenius norm of a matrix X ∈ Rn×m is given
by ‖X‖F =
√〈〈X,X〉〉. A n-by-n identity matrix is
denoted by In and a n-by-m zero matrix is denoted by
0n×m. For a given matrix A ∈ Rn×n, we define E(A)
as the set of all unit eigenvectors of A. We denote by
λAi the i-th eigenvalue of A, and by λ
A
m and λ
A
M the
minimum and maximum eigenvalue of A, respectively.
Let {I} be an inertial frame and {B} be a frame attached
to a rigid body. The matrix R ∈ SO(3) denotes the
rotation of frame {B} with respect to frame {I}, where
SO(3) := {R ∈ R3×3|RR> = R>R = I3,detR = 1}.
We denote by p ∈ R3 and v ∈ R3, the position and linear
velocity of the rigid-body expressed in the inertial frame
{I}, respectively. The Lie algebra of SO(3), denoted by
so(3), is given by so(3) = {Ω ∈ R3×3|Ω = −Ω>}. We
denote by × the vector cross-product on R3, and define
the map (·)× : R3 → so(3) such that x×y = x×y,∀x, y ∈
R3. For any R ∈ SO(3), we define |R|I ∈ [0, 1] as the
normalized Euclidean distance on SO(3) with respect to
the identity I3, such that |R|2I = 18‖I3−R‖2F = 14 tr(I3−
R). Let the map Ra : R × S2 represent the well-known
angle-axis parametrization of the attitude, which is given
byRa(θ, u) := I3 +sin θu×+(1−cos θ)(u×)2 with θ ∈ R
denoting the rotation angle and u ∈ S2 denoting the
rotation axis. For any matrix A = [aij ]1≤i,j≤3 ∈ R3×3,
we define ψ(A) = 12 [a32−a23, a13−a31, a21−a12]>. One
can verify the identity 〈〈A, u×〉〉 = 2u>ψ(A).
2.2 Hybrid Systems Framework
Define the hybrid time domain as a subset E ⊂ R≥0×N
in the form of E =
⋃J−1
j=0 ([tj , tj+1]×{j}), for some finite
sequence 0 = t0 ≤ t1 ≤ · · · ≤ tJ , with the last interval
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possibly in the form [tj , T ) with T finite or T = +∞.
On each hybrid time domain, there is a natural ordering
of points : (t, j)  (t′, j′) if t ≤ t′ and j ≤ j′. Given a
smooth manifoldM embedded in Rn, define TM as the
tangent space of M. We consider the following hybrid
system (Goebel et al., 2009):
H :
{
x˙ ∈ F (x), x ∈ F
x+ ∈ G(x), x ∈ J (1)
where the flow map F : M → TM describes the con-
tinuous flow of x on the flow set F ⊆ M; the jump
map G : M ⇒ M describes the discrete flow of x on
the jump set J ⊆ M. Note that G : M ⇒ M de-
notes a set-valued mapping from M to M. A hybrid
arc is a function x : dom x → M, where dom x is a
hybrid time domain and, for each fixed j, t 7→ x(t, j)
is a locally absolutely continuous function on the inter-
val Ij = {t : (t, j) ∈ dom x}. Note that x+ denotes
the value x after a jump, namely, x+ = x(t, j + 1)
with x(t, j) denoting the value of x before the jump.
For more details on dynamic hybrid systems, we refer
the reader to (Goebel et al., 2009; Goebel et al., 2012)
and references therein. For the hybrid system H in (1),
a closed set A ⊂ M is said to be (locally) exponen-
tially stable if every maximal solution to H is com-
plete and there exist strictly positive scalars κ, λ and µ
such that, for any |φ(0, 0)|A < µ, each solution φ of H
satisfies |φ(t, j)|A ≤ κ exp(−λ(t + j))|φ(0, 0)|A for all
(i, j) ∈ dom φ (Teel et al., 2013).
2.3 Kinematics and Measurements
Consider the following kinematics of a rigid body navi-
gating in a three-dimensional space:
R˙ = Rω×, (2)
p˙ = v, (3)
v˙ = g +Ra, (4)
where g ∈ R3 denotes the gravity vector with cg = ‖g‖
being the gravity constant, ω ∈ R3 denotes the angular
velocity expressed in the body-frame, and a ∈ R3 is
the body-frame apparent acceleration capturing all non-
gravitational forces applied to the rigid body expressed
in the body-frame. We assume that the measurements
of ω and a are continuously available.
Consider a family ofN landmarks with pi ∈ R3 being the
position of the i-th landmark expressed in the inertial
frame {I}. The landmark measurements expressed in
the body frame {B} are denoted as
yi := R
>(pi − p), i = 1, 2, · · · , N. (5)
Note that the landmark measurements can be directly
constructed, for instance, from a stereo vision system.
Assumption 1 The landmark measurements are avail-
able at some instants of time tj , j ∈ N>0, and there exist
constants 0 < Tm ≤ TM <∞ such that Tm ≤ tj+1−tj ≤
TM for all j ∈ N>0.
This assumption implies that the time between two con-
secutive measurements is lower and upper bounded. The
lower bound Tm is required to be strictly positive to
avoid Zeno behaviors. Note that one has the regular pe-
riodic sampling if Tm = TM .
To keep track of these time-driven sampling events, a
virtual timer τ , motivated by (Carnevale et al., 2007;
Ferrante et al., 2016), is considered with the following
hybrid dynamics:{
τ˙ = −1 τ ∈ [0, TM ]
τ+ ∈ [Tm, TM ] τ ∈ {0} (6)
with τ(0) ∈ [0, TM ]. This virtual state τ decreases to
zero continuously, and upon reaching zero (i.e., land-
mark measurements arrive) it is reset to a value between
Tm and TM . An example of the solution of the timer
τ is shown in Fig. 1. With this additional state τ the
time-driven sampling events can be described as state-
driven events. Note that a different increasing timer has
also been used in (Carnevale et al., 2007; Sferlazza et al.,
2019; Berkane and Tayebi, 2019). The decreasing timer
is purposefully chosen here as it suits our stability proofs
that will given later.
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Fig. 1. An example of the solution of the timer τ with Tm = 1
and TM = 2.
Assumption 2 There exist at least three non-collinear
landmarks among the N ≥ 3 measurable landmarks at
each instant of time tj , j ∈ N>0.
Assumption 2 is commonly used in the problem of
pose estimation (Vasconcelos et al., 2010; Hua et al.,
2015; Khosravian et al., 2015; Wang and Tayebi, 2019)
and state estimation for inertial navigation (Barrau
and Bonnabel, 2017; Wang and Tayebi, 2020). Con-
sider a set of scalars ki > 0, i = 1, 2, · · ·N such that
kc :=
∑N
i=1 ki = 1. Define pc :=
∑N
i=1 kipi as the
weighted center of landmarks in the inertial frame.
Note that given three non-collinear landmarks and
ki > 0,∀i = 1, 2, · · ·N , it is always possible to guaran-
tee that the matrix M :=
∑N
i=1 ki(pi − pc)(pi − pc)>
3
is positive semi-definite with no more than one zero
eigenvalue under Assumption 2.
Our objective is to design a hybrid estimation scheme
for pose and linear velocity using the above mentioned
available measurements under Assumption 1 and As-
sumption 2.
3 Hybrid Observers Design
3.1 Fixed-gain design
Known gravity case (without gravity estimation):
Let Rˆ ∈ SO(3) denote the estimate of the attitude R,
pˆ ∈ R3 denote the estimate of the position p, and vˆ ∈ R3
denote the estimate of the linear velocity v. We will
make use of an auxiliary variable η ∈ R3 with hybrid
dynamics designed to model the intermittent measure-
ments for attitude estimation. This auxiliary variable re-
mains constant between two consecutive landmark mea-
surements (i.e., t ∈ (tj−1, tj),∀j ∈ N>0) and updates
upon the arrival of the landmark measurements (i.e.,
t = tj , j ∈ N>0). The estimated attitude Rˆ is obtained
through a continuous integration of the attitude kine-
matics using the angular velocity ω and the auxiliary
variable η. The position and velocity are obtained via
a hybrid observer consisting of a continuous integration
of the translational dynamics using a, g and η between
two consecutive landmark measurements, and a discrete
update upon the arrival of the landmark measurements.
Hence, we propose the following hybrid nonlinear ob-
server:
˙ˆ
R = Rˆ(ω + Rˆ>η)×
η˙ = 03×1
˙ˆp = η×(pˆ− pc) + vˆ
˙ˆv = η×vˆ + g + Rˆa︸ ︷︷ ︸
τ∈[0,TM ]
Rˆ+ = Rˆ
η+ = kRσR
pˆ+ = pˆ+ kpy
vˆ+ = vˆ + kvy︸ ︷︷ ︸
τ∈{0}
(7)
where Rˆ(0) ∈ SO(3), pˆ(0), vˆ(0), η(0) ∈ R3, kR, kp, kv are
strictly positive scalar gains, and the innovation term
σR and the virtual output y are given by
σR =
1
2
N∑
i=1
ki(pi − pc)×(pi − pˆ− Rˆyi) (8)
y =
N∑
i=1
ki(pi − pˆ− Rˆyi) (9)
with ki > 0,∀i = 1, 2, · · · , N , the landmark measure-
ments yi in (5), and pc denoting the weighted center
of the landmarks. Note that contrary to the work in
(Berkane and Tayebi, 2017; Barrau and Bonnabel, 2017;
Berkane and Tayebi, 2019), where the attitude is up-
dated intermittently, our attitude is updated continu-
ously thanks to the auxiliary variable η which takes care
of the jumps upon the arrival of the landmark measure-
ments. The introduction of the weighted center of the
landmarks pc in y and the dynamics of pˆ allow us to de-
couple the position error dynamics and the attitude er-
ror dynamics, which is motivated by (Wang and Tayebi,
2020).
Define the geometric estimation errors: R˜ = RRˆ>, v˜ =
v − R˜vˆ and p˜ = p − R˜pˆ − (I3 − R˜)pc. Then, from the
definitions of the output yi and the matrix M , the inno-
vation terms y and σR can be rewritten in terms of the
estimation errors as
σR = −1
2
N∑
i=1
ki(pi − pc)×R˜>(pi − pc) = ψ(MR˜) (10)
y =
N∑
i=1
kiR˜
>
(
p− R˜pˆ− (I3 − R˜)pi
)
= R˜>p˜ (11)
where we made use of the facts:
∑N
i=1 ki(pi − pc) =
03×1, x×x = 03×1,∀x ∈ R3 and x × y = −y × x =
2ψ(yx>),∀x, y ∈ R3. Note that when the weighted cen-
ter of landmarks pc is located at the origin (i.e., pc =
03×1), one has the traditional geometric position esti-
mation error p˜ = p− R˜pˆ. The advantage of our position
estimation error is that the innovation term y can be di-
rectly written in terms of the position estimation error.
Moreover, the introduction of pc in the expression of σR
given in (8) results in σR being only dependent on the
attitude estimation error R˜ and not on the position es-
timation error p˜ as shown in (10).
In view of (2)-(4), (7) and (10)-(11), one has the following
hybrid closed-loop system
˙˜R = R˜(−η)×
η˙ = 03×1
˙˜p = v˜
˙˜v = (I − R˜)g︸ ︷︷ ︸
τ∈[0,TM ]
R˜+ = R˜
η+ = kRψ(MR˜)
p˜+ = p˜− kpp˜
v˜+ = v˜ − kvp˜︸ ︷︷ ︸
τ∈{0}
(12)
Consider the new variable x = [p˜>, v˜>]> ∈ R6, whose
dynamics are given by{
x˙ = Ax + δg τ ∈ [0, TM ]
x+ = (I −KC)x τ ∈ {0} (13)
where δg := [01×3, g>(I3 − R˜)]>, K := [kpI3, kvI3]>,
4
and the matrices A and C are given by
A =
[
03×3 I3
03×3 03×3
]
, C =
[
I3 03×3
]
. (14)
The dynamics of x in (13) can be seen as a linear hybrid
system with an additional disturbance term δg induced
by the gravity. Note that from the definition of δg, this
additional term will vanish as the attitude estimation
error converges to I3. Moreover, one can easily verify that
the pair (A,C) given in (14) is uniformly observable.
Define the extended spacef := SO(3)×R3. Then, we in-
troduce the new state x1 = (R˜, η, x, τ) ∈ f×R6×[0, TM ].
From (12) and (13), one obtains the hybrid closed-loop
system H1 = (F1, G1,F1,J1) as follows:
H1 :
{
x˙1 = F1(x1) x1 ∈ F1
x+1 ∈ G1(x1) x1 ∈ J1
(15)
with F1 := f × R6 × [0, TM ], J1 := f × R6 × {0}, and
the flow and jump maps defined as
F1(x1) =
(
R˜(−η)×, 03×1, Ax + δg,−1
)
(16)
G1(x1) =
(
R˜, kRψ(MR˜), (I −KC)x, [Tm, TM ]
)
. (17)
Note that the flow set F1 and jump set J1 of H1 are
closed, and F1 ∪J1 = f×R6 × [0, TM ]. Moreover, with
the introduction of the virtual timer τ , the hybrid sys-
temH1 is autonomous and satisfies the hybrid basic con-
ditions of (Goebel et al., 2009).
Define M¯ := 12 (tr(M)I3 −M) with M =
∑N
i=1 ki(pi −
pc)(pi− pc)>, which can be easily verified to be positive
definite. Let us introduce a constant scalar associated to
the minimum and maximum eigenvalues of the matrix
M¯ as ςM := λ
M¯
m /λ
M¯
M > 0. Define the closed set A :=
{x1 = (R˜, η, x, τ) ∈ f × R6 × [0, TM ] | R˜ = I3, ‖η‖ =
0, ‖x‖ = 0}. Now, one can state the following result:
Theorem 3 Consider the hybrid dynamical system
(15)-(17). Suppose that Assumption 1 - 2 hold, and there
exists a symmetric positive definite matrix P satisfying
ΞP (τ) := A
>
g Φ(τ)
>PΦ(τ)Ag − P < 0, (18)
for all τ ∈ [Tm, TM ] with Φ(τ) = exp(Aτ), Ag = (I −
KC) and matrices A,K and C given in (14). Then, for
any 0 <  < 1, there exist constants η∗, k∗R > 0, such
that for any |R˜(0)|I ≤ √ςM , ‖η(0)‖ ≤ η∗, x ∈ R6 and
kR < k
∗
R the set A is exponentially stable.
PROOF. See Appendix B.
Remark 4 To increase the basin of attraction for the
attitude estimation error, one can choose ‖η(0)‖ = 0
and ςM = 1 (i.e., M = kI3 with some constant k > 0)
through a proper construction of the matrix M , see for
instance (Tayebi et al., 2013).
Remark 5 Note that a necessary condition for the exis-
tence of a symmetric positive definite matrix P satisfy-
ing (18) for all τ ∈ [Tm, TM ] is that the pair (Φ(τ), C) is
observable for every τ ∈ [Tm, TM ], see (Ferrante et al.,
2016). The observability of the pair (Φ(τ), C) for every
τ ∈ [Tm, TM ] can be easily verified using Φ(τ) = exp(Aτ)
andA,C given in (14). However, it is not straightforward
to determine a sufficient condition for the existence of a
solution for the optimization problem ΞP (τ) < 0,∀τ ∈
[Tm, TM ]. This optimization problem can be solved using
the polytopic embedding technique proposed in (Ferrante
et al., 2016) and the finite-dimensional LMI approach
proposed in the recent work (Sferlazza et al., 2019). A
complete procedure for solving this infinite-dimensional
optimization problem, adapted from the work in (Sfer-
lazza et al., 2019), is provided in Appendix A. In practice,
one can start with the design of a gain K such that the
eigenvalues of Φ(τ)(I−KC) are inside the unit circle for
some τ ∈ [Tm, TM ], and apply the procedure in Appendix
A with this gain K to check whether (18) is satisfied for
all τ ∈ [Tm, TM ].
Unknown gravity case (with gravity estimation):
In some applications, the gravity vector g may not be
available or not accurately known. Hence, it is of great
interest to design observers without the knowledge of
the gravity vector. To solve this problem, a new hybrid
observer with gravity vector estimation is proposed. Let
gˆ ∈ R3 be the estimate of the gravity vector g, and
g˜ := g − R˜gˆ be the gravity vector estimation error. We
propose the following hybrid observer:
˙ˆ
R = Rˆ(ω + Rˆ>η)×
η˙ = 03×1
˙ˆp = η×(pˆ− pc) + vˆ
˙ˆv = η×vˆ + gˆ + Rˆa
˙ˆg = η×gˆ︸ ︷︷ ︸
τ∈[0,TM ]
Rˆ+ = Rˆ
η+ = kRσR
pˆ+ = pˆ+ kpy
vˆ+ = vˆ + kvy
gˆ+ = gˆ + kgy︸ ︷︷ ︸
τ∈{0}
(19)
where Rˆ(0) ∈ SO(3), pˆ(0), vˆ(0), η(0), gˆ(0) ∈ R3, the con-
stant scalar gains kR, kp, kv, kg > 0, and the innovation
terms σR and y are given in (8) and (9), respectively.
Compared to the hybrid observer (7), in the dynamic of
vˆ the gravity vector g has been replaced by gˆ which is ob-
tained from an appropriately designed adaptation law.
From (19),the estimated gravity vector gˆ is continuously
updated using η when the landmark measurements are
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not available (i.e., in the flow set), and discretely up-
dated using y upon the arrival of the landmark measure-
ments (i.e., in the jump set).
From (7) and (19), one obtains the same hybrid closed-
loop dynamics for R˜ and η as (12). Let us introduce
a new variable x := [p˜>, v˜>, g˜>]> ∈ R9. From (2)-(4),
(19), the hybrid dynamics of x are given as follows{
x˙ = Ax τ ∈ [0, TM ]
x+ = (I −KC)x τ ∈ {0} (20)
where K := [kpI3, kvI3, kgI3]
>, and the matrices A and
C are given by
A =

03×3 I3 03×3
03×3 03×3 I3
03×3 03×3 03×3
 , C =

I3
03×3
03×3

>
. (21)
The difference between (13) and (20) is that δg = 09×1
and x ∈ R9 in (20). Hence, in view of (13) and (20),
one obtains the same form of hybrid closed-loop system
as H1 in (15) for observer (19) except that δg = 09×1
and x ∈ R9. Let us introduce the following closed set:
A¯ := {x1 = (R˜, η, x, τ) ∈ f×R9×[0, TM ] | R˜ = I3, ‖η‖ =
‖x‖ = ‖g˜‖ = 0}. Now, one can state the following result:
Corollary 6 Consider the hybrid observer (19) for the
system (2)-(4). Suppose that Assumption 1 -2 hold, and
there exists a symmetric positive definite matrix P sat-
isfying (18) for all τ ∈ [Tm, TM ] with Φ(τ) = exp(Aτ)
and matrices A,K and C given in (21). Then, for any
0 <  < 1, there exist constants η∗, k∗R > 0, such that for
any |R˜(0)|I ≤ √ςM , ‖η(0)‖ ≤ η∗, x ∈ R9 and kR < k∗R
the set A¯ is exponentially stable.
The proof of Corollary 6 can be conducted using the
same steps as in the proof of Theorem 3, which is omitted
here.
3.2 Variable-gain Design
Known gravity case (without gravity estimation):
In the previous subsection, the fixed-gain design ap-
proach was considered based on an infinite-dimensional
optimization. However, in practice, it is not straightfor-
ward to tune the gain parameters to satisfy condition
(18) for all τ ∈ [Tm, TM ]. Moreover, since this condi-
tion is dependent on the parameters Tm, TM , one may
need to redesign the gains every time these parame-
ters change. In this subsection, we propose different hy-
brid observers relying on variable gains automatically
designed via continuous-discrete Riccati equations.
We propose the following hybrid nonlinear observer:
˙ˆ
R = Rˆ(ω + Rˆ>η)×
η˙ = 03×1
˙ˆp = η×(pˆ− pc) + vˆ
˙ˆv = η×vˆ + g + Rˆa︸ ︷︷ ︸
τ∈[Tm,TM ]
Rˆ+ = Rˆ
η+ = kRσR
pˆ+ = pˆ+ RˆKpRˆ
>y
vˆ+ = vˆ + RˆKvRˆ
>y︸ ︷︷ ︸
τ∈{0}
(22)
where Rˆ(0) ∈ SO(3), pˆ(0), vˆ(0), η(0) ∈ R3 and kR > 0.
The innovation terms σR and y are given in (8) and
(9), respectively. The main difference with respect to
observer (7) is that the gain matrices Kp,Kv ∈ R3×3 are
time-varying matrices. In view of (2)-(4) and (22), one
has the following hybrid closed-loop system:
˙˜R = R˜(−η)×
η˙ = 03×1
˙˜p = v˜
˙˜v = (I − R˜)g︸ ︷︷ ︸
τ∈[0,TM ]
R˜+ = R˜
η+ = kRψ(MR˜)
p˜+ = p˜−RKpR>p˜
v˜+ = v˜ −RKvR>p˜︸ ︷︷ ︸
τ∈{0}
(23)
Let us introduce a new variable x = [p˜>R, v˜>R]> ∈ R6.
From (2) and (23), the hybrid dynamics of x are given by{
x˙ = Atx + δ¯g τ ∈ [0, TM ]
x+ = (I −KCt)x τ ∈ {0} (24)
where δ¯g := [01×3 g>(R − Rˆ)]>, K := [K>p ,K>v ]>, and
the matrices At and Ct are given by
At =
[
−ω× I3
03×3 −ω×
]
, Ct =
[
I3 03×3
]
. (25)
Similar to (13), the dynamics of x in (24) can be seen as
a linear hybrid system with an additional disturbance
term δ¯g induced by the gravity. One can also show that
δ¯g vanishes as the attitude estimation error converges to
I3. The main difference between (13) and (24) is that
matrix At in (24) is time-varying. Let us design the gain
matrix K as
K = PC>t (CtPC
>
t +Qt)
−1 (26)
where P is the solution of the following continuous-
discrete Riccati equation
P˙ = AtP + PA
>
t + Vt, τ ∈ [0, TM ] (27a)
P+ = P − PC>t (CtPC>t +Qt)−1CtP, τ ∈ {0} (27b)
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where P (0) is positive definite, Qt, Vt ∈ R6×6 are uni-
formly positive definite, and the matrices (At, Ct) are
given by (36). The following lemma, modified from
(Deyst and Price, 1968; Barrau and Bonnabel, 2017),
provides sufficient conditions for the existence of the
solution of the continuous-discrete Riccati equations
(27a)-(27b).
Lemma 7 (Deyst and Price, 1968; Barrau and
Bonnabel, 2017) Consider the pair (At, Ct) and let ma-
trices Vt and Qt be uniformly positive definite. If there
exist µv, µV , µq, µQ,Γ > 0 such that
µvI ≤
∫ tj−1
tj−Γ
Φtjs Vt(s)(Φ
tj
s )
>ds ≤ µV I
µqI ≤
j∑
i=j−Γ
(Φtitj )
>Ct(ti)>Q−1t (ti)Ct(ti)Φ
ti
tj ≤ µQI
where Φts = Φ(t, s) denotes the square matrix defined by
Φtt = I, ∂(Φ
t
s)/∂t = AtΦ
t
s. Then, the solution P to (27a)-
(27b) exists, and there exist constants 0 < pm ≤ pM <∞
such that pmI ≤ P ≤ pMI for all t ≥ 0.
Note that, if the matrices At, Ct, Vt, Qt are bounded and
the pair (At, Ct) is uniformly observable, the conditions
in Lemma 7 are satisfied.
Lemma 8 (Wang and Tayebi, 2020, Lemma 3) The pair
(At, Ct) defined in (25) is uniformly observable.
Define the new state x2 = (R˜, η, x, τ). From (23) and
(24), one obtains the following hybrid closed-loop sys-
tem: H2 = (F2, G2,F2,J2):
H2 :
{
x˙2 = F2(x2) x2 ∈ F2
x+2 ∈ G2(x2) x2 ∈ J2
(29)
with F2 := f × R6 × [0, TM ], J2 := f × R6 × {0}, and
the following flow and jump maps:
F2(x2) =
(
R˜(−η)×, 03×1, Atx + δ¯g,−1
)
(30)
G2(x2) =
(
R˜, kRψ(MR˜), (I −KCt)x, [Tm, TM ]
)
(31)
Similar to (15), one can show that the hybrid systemH2
satisfies the hybrid basic conditions. Now, one can state
the following result:
Theorem 9 Consider the hybrid dynamical system
(29)-(31). Suppose that Assumption 1 - 2 hold, and the
conditions given in Lemma 7 with (At, Ct) defined in
(25) are satisfied. Then, for any 0 <  < 1, there exist
constants η∗, k∗R > 0, such that for any |R˜(0)|I ≤ 
√
ςM ,
‖η(0)‖ ≤ η∗, x ∈ R6 and kR < k∗R the set A is exponen-
tially stable.
PROOF. See Appendix C.
In order to tune the matrices Vt and Qt related to the
covariance of the state and output noise, let us denote
the noise in the gyro and accelerometer measurements
by nω, na ∈ R3, and the noise in the landmark mea-
surements by niy ∈ R3, i = 1, . . . , N . In this case the
derivative of x in the flows of (24) and the term y can be
rewritten as
x˙ = Atx + δ¯g −
[
(Rˆ> ¯ˆp)× 03×3
(Rˆ>vˆ)× I3
] [
nω
na
]
y = Ctx− Rˆ
∑N
i=1 kin
i
y
(32)
with ¯ˆp = pˆ − pc. Then, the matrices Vt and Qt can be
chosen as
Vt =
[
(Rˆ> ¯ˆp)× 03×3
(Rˆ>vˆ)× I3
]
Cov
([
nω
na
])[
(Rˆ> ¯ˆp)× 03×3
(Rˆ>vˆ)× I3
]>
Qt = Rˆ
N∑
i=1
k2iCov
(
niy
)
Rˆ> (33)
where we made the assumption that the noise in the
landmark measurements are uncorrelated.
Unknown gravity case (with gravity estimation):
On the other hand, to handle the unknown gravity case,
we propose the following new hybrid nonlinear observer
with gravity vector estimation:
˙ˆ
R = Rˆ(ω + Rˆ>η)×
η˙ = 03×1
˙ˆp = η×(pˆ− pc) + vˆ
˙ˆv = η×vˆ + gˆ + Rˆa
˙ˆg = η×gˆ︸ ︷︷ ︸
τ∈[0,TM ]
Rˆ+ = Rˆ
η+ = kRσR
pˆ+ = pˆ+ RˆKpRˆ
>y
vˆ+ = vˆ + RˆKvRˆ
>y
gˆ+ = gˆ + RˆKgRˆ
>y︸ ︷︷ ︸
τ∈{0}
(34)
where Rˆ(0) ∈ SO(3), pˆ(0), vˆ(0), gˆ(0), η(0) ∈ R3, kR > 0,
and Kp,Kv,Kg ∈ R3×3 to be designed. The measure-
ment terms σR, y are given in (8) and (9), respectively.
Consider the new variable x = [p˜>R, v˜>R, g˜>R]> ∈ R9.
Then, from (2) and (19), the dynamics of x are given by
{
x˙ = Atx τ ∈ [0, TM ]
x+ = (I −KCt)x τ ∈ {0} (35)
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where K := [K>p ,K
>
v ,K
>
g ]
>, and the matrices At and
Ct are given by
At =

−ω× I3 03×3
03×3 −ω× I3
03×3 03×3 −ω×
 , Ct =

I3
03×3
03×3

>
. (36)
The gain matrix K is designed as
K = PC>t (CtPC
>
t +Qt)
−1, (37)
whereP is the solution of the continuous-discrete Riccati
equation (27a)-(27b), with P (0) positive definite, Vt, Qt
uniformly positive definite, and (At, Ct) given by (36).
In view of (22), (24), (34) and (35), one obtains the
same form of hybrid closed-loop system asH2 in (29) for
observer (34) except that δ¯g = 09×1 and x ∈ R9.
Lemma 10 The pair (At, Ct) defined in (36) is uni-
formly observable.
The proof of this Lemma 10 is similar to the proof of
Lemma 8, which is omitted here. Now, one can state the
following result:
Corollary 11 Consider the hybrid observer (34) for the
system (2)-(4). Let Assumption 1 - 2 hold, and the con-
ditions given in Lemma 7 with (At, Ct) defined in (36)
are satisfied. Then, for any 0 <  < 1, there exist con-
stants η∗, k∗R > 0, such that for any |R˜(0)|I ≤ 
√
ςM ,
‖η(0)‖ ≤ η∗, x ∈ R9 and kR < k∗R the set A¯ is exponen-
tially stable.
The proof of Corollary 11 can be conducted using the
same steps as in the proof of Theorem 9, which is omitted
here. Similar to the derivations in (32)-(33), the matrices
Qt and Vt can be tuned related to the covariance of the
state and output noise as follows:
Vt =

(Rˆ> ¯ˆp)× 03×3
(Rˆ>vˆ)× I3
(Rˆ>gˆ)× 03×3
Cov
([
nω
na
])
(Rˆ> ¯ˆp)× 03×3
(Rˆ>vˆ)× I3
(Rˆ>gˆ)× 03×3

>
,
Qt = Rˆ
N∑
i=1
k2iCov
(
niy
)
Rˆ>,
with ¯ˆp = pˆ − pc, and we made the assumption that the
noise in the landmark measurements are uncorrelated.
4 Simulation Results
In this section, simulation results are presented to il-
lustrate the performance of the proposed hybrid ob-
servers. We refer to the hybrid observer (7) as ‘HINO1-
F’, the hybrid observer (19) as ‘HINO2-F’, the hybrid
observer (22) as ‘HINO1-V’, and the hybrid observer
(34) as ‘HINO2-V’. Moreover, we refer to the invariant
observer proposed in (Barrau and Bonnabel, 2017) as
‘IEKF’.
We consider an autonomous vehicle moving on the ‘8’-
shape trajectory given by p(t) = 10[sin(t), sin(t) cos(t), 1]>
(meter), with the initial rotation R(0) = I3 and the
angular velocity ω(t) = [sin(0.3pi), 0.1, cos(0.3pi)]>
(rad/s). The same initial conditions are considered
for each observer Rˆ(0) = Ra(0.1pi, u) with u ∈ S2,
η(0) = vˆ(0) = pˆ(0) = gˆ(0) = 03×1, and P (0) = I.
There are N = 25 landmarks which are randomly se-
lected on the ground such that Assumption 1 holds. We
consider continuous IMU measurements and intermit-
tent landmark position measurements with Tm = 0.04
and TM = 0.06 (about 20Hz sampling rate). More-
over, additive white Gaussian noise has been con-
sidered with Cov(nω) = 0.0001I3,Cov(na) = 0.01I3
and Cov(niy) = 0.01I3,∀i = 1, 2, · · ·N for the gryo,
accelerometer and landmark measurements, respec-
tively. The same parameters ki = 1/N, i = 1, . . . , N
and kR = 1.2 are chosen for each of the proposed
observers. Moreover, for the fixed-gain observers, we
pick kp = 0.5, kv = 1.0 and kg = 0.6, such that,
for both observers, there exists a matrix P satisfy-
ing ΞP (τ) < 0,∀τ ∈ [Tm, TM ]. For the variable-gain
observers, matrices Vt and Qt are chosen as (33) for
HINO1-V and as (??) for HINO2-V. For the IEKF, the
gain matrices are chosen using the same covariance of
the measurements noise as per Section V.B in (Barrau
and Bonnabel, 2017).
Simulation results are shown in Fig. 2. As one can see,
the estimated states from the proposed hybrid observers
and IEKF converge, after a few seconds, to the vicinity
of the real state. The execution time of each observer,
using an Intel Core i7-3540M running at 3.00GHz, is
given in the following table :
N HINO1-F HINO1-V HINO2-F HINO2-V IEKF
25 0.0053s 0.0084s 0.0066s 0.0095s 0.0102s
100 0.0061s 0.0089s 0.0069s 0.0120s 0.0138s
From the table, one can see that the computational costs
of our fixed-gain observers are lower than the compu-
tational costs of our variable-gain observers and IEKF.
This is due to the online computations required for solv-
ing the continuous-discrete Riccati equations. Moreover,
the IEKF comes with the highest computational cost,
which is mainly due to the computation of the inverse of
a potentially high-dimensional matrix S ∈ R3N×3N (see
Eqn. (35) in (Barrau and Bonnabel, 2017)), especially
when the number of landmarks N is large.
5 Experimental Results
To further validate the performance of our proposed hy-
brid observers, we applied our algorithms to real data
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Fig. 2. Simulation results of three-dimensional trajectories
and estimation errors of rotation, position, linear veloc-
ity and gravity vector using intermittent landmark position
measurements.
from the EuRoc dataset (Burri et al., 2016), where the
trajectories are generated by a real flight of a quadro-
tor. This dataset includes stereo images, IMU measure-
ments and ground truth. The sampling rate of the IMU
measurements from ADIS16448 is 200Hz and the sam-
pling rate of the stereo images from MT9V034 is 20Hz.
The ground truth of the states are obtained by a non-
linear least-squares batch solution using the Vicon pose
and IMU measurements. More details about the EuRoC
dataset can be found in (Burri et al., 2016).
5.1 Experimental Setting
Matched points left
Matched points right
Fig. 3. Example of features detection and tracking in the
left and right images of a stereo camera using the Com-
puter Vision System Toolbox. Pictures come from the Eu-
Roc dataset(Burri et al., 2016).
The images are undistorted with the camera param-
eters calibrated using Stereo Camera Calibrator App.
The features are tracked via the Kanade-Lucas-Tomasi
(KLT) tracker using minimum eigenvalue feature detec-
tion (Shi and Tomasi, 1994), which are shown in Fig. 3.
To remove matched point-feature outliers, a simple out-
liers removal technique proposed in (Hua et al., 2018)
has been used with the thresholds S = 60, D = 2. The
three-dimensional coordinates of the point-features from
stereo images expressed in the camera frame are trans-
formed to the frame attached to the vehicle using the cal-
ibration matrix provided in the dataset. The accelerom-
eter and gyro measurements are corrected via the biases
provided by the ground truth.
Since no physical landmarks are available in the Eu-
Roc dataset, a set of ‘virtual’ landmarks are generated
from the stereo images and the ground truth pose at
the beginning. More precisely, the coordinate of the i-th
landmark expressed in the inertial frame is calculated as
pi = RGyi+pG, whereRG, pG are the ground truth rota-
tion and position of the vehicle, and yi is the current i-th
feature measurement generated from the current stereo
images. For the sake of efficiency, we limit the maximum
number of detected and tracked point-features to 100. It
is quite unrealistic to track the same set of point-features
through a long time image sequence. Hence, when the
number of visible point-features is less than a certain
threshold (6 in our experiments), a new set of point-
features is generated using current stereo images and
ground truth again. Note that the ground truth pose is
used to validate the performance of the proposed algo-
rithms and also to generate the virtual landmarks in the
experiments due to the lack of physical landmarks.
5.2 Results
To achieve fast convergence for the attitude estimation,
we choose kR = 28/‖M‖F with M =
∑N
i=1 ki(pi −
pc)(pi − pc)> and ki = 1/N for all i = 1, . . . , N for
each of the proposed observers. For the variable-gain
observers, the matrices Vt and Qt for the continuous-
discrete Riccati equations are chosen same as the sim-
ulation with the covariance matrices of the measure-
ment noise Cov(nω) = 0.0024I3,Cov(na) = 0.0283I3
and Cov(niy) = 0.06I3 for all i = 1, . . . N . For the fixed-
gain observers, to achieve similar performance as the
variable-gain observers, the gains are picked after sev-
eral trials as kp = 0.85, kv = 2.5 and kg = 2.0 with
the condition (18) satisfied. In practice, the IMU mea-
surements are not continuous although obtained at a
high rate, for example 200Hz in the EuRoc dataset. In
our experiments, the numerical integration for the esti-
mated attitude is given as Rˆk+1 = Rˆk exp(ω
×
k ∆T ) with
∆T := tk+1 − tk,∀k ∈ N>0 and the sequence {tk}k∈N>0
denoting the time instants of the IMU measurements,
while a first-order numerical discretization method is ap-
plied for the integration of the other state vectors such
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Fig. 4. The experimental results using the EuRoc dataset (Burri et al., 2016) with initial conditions: Rˆ(0) = exp(0.1piu×)RG
with u ∈ S2, pˆ(0) = vˆ(0) = η(0) = gˆ(0) = 03×1. The true (groundtruth) and estimated trajectories are shown in the left. The
estimation errors of rotation, position, velocity and gravity vector are shown in the right.
as pˆ, vˆ, η and gˆ. Two sets of experiments have been per-
formed, which are shown in Fig. 4. As one can see, the
estimates provided by all the proposed hybrid observers
and IEKF, using the high rate IMU measurements and
low rate stereo vision measurements, converge after a
few seconds to the vicinity of the ground truth. The ex-
perimental results show that the performance of the pro-
posed observers, which require less computational cost,
are comparable to the performance of the IEKF.
6 Conclusion
Hybrid inertial navigation observers relying on contin-
uous angular velocity and linear acceleration measure-
ments, and intermittent landmark position measure-
ments, have been proposed. Different versions have been
developed depending on whether the observer gains
are constant or time-varying and whether the gravity
vector is known or not. While the fixed-gain observers
require less computational cost than the variable-gain
observers, the latter are easily tunable via the covariance
of the measurements noise. All the proposed observers
are endowed with strong exponential stability proper-
ties. This is, to the best of our knowledge, the first work
dealing with inertial navigation observers design, using
intermittent measurements, with strong stability guar-
antees. Simulation and experimental results, illustrat-
ing the performance of the proposed hybrid nonlinear
observers, have been provided.
Appendix
A Solving the infinite-dimensional problem
In this section, we provide a procedure motivated by
(Sferlazza et al., 2019) to solve the infinite-dimensional
problem ΞP (τ) < 0, for all τ ∈ [Tm, TM ]. First,
let (λi(τ), vi(τ)) ∈ R × Sn−1 be the i-th pair of
eigenvalue and eigenvector of the matrix ΞP (τ) with
λi(τ) = vi(τ)
>ΞP (τ)vi(τ) being a continuous func-
tion of τ . Using the facts ∂Φ(τ)/∂τ = eAτA = AeAτ
and vi(τ)
> (∂vi(τ)/∂τ) = 0 for all τ ≥ 0, the first-
order derivatives of λi(τ) with respect to τ is given
as
∣∣∣∂λi(τ)∂τ ∣∣∣ = ∣∣∣v>i ∂ΞP (τ)∂τ vi∣∣∣ = v>i (A>g eA>τ (A>P +
PA)eAτAg)vi ≤ 2‖P‖‖A‖‖eAτ‖2‖Ag‖2 := δ∗P . Then,
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according to (Sferlazza et al., 2019, Lemma 4), if there
exist a constant µ > 0 and a value τ¯ ∈ [Tm, TM ]
such that ΞP (τ¯) < −2µI, then the maximum eigen-
value of ΞP (τ) cannot be greater than −µ as long as
τ ∈ [τ¯ − µ/δ∗P ), τ¯ + µ/δ∗P ].
The following procedure adapted from (Sferlazza et al.,
2019, Algorithm 1) is presented to solve the infinite-
dimensional problem in a finite number of steps:
Step 1: Obtain an exponential bound on eAτ ,∀τ ∈
[Tm, TM ] by finding a solution Π = Π
> > 0 and β > 0
satisfying
(−A+ βI)>Π + Π(−A+ βI) > 0 (A.1)
From (Sferlazza et al., 2019, Lemma 3), one can show
that ‖eAτ‖ ≤ γeβτ ≤ γeβTM := cA,∀τ ∈ [Tm, TM ]
with γ :=
√
λM (Π)/λm(Π).
Step 2: Solve the finite-dimensional optimization
problem with a constant µ > 0 and a discrete set
T ⊂ [Tm, TM ](in the first step T = {Tm, TM})
(P ∗, p¯∗) = arg min
P=P>,p¯
p¯, subject to
ΞP (τ) < −2µI, τ ∈ T
I ≤ P ≤ p¯I (A.2)
Step 3: Let δ∗T := µ(2p¯
∗c2A‖A‖‖I − CK‖2)−1, and
define a finite discrete set Td = [Tm : 2δ∗T : TM ]. Check
the eigenvalue conditions
ΞP∗(τ) < −µI, ∀τ ∈ Td (A.3)
If this steps are successful, the solution P ∗ from
Step 2 is a solution of the infinite-dimensional prob-
lem ΞP (τ) < 0 for all τ ∈ [Tm, TM ] and the algo-
rithm stops. Otherwise, add the worst-case value
τ = arg maxτ∈Td(λM (ΞP∗(τ))) to the discrete set T
and restart from Step 2 again.
Note that if the infinite-dimensional problem ΞP (τ) <
0,∀τ ∈ [Tm, TM ] is not feasible, one has to redesign
the gain matrix K such that this optimization problem
is feasible. The finite-dimensional optimization problem
(A.2) and (A.1) can be solved by a convex optimization
solver like CVX (Grant et al., 2009).
B Proof of Theorem 3
Before proceeding with the proof of Theorem 1, we pro-
vide the following useful properties: for any R ∈ SO(3)
solution of R˙ = R(ω)× with R(0) ∈ SO(3) and ω ∈ R3,
one has
4λM¯m |R|2I ≤ tr((I −R)M) ≤ 4λM¯M |R|2I (B.1)
‖ψ(MR)‖2 = α(M,R)tr((I −R)W ′) (B.2)
ψ˙(MR) = E(MR)ω (B.3)
‖E(MR)‖F ≤ ‖M¯‖F (B.4)
where E(MR) := 12 (tr(MR˜)I − R˜>M), W ′ :=
tr(M¯2)I−2M¯2, and α(M,R) := 1−|R|2I cos2〈u, M¯u〉 ≤
1 with 〈 , 〉 denoting the angle between two vectors and
u being the axis of rotation of R. The proof of these
properties can be founded in (Berkane et al., 2017,
Lemma 1 and Lemma 2) and the references therein.
First, we are going to show that |R˜(t)|I < 1 for all t ≥ 0.
This step guarantees that the innovation term σR =
kRψ(MR˜) vanishes only at R˜ = I3 excluding the unde-
sired critical points R˜ = Ra(pi, v) with v ∈ E(M). Con-
sider the following real-valued function on f× [0, TM ]:
W = 1
2
tr((I − R˜)M)− τη>ψ(MR˜) + µeτη>η (B.5)
with some µ > 0 . Let ‖ζ‖2 := |R˜|2I + ‖η‖2. Using the
properties (B.1), (B.2), one has ‖ψ(MR˜)‖2 ≤ tr((I −
R˜)W ′) ≤ 4λW¯M |R˜|2I with W¯ := 12 (tr(W ′)I3 −W ′). For
all τ ≥ 0, one obtains the following inequalities:
λP1m ‖ζ‖2 ≤ W ≤ λP2M ‖ζ‖2, (B.6)
where the matrices P1 and P2 are given by
P1 =
 2λM¯m −√λW¯MTM
−
√
λW¯MTM µ
 ,
P2 =
 2λM¯M √λW¯MTM√
λW¯MTM µe
TM
 .
To guarantee that matrices P1 and P2 are positive def-
inite, it is sufficient to choose µ > 12λ
W¯
MT
2
M/λ
M¯
m . Then,
the time-derivative ofW along the flows of (15) is given
by
W˙ = 1
2
tr(MR˜η×) + η>ψ(MR˜) + τη>E(MR˜)η>
− µeτη>η
≤ (TM‖M¯‖F − µ) η>η, (B.7)
where we made use of the properties (B.3) and
(B.4), and the facts: eτ ≥ 1 for all τ ≥ 0 and
tr(MR˜η×) = −〈〈MR˜, η×〉〉 = −2η>ψ(MR˜). Choosing
µ > max{ 12λW¯MT 2M/λM¯m , TM‖M¯‖F }, one obtains W˙ ≤ 0,
which implies that W˙ is negative semi-definite and W
is non-increasing in the flows.
Thanks to the decreasing timer in (6), one has τ = 0 at
each jump. Let W+ be the value of W after each jump.
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Then, one can show that
W+ −W = 1
2
tr((I − R˜+)M)− 1
2
tr((I − R˜)M)
− ν(η+)>ψ(MR˜+) + τη>ψ(MR˜)
+ µeν‖η+‖2 − µ‖η‖2
≤ −kR
(
Tm − µeTMkR
) ‖ψ(MR˜)‖2 − µ‖η‖2
≤ −kR%∗‖ψ(MR˜)‖2 − µ‖η‖2, (B.8)
where ν := τ+ ∈ [Tm, TM ], %∗ := Tm − µeTMkR, and we
made use of the fact that R˜+ = R˜ and η+ = kRψ(MR˜).
Choosing kR < k
∗
R :=
1
µTme
−TM such that %∗ = Tm −
µeTMkR > 0, one can further show that W+ − W ≤
0, which implies that W is non-increasing after each
jump. From (B.6), (B.7) and (B.8), one can show that
λP1m |R˜|2I ≤ λP1m ‖ζ‖2 ≤ W(t) ≤ W(0) for all t ≥ 0.
The minimum eigenvalue of P1 is explicitly given by
0 < λP1m = λ
M¯
m +
µ
2 − 12 ((2λM¯m −µ)2 + 4λW¯MT 2M )
1
2 < 2λM¯m
with µ > max{ 12λW¯MT 2M/λM¯m , TM‖M¯‖F }. It is easy to
verify that λP1m is a continuous monotonically increas-
ing function of µ > 0 and limµ→+∞ λP1m = 2λ
M¯
m . Hence,
given a constant 0 < ∗ < 1− 2, it is always possible to
find a constant µ∗ > 0 (depending on  and 
∗) such that,
for any µ > µ∗ , one has λ
P1
m ≥ 2(2 + ∗)λM¯m = 2(2 +
∗)ςMλM¯M . From (B.6), substituting |R˜(0)|2I ≤ 2ςM < 1
and ‖η(0)‖ ≤ η∗, one can show that
W(0) ≤ 2λM¯M |R˜(0)|2I + 2TM
√
λW¯M‖η(0)‖+ µeTM ‖η(0)‖2
≤ 2λM¯M (2ςM + h(η∗))
where h(η∗) := (TM (λW¯M )
1
2 η∗+ 12µe
TM (η∗)2)/λM¯M . Since
h(η∗) is a continuous monotonically increasing function
of η∗ ≥ 0 and h(0) = 0, there exists a constant η∗ :=
h−1(cη∗ςM ) > 0 with some constant 0 < cη < 1 such
that for all ‖η(0)‖ ≤ η∗ one has W(0) ≤ 2λM¯M (2 +
cη
∗)ςM . Hence, one can conclude that
|R˜|2I ≤
1
λP1m
W(0) ≤ 
2 + cη
∗
2 + ∗
< 1, (B.9)
for all t ≥ 0 with kR < k∗R = 1µTme−TM and µ >
max{µ∗ , 12λW¯MT 2M/λM¯m , TM‖M¯‖F }.
Next, let us show the exponential stability of the set A.
From (B.9), one obtains |R˜|2I ≤ 1− (1−cη)
∗
2+∗ for all t ≥ 0.
Then, applying (B.1) and (B.2) one has ‖ψ(MR˜)‖2 ≥
4(1− |R˜|2I)λW¯m |R˜|2I ≥ 4 (1−cη)
∗
2+∗ λ
W¯
m |R˜|2I . From (B.6) and
(B.8), it follows that
W+ ≤ W − 4kR%∗λW¯m
(1− cη)∗
2 + ∗
|R˜|2I − µ‖η‖2
≤
(
1− c1
λP2M
)
W = e−c2W (B.10)
with c1 := min{4kR%∗λW¯m (1−cη)
∗
2+∗ , µ} and c2 := − ln(1−
c1/λ
P2
M ). Since W+ ≥ 0 and c1/λP2M > 0, one can show
that 0 < 1− c1/λP2M < 1 and then c2 > 0 is well-defined.
Consider the following real-valued function on SO(3)×
R3 × [0, TM ]:
V1(R˜, η, τ) = eλF1 τW (B.11)
with 0 < λF1 < c2/TM . In view of (B.6), (B.7) and
(B.10), one can show that
α1‖ζ‖2 ≤ V1(R˜, η, τ) ≤ α¯1‖ζ‖2 (B.12)
V˙1(R˜, η, τ) ≤ −λF1 V1(R˜, η, τ), ∀x1 ∈ F1 (B.13)
V1(R˜+, η+, τ+) ≤ e−λJ1 V1(R˜, η, τ), ∀x1 ∈ J1 (B.14)
where α1 := λ
P1
m , α¯1 := e
(λF1 TM )λP2M , λ
J
1 := c2−λF1 TM >
0, and we made use of the facts: V+1 = eλ
F
1 τ
+W+ ≤
e(λ
F
1 TM−c2)W andW ≤ V1. From (B.12)-(B.14), one can
conclude that V1 is exponentially decreasing in both flow
and jump sets, which further implies that the estimation
error ζ exponentially converges to zero.
On the other hand, let us consider the following real-
valued function on R6 × [0, TM ]:
V2(x, τ) = eλF2 τx>Φ>(τ)PΦ(τ)x, (B.15)
with some λF2 > 0. One can easily verify that there exist
two positive constants α2, α¯2 such that
α2‖x‖2 ≤ V2(x, τ) ≤ α¯2‖x‖2 (B.16)
with α2 := minτ∈[0,TM ] e
λF2 τλ
(Φ>(τ)PΦ(τ))
m and α¯2 :=
maxτ∈[0,TM ] e
λF2 τλ
(Φ>(τ)PΦ(τ))
M . The time-derivative of
V2 along the flows of (15) is given by
V˙2 = −λF2 V2 + eλ
F
2 τx>Φ>(τ)(A>P + PA)Φ(τ)x
+ 2eλ
F
2 τx>Φ>(τ)PΦ(τ)δg
+ eλ
F
2 τx>(Φ˙>(τ)PΦ(τ) + Φ>(τ)P Φ˙(τ))x
≤ −λF2 V2 + 2α¯2‖x‖‖δg‖
≤ −λF2 V2 + β‖x‖‖ζ‖, ∀x1 ∈ F1 (B.17)
where β := 4
√
2cgα¯2, and we made use of the facts
‖δg‖ ≤ cg‖I − R˜‖F = 2
√
2cg|R˜|I ≤ 2
√
2cg‖ζ‖,
AΦ(τ) = Φ(τ)A, and Φ˙(τ) = −AΦ(τ). Since ΞP (τ) <
0,∀τ ∈ [Tm, TM ], there exists a (small enough) pos-
itive scalar cq < pM := λ
P
M such that ΞP (τ) ≤
12
−cqI, ∀τ ∈ [Tm, TM ]. Let V+2 := V2(x+, τ+) and
ν := τ+ ∈ [Tm, TM ]. Then, for each jump at τ = 0, one
has
V+2 = eλ
F
2 νx>((I −KC)>Φ(ν)>PΦ(ν)(I −KC))x
= eλ
F
2 νx>ΞP (ν)x + eλ
F
2 νx>P x
≤ −eλF2 νcqx>x + eλF2 νpMx>x
≤ (pM − cq) eλF2 TM ‖x‖2
≤ e−λJ2 V2(x), ∀x1 ∈ J1 (B.18)
where λJ2 := − ln(pM−cqα¯2 eλ
F
2 TM ). Pick λF2 <
1
TM
ln( α¯2pM−cq )
such that
pM−cq
α¯2
eλ
F
2 TM < 1 and λJ2 > 0.
Now, we are going to show the exponential stability of
the set A for the overall hybrid closed-loop system H1
in (15). Let |x1|A ≥ 0 be the distance of x1 with respect
to the set A such that |x1|2A := inf(R¯,η¯,x¯1,τ¯)∈A(|R˜R¯>|2I +
‖η− η¯‖2 + ‖x− x¯1‖2 + ‖τ − τ¯‖2) = |R˜|2I + ‖η‖2 + ‖x‖2 =‖ζ‖2 + ‖x‖2. Consider the Lyapunov function candidate
V(x1) = εV1(R˜, η, τ) + V2(x, τ) with some ε > 0. From
(B.12) and (B.16), one can show that
α|x1|2A ≤ V(x1) ≤ α¯|x1|2A (B.19)
where α := min{εα1, α2} and α¯ := max{εα¯1, α¯2}. In
view of (B.11)-(B.13) and (B.16)-(B.17), one has
V˙ = −ελF1 V1 − λF2 V2 + β‖x‖‖ζ‖
≤ −ελF1 V1 − λF2 V2 +
ελF1 α1
2
‖ζ‖2 + β
2
2ελF1 α1
‖x‖2
≤ −ε
2
λF1 V1 −
(
λF2 −
β2
2ελF1 α1α2
)
V2
= −λFV, ∀x1 ∈ F1 (B.20)
with ε > β
2
2λF1 λ
F
2 α1α2
such that λF := min{λ
F
1
2 , (λ
F
2 −
β2
2ελF1 α1α2
)} > 0, and we have made use of the inequality
β‖x‖‖ζ‖ ≤ ελF1 α12 ‖ζ‖2 + β
2
2ελF1 α1
‖x‖2. From (B.14) and
(B.18), one obtains
V(x+1 ) ≤ εe−λ
J
1 V1 + e−λJ2 V2 ≤ e−λJV(x1), ∀x1 ∈ J1
(B.21)
where λJ := min{λJ1 , λJ2 }. Let λc := min{λF , λJ}.
In view of (B.20) and (B.21), one has V(x1(t, j)) ≤
e−λc(t+j)V(x1(0, 0)) for all (t, j) ∈ dom x1. Since Tm is
strictly positive by Assumption 1, it follows that every
maximal solution to the hybrid system H1 is complete
as dom x1 is unbounded i.e., t + j → ∞. Applying
(B.19), one can conclude that for all (t, j) ∈ dom x1
|x1(t, j)|A ≤
√
α¯
α
e−
1
2λc(t+j)|x1(0, 0)|A, (B.22)
which shows that the set A is exponentially stable. This
completes the proof.
C Proof of Theorem 9
Following the same steps as the first part of the proof
of Theorem 3, one can guarantee that |R˜|I < 1,∀t ≥ 0.
Moreover, considering the real-valued function V1 de-
fined in (B.11), one obtains the inequalities (B.12)-
(B.14) and the estimation error ζ exponentially con-
verges to zero.
On the other hand, consider the real-valued function
V2(x, τ) = e−γτx>P−1x with some γ > 0, whose upper
and lower bounds are given by
α′2‖x‖2 ≤ V2(x, τ) ≤ α¯′2‖x‖2 (C.1)
where α′2 :=
1
pM
e−γTM and α¯′2 :=
1
pm
. The time-
derivative of V2 along the flows of (29) is given as
V˙2 = γV2 + e−γτx>(A>t P−1 + P−1At + P˙−1)x
+ 2e−γτx>P−1δ¯g
≤
(
γ − e−γTM vm
pM
)
V2 + 2
pm
‖x‖‖δ¯g‖
= −λF2 V2 + β‖x‖‖ζ‖, ∀x2 ∈ F2 (C.2)
where λF2 := −γ+e−γTM vmpmp2
M
> 0 with γ small enough,
vm := inft≥0 λVm, β := 4
√
2cg/pm, and we made use of
the facts ‖δ¯g‖ ≤ cg‖I − R˜‖F ≤ 2
√
2cg‖ζ‖. Let $(γ) =
−γ + e−γTM vmpm
p2
M
. Note that $(0) = vmpm
p2
M
> 0, $(γ)
decreases as γ increases, and the solution for $(γ) = 0
is given by γ = 1TMW (
vmpmTM
p2
M
) with W (·) denoting the
Lambert W function. Hence, one can show that λF2 > 0
for any 0 < γ < 1TMW (
vmpmTM
p2
M
). Since the solution of
P is well defined for all (t, j) ∈ dom x2 and (P+)−1 =
P−1 +C>t QtCt, one verifies that I−KCt is full rank and
(P+)−1 can be rewritten as (P+)−1 = P−1(I−KCt)−1.
Let V+2 := V2(x+, τ+) and ν := τ+ ∈ [Tm, TM ]. Then,
for each jump at τ = 0, one has
V+2 = e−γν(x+)>(P+)−1x+
= e−γνx>(I −KCt)>(P+)−1(I −KCt)x
= e−γνx>(I −KCt)>P−1x
= e−γνx>P−1x− e−γνx>C>t (CtPC>t +Qt)−1Ctx
≤ e−λJ2 V2, ∀x2 ∈ J2 (C.3)
where λJ2 := γTm, and we made use of the fact that
C>t (CtPC
>
t +Qt)
−1Ct is positive semi-definite.
Now, we are going to show the exponential stability of
the set A for overall hybrid closed-loop system H2 in
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(29). Let |x2|A ≥ 0 be the distance of x1 with respect to
set A such that |x2|2A := inf(R¯,η¯,x¯2,τ¯)∈A(|R˜R¯>|2I + ‖η −
η¯‖2 + ‖x − x¯2‖2 + ‖τ − τ¯‖2) = ‖ζ‖2 + ‖x‖2. Consider
the Lyapunov function candidate V(x2) = εV1(R˜, η, τ)+
V2(x, τ), with some ε > 0. In view of (B.12) and (C.1),
one has
α|x2|2A ≤ V(x2) ≤ α¯|x2|2A (C.4)
where α := min{εα1, α′2} and α¯ := max{εα¯1, α¯′2}. Ap-
plying the same steps as in (B.20), from (B.11)-(B.13)
and (C.1)-(C.2) one obtains
V˙ = −λFV, ∀x2 ∈ F2 (C.5)
with ε > β
2pM
2λF1 λ
F
2 λ
P1
m e
−γTM
and λF := min{λ
F
1
2 , (λ
F
2 −
β2pM
2ελF1 λ
P1
m
)}. Moreover, in view of (B.14) and (C.3), one
obtains
V(x+2 ) ≤ εe−λ
J
1 V1 + e−λJ2 V2 ≤ e−λJV(x2), ∀x2 ∈ J2
(C.6)
where λJ := min{λJ1 , λJ2 }. Let λc := min{λF , λJ}.
In view of (C.5) and (C.6), one has V(x2(t, j)) ≤
e−λc(t+j)V(x2(0, 0)). Since Tm is strictly positive by
Assumption 1,it follows that every maximal solution to
the hybrid system H2 is complete. Then, from (C.4) one
can conclude that, for all (t, j) ∈ dom x4,
|x2(t, j)|A ≤
√
α¯
α
e−
1
2λc(t+j)|x2(0, 0)|A, (C.7)
which shows that the set A is exponentially stable. This
completes the proof.
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