Developments in mobile devi ces a nd wi reless networks ha ve led to the increasing popula ri ty of locati on -based social networks . These networks allow users to explore new pla ces , sha re thei r loca tion, vi deos and photos and make friends . They gi ve informa tion about the mobility of users, which can be used to i mprove the networks . This paper s tudies the problem of predi cting the next check-in of users of loca tion-based social networks. For an a ccura te prediction, we fi rs t anal yse the da tasets tha t a re obtained from the social networks, Foursqua re and Gowalla. Then we obtain some features like place popula ri ty, place popular time ra nge, place distance to user's home, user's pas t visi ts , ca tegory preferences and friendships , whi ch a re used for predi ction and deeper understa nding of the user beha viours . We use ea ch fea ture indi viduall y, and then in combina tion, using the new method. Finall y, we compa re the a cqui red resul ts and observe the improvement with the new method.
Introduction
Social networks are now an inseparable part of human life. While people are using social networks more than ever, social networks are adapting and evolving according to people's needs. Recently, a new type of social network that has started to become popular is the location-based social network. While users can share photos, videos and their opinions like in any other social networks, locationbased social networks' starting point and main focus is users' locations. These networks help their users to discover new places and venues, and also help venues to increase their popularity and public recognition. Location-based social networks contain a vast amount of useful information about the mobility of users, which helps them in making good assumptions about users' behaviours and improves location-based social networks. These predictions help the networks in three ways. Social network providers earn their users' and commercial advertisers' trust. While users' loyalty and pleasure to these networks are growing, the commercial advertisers' investments are becoming strong on these networks.
Problem Definition
This study deals with the next check-in prediction problem. We attempt to predict the next check-in of users with the help of features obtained from the data analysis phase. Check-in data contain three pieces of information: user, location and time. While the database contains more than thousands of different places, it is hard to guess the check-in with just one prediction. To overcome this problem, we make a list of predictions of different sizes and compare the results. For every check-in, we try to predict, take the check-in from the database and use the rest for training and try to predict the chosen check-in.
In previous works, the problem was handled with different approaches. For location prediction, Bayesian networks are used in Park, Hong and Cho (2007) and collaborative filtering is used Ye, Yin and Lee (2010) and Berjani and Strufe (2011) . A study of the user activity patterns is published in Noulas, Scellato, Mascolo and Pontil (2011) which gives deep understanding of location-based services and user activities. The random walk algorithm is used in Noulas, Scellato, Lathia and Mascolo (2012] , which studies the new venue recommendation problem. User mobility, global mobility and temporal features are used for location prediction in Noulas, Scellato, Lathia and Mascolo (2012) . New venue recommendation is also studied in Wang, Terrovitis and Mamoulis (2013) and specialised bookmarkcolouring algorithm is used in the study. A study on location prediction offers a two-step method: in the first step, the system tries to predict the location category (Ye, Zhu & Cheng, 2013) and in the second step, the system tries to find the location from the predicted category.
Data Analysis
Datasets we used were obtained from two popular location-based social networks: Foursquare and Gowalla. Both the networks were launched in 2009 and became popular quickly. While Gowalla was shut down in 2012, Foursquare is still online and is one of the most popular location-based social networks. The Gowalla dataset has about 10 million check-ins made by 100,000 users on 1.5 million different places for 18 months from all over the world. The Foursquare dataset covers only London check-ins and has about 500 thousand check-ins made by 10,000 users for 9 months. Unlike Foursquare, Gowalla also has friendship information.
Location-based social networks contain a lot of information like place ratings, comments, price range, popularity and user ratings, preferences, friends etc., yet very little information is available. We have check-in data, which contains user, place and time information, and place data which contains the place name, latitude, longitude and category information. We also have friendsh ip information only for the Gowalla dataset. We use these datasets and try to infer new useful information.
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The first information we obtain is the check-in numbers of the users and places. Later, we can use this information for place popularity and user mobility frequency. Users with less than nine check-ins for the whole time are considered as inactive and they are removed from the database. So far as we are try to build a personalised recommendation system, users with a few check-ins would be useless in this context. Places with only one check-in are also deleted. Then, we label all places with city information, using another database that contains the city latitude and longitude values. Separating database into different cities helps reducing computation time and increasing prediction accuracy. While we don't have any information about users' home locations, we assume that the most frequently visited place is the home location of the user. We use this location as the starting point and calculate the distances of all other places from this point. We split 1 day into four time ranges and calculate the visiting frequency of the other places in these time ranges. Time ranges are 00.00-06.00, 06.00-12.00, 12.00-18.00 and 18.00-00.00. Finally, we gather six different features to use for prediction. The features are users' previous visiting places and categories, friendship, place popularity, time range frequencies, and users' distances between home and all other places. 
Check-in Prediction
This section formalises the next check-in prediction problem. Given the current information about database, we aim to predict the next check-in place of users. We calculate a score for every place in the system for a specified user whose next check-in place has to be predicted and then we rank them according to the scores. Finally, we get the top N highest scored places and we check if the next checkin place is in the list or not. We use different list sizes from 10 to 100.
We use the features obtained from the data analysis section for the prediction individually. As the Gowalla dataset was separated into different parts by cities, we use them separately for prediction. As the Foursquare dataset contains only London check-ins, we use it without any prior process.
Problem Formulation
We have a set of users U and a set of places P . Each check-in c is defined as a tuple   , up, where u and p represent are those who made that check-in and where the check-in was made. C is defined as the total set of check-ins where u C is the set of check-ins for a specific user u . u Ca is the set of categories which are visited by user u and u F represents the set of users who are friends of user u . Given a user u , we calculate the score for every p  P and then we rank them based on these scores. 
size List r   Place time range frequency: We divided the day into four different time ranges and we calculated each frequency with how many check-ins were made in these time ranges. We did not use this feature individually for prediction, but used it later for the proposed prediction method along with the other features.
Prediction Using Proposed Method
After testing the individual features, we obtained the first results. Then, we had the foresight to use and combine these features. We tried to use place popularity and time range frequency together. In this way, we can observe the most popular places in different time ranges. We tested the combined features and it gave better results than using both the individual features. We also wanted to use former visits because it always gets the best results among all the individual features. Finally, we can use category prediction because it simply gives us an opinion about the user's preference.
For reducing candidate places and better simulating of the real location-based social networks, we decided to use check-in location as the starting point. Then, we found the top 1,000 closest locati ons to this starting point. In this way, we can cover a circle around the starting point with an average of 2-153 4 miles of radii for different cities. We made a decision to use this because location -based social networks normally know the location of users and use this information for venue recommendation. When we start to give scores to places, we use this subset of places with 1,000 locations.
Finally, we decided to use the list as two equal pieces. The first half gets candidate places from the user's former visits, while the second half gets candidate places from the categories which the user visited. For selecting places from the categories, we used popularity in the time range in which checkin was made. Then we normalised both halves and merged them. We used the final list as a prediction list and tested with different list sizes on both the datasets. p is the place where check-in was made. Then we can formalise the proposed method as follows:
Let us assume that
, | ,1000
Methodology and Metrics
We use leave-one-out cross-validation for testing the system. We remove the selected check-in from the dataset and use the rest for the training. Then we try to predict the place of the selected check-in. We use the same method for the entire dataset.
We use two different metrics, hit and precision. Hit is counted as 1, when one of places in the prediction list is the selected check-in's place. If none of our predictions is correct, then hit is counted as 0. If we assume that the selected place of check-in is p and our prediction list is L , then the formula can be generated as
Precision is defined as hit accuracy. When our correct prediction is in the first place in the prediction list, precision is 1 and it decreases to 0 while our hit moves to the last place in the prediction list. If k prediction in the list is correct, then the formula can be generated as We calculate hit and precision for every check-in in the datasets for testing. Then we average the results and obtain the average hit and average precision. We use these average values for comparing the features of prediction performance.
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Results
We test both the datasets with the obtained features and the proposed method and get the results. Figure 1 shows the Gowalla prediction results and Figure 2 shows the Foursquare prediction results. While the prediction list size increases, every feature's average hit value gets better. On the other hand, the average precision value generally gets worse. Forme r place visits feature dominates all the other features while getting the best hit results from every list size. This approach works well because, if a user visits the same place more than once, it is very likely it would be a hit on the prediction. On the Gowalla results, close popular and category-based hit results are close to each other, but close popular has better precision. On Foursquare, the closest feature gets the second best results. Popularity has the worse results on both the datasets. Using just popularity for prediction is obviously a bad idea while there are thousands of different places in datasets.
Our proposed method gets usually the best results over all of the individual features. It gets the best average hit and average precision result combination on every list size for both the datasets. On Gowalla results, when the list size is over 60, former visits get better hit than the proposed method, but not better precision. When we evaluate the results using both the metrics, we can still say that the proposed method is better than the former visits feature.
We can also infer that almost all the prediction techniques obtain better results on the Foursquare dataset. This could be explained by the fact that the Foursquare dataset is more recent than Gowalla and it has more check-ins that we can use for training the system.
Conclusion and Future Works
This work has studied the next check-in prediction problem in location-based social networks. We used large amounts of data from the Foursquare and Gowalla location-based social networks. First, we analysed the datasets and obtained some features for prediction. Then we proposed a new method, which combines the individual features and compared the results. We can infer from these results that using features individually is not a good strategy, while it only covers only one side of the problem. Our proposed method uses features together; this covers the problem more completely and thus obtains the best results.
In the future work, we can obtain much more information from location-based social networks and use them for better predictions. While these networks are growing, we can also have much more stable and bigger datasets. Using the user's comments and ratings, we can learn the user's preferences more accurately. With different techniques and better datasets, the problem would be much easier to solve. 
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