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Superconducting transmon qubits are of great interest for quantum computing and quantum
simulation. A key component of quantum chemistry simulation algorithms is breaking up the
evolution into small steps, which naturally leads to the need for non-maximally entangling, arbitrary
cphase gates. Here we design such microwave-based gates using an analytically solvable approach
leading to smooth, simple pulses. We use the local invariants of the evolution operator in SU(4)
to develop a method of constructing pulse protocols, which allows for the continuous tuning of the
phase. We find cphase fidelities of more than 0.999 and gate times as low as 100 ns.
I. INTRODUCTION
Quantum computing promises solutions to a number
of problems in computing, chemistry, and material sci-
ence. Superconducting qubits are a promising candidate
for qubits because their fabrication relies on existing tech-
niques [1, 2], and they can also have their characteristics
tailored for specific applications.
Superconducting qubits have been recently used in
the implementation of quantum algorithms for molecular
problems [3–5], reinforcing the idea that quantum chem-
istry is one of the most appealing applications of quantum
computing [6]. In many quantum simulation algorithms,
gate decompositions of Trotterized Hamiltonians often
include cphase gates, which are then written in terms of
two maximally entangling cnot gates [7]. This decom-
position is shown in Fig. 1. Clearly, using cphase gates
instead of cnots would reduce circuit depth and poten-
tially improve resource use in terms of time and fidelity.
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FIG. 1. Non-maximally entangling cphase gate decomposed
into two maximally entangling cnot gates.
Fast high-fidelity two-qubit gates remain challenging in
superconducting qubits [8]. Spectral crowding makes ac-
curately addressing an individual transition to produce a
controlled operation difficult over short times because the
bandwidth required to resolve differences between nearby
transitions becomes very small, increasing the time re-
quired for each gate [9]. The trade-off is then that either
gate times are long or the gate fidelity is low.
One approach to implementing two-qubit gates in su-
perconducting qubits is to dynamically tune elements of
the circuit. For example, one can either tune the qubit
frequency [2, 10–14], resonator frequency [15, 16], or the
coupling strength [17, 18]. Unfortunately, tunable ele-
ments introduce charge noise, leading to decoherence and
low fidelity. An alternative method is to apply microwave
pulses to the qubits to drive transitions that implement
unitary rotations [19–33]. Typically, microwave-based
control selects a single transition to implement a two-
qubit gate. However, spectral crowding is a generic issue
for systems controlled exclusively by microwave pulses
since, without tuning, their spectra are fixed (up to Stark
shift effects) and this usually forces the gate time to
be very long to spectrally select the target transition.
Moreover, the always-on coupling in these systems makes
single-qubit gates nontrivial, especially for strongly cou-
pled qubits.
In this work, we develop a collection of microwave-
based cphase gates using the SWIPHT (Speeding up
Wave forms by Inducing Phases to Harmful Transi-
tions) [22] protocol, which overcome spectral crowding.
This protocol was recently used in experiment to produce
cnot gates between two transmon qubits [33]. Here, we
make use of hyperbolic secant (sech) pulse envelopes [34]
which are smooth, simple to implement, and produce
high fidelities with low gate times for a variety of an-
gles [35, 36]. These type of pulses were recently used on
transmons in experimental demonstrations of Z gates [37]
and as part of a two-qubit gate [28]. We use the lo-
cal invariants [38, 39] of the two-qubit analytic evolution
operator with control sech pulses to find conditions on
the pulse parameters that achieve the desired two-qubit
operation. Through simulations of transmons with typ-
ical parameters, we show that our cphase gates pro-
duce high fidelities for low gate times. These cphase
gates are applicable in either an all-microwave context or
a microwave-tuning hybrid context. Regarding the lat-
ter, our cphase gates are applicable in the sense that
they only rely on a weak effective Z ⊗ Z coupling com-
pared to methods that dynamically tune circuit elements.
This reliance on only a weak amount of dynamical tun-
ing of the circuit parameters allows these gates to be
performed in a variety of parameter regimes. To address
the generic challenge of implementing single-qubit gates
with fixed-frequency, always-coupled transmons, we de-
sign a composite pulse protocol that gives high-fidelity
X rotations, which along with our two-qubit gates and
previously available Z gates [37, 40] form a universal set.
These single-qubit gates all take less than 50 ns each and
have fidelities in excess of 0.992.
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2This paper is organized as follows. In Section II we
introduce the two-qubit Hamiltonian for the system of
transmons coupled by a resonator. In Section III we
present the results of the analytical cphase protocols
and numerical performance, as well as their robustness
in other coupling strength regimes. In Section IV we
present our single-qubit gates along with their fidelities.
We conclude in Section V.
II. TRANSMON HAMILTONIAN
We focus on two superconducting transmon qubits cou-
pled by a cavity [41]. The transmons are modeled as
weakly anharmonic oscillators, and the cavity as a har-
monic oscillator. The Hamiltonian for this system is
given by
H0 =ωca
†a+
∑
j=1,2
j,1a
†
jaj −
ηj
2
a†jaj(a
†
jaj − 1)+ (1)
gj
(
a†ja+ a
†aj
)
.
Here ωc is the frequency of the cavity connecting the
two qubits, j,1 is the transition frequency between the
ground and first excited state for the jth qubit, ηj is
the anharmonicity of the jth qubit, gj is the coupling
strength between the cavity and the jth qubit, a (a†) is
the annihilation (creation) operator for the cavity, and
aj (a
†
j) is the annihilation (creation) operator for the j
th
qubit. The Hamiltonian describing the coupling to the
external microwave electric field is given by
Hp(t) =
∑
j=1,2
Ej(t)e
iωp,jtaj + H.c., (2)
where Ej(t) and ωp,j are the pulse envelope and fre-
quency driving the jth qubit, respectively. For the design
of our gates we only drive (without loss of generality)
the second qubit so that E1(t) = 0, E2(t) = E(t) and
ωp,2 = ωp.
The states in the system are |i; j, k〉 = |i〉c |j, k〉 , where|i〉c is the ith cavity level and the jth (kth) index denotes
the level of the first (second) transmon. It is advanta-
geous to write out the Hamiltonian in the dressed ba-
sis [42], which diagonalizes H0, and the indices of each
element of the dressed basis is determined by the state
in the bare basis that has the largest overlap with the
dressed state. For example, for indices si we write an
element of the dressed basis as an eigenstate of H0 with
|s˜1〉 =
∑
i αi |si〉 where |α1| > |αi| with i 6= 1. We encode
each qubit into the lowest two levels of each transmon.
Consequently, the projection operator for the two-qubit
subspace is PQSS =
∣∣∣0˜; 0, 0〉〈0˜; 0, 0∣∣∣+ ∣∣∣0˜; 0, 1〉〈0˜; 0, 1∣∣∣+∣∣∣0˜; 1, 0〉〈0˜; 1, 0∣∣∣+ ∣∣∣0˜; 1, 1〉〈0˜; 1, 1∣∣∣. Going to the dressed
basis and projecting into the qubit subspace spanned by
the basis
∣∣∣0˜; 0, 0〉, ∣∣∣0˜; 0, 1〉, ∣∣∣0˜; 1, 0〉, ∣∣∣0˜; 1, 1〉, the ap-
proximate two-qubit Hamiltonian when only one qubit
is driven is given by
HQSS ≈

−ωI,1/2 Ω1(t)eiωpt 0 0
Ω1(t)
∗e−iωpt +ωI,1/2 0 0
0 0 −ωI,2/2 Ω2(t)eiωpt
0 0 Ω2(t)
∗e−iωpt +ωI,2/2
 . (3)
We define δωI as the difference between the transition
frequencies of the two subspaces ωI,1 and ωI,2 each corre-
sponding with subspace 1 (upper left block) and subspace
2 (lower right block) of the Hamiltonian, respectively, as
well as Ωi(t) = E(t)di for the dipole moment di of each
transition. Here we have made the approximation that
terms in the Hamiltonian that couple states with a differ-
ent number of excitations on the first qubit will vanish.
This is due to the fact that in the dressed basis, since our
off-diagonal coupling terms in H0 are small compared to
the diagonal terms,
∣∣∣〈i˜; j, k∣∣∣i; j, k〉∣∣∣ is large compared to
contributions from other states.
To design fast gates, we avoid spectrally selecting one
of the two subspaces and allow the pulse to drive both
transitions. Because in general d1 6= d2 and ωI,1 6= ωI,2,
the same E(t) on each block will produce different evolu-
tions. Our goal is to design control pulses E(t) that gen-
erate two-qubit gates of the form |0〉 〈0|⊗ I2 + |1〉 〈1|⊗U ,
and other control pulses that generate single-qubit gates
of the form I2 ⊗ U .
III. CPHASE GATES
For each of the following cphase gates, we use hy-
perbolic secant pulses of the form Ω(t) = Ω0 sech(σt)
with bandwidth σ, amplitude Ω0, and pulse frequency
ωp. This pulse is chosen because it gives an analyti-
cally solvable time-dependent Schro¨dinger equation for
a two-level system [34], is smooth and has nice analytic
properties for rotations about the Z axis [35] (see Ap-
pendix A for the derivation of the evolution operator
and discussion of its properties). Specifically, for detun-
ing ∆ and bandwidth σ, a 2pi hyperbolic secant pulse
will induce a phase 2 arctan(σ/∆) and a 4pi pulse will
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FIG. 2. Hyperbolic secant 2pi and 4pi-pulses. These two dif-
ferent pulse areas have different algebraic properties, which
lead to different types of protocols.
induce a phase 2 arctan
(
4∆/σ
(∆/σ)2−3
)
[36]. A plot of two
examples of hyperbolic secant pulses is shown in Fig. 2.
The main idea is that the same sech pulse acts on both
(target and harmful) transitions, causing a cyclic evolu-
tion to each subspace. This assumes that the dipoles of
the two transitions are the same, which is not strictly
the case. Nevertheless, approximately equal dipoles, as
is the case for the parameters here, suffice for high fi-
delities. Due to the different detunings of the two tran-
sitions from the pulse, each acquires a different phase.
The choice of phases for the two transitions, which we
can control through the bandwidth and frequency of the
pulse, determines the specific cphase gate. Since we fo-
cus on cphase gates, we use 2pi and 4pi-pulses, which
only implement cyclic transitions between energy levels.
Our pulses generate generalized cphase gates, defined as
cphase′ = diag(eiφ00 , eiφ01 , eiφ10 , eiφ11), which is equiva-
lent to a regular cphase gate, cphase = (1, 1, 1, eiθ), up
to local Z rotations. The phases in both the generalized
and regular cphase gates satisfy θ = φ00−φ01−φ10+φ11.
In systems of transmons, it has been shown that zero-
duration single-qubit Z rotations may be accomplished
by shifting the phase of the microwave pulse [40], so this
generalization does not affect our gate times or fidelities.
Moreover, as discussed in Appendix A, the pulse areas
considered here produce no transfer of population and
hence only perform rotations about the Z axis. For this
reason, although the local invariants allow us to consider
arbitrary evolutions in SU(4) up to arbitrary rotations
in SU(2) (see Appendix B), our pulses only require that
we consider local operations of the form RZ(φ), which,
as discussed above, do not affect gate times or fidelities.
In the following results, we denote protocols that
use transitions that exist inside the qubit subspace as
“IQSS”, and protocols that use transitions partially out-
side the qubit subspace as “OQSS”. These two sets
of transitions are illustrated in Fig. 3. In particular,
when we refer to a protocol that is “IQSS”, the tran-
sitions and their respective frequencies that we consider
are ωI,1 :
∣∣∣0˜; 00〉 ↔ ∣∣∣0˜; 01〉, ωI,2 : ∣∣∣0˜; 10〉 ↔ ∣∣∣0˜; 11〉. On
the other hand, if the protocol is “OQSS”, then the tran-
sitions and their respective frequencies that we consider
are ωO,1 :
∣∣∣0˜; 01〉 ↔ ∣∣∣0˜; 02〉, ωO,2 : ∣∣∣0˜; 11〉 ↔ ∣∣∣0˜; 12〉.
As per the SWIPHT protocol, in either of these cases
we designate either the IQSS or OQSS transitions with
either the harmful or target transitions with transition
frequencies ωx,h and ωx,t, respectively. From these we
define the difference δωx = ωx,t − ωx,h with x ∈ {I,O}
depending on the transitions chosen.
When evaluating the performance of the derived pro-
tocols, we numerically solve the Schro¨dinger equation to
obtain the evolution operator at the end of each pulse.
In our simulations we keep 3 states for the cavity and 4
states for each of the qubits, so that the Hilbert space
simulated is 48-dimensional. This sufficiently simulates
the full dynamics of the system in that adding more
available states does not change our resulting fidelities.
To compare the final evolution operator we obtain from
the simulation with the target one, we calculate the fi-
delity given by F = 1n(n+1)
(
Tr
(
MM†
)
+ |Tr (M)|2
)
[43]
where M = U†0U , with U0 being the desired gate and U
being the actual gate from simulations. Each U and U0
are truncated so that they act only on the qubit subspace.
In our numerical simulations we use ωc = 7.15 GHz,
1,1 = 6.2 GHz, 2,1 = 6.8 GHz, η1 = η2 = η = 350 MHz,
g1 = g2 = g = 130 MHz as the fixed parameters, except
in Section III B where we evaluate the performance of the
gates when varying the coupling strength g. From these,
we find that δωI = 3.23MHz and δωO = −11.07MHz. In
our simulations, we truncate the sech pulses by switching
the pulse on for time 10/σ. Moreover, we numerically op-
timize around the analytically predicted solution to com-
pensate for errors such as a difference in the dipoles of
the two transitions. Below we describe each of the pro-
tocols, and provide results from numerical simulations
quantifying their performance.
A. cphase gate via off-resonant 2pi-pulse OQSS
Our strategy here is to find conditions on the band-
width and pulse frequency of a hyperbolic secant pulse
that performs a generalized cphase gate on the two sub-
spaces defined above. To this end, we use the local in-
variants (Appendix B) of the analytical evolution opera-
tor for the two-qubit system driven by sech pulses (Ap-
pendix A).
First, we recall that the definition of the generalized
cphase gate is cphase′ = diag
(
eiφ00 , eiφ01 , eiφ10 , eiφ11
)
where the phase imparted is θ = φ00−φ01−φ10 +φ11. If
we consider the two block-diagonal portions of the Hamil-
tonian HQSS (3), we can define two detunings between
4E
Higher Excited States
··
·
ω I
,1
ω I
,2 ω
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,1
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∣∣∣0˜; 0, 0〉
∣∣∣0˜; 0, 1〉∣∣∣0˜; 1, 0〉
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∣∣∣0˜; 0, 2〉
∣∣∣0˜; 1, 2〉
FIG. 3. Transitions between two-qubit states. The purple
transitions correspond to the IQSS protocols, and the orange
transitions correspond to the OQSS protocols.
the pulse and the desired transitions, ∆1 = ωp − ωO,1
and ∆2 = ωp − ωO,2.
Now, for the OQSS protocol the block-diagonal form of
the Hamiltonian as well as the analytical solution for the
unitary operator of a two-level system discussed in Ap-
pendix A allow us to write the evolution operator as U =
diag (1, f1, 1, f2). Here fj = 2F1
(
−a,+a, −i∆j+σ2σ , 1
)
is
the Gaussian hypergeometric function with a ≡ Ωσ ∈ Z.
Using Eq. (B3) We can compute the local invariants of
the two-qubit evolution operator U , yielding
G1(U) =
1
8
(4 + γ + γ∗),
G2(U) =0,
G3(U) =2 +
γ
2
,
(4)
where
γ =
Γ2
(
σ−i∆1
2σ
)
Γ
(−a+ 12 − i∆22σ )Γ (a+ 12 − i∆22σ )
Γ2
(
σ−i∆2
2σ
)
Γ
(−a+ 12 − i∆12σ )Γ (a+ 12 − i∆12σ )
+
Γ2
(
σ−i∆2
2σ
)
Γ
(−a+ 12 − i∆12σ )Γ (a+ 12 − i∆12σ )
Γ2
(
σ−i∆1
2σ
)
Γ
(−a+ 12 − i∆22σ )Γ (a+ 12 − i∆22σ ) .
(5)
We also compute the local invariants for the target
cphase gate, yielding
G(diag
(
1, 1, 1, eiθ
)
) =
(
cos(θ/2)
2
, 0, 2 + cos(θ)
)
, (6)
where G(U) = (G1(U), G2(U), G3(U)).
In order to find the conditions on the pulse parameters,
we demand that the local invariants of U (Eq. (4)) be
equal to those of the cphase gate, and thus we arrive at
(assuming for simplicity that a = 1)
cos θ = cos (φ1(∆1)− φ1(∆2)) , (7)
where eiφ1(∆j) =
σ−i∆j
σ+i∆j
.
For the IQSS protocol, we follow the same procedure,
except that in that case the IQSS evolution operator is
U = diag (f1, f
∗
1 , f2, f
∗
2 ) After imposing that the respec-
tive local invariants of U and the cphase gate be equal,
for a 2pi-pulse we arrive at
cos θ = cos (2 (φ1(∆1)− φ1(∆2))) . (8)
In our parameter regime, the IQSS protocol has similar
or lower performance than the OQSS protocol, and thus
in the remaining of this section we focus on the OQSS
protocol only.
In the SWIPHT protocol, there is a notion of a “harm-
ful” and “target” transition. The difference between
these two transitions is that we select the “harmful” tran-
sition to be the transition that we want to drive to obtain
a trivial phase. The “target” transition then corresponds
to the transition that looks like the target portion of a
controlled unitary operation. So here we see that there
is some freedom in defining which of the two blocks (1 or
2) involves the target and which the harmful transition.
We define the following choice of sign:
λ =
{
+1 Target is block 1
−1 Target is block 2 . (9)
We also define ∆t and ∆h based on this choice. Then
noting that ωp = ∆h + ωh = ∆t + ωt and defin-
ing δωO = ωt − ωh, we can use the definitions for θ,
φ1 as well as trigonometric identities to find δωO/σ =
cot (φ1(∆h)/2)− cot (φ1(∆t)/2).
Now, if we specify an angle for the two-qubit gate,
all of the restrictions up until now allow us to find a
pulse frequency and bandwidth that perform two differ-
ent rotations on each block, but together they combine
to form a cphase operation. We define θ1 = φ00 − φ01,
θ2 = φ10 − φ11 as well as θ = θ1 + θ2, δθ = θ1 − θ2.
These can be written in terms of the harmful/target de-
tunings and λ as follows: θ = λ (φ1(∆t)− φ1(∆h)) and
δθ = φ1(∆t) + φ1(∆h). With these expressions we can
then find an expression for the bandwidth in terms of the
desired angle
σ =λδωO
cos(θ/2)− cos(δθ/2)
2 sin(θ/2)
. (10)
To successfully generate an arbitrary cphase gate we
also need to express the control pulse frequency ωp in
terms of the desired θ angle. In this line, using pre-
vious definitions for ωp, we can write ωp =
ωt+ωh
2 +
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FIG. 4. Fidelity of numerical simulations for the cphase gate
with the OQSS protocol. For every angle, there is a maximum
allowable bandwidth and hence a minimum allowable gate
time.
1
2 (∆t + ∆h), which can be easily rewritten in terms of
θ and δθ:
ωp =
ωt + ωh
2
+
1
2
(∆t + ∆h)
=
ωt + ωh
2
+ σ
sin(δθ/2)
cos(θ/2)− cos(δθ/2) .
Using Eq. (10) to further simplify the previous equation,
we find that the pulse frequency in terms of the desired
angle θ is
ωp =
ωO,t + ωO,h
2
+
λ
δωO
2 sin (θ/2)
√
1− (cos(θ/2)− 2 sin (θ/2)σ/δωO)2,
(11)
where, in order to ensure that the resulting pulse has fi-
nite frequency, we require that the angle of the cphase
gate is within the range θ ∈ (0, pi]. Moreover, to make
the pulse frequency real, this expression also provides
a maximum allowable bandwidth for a given angle θ,
σmax =
|δωO|
2 cot (θ/4).
Using this protocol, we find fidelities in excess of 0.999
and gate times as low as 60ns. The numerical evalua-
tions of the fidelity in the simulation for this protocol are
shown in Fig. 4. From the figure we see that the fidelity
is consistently above 0.992 for all angles and gate times.
By choosing smaller bandwidths, one is able to increase
the fidelity. The infidelity at small gate times is due to
leakage outside the qubit subspace.
B. cphase gate via resonant pulses
The construction of the protocols presented in this sec-
tion is similar to that of the off-resonant protocols in
Section III A, with the difference that now we require
the pulses to be resonant with one of the two transitions
in the system. In this family of protocols, we will first
restrict the value a = Ω/σ ∈ Z so that each subspace sees
a rotation about the Z axis, independent of the detuning
with the frequency of each transition.
For the IQSS case, this means that the evolution opera-
tor is diagonal and has the form U = diag (f1, f
∗
1 , f2, f
∗
2 )
where fj = 2F1
(
−a,+a, −i∆j+σ2σ , 1
)
. Because we are
constructing resonant protocols, without loss of general-
ity, we let the pulse be resonant with the first transition
so that ∆1 = 0 and ∆2 = δωI . We may then compute
the local invariants, yielding
G(U) =
(
Re(α)2
|α|2 , 0, 2 +
1
2
(
α
α∗
+
α∗
α
))
(12)
where α = 2F1
(−a,+a, −iδωI+σ2σ , 1) is the Gaussian hy-
pergeometric function. Then, demanding that the local
invariants of the cphase gate (Eq. (6)) be equal to the
evolution operator for the pulsed system yields a single
equation for this protocol:
cos θ =
α2 + α∗2
2 |α|2 . (13)
As an example, for a 2pi pulse we let a = 1. Then this
equation reduces to
δω4I − 6δω2Iσ2 + σ4
(δω2I + σ
2)2
= cos θ. (14)
Solving this equation for the bandwidth yields four solu-
tions, and because the bandwidth must be positive, only
two are physical based on the sign of δωI . For the a = 1
case, the final bandwidths are
σ1 = |δωI | cot(θ/4) (15)
σ2 = |δωI | tan(θ/4). (16)
This procedure may be repeated for pulses with a ∈ N,
though the resulting equations are more complicated and
may be treated numerically. Additionally, one may re-
peat this protocol while using the OQSS transitions. The
setup is essentially the same, except the OQSS evolution
operator will be
U = diag (1, f1, 1, f2) . (17)
In this case, the analogous single equation for these pro-
tocols will be
cos θ = (−1)a 1 + α
2
2α
, (18)
6where now α = 2F1
(−a,+a, +iδωO+σ2σ , 1) For OQSS tran-
sitions, where the control sech pulse is resonant with a
transition partially out of the qubit space, the derivation
of the protocols rely on solving Eq. (18) for the band-
width of the pulse. In particular, for a sech 2pi-pulse (a =
1) we find that the associated bandwidth that produces
a cphase gate for a given angle is σ = |δωO| cot (θ/2),
where again we require that θ ∈ (0, pi]. On the other
hand, if we instead use a 4pi-pulse, the solution to the
evolution operator has different properties compared to
the resonant 2pi case, and we find that the bandwidth for
a specific angle θ ∈ (0, pi) is given by
σ = |δωO| tan(θ/2)√
4 + 3 tan(θ/2)
2 ± 2
. (19)
In this case, the choice of sign is arbitrary and the band-
width does not depend on which transition is designated
as the harmful or target. However, the choice of sign
determines the range of the bandwidth. We find that if
the sign choice is positive, then 0 < σ|δωO| < 1/
√
3 and
if the choice of sign is negative, then 1/
√
3 < σ|δωO| . In
some protocols derived here, there are multiple ranges of
allowed bandwidths. These ranges result from the fact
that multiple bandwidths satisfy Eq. (18) for a given an-
gle and δω. In our parameter regime, this protocol has
comparable or lower performance from the others simu-
lated here, so we do not show numerical results in this
case.
If we repeat this procedure but now choosing transi-
tions corresponding to the IQSS case, the different band-
widths are obtained by solving Eq. (13). For example,
in the case of a 2pi-pulse (a = 1), the bandwidth for this
cphase gate of angle θ ∈ (0, pi] is σ = |δωI | cot(θ/4).
Here we find gates with fidelities as high as 0.999999
and gate times as low as 24ns for angles in the range
of pi/16 to pi/2. To construct this protocol, the pulse is
driven on resonance with one of the transitions inside the
qubit subspace. We evaluate the performance of this pro-
tocol in simulation by calculating the gate fidelity, shown
in Fig. 5. The two curves correspond to the two different
choices of resonant transitions. The upper (blue) curve
corresponds to the lower right block being the target,
and the bottom (red) curve corresponds to the upper left
block being the target. We find that the fidelity using
subspace 2 as the target is above 0.9998 for angles from
pi/8 to pi/2, and using the other transition as the target
produces lower fidelities of ∼ 0.9995. In either case, we
find reasonable gate times for this range of angles. The
infidelity at smaller angles is due to leakage as a result of
larger pulse amplitudes. In contrast with the other nu-
merical results, in this protocol the desired angle of the
gate fixes the bandwidth and hence the gate time.
When we repeat this procedure for a 4pi-pulse, the
cphase gate of angle θ ∈ (0, pi), has bandwidth σ =
|δωI | tan(θ/4)√
4+3 tan(θ/4)2±2 . Again, the pulse is driven on res-
onance with one of the transitions inside the qubit sub-
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FIG. 5. Performance of cphase gate from simulation using
the resonant IQSS 2pi protocol. The upper curve corresponds
to using subspace 2 as the target, ωI,2 = ωt, and the bottom
curve corresponds to using subspace 1 as the target, ωI,1 = ωt.
space. We also find that the range on the bandwidth
in the case when the choice of sign is positive becomes
0 < σ|δωI | <
1
2+
√
7
and when the choice of sign is negative,
we have 1√
7−2 <
σ
|δωI | .
So far we have fixed the coupling to g = 130 MHz.
Now we focus on the IQSS 2pi protocol and evaluate its
performance as a function of the coupling strength. We
determine two primary features as we vary the coupling
strength. Firstly, weakly coupled systems produce gate
times that increase rapidly as a function of the desired
angle, as shown in Fig. 6. Secondly, increasing the cou-
pling strength decreases the fidelity, as shown in Fig. 6.
Overall, we find that for a range of coupling strengths we
are able to find high fidelities exceeding 0.998. In some
cases the fidelity is as high as 0.999999. In all cases, the
fidelity drops for smaller angles due to leakage as a result
of larger pulse amplitudes. We limit these simulations to
200 ns gate durations to compare the different coupling
strengths because this protocol has no upper bound on
the gate time.
C. cphase protocols comparison
In Table I we provide a summary of the results of the
various protocols. Overall, we find that there is flexibility
in the way of constructing cphase gates. For instance,
one does not necessarily need to drive on resonance with
one of the transitions. Additionally, one may choose var-
ious pulse areas or bandwidths for different implementa-
tions. For instance, one may choose to derive protocols
with a = 3, 4, . . . . This has the potential to reduce the
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FIG. 6. Properties and performance of the cphase gates using
the IQSS 2pi protocol over a range of coupling strengths. The
upper panel shows the gate time for each coupling strength
g as a function of the angle of the cphase gate. The middle
panel shows the fidelity at each angle for the various coupling
strengths using subspace 1 as the target, ωI,1 = ωt. The lower
panel shows the fidelity at each angle for the various coupling
strengths using subspace 2 as the target, ωI,2 = ωt. For all
panels, gate times between 10 ns and 200 ns are considered.
duration of the gate at the cost of potentially introducing
more leakage, which one could possibly address by incor-
porating DRAG [44–46] into the pulse design, but this is
beyond the scope of this work. In terms of performance,
the two best protocols are the OQSS arbitrary frequency
via 2pi-pulse and IQSS resonant 2pi-pulse protocols. Com-
paring the fidelities and gate times for a range of angles,
if a small angle is desired one should choose the IQSS res-
onant 2pi-pulse protocol because at small angles it pro-
vides consistently higher fidelities (∼ 0.9999 compared
to ∼ 0.998) at comparable gate times, and sometimes
fidelities as high as 0.999999. On the other hand, if a
larger angle is desired, the OQSS arbitrary frequency
via 2pi-pulse protocol is preferable due to its flexibility
in the bandwidth, yielding potentially lower gate times
(∼ 120 ns compared to ∼ 200 ns). The other protocols
produce fidelities on the order of ∼ 0.98 generally due
to their higher bandwidths, which result in more leak-
age. In systems that do not have higher available states,
these protocols may be more useful as they can produce
smaller gate times for a range of angles.
IV. SINGLE QUBIT GATES
Now we turn our attention to single qubit operations.
Before we proceed, there is one thing to note about sys-
tems with an always on interaction such as ours. In this
section we develop single qubit operations that are per-
formed in the presence of another qubit. As we saw be-
fore, the interaction between the two qubits dresses the
energy eigenstates, and the Hamiltonian in the dressed
basis obtains an effective Z ⊗ Z coupling. In this way,
single qubit gates are manifestly less well defined than
in the case where the effective Z ⊗ Z coupling is much
smaller (or not present). In contrast, this distinction is
less important in systems with a smaller always-on in-
teraction because the dressed and bare bases are closer
together. For the development of our single qubit opera-
tions, we choose to work in the dressed basis because it is
closer to what would actually be used in an experimental
setting.
We develop a set of arbitrary single qubit rotations of
the form Rnˆ(θ) = e
−iθnˆ·~σ/2, which can be generated by
combining Rxˆ(θ) and Rzˆ(pi/2) rotations. Since rotations
about the Z axis may be produced by shifts in the fre-
quency of the microwave pulse [40] with zero gate time
and no loss in fidelity, we only consider the development
of the rotations about the x-axis. Without loss of gener-
ality, we can write the desired evolution operator for such
a rotation as I⊗Rxˆ(θ). To develop these gates, we con-
sider sequences of square pulses so that the Hamiltonian
is simply the Hamiltonian in Eq. 3 for piecewise constant
Ωi(t) and ωp,i(t). The evolution operator for the qubit
subspace can be written as
U(~τ , ~E, ~ω) =
(
U1(~τ , ~E, ~ω) 0
0 U2(~τ , ~E, ~ω),
)
(20)
8TABLE I: Summary of results for various cphase protocols. These results are derived in Sections III A-III B. Each
row denotes the analytical results of a particular protocol producing a cphase gate by an angle θ. The way to read
this column is from left to right. First choose a pair of transitions corresponding to the transitions in Figure 3, and
then choose a pulse area. The properties of the selected pulse will then be the bandwidth for a particular angle and
the range on such bandwidths. In some cases, there are two disconnected ranges of allowable bandwidths. The
OQSS 2pi protocol has an arbitrary bandwidth in the sense that it is not a function of the desired angle. However,
the bandwidth must satisfy the constraint in the corresponding “Bandwidth Range” column.
Transitions Pulse Area Frequency Bandwidth Bandwidth Range
IQSS 2pi ωt σ = |δωI | cot(θ/4) 0 < σ < +∞
IQSS 4pi ωt σ± = |δωI | tan(θ/4)√
4+3 tan(θ/4)2±2
0 <
σ+
|δω| <
1
2+
√
7
< 1−2+√7 <
σ−
|δωI | < +∞
OQSS 2pi ωt σ = |δωO| cot(θ/2) 0 < σ < +∞
OQSS 4pi ωt σ± = |δωO| tan(θ/2)√
4+3 tan(θ/2)2±2
0 <
σ+
|δωO| <
1√
3
<
σ−
|δωO| < +∞
OQSS 2pi Eq. 11 Arbitrary 0 < σ < |δωO|
2
cot(θ/4) < +∞
where Uj(~τ , ~E, ~ω) =
∏N
i=1 Uj,i(τi, Ei, ωp,i) and
Uj,i(τi, Ei, ωp,i) is the evolution operator for the
jth block over the duration of the ith square pulse. The
ith square pulse has duration τi, pulse amplitude Ei and
frequency ωp,i.
Instead of solving exactly for parameters of each pulse
that perform the desired evolution on each subspace,
we define an objective function to optimize which is
fnˆ,θ(~τ , ~E, ~ω) = F
(
I⊗Rnˆ(θ), U(~τ , ~E, ~ω)
)
where F (U, V )
is the fidelity between two unitary operators. We do this
for several reasons. Primarily, there is no guarantee that
such solutions exist, and even if they did, they would
likely not be simple. Moreover, even if we solve for a
sequence of pulses that exactly implements the desired
evolution, in simulation and experiment the fidelity will
not be exactly 1 due to decoherence. In practice we use
global, constrained optimization algorithms over the 3N
parameters to find such sequences of pulses. The region
in which the optimization is performed is determined by
experimental limitations such as ramp-up times for the
microwave pulses on the order of 1 ns and maximum
possible amplitudes of each pulse based on the microwave
pulse generators of about 20 MHz.
The desired evolution operator for the qubit subspace
here is I ⊗ Rxˆ(θ) so that Uj(~τ , ~E, ~ω) = Rxˆ(θ) for each
j = 1, 2. Without loss of generality, we choose a se-
quence of pulses resonant with the first subspace so that
ωp,i = ωI,1. Then, with Ei ∈ R, this sequence of square
pulses naturally produces rotations about the x-axis for
the first subspace, Rxˆ(θ) = U1(~τ , ~E, ~ω). This provides
the constraint θ/2 = d1
∑N
i=1 τi |Ei|. Now the optimiza-
tion is over 2N parameters with one constraint.
We evaluate the performance of the single qubit X ro-
tation protocol. This involves two steps: The first step is
to determine the parameters on some sequence of square
pulses by the optimization of fnˆ,θ(~τ , ~E, ~ω), which yields
what we define as the “Protocol Fidelity”, see Fig. 7. The
second step is to take the resulting sequence of square
pulses and simulate the full time dynamics of the sys-
tem, using a local optimization to improve the results of
the protocol in the simulation. This is done by using the
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FIG. 7. Performance of single qubit rotation protocol. The
upper (orange) curve is the Protocol Fidelity, determined by
global optimization over the parameters of a sequence of res-
onant square pulses for the 4-level system. The middle (blue)
curve is the purity as a function of the angle. The bottom
(red) curve is the fidelity found from simulation of the full
time dynamics of the system after using the result from the
protocol as an initial condition in a local optimization.
parameters of each pulse sequence from the protocol as
initial conditions to a local optimization algorithm that
improves the fidelity. We refer to this as the “Simula-
tion Fidelity” in Fig. 7. We find “Simulation Fidelities”
above 0.992 for all angles 0 < θ ≤ pi. All of these gates
have durations from ∼ 15 ns to ∼ 25 ns. Because there
is a gap between the “Simulation Fidelity” and purity in
the figure, we see that there is some coherent error oc-
curring. This is due to coupling to higher excited states
which are not included in the 4-level system and is the
primary cause of the infidelity. The dip at θ = pi/2 is due
to the fact that we use a local optimizer for the “Simu-
lation Fidelity” and the curve is not guaranteed to be
smooth.
9V. CONCLUSIONS
Using the analytical evolution operator for the hy-
perbolic secant pulse acting on a two-level system, we
have derived a collection of cphase gates for transmon
qubits. We have demonstrated that these gates produce
high fidelities typically in excess of ∼ 0.999 and in some
cases as high as 0.999999 and typical gate times less than
∼ 100 ns. Moreover, we show that one of these protocols
is robust in the fidelity for a range of angles and coupling
strengths g. Finally, we demonstrate that arbitrary sin-
gle qubit gates may be achieved via microwave pulses in
this realistic parameter regime using sequences of square
pulses. In conclusion, we produce high-fidelity parame-
terized entangling gates that may be applied in realistic
systems for use in quantum simulation algorithms.
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Appendix A: Hyperbolic Secant Pulse Solution
The basis for the cphase gate is the analytic solu-
tion for the evolution operator of a 2-level system driven
by a hyperbolic secant pulse. The pulse is defined as
Ω(t) = Ω0 sech(σt), where σ is the pulse bandwidth and
Ω0 is the pulse strength. One can show that the form of
the Hamiltonian for a given transition in the interaction
frame is
H2(t) =
(
0 Ω(t)ei∆t
Ω(t)∗e−i∆t 0
)
, (A1)
where ∆ is the detuning of the pulse with the |0〉 ↔ |1〉
transition, i.e. ∆ = ωp − 1. By following a pre-
vious discussion of this problem [35], we define c =
1
2
(
1 + i∆σ
)
, a = Ωσ , ζ =
1
2 (1 + tanh(σt)), α(a, c, ζ) =
2F1(a,−a, c∗, ζ), and β(a, c, ζ) = 2F1(a + 1 − c, 1 − a −
c, 2 − c, ζ) where 2F1 is one of Gauss’ hypergeometric
functions. Then the evolution operator is
U(t,−∞) =
(
α(a, c, ζ) − iac ζcβ(a, c, ζ)
− iac∗ ζc
∗
β(a, c, ζ)∗ α(a, c, ζ)∗
)
.
(A2)
Here the initial condition is U(−∞,−∞) = I, though in
practice we take the initial time to be some finite value
that is sufficiently large for our results to converge. Since
we are only interested in the end result of the pulse, we
consider the evolution operator at t = +∞,
U = U(+∞,−∞)
=
(
2F1
(−a, a; σ−i∆2σ ; 1) −isech (pi∆2σ ) sin(api)
−isech (pi∆2σ ) sin(api) 2F1 (−a, a; i∆+σ2σ ; 1)
)
.
(A3)
Then it is clear that for a ∈ Z, the evolution operator
is diagonal. In this instance, we can express the evolu-
tion operator with U = diag
{
e−iφa , e+iφa
}
. If we use
a 2pi-pulse (i.e. a = 1), φ1(∆) = 2 arctan
(
σ
∆
)
. If in-
stead we consider a 4pi-pulse, then a = 2 and φ2(∆) =
2 arctan
(
4∆/σ
(∆/σ)2−3
)
.
Appendix B: Local invariants
To develop our cphase gates, we will use the local in-
variants [38, 39] of unitary operations in SU(4), denoted
here as Gi for i ∈ {1, 2, 3}. These are three quantities
that may be computed from any element of SU(4), and
are invariant under operations in SU(2). That is to say
that for U ∈ SU(4) and Vi ∈ SU(2),
Gi (V1 ⊗ V2UV3 ⊗ V4) = Gi(U). (B1)
Therefore, the local invariants convey the nonlocal prop-
erties of the operator U and give a unique representa-
tion of any class of two-qubit gates that are equivalent
up to local operations. Note that single qubit rotations
about the Z axis may be efficiently performed for trans-
mons [40], and that hyperbolic secant pulses can produce
no population transfer, as discussed in Appendix A and
in Ref. 36. These two facts allow us to develop protocols
for cphase operations that only consider their nonlocal
characteristics and have no overhead in terms of the fi-
delity or time required to perform the single qubit gates
associated with their local-equivalence classes. Hence,
the local invariants of the analytical unitary evolution,
U , for our four-level system driven by a hyperbolic se-
cant pulse will be the starting place for constructing our
protocols for a cphase gate. The quantities Gi are ob-
tained by first placing U in the magic basis [47] defined
by the unitary transformation [38, 39]
Q =
1√
2
 1 0 0 i0 i 1 00 i −1 0
1 0 0 −i
 . (B2)
The local invariants are the coefficients of the characteris-
tic polynomial of the matrix M(U) = (Q†UQ)T (Q†UQ),
and they are given by the following expressions:
G1 =Re
tr (M(U))
2
16 detU
,
G2 =Im
tr (M(U))
2
16 detU
,
G3 =
tr (M(U))
2 − tr (M2(U))
4 detU
.
(B3)
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