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ABSTRACT 
A discrete seasonal time series can be represented by the 
model Y(t) = TC(t) x S(t) x I(t), t = 1 , . . . , T. Y(t) is the 
observed time series; TC(t) is the unobserved trend-cycle component; 
S(t) is the unobserved seasonal component; and I(t) is the un- 
observed irregular component.  The estimation and removal of the 
seasonal component is usually the first step in an analysis of the 
TC(t) and I(t) components which represent, respectively, the 
underlying and random movements of the time series.  The procedure 
of estimating the unobserved seasonal component (S(t)) of a time 
series is termed seasonal adjustment, and the product of the 
remaining components, TC(t) x I(t), is called the seasonally 
adjusted time series. 
Significant resources, both in the public and private 
sectors, have been directed to the development and evaluation of 
seasonal adjustment techniques.  The majority of the evaluation 
methods have analyzed the seasonal adjustment accuracy in the 
frequency domain through the application of spectral techniques. 
The true accuracy of a seasonal adjustment technique is difficult 
to determine, however, since the estimated components are 
all unobservable. 
A model for the evaluation of seasonal adjustment 
techniques is proposed that utilizes simulated time series with 
known components TC(t), S(t), and I(t) to measure adjustment 
accuracy in the time domain.  Simulated time series are generated 
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through the specification of parameters for each component and the 
number of observations.  One or two seasonal adjustment techniques 
are then applied to the simulated raw time series to estimate the 
simulated seasonally adjusted time series.  Measures of estimation 
accuracy are calculated for each seasonal adjustment technique by 
directly comparing the generated seasonally adjusted time series to 
the estimates.  Various forms and parameter values of the time 
series components and number of observations are simulated to develop 
a table of estimation errors over a set of time series characteristics 
normally encountered in the analysis of economic time series.  The 
statistical technique of analysis of variance is applied to test 
hypotheses about the relative performance of the two seasonal 
adjustment techniques being examined, and to measure the significant 
influence of component forms and/or parameter values on the 
estimation accuracy. 
The proposed model is evaluated through the analysis of the 
X-ll Variant of the Census Method II seasonal adjustment technique. 
Four measures of estimation accuracy are tested using six replica- 
tions of simulated time series with varying trend-cycle, seasonal, 
and irregular component configurations and number of observations. 
The adjustment accuracy of the X-ll technique was found to be quite 
robust to changes in the characteristics of the seasonal time series 
being analyzed. 
Chapter 1 
Seasonal Adjustment of Economic Time Series 
1.1 Historical Perspective of the Analysis of Seasonal Time Series 
The original application of the notion that a series of 
observations can be decomposed into several unobservable components 
seems to have been in the work of the astronomers of the eighteenth 
and early nineteenth century.  [20] When meteorological studies 
became important in the early nineteenth century, the idea of 
unobservable components was carried over from astronomy and applied 
to the analysis of variations in temperature and barometric pressure 
by men such as Forbes [7] and Buys Ballot [4].  [72] Similar 
techniques were applied in the analysis of economic phenomena 
beginning in the middle of the nineteenth century by Gilbart [8,9], 
and Babbage [1], and the concept that an economic time series may 
be divided meaningfully into several unobservable components appears 
to have been firmly established in economics since the time of 
Jevons [14].  [72] 
Methods of measuring and removing seasonal variation 
received widespread attention in the 1920's, but during the 
1930 to 1950 period, work on new and improved techniques was 
largely unrecognized.  A notable exception to this tendency in the 
early r930's was the work by Kuznets [17] on seasonal variation in 
industry and trade.  Only after the first electronic computer was 
installed at the U.S. Bureau of the Census was the development of 
/    seasonal adjustment procedures revived, primarily through the 
initiative of Julius Shiskin' [35], who began the process of 
systematically improving and refining the widely used ratio-to- 
moving average procedures suggested by Macaulay in 1931 [18].  [5] 
Since the 1950's a significant amount of research has 
been directed toward the development, application, and evaluation 
of techniques for the seasonal adjustment of economic time series. 
The interest in the area of time series analysis, however, seems to 
lag the recessionary periods of the U.S. economy.  For example, it 
was not until the 1962 publication of the report of the President's 
Committee to Appraise Employment and Unemployment Statistics that a 
resurgence of interest in the problem of seasonal adjustment occurred 
in this country.  [5]  From 1960 to the present, a number of highly- 
qualified econometricians and statisticians have contributed to the 
area of seasonal adjustment through the development of new techni- 
ques and evaluation procedures that have more mathematical and 
statistical underpinnings than the previous notions.  Both the 
concepts of spectral analysis and least-squares regression have been 
applied.  Several conferences have been largely devoted to the analy- 
sis of seasonal adjustment procedures [24,28], and another gathering 
of world experts is scheduled for September 1976. 
The term "seasonally adjusted" is often referenced by the 
news media, and the average U.S. citizen probably hears or reads the 
phrase about once a month.  The interpretation of seasonally adjusted 
data is not always correct.  Considering the reporting alternatives, a 
concept of seasonal adjustment should not be phased-out, but instead 
emphasis should be placed on the improvement of the accuracy of the 
seasonally adjusted data and its interpretation. 
1.2 Purpose and Objective of Seasonal Adjustment of Economic 
Time Series 
Most of the reasons for seasonally adjusting a raw economic 
time series seem to center around the problem of predicting the 
future.  For government policymakers and statisticians, a principal 
purpose of studying seasonally adjusted economic indicators is to 
determine the stage of the business cycle at which the economy stands. 
This information has implications for future government action (or 
inaction) through the use of levers such as fiscal and monetary 
policy.  For the corporate economist, the seasonal adjustment of sta- 
tistics permits a comparison to similarly-adjusted macro-economic 
and industry data to test hypotheses of causality and to identify 
relationships between the timing of turning points.  For the average 
U.S. citizen, seasonally adjusted data represents a measure of the 
direction of the economy, and may influence spending, investment, 
and employment decisions. 
Basically, seasonal adjustment enables a more accurate com- 
parison of two seasonal economic time series that exhibit different 
seasonal movements.  Since the seasonal component represents a 
periodic movement of a time series usually measured over an interval 
of one year, it is often more stable and therefore more predictable 
than the other components.  The estimation and removal of the 
seasonal component is usually the first step in an analysis of the 
other components which represent the underlying and random movements 
of the time series. 
The objective of seasonal adjustment may vary with the 
application, and several notions of "optimal" seasonal adjustment 
have been suggested.  [49,66,72] The measurement of the accuracy 
of seasonal adjustment techniques is very difficult, however, since 
all the estimated components of an actual time series are un- 
observable.  Seasonal adjustment evaluation procedures range from 
the subjective appraisal of the quality of the results obtained in 
the experimental application of various procedures to actual time 
series, to a set of mathematical properties that any ideal technique 
of seasonal adjustment might reasonably be expected to satisfy.  [49] 
The research described in this thesis proposes a quantitative approach 
to the evaluation of seasonal adjustment techniques that uses simu- 
lated time series with known components to measure accuracy in the 
time domain through the application of analysis of variance procedures. 
1.3 Outline of the Thesis 
Chapter 2 provides a brief review of the literature sur- 
sounding the concept of seasonal adjustment of economic time series. 
General approaches to seasonal adjustment are discussed in the 
first section, and methods of evaluation of seasonal adjustment 
techniques are outlined in the second section. 
Chapter 3 is a statement of the objective of the thesis. 
The underlying time series model that is assumed throughout the 
research is described. 
Chapter 4 is a complete description of the methodology 
of the proposed evaluation procedure.  A detailed analysis is pro- 
vided for each phase of the four-phase approach of time series 
generation, seasonal adjustment technique application, estimation 
error calculation, and error analysis. 
Chapter 5 is an evaluation of the proposed model through 
the analysis of the X-ll Variant of the Census Method II seasonal 
adjustment technique.  [36]  Several measures of estimation accuracy 
are tested using replications of simulated time series with varying 
component configurations and number of observations. 
Chapter 6 summarizes the research presented in the thesis. 
Possible applications for the proposed evaluation model are discussed, 
and areas of improvement and model enhancement are suggested. 
Chapter 2 
Review of the Literature 
2.1 Techniques for Seasonal Adjustment of Economic Time Series 
The technique for seasonal adjustment of economic time 
series most commonly adopted in practice is the computer program 
developed by the Bureau of the Census.  [36] This package is the 
latest version of the approach to seasonal adjustment called the 
Census Method II, and is based upon the work completed by Julius 
Shiskin in the 1950's.  [35] Variants of the Census Method are 
now in widespread use throughout the world for adjusting time 
series at the company, industry, and national-aggregate level.  The 
Organization for Economic Cooperation and Development (OECD) uses 
the technique [34], as does the Canadian government [27].  Virtually 
all the U.S. seasonally adjusted statistics reported are adjusted 
with procedures based on the Census Method, or an analogous approach 
used by the Bureau of Labor Statistics [37].  The application of the 
Census Method to the analysis of company data is fully described by 
McLaughlin, a practicing business forecaster, in [32] and [33]. 
In contrast to the ratio-to-moving average approach developed 
by Shiskin are the applications of regression to.seasonal adjustment. 
First seriously studied by Menderhausen in 1939 [50], the early 
research in this area was continued by Hald [45], Hurwicz[46], 
Eisenpress [42], and Stone [52],  In 1963, Lovell [49] suggested 
five mathematical properties which an ideal seasonal adjustment 
procedure might reasonably be expected to satisfy, and went on to 
prove that classical least squares can be used to adjust seasonal 
time series while satisfying three of the most important of these 
properties.  Jorgenson [47] in 1964 proposed a statistical theory, 
based on the general linear least squares model, for the estimation 
and removal of seasonal variation from economic time series.  Applica- 
tions of regression concepts to seasonal adjustment were also 
developed in the early 1960's by Frechtling [44], Brittain [39,40], 
Ladd [48], and Menezes [51]. 
A third approach to seasonal adjustment draws upon mathe- 
matical concepts from both the ratio-to-moving average and regression 
procedures, and often includes more statistical analysis through 
spectral techniques.  In 1963, Hannan [30] presented a method of 
seasonal adjustment that estimates the seasonal index for a trend- 
free time series using classical least square procedures, and 
converts this index into an index for the original series.  The 
removal of the trend in the original time series is accomplished 
through the application of a moving-average operator whose form is 
determined by spectral analysis of the series.  Cunnyngham [5] 
suggested a time series decomposition specification based on stochastic 
process theory with an explicit treatment of secular growth and the 
business cycle as well as the seasonal component. 
Box and Jenkins [54] made a significant contribution to time 
series analysis through the publication of their theories on the 
structure and forecasting of time series.  The procedures suggested 
in [54] and further applied in [55,58,59,60,61] are based on the 
hypotheses that the discrete observations of a time series are 
realizations of jointly distributed random variables, and that 
significant relationships can be identified through the examination 
of autocorrelation patterns.  Although not directly applicable to 
the decomposition of time series, the Box-Jenkins techniques 
provided a new approach to the modelling of seasonal time series. 
Cleveland [56] compared a Box-Jenkins model for the estimation of the 
seasonal component of a time series to the X-ll approach, and showed 
that the application of Box-Jenkins techniques to the decomposition 
problem is somewhat cumbersome but offers more flexibility than the 
Census procedures.  With the goal of developing a statistical repre- 
sentation of the Census technique, Cleveland and Tiao [57] showed 
that the X-ll procedure could be closely simulated by a Box-Jenkins 
model, and discussed the implications of the application of a single 
model to the analysis of all seasonal time series. 
Further research into the development and application of 
seasonal adjustment techniques will probably involve more disciplines 
as the use of seasonally adjusted time series expands.  Few new 
approaches will be widely applied, however, unless the performance 
represents an improvement over the X-ll procedures, and the proposed 
algorithm is available as a computer package for "automatic" 
seasonal adjustment. 
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2.2  Evaluation of Seasonal Adjustment Techniques 
As the application of seasonal adjustment techniques 
increased, procedures for evaluation of the estimation accuracy 
were also being developed.  The true accuracy of a seasonal adjust- 
ment technique is difficult to determine, however, since the estima- 
ted time series components are all unobservable.  For this reason, 
evaluation procedures are usually based on spectral analysis of the 
actual and seasonally adjusted time series, or on the analysis of 
artificially generated time series and the direct measurement of 
estimation error. 
Nerlove [68] used spectral and cross-spectral analysis to 
examine the precise effects of seasonal adjustment procedures on the 
characteristics of the time series to which they are applied. 
Seventy-five time series of U.S. employment, unemployment, and labor 
force statistics were analyzed using the Bureau of Labor Statistics 
seasonal adjustment procedure.  [37] The major conclusion was that 
the BLS procedure removed far more- from the original time series 
than could properly be considered as seasonal.  In the course of 
these investigations, several informal spectral criteria for judging 
the adequacy of seasonal adjustment were developed.  Rosenblatt [70] 
conducted a similar spectral evaluation of the X-9 Variant of the 
Census Method II. 
In 1965, Nerlove [66] used the spectral analysis procedures 
developed in [68] to examine a modified Hannan technique [30,40] and 
the most current BLS seasonal adjustment procedure.  Neither method 
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was found to be superior to the other.  Rosenblatt [71] conducted 
an analysis of the BLS 1964 Seasonal Factor Method and the X-ll 
Variant of the Census Method II.  The conclusions reached were that 
both the new methods showed an overall improvement, in terms of the 
spectral criteria used, over earlier versions.  He also described 
how time series could be properly seasonally adjusted and still fail 
the criteria postulated by Nerlove [68].  This result produced some 
uncertainty over the use of optimal seasonal adjustment criteria in 
the frequency domain to evaluate the performance of alternative 
seasonal adjustment techniques.  Rosenblatt in fact suggested that 
the effect of deviations from desired spectral properties should be 
examined in the time domain.  Godfrey and Karreman [62] and Nettheim 
[69] performed similar spectral studies of seasonal adjustment in 
1967 and 1965 respectively.  Artificially generated time series were 
analyzed by Godfrey and Karreman, and their experiments were conducted 
in the frequency domain. 
Grether and Nerlove [72] used artificially generated time 
series and "optimal" methods of seasonal adjustment based on a 
minimum mean-square-error criterion to demonstrate that such methods 
produce seasonally adjusted series bearing the same relationship to 
the unadjusted series in spectral terms as that found by Nerlove [66] 
and others, including Rosenblatt [71], in their studies of BLS and 
Census methods of adjustment.  This result does not imply that 
spectral methods are useless, but rather that comparisons in the 
frequency domain must be interpreted with great care.  [72] 
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The important conclusion, which represented a shift in the approach 
of evaluation techniques, was that the effects of a particular 
seasonal adjustment procedure can only be assessed properly in the 
time domain, and only in relation to the objectives of such 
adjustment.  [72] 
The conclusion reached by Grether and Nerlove [72] is the 
basis for the seasonal adjustment evaluation model presented in this 
thesis.  Simulated time series with known components are generated 
and then filtered through one or two seasonal adjustment techniques 
to estimate a seasonally adjusted time series.  Measurement error is 
calculated in the time domain through the direct comparison of the 
estimates to the generated seasonally adjusted time series.  Similar 
approaches to the measurement of the accuracy of alternative time 
series forecasting techniques are described in Kirby [66] and Adams[75]. 
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Chapter 3 
Objective 
The objective of the research is the development of a 
quantitative methodology to evaluate seasonal adjustment techniques. 
The approach should permit the testing of two seasonal adjustment 
techniques over a wide range of time series whose characteristics 
approximate actual time series normally encountered in business 
forecasting.  The model underlying the time series is assumed to be 
Y(t) = TC(t) x S(t) x I(t) ,  t = 1 , . . . , T        (3.1) 
where Y(t) is the observed (or generated) time series, TC(t) is the 
trend-cycle component, S(t) is the seasonal component, I(t) is the 
irregular component, and T is the number of observations.  The trend- 
cycle component represents the underlying movement of the series; the 
seasonal component is the annual repetitive pattern; and the irregular 
component is representative of the random short-term fluctuations. 
The components are combined in a multiplicative model, since most 
economic time series have movements whose magnitudes are a function 
of the level of the series.  Discussions of multiplicative versus 
additive models are numerous in the literature 133,35,36,37], and 
most evaluations of seasonal adjustment techniques utilize additive 
models [31,32,33,34,35,36,49],  The justification of the additive 
model usually rests with the assumption that logarithms of the 
original observations with an implied multiplicative model, as in (3.1), 
14 
yield a relationship that has additive components.  Procedurally, 
additive models are less cumbersome, but the logarithmic transform 
is unnecessary in this research since the time series are generated 
with known components. 
The accuracy of the X-ll Variant of the Census Method II 
seasonal adjustment procedure 1.36J  is measured over a broad 
spectrum of time series to determine the practical applicability of 
the evaluation model.  Relative accuracy of the X-ll method is 
measured for a number of combinations of time series component char- 
acteristics that are commonly encountered in business forecasting. 
15 
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Chapter 4 
Model Description and Experimental Design 
4.1 General Description of the Methodology 
4.1>1 Problem Statement 
The experimental methodology is addressed to the problem 
of measuring the relative accuracy of one or two seasonal adjustment 
techniques.  This accuracy is measured in the time domain, unlike 
the majority of the seasonal adjustment evaluation techniques developed 
in recent years [26,31,33,34,35,36] which utilized spectral analysis 
to measure accuracy in the frequency domain.  The definition of sea- 
sonal adjustment used in the model design is the estimation and removal 
of the seasonal component (S(t)) from the multiplicative time series 
model shown in (3.1).  The relative accuracy of a seasonal adjustment 
technique is measured on the ability of the approach to estimate the 
seasonally adjusted series (X(t) = TC(t) x I(t)). 
Although several measures of accuracy can be hypothesized, 
in most practical applications seasonal adjustment techniques are used 
to derive a seasonally adjusted series that is then forecasted through 
the application of time series analysis such as exponential smoothing, 
econometric modelling, or curve-fitting.  In these situations, the most 
important function of the seasonal adjustment technique is the accurate 
estimation of the historical trend-cycle and irregular component, and 
it is this seasonally-adjusted series (TC(t) x I(t)) that is compared 
between seasonal adjustment techniques. 
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In addition to determining the relative accuracy of one or 
two seasonal adjustment techniques, the experimental methodology should 
be capable of identifying the time series characteristics which signi- 
ficantly influence the estimation accuracy of a particular technique. 
Given such experimental results, a practitioner with more than one 
seasonal adjustment technique available could subjectively classify 
the component characteristics of a time series, and then choose an 
adjustment approach based on its experimental performance over 
generated time series with similar components. 
4.1.2 Model Design 
The model is separated into four phases that are executed 
sequentially to generate the results (Figure -(4,1,1..)). 
Phase I is the generation of the simulated time series.  Key 
time series component parameters for trend-cycle, seasonal, irregular, 
and number of observations are input and combined to produce a simula- 
ted raw and seasonally adjusted time series. 
Phase II is the estimation of the simulated seasonally adjusted 
time series through the application of one or two seasonal adjustment 
techniques being tested.  The simulated raw time series is input along 
with any parameters to control the seasonal adjustment process, and the 
estimates of the simulated seasonally adjusted time series are output 
for comparison. 
For each seasonal adjustment technique, Phase III is the 
calculation of a measure (or measures) of error in the estimation of 
the simulated seasonally adjusted time series. 
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FIGURE (4.1.1) 
MODEL DESIGN 
Time series 
specifications■ Generation of 
Simulated Time Series PHASE I 
Simulated raw 
time series 
S 
Simulated seasonally 
adjusted time series 
Estimation of simulated 
seasonally adjusted time 
series using Technique 1 
Estimation of simulated 
seasonally adjusted time 
series using Technique 2 
PHASE II 
Estimates of simulated 
seasonally adjusted time 
series using Technique 1 
Estimates of simulated 
seasonally adjusted time 
series using Technique 2 
Calculation of measures of error 
in estimation of simulated season- 
ally adjusted time series 
Error in Technique 1 
estimation of simulated 
seasonally adjusted time 
series 
Error in Technique 2 
estimation of simulated 
seasonally adjusted time 
series 
PHASE III 
Development of a table of errors 
for further statistical analysis 
Table of errors in estimation of 
simulated seasonally adjusted time 
series 
Hypotheses 
Quantitative analysis of error table 
using statistical techniques such as 
ANOVA and regression to test htpothe- 
ses about the relative accuracy of 
the two seasonal adjustment techniques 
PHASE IV 
Results of tests of hypotheses and 
other statistical analysis 
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Phases I, II, and III are executed sequentially for- varying 
combinations of simulated time series component parameters to develop 
a table of errors.  Phase IV is the quantitative analysis of the error 
table utilizing statistical tools such as analysis of variance.  Errors 
calculated in Phase III are used as the basis for an ANOVA experiment 
that provides a statistical method of testing hypotheses about the 
relative accuracy of the two seasonal adjustment techniques over the 
specified time series parameters. 
4.1.2.1 Evaluation Approach 
The important conceptual difference between the proposed 
seasonal adjustment evaluation method and the spectral methods used 
in recent years is the ability of defining an "actual" seasonally 
adjusted time series.  The spectral analysis approaches most often 
analyze observed time series, and compare "optimal" measures of 
seasonal adjustment in the frequency domain [66,68,69,70,71].  A 
multiplicative model specified by (3.1) can be hypothesized as the 
underlying model for a time series, but the measurement of the "actual" 
value of each component and the derivation of an "actual" (or 
"observed") seasonally adjusted time series is physically impossible. 
Without the definition of an "actual" seasonally adjusted time series 
the true spectral density function is undefined, and so a comparison 
to the ""analogous spectral density function of the seasonally adjusted 
time series generated by the adjustment technique being evaluated may 
not be indicative of the estimation accuracy. 
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The methodology developed in this research utilizes only 
simulated time series.  In this approach, the "actual" seasonally 
adjusted time series is precisely defined, and the accuracy of a 
seasonal adjustment technique can be determined through a comparison 
of this "actual" seasonally adjusted time series to the analogous 
time series estimated by the seasonal adjustment filter. 
4.2 Phase I - Generation of the Simulated Time Series 
The first phase of the model generates the simulated time 
series, and controls the selection of the seasonal adjustment 
techniques to be evaluated. 
Time series parameters are combined to develop a simulated 
time series with a desired set of characteristics.  This simulated 
time series is generated under the assumption that the underlying 
model has the same form as (3.1); that is, 
Y(t) = TC(t) x S(t) x I(t) ,  t = 1 , . . . , T        (4.2.1) 
where Y(t) is the observed (or derived) raw time series; TC(t) is the 
unobserved (or generated) trend-cycle component; S(t) is the unobserved 
(or generated) seasonal component; I(t) is the unobserved (or generated) 
irregular component; and T is the number of observations recorded (or 
specified).  The model requires the specification of the form and 
parameter values for each component.  The time frequency that is 
simulated throughout the evaluation model is the month, since it is 
this frequency that is most often used in seasonal analysis of 
business statistics. 
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The component forms and associated parameter values are 
chosen with the goal of generating simulated time series whose 
characteristics are very similar to those of time series actually 
encountered in business forecasting applications. 
4.2.1 Trend-Cycle Component 
The trend-cycle component is specified as either linear or 
non-linear.  Although the component can be expanded to include a term 
representative of business or other economic cycles, the current model 
specification only reflects the trend component.  A linear trend-cycle 
component has the form 
TC(t) = A + B x t , t=l,...,T    (4.2.2) 
where A is the Y-axis intercept and B is the slope.  A non-linear 
trend-cycle component has the form 
TC(t) =AxBt, t=l,...,T    (4.2.3) 
where A is a constant and B represents the period-to-period growth 
factor. For both the linear and non-linear trend-cycle forms, the 
suggested parameter ranges are 
/^~1000 for linear 
100^ A £ 2 (4.2.4) 
V 200 for non-linear 
50 for linear 
l£-B< J (4.2.5) 
21     V. 1.1 for non-linear 
Although these ranges do not allow for a declining simulated trend- 
cycle component, the values do permit generation of a large number of 
different monotonically increasing trend-cycle components. 
4.2.2  Seasonal Component 
The seasonal component is either completely specified or 
generated through the use of a sine function. 
In the first approach, a set of twelve seasonal parameters 
are specified with the following restrictions 
S(t)> 0.0 , t = 1 , . . . , 12   (4.2.6) 
12 
JsTt) = 1200 (4.2.7) 
t=l 
The pattern established for the first twelve observations is repeated 
as necessary to provide simulated seasonal components for the interval 
The second approach to the generation of a simulated seasonal 
component uses the equation 
S(t) = 100 + C x sine(pi x (d - 1) / 6) , 
t = 1 , . . . , T    (4.2.8) 
where C is the amplitude and represents the percentage deviation the 
sine wave will take from the normal 100 value; pi is 3.14159; and d 
is equal to t x (mod 12), except when t is evenly divisible by 12 in 
which case d is equal to 12.  The term (d - 1) is used to force the 
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first value of each simulated year to be equal to 100.  The function 
shown in (4.2.8) generates a simulated seasonal component in the form 
of a repeating sine wave with amplitude 100 + C and cycle equal to 
12 time periods. 
4.2.3 Irregular Component 
The irregular component is specified through the definition 
of a normal probability distribution function.  The mean and standard 
deviation of a normal distribution are specified to estimate the 
irregular as 
I(t)'v^N(mu, sigma) , t = 1 , . . . , T    (4.2.9) 
where N represents a normal distribution with mean mu and standard 
deviation sigma.  A random number generator is used to produce a stream 
of numbers uniformly distributed over the interval zero to one, and 
these pseudo-random numbers are used to generate normal random 
deviates with the specified characteristics.  The mean of the normal 
distribution is set equal to 100, and the magnitude of the standard 
deviation is usually between one and ten and represents the random 
or "shock" component that is inherent in many economic time series. 
4.2.4 Number of Observations 
The number of observations to be generated is the final time 
series parameter that must be specified. The model requires that the 
simulated time interval, t = 1 , . . . , T, must conform to 
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the restriction 
48£T<240 (4.2.10) 
The lower limit is often representative of the number of consistent 
observations available to the business forecaster while the govern- 
ment analyst often works with consistent economic series with the 
number of observations greater than or equal to the upper limit. 
4.2.5 Output 
The first phase utilizes the specified time series parameters 
to generate a simulated time series and outputs this time series for 
processing in Phase II.  The simulated seasonally adjusted time series 
is also output for comparison in Phase III to the estimates produced 
by each seasonal adjustment technique being evaluated.  The time series 
components are listed in a tabular and graphical form for validation 
purposes.  An example of a simulated time series and its components is 
shown in tabular form in Table (4.2.1) through Table (4.2.5), and is 
plotted in Figure (4.2.1) through Figure (4.2.5).  Notational abbrevia- 
tions of the model parameters are shown in Table (4.2.6). 
4.3 Phase II - Estimation of the Simulated Seasonally Adjusted 
Time Series 
The second model phase permits the evaluation of one or two 
seasonal adjustment techniques.  Although procedurally any two methods 
can be tested, the X-ll Variant of the Census Method II has been pro- 
grammed into the model.  The other seasonal adjustment technique could, 
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FIGURE (4.2.1) 
EXAMPLE OF A SIMULATED TIME SERIES 
- TREND-CYCLE COMPONENT 
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FIGURE (4.2.2) 
EXAMPLE OF A SIMULATED TIME SERIES 
- SEASONAL COMPONENT 
TN   SH   IH   LS 
SIMULATED   SEASONAL   COMPONENT 
SIMULATED  TIME 
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FIGURE (4.2.3) 
EXAMPLE OF A SIMULATED TIME SERIES 
- IRREGULAR COMPONENT 
TN  SH   IH   LS 
SIMULATED   IRREGULAR   COMPONENT 
SIMULATED  TIME 
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FIGURE(4.2.4) 
EXAMPLE OF A SIMULATED TIME SERIES 
-RAW DERIVED TIME SERIES 
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FIGURE (4.2.5) 
EXAMPLE OF A SIMULATED TIME SERIES 
- SEASONALLY ADJUSTED TIME SERIES 
TN   SH   IH   LS 
SIMULATED   SEASONALLY   ADJUSTED   COMPONENT 
SIMULATED  TIME 
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TABLE (4.2.6) 
NOTATIONAL ABBREVIATIONS OF THE MODEL PARAMETERS 
PARAMETER 
Seasonal Adjustment Technique 
LEVEL 
NOTATIONAL 
ABBREVIATION 
Method 1 
Method 2 
Ml 
M2 
Trend Linear 
Non-linear 
TL 
TN 
Seasonal Low 
High 
SL 
SH 
Irregular Low 
High 
IL 
IH 
Length of Time Series Long 
Short 
LL 
LS 
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for example, be based on moving average, regression, or spectral 
analysis procedures, but must be directly linked through the integra- 
tion of a computerized algorithm.  The X-ll technique, however, is 
included as a "benchmark", since any new seasonal adjustment method 
must outperform this widely-used approach. 
4.3.1  X-ll Variant of the Census Method II 
In 1954 the Bureau of the Census introduced the first 
electronic computer program for seasonally adjusting economic time 
series, making the application of the ratio-to-moving average method 
on a large-scale basis possible for the first time.  Variants of the 
Census Method are now in widespread use throughout the world for 
adjusting series at the company, industry, and national-aggregate 
levels.  The X-ll Variant of the Census Method II is the most recent 
version of this program, and has been used as a basic seasonal 
adjustment technique.  A complete description of this X-ll technique 
is given in [36], and detailed analyses of similar ratio-to-moving 
average methods are provided in [28,31,33,34,35,37].  The mathe- 
matical procedures which X-ll utilizes to estimate time series 
components will not be discussed in this research since these 
concepts are fully described in the referenced articles.  Any new 
seasonal adjustment process which is designed for general application 
must consistently produce results that are more "accurate" than those 
of the X-ll procedure to gain significant acceptance by the practicing 
business forecaster. 
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4.3.2  Output 
In Phase II, the X-ll procedure inputs the simulated raw time 
series and uses the most automatic (or standard) set of statistical 
options to estimate the simulated seasonally adjusted time series.  The 
"default" procedure may be overridden, however, if the objective of 
the experiment is to test the procedure with its fullest capabilities. 
In a similar fashion, the alternate seasonal adjustment 
technique being evaluated, if any, processes the simulated raw time 
series to produce a second estimate of the simulated seasonally 
adjusted time series.  Both estimates of the simulated series are 
analyzed in Phases III and IV. 
4.4 Phase III - Calculation of Measures of Error in the Estimates 
of the Simulated Seasonally Adjusted Time Series 
The third phase of the model compares the "actual" values 
of the simulated seasonally adjusted time series as generated by 
Phase I to the estimates of the simulated seasonally adjusted time 
series produced by the seasonal adjustment techniques being evaluated. 
4.4.1 Calculation of Estimation Errors 
For each technique an error is calculated for all time periods 
for which an estimate of the simulated seasonally adjusted time series 
is produced.  The errors are calculated as 
El(t) = XHATl(t) - X(t) (4.4.1) 
E2(t) = XHAT2(t) - X(t) , "    (4.4.2) 
t = max(Sl,S2) , . . . , min(Fl,F2) 
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where X(t) is the "actual" simulated seasonally adjusted time series, 
or TC(t) x I(t); XHATl(t) is the value of the simulated seasonally 
adjusted series estimated using technique 1 and El(t) is the associated 
error; XHAT2(t) is the value of the simulated seasonally adjusted time 
series estimated using technique 2 and E2(t) is the associated error; 
and SI, Fl, and S2, F2 are the values of the first and last time periods 
for which estimates of the simulated seasonally adjusted time series 
are produced by techniques 1 and 2 respectively.  Since an initial 
time interval may be required by some seasonal adjustment techniques, 
any comparison of the procedures should be conducted over the longest 
common estimation interval. 
The errors are listed along with the actual and estimated 
values in a tabular form for each technique.  An example of an error 
table and the associated plot is shown in Table (4.4.1) and Figure 
(4.4.1) respectively.  The seasonal adjustment technique shown in this 
example is the X-ll Variant of the Census Method II.  The graphical 
display of the estimated versus "actual" simulated seasonally adjusted 
time series offers a quick method of qualitatively analyzing the 
effectiveness of a seasonal adjustment procedure. 
4.4.2  Calculation of Single-Valued Error Measures 
Single-valued measures of error are calculated for each 
seasonal adjustment technique.  Based on the individual errors in the 
estimation of each time period value, four error measures are calculated 
in Phase III. 
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FIGURE (4.4.1) 
EXAMPLE OF ERRORS IN ESTIMATES OF THE 
SIMULATED SEASONALLY ADJUSTED TIME SERIES 
TN SH IH LS 
SIMULATED SEASONALLY ADJUSTED COMPONENT 
CENSUS Xll SEASONAL ADJUSTMENT METHOD 
SIMULRTED TIME 
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4.4.2.1 Adjusted Squared Error 
The first error function estimates the error as 
k 
EMI = (Y~E2(t)) / XBAR (4.4.3) 
t=j 
where E(t) is equal either to El(t) or to E2(t); j is equal to 
max(Sl,S2); k is equal to min(Fl,F2); and XBAR is simply the mean of 
X(t) over the interval t = j to k.  This error measure is termed 
the adjusted squared error.  It is not apparent that the measure 
can be used for unbiased error comparisons across simulated time 
series whose magnitudes vary over a wide range, so three other 
error measures are also calculated. 
4.4.2.2 Coefficient of Variation 
The second error function estimates the error as 
r\ fT?/-\       .    PDAD>^ X, EM2 = (O  (E(t) - EBAR) ) / (n - 1)) *  / XBAR       (4.4.4) 
t=j 
where E(t) is equal to either El(t) or E2(t); j, k, and XBAR are as 
defined above in (4.4.3); EBAR is simply the mean of El(t) or E2(t) 
over the interval t = j to k; and n is equal to k - j +1, or the 
number of time periods in the common estimation interval.  This error 
measure is calculated by dividing the standard deviation of an error 
series by the mean of the "actual" simulated seasonally adjusted time 
series, and is often termed the coefficient of variation.  If the 
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error time series, either El(t) or E2(t), is assumed to be normally 
distributed, then 100 x EM2 represents the percentage error that can 
be expected approximately 67 percent of the time (or in 67 percent of 
the period value estimates). 
4.4.2.3 Mean Absolute Percentage Error 
The third error function estimates the error as 
k 
EM3 = (Y~~((abs(E(t))) / X(t)) x 100) / n (4.4.5) 
where E(t) is equal to either El(t) or E2(t), and X(t), j, k, and n 
are as defined in (4.4.1) and (4.4.4).  This error measure is the 
mean absolute percentage error. 
4.4.2.4 Mean Squared Percentage Error 
The fourth error measure estimates the error as 
k 
EM4 = <yj(E(t) / x(t)> x 100)2) / n (4.4.6) 
where E(t) is equal either to El(t) or to E2(t), and X(t), j, k, and n 
are as defined in (4.4.1) and (4.4.4).  This error measure is the 
mean squared percentage error. 
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4.4.3 Comparison of Error Measures 
Each of the last three error measures described generates 
error measures (EM2, EM3, EM4) that can be compared across simulated 
time series whose means and variances may differ drastically.  The 
calculation of these three "magnitude-independent" measures allows 
more direct application of statistical techniques whose appropriate- 
ness is dependent upon assumed underlying probability distributions. 
4.4.4 Testing the Hypothesis of Normally Distriubted Estimation 
Errors 
The errors in the estimates of the simulated seasonally 
adjusted time series are examined to determine the validity of the 
assumption of a normal population distribution.  The time series 
El(t) and E2(t) are analyzed by a "goodness-of-fit" model to test 
postulated distribution hypotheses [78].  The primary hypothesis is 
that the error series has an underlying normal probability distribu- 
tion, but the procedure permits the testing of other continuous 
distributions such as lognormal, uniform, and chi-square.  The 
distribution hypotheses are evaluated using four "goodness-of-fit" 
tests - Kolmogorov-Smirnov, moments, chi-square, and Cramer- 
Von Mises. 
The major purpose of analyzing the underlying probability 
distribution is the statistical analysis of the error measures 
(EMI, EM2, EM3, EM4) performed in Phase IV.  Knowledge of the approx- 
imate population distribution is an important consideration in the 
choice of statistical techniques that can be used to test hypotheses 
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of significant differences in seasonal adjustment technique performance. 
A secondary purpose of the "goodness-of-fit" testing is the 
implications that the discovery of an underlying probability distribu- 
tion other than normal may have to the performance of the seasonal 
adjustment procedure being evaluated.  In some instances, the under- 
lying error process form and/or parameters may change over the range of 
simulated time series used as an experimental base. 
4.4.5 Output 
The four error measures are output for analysis in 
Phase IV.  These numbers are tabulated in an ANOVA format under the 
appropriate parameters used to generate the simulated time series. 
4.5 Phase IV - Statistical Analysis of the Table of Errors in the 
Estimates of the Seasonally Adjusted Time Series 
The final phase applies the statistical technique of 
analysis of variance (ANOVA) to test various hypotheses about the 
relative accuracy of one or two seasonal adjustment techniques being 
evaluated.  The application of these techniques is contingent upon the 
results of the "goodness-of-fit" tests applied to the error series 
in Phase III.  The description of Phase IV is separated into three 
major areas - experiment, design, and analysis. 
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4.5.1  Experiment 
4.5.1.1 Problem Statement 
The problem to which the ANOVA is directed is the 
determination of the relative usefulness of the one or two seasonal 
adjustment techniques being evaluated.  This usefulness is measured 
through the relative accuracy in the estimation of the simulated 
seasonally adjusted component of the simulated raw time series. 
The trend-cycle, seasonal, and irregular components of these simulated 
raw time series represent configurations normally encountered in 
business and economic forecasting.  Hypotheses concerning both the 
overall performance of an individual seasonal adjustment technique 
and the relative performance over specific component configurations 
are tested. 
4.5.1.2 Dependent Variable 
The dependent variable must represent the accuracy in the 
estimation of the simulated seasonally adjusted time series.  The 
"actual" simulated seasonally adjusted time series is known precisely, 
but since the accuracy measure must be comparable across simulated 
time series of very different magnitudes, several of the more common 
error measures cannot be directly applied.  The four error measures 
(EMI, EM2, EM3, EM4) are used as dependent variables in the ANOVA 
procedures.  Testing the hypotheses across all these dependent variables 
provides an indication of the error measure that is most appropriate 
for experimental analysis. 
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4.5.1.3  Factors and Levels of Variation 
The experiment tests five factors for potential influence 
on the accuracy of estimation of the simulated seasonally adjusted 
time series.  The seasonal adjustment technique, the trend-cycle, 
seasonal, and irregular components, and the number of observations 
of the simulated time series are included as potential sources of 
variation. 
The model is designed to analyze up to two seasonal 
adjustment techniques; this factor can be described as qualitative 
and fixed.  Two trend-cycle component forms - linear and non-linear - 
are used in the development of a simulated raw time series; this 
factor is quantitative and fixed.  The seasonal component can be 
varied over a wide range of values, but for the purpose of determining 
the relative accuracy of the two seasonal adjustment techniques, a 
low and a high seasonal component are tested.  The seasonal factor 
is thus quantitative and random.  Similarly, the irregular component 
can be tested over a wide range of values, but only a low and a high 
value are considered.  The irregular factor is also quantitative and 
random.  The final factor is the number of simulated observations 
(or the length of the simulated time series).  Short and long simulated 
time series are generated for analysis; the length factor is quantita- 
tive and random. 
In summary, the experiment represents a fully-crossed 2 
factorial design with one qualitative fixed factor (seasonal adjust- 
ment technique), one quantitative fixed factor (trend-cycle component), 
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and three quantitative random factors (seasonal component, irregular 
component, and length of the simulated time series).  The description 
of the ANOVA experiment is shown in Figure (4.5.1).  Although the 
analysis could be restricted to only various combinations of these 
factors, all interactions are examined in the full form of the 
ANOVA experiment. 
r 
4.5.2 Design 
4.5.2.1 Number of Replications 
The number of replications to be generated is only limited 
by the available computing resources.  To avoid an incorrect 
interpretation of the experimental results, three full replications is 
established as a minimum. 
4.5.2.2 Order of Experimentation 
Since the experiment involves no measurement error of the 
actual values, and since the techniques tested do hot interact in any 
way, the order of experimentation is determined not to have a 
significant effect on the results.  The experimental observations 
are collected in a manner that reduces the computing time and costs. 
As the system schematic in Figure (4.1.1) suggests, a simulated time 
series having specific characteristics is generated and then 
filtered through both seasonal adjustment techniques being examined 
to produce two sets of results.  This procedure eliminates the 
necessity of individually performing the entire experiment for each 
seasonal adjustment technique. 
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FIGURE (4.5.1) 
DESCRIPTION OF THE ANOVA EXPERIMENT 
CODE 
FACTOR 
DESCRIPTION CLASSIFICATION 
LEVEL 
CODE  DESCRIPTION 
M    Seasonal Adjustment 
Technique 
Qualitative 
and Fixed 
1 Technique 1 
2 Technique 2 
Trend Component of 
Simulated Time 
Series 
Seasonal Component of 
Simulated Time 
Series 
Irregular Component 
of Simulated Time 
Series 
Length of Simulated 
Time Series 
Quantitative 
and Fixed 
Quantitative 
and Random 
Quantitative 
and Random 
Quantitative 
and Random 
L Linear 
N Non-linear 
L Low 
H High 
L Low 
H High 
L Long 
S Short 
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A.5.2.3 Mathematical Model of the Experiment 
The mathematical model that represents the relationships 
to be analyzed is shown in Figure (4.5.2).  This configuration has 
five factors, both random and fixed, and is the most complex model 
for which the evaluation model is designed.  In a representation that 
highlights just the main effects the model is 
Y(i,j,k,l,m,n) = mu + M(i) + T(j) + S (k) + 1(1) + L(m) 
+ (interactions) 
+ epsilon(i,j,k,l,m,n) (4.5.1) 
where M(i) is the seasonal adjustment technique effect, i = 1,2; 
T(j) is the trend-cycle effect, j = 1,2; S(k) is the seasonal effect, 
k = 1,2; 1(1) is the irregular effect, 1 = 1,2; L(m) is the time 
series length effect, m = 1,2; mu is the true mean of the population 
and is assumed to be a constant that represents the common effect; and 
epsilon(i,j,k,l,m,n) is the random error, n = 1 , 2 , . . . . 
4.5.2.4 Model Assumptions 
The assumptions behind the model are 
(1) the summation of the M(i)'s is zero; 
(2) the summation of the T(j)'s is zero; 
2 (3) the distribution of all possible S(k)'s is N(0,sigma (S)); 
2 (4) the distribution of all possible 1(1)'s is N(0,sigma (I)); 
2 (5) the distribution of all possible L(m)'s is N(0,sigma (L)). 
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FIGURE (4.5.2) 
MATHEMATICAL MODEL OF THE EXPERIMENT 
Y(i,j,k,l,m,n) mu + M(i) 
+ T(j) + M(i 
+ S(k) + M(i 
+ 1(1) +M(i 
+ S(k 
+ T(j 
+ L(m) +M(i 
+ S(k 
+ T(j 
+ 1(1 
+ T(j 
+ S(k 
+ T(j 
+ M(i 
xT(j) 
xS(k) + T(j) xS(k) +M(i) xT(j) xS(k) 
xl(l) +T(j) xl(l) +M(i) xT(j) +1(1) 
xl(l) +M(i) xS(k) xl(l) 
xS(k) xl(l) +M(i) xT(j) xS(k) x 1(1) 
xL(m) +T(j) xL(m) +M(i) xT(j) xL(m) 
xL(m) +M(i) xS(k) xL(m) 
xS(k) xL(m) +M(i) xT(j) xS(k) xL(m) 
xL(m) +M(i) xl(l) xL(m) 
xl(l) xL(m) +M(i) xT(j) xl(l) xL(m) 
xl(l) xL(m) +M(1) xS(k) xl(l) xL(m) 
xS(k) xl(l) xL(m) 
xT(j) xS(k) xl(l) xL(m) 
+epsilon (i,j,k,l,m,n) 
where    mu = the true mean of the population and is assumed to be 
a constant that represents the common effect 
M(i) = the seasonal adjustment method effect, i = 1,2 
T(j) = the trend component effect, j =1,2 
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FIGURE (4.5.2) Cont'd 
S(k) = the seasonal component effect, k = 1, 2 
1(1) = the irregular component effect, 1 = 1, 2 
L(m) = the time series length effect, m = 1, 2 
epsilon (i, 
j,k,l,m,n)  = the random error in the experiment, 
n = 1, 2, 3, ... 
and all other terms represent interactions between the main effects. 
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4.5.2.5  Hypotheses and Associated Mean Square Comparisons 
The calculation of the expected mean squares to be used for 
hypothesis testing is quite complex since the model is mixed and has 
a 2 factorial design.  The calculations for each main effect and 
interaction in an n-replication experiment are shown in Table (4.5.1). 
The procedures used to estimate these expressions are outlined in [76], 
The hypotheses that can be tested using the model configuration are 
shown in Table (4.5.2) along with the corresponding mean square 
comparisons.  If more than two levels of each independent variable 
are to be tested, similar mean square comparisons must be determined 
to provide an accurate procedure for the interpretation of the 
experimental results.  Other experiments that involve fewer factors 
and/or more levels of variation can be developed through the proper 
manipulation of model parameters in Phases I, II, and III. 
4.5.3 Analysis 
The data for the experiment are compiled through the 
application of one or two seasonal adjustment techniques to the 
simulated time series.  This time series is generated by Phase I of 
the model according to the specifications of the time series parameters 
of trend-cycle, seasonal, irregular, and number of observations.  A 
number of replications are produced for each parameter configuration, 
and the four error measures are calculated for the individual 
performance of each seasonal adjustment technique being evaluated. 
A sample table that is the basis for the ANOVA calculations is 
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shown in Table (4.5.3).  Tests of the significance of the sources of 
variation are conducted using the information contained in Figures 
(4.5.1), and (4.5.2), and in Tables (4.5.1), and (4.5.2).  From 
the statistics developed, statements concerning the relative 
seasonal adjustment performance across a given design can be 
postulated. 
Results that reveal no significant difference in performance 
over a wide range of simulated time series can be as important to the 
experimenter as results that indicate significant differences over 
two or more of the independent variables included in the model.  In 
practice, a seasonal adjustment technique with an estimation cap- 
ability that is robust over a wide range of time series will 
certainly find broader application than one whose accurate performance 
is significantly affected by the characteristics of the time 
series being analyzed.  The implications of the experimental results 
to the application of the seasonal adjustment techniques evaluated 
must be interpreted by the experimenter in the context of the 
purpose of the experiment. 
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Chapter 5 
Model Evaluation Using the Census X-ll Seasonal Adjustment Technique 
The objective of this experiment is the validation of the 
methodology underlying the model described in Chapter 4.  Only one 
seasonal adjustment technique is evaluated - the X-ll Variant of 
the Census Method II.  [36]  The analysis is a test of the model 
procedures and does not represent a complete evaluation of the 
X-ll technique. 
5.1  Phase I - Generation of the Simulated Time Series for the 
X-ll Experiment 
The individual time series components of trend-cycle, 
seasonal, and irregular were generated using the techniques de- 
scribed in Section 4.2.  The values of these component parameters 
are shown in Table (5.1.1).  The only difference between 
experimental replications was the specification of a new random 
number seed to produce a different sequence of pseudo-random 
numbers. 
The trend-cycle parameters were chosen in a manner that 
restricted the value of the linear and non-linear trend-based 
raw time series to approximately the same range for one-half of the 
length of the longest simulated time span.  The seasonal component 
was generated using a sine function with one cycle per year, and 
the irregular component was generated from a normal distribution 
of specified mean and variance. 
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TABLE (5.1.1) 
DESCRIPTION OF TIME SERIES COMPONENT PARAMETERS 
IN THE X-ll EXPERIMENT 
FACTOR   DESCRIPTION   LEVEL DESCRIPTION VALUES 
Trend/Cycle L 
N 
Linear 
Non Linear 
A=100.0 B=10.0 
A=100.0 B=1.04 
Seasonal L     Low (1 cycle/year)    +5% at turning 
point 
H     High (1 cycle/year)   +25% at turning 
point 
Irregular 
H 
Low 
High 
Distributed 
N(l, 1) 
Distributed 
N(l, 100) 
Length of 
Simulated 
Time Series 
Short 
Long 
48 observations 
120 observatioas 
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The time series parameter values were chosen to approximate 
the characteristics of time series normally encountered in economic 
forecasting.  Most basic chemicals have experienced exponential 
trend growth over the post World War II interval.  Many labor 
wage rates can be represented by a monotonically-increasing trend with 
low but stable seasonality.  Industrial prices and price indexes 
also often exhibit low stable seasonality but in addition sometimes 
have a relatively large irregular component.  Fertilizers and other 
agricultural-based products often are characterized by large seasonal 
movements and significant irregular fluctuations as a result of the 
dependency on the weather.  These economic concepts described are 
only a sampling of the types of time series whose characteristics 
fall within the range of the parameters specified in this experiment. 
The simulated raw time series was output to Phase II, and 
the simulated seasonally adjusted time series was output to Phase III 
for comparison with the X-ll estimates. 
5.2 Phase II - Estimation of the Simulated Seasonally Adjusted 
Time Series Using the X-ll Variant of the 
Census Method II 
The seasonal adjustment technique used in the model test is 
the X-ll Variant of the Census Method II.  [36] The program was 
executed in its most "automatic" mode - that is none of the available 
special options was used.  The F-test for stable seasonality was not 
examined for significance after each seasonal adjustment, and the 
seasonally adjusted series was always output to Phase III.  (In the 
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X-ll procedures, an analysis-of-variance F-test for the existence of 
stable seasonality is applied to the ratio of the original time 
series to the final estimated trend-cycle component.  It consists 
of computing the ratio of the "between months" variance to the 
residual variance.  If this ratio is greater than the tabled F- 
value for 11 and T - 12 degrees of freedom, the hypothesis that the 
calculated ratios are equal for all months cannot be accepted.  [36]) 
5.3 Phase III - Calculation of Measures of Error in the X-ll 
Estimates of the Simulated Seasonally Adjusted 
Time Series 
In this phase of the model, the "actual" values of the 
simulated seasonally adjusted time series from Phase I were compared 
to the estimates produced in Phase II by the X-ll Variant seasonal 
adjustment technique. 
All four error measures as described in Section 4.4 were 
calculated for comparison.  Percentage errors were also calculated 
for each simulated time series observation and the hypothesis that 
these errors are distributed normally was tested.  The hypothesis of 
normality was also tested for each error measure.  The calculated 
error measures were output for entry in an analysis-of-variance 
data table. 
5.4 Phase IV - Statistical Analysis of the Table of Errors in the 
X-ll Estimates of the Seasonally Adjusted Time Series 
The processing and parameters described in Phases I, II, and 
III generated results that are analyzed in this phase.  Since the 
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experiment involved only a single seasonal adjustment technique, 
modifications to the procedures described in Section 4.5 are noted 
where appropriate. 
5.4.1 Experiment 
The analysis of only one seasonal adjustment technique 
reduces the experiment from the 2  factorial design described in 
4 
Section 4.5, to a fully-crossed 2  design with one quantitative 
fixed factor (trend-cycle component), and three quantitative random 
factors (seasonal component, irregular component, and length of the 
simulated time series). 
5.4.2 Design 
Six observations were calculated for each error measure 
across all parameter combinations. 
5.4.2.1 Mathematical Model of the X-ll Experiment 
The mathematical model that represents the relationships 
to be analyzed is shown in Figure (5.4.1).  In a representation that 
highlights the main effects, the model is 
Y(j,k,l,m,n) = mu + T(j) + S(k) + 1(1) + L(k) 
+ (interactions) 
+ epsilon(j,k,l,m,n)      (5.4.1) 
where mu, T, S, I, L, and epsilon are as described in Section 4.5.2.3, 
and n = 1,2,3,4,5,6. 
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FIGURE (5.4.1) 
MATHEMATICAL MODEL OF THE X-ll EXPERIMENT 
Y(j,k,l,m,n) = mu + T(j) + S(k) + T(j) x S (k) 
+ 1(1) + T(j) xl(l) +S(k) xl(l) +T(j) xS(k) xl(l) 
+ L(m) +T(j) xL(m) +S(k) xL(m) +T(j) xS(k) xL(m) 
+ 1(1) xL(m) +T(j) xl(l) xL(m) +S(k) xl(l) xL(m) 
+ T(j) xS(k) xl(l) xL(m) 
+ epsilon(j ,k,l,m,n) 
where   mu =  the true mean of the population and is assumed to 
be a constant that represents the common effect 
T(j) = the trend component effect,  j=l,2 
S(k) = the seasonal component effect,  k=l,2 
1(1) = the irregular component effect,  1=1,2 
L(m) = the time series length effect,  m=l,2 
epsilon (j , 
k,l,m,n)  =  the random error in the experiment, 
n=l,2,...,6 
and all other terms represent interactions between the main effects. 
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5.4.2.2 Hypotheses and Associated Mean Square Comparisons for the 
X-ll Experiment 
The calculation of the mean squares to be used for hypothesis 
testing is again quite complex since the model is a mixed configuration 
with a 2 factorial design.  The expected mean squares for each main 
effect and interaction are shown in Table (5.4.1) for a 6-replication 
experiment.  The hypotheses that can be tested using the model are 
shown in Table (5.4.2) along with the associated mean squares 
to be compared. 
5.4.3 Analysis 
The data compiled for each replication and error measure 
are shown in Tables (5.4.3), (5.4.4), (5.4.5), and (5.4.6).  These 
error measures are each a function of the time series of errors 
calculated for each observation, and an analysis of this time series 
of errors was conducted after each model execution. 
5.4.3.1 Testing the Hypothesis of Normally Distributed Estimation 
Errors in the X-ll Experiment 
Percentage errors were calculated for each observation and 
input to the "goodness-of-fit" procedure [78] to test the hypothesis 
of normality.  Kolmogorov-Smirnov and unbiased moments tests were 
calculated at the 95 percent confidence level for the error time 
series.  The mean and variance of these percentage errors are shown 
in Table (5.4.7), and reveal, not surprisingly, near-zero means for 
most parameter combinations, and larger variances for observations 
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generated from time series with larger irregular (I) components. 
Moments Test 
The third and fourth central moments, representing a measure 
of symmetry and kurtosis respectively, were calculated, and the 
hypothesis of normality was tested at the 95 percent confidence level 
using the percentage error sample distributions.  The hyotheses tested 
were that gammal and gamma2 are zero, where gamma1 and gamma2 
represent the test statistics for skewness and kurtosis, repsectively. 
If gammal is significantly different from zero on the positive side, 
the sample distiribution is skewed right, and if gammal is signifi- 
cantly different from zero on the negative side, the sample distri- 
bution is skewed left.  [78] Similarly, the sample distribution is 
more flat than a normal distribution (or platykurtic) is gamma2 is 
significantly different from zero on the positive side, and is more 
peaked than a normal distribution (or leptokurtic) if gamma2 is 
significantly different from zero on the negative side. [78] 
The results of these unbiased moments tests are shown in 
Table (5.4.8).  The cells noted by an 'X' represent failures of the 
associated test and the '+' or '-' represent the direction of 
the failure. 
The test for skewness was failed 23 out of 96 times with 
18 failures on the positive side indicating the possibility of a 
skewed right distribution.  The majority of the positive failures 
occurred when the simulated time series was generated with a high 
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irregular component, suggesting that not only does the error 
magnitude increase with a noiser series, but its underlying 
distribution may also change to something other than normal. 
The test for kurtosis was failed 38 out of 96 times with 
34 failures on the negative side, indicating the possibility of a 
peaked distribution.  This failure rate split just about equally 
between replications based on low and high irregular time series 
components, but the large majority of failures did occur for time 
series with high seasonal components.  Of particular interest is the 
almost complete failure rate (11 out of a possible 12) of all 
replications for time series with a non-linear trend, high seasonal, 
and low irregular component configuration. 
Closer analysis revealed that several X-ll estimates of the 
simulated seasonal cycle were out of phase by 180 degrees, thus 
causing a bi-modal error distribution with a significant negative and 
a significant positive mean.  Further calculations also revealed that 
the four kurtosis test failures on the positive side were the result 
of inaccurate X-ll specification of the irregular component for a 
single month.  This poorly estimated irregular yielded large 
positive errors in the estimates of the seasonally adjusted time 
series for that month, and thus four large positive errors which 
caused the percentage error sample distribution to fail the moments 
test for skewness and kurtosis. 
This same irregular time series component was estimated much 
more accurately when 120 simulated observations were processed since 
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the test was not failed even once under those conditions.  This result 
suggest that estimation accuracy of the X-ll technique does seem to 
depend somewhat on the number of observations, or the length of the 
time series, and the relative dominance of the noise or irregular 
component.  The significance of this dependence, however, had little 
statistical backing from the moments test since it was evidenced in 
only one of six replications. 
Kolmogorov-Smirnov Test 
The Kolmogorov-Smirnov test was also applied to the percentage 
error sample distributions to test the assumption of normality of the 
population.  The hypothesis that the underlying distribution was 
normal was tested for each cell at the 95 percent confidence level, 
and the results are shown in Table (5.4.9). 
The number of cells used for the Kolmogorov-Smirnov test 
was always set equal to the number of observations, and so was either 
48 or 120.  The cells in Table (5.4.9) that are designated by an 'X' 
indicate test failures or instances in which the hypothesis that the 
underlying distribution is normal cannot be accepted. 
The incidence of Kolmogorov-Smirnov test failure is much 
less than that of the moments test, and since this is a much more 
powerful test, there appears to be a stronger case for the assumption 
of normality.  Fifty percent of the failures were for simulated time 
series with low number of observations (LS) and a high irregular 
component (IH). 
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The failure patterns of the skewness and kurtosis tests 
have only four common cells - the fifth replication of the simulated 
time series with high irregular component (IH) and a low number of 
observations (LS).  The Kolmogorov-Smirnov test also failed for this 
parameter set and replication combination, and 14 other times for 
a total of 18 out of 96.  The majority of the Kolmogorov-Smirnov 
test failures were in instances of severe bi-modal distributions of 
percentage errors, whereas the moments test of kurtosis failure 
rate was over 95 percent of all observations. 
In summary, the tests for normality of percentage errors 
were useful in indicating some possible conditions under which the 
performance of the X-ll seasonal adjustment technique may exhibit 
some systematic estimation error, but the significance of these 
conditions cannot be based on the results of these statistical 
"goodness-of-fit" tests. 
5.4.3.2 Testing the Hypothesis of Normally Distributed Error Measures 
The four error measures in Tables (5.4.3), (5.4.4), (5.4.5), 
and (5.4.6) were tested under the hypothesis that the underlying 
population distribution is normal.  The hypothesis of normality 
cannot be accepted at the 95 percent confidence level fGr any of the 
error measures using either the moments or Kolmogorov-Smirnov test. 
The major reason for this rejection is apparent from an 
examination of the histograms shown in Figure (5.4.2).  (The vertical 
axis and the number of classes is the same for all histograms, but 
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FIGURE (5.4.2) 
HISTOGRAM OF ERROR MEASURES CALCULATED IN THE X-ll EXPERIMENT 
Frequency 
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function of the associated scale and is different for all histograms. 
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the class intervals are widely different.  The purpose of the figure, 
however, is to provide a general visual comparison.)  The sample 
histogram of the first error measure (adjusted squared error) appears 
to have no resemblance to the normal distribution.  Further analysis 
reveals that the range of the magnitudes does appear to fluctuate with 
the length (and thus magnitude) of the simulated time series.  The 
sample histograms of the other three error measures seem to be split 
into two distinct ranges with each range covering one-half of the 
total number of observations.  A more detailed analysis of the 
sample histograms for error measures 2, 3, and 4 reveals two 
approximately normal distributions whose observations are split 
between simulated time series with low and high irregular components. 
If more than two extreme levels of the random factor termed irregular 
(I) had been tested, the sample histograms of the second, third and 
fourth error measures would probably much more closely resemble a 
single normal distribution. 
In summary, the first error measure (adjusted squared error) 
does not appear to be a statistical valid dependent variable for use 
in an ANOVA calculation.  It is hypothesized that the other three 
error measures would pass the normality tests had more levels of the 
irregular factor (I) been included in the experimental procedure.  The 
sample histograms of error measures 2, 3, and 4 do seem to imply, 
however, a significant difference in the performance of the X-ll 
seasonal adjustment technique for simulated time series with different 
irregular components. 
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5.4.3.3.  Testing ANOVA Hypotheses of Significant Effects in the 
X-ll Experiment 
Analysis of variance (ANOVA) statistics were calculated for 
all error measures for comparison purposes.  The mean squares for 
each main effect, all interactions, and the error across all error 
measures (dependent variables) are shown in Table (5.4.10).  Large 
mean squares are evident for all error measures for the main effect 
I, and the interaction IL.  The mean square comparisons and F-tests 
for significance for error measures 1, 2, 3, and 4 are shown in 
Tables (5.4.11), (5.4.12), (5.4.13), and (5.4.14) respectively. 
Error Measure 1 - Adjusted Squared Error 
The largest mean square calculated for error measure 1 (EMI) 
is for the main effect I, but the only statistically significant 
sources of variation are the IL and TIL interactions.  These results 
should be viewed with caution, however, based on the previous analysis 
of the underlying distribution of this error measure. 
Error Measure 2 - Coefficient of Variation 
Three significant sources of variation were identified for 
error measure 2 (EM2).  The hypothesis that the variance of the main 
effect I is equal to zero cannot be accepted at the 99 percent 
confidence level.  Analogous hypotheses cannot be accepted at the 
90 percent level for interactions SI and IL.  Since this error 
measure appeared to have the most stability in the analysis of its 
sample distribution, these results should be further studied 
for verification. 
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Error Measure 3 - Mean Absolute Percentage Error 
Two significant sources of variation were identified for 
error measure 3 (EM3).  The hypothesis of zero variance cannot be 
accepted for the SI and IL interactions at the 90 percent and 95 
percent confidence levels respectively.  It is interesting to note 
that the main effect I had a relatively large F-statistic but the 
tabled values of the F-distribution increase dramatically from two to 
one degree of freedom causing acceptance of the hypothesis.  Some 
of the hypotheses that could not be rejected may, in fact, not be 
acceptable if the degrees of freedom for the denominator of the 
pseudo-F-tests had not been rounded to the nearest integer.  The 
critical F-statistics could then have been calculated through 
interpolation between the values for one and two degrees of freedom 
at the desired level of confidence.  This procedure may suggest 
different decisions with respect to the hypotheses being tested. 
Error Measure 4 - Mean Squared Percentage Error 
A single significant source of variation was identified for 
error measure 4 (EM4).  The hypothesis of zero variance cannot be 
accepted at the 95 percent confidence level for the interaction IL. 
Three of the mean square comparisons (TS, TI, and TL) were not 
calculated because the denominator mean squares, which are linear 
combinations of other mean squares, were negative.  It is unlikely 
that these interactions are significant, however, since the respective 
numerator mean squares are relatively small. 
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Summary of ANOVA Results 
The only source of variation that was found to be significant 
for all error measures is the IL interaction.  The I and L main effects, 
however, have relatively large mean square in all error measures, and 
the main effect I was found to be significant at the 99 percent 
confidence level for error measure 2.  The distribution analysis of 
the error measures in Section 5.4.3.2 also seemed to indicate a 
significantly different performance between simulated time series 
with low and high irregular components.  To insure that these ANOVA 
results are not misleading, the absolute average effect of each 
source of variation was calculated and analyzed for all error measures. 
5.4.3.4 Analysis of Average Effects 
The absolute average effect for a source of variation of a 
4 
2  factorial experiment can be calculated as one-half the positive 
square root of the mean square, since the sum of squares and the 
mean square are equal for a factor or interaction with one degree 
of freedom.  [77]  The calculated absolute average effects and relative 
ranking of magnitudes from low to high are shown in Table (5.4.15) 
for all sources of variation across all error measures. 
Comparison of Relative Rankings of Absolute Average Effects 
The largest absolute average effect is associated with the 
main effect I for all error measures.  The three largest absolute 
average effects are associated with the same sources of variation 
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for error measures 1, 3, and 4.  These sources of variation - I, L, 
and IL - are the same terms that were identified as significant in 
many of the ANOVA tests. 
Graphical Analysis of Normalized Absolute Average Effects 
One way to analyze the magnitude of the absolute average 
effects is through the use of a half-normal plot.  [77] This 
procedure compares the normalized absolute average effects to the 
appropriate normal distribution.  Observations (sources of variation) 
that are not "close" to the normal line are candidates for the 
unacceptability of the associated hypotheses. 
4 
The normalized absolute average effects for a 2 experiment 
are calculated by dividing each absolute average effect by the 
absolute average effect ranked eleventh.  [77] The results of these 
calculations are shown in Table (5.4.16).  The observations for error 
measures 1 and 2 are plotted on half-normal paper in Figure (5.4.3). 
Also included are the standard normal line and the 80 and 95 percent 
significance limits.  The placement of an observation within or 
outside of these limits, however, does not preclude or prove 
significance, but is merely an indication. 
The sample plot of the first two error measures (EMI and 
EM2) reinforces the hypothesis that error measure 1 does not have an 
underlying normal population distribution.  Very few of the normalized 
absolute average effects calculated for error measure 1 fall near the 
standard normal line.  It can also be inferred that the IL interaction 
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which was found to be significant in the ANOVA table for error 
measure 2 (Table (5.4.12)) may not be significant. 
5.4.3.5 Tests on Means of Significant Interactions 
The implications of the ANOVA and the analysis of the 
absolute average effects did not agree, and these conflicting 
results led to the calculation of the Newman-Keuls range test [77] 
to determine dignificant differences between means of the factors 
I and L for error measure 2.  The results showed that the only 
significant difference was between the two means for the irregular 
factor - a conclusion already revealed in the unacceptability at the 
99 percent confidence level of the hypothesis of zero variance for 
that factor.  Similar means tests were calculated for the main 
effects I and L in all other error measures with the same results. 
The standardized absolute average effects shown in Table (5,4.16) 
however, do reveal a consistently significant source of variation for 
the irregular factor (I) for error measures 2, 3, and 4. 
5.4.4 Statistical Conclusions 
The second error measure (EM2) can most accurately be used 
in an ANOVA approach to analyzing the quantitative relationships 
among the factors involved in this sample experiment.  The X-ll 
seasonal adjustment procedure does have significantly different 
accuracy in estimation of simulated seasonally adjusted time series 
with low and high irregular components.  The errors in estimation 
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are larger for simulated time series with more pronounced irregular 
components. 
5.5  Summary and Conclusions 
5.5.1 Performance of the X-ll Seasonal Adjustment Technique 
The sample experiment showed that the performance of the 
X-ll seasonal adjustment technique is quite robust to changes in the 
trend and seasonal components, and length of a time series to be 
seasonally adjusted.  This conclusion is the significant result; it is 
not surprising that the seasonal adjustment accuracy varied with the 
relative importance of the irregular component since noisy time series 
are almost always more difficult to analyze. 
The single source of variation that was concluded to be 
significant (I), however, still only increased the estimation error 
to approximately the 4-6 percent level.  A visual example of the 
relative magnitude of this "inaccuracy" given the variability of the 
time series being estimated is shown in Figure (5.4.4).  This example 
is for a simulated time series with a non-linear trend (TN), a high 
seasonal (SH), a high irregular (IH), and a short length (LS), and 
represents replication five of the experiment.  The mean absolute 
percentage error for this example is 4.3 percent.  Most of the error 
was in the estimation of the ninth month of the year, and the only 
discrepancy large enough to be of practical concern occurred in 
the final year. 
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FIGURE (5.4.4) 
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5.5.2  Some Comments on the Evaluation Model 
The purpose of this test of the seasonal adjustment 
evaluation model was not to measure the performance of the X-ll 
technique over all possible time series, but to provide an example 
of the type of statistical analysis that can be conducted when 
comparing one or two seasonal adjustment techniques through the use 
of simulated time series derived with known components.  The strong 
performance of the X-ll technique does not contradict the results 
of other tests [61,71,72], although none of these studies estimates 
the accuracy through comparisons to "actual" time series components. 
In order to have widespread use, any new seasonal adjustment 
technique must exhibit a strong performance over a set of time series 
with a broad spectrum of component characteristics.  The framework of 
the evaluation model tested in this chapter provides an objective 
and flexible approach to the analysis of the estimation accuracy of 
a seasonal adjustment technique. 
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Chapter 6 
Model Application and Further Research 
6.1 Development and Evaluation of Seasonal Adjustment Techniques 
In the post World War II period, the economies of the major 
industrialized Western nations have become more interdependent as 
international trade has flourished.  This complex network of economic 
inter-relationships coupled with the frequent occurrences of significant 
"shock" disturbances to normal market interactions has led to the 
increasing instability of the United States economy.  Forecasting 
and planning for the future have become the most difficult tasks of 
both the public and private sectors, and the greater uncertainty in 
the outlook has increased the chances of an incorrect policy decision 
or an unprofitable investment plan. 
One of the areas that has received significant attention in 
recent years is the statistical programs of industry and the U.S. 
government.  With the current economic conditions, greater resources 
are being directed to minimizing the error in the actual statistics, 
since any new technique for forecasting the future can only be as 
accurate as the historical data.  One of the potential sources of 
error in the reported data of seasonal series is the method of 
seasonal adjustment.  Current research is concentrating on the 
development of new seasonal adjustment techniques and methods of 
evaluation of performance. 
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The model proposed in this thesis represents a practical 
tool that can be used by the researcher and the practitioner.  The 
relatively straightforward approach to the evaluation of seasonal 
adjustment techniques does not rely upon the specialized knowledge 
of sophisticated statistical techniques, and so may have a greater 
potential application, particularly in industry.  The model is 
comprised of a group of computer programs that can be executed on 
most computer installations with a minimum of modifications and 
programming effort. 
If the goal of the time series research is the development 
of a new technique for seasonal adjustment, the model can be applied in 
one of two ways depending upon the specific objective.  The estima- 
tion accuracy of a proposed adjustment procedure can be directly 
compared to the X-ll accuracy by developing a computer program for 
the new approach and incorporating this program in the second phase 
of the model.  Research concerned with the analysis of a particular 
type of time series can use the model to generate only time series 
with the desired characteristics. 
The evaluation modelling approach can also be applied to the 
analysis of one or two existing techniques.  The accuracy of the X-ll 
procedure and an alternative can be tested over a sample set of time 
series with predetermined components.  If the X-ll procedure is 
currently being used for seasonal adjustment, a measure of the accuracy 
can be estimated through the analysis of a time series similar to 
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the actual time series.  This type of analysis could provide an 
important insight into the potential errors in a forecast. 
6.2 Further Research 
The model for the evaluation of seasonal adjustment 
techniques outlined in Chapter 4 represents only a basic application 
of the general evaluation approach.  Several enhancements can be 
suggested that could improve the model performance. 
Any general evaluation procedure should be capable of 
generating and analyzing time series with assumed models other than 
the multiplicative formulation specified in (3.1).  A natural 
extension is the inclusion of the capability of analyzing an additive 
model such as Y(t) = TC(t) + S(t) + I(t), t = 1 , . . . , T. 
The current model capability for generating time series is 
restricted to an an increasing trend-cycle, an unchanging seasonal, 
and a stable irregular component.  The trend-cycle term could be 
split into a trend component and a cyclical component.  The trend 
component could then be specified as linear or non-linear and in- 
creasing or decreasing, while the cyclical component should be 
representative of the type of business cycle movement experienced 
by the U.S. economy over the past twenty years.  The seasonal com- 
ponent could be modified to permit the specification of moving 
seasonality that is often found in actual seasonal time series. 
The irregular component could be expanded to include the specifica- 
tion of a stable irregular subcomponent to represent the noise in 
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any economic time series, and a less-frequent but larger "shock" 
subcomponent to simulate the impact of uncontrollable forces such 
as violent weather or disruptions of a market through restrictions. 
The measures of estimation error discussed in Section 4.4 
may not be appropriate to all time series research.  Numerous other 
measures can be tested by simply modifying the error calculation 
algorithms in Phase III.  The model currently measures the accuracy 
of a seasonal adjustment technique on the ability to estimate the 
generated "historical" seasonally adjusted time series.  This pro- 
vision could be modified to measure the accuracy on the ability to 
estimate the future seasonal component, or the generated "historical" 
trend-cycle component.  The choice of a definition of seasonal 
adjustment accuracy is dependent upon the objective of the experiment. 
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