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This paper describes algorithms for computing the structure of finite transformation
semigroups. The algorithms depend crucially on a new data structure for an R-class in
terms of a group and an action. They provide for local computations, concerning a single
R-class, without computing the whole semigroup, as well as for computing the global
structure of the semigroup. The algorithms have been implemented in the share package
MONOID within the GAP system for computational algebra.
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1. Introduction
Transformation semigroups are one of the most fundamental mathematical objects. They
arise naturally as endomorphism semigroups of various mathematical structures. They
also occur in theoretical computer science, where properties of languages depend on
algebraic properties of various transformation semigroups related to them. Of course,
transformation semigroups are also of utmost importance for semigroup theory, as every
semigroup is isomorphic to a transformation semigroup.
Important aspects of the structure of a finite semigroup S can be described in terms
of Green’s relations R, L, H and D. These four equivalence relations on S are defined by
xRy ⇐⇒ xS1 = yS1,
xLy ⇐⇒ S1x = S1y,
H = R∩ L,
D = R ◦ L(= L ◦ R),
where S1 denotes S with an identity adjoined to it if needed. Obviously, H ⊆ R ⊆ D
and H ⊆ L ⊆ D, while R and L are not comparable in general. In fact the relationship
between R, L, H and D is stronger. Within a D-class, all R-classes are of the same size;
all L-classes are of the same size; all H-classes are of the same size; any R-class and any
L-class intersect in an H-class. For more details on Green’s relations see Howie (1995,
Chapter 2).
The idea of investigating semigroups by means of computers is relatively old; see Can-
non (1969). Lallement and McFadden (1990) gave a collection of algorithms for computing
the size and Green’s structure of a transformation semigroup S. Roughly speaking, their
approach was to enumerate systematically the D-classes of S, and then to express the
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structure of each particular D-class D in terms of a group, called the Schu¨tzenberger
group of D.
In this paper we present an alternative collection of algorithms for computing with
transformation semigroups. We also use the idea of partitioning S into blocks which
can be described relatively easily by means of certain groups and actions. However, we
improve and modify these ideas in line with some new theoretical results (Linton et al.,
1998a). In our algorithms the basic building blocks for a semigroup are its R-classes,
rather than its D-classes. The main reasons for this approach are the following.
• It is easy to enumerate all the R-classes of a semigroup, as the semigroup acts
naturally on them.
• There is a naturally defined group related to an R-class R, which plays the role
of the Schu¨tzenberger group, and which contains the Schu¨tzenberger group as a
subgroup.
• There are R-classes which belong to distinct D-classes, but essentially have the
same structure.
As a consequence, we are able to use various standard tools for permutation groups
and semigroup actions. This makes our algorithms both conceptually easier and more
efficient.
However, the main difference between the two approaches is that our algorithms enable
the user to analyse the semigroup not only globally, but also locally. More precisely, we
present an algorithm, which determines the R-class of a single element of S, without
computing the rest of S. This is unlike the Lallement–McFadden algorithm, in which, in
order to compute a non-regular D-class, one first has to compute all the D-classes above
this D-class in the partially ordered set of all D-classes. The difference in treatment of
regular and non-regular D-classes, present in Lallement and McFadden’s work, disappears
in our approach.
This paper is structured as follows. In Sections 2 and 3 we specify notation used in
this paper, and outline basic facts and algorithms for semigroup actions and permutation
groups which we will use as building blocks for our algorithms. Theoretical foundations
for our algorithms are summarized in Section 4 (R-classes) and in Section 7 (L-classes).
Algorithms for a local analysis of a single R-class are given in Sections 5 and 6. Their
duals for L-classes are presented in Section 8. The algorithms described for R- and L-
classes are used to analyse H- and D-classes in Section 9, and to analyse the structure
of the whole semigroup and its properties in Section 10. Finally, examples are given in
Section 11.
2. Algorithms for Semigroup Actions
Throughout this paper every semigroup S has an identity 1S . A (right) semigroup
action on a set X is a mapping X × S → X, (x, s) 7→ xs, satisfying x(st) = (xs)t,
x1S = x for all s, t ∈ S, x ∈ X. Some important examples of actions are the following.
• A semigroup S of (right) transformations of a set X acts on X by definition; the
set of all transformations X → X is the full transformation semigroup T (X).
• A semigroup S acts on itself by right multiplication.
• An action of S on X induces an action of S on the set P(X) of all subsets of X.
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• An action of S on X and an equivalence relation ρ on X compatible with this action
give rise to an action of S on the set X/ρ of equivalence classes of ρ.
Given an action of S on X and an element x ∈ X, the orbit of x is the set O(x) =
{xs : s ∈ S}. We note that S acts on O(x). The following standard algorithm computes
O(x) from the action on X of a generating set A for S.
Algorithm A. (Orbit algorithm) Given a point x ∈ X and a set A ⊆ T (X) of
transformations onX, the orbit of x under the semigroup S generated by A is determined.
A1. [Initialize.] Set x1 ← x, i← 1 and l← 1. (Clearly, x is in its orbit. We make it the
first entry in a list O = (x1, x2, . . . , xl) with a pointer i to a current element and a
pointer l to its end.)
A2. [Search.] For each a ∈ A do the following. Let z ← xia, and if z 6∈ {x1, . . . , xl} then
add z to the list O by setting l ← l + 1 and xl ← z. (By construction each such z
is in the orbit. Now O = (x1, x2, . . . , xl) contains all points xia, a ∈ A.)
A3. [Loop.] Set i ← i+ 1. If i ≤ l then return to step A2. (The points {xi, . . . , xl} are
yet to be checked whether they lead to new points in the orbit.)
A4. [Terminate.] Output the orbit O = (x1, x2, . . . , xl). (By construction, each xi is in
the orbit of x, and ya is in O for all y ∈ O, a ∈ A.)
A multiplier for y ∈ O(x) is an element my ∈ S such that xmy = y. The orbit
algorithm can be easily modified to compute a set of multipliers along with the orbit as
follows.
Algorithm A′. (Extended orbit algorithm) Given a point x ∈ X and a set A ⊆
T (X) of transformations on X, the orbit of x under the semigroup S generated by A and
a list M of corresponding multipliers are determined.
A′1. [Initialize.] Perform step A1 and set m1 ← 1S . (1S is a multiplier for x1 = x. We
collect the multipliers in a list M = (m1, . . . ,ml).)
A′2. [Search.] For each a ∈ A consider z = xia as in step A2 and if z is added to O,
then also add mia to M by setting ml ← mia. (xmia = xia = xl.)
A′3. [Loop.] Set i← i+ 1. If i ≤ l, then return to step A′2. (As in step A3.)
A′4. [Terminate.] Perform step A4 and also output the list of multipliers M = (m1, . . . ,
ml).
In general, y ∈ O(x) does not imply x ∈ O(y). The strong orbit of x ∈ X under S
is the set {y ∈ O(x) : x ∈ O(y)}. An inverse multiplier for y ∈ O(x) is an element
m′y ∈ S such that ym′y = x. One way to compute the strong orbit of x with multipliers
and inverse multipliers is given by the following algorithm.
Algorithm B. (Strong orbit) Given a point x ∈ X and a set A ⊆ T (X) of trans-
formations on X, the strong orbit of x under the semigroup S generated by A, a list
M of corresponding multipliers and a list M ′ of corresponding inverse multipliers are
determined.
B1. [Orbit.] Compute W ← O(x) = (x1, . . . , xl) and M = (m1, . . . ,ml) by Algo-
rithm A′, and set M ′ = (m′1, . . . ,m
′
l)← (0, . . . , 0).
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B2. [Counteract.] For each xi ∈ W do the following. Compute O(xi) and the corre-
sponding list of multipliers Mi by Algorithm A′. If x ∈ O(xi), then set m′i to the
corresponding multiplier in Mi; otherwise set mj ← 0, xj ← 0 for all xj in O(xi).
B3. [Clean up.] Remove the zeros from the lists W , M , M ′ and return the strong orbit
W of x, the listM of corresponding multipliers and the listM ′ of inverse multipliers.
The closely related problem of finding all strong orbits within a single orbit is solved
by the strongly connected components algorithm (see for example, Aho et al., 1974,
Section 5.5).
3. Algorithms for Permutation Groups
Powerful algorithms for permutation groups have been developed over many years.
Given a subset A of the symmetric group Sn, one can compute a data structure repre-
senting the group G = 〈A〉 generated by A. This data structure consists of the so-called
base and strong generating set. Using this data structure, one can efficiently determine
many properties of G, and compute with elements and subgroups of G. For the algorithms
presented in this paper, we assume that we can efficiently:
• compute the order of G;
• test whether a permutation σ ∈ Sn belongs to G;
• enumerate the elements of G;
• intersect G with another subgroup of Sn;
• compute a set of coset representatives of a subgroup of G.
These ideas were introduced in Sims (1970, 1971); for a recent survey of permutation
group algorithms see Luks (1993). Implementations of these algorithms form part of a
number of software packages, in particular the GAP system (Scho¨nert et al., 1995) in
which the algorithms that we describe in this paper have also been implemented.
The degrees of the permutation groups occurring in our algorithms are bounded by the
degree of the transformation semigroup under consideration. In applications to transfor-
mation semigroups of small degree, the time taken by the group-theoretic calculations
above will be a negligible part of the overall time used.
A simple application of the above algorithms enables us to investigate a product GLGR
of subgroups GL, GR of Sn. If GR =
⋃
j(GR ∩ GL)σj for a set of coset representatives
σj , then GLGR =
⋃
j GLσj . Similarly, GLGR =
⋃
i ρiGR where GL =
⋃
i ρi(GR ∩ GL).
Using either of these decompositions it is clear how to combine the group algorithms
into acceptably fast and almost trivial algorithms to determine the size of GLGR, the
elements of GLGR and test membership in GLGR.
4. R-classes and Actions
In this paper we describe algorithms for computing the structure and properties of finite
transformation semigroups. We briefly recall the theory of the structure of R-classes from
Linton et al. (1998a).
Let I be any finite set, usually I = {1, . . . , n}. Given a set A of transformations I → I,
let S be the subsemigroup of the full transformation semigroup T (I) generated by A.
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Also, let r ∈ S be an arbitrary transformation and let R be the R-class of r in S. Denote
by X the image img(r) of r and consider the stabilizer
Stab(X) = {s ∈ S : Xs = X}
of X under the action of S on P(I). Clearly, Stab(X) acts as a permutation group on
X; this permutation group is called the right generalized Schu¨tzenberger group of r and
is denoted by GR(r). Next let
Imgs(R) = {img(s) : s ∈ R} = {X1, . . . , Xp},
where X1 = X. As shown in Linton et al. (1998a) there exist mi,m′i ∈ S (i = 1, . . . , p)
such that Xmi = Xi, Xim′i = X, (mim
′
i)X = idX and (m′imi)Xi = idXi . Finally, let
Ki = {s ∈ R : img(s) = Xi} (i = 1, . . . , p).
With this notation we have the following results linking R, GR(r) and Imgs(R) (Linton
et al., 1998a, Theorem 2.3, Theorem 3.3, Corollary 3.4, Theorem 3.7, and Corollary 3.8).
Proposition 4.1.
(i) The set Imgs(R) is the strong orbit of img(r) under the action of S.
(ii) The mapping x 7→ xmi is a bijection from K1 onto Ki, its inverse is the mapping
x 7→ xm′i (i = 1, . . . , p).
(iii) For any s ∈ R we have GR(s) ∼= GR(r) (as permutation groups).
(iv) The mapping GR(r)→ K, g 7→ rg is a bijection.
(v) |R| = |GR(r)| | Imgs(R)|.
(vi) The set {(miam′k)X : 1 ≤ i, k ≤ p, a ∈ A, Xia = Xk} generates GR(r).
Remark 4.2. Note that in the above proposition the multipliers mi and m′i can be
replaced by any partial transformations µi and µ′i on I satisfying µiX = miX and
µ′iXi = m′iXi . In the algorithms to follow we will find it particularly useful to choose
µi as a partial bijection and then to let µ′i = µ
−1
i . Note that in particular miX is such
a partial bijection.
5. A Data Structure for R-classes and Applications
In this section we present a data structure for an arbitrary R-class R of the semigroup
S generated by the set A of transformations in T (I). Based on the above results we
represent R as a quadruple
R = (r, J, µ,GR),
where:
• r is a representative of the class, i.e. a transformation belonging to R;
• J = (X1, . . . , Xp) is a list containing the images Imgs(R) of the elements of R such
that X1 = X = img(r);
• µ = (µ1, . . . , µp) is a list of multipliers, each represented as a partial bijection on I
such that rµi ∈ R and Xµi = Xi (i = 1, . . . , p);
• GR is the right generalized Schu¨tzenberger group GR(r) of r represented as a per-
mutation group on X.
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With this data we can easily compute the size of R and list its elements. Indeed, by
Proposition 4.1(v, ii, iv) this is achieved by the following two algorithms.
Algorithm C. (Size of an R-class) Given an R-class R = (r, J, µ,GR) the size of
R is computed.
C1. [Delegate.] Compute |GR| by the appropriate group algorithm.
C2. [Multiply.] Return p|GR| where p is the length of J .
Algorithm D. (Elements of an R-class) Given anR-classR = (r, J, µ,GR) where
µ = (µ1, . . . , µp), the elements of R are listed.
D1. [Delegate.] Compute the elements of GR by the appropriate group algorithm.
D2. [List.] Return the list of elements {rgµi : g ∈ GR, 1 ≤ i ≤ p}.
We can also test membership in R without computing all the elements of R. Indeed, by
Proposition 4.1(ii, iv) any s ∈ R must satisfy s = rgµi for some g ∈ GR(r) and 1 ≤ i ≤ p.
In particular we must have
ker(s) = ker(r), img(s) = Xi ∈ Imgs(R), (r−1sµ−1i )X = g ∈ GR(r). (1)
Conversely, assume that some element s ∈ T (I) satisfies (1). Then from ker(s) = ker(r),
img(r) = X and img(s) = Xi, it follows that r−1s maps X into Xi. From (r−1sµ−1i )X =
g we conclude that s = rgµi. By Proposition 4.1(ii, iv) and Remark 4.2 it follows that
s ∈ Ki ⊆ R. Hence we have the following algorithm.
Algorithm E. (Membership in an R-class) Given a transformation s ∈ T (I) and
an R-class R = (r, J, µ,GR), it is checked whether s belongs to R or not.
E1. [Check kernel.] If ker(s) 6= ker(r) then return false.
E2. [Locate image.] If img(s) does not occur in J then return false. Otherwise let i be
such that Xi = img(s).
E3. [Delegate.] By using the appropriate group algorithm check whether (r−1sµ−1i )X
(where X = X1 = img(r)) belongs to GR and return the result of this test.
6. Construction of the R-class Data Structure
Having seen the utility of theR-class data structure, we now proceed to describe how it
may be constructed from the generators A of the semigroup S and a representative trans-
formation r ∈ S. The input of this algorithm consists of the list A and the transformation
r. The output is the quadruple (r, J, µ,GR) describing the R-class R of r.
By Proposition 4.1(i), J = Imgs(R) is the strong orbit of X = img(r) under S and so
we can begin by computing J using Algorithm B. This will also give us a list of multipliers
mi which are then turned into invertible multipliers µi according to Remark 4.2.
The final stage of the algorithm is to construct the right generalized Schu¨tzenberger
group of r by means of the generating set given in Proposition 4.1(vi).
Algorithm F. (Represent an R-class) Given a list A ⊆ T (I) of transformations
and a further transformation r ∈ S = 〈A〉, the quadruple (r, J, µ,GR) representing the
R-class of r in S is constructed.
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F1. [Images.] Determine J = (X1, . . . , Xp) as the strong orbit of X = img(r) in the
action of S on P(I) together with multipliers (m1, . . . ,mp) by Algorithm A′.
F2. [Multipliers.] Construct the list µ = (µ1, . . . , µp) of partial bijections µi such that
µiX = miX (i = 1, . . . , p).
F3. [Group.] Determine B = {(µiaµ−1k )X : 1 ≤ i, k ≤ p, a ∈ A, Xia = Xk} and set
GR ← 〈B〉, represented as a permutation group on X.
F4. [Output.] Return the quadruple (r, J, µ,GR).
7. L-classes and Left Actions
Dually to Section 4, a left action of a semigroup S on a set X is a mapping S×X → X,
(s, x) 7→ s · x, satisfying (st) · x = s · (t · x), 1S · x = x. The notions of orbit, strong orbit,
multipliers and stabilizer have obvious duals in this context.
For every transformation s ∈ T (I) let s∗ be the left transformation of P(I) given by
s∗ · Y = Y s−1 = {x ∈ I : xs ∈ Y }.
The mapping s 7→ s∗ is a monomorphism from T (I) into the semigroup of left mappings
on P(I). For a partial left mapping t on P(I) satisfying the condition that the sets t · {x}
(x ∈ I) are pairwise disjoint, define a partial mapping t# on I by
yt# = x ⇐⇒ y ∈ t · {x}.
We note that t# ∈ T (I) if and only if {t · {x} : x ∈ I} is a partition of I. The operators ∗
and # are related in the following way:
(s∗)# = s (2)
(t#)∗ · {x} = t · {x}. (3)
Indeed, to see that (2) holds we note that (x ∈ I, s ∈ T (I))
x(s∗)# = y ⇐⇒ x ∈ s∗ · {y} ⇐⇒ x ∈ {y}s−1 ⇐⇒ xs = y,
and for (3) that (x ∈ I, t as required)
(t#)∗ · {x} = {x}(t#)−1 = {y : yt# = x} = {y : y ∈ t · {x}} = t · {x}.
Given a transformation semigroup S ≤ T (I), we let S∗ = {s∗ : s ∈ S}. It follows
from the above discussion that the mappings s 7→ s∗ and t 7→ t# are mutually inverse
isomorphisms between S and S∗.
We now proceed in an analogous fashion as in Sections 4–6 and obtain information
about the L-classes of S∗, which then is translated into information about the L-classes
of S by means of the mapping s 7→ s∗.
Let l ∈ S be arbitrary and let L be the L-class of l. Denote by Π the kernel ker(l) of
l, considered as a partition of I. The stabilizer of Π in the induced left action of S∗ on
P(P(I)) acts as a permutation group G∗L(l) on Π. For every g∗ ∈ G∗L(l) there is a unique
permutation g on X = img(l) such that
(lg)∗ = g∗l∗
(cf. Linton et al., 1998a, Definition 4.4). The set {(l−1(g∗l∗)#)X : g∗ ∈ G∗L(l)} of all
these permutations is the left generalized Schu¨tzenberger group GL(l) of l. Note that the
map g∗ 7→ (l−1((g∗)−1l∗)#)X is an isomorphism from G∗L(l) to GL(l), its inverse is the
map g 7→ ((lg−1)∗(l∗)−1)Π.
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Next, let Kers(L) = {ker(s) : s ∈ L} = {Π1, . . . ,Πq} where Π1 = Π, and let Pi = {s ∈
L : ker(s) = Πi}. Dually to Remark 4.2 there are partial bijections τi on P(I) such that
τiΠ = Πi and τil∗ ∈ L∗.
With this notation we have the following results linking L, GL(l) and Kers(L) (Linton
et al., 1998a, Theorem 4.3, Theorem 4.5, Theorem 4.6, Corollary 4.7 and Corollary 4.8).
Proposition 7.1.
(i) The set Kers(L) is the strong orbit of Π = ker(l) under the left action of S∗.
(ii) The mapping x 7→ (τix∗)# is a bijection from P1 to Pi, its inverse is the mapping
x 7→ (τ−1i x∗)# (i = 1, . . . , q).
(iii) For any s ∈ L we have GL(s) ∼= GL(l) (as permutation groups).
(iv) The mapping GL(l)→ P1, g 7→ lg, is a bijection.
(v) |L| = |GL(l)| |Kers(L)|.
(vi) The set {(l−1(τ−1k a∗τil∗)#)X : 1 ≤ i, k ≤ q, a ∈ A, a∗Πi = Πk} generates GL(l).
8. Analysis of L-classes
By analogy to Section 5, we now describe a data structure for an arbitrary L-class L
of S. Based on the above results we represent L as the quadruple
L = (l, Q, τ,GL),
where:
• l is the representative of the class L;
• Q = (Π1, . . . ,Πq) is a list containing the kernels Kers(L) of elements in L such that
Π1 = Π = ker(l);
• τ = (τ1, . . . , τq) is a list of left multipliers, where each τi is a partial bijection on
P(I) such that τi ·Π1 = Πi and τil∗ ∈ L∗;
• GL is the left generalized Schu¨tzenberger group GL(x) of l represented as a permu-
tation group on X = img(l).
Algorithm G. (Represent an L-class) Given a list A ⊆ T (I) of transformations
and a further transformation l ∈ S = 〈A〉, the quadruple (l, Q, τ,GL) representing the
L-class of l in S is constructed.
G1. [Kernels.] Determine Q = (Π1, . . . ,Πq) as the strong orbit of Π = ker(l) under
the left action of S∗ on P(P(I)) together with multipliers (t1, . . . , tq) by the dual
version of Algorithm A′.
G2. [Multipliers.] Construct the list τ = (τ1, . . . , τq) of partial bijections τi such that
τiΠ = tiΠ (i = 1, . . . , q).
G3. [Group.] Determine B = {(l−1(τ−1k a∗τil∗)#)X : 1 ≤ i, k ≤ q, a ∈ A, a∗Πi = Πk}
and set GL ← 〈B〉, represented as a permutation group on X = img(l).
G4. [Output.] Return the quadruple (l, Q, τ,GL).
Once the above data structure for L is known then, by Proposition 7.1(v), (ii) and
(iv), the following two algorithms will compute the size of L and its elements.
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Algorithm H. (Size of an L-class) Given an L-class L = (l, Q, τ,GL), the size of L
is computed.
H1. [Delegate.] Compute |GL| by the appropriate group algorithm.
H2. [Multiply.] Return q|G|, where q is the length of Q.
Algorithm I. (Elements of an L-class) Given an L-class L = (l, Q, τ,GL) where
τ = (τ1, . . . , τq), the elements of L are listed.
I1. [Delegate.] Compute the elements of GL by the appropriate group algorithm.
I2. [List.] Return the list of elements {(τi(lg)∗)# : g ∈ GL, 1 ≤ i ≤ q}.
To give a membership test for L we note that Proposition 7.1(ii) and (iv) imply that
every element s ∈ L has the form s = (τi(lg)∗)# for some g ∈ GL(l) and 1 ≤ i ≤ q. In
particular, s satisfies
img(s) = img(l) = X, ker(s) = Πi ∈ Kers(L), (4)
(l−1(τ−1i s
∗)#)X = g ∈ GL(l). (5)
Conversely, assume that s ∈ T (I) satisfies (4) and (5). Then s = (τi(lg)∗)#. Indeed,
τi(lg)∗ = τi(l(l−1(τ−1i s
∗)#)X)∗ (by (5))
= τi(ll−1(τ−1i s
∗)#)∗ (since img(l) = X)
= τi((τ−1i s
∗)#)∗ (by (4) and since Πll−1 = Π).
Now τi((τ−1i s
∗)#)∗ · {y} = τiτ−1i s∗ · {y} by (3) which equals s∗ · {y} by (4) and the
definition of τi. Thus, we have
x(τi(lg)∗)# = y ⇐⇒ x ∈ τi(lg)∗ · {y} ⇐⇒ x ∈ {y}s−1 ⇐⇒ xs = y,
whence s = (τi(lg)∗)# ∈ L by Proposition 7.1(ii), (iv). This yields the following algo-
rithm.
Algorithm J. (Membership in an L-class) Given a transformation s ∈ T (I) and
an L-class L = (l, Q, τ,GL), it is checked whether s belongs to L or not.
J1. [Check image.] If img(s) 6= img(l) then return false.
J2. [Locate kernel.] If ker(s) does not occur in Q then return false. Otherwise let i be
such that Πi = ker(s).
J3. [Delegate.] By using the appropriate group algorithm check whether the permuta-
tion (l−1(τ−1i s
∗)#)X (where X = img l) belongs to GL and return the result of
this test.
9. Analysis of H- and D-classes
In this section we give data structures and basic algorithms for H- and D-classes by
using those for R- and L-classes from Sections 5, 6 and 8 as building blocks.
Let S ≤ T (I) be a transformation semigroup, let h ∈ S be an arbitrary transformation
and let H be the H-class of h in S. Define the group G(h) to be the intersection GR(h)∩
GL(h) of the right and left Schu¨tzenberger groups of h. It was shown in Linton et al.
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(1998a, Theorem 5.1) that G(h) is isomorphic to the Schu¨tzenberger group of H and
that the mapping G(h) → H, g 7→ hg is a bijection. Based on this H is represented as
the pair
H = (h,G),
where G = G(h) is represented as a permutation group on X = img(h).
Algorithm K. (Represent an H-class) Given a list A ⊆ T (I) of transformations
and a further transformation h ∈ S = 〈A〉, the pair (h,G) representing the H-class of h
in S is constructed.
K1. [Delegate.] Construct the R-class (h, J, µ,GR) of h by Algorithm F and the L-class
(h,Q, τ,GL) of h by Algorithm G.
K2. [Intersect.] Set G← GR ∩GL, where the intersection is formed by the appropriate
group algorithm.
K3. [Output.] Return the pair (h,G).
Algorithm L. (Size of an H-class) Given an H-class H = (h,G), the size of H is
computed.
L1. [Delegate.] Compute |G| by the appropriate group algorithm and return the result.
Algorithm M. (Elements of an H-class) Given an H-class H = (h,G), the ele-
ments of H are listed.
M1. [Delegate.] Compute the elements of G by the appropriate group algorithm.
M2. [List.] Return the list of elements {hg : g ∈ G}.
Algorithm N. (Membership in an H-class) Given a transformation s ∈ T (I) and
an H-class H = (h,G), it is checked whether s belongs to H or not.
N1. [Check image and kernel.] If img(s) 6= img(h) or ker(s) 6= ker(h) then return false.
N2. [Delegate.] By using the appropriate group algorithm check whether (h−1s)X
(where X = img(h)) belongs to G and return the result of this test.
Next we consider D-classes. Let d ∈ S be an arbitrary transformation and let D be
the D-class of d in S. Also let R be the R-class of d and let L be the L-class of d.
Define Imgs(D) = {img(s) : s ∈ D} = {X1, . . . , Xp} = Imgs(R) as in Section 4 and
Kers(D) = {ker(s) : s ∈ D} = {Π1, . . . ,Πq} = Kers(L) as in Section 7. For 1 ≤ i ≤ p,
1 ≤ j ≤ q, define Bij = {s ∈ D : img(s) = Xi, ker(s) = Πj}. From Linton et al. (1998a,
Theorem 6.2 and Corollary 6.3) it follows that the mapping g 7→ dg is a bijection from
the product GL(d)GR(d) onto B11. (Note that GL(d)GR(d) need not be a group.)
It is easy to check that x 7→ (τjx∗)#µi = (τj(xµi)∗)# is a bijection from B11 onto
Bij and that its inverse is x 7→ (τ−1j x∗)#µ−1i = (τ−1j (xµ−1i )∗)#. Here µi and τj are
the multipliers for R and L respectively, as introduced in Sections 4 and 7, and the
operators ∗ and # are as in Section 7.
Now let D be an arbitrary D-class of S. The data structure we use for D is the triple
D = (d,R,L),
where:
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• d is a representative of the class;
• R = (d, J, µ,GR) is the R-class of d;
• L = (d,Q, τ,GL) is the L-class of d.
Therefore, effectively, the known components for D are d, GR, GL, J = (X1, . . . , Xp),
Q = (Π1, . . . ,Πq), µ = (µ1, . . . , µp) and τ = (τ1, . . . , τq).
Algorithm O. (Represent a D-class) Given a list A ⊆ T (I) of transformations and
a further transformation d ∈ S = 〈A〉, the triple (d,R,L) representing the D-class of d
in S is constructed.
O1. [Delegate.] Construct the R-class R = (d, J, µ,GR) of d by Algorithm F and the
L-class L = (d,Q, τ,GL) of d by Algorithm G.
O2. [Output.] Return the triple (d,R,L).
Algorithm P. (Size of a D-class) Given a D-class D = (d,R,L), the size of D is
computed.
P1. [Delegate.] Compute |GLGR| by using the appropriate group algorithm.
P2. [Multiply.] Return pq|GLGR| where p is the length of J and q is the length of Q.
Algorithm Q. (Elements of a D-class) Given a D-class D = (d,R,L) where µ =
(µ1, . . . , µp) are the multipliers in R and τ = (τ1, . . . , τq) are the multipliers in L, the
elements of D are listed.
Q1. [Delegate.] Compute the elements of GLGR by the appropriate group algorithm.
Q2. [List.] Return the list {(τj(dgµi)∗)# : g ∈ GLGR, 1 ≤ i ≤ p, 1 ≤ j ≤ q} of
elements.
Algorithm R. (Membership in a D-class) Given a transformation s ∈ T (I) and a
D-class D = (d,R,L), it is checked whether s belongs to D or not.
R1. [Check image.] If img(s) does not occur in J then return false. Otherwise let i be
such that img(s) = Xi.
R2. [Check kernel.] If ker(s) does not occur in Q then return false. Otherwise let j be
such that ker(s) = Πj .
R3. [Delegate.] By using the appropriate group algorithm check whether the permuta-
tion (d−1(τ−1j s
∗)#µ−1i )X (where X = img(d)) belongs to GLGR and return the
result of this test.
The D-class data structure can also be used to investigate standard properties of a
D-class D. In particular, we can test whether D is regular and find the idempotents of
D. If e ∈ T (I) is an idempotent, then img(e) is a cross section of ker(e). Conversely, for
every X ⊆ I and every partition Π of I such that X is a cross section of Π there exists
a unique idempotent e(X,Π) with image X and kernel Π. Moreover, e(X,Π) ∈ D if and
only if X ∈ Imgs(D) and Π ∈ Kers(D). We also use the fact that D is regular if and only
if D contains an idempotent.
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Algorithm S. (Regularity of a D-class) Given a D-class D = (d,R,L) where
J = (X1, . . . , Xp) are the images of R and Q = (Π1, . . . ,Πq) are the kernels of L, it
is checked whether D is regular or not.
S1. If there exist indices i ∈ {1, . . . , p} and j ∈ {1, . . . , q} such that Xi is a cross section
of Πj then return true. Otherwise return false.
Algorithm T. (Idempotents in a D-class) Given a D-class D = (d,R,L) where
J = (X1, . . . , Xp) are the images of R and Q = (Π1, . . . ,Πq) are the kernels of L, the
idempotents of D are listed.
T1. Return the list {e(Xi,Πj) : 1 ≤ i ≤ p, 1 ≤ j ≤ q, Xi is a cross section of Πj} of
idempotents.
The data structures for R-, L- and D-classes also allow us to list representatives of H-
classes in R-, L- and D-classes and representatives of R- and L-classes in a D-class. For
example, it is easy to see that, given a D-class D = (d,R,L) where GR =
⋃
j(GR∩GL)σj ,
the elements dσjµi are representatives of the H-classes in R (and of the L-classes in D).
Similarly, if GL =
⋃
i ρi(GR ∩ GL), the elements (τj(dρi)∗)# represent the H-classes in
L (and the R-classes in D).
These sets of representatives of H-classes in R and in L can in turn be used to com-
pute the sandwich matrix for the Rees matrix representation of the principal factor
corresponding to D (provided of course that D is regular).
10. Global Analysis
In this section we present data structures and algorithms that allow the investigation
of global properties of a transformation semigroup S generated by a set A ⊆ T (I).
These data structures and algorithms are built from components developed in the earlier
sections. We first give a simple data structure for S, show how it can be computed from
A and then show how it can be used to investigate basic properties of S.
An arbitrary transformation semigroup S ≤ T (I) is represented as a pair
S = (A,Ω),
where:
• A ⊆ T (I) is a generating set for S;
• Ω = (R(1), . . . , R(m)) is a list of theR-classes of S where R(i) = (r(i), J (i), µ(i), G(i)R ).
Since R is a left congruence on S this data structure can be computed by an orbit
algorithm (see Algorithm A) as the orbit of the R-class of 1S under the left action of S
on R-classes.
Algorithm U. (Represent a semigroup) Given a list A ⊆ T (I) of transformations,
the pair (A,Ω) representing the semigroup S = 〈A〉 is constructed.
U1. [Initialize.] Set i← 1, l← 1, and construct the R-class R(1) of 1S by Algorithm F.
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U2. [Search.] For each a ∈ A set z ← ar(i) and do the following. By Algorithm E test
whether z belongs to R(j) for some j ≤ l. If not then set l ← l + 1 and construct
the R-class R(l) of z by Algorithm F.
U3. [Loop.] Set i← i+ 1. If i ≤ l return to step U2.
U4. [Terminate.] Output (A,Ω), where Ω = (R(1), . . . , R(l)).
The size of S can be computed as the sum of the sizes of its R-classes. However, by
Linton et al. (1998a, Corollary 3.9), R-classes with the same image set have the same
size.
Algorithm V. (Size of a semigroup) Given a semigroup S = (A,Ω), the size of S
is computed.
V1. [Partition.] Partition the list Ω = (R(1), . . . , R(m)) into subsets Ω1, . . . ,Ωl, such that
R(i), R(j) ∈ Ωk if and only if J (i) and J (j) are equal as sets.
V2. [Delegate and sum.] For k = 1, . . . , l, let R¯k be a representative of Ωk, compute
|R¯k| by Algorithm C, and then return
∑l
k=1 |Ωk| |R¯k|.
Algorithm W. (Elements of a semigroup) Given a semigroup S = (A,Ω), the el-
ements of S are listed.
W1. [Delegate and unite.] Compute the elements of each R(i) in Ω by Algorithm D and
return the union of the lists obtained.
Algorithm X. (Membership in a semigroup) Given a transformation s ∈ T (I) and
a semigroup S = (A,Ω), where Ω = (R(1), . . . , R(m)), it is checked whether s belongs to
S or not.
X1. By Algorithm E test whether s belongs to R(i) for some i and if so return true.
Otherwise return false.
The D-classes of S can be constructed from the list of R-classes.
Algorithm Y. (D-classes) Given a semigroup S = (A,Ω), the D-classes of S are
listed.
Y1. [Partition.] Partition Ω into Ω1, . . . ,Ωl, as in step V1.
Y2. [Refine.] For each Ωj repeat the following until Ωj is empty. Choose R = (r, J, µ,GR)
in Ωj , construct the D-class D of r by Algorithm O and remove from Ωj every R-
class R′ = (r′, J ′, µ′, G′R) with r
′ ∈ D, tested by Algorithm R.
Y3. [Output.] Return the list of constructed D-classes.
Recall that there is a natural partial order on the set of D-classes of S, induced by the
inclusion order on the principal two-sided ideals of S. In other words, for two D-classes
D1 and D2 we have D1 ≤ D2 if and only if s ∈ StS for any s ∈ D1, t ∈ D2. Once the
D-classes of S are listed, this partial order can be computed by an algorithm based on
Proposition 5.1 of Lallement and McFadden (1990). This proposition states that, given
a D-class D of S, a set U ⊆ D containing at least one element from each R-class of D
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and a set V ⊆ D containing at least one element from each L-class of D, then the set
AU ∪ V A contains at least one element from every D-class which is immediately below
D in the partial order.
Algorithm Z. (Poset of D-classes) Given a semigroup S = (A,Ω), the poset of
D-classes of S is computed.
Z1. [Initialize.] Compute a list (D(1), . . . , D(f)) of all D-classes of S by Algorithm Y
and let pi be the identity relation on this set.
Z2. [Find representatives.] For each i (1 ≤ i ≤ f) compute a set U (i) which contains
at least one element of each R-class of D(i). (This may be computed as the set of
elements (τ (i)k (d
(i)ρ
(i)
j )
∗)#, where G(i)L =
⋃
j ρ
(i)
j (G
(i)
R ∩ G(i)L ).) Similarly, for each i
(1 ≤ i ≤ f) compute a set V (i) which contains at least one element of each L-class
of D(i).
Z3. [Loop.] For each i (1 ≤ i ≤ f), each a ∈ A, and each r ∈ U (i), let D be the D-class
of ar and add the pair (D(i), D) to pi. Similarly, for each i (1 ≤ i ≤ f), each a ∈ A,
and each l ∈ V (i), let D be the D-class of la and add the pair (D(i), D) to pi.
Z4. [Output.] Return the transitive closure of pi.
We remark that, by duality, S could be represented by A and a list of L-classes. The
computation of the L-classes, however, is less efficient since it involves the action of S on
its kernels. Furthermore, note that in Algorithms V and Y we partitioned Ω according to
the images. In our implementation we chose to incorporate this partition into the data
structure of S.
11. Example
Most algorithms described in this paper have been implemented in the share package
MONOID within the system for computational algebra GAP (version 3.4.4). Informa-
tion about them can be found on the WWW pages http://www-gap.dcs.st-and.ac.
uk/gap/ and http://schmidt.nuigalway.ie/monoid. The official distribution also con-
tains the manuals for MONOID (Linton et al., 1998b) and GAP itself (Scho¨nert et al.,
1995).
In this section we give an example of using MONOID to investigate the structure of a
transformation semigroup. We shall analyse the semigroup S of degree 10 generated by
four transformations
t1 =
(
1 2 3 4 5 6 7 8 9 10
2 1 4 5 3 7 8 9 10 6
)
, t2 =
(
1 2 3 4 5 6 7 8 9 10
1 2 4 3 5 6 7 8 9 10
)
,
t3 =
(
1 2 3 4 5 6 7 8 9 10
1 2 3 4 5 6 10 9 8 7
)
, t4 =
(
1 2 3 4 5 6 7 8 9 10
9 1 4 3 6 9 3 4 3 9
)
.
In the GAP session we first install MONOID, and then define the generators and the
semigroup itself.
gap> RequirePackage("monoid");
gap> t1:=Transformation([2,1,4,5,3,7,8,9,10,6]);;
gap> t2:=Transformation([1,2,4,3,5,6,7,8,9,10]);;
gap> t3:=Transformation([1,2,3,4,5,6,10,9,8,7]);;
gap> t4:=Transformation([9,1,4,3,6,9,3,4,3,9]);;
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gap> S:=Monoid(t1,t2,t3,t4);;
We find the size of S (Algorithm V).
gap> Size(S);
491558
Next we compute theR-classes, L-classes and D-classes of S and determine their number.
Note thatR-classes have already been computed when constructing the data structure for
S (Algorithm U). L-classes are computed by a dual of this algorithm, and the D-classes
are computed by Algorithm Y.
gap> Rs:=RClasses(S);;
gap> Length(Rs);
2072
gap> Ls:=LClasses(S);;
gap> Length(Ls);
425
gap> Ds:=DClasses(S);;
gap> Length(Ds);
12
Since the number of D-classes is small, one may wish to obtain detailed information about
them. In the following short program we loop over all D-classes, and for each D-class
D = (d,R,L) we find the following information:
• the number of R-classes in D, computed as |D|/|R|, using Algorithms C and P;
• the number of L-classes in D, computed as |D|/|L|, using Algorithms H and P;
• the size of the Schu¨tzenberger group of D, found as the intersection GR ∩ GL of
permutation groups; and
• whether D is regular or not, determined by Algorithm S.
gap> for i in [1..Length(Ds)] do
> D:=Ds[i];
> Rsno:=Size(D)/Size(D.R);
> Lsno:=Size(D)/Size(D.L);
> Gsize:=Size(SchutzenbergerGroup(D));
> if IsRegularDClass(D) then reg:="regular";
> else reg:="non-regular"; fi;
> Print(i,". ",Rsno,", ",Lsno,", ",Gsize,", ",reg,"\n");
> od;
1. 1, 1, 120, regular
2. 60, 30, 24, regular
3. 675, 30, 6, regular
4. 166, 90, 2, non-regular
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5. 270, 60, 6, regular
6. 249, 23, 2, regular
7. 2, 46, 1, non-regular
8. 166, 46, 2, regular
9. 210, 15, 24, regular
10. 270, 60, 6, non-regular
11. 2, 16, 1, regular
12. 1, 8, 1, regular
Thus, for example, the D-class number five has 270 R-classes, 60 L-classes, Schu¨tzen-
berger group of order 6 and it is regular, while the D-class number 10 has the same
number of R- and L-classes and the Schu¨tzenberger group of the same size, but is not
regular.
We can also compute the partial order on the D-classes by using a function imple-
menting Algorithm Z. We remark that in MONOID a binary relation ρ is given by the
list (1ρ, 2ρ, . . . , nρ), where iρ = {j : iρj}.
gap> poset:=PartialOrderDClasses(S);
Relation( [ [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 ],
[ 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 ], [ 3, 4, 6, 7, 12 ],
[ 4, 6, 7, 12 ], [ 3, 4, 5, 6, 7, 8, 10, 11, 12 ], [ 6, 7, 12 ],
[ 7, 12 ], [ 4, 6, 7, 8, 11, 12 ], [ 3, 4, 6, 7, 9, 10, 12 ],
[ 3, 4, 6, 7, 10, 12 ], [ 7, 11, 12 ], [ 12 ] ] ).
A more concise description of a partial order relation ρ is given by its Hasse diagram,
which is the smallest relation pi such that the transitive and reflexive closure of pi is equal
to ρ.
gap> HasseDiagram(poset);
Relation( [ [ 2 ], [ 5, 9 ], [ 4 ], [ 6 ], [ 8, 10 ], [ 7 ], [ 12 ],
[ 4, 11 ], [ 10 ], [ 3 ], [ 7 ], [ ] ] ).
This Hasse diagram is shown in Figure 1; • and ◦ represent regular and non-regular
D-classes, respectively.
We conclude by exhibiting two elements u and v of S which have the same image,
although u belongs to a regular D-class and v does not. In accord with Proposition 4.1,
the R-classes of u and v have the same size and equal right generalized Schu¨tzenberger
groups (isomorphic to the symmetric group S3). However, the Schu¨tzenberger groups of
the D-classes of u and v have different sizes.
gap> u:=Transformation([3,9,3,4,9,3,4,3,4,3]);;
gap> v:=Transformation([4,9,4,3,4,4,3,4,3,4]);;
gap> u in S;
true
gap> v in S;
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Figure 1. The poset of D-classes of S.
true
gap> Ru:=RClass(S,u);;
gap> Rv:=RClass(S,v);;
gap> Size(Ru);
180
gap> Size(Rv);
180
gap> Gu:=SchutzenbergerGroup(Ru);;
gap> Gv:=SchutzenbergerGroup(Rv);;
gap> Gu=Gv;
true
gap> Du:=DClass(S,u);;
gap> Dv:=DClass(S,v);;
gap> IsRegularDClass(Du);
true
gap> IsRegularDClass(Dv);
false
gap> Size(SchutzenbergerGroup(Du));
6
gap> Size(SchutzenbergerGroup(Dv));
2
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The above computations were performed on a 300 MHz Pentium 2 under linux. The
computation of the size of S took approximately 13 s, that of L-classes took approxi-
mately 104 s, and the computation of the partial order took approximately 63 s. All the
other computations were immediate. It is interesting to note that the computation of
R-classes (which is done within the computation of size; see Algorithm V) is much faster
than the computation of L-classes, although there are moreR-classes than L-classes. This
illustrates the benefit of our choice of R-classes as basic building blocks for a semigroup
data structure, as discussed at the end of Section 10.
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