We investigate the relative information content of six measures of dependence between two random variables X and Y for large or extreme events for several models of interest for financial time series. The six measures of dependence are respectively the linear correlation ρ + v and Spearman's rho ρ s (v) conditioned on signed exceedance of one variable above the threshold v, or on both variables (ρ u ), the linear correlation ρ s v conditioned on absolute value exceedance (or large volatility) of one variable, the so-called asymptotic tail-dependence λ and a probability-weighted tail dependence coefficientλ. The models are the bivariate Gaussian distribution, the bivariate Student's distribution, and the factor model for various distributions of the factor. We offer explicit analytical formulas as well as numerical estimations for these six measures of dependence in the limit where v and u go to infinity. This provides a quantitative proof that conditioning on exceedance leads to conditional correlation coefficients that may be very different from the unconditional correlation and gives a straightforward mechanism for fluctuations or changes of correlations, based on fluctuations of volatility or changes of trends. Moreover, these various measures of dependence exhibit different and sometimes opposite behaviors, suggesting that, somewhat similarly to risks whose adequate characterization requires an extension beyond the restricted one-dimensional measure in terms of the variance (volatility) to include all higher order cumulants or more generally the knowledge of the full distribution, tail-dependence has also a multidimensional character.
Introduction
The Oct. 19, 1987 , stock-market crash stunned Wall Street professionals, hacked about $1 trillion off the value of all U.S. stocks, and elicited predictions of another Great Depression. On "Black Monday," the Dow Jones industrial average plummeted 508 points, or 22.6 percent, to 1, 738.74. It was both the largest one-day point and percentage loss ever for the blue-chip index until the large loss of 684.81 points due to the events on September 11, 2001. The broader markets followed the Dow downward. The S&P 500 index lost more than 20 percent, falling 57.86 to 224.84. The Nasdaq Composite index dived 46.12 to 360.21. No Dow components emerged unscathed from Black Monday. Even market stalwarts suffered massive share losses. IBM shed 31 − 3/4 to close at 103 − 1/3, while USX lost 12 − 1/2 to 21 − 1/2 and Eastman Kodak fell 27 − 1/4 to 62 − 7/8. The crash splattered technology stocks as well. On the Nasdaq, Apple Computer lost 11 − 3/4 to close at 36 − 1/2, while Intel dropped 10 to 42. Stocks descended quickly on Black Monday, with the Dow falling 200 points soon after the opening bell to trade at around 2, 046. Yet by 10 a.m., the index had crept back up above 2, 100, beginning a pattern of rebound and retreat that would continue for most of the day. Later, with 75 minutes left in the trading day, it looked like the Dow would escape with a loss of "only" about 200 points. But the worst was yet to come. Starting at about 2:45 p.m., a massive sell-off began, eventually ripping 300 more points off of the Dow. At the closing bell, the Dow appeared to have suffered an amazing loss of about 400 points. However, heavy volume kept the New York Stock Exchange's computers running hours behind trading. Only about two hours later would investors realize that the day's total loss exceeded 500 points.
This event epitomizes the observation often reported by market professionals that, "during major market events, correlations change dramatically" [Bookstaber (1997) ]. The possible existence of changes of correlation, or more precisely of changes of dependence, between assets in different market phases has obvious implications in risk assessment, portfolio management and in the way policy and regulation should be performed.
There are two distinct classes of mechanisms for understanding "changes of correlations", not necessarily mutually exclusive.
• It is possible that there are genuine changes with time of the unconditional correlations and thus of the underlying structure of the dynamical processes, as observed by identifying shifts in ARMA-ARCH/GARCH processes [Silvapulle and Granger (2001) ], in regime-switching models [Ang and Bekaert (2000) , Ang and Chen (2001) ] or in contagion models , ]. [Longin and Solnik (1995) , Tsui and Yu (1999) ] and many others have shown that the hypothesis of a constant conditional correlation for stock returns or international equity returns must be rejected. In fact, there is strong evidence that the correlations are not only time dependent but also state dependent. Indeed, as shown by [King and Wadhwani (1990) , Ramchand and Susmel (1998) ], the correlations increase in periods of large volatility. Moreover, [Longin and Solnik (2001) ] have proved that the correlations across international equity markets are trend dependent.
• In contrast, a second class of explanation is that correlations between two variables conditioned on signed exceedance (one-sided) or on absolute value (volatility) exceedance of one or both variables may deviate significantly from the unconditional correlation [Boyer et al. (1997) , Loretan (2000) , Loretan and English (2000) ]. In other words, with a fixed unconditional correlation ρ, the measured correlation conditioned of a given bullish trend, bearish trend, high or low market volatility, may in general differ from ρ and be a function of the specific market phase. According to this explanation, changes of correlation may be only a fallacious appearance that stems from a change of volatility or a change of trend of the market and not from a real change of unconditional correlation.
The existence of the second class of explanation is appealing by its parsimony, as it posits that observed "changes of correlation" may simply result from the way the measure of dependence is performed. Therefore, before invoking additional mechanisms involving genuine changes of unconditional dependence, it is highly desirable to characterize the different possible ways with which higher or lower conditional dependence can occur in models with constant unconditional dependence. In order to make progress, it is necessary to first distinguish between the different measures of dependence between two variables for large or extreme events that have been introduced in the literature, because the conclusions that one can draw about the variability of dependence are sensitive to the choice of its measure. These measures include 1. the correlation conditioned on signed exceedance of one or both variables [Boyer et al. (1997) , Loretan (2000) , Loretan and English (2000) , Cizeau et al. (2001) ], that we call respectively ρ + v and ρ u , where u and v denote the thresholds above which the exceedances are calculated, 2. the correlation conditioned on absolute value exceedance (or large volatility), above the threshold v, of one or both variables [Boyer et al. (1997) , Loretan (2000) , Loretan and English (2000) , Cizeau et al. (2001) ], that we call ρ s v (for a condition of exceedance on one variable), 3. the tail-dependence parameter λ, which has a simple analytical expression when using copulas [Embrechts et al. (2001) , Lindskog (1999) ] such as the Gumbel copula [Longin and Solnik (2001) ], 4. the spectral measure associated with the tail index (assumed to be the same of all assets) of extreme value multivariate distributions [Davis et al. (1999) , Starica (1999) , Hauksson et al. (2001) ], 5. tail indices of extremal correlations defined as the upper or lower correlation of exceedances of ordered log-values ], 6. confidence weighted forecast correlations [Bhansali and Wise (2001) ] or algorithmic complexity measures [Mansilla (2001) ].
Our contribution to the literature is to provide explicit analytical expressions for several measures (the conditional correlation coefficients ρ + v , ρ s v , ρ u , the conditional Spearman's rho ρ s (v) and the tail dependence coefficients λ andλ) of dependence between two variables for large or extreme events for several models of interest for financial time series. These models are the bivariate Gaussian distribution, the bivariate Student's distribution, and the one factor model for various distributions of the factor. Initially, we hoped to show the existence of logical links between some of these measures, such as a vanishing taildependence parameter λ implies vanishing asymptotic ρ + v→+∞ and ρ u→+∞ or ρ s (v → +∞). We show that this turns out to be wrong and one can construct simple examples for which all possible combinations such as for instance (λ = 0 and ρ + v→+∞ = 0), (λ = 0 and ρ + v→+∞ = 0), (λ = 0 and ρ + v→+∞ = 0) and (λ = 0 and ρ + v→+∞ = 0) occur. Therefore, each of these measures probe a different quality of the dependence between two variables for large or extreme events. In addition, even if ρ + v→+∞ = 0 and ρ u→+∞ are zero, they decay in general extremely slowly as inverse powers of v and u and may thus remain significant for most pratical applications. Somewhat similarly to risks whose adequate characterization requires an extension beyond the restricted one-dimensional measure in terms of the variance (volatility) to include all higher order cumulants or more generally the knowledge of the full distribution [Sornette et al. (2000a) , Sornette et al. (2000b) , Andersen and Sornette (2001) ], our results suggest that taildependence has also a multidimensional character.
One of our goal is also to provide a link between two possible descriptions of financial data. The first one, based on a purely statistical approach, is the multivariate or copula analysis, while the second one, which relies on a principal components analysis, is built on the factor models. As we shall see, the dependence between two variables for large or extreme events may be quite different in these different models with the same margins.
Section 1 describes three conditional correlation coefficients, namely the correlation ρ + v conditioned on signed exceedance of one variable, or on both variables (ρ u ) and the correlation ρ s v conditioned on absolute value exceedance (or large volatility) of one variable. [Boyer et al. (1997) ] have already provided the general expression of ρ + v and ρ s v for the Gaussian bivariate model. We use this result to give their v dependence for large v: ρ + v ∝ 1/v and 1 − ρ s v ∝ 1/v 2 . We also give an intuitive explanation of these results. We then provide the general expression of ρ + v and ρ s v for the Student's bivariate model with ν degrees of freedom. We show that both ρ + v and ρ s v go to a constant for large v. For the factor model X = αY + ǫ, we provide a general expression of the conditional correlation coefficient whatever the distributions of Y and ǫ may be. In the special case when Y has a Student's distribution, we find 1
Conditioning on both variables, we are able to provide the asymptotic dependence of ρ u only for the bivariate Gaussian model: ρ u ∝ 1/u 2 for u → +∞.
In section 2, to account for the deficiencies of the correlation coefficient, we propose an alternative measure of dependence, the conditional Spearman's rho, which is related to the probability of concordance and discordance of several events drawn from the same probability distribution. This measure provides an important improvement with respect to the correlation coefficient since it only takes into account the dependence structure of the variable and is not sensitive to the marginal behavior of each variable. We perform numerical computations to derive the behavior of the conditional Spearman's rho, denoted by ρ s (v). This allows us to prove that there is no direct relation between the Spearman's rho conditioned on large values and the correlation coefficient conditioned on the same values. Therefore, each of these coefficients quantifies a different kind of extreme dependence.
Section 3 discusses the tail-dependence parameters λ andλ. We first recall their definitions and values for Gaussian and Student's bivariate distributions of X and Y , already known in the literature. For the Gaussian factor model, it is trivial to show that λ = 0. A non-trivial result is obtained for the Student's factor model X = αY + ǫ where Y and ǫ mutually independent: λ is found non-zero and a function only of α and of the the scale factor of ǫ. More generally, a theorem established in [Malevergne and Sornette (2002) ] allows one to calculate the coefficient of tail dependence for any distribution of the factor and shows that λ vanishes for any rapidly varying factor.
Section 4 provides a synthesis and comparison between these different results. A first important message is that there is no unique measure of extreme dependence. Each of the coefficients of extreme dependence that we have studied provides a specific quantification that is sensitive to a certain combination of the marginals and of the copula of the two random variables. Similarly to risks whose adequate characterization requires an extension beyond the restricted one-dimensional measure in terms of the variance (volatility) to include the knowledge of the full distribution, tail-dependence has also a multidimensional character. A second important message is that the increase of some of the coefficients of tail dependence as one goes more in the tails does not necessarily signals a genuine increase of the unconditional correlation or dependence between the two variables. Our calculations firmly confirm that this increase is a general and unvoidable result of the statistical properties of many multivariate models of dependence.
Conditional correlation coefficient
In this section we discuss the properties of the correlation coefficient conditioned on one variable. We study the difference when conditioning on the signed values or on absolute values 1 of the variable. This allows us to conclude that conditioning on signed values is generally more efficient than conditioning on absolute values, and that, as already underlined by [Boyer et al. (1997) , for instance], the conditional correlation coefficient suffers from a bias which forbides its use as a tool to measure a change in the correlation between two assets when the volatility increases, as seen in many papers about contagion.
We then present some empirical illustrations of the evolution of the correlation between an asset and the market portfolio. We conclude this section with some considerations about the correlation coefficient conditioned on both variables which allows us to assert that this kind of conditioning does not provide a real 1 Conditioning on absolute value of the variable of interest is only meaningful when its distribution is symetric. improvement with respect to the correlation coefficient conditioned on one signed variable.
Definition
We study the correlation coefficient ρ A of two real random variables X and Y conditioned on Y ∈ A, where A is a subset of R such that Pr{Y ∈ A} > 0.
By definition, the conditional correlation coefficient ρ A is given by
Applying this general expression of the conditional correlation coefficient, we will give closed formulae for several standard distributions and models.
X and Y have a Gaussian distribution
Let the variables X and Y have a multivariate Gaussian distribution with (unconditional) correlation coefficient ρ. The following result have been proved by [Boyer et al. (1997) ] :
We can note that ρ and ρ A have the same sign, that ρ A = 0 if and only if ρ = 0 and that ρ A does not depend directly on Var(X). Note also that ρ A can be either greater or smaller than ρ since Var(Y | Y ∈ A) can be either greater or smaller than Var(Y ). We will illustrate this property in the two following examples.
Conditioning on Y > v
Let the conditioning set be A = [v, +∞), with v ∈ R + . Thus ρ A is the correlation coefficient conditioned on Y larger than v. It will be denoted by ρ + v in the sequel. Assuming for simplicity, but without loss of generality, that Var(Y ) = 1, we have
Appendix A.1 presents an exact calculation of Var(Y | Y ∈ A), which leads, for large v, to
Thus, ρ + v goes slowly to zero as v goes to infinity. Obviously, by symmetry, the conditional correlation coefficient ρ − v , conditioned on Y smaller than v, obeys the same formula.
Conditioning on |Y | > v
Let now the conditioning set be 
Appendix A.2 presents the calculation of Var(Y | |Y | > V ), which allows us to conclude that, for large v,
showing that ρ s v goes to one as v goes to infinity as
Conditioning on Y > v versus |Y | > v
In the case of two Gaussian random variables, the two conditional correlation coefficients ρ + v and ρ s v thus exhibit opposite behavior since the conditional correlation coefficient ρ + v is a decreasing function of v which goes to zero as v → +∞ while the conditional correlation coefficient ρ s v is an increasing function of v and goes to one as v → ∞.
Let us provide an intuitive explanation (see also [Longin and Solnik (1995) This results from the following effect. For Y > v, one can picture the possible realizations of Y as those of a random particle on the line, which is strongly attracted to the origin by a spring (the Gaussian distribution that prevents Y from performing significant fluctuations beyond a few standard deviations) while being forced to be on the right to a wall at Y = v. It is clear that the fluctuations of the position of this particle are very small as it is strongly glued to the unpenetrable wall by the restoring spring, hence the result Using the picture of particles, X and Y can be visualized as the positions of two particles which fluctuate randomly. Their joint bivariate Gaussian distribution with non-zero unconditional correlation amounts to the existence of a spring that ties them together. Their Gaussian marginals also exert a spring-like force attaching them to the origin. When Y > v, the X-particle is teared off between two extremes, between 0 and v. When the unconditional correlation ρ is less than 1, the spring attracting to the origin is stronger than the spring attracting to the wall at v. The particle X thus undergoes tiny fluctuations around the origin that are relatively less and less attracted by the Y -particle, hence the result ρ + v ∼ v→∞ 1 v → 0. In constrast, for |Y | > v, notwithstanding the still strong attraction of the X-particle to the origin, it can follow the sign of the Y -particle without paying too much cost in matching its amplitude |v|. Relatively tiny fluctuation of the X-particle but of the same sign as Y ≈ ±v will result in a strong ρ s v , thus justifying that ρ s v → 1 for v → +∞.
X and Y have a Student's distribution
Let the variables X and Y have a multivariate Student's distribution with ν degrees of freedom and an (unconditional) correlation coefficient ρ. According to the proposition stated in appendix B.1, we have
Appendix B.1 gives the explicit formulas of
Expression (7) is the analog for a Student bivariate distribution to (2) derived above for the Gaussian bivariate distribution. Again, ρ and ρ A share the following properties: they have the same sign, ρ A equals zero if and only if ρ equals zero and ρ A can be either greater or smaller than ρ. We now apply this general formula (7) to the calculus of ρ + v and ρ s v .
Conditioning on Y > v
We consider the conditioning set
, in such a case, can be obtained in closed form and are given in appendix B.3. This allow us to conclude that, for large v,
which is a non vanishing contant, excepted for ρ = 0. Moreover, for ν larger than ν c ≃ 2.839, this constant is smaller than the unconditional correlation coefficient ρ, for all value of ρ.
Conditioning on |Y | > v
The conditioning set is now
. For large v, this leads to
which is again a non vanishing contant. Contrarily to the previous case, this constant is alway larger than ρ, whatever ν (larger than two) may be.
Conditioning on Y > v versus on |Y | > v
The results (8) and (9) are valid for ν > 2, as one can expect since the second moment has to exist for the correlation coefficient to be defined. We remark that here, contrarily to the Gaussian case, the conditioning set is not really important. Indeed with both conditioning set, ρ + v and ρ s v goes to a constant different from zero and one, when v goes to infinity. This striking difference can be explained by the large fluctuations allowed by the Student's distribution, and can be related to the fact that the coefficient of tail dependence for this distribution does not vanish even though the variables are anti-correlated (see section 3.2 below).
Contrarily to the Gaussian distribution which binds the fluctuations of the variables near the origin, the Student's distribution allows for 'wild' fluctuations. These properties are thus responsible for the result that, contrarily to the Gaussian case for which the conditional correlation coefficient goes to zero when conditioned on large signed values and goes to one when conditioned on large unsigned values, the conditional correlation coefficient for Student's variables have a similar behavior in both cases. Intuitively, the large fluctuations of X for large v dominate and control the asymptotic dependence.
X and Y are related by a linear equation (factor model)
We now assume that X and Y are two random variables following the equation
where α is a non random real coefficient and ǫ an idiosyncratic noise independent of Y , whose distribution admits a centered moment of second order σ 2 ǫ . Let us also denote by σ 2 y the second centered moment of the variable Y . This kind of relation between X and Y is the so-called one factor model whose applications in finance can be traced back to [Ross (1976) ]. This one factor model with independence between Y and ǫ is of course naive for concrete applications, as it neglects the potential influence of other factors in the determination of X. But for our purpose, it provides a simple illustrative model with rich and somewhat surprising results.
Appendix C shows that the conditional correlation coefficient of X and Y is
where
denotes the unconditional correlation coefficient of X and Y . Note that the term σ 2 ǫ in the expression (12) of ρ is the only place where the influence of the idiosynchratic noise is felt.
Expression (11) is the same as (2) for the bivariate Gaussian situation studied in 1.2. This is not surprising since, in the case where Y and ǫ have univariate Gaussian distributions, the joint distribution of X and Y is a bivariate Gaussian distribution. The new fact is that this expression (11) remains true whatever the distribution of Y and ǫ, provided that their second moments exist.
We now present the asymptotic expression of ρ A for Y with a Gaussian or a Student's distribution. Note that the expression of ρ A is simple enough to allow for exact calculations for a larger class of distributions.
Y has a Gaussian distribution
Let us assume that Y has a Gaussian distribution, while the distribution of ǫ can be everything (provided (42) . This obviously yields the same results as these given by equations (4) and (6).
Y has a Student's distribution
Let us assume that Y has a Student's distribution. Both Var(Y | Y > v) and Var(Y | |Y | > v) are proportional to v 2 for v large enough, according to (107) and (111). This leads to
where K is a positive constant. ρ +,s v thus goes to 1 as v goes to infinity with 1 − ρ . For both figures, the upper panel depicts the correlation coefficient conditional on the daily returns of the Standard & Poor's 500 Index larger than (resp. smaller than) a given positive (resp. negative) value v, while the lower panel gives the same information when the conditioning is on the stock returns. The two thin curves in each panel gives the values beyond which the estimated correlation coefficient is significantly different from zero, at the 95% confidence level.
Empirical evidence
We observe that Pepsico and the Standard & Poor's 500 Index shows no significant correlation, neither in the upper nor in the lower tail, whatever the conditioning variable may be. In contrast, conditioned on large fluctuations of the Standard & Poor's, the correlation coefficient between Disney and the Standard & Poor's remains very significant. When conditioning on large negative fluctuations of Disney, this correlation remains strong. However, for large positive returns of Disney, the conditional correlation sinks within the statistical uncertainty. This last feature is found more generally for essentially all pairs of stocks and indices that we have explored, for which the conditional correlation is weak or non-existent for large positive returns. There is thus a strong and significant asymmetry between the correlations conditioned on negative compared to positive moves.
We stress that it would be incorrect to conclude that the correlation increases between Disney and the Standard & Poor's, based solely on the empirical determination of the correlation coefficient conditioned on large returns of the Standard & Poor's. Indeed, we have shown by explicit analytical calculations that the conditional correlations can increase when conditioning on larger fluctuations without needing any variation of the unconditional correlation coefficient.
Thus, the conditional correlations do not appear to be very useful tools for probing the possible changes in the dependence structure between two assets. However, coupled with the Capital Asset Pricing Model [Sharpe (1964) ], it provides interesting insights. The CAPM predicts that the return of any asset X can be explained by the market return Y according to the relation
where β is a constant and ǫ is an idiosyncratic noise. As an illustration, we will study the extreme dependence generated by this model and compare it with the true observed dependence. Figure 3 (respectively figure 4) shows in thick line the correlation coefficient between Disney (respectively Pepsico) and the Standard & Poor's, both conditioned on the Standard & Poor's fluctuations. We have also performed the bootstrap estimation of the 95% confidence interval, represented for the two thin lines in figures 3 and 4, of the conditional correlation coefficent predicted by the factor model (14). The CAPM is found to provide a very good description of the extreme dependence between Disney and the market, while it completely fails to account for the lack of extreme dependence between Pepsico and the market. The failure of the factor model to account for the conditional correlation between Pepsico and the Standard & Poor' s index may be due to the impact of additional factors that have been omitted in this one-factor model.
It is important to stress that the observed increase in conditional correlation between Disney and the Standard & Poor's is not due to a genuine increase in the unconditional correlation but results only from the interplay between the conditioning and the dependence structure of the factor model.
In summary, the conditional correlation coefficient is an unreliable tool, to say the least, for characterizing possible changes in the dependence structure when the volatility level increases, as it is often read in the contagion literature.
1.6 Conditional correlation coefficient on both variables
Definition
We consider two random variables X and Y and define their conditional correlation coefficient ρ A,B , conditioned upon X ∈ A and Y ∈ B, where A and B are two subsets of R such that Pr{X ∈ A, Y ∈ B} > 0, by
.
In this case, it is much more difficult to obtain general results for any specified class of distributions compared to the previous case of conditioning on a single variable. We have only been able to give the asymptotic behavior for a Gaussian distribution in the situation detailed below, using the expressions in [Johnson and Kotz (1972) , p 113] or proposition A.1 of [Ang and Chen (2001) ].
Conditioning on X and Y larger than u for bivariate Gaussian random variables
Let us assume that the pair of random variables (X,Y) has a Normal distribution with unit unconditional variance and unconditional correlation coefficient ρ. The subsets A and B are both choosen equal to [u, +∞), with u ∈ R + . Let us denote by ρ u the correlation coefficient conditional on this particular choice for the subsets A and B:
Under the assumptions stated above, Appendix A.3 shows that, for large u:
which goes to zero. This decay is faster than in the case governed by (4) resulting from the conditioning on a single variable leading to ρ + v ∼ v→+∞ 1/v, but, as we expect, we do not observe a significant change. Thus, the correlation coefficient conditioned on both variables does not yield new information and does not bring any special improvement with respect to the correlation coefficient conditioned on a single variable.
Conditional concordance measures
The (conditional) correlation coefficient, which has just been investigated, suffers from several deficiencies. First, it is only a measure of linear dependence. Thus, as stressed by [Embrechts et al. (1999) ], it is fully satisfying only for the description of the dependence of variables with elliptical distributions. Moreover, the correlation coefficient aggregates the information contained both in the marginal and in the collective behavior. The correlation coefficient is not invariant under an increasing change of variable, a transformation which is known to let unchanged the dependence structure. Thus, it is desirable to find another measure of the dependence between two assets or more generally between two random variables, which, contrarily to the linear correlation coefficient, only depends on the copula properties, and are therefore not affected by a change in the marginal distributions (provided that the mapping is increasing). It turns out that this desirable property is shared by all concordance measures. Among these measures are the well-known Kendall's tau, Spearman's rho or Gini's beta (see [Nelsen (1998) ] for details).
However, these concordance measures are not well-adapted, as such, to the study of extreme dependence, because they are functions of the whole distribution, including the moderate and small returns. A simple idea to investigate the extreme concordance properties of two random variables is to calculate these quantities conditioned on values larger than a given threshold and let this threshold go to infinity.
In the sequel, we will only focus on the Spearman's rho which can be easily estimated empirically. It offers a natural generalization of the (linear) correlation coefficient. Indeed, the correlation coefficient quantifies the degres of linear dependence between two random variables, while the Spearman's rho quantifies the degree of functional dependence, whatever the functional dependence between the two random variables may be. This represents a very interesting improvement. Perfect correlations (resp. anti-correlation) give a value 1 (resp. −1) both for the standard correlation coefficient and for the Spearman's rho. Otherwise, there is no general relation allowing to deduce the Spearman's rho from the correlation coefficient and vice-versa.
Definition
The Spearman's rho, denoted by ρ s in the sequel, measures the difference between the probability of concordance and the probability of discordance for the two pairs of random variables (X 1 , Y 1 ) and (X 2 , Y 3 ), where the pairs (X 1 , Y 1 ), (X 2 , Y 2 ) and (X 3 , Y 3 ) are three independent realizations drawn from the same distribution:
The Spearman's rho can also be expressed with the copula C of the two variables X and Y (see [Nelsen (1998) ], for instance):
which allows us to easily calculate ρ s when the copula C is known in closed form.
Denoting U = F X (X) and V = F Y (V ), it is easy to show that ρ s is nothing but the (linear) correlation coefficient of the uniform random variables U and V :
This justifies its name as a correlation coefficient of the rank, and shows that it can easily be estimated.
An attractive feature of the Spearman's rho is to be independent of the margins, as we can see in equation (19). Thus, contrarily to the linear correlation coefficient, which aggregates the marginal properties of the variables with their collective behavior, the rank correlation coefficient takes into account only the dependence structure of the variables.
Using expression (20), we propose a natural definition of the conditional rank correlation, conditioned on V larger than a given thresholdṽ:
Appendix D shows that ρ s (ṽ) can be expressed as a functional form of the copula only:
Example
Contrarily to the conditional correlation coefficient, we have not been able to obtain analytical expressions for the conditional Spearman's rho, at least for the distributions that we have considered up to now. Obviously, for many families of copulas known in closed form, equation (22) allows for an explicit calculation of ρ s (v). However, most copulas of interest in finance have no simple closed form, so that it is necessary to resort to numerical computations.
As an example, let us consider the bivariate Gaussian distribution (or copula) with unconditional correlation coefficent ρ. It is well-known that its unconditional Spearman's rho is given by Figure 5 shows the conditional Spearman's rho ρ s (v) defined by (21) obtained from a numerical integration of (22). We observe the same bias as for the conditional correlation coefficient, namely the conditional rank correlation changes with v eventhough the unconditional correlation is fixed to a constant value. Nonetheless, this conditional Spearman's rho seems more sensitive than the conditional correlation coefficient since we can observe in figure 5 that, as v goes to one, the conditional Spearman's rho ρ s (v) does not go to zero for all values of ρ, as previously observed with the conditional correlation coefficient (see equation (4)).
Empirical evidence
In figures 6 and 7 we have represented the conditionnal Spearman's rho for the same assets as in figures 1 and 2. The results are strikingly different compared to figures (1) and (2). While the conditional correlation coefficient would lead to conclude positively on the existence of significant extreme correlations between Disney and the Standard & Poor's 500 index, the conditional Spearman's rho leads to the opposite conclusion. Specifically, figure 1 suggests that the correlation coefficient conditioned on large negative StandardThis contradictory empirical result puts in light the problem of obtaining reliable and sensitive estimations of such correlation measures. In particular, the Pearson's coefficient usually employed to estimate the correlation coefficient between two variables is known to be not very efficient when the variables are fat-tailed and when the estimation performed on a small sample. Indeed, with small samples, the Pearson's coefficient is very sensitive to the largest value, which can lead to an important bias in the estimation.
Moreover, even with large sample size, [Meerschaert and Scheffler (2001) ] have shown that the nature of the convergence between the Pearson's coefficient of two times series with tail index µ and the theoretical correlation as the sample size T tends to infinity is sensitive to the existence and strength of the theoretical correlation. If there is no theoretical correlation between the two times series, the sample correlation tends to zero with Gaussian fluctuations. If the theoretical correlation is non-zero, the difference between the sample correlation and the theoretical correlation times T 1−2/µ converges in distribution to a stable law with index µ/2.
Tail dependence
For the sake of completeness, and since it is directly related to the multivariate extreme values theory, we study the so-called coefficient of tail dependence λ. To our knowledge, its interest for financial applications has been first underlined by [Embrechts et al. (2001) ].
The coefficient of tail dependence characterizes an important property of the extreme dependence between X and Y , using the (original or unconditional) copula of X and Y . In constrast, the conditional spearman's rho is defined in terms of a conditional copula, as it can be seen as the "unconditional Spearman's rho" of the copula of X and Y conditioned on Y larger than the threshold v. This copula of X and Y conditioned on Y larger than the threshold v is not the true copula of X and Y because it is modified by the conditioning. In this sense, the tail dependence parameter λ is a more natural property directly related to the copula of X and Y .
To begin with, we recall the definition of the coefficient λ as well as ofλ (see below) which allows one to quantify the amount of dependence in the tail. Then, we present several results concerning the coefficient λ of tail dependence for various distributions and models, and finally, we discuss the problems encountered in the estimation of these quantities.
Definition
The concept of tail dependence is appealing by its simplicity. By definition, the (upper) tail dependence coefficient is:
and quantifies the probability to observe a large X, assuming that Y is large itself. For a survey of the properties of the tail dependence coefficient, the reader is refered to [Coles et al. (1999) , Embrechts et al. (2001) , Lindskog (1999) ], for instance. In words, given that Y is very large (which occurs with probability 1 − u), the probability that X is very large at the same probability level u defines asymptotically the tail dependence coefficient λ.
One of the appeal of this definition of tail dependence is that it is a pure copula property, i.e., it is independent of the margins of X and Y . Indeed, let C be the copula of the variables X and Y , then if the bivariate copula C is such that
exists, then C has an upper tail dependence coefficient λ (see [Coles et al. (1999) , Embrechts et al. (2001) , Lindskog (1999) 
]).
If λ > 0, the copula presents tail dependence and large events tend to occur simultaneously, with the probability λ. On the contrary, when λ = 0, the copula has no tail dependence, in this sense, and the variables X and Y are said asymptotically independent. There is however a subtlety in this definition (24) of tail dependence. To make it clear, first consider the case where for large X and Y the cumulative distribution function H(x, y) factorizes such that
where F X (x) and F Y (y) are the margins of X and Y respectively. This means that, for X and Y sufficiently large, these two variables can be considered as independent. It is then easy to show that
= lim
so that independent variables really have no tail dependence λ = 0, as one can expect.
However, the result λ = 0 does not imply that the multivariate distribution can be automatically factorized asymptotically, as shown by the Gaussian example. Indeed, the Gaussian multivariate distribution does not have a factorizable multivariate distribution, even asymptotically for extreme values, since the non-diagonal term of the quadratic form in the exponential function does not become negligible in general as X and Y go to infinity. Therefore, in a weaker sense, there may still be a dependence in the tail even when λ = 0.
To make this statement more precise, following [Coles et al. (1999) ], let us introduce the coefficient
It can be shown that the coefficientλ = 1 if and only if the coefficient of tail dependence λ > 0, whilē λ takes values in [−1, 1) when λ = 0, allowing us to quantify the strength of the dependence in the tail in such a case. In fact, it has been established that, whenλ > 0, the variables X and Y are simultaneously large more frequently than independent variables, while simultaneous large deviations of X and Y occur less frequenlty than under independence whenλ < 0 (the interested reader is refered to [Ledford and Tawn (1996) , Ledford and Tawn (1998) 
To summarize, independence (factorization of the bivariate distribution) implies no tail dependence λ = 0. But λ = 0 is not sufficient to imply factorization and thus true independence. It also requires, as a necessary condition, thatλ = 0.
We will first recall the expression of the tail dependence coefficient for usual distributions, and then calculate it in the case of a one-factor model for different distributions of the factor.
Tail dependence for Gaussian distributions and Student's distributions
Assuming that (X, Y ) are normally distributed with correlation coefficient ρ, [Embrechts et al. (2001)] shows that for all ρ ∈ [−1, 1), λ = 0, while [Heffernan (2000)] givesλ = ρ, which expresses, as one can expect, that extremes appear more likely together for positively correlated variables.
In constrast, if (X, Y ) have a Student's distribution, [Embrechts et al. (2001) ] shows that the tail dependence coefficient is
which is greater than zero for all ρ > −1, and thusλ = 1. This last example prooves that extremes appear more likely together whatever the correlation coefficient may be, showing that, in fact, it does not exist any general relation between the asymptotic dependence and the linear correlation coeffient.
Let us add that these two distributions are elliptical distributions, and that the coefficients of tail dependence obtained in the two previous cases are characteristic of the coefficient of tail dependence observed for this class of distributions. Indeed, [Hult and Lindskog (2001) ] have shown that ellipticaly distributed random variables presents tail dependence if and only if they are regularly varing, i.e behaves asymptotically like power laws with exponent ν. In such a case, for every regularly varying pair of random variables elliptically distributed, we have
Note that necessarily, the rhs of equations (31) and (32) are equal, which is natural since the correlation coefficient is an invariant quantity in the class of elliptical distributions and that the coefficient of tail dependence is only determined by the asymptotic behavior of the distribution, so that it does not matter that the distribution is a Student's distribution with ν degrees of freedom or any other elliptical distribution with the same behavior in the tail.
Tail dependence generated by a factor model
Consider the one-factor model
where ǫ is a random variable independent of Y and α a non-random positive coefficient. We now study the tail dependence coefficient λ between the two random variables X and Y in two simple cases.
The Gaussian case
This case is trivial. Indeed, assume that the factor Y and the idiosyncratic noise ǫ have Gaussian distributions, it is then obvious that the bivariate distribution of (X, Y ) is Gaussian. Thus, the tail dependence coefficient generated by a one factor model, with a Gaussian factor equals zero.
In fact, as we shall see in the sequel, this result remains true for all distributions of the idiosyncratic noise ǫ.
The Student's case
Let us assume now that the factor Y and the idiosyncratic noise ǫ have centered Student's distributions with the same number ν of degrees of freedom and scale factors respectively equal to 1 and σ. The choice of the scale factor equal to 1 for Y is not restrictive but only provides a convenient normalization for σ. Appendix E shows that the tail dependence coefficient is
As is reasonable intuitively, the larger the typical scale σ of the fluctuation of ǫ and the weaker is the coupling coefficient α, the smaller is the tail dependence.
Let us recall that the unconditional correlation coefficient ρ can be writen as ρ = (1+ σ 2 α 2 ) −1/2 , which allows us to rewrite the coefficient of upper tail dependence as
Surprinsingly, λ does not go to zero for all ρ's as ν goes to infinity, as one would expect intuitively. Indeed, a natural reasoning would be that, as ν goes to infinity, the Student's distribution goes to the Gaussian distribution. Therefore, one could a priori expect to find again the result given in the previous section for the Gaussian factor model. We note that λ → 0 when ν → ∞ for all ρ's smaller than 1/ √ 2. But, and here lies the surprise, λ → 1 for all ρ larger than 1/ √ 2 when ν → ∞. This counter-intuitive result is due to a non-uniform convergence which makes the order to two limits non-commutative: taking first the limit u → 1 and then ν → ∞ is different from taking first the limit ν → ∞ and then u → 1. In a sense, by taking first the limit u → 1, we always ensure somehow the power law regime even if ν is later taken to infinity. This is different from first "sitting" on the Gaussian limit ν → ∞. It then is a posteriori reasonable that the absence of uniform convergence is made strongly apparent in its consequences when measuring a quantity probing the extreme tails of the distributions.
As an illustration, figure 8 represents the coefficient of tail dependence for the Student's copula and Student's factor model as a function of ρ for various value of ν. It is interesting to note that λ equals zero for all negative ρ in the case of the factor model, while λ remains non-zero for negative values of the correlation coefficient for bivariate Student's variables. If Y and ǫ have different numbers ν Y and ν ǫ of degrees of freedom, two cases occur. For ν Y < ν ǫ , ǫ is negligible asymptotically and λ = 1. For ν Y > ν ǫ , X becomes identical to ǫ because Y is negligible asymptotically. Thus X and Y have the same tail-dependence as ǫ and Y , which is 0 by construction.
General case
A general result concerning the tail dependence generated by factor models for every kind of factor and noise distributions has recently been established by [Malevergne and Sornette (2002) ]. It has been proved that the coefficient of (upper) tail dependence between X and Y is given by
where, provided that they exist,
In the framework of this general theorem (36), the previous result (34) is a special case which can be easily retrieved.
As a direct consequence, one can show that any rapidly varying factor leads to a vanishing coefficient of tail dependence, whatever the distribution of the idiosyncratic noise may be. On the contrary, regularly vaying factors lead to a tail dependence, provided that the distribution of the idiosycratic noise does not become fatter-tailed than the factor distribution. One can thus conclude that, in order to generate tail dependence, the factor must have a sufficiently 'wild' distribution.
Estimation of the coefficient of tail dependence
It would seem that the coefficient of tail dependence could provide a useful measure of the extreme dependence between two random variables. Indeed, it could be an interesting quantity to study for risk management purposes since it gives directly the probabilty that an asset suffers a large loss assuming that a large loss occured for another asset. It is also important for contagion problems. Indeed, the evolution of the coefficient of tail dependence with the volatility of the markets could be a very significant indicator of possible contagions between these markets.
Unfortunately, the empirical estimation of the coefficient of tail dependence is a strenuous task, and to our knowledge, there is not yet any reliable estimator. A direct estimation of the conditional probability
}, which should tend to λ when u → 1 is impossible to put in practice due to the combination of the curse of dimensionality and the drastic decrease of the number of realisations as u become close to one.
A better approach consists in using kernel estimators, which generally provide smooth and accurate estimators [Kulpa (1999) , Li et al. (1998) , Scaillet (2000) ]. However, these smooth estimators lead to differentiable estimated copulas which have automatically vanishing tail dependence. Indeed, in order to obtain a non-vanishing coefficient of tail dependence, it is necessary for the corresponding copula to be non-differentiable at the point (1, 1) (or at (0, 0)).
An alternative is the parametric approach. One can choose to model dependence via a specific copula, and thus to determine the associated tail dependence [Longin and Solnik (2001) , Malevergne and Sornette (2001) , Patton (2001) ]. The problem of such a method is that the choice of the parameterization of the copula amounts to choose a priori whether or not the data presents tail dependence.
An improvement in the estimation of tail dependence has been obtained recently by using the semi-parametric approach of [Malevergne and Sornette (2002) ]. This approach is based on the existence of a representation of dependence in terms of a factor model. In this approach, the estimation of the tail dependence relies solely on the estimation of the marginal distributions, a significantly easier task. Table 1 summarizes the asymptotic dependences for large v and u of the signed conditional correlation coefficient ρ + v , the unsigned conditional correlation coefficient ρ s v and the correlation coefficient ρ u conditioned on both variables for the bivariate Gaussian, the Student's model, the Gaussian factor model and the Student's factor model. Our results provide a quantitative proof that conditioning on exceedance leads to conditional correlation coefficients that may be very different from the unconditional correlation. This provides a straightforward mechanism for fluctuations or changes of correlations, based on fluctuations of volatility or changes of trends. In other words, the many reported variations of correlation structure may be in large part attributed to changes in volatility. For instance, our result (13) for the Student's factor model explains the Monte-Carlo and empirical results [Cizeau et al. (2001) ] that the unsigned conditional correlation ρ s v increases with the exceedance level v.
Summary and Discussion
We also suggest that the distinct dependences as a function of exceedance v and u of the conditional correla-tion coefficients may offer novel tools for characterizing the statistical multivariate distributions of extreme events. Since their direct characterization is in general restricted by the curse of dimensionality and the scarsity of data, the conditional correlation coefficients provide reduced robust statistics which can be estimated with reasonable accuracy and reliability. Table 2 gives the asymptotic values of ρ + v , ρ s v and ρ u for v → +∞ and u → ∞ in order to compare them with the tail-dependence λ.
These two tables only scratch the surface of the rich sets of measures of tail and extreme dependences. We have shown that complete independence (factorization of the bivariate distribution) implies no tail dependence λ = 0. But λ = 0 does not imply factorization. Conversely, tail dependence λ > 0 implies absence of factorization. But λ > 0 does not imply necessarily that the conditional correlation coefficients ρ + v=∞ and ρ s v=∞ are non-zero.
Note that the examples of Table 2 are such that λ = 0 seems to go hand-in-hand with ρ + v→∞ = 0. However, the logical implication (λ = 0) ⇒ (ρ + v→∞ = 0) does not hold in general. A counter example is offered by the Student's factor model in the case where ν Y > ν ǫ (the tail of the distribution of the idiosynchratic noise is fatter than that of the distribution of the factor). In this case, X and Y have the same tail-dependence as ǫ and Y , which is 0 by construction. But, ρ + v=∞ and ρ s v=∞ are both 1 because a large Y almost always gives a large X and the simultaneous occurrence of a large Y and a large ǫ can be neglected. The reason for this absence of tail dependence (in the sense of λ) coming together with asymptotically strong conditional correlation coefficients stems from two facts:
• first, the conditional correlation coefficients put much less weight on the extreme tails that the taildependence parameter λ. In other words, ρ + v=∞ and ρ s v=∞ are sensitive to the marginals, i.e., there are determined by the full bivariate distribution, while, as we said, λ is a pure copula property independent of the marginals. Since ρ + v=∞ and ρ s v=∞ are measures of tail dependence weighted by the specific shapes of the marginals, it is natural that they may behave differently.
• Secondly, the tail dependence λ probes the extreme dependence property of the original copula of the random variables X and Y . On the contrary, when conditioning on Y , one changes the copula of X and Y , so that the extreme dependence properties investigated by the conditional correlations are not exactly those of the original copula. This last remark explains clearly why we observe what [Boyer et al. (1997) ] call a "bias" in the conditional correlations. Indeed, changing the dependence between two random variables obviously leads to change their correlations.
The consequences are potentially of importance. In such a situation, one measure (λ) would conclude on asymptotic tail-independence while the other measures ρ + v=∞ and ρ s v=∞ would conclude the opposite. Thus, before concluding on a change in the dependence structure with respect to a given parameter -the volatility or the trend, for instance -one should check that this change does not result from the tool used to probe the dependence. In this respect, as recently stressed by [Forbes and Rigobon (2001) ], many previous contagion studies may be unreliable.
These questions related to state-varying-dependence are also very important for practical applications. As stressed by [Ang and Bekaert (2000) , Ang and Chen (2001) ] for instance, the optimal portfolio will also become state-dependent, and neglecting this point can lead to very inefficient asset allocation. We would like to add that, for this purpose, the time scales involved -i.e., the investment horizon -will determine which measure is most appropriate.
A Conditional correlation coefficient for Gaussian variables
Let us consider a pair of Normal random variables (X, Y ) ∼ N (0, Σ) where Σ is their covariance matrix with unconditional correlation coefficient ρ. Without loss of generality, and for simplicity, we shall assume Σ with unit unconditional variances.
A.1 Conditioning on Y larger than v Given a conditioning set
We start with the calculation of the first and the second moment of Y conditioned on Y larger than v:
which allows us to obtain the variance of Y conditioned on Y larger than v:
which, for large v, yields:
A.2 Conditioning on |Y | larger than v
Given a conditioning set
The first and second moment of Y conditioned on |Y | larger than v can be easily calculated:
Expression (46) is the same as (42) as it should. This gives the following conditional variance:
and finally yields, for large v,
A.3 Conditioning on both X and Y larger than u By definition, the conditional correlation coefficient ρ u , conditioned on both X and Y larger than u, is
Using the proposition A.1 of [Ang and Chen (2001) ] or the expressions in [Johnson and Kotz (1972) , p 113], we can assert that
where L(·, ·; ·) denotes the bivariate Gaussian survival (or complementary cumulative) distribution:
φ(·) is the Gaussian density:
and Φ(·) is the cumulative Gaussian distribution:
A.3.1 Asymptotic behavior of L(u, u; ρ)
We focus on the asymptotic behavior of
for large u. Performing the change of variables x ′ = x − u and y ′ = y − u, we can write
Using the fact that
and applying theorem 3.1.1 in [Jensen (1995) , p 58] (Laplace's method), equations (58) and (59) yield
and
A.3.2 Asymptotic behavior of the first moment m 10
The first moment m 10 = E[X | X > u, Y > u] is given by (51). For large u,
so that multiplying by (1 + ρ) φ(u), we obtain
Using the result given by equation (60), we can conclude that
In the sequel, we will also need the behavior of m 10 2 :
A.3.3 Asymptotic behavior of the second moment m 20
The second moment m 20 = E[X 2 | X > u, Y > u] is given by expression (52). The first term in the right hand side of (52) yields
while the second term gives
Putting these two expressions together and factorizing the term (1 + ρ)/(1 + ρ 2 ) allows us to obtain
which finally yields
A.3.4 Asymptotic behavior of the cross moment m 11
The cross moment
is given by expression (53). The first and second terms in the right hand side of (53) respectively give
which, after factorization by (1 + ρ)/ρ, yields
and finally
A.3.5 Asymptotic behavior of the correlation coefficient
The conditional correlation coefficient conditioned on both X and Y larger than u is defined by (50). Using the symmetry between X and Y , we have m 10 = m 01 and m 20 = m 02 , which allows us to rewrite (50) as follows
Putting together the previous results, we have
which proves that
B Conditional correlation coefficient for Student's variables B.1 Proposition
Let us consider a pair of Student's random variables (X, Y ) with ν degrees of freedom and unconditional correlation coefficient ρ. Let A be a subset of R such that Pr{Y ∈ A} > 0. The correlation coefficient of (X, Y ), conditioned on Y ∈ A defined by
can be expressed as
with
B.2 Proof of the proposition
Let the variables X and Y have a multivariate Student's distribution with ν degrees of freedom and a correlation coefficient ρ :
where t ν (·) denotes the univariate Student's density with ν degrees of freedom
Let us evaluate Cov(X, Y | Y ∈ A):
As it can be seen in equation (84), E(X | Y ) = ρY , which gives
Thus, we have
Using the same method as for the calculation of Cov(X, Y | Y ∈ A), we find
which yields
as asserted in (80).
To go one step further, we have to evaluate the three terms
, and
The first one is trivial to calculate :
The second one gives
so that
To calculate the third term, we first need to evaluate E(X 2 | Y ). Using equation (84) and the results given in [Abramovitz and Stegun (1972) ], we find
and applying the result given in eqation (98), we finally obtain
which concludes the proof.
B.3 Conditioning on Y larger than v
The conditioning set is A = [v, +∞), thus
where t ν (·) andT ν (·) denote respectively the density and the Student's survival distribution with ν degrees of freedom and C ν is defined in (85).
Using equation (80), one can thus give the exact expression of ρ + v . Since it is very cumbersomme, we will not write it explicitely. We will only give the asymptotic expression of ρ + v . In this respect, we can show that
Thus, for large v, ρ
B.4 Conditioning on |Y | larger than v
The conditioning set is now A = (−∞, −v]∪[v, +∞), with v ∈ R + . Thus, the right hand sides of equations (104) and (105) have to be multiplied by two while y∈A dy y · t y (y) = 0,
for symmetry reasons. So the equation (108) still holds while
C Proof of equation (11)
We assume that X and Y are related by the equation
where α is a non random real coefficient and ǫ an idiosyncratic noise independent of Y , whose distribution is assumed to admit a moment of second order σ 2 ǫ . Let us also denote by σ 2 y the second moment of the variable Y .
We have
since Y and ǫ are independent. We have also
where, again, we have used the independence of Y and ǫ. This allows us to write
Since
we finally obtain
which conclude the proof.
D Conditional Spearman's rho
The conditional Spearman's rho has been defined by
thus, performing a simple integration by parts, we obtain
E Tail dependence generated by the Student's factor model
We consider two random variables X and Y , related by the relation
where ǫ is a random variable independent of Y and α a non random positive coefficient. Assume that Y and ǫ have a Student's distribution with density:
We first give a general expression for the probability for X to be larger than F −1
The probability that X is larger than F −1
The proof of this lemma relies on a simple integration by part and a change of variable, which are detailed in appendix E.1.
Introducing the notationỸ
we can show that
which allows us to conclude that η goes to infinity as u goes to 1 (see appendix E.2 for the derivation of this result). Thus,F ǫ (η) goes to zero as u goes to 1 and
Now, using the following result :
LEMMA 2 Assuming ν > 0 and x 0 > 1,
whose proof is given in appendix E.3, it is straigthforward to show that
The final steps of this calculation are given in appendix E.4.
E.1 Proof of Lemma 1
By definition,
Let us perform an integration by part :
Defining (138)), and dividing each term by
we obtain the result given in (137)
E.2 Derivation of equation (140)
The factor Y and the idiosyncratic noise ǫ have Student's distributions with ν degrees of freedom given by (135) and (136) respectively. It follows that the survival distributions of Y and ǫ are :
andF
Using the notation (139), equation (138) can be rewritten as
whose solution for largeỸ u (or equivalently as u goes to 1) is
To obain this equation, we have used the asymptotic expressions ofF X andF Y given in (152) and (149).
E.3 Proof of lemma 2
We want to prove that, assuming ν > 0 and x 0 > 1,
The change of variable
gives
Consider the second integral. We have
which allows us to write 1
The next step of the proof is to show that
Let us calculate
The second and third integrals obviously behave like O(ǫ ν ) when ǫ goes to zero since we have assumed
For the first integral, we have
The function
vanishes at u = 0, is convex for u ∈ [ 1−x 0 ǫ , 0] and concave for u ∈ [0,
ǫ ] (see also figure 9), so that there are two constants A, B > 0 such that
We can thus conclude that
with α = min{ν, 1}. Indeed, the two integrals can be perfomed exactly, which shows that they behave as O(1) if ν > 1 and as O(ǫ ν−1 ) otherwise. Thus, we finally obtain
Putting together equations (164) and (175) we obtain
E.4 Derivation of equation (143)
From equation (149), we can deduceF
Using equations (136) and (140), we obtain
Putting together these results yields for the leading order
where the change of variable x = ỹ Yu has been performed in the last equation.
We now apply lemma 2 with x 0 = γ α > 1 and ǫ = σ αỸu which goes to zero as u goes to 1. This gives
which shows that
thus
which finally yields Table 1 : Large v and u dependence of the conditional correlations ρ + v (signed condition), ρ s v (unsigned condition) and ρ u (on both variables) for the different models studied in the present paper, described in the first column. The numbers in parentheses give the equation numbers from which the formulas are derived. The factor model is defined by (10), i.e., X = αY + ǫ. ρ is the unconditional correlation coefficient.
Bivariate Student's see Table 1 see Table 1 - Table 2 : Asymptotic values of ρ + v , ρ s v and ρ u for v → +∞ and u → ∞ and comparison with the taildependence λ andλ for the four models indicated in the first column. The factor model is defined by (10), i.e., X = αY + ǫ. ρ is the unconditional correlation coefficient. For the Student's factor model, Y and ǫ have centered Student's distributions with the same number ν of degrees of freedom and their scale factors are respectively equal to 1 and σ, so that ρ = (1 + σ 2 α 2 ) −1/2 . For the Bivariate Student's distribution, we refer to Table 1 The two thin curves represent the borders within which this conditional correlation coefficient must lay in order to comply, at the 95% confidence level, with the assumption according to which the Disney Company daily returns can be explained by a one factor model, whose factor is given by the Standard & Poor's 500 index daily returns. Figure 4 : the thick curve depicts the correlation coefficient between the Pepsico Incorporated daily returns and the Standard & Poor's 500 index daily returns conditional on the Standard & Poor's 500 index daily returns larger than (smaller than) a given positive (negative) value v. The two thin curves represent the borders within which this conditional correlation coefficient must lay in order to comply, at the 95% confidence level, with the assumption according to which the Disney Company daily returns can be explained by a one factor model, whose factor is given by the Standard & Poor's 500 index daily returns. In the upper panel, the thick curve depicts the Spearman's rho between the Pepsico Incorporated daily returns and the Standard & Poor's 500 index daily returns. Above the quantile v = 0.5, the Spearman's rho is conditioned on the Standard & Poor's 500 index daily returns whose quantile is larger than v, while below the quantile v = 0.5 it is conditioned on the Standard & Poor's 500 index daily returns whose quantile is smaller than v. The two thin curves represent the area within which we cannot consider, at the 95% confidence level, that the estimated Spearman's rho is significantly different from zero. The lower panel gives the same kind of information but for the Spearman's rho conditioned on the realizations of the Pepsico Incorporated daily returns. 
