The algebra U(Ô(Gq)) generated by the l-functionals onÔ(Gq) := O(Gq) ⊲⊳ O(Gq) is considered, where O(Gq) is the coordinate algebra of one of the standard quantum groups. It is shown that if q is not a root of unity there is an isomorphism U(Ô(Gq)) ≃ O(Gq)
Overview
Let A be a coquasitriangular Hopf algebra with universal r-form r and let U(A) be the Hopf subalgebra of the Hopf dual A
• generated by the set of all l-functionals l + (a) := r(· ⊗ a), l − (a) :=r(a ⊗ ·), a ∈ A. It was shown in [Ho] that there exists an injective algebra homomorphism ι : U(Â) → U(A) ⊗ U(A),Â := A ⊲⊳ A and a surjective Hopf algebra homomorphism ζ : A op ⊲⊳ U(A) → U(Â).
Here A ⊲⊳ B denotes the quantum double of the skew-paired Hopf algebras A and B as defined e.g. in [KS] , section 8.2.1. The skew-pairing of A and A in A ⊲⊳ A is the universal r-form r and the skew-pairing of U(A) and A op in A op ⊲⊳ U(A) is the restriction of the canonical pairing of A • and A. The universal r-form onÂ used to define U(Â) isr :=r41r31r24r23 (see section 2 for details). The main results of this paper are the following two facts:
As conjectured by T. Hodges in [Ho] the map ζ is an isomorphism if
A is the coordinate algebra O(Gq) of one of the standard quantum groups SLq(N + 1), Spq(2N ) or SOq(N ) and q is not a root of unity (theorem 2).
2. The map ι is not an isomorphism in this situation (proposition 10).
One motivation for studying the algebraÔ(Gq) is the fact that it can be viewed as the algebra of polynomial functions in holomorphic and antiholomorphic coordinates on Gq while O(Gq) consists only of the holomorphic polynomials (see section 3).
As an important example the coordinate algebra of the q-Lorentz group ( [PW] , [CSSW] ) can be expressed asÔ(SLq(2)), see [Me] . We now will briefly describe how our results relate different definitions of a quantum enveloping algebra corresponding toÔ(Gq) in this context.
The basic idea behind these definitions is to look for a Hopf algebra dually paired withÔ(Gq). There are essentially two ways to construct such a Hopf algebra:
The direct one is to form a quantum codouble (see [KS] , sections 10.2.4 and 10.2.6) of two Hopf algebras dually paired with O(Gq), say of two copies of U(O(Gq)). Its structure is completely dual to that of the quantum double O(Gq) ⊲⊳ O(Gq). As an algebra it is U(O(Gq)) ⊗ U(O(Gq)).
The coproduct can be defined by requiring that f ⊗g, a⊗b := f, a g, b becomes a dual pairing withÔ(Gq). If we consider U(O(Gq)) ⊗ U(O(Gq)) with this coproduct, then the map ι becomes a homomorphism of Hopf algebras.
In the second approach one dualizes the q-Iwasawa decomposition introduced in [PW] . This leads to a quantum double like O(Gq) op ⊲⊳ U(O(Gq)). In view of our first result one obtains an equivalent definition of the latter Hopf algebra via the l-functionals onÔ(Gq) if q is not root of unity. Note that for the standard quantum groups the (extended) quantum enveloping algebra U ext q (g) is also isomorphic to U(O(Gq)) if q is not a root of unity (see proposition 7 below). Our other result shows that the Hopf algebra obtained by the second approach can be embedded as a proper Hopf subalgebra into the one from the first approach.
The rest of this paper is divided into three sections: In order to be selfcontained and to fix notations we first recall the results from [Ho] on U(Â) for an arbitrary coquasitriangular Hopf algebra A. In the second section we consider Hopf * -algebras and give an explicit formula for a * -structure on A op ⊲⊳ U(A) such that ζ becomes a * -homomorphism. In the last section we focus on quantum groups and prove the results stated above.
We mainly cite [KS] for results on Hopf algebras and quantum groups. We will freely use notations and results that can be found in the standard textbooks such as [Mo] .
The Hopf algebrasÂ and U (Â)
Let A be a coquasitriangular Hopf algebra with universal r-form r. Then the quantum doubleÂ := A ⊲⊳ A is a Hopf algebra which is the tensor product coalgebra A ⊗ A endowed with the product
wherer denotes the convolution inverse of r and we use Sweedlers notation for the coproduct on the right hand side. The antipode ofÂ is given by S(a ⊗ b) := (1 ⊗ S(b))(S(a) ⊗ 1). Let U(A) be the Hopf subalgebra of the Hopf dual A
• generated by the set of all l-functionals
Following the terminology from [Ho] we call U(A) the FRT-dual of A.
SinceÂ is again coquasitriangular with respect to the universal r-form r :=r41r31r24r23 ( [KS], prop. 10.29) , that is,
the FRT-dual U(Â) is also well-defined. Consider now the linear maps
Recall that the antipode of a coquasitriangular Hopf algebra is always bijective, so θ is well-defined. Using the formulasr(a⊗b) = r (S(a) ⊗ b), r(a⊗b) = r (S(a) ⊗ S(b)) ( [KS] , prop. 10.2) and the fact that the coproduct is an algebra homomorphism we get
For the convolution inverser =r23r24r31r41 ofr we obtain similarlȳ
Let us denote the l-functionals of U(Â) byl ± . Then the preceding equations implyl
• are linear maps dual to θ and m in the sense
In particular, the images ofl + andl − are contained in those of θ • and m • , respectively. But m is obviously surjective and so is θ by the definition of U(A) and the fact that the antipode of A is bijective as mentioned above. Since the antipode ofÂ is also bijective for the same reason, we even get
The definition of U(Â) now implies:
is surjective. Next we study some algebraic properties of ζ.
Proposition 2 The map m :Â → A is a Hopf algebra homomorphism. Proof. Since A is a Hopf algebra andÂ = A ⊗ A as a coalgebra, m is a coalgebra homomorphism. Using the relation
valid in any coquasitriangular Hopf algebra we compute
Thus m is also an algebra homomorphism. 2
For the discussion of θ
• we use:
is an embedding of algebras.
Proof. This follows directly from
we have ι • m • = ∆ (the coproduct in U(A)) and since
is a Hopf algebra homomorphism.
To avoid further notations we will use the product, coproduct and antipode of A to express those of A op . Then the product of a, b ∈ A op is ba and the coproduct and the antipode of A op are ∆ and S −1 , respectively.
Proof. The coproduct is an algebra homomorphism, the l-functionals l ± are algebra antihomomorphisms by the properties of r and ι −1 is an algebra homomorphism. Therefore θ
• ∆ becomes an algebra homomorphism from A op to U(Â). Since r31r34r14 = r14r34r31 by the quantum Yang-Baxter equation for r ( [KS] , prop. 10.2) we havē
Using the latter equation we obtain for a ∈ A and
so θ • is also a homomorphism of coalgebras. 2
is a surjective Hopf algebra homomorphism.
Proof. The surjectivity was already stated in proposition 1. Since U(Â) is a Hopf algebra, the map a ⊗ b → ab, a, b ∈ U(Â) is a coalgebra homomorphism. Hence ζ is a coalgebra homomorphism by corollary 1, proposition 4 and the fact that
In order to prove this relation we can assume f = l − (b)l + (c) with b, c ∈ A since any element of U(A) is a linear combination of such terms and the relation is linear in f . Applying both sides of (5) to d ⊗ e ∈Â it turns out to be equivalent tō
The latter equation is proven using r24r12r23r14r43 =r14r43r12r23r24 and r12r23r14r43r24 =r24r14r43r12r23, which follow from the quantum YangBaxter equation. Inserting the definition of the product in A op ⊲⊳ U(A) and using (5) we then get for arbitrary a ′ ∈ A and f ′ ∈ U(A)
and ζ is an algebra homomorphism. 2
3 The algebraÂ as a realification of A Let now A be a Hopf * -algebra and r be of real type, i.e. r(a * ⊗ b * ) = r(b ⊗ a). Then the algebraÂ becomes also a Hopf * -algebra when defining (a ⊗ b) * := b * ⊗ a * (see [KS] , section 10.2.7). Consider A via the embedding a → 1 ⊗ a as a subalgebra ofÂ and define the set
Then the map a ⊗ b * → ab * defines an isomorphism of vector spaces A ⊗ A * →Â. One says thatÂ is a realification of A (some authors call it a complexification). This applies for instance if A is the coordinate algebra O(Gq) of one of the standard quantum groups endowed with one of the standard * -structures for real q ( [KS] , prop. 10.10). Then the realificationÔ(Gq) can be interpreted as the algebra of all polynomial functions in holomorphic and antiholomorphic coordinates on Gq. The holomorphic polynomials O(Gq) are embedded as above as 1 ⊗ O(Gq). In this section we calculate the explicit form of the * -structure induced on A op ⊲⊳ U(A) by requiring
This means that ζ(·), · becomes a dual pairing of Hopf * -algebras or that ζ is a homomorphism of Hopf * -algebras. Since r is real we compute
Therefore (6) yields
Recall that the antipode of A op is S −1 and that the antipode of a quantum
Therefore the last equation is equivalent to
Application to quantum groups
We now specialize the preceding considerations to the coordinate algebras O(Gq) of the quantum groups Gq = SLq(N + 1), Spq(2N ) or SOq(N ). Note that these algebras are isomorphic to the coordinate algebras Cq[G] considered in [Ho] Gq) and R is the R-matrix defining the algebra structure of O(Gq) in an appropriate normalization. This is shown for the quantum groups SLq(N + 1), Spq(2N ), Oq(N ) in [KS] , theorem 10.9 and for SOq(N ) in proposition 5 below. Let U ext q (g) denote the extended quantum enveloping algebra as defined in [KS] , sections 8.5.3 and 8.5.4. It is shown in theorem 8.33 of [KS] that it is generated by the entries (l ± ) i j of the L-matrices for the vector representation of Uq(g). For sl(N + 1), so(2N ) and sp(2N ) it can be obtained from Uq(g) by adding some roots of the generators of the Cartan part. For so(2N + 1) one simply has U ext q (so(2N + 1)) = U √ q (so (2N + 1) ). It is outlined in section 10.1.3 of [KS] that the assignment (l ± ) i j → l ± (a i j ) can be extended to a surjective Hopf algebra homomorphism
for Gq = SLq(N + 1), Spq(2N ), Oq(N ) and g = sl(N + 1), sp(2N ), so(N ). As shown in theorem 9.18 of [KS] , there are dual pairings ·, · U of the Hopf algebras U ext q (g) with O(Gq) defined by f, a
where tij are the matrix coefficients of the vector representation of
ik jl , where the R-matrix is again in the quantum group normalization. So these pairings coincide on pairs of generators with the pairings ϕ(·), · induced by ϕ. This implies
Using this equation we can prove the coquasitriangularity of O (SOq(N )):
Proposition 5 The universal r-form of O (Oq(N )) passes to a well-defined universal r-form of O (SOq(N )). Proof. Let Dq be the quantum determinant of Oq(N ). One has to show
By the properties of r and the fact that Dq and 1 are group-like elements it is sufficient to check (9) for the generators a (so(N )) and O (SOq(N )) ( [KS] , thm. 9.18), we have
Therefore we conclude with (8) (SOq(N ) )).
Proposition 6
The pairing ·, · U is nondegenerate if q is not a root of unity.
Proof. This is proven in [KS] , corollary 11.23 under the assumption that q is transcendental (there some slightly different pairings are considered, but the proof works as well for the ·, · U ). According to remark 3 on p. 415 the result is valid for q not a root of unity, provided that the BrauerSchur-Weyl duality ( [KS] , thm. 8.38) is true in this case. This is shown in [LR] , corollaries 4.15 and 5.22 (at least the first part of thm. 8.38 in [KS] , which is the one needed here). Hence the assertion follows.
2 From this we conclude with (8):
Proposition 7 If q is not a root of unity the map ϕ is an isomorphism of Hopf algebras.
Proof. It remains to show that ϕ is injective if q is not a root of unity. But ϕ(f ) = 0 implies f, a U = ϕ(f ), a = 0 for a ∈ A. Thus f = 0 since the pairings ·, · U are nondegenerate by the preceding proposition.
2 We now introduce a filtration of U ext q (g) connected with the Poincaré-Birkhoff-Witt (PBW) theorem. It is defined in [DK] for Uq(g) with an arbitrary simple Lie algebra g and q not a root of unity. For the Uq(g) the notation becomes more elegant and so we will also consider these first, the transfer to the U ext q (g) will be clear afterwards. Let g be a simple Lie algebra and suppose that q is not a root of unity. Let aij denote the entries of the Cartan matrix and diaij the entries of the symmetrized Cartan matrix, Π = {α1, . . . , αN } be a set of simple roots, ·, · be the scalar product on the vector space spanned by the roots with αi, αj = diaij and W be the Weyl group generated by the reflections ri : αj → aijαj . Let E β i , F β i , i = 1, . . . , n be the root vectors of Uq(g) (see [KS] , section 6.2.3) associated to the ordering β1 := αi 1 , β2 := ri 1 αi 2 , . . . , βn := ri 1 ri 2 · · · ri n−1 αi n of the set R + of positive roots of g, where ri 1 ri 2 · · · ri n is a reduced expression of the longest element of W . Then by the PBW theorem the monomials
Define the degree of such a monomial to be
where the height ht βm of βm is defined as ai when βm = aiαi. If N 2n+1 is ordered lexicographically one has modulo terms of lower degree the commutation relations KiKj = KjKi, KiK
where βi > βj :⇔ βi − βj is a linear combination of simple roots with positive coefficients ( [DK] , prop. 1.7 d).
If we denote by U s the span of all monomials of degree less or equal s ∈ N 2n+1 , the PBW theorem and (10) imply that the U s form a filtration of Uq(g), that is, an increasing sequence of subspaces with Uq(g) = s U s and U s U t ⊂ U s+t . Since for g = so(2N + 1) we have U ext q (g) = U √ q (g), all results in this case clearly hold also for the extended algebras. In the other cases the U ext q (g) differ from the Uq(g) only by a modification of the Cartan part U ext q (h) generated by the Ki, K −1 i . The latter remains isomorphic to the algebra of Laurent polynomials in N variables. Hence the monomials K i form a basis. The subalgebras Uq(n+) and Uq(n−) generated by the Ei and Fi are the old ones and the arguments proving the triangular decomposition Uq(g) ≃ Uq(n+) ⊗ Uq(h) ⊗ Uq(n−) are not affected by the changes in the Cartan part. Therefore the PBW theorem holds in the same formulation and we can define the filtration for the U ext q (g) in the same way as for the Uq(g). The relations (10) remain the same except some changes in the coefficients q λ ij of the relations KiE
and KiF β j = q −λ ij F β j Ki without consequences for our proofs.
Proposition 8 If g is simple and q is not a root of unity, then U ext q (g) ⊗n has no zero divisors for all n ∈ N.
Proof. This follows by extending the arguments leading to corollary 1.8 of [DK] where the result is shown for Uq(g). 2 The following observation concerning the structure of the (l ± ) i j will be used below (compare Lemma 3.3 in [Ho] ).
Proposition 9 The generators
Proof. This is done by induction over j−i. By the lists of the l-functionals in section 8.5.2 of [KS] (in section 8.5.4 it is explained how to get those for fixed q) the proposition holds for all (l ± ) i j given there. These cover in particular j −i = 0, 1. All other (l ± ) i j can be obtained from the recurrence
and
in proposition 8.29 of [KS] , in which k with i < k < j is arbitrary for U (so(N )) one additionally has to demand k = N + 1 − i, N + 1 − j. Suppose the proposition holds for all i ′ , j ′ with j ′ − i ′ < j − i. Using the induction hypothesis on the right hand side of (11) we get
N it commutes with all E k up to some power of q and therefore (l
k k for some µ ik ∈ Uq(n+). It also commutes with (l + ) i i . In the same way (l
The (l − ) j i are treated in the same way. 2 Now we are ready to prove Theorem 2 Let O(Gq) be the coordinate algebra of one of the quantum groups Gq = SLq(N + 1), Spq(2N ), SOq(N ) and q be not a root of unity. Then there is an isomorphism of Hopf algebras
Proof. By theorem 1 it suffices to show that the map ζ from there is injective. In view of proposition 7 we can identify U(O(Gq)) with U ext q (g) via ϕ and regard U(Ô(Gq)) as a subalgebra of
• ι with ι from proposition 3. So we prove that
is injective. Since ι is injective and under the assumptions of the theorem ϕ is an isomorphism, ζ is injective iff ζ ′ is. Recall that we calculated
, where the summation index ijk runs through a finite subset of Z N × N 2n . To prove the injectivity of ζ ′ let us assume that ζ ′ (x) = 0. Then
The omitted terms are tensor products of monomials with degrees less than F j or E k , respectively. In particular (14) Let now k0 be the index for which E k 0 has maximal degree (of all E k occuring in (13)). Suppose first E k 0 = 1. By (14) and proposition 9,
Hence comparing the first tensor components we conclude that the sum
is linearly independent of the rest of the sum (13). Hence it vanishes separately. By proposition 8 this implies
Proceeding step by step with the lower degrees we get
for all k. This holds also if E k 0 = 1. The same argument can be repeated with the F j and the second tensor component showing
for all j, k. By proposition 9 the sum (l
k j consists of terms which are all 'balanced' in the Cartan part in the sense that they are all of the form (a
k k −1 with a ± ∈ Uq(n±).
The latter property remains valid for any product or sum of such sums. Therefore, expanding the a ijk and inserting that the (l − ) k k are monomials in the Ki, we can write the last equation as
for some a ± ijkl ∈ Uq(n±) and l ∈ Z N . By the PBW theorem the terms with different indices i are linearly independent, because l1 + i1 = l2 + i2 and −l1 + i1 = −l2 + i2 implies that i1 = i2. So as above we conclude that
for all i, j, k. But the surjectivity of θ implies the injectivity of θ • , since the pairing of U(A) and A is nondegenerate by proposition 6 and proposition 7. Therefore (l − ⊗ l + ) • ∆ = ι • θ • is injective and the last equation implies a ijk = 0 for all i, j, k. Hence x = i a ijk ⊗ K i F j E k = 0.
2 At the end we prove: Proposition 10 Retaining the assumptions and notations of theorem 2 the map ι is not surjective. Proof. We show that ζ ′ of the last proof cannot be surjective which proves the proposition. Indeed, suppose
By arguing as in the proof of the last theorem we conclude that all F j , E k have to be equal to 1 and that the expansion of the a ijk leads to
with some a ± ijkl ∈ Uq(n±). By looking at the second tensor component we get l = i in all terms and then by looking at the first 2i = m. This is possible only for m ∈ (2Z) N . So Km ⊗ 1 is not in the image of ζ ′ when m ∈ (2Z + 1) N . 2
