Abstract. Robust model fitting plays a vital role in computer vision, and research into algorithms for robust fitting continues to be active. Arguably the most popular paradigm for robust fitting in computer vision is consensus maximisation, which strives to find the model parameters that maximise the number of inliers. Despite the significant developments in algorithms for consensus maximisation, there has been a lack of fundamental analysis of the problem in the computer vision literature. In particular, whether consensus maximisation is "tractable" remains a question that has not been rigorously dealt with, thus making it difficult to assess and compare the performance of proposed algorithms, relative to what is theoretically achievable. To shed light on these issues, we present several computational hardness results for consensus maximisation. Our results underline the fundamental intractability of the problem, and resolve several ambiguities existing in the literature.
Introduction
Robustly fitting a geometric model onto noisy and outlier-contaminated data is a necessary capability in computer vision [1] , due to the imperfectness of data acquisition systems and preprocessing algorithms (e.g., edge detection, keypoint detection and matching). Without robustness against outliers, the estimated geometric model will be biased, leading to failure in the overall pipeline.
In computer vision, robust fitting is typically performed under the framework of inlier set maximisation, a.k.a. consensus maximisation [2] , where one seeks the model with the most number of inliers. For concreteness, say we wish to estimate the parameter vector x ∈ R d that defines the linear relationship a T x = b from a set of outlier-contaminated measurements D = {(a i , b i )} N i=1 . The consensus maximisation formulation for this problem is as follows.
Problem 1 (MAXCON). Given input data
, where a i ∈ R d and b i ∈ R, and an inlier threshold ∈ R + , find the x ∈ R d that maximises
where I returns 1 if its input predicate is true, and 0 otherwise.
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As usual, the implications of the hardness results are subject to the standard complexity assumptions P =NP [15] and FPT =W [1] -hard [16] . Our analysis indicates the "extreme" difficulty of consensus maximisation. MAXCON is not only intractable (by standard notions of intractability [15, 16] ), the W[1]-hardness result also suggests that any global algorithm will scale exponentially in a function of d, i.e., N f (d) . In fact, if a conjecture of Erickson et al. [17] holds, MAXCON cannot be solved faster than N d . Thus, the decent performances in [6, 7, 8, 9, 10, 11, 12, 13, 14] are unlikely to extend to the general cases in practical settings, where N ≥ 1000 and d ≥ 6 are common. More pessimistically, APX-hardness shows that MAXCON is impossible to approximate, in that there are no polynomial time approximation schemes (PTAS) [18] for MAXCON 1 . A slightly positive result is as follows.
MAXCON is FPT (fixed parameter tractable) in the number of outliers o and dimension d (Section 3.3).
This is achieved by applying a special case of the algorithm of Chin et al. [13] on MAXCON to yield a runtime of O(d o )poly(N, d). However, this still scales exponentially in o, which can be large in practice (e.g., o ≥ 100).
How are our theoretical results useful?
First, our results clarify the ambiguities on the efficiency and solvability of consensus maximisation alluded to above. Second, our analysis shows how the effort scales with the different input size parameters, thus suggesting more cogent ways for researchers to test/compare algorithms. Third, since developing algorithms for consensus maximisation is an active topic, our hardness results encourage researchers to consider alternative paradigms of optimisation, e.g., deterministically convergent heuristic algorithms [19, 20, 21] or preprocessing techniques [22, 23, 24 ].
What about non-linear models?
Our results are based specifically on MAXCON, which is concerned with fitting linear models. In practice, computer vision applications require the fitting of non-linear geometric models (e.g., fundamental matrix, homography, rotation). While a case-by-case treatment is ideal, it is unlikely that non-linear consensus maximisation will be easier than linear consensus maximisation [25, 26, 27 ].
Why not employ other robust statistical procedures?
Our purpose here is not to benchmark or advocate certain robust criteria. Rather, our primary aim is to establish the fundamental difficulty of consensus maximisation, which is widely used in computer vision. Second, it is unlikely that other robust criteria are easier to solve [28] . Although some that use differentiable robust loss functions (e.g., M-estimators) can be solved up to local optimality, it is unknown how far the local optima deviate from the global solution.
The rest of the paper is devoted to developing the above hardness results.
NP-hardness
The decision version of MAXCON is as follows.
, an inlier threshold ∈ R + , and a number ψ ∈ N + , does there exist
Another well-known robust fitting paradigm is least median squares (LMS), where we seek the vector x that minimises the median of the residuals
LMS can be generalised by minimising the k-th largest residual instead
where function kos returns its k-th largest input value. Geometrically, LMS seeks the slab of the smallest width that contains half of the data points D in R d+1 . A slab in R d+1 is defined by a normal vector x and width w as
Problem (3) thus seeks the thinnest slab that contains k of the points. The decision version of (3) is as follows.
, an integer k where 1 ≤ k ≤ N , and a number w ∈ R + , does there exist x ∈ R d such that k of the members of D are contained in a slab h w (x) of width at most w ? k-SLAB has been proven to be NP-complete in [17] . 
Parametrised complexity
Parametrised complexity is a branch of algorithmics that investigates the inherent difficulty of problems with respect to structural parameters in the input [16] . In this section, we report several parametrised complexity results of MAXCON.
First, the consensus set C (x | D) of x is defined as
An equivalent definition of consensus (1) is thus
Henceforth, we do not distinguish between the integer subset C ⊆ {1, . . . , N } that indexes a subset of D, and the actual data that are indexed by C.
XP in the dimension
The following is the Chebyshev approximation problem [29, Chapter 2] defined on the input data indexed by C:
Problem (7) has the linear programming (LP) formulation
which can be solved in polynomial time. Chebyshev approximation also has the following property.
Lemma 1.
There is a subset B of C, where
We call B a basis of C. Let x be an arbitrary candidate solution to MAXCON, and (x,γ) be the minimisers to LP[C (x | D)], i.e., the Chebyshev approximation problem on the consensus set of x. The following property can be established.
Proof. By construction,γ ≤ . Hence, if (a i , b i ) is an inlier to x, i.e., |a
is also an inlier tox. Thus, the consensus ofx is no smaller than the consensus of x.
Lemmas 1 and 2 suggest a rudimentary algorithm for consensus maximisation that attempts to find the basis of the maximum consensus set, as encapsulated in the proof of the following theorem. Theorem 2 shows that for a fixed dimension d, MAXCON can be solved in time polynomial in the number of measurements N (this is consistent with the results in [8, 12] ). However, this does not imply that MAXCON is tractable (following the standard meaning of tractability in complexity theory [15, 16] ). Moreover, in practical applications, d could be large (e.g., d ≥ 5), thus the rudimentary algorithm above will not be efficient for large N .
W[1]-hard in the dimension
Can we remove d from the exponent of the runtime of a globally optimal algorithm? By establishing W[1]-hardness in the dimension, this section shows that it is not possible. Our proofs are inspired by, but extends quite significantly from, that of [30, Section 5] . First, the source problem is as follows.
Problem 4 (k-CLIQUE).
Given undirected graph G = (V, E) with vertex set V and edge set E and a parameter k ∈ N + , does there exist a clique in G with k vertices?
. Here, we demonstrate an FPT reduction from k-CLIQUE to MAXCON-D with fixed dimension d.
Generating the input data Given input graph G = (V, E), where V = {1, . . . , M }, and size k, we construct a (k
where
is a k-dimensional vector of 0's except at the α-th element where the value is 1, and
-The set D E is defined as
is a k-dimensional vector of 0's, except at the α-th element where the value is 1 and the β-th element where the value is M , and
The size N of D G is thus
Setting the inlier threshold Under our reduction, x ∈ R d is responsible for "selecting" a subset of the vertices V and edges E of G. First, we say that
where x α is the α-th element of x. The key question is how to set the value of the inlier threshold , such that x selects no more than k vertices, or equivalently, 
As suggested by (16) , the pairs of elements of x are responsible for selecting the edges of G. To prevent each element pair x α , x β from selecting more than one edge, or equivalently, to maintain Ψ (x | D E ) ≤ k 2 , the setting of is crucial. (16) is equivalent to the two linear inequalities
which specify two opposing half-planes (i.e., a slab) in the space (x α , x β ). Note that the slopes of the half-plane boundaries do not depend on u and v. For any two unique pairs (u 1 , v 1 ) and (u 2 , v 2 ), we have the four linear inequalities
The system (18) can be simplified to
Setting < 1 2 ensures that the two inequalities (19) cannot be consistent for all unique pairs (u 1 , v 1 ) and (u 2 , v 2 ). Geometrically, with < 1 2 , the two slabs defined by (17) for different (u 1 , v 1 ) and (u 2 , v 2 ) pairs do not intersect; see Fig. 2 for an illustration. Hence, if < , then any two slabs defined by (17) for different (u1, v1) and (u2, v2) pairs do not intersect. The figure shows two slabs corresponding to u1 = 1, v1 = 5, u2 = 2, v2 = 5.
Up to this stage, we have shown that if < 
Assume at least one of (a and (
Also due to (15), we have
Combining (21) and (22), we have
which contradicts (20) . It is obvious that S(x) can be computed within linear time. Hence, the 'if' direction is true when < 
The monotonicity property affords us further insight.
Lemma 6. At least one point in B do not exist in I * .
Proof. By monotonicity,
Hence, I * ∪ B cannot be equal to I * , for if they were equal, then f (I * ∪ B) = f (I * ) ≤ which violates (26).
The above observations suggest an algorithm for MAXCON that recursively removes basis points to find a consensus set, as summarised in Algorithm 1. This algorithm is a special case of the technique of Chin et al. [13] . Note that in the worst case, Algorithm 1 finds a solution with consensus d (i.e., the minimal case to fit x), if there are no solutions with higher consensus to be found. Proof. Algorithm 1 conducts a depth-first tree search to find a recursive sequence of basis points to remove from D to yield a consensus set. By Lemma 6, the longest sequence of basis points that needs to be removed is o = N − |I * |, which is also the maximum tree depth searched by the algorithm (each descend of the tree removes one point). The number of nodes visited is of order (d + 1) o , since the branching factor of the tree is |B|, and by Lemma for each i ∈ B do 8:
[x,ψ] ← fitRem(C \ i, ,x,ψ). //Remove points from basis and refit. 9:
end for 10: end if 11: returnx andψ.
Approximability
Given the inherent intractability of MAXCON, it is natural to seek recourse in approximate solutions. However, this section shows that it is not possible to construct PTAS [18] for MAXCON.
Our development here is inspired by [34, Sec. 3.2] . First, we define our source problem: given a set of k Boolean variables {v j } k j=1 , a literal is either one of the variables, e.g., v j , or its negation, e.g., ¬v j . A clause is a disjunction over a set of literals, i.e., v 1 ∨ ¬v 2 ∨ v 3 . A truth assignment is a setting of the values of the k variables. A clause is satisfied if it evaluates to true. Generating the input data Given an instance of MAX-2SAT with clauses
Problem 5 (MAX-2SAT). Given
, let each clause K i be represented as (±v αi )∨ (±v βi ), where α i , β i ∈ {1, . . . , k} index the variables that exist in K i , and ± here indicates either a "blank" (no negation) or ¬ (negation). Define sgn(α i ) = +1 if v αi occurs without negation in K i , −1 if v αi occurs with negation in K i ; (27) similarly for sgn(β i ). Construct the input data for MAXCON as
where there are six measurements for each clause. Namely, for each clause Setting the inlier threshold Given a solution x ∈ R k for MAXCON, the six input measurements associated with K i are inliers under these conditions:
where x α is the α-th element of x. Observe that if < 1, then at most one of (29) , one of (30) , and one of (31) can be satisfied. The following result establishes an important condition for L-reduction.
OPT(MAX-2SAT) is the maximum number of clauses that can be satisfied for a given MAX-2SAT instance, and OPT(MAXCON) is the maximum achievable consensus for the MAXCON instance generated under our reduction.
Proof. If < 1, for all x, at most one of (29) , one of (30), and one (31), can be satisfied, hence OPT(MAXCON) cannot be greater than 3M . For any MAX-2SAT instance with M clauses, there is an algorithm [37] that can satisfy at least Note that, if < 1, rounding x to its nearest bipolar vector (i.e,, a vector that contains only −1 or 1) cannot decrease the consensus w.r.t. D K . It is thus sufficient to consider x that are bipolar in the rest of this section.
Intuitively, x is used as a proxy for truth assignment: setting x j = 1 implies setting v j = true, and vice versa. Further, if one of the conditions in (29) holds for a given x, then the clause K i is satisfied by the truth assignment. Hence, for x that is bipolar and < 1,
where σ is the number of clauses satisfied by x. This leads to the final necessary condition for L-reduction. where t(x) returns the truth assignment corresponding to x, and SAT(t(x)) returns the number of clauses satisfied by t(x).
Proof. For any bipolar x with consensus 2M + σ, the truth assignment t(x) satisfies exactly σ clauses. Since the value of OPT(MAXCON) must take the form 2M + σ * , then OPT(MAX-2SAT) = σ * . The condition (34) is immediately seen to hold by substituting the values into the equation.
We have demonstrated an L-reduction from MAX-2SAT to MAXCON, where the main work is to generate D K in linear time. The function t also takes linear time to compute. Setting < 1 completes the reduction. 
Conclusions and future work
Given the fundamental difficulty of consensus maximisation as implied by our results (see Sec. 1.1), it would be prudent to consider alternative paradigms for optimisation, e.g., deterministically convergent heuristic algorithms [19, 20, 21] or preprocessing techniques [22, 23, 24] .
