The Picard-Fuchs equation is a powerful mathematical tool which has numerous applications in physics, for it allows to evaluate integrals without resorting to direct integration techniques. We use this equation to calculate both the classical action and the higher-order WKB corrections to it, for the sextic double-well potential and the Lamé potential. Our development rests on the fact that the Picard-Fuchs method links an integral to solutions of a differential equation with the energy as a parameter. Employing the same argument we show that each higher-order correction in the WKB series for the quantum action is a combination of the classical action and its derivatives. From this, we obtain a computationally simple method of calculating higher-order quantummechanical corrections to the classical action, and demonstrate this by calculating the second-order correction for the sextic and the Lamé potential. This paper also serves as a self-consistent guide to the use of the Picard-Fuchs equation. * michael.kreshchuk @ tufts.edu † gulden @ physics.technion.ac.il 1 arXiv:1803.07566v3 [hep-th]
References 35 Preamble
In their seminal work of 1994, Seiberg and Witten introduced to quantum physics an important concept from the algebraic topology, the Picard-Fuchs equation (PF) [1] , previously employed by physicists in the context of classical dynamics and integrable systems [2] [3] [4] [5] [6] [7] [8] . This work marked the beginning of intensive employment of the PF equation in supersymmetric models [9] [10] [11] [12] [13] [14] [15] .
The scope of the current paper consists, at large, of two items. First, we provide a detailed demonstration how to use the PF equation to obtain the classical action for a sextic doublewell potential and the Lamé potential. With this groundwork accomplished, we present another application of the PF method -a simple way to calculate quantum-mechanical corrections to the action.
In mathematics, the PF equation is well-explored in the context of algebraic topology, where it is known as a special case of the Gauss-Manin connection [16] . It is a differential equation for periods on a complex manifold, i.e., for integrals along cycles. The principal strength of this entire technique is that it is independent of the coordinates on the manifold, and therefore bears no dependence on a particular path of integration. All such periods must be solutions of the PF equation. Hence, deriving and solving the PF equation allows one to calculate the periods without considering actual integration paths and without performing the brute-force integration. In Appendix A, we discuss this link in more detail; an introduction to the relevant mathematical concepts is also provided in Chapter 2 of [17] .
In our paper, we study different applications of the PF equation to two potentials, the sextic double-well potential and the Lamé potential. We choose these potentials as instructive examples, because they represent the two main types of spectra in quantum mechanicsbound states in an unbounded potential and a band/gap structure in a continuous periodic potential. Both of these potentials are important in the studies of quasi-exactly solvable models, mainly due to the observation of a particular energy spectrum reflection symmetry [18] [19] [20] [21] . We apply the PF equation in two different ways. Our approach can be applied to a large variety of problems, therefore we present our calculations in a pedagogical way which allows straightforward application to other potentials. In Section 1, we show in great detail how this equation can be used to calculate the classical action, which (to the best of our knowledge) so far has not been written down for these two particular potentials. Performing analytic continuation to complex coordinates, we then write the action as a closed-cycle integral on a complex manifold which is the Riemann surface of the classical momentum. Despite the difference between these potentials' shapes, their Riemann surfaces are topologically equivalent. The classical action is one of the periods on this manifold, for which reason it can be calculated from the solutions of the Picard-Fuchs equation.
In Section 2, we extend these ideas and present a technique for calculating the second-and higher-order quantum corrections to the energy levels. These are obtained from the WKB series of the generalised Bohr-Sommerfeld quantisation condition (see Appendix B for details). Our key observation is that the corrections can be expressed as integrals over a 1-form which is defined on the same manifold as the classical action 1-form p(x) dx. The same tools that were used for deriving the PF equation are now utilized to show that each correction can be written as a combination of derivatives of the classical action. So the computational effort to obtain the quantum corrections to the classical action is much less than the calculation of the action itself. Indeed, the calculation of the corrections is equivalent to deriving the PF equation, but does not require the more involved step of solving the differential equation. This method may also be applied if the classical action is obtained by other means. We demonstrate this by explicitly calculating the second-order corrections; higher corrections at any order can be calculated in a similar way. In Section 3 we summarize our results.
When preparing our manuscript for publishing, we learned that similar ideas had been presented in [22] in 2017. In that work, the authors derive a general expression for the higherorder WKB terms for a certain class of genus-1 systems. Their starting point is a quantum generalisation of the classical Wronskian identity for genus-1 systems. This generalisation implies a relation between the perturbative and non-perturbative terms at all orders in .
The authors argue that the quantum corrections for the action in a general genus-1 system can be expressed through the classical action and its first two derivatives. Higher-order derivatives that may appear in the process can be eliminated by using the Picard-Fuchs equation. We approach the problem from a different angle: In the beginning of Section 2, we use a geometric argument to show that all the quantum corrections can be expressed through a fixed number of derivatives of the classical action. This number depends only on the genus of the Riemann surface. Starting from this fact, we present a method to calculate quantum corrections at all orders for any potential. While Başar et al in [22] derive these corrections for a special class of genus-1 systems, we demonstrate an approach applicable to all potentials, including those with higher-genus Riemann surfaces. The two examples in this paper are defined on genus-2 Riemann surfaces. In 2016, the central idea presented in this paper was first reported by one of us in Chapter 5 of [17] .
Classical action and first-order WKB
In this section, we calculate the action for two classical potentials by using the PicardFuchs equation. The action is defined as
an integral over a closed contour (cycle) C R in the complex x-plane of the momentum
The contour C R encloses two real turning points x 1 and x 2 between which V (x) < E and should be close enough to the real axis so that it does not enclose other singularities or branch points. The integral is nonzero because the turning points are the branch points which are connected by a branch cut. 2 The momentum is set positive along the bottom of the cut, in order for the action to be positive when the direction of the contour in (1) is chosen counter-clockwise. Everywhere else the definition of the momentum follows from analytic continuation.
One application of the classical action is the semiclassical Bohr-Sommerfeld quantisation,
This condition determines, up to the first order in , the quantum-mechanical energy levels.
1 The so-defined action is but a Legendre transform of the standard action t L(q,q) dt, with L being the Lagrangian. 2 Generally speaking, one can freely define the branch cuts. For the real turning points it is usually convenient to make the cut go along the finite interval of the real axis between the turning points.
The Picard-Fuchs method is based on the topological properties of the Riemann surface defined by the classical momentum P (x, E) in equation (2) . 3 It is a globally double-valued function of x, hence the Riemann surface is constructed out of two copies of the complex plane. These two sheets differ by the choice of sign in front of the square-root. One can travel from one sheet to the other through the branch cuts. This way one obtains a complex manifold of finite genus g on which one can define a total of 2g linearly independent integration cycles, see Figure 1 for an example with g = 2. Any other cycle can be deformed into a combination of these 2g basis cycles. However, the momentum P (x, E) may additionally have poles resulting in punctures on the manifold, one puncture per sheet for every singularity. Cycles around them are non-trivial, however the cycle around one puncture can be deformed into a sum of the other basis cycles and the cycles around the other punctures. Hence, for s singularities, there are 2s − 1 additional cycles that we need to add to the basis ones.
Thus we have overall 2g + 2s − 1 (or 2g in the absence of singularities) basis cycles out of which any cycle on the manifold can be constructed. For each cycle C j we define the period S j (E) as
Since our main object of interest is the classical action (1) it is convenient to choose C R as one of the basis cycles. There are 2g = 4 linearly independent cycles of integration on this surface -one around each handle (blue) and one around each hole (red) -plus an additional cycle around the singularity at infinity (green). Any other cycle can be written as a sum of these basis cycles.
Our next step is to employ a result from algebraic topology, that on 1-dimensional complex manifolds (with a finite number of punctures) the number of linearly independent integration cycles is equal to the number of linearly independent 1-forms. 4 Most importantly, since the number of cycles is finite, the number of basis 1-forms is finite as well, and any other 1-form can be expressed as a linear combination of these. If we take the 1-form Λ(E) = P (x, E) dx and start taking derivatives with respect to E we obtain new 1-forms defined on the same manifold. After a finite number K ≤ 2g + 2s − 1 of steps, we arrive at a 1-form Λ K (E) = ∂ K E Λ(E) which can be expressed as a linear combination of the other derivatives. Or, in other words,
Upon integration along the closed contour C j we obtain
while the exact form integrates to zero. This way, condition (5) turns into a differential equation for the periods:
This differential equation is known as the Picard-Fuchs equation. The classical action S(E) is a solution to this equation. With the use of physical boundary conditions, we can obtain the classical action from the solutions to this equation. Below we demonstrate how to derive the Picard-Fuchs equation and calculate the action in two cases, the sextic double-well and the periodic Lamé potential. While the analytic properties of these potentials are largely different, the corresponding Riemann surfaces are homeomorphic; so the same calculation methods apply.
Action of the sextic potential
The first potential we consider is a sextic double-well,
with b, d ∈ R + , see Figure 2 . The potential of this shape shows up in the studies of quasiexactly solvable quantum-mechanical systems, especially because of an observed reflection symmetry of the energy spectrum [19] [20] [21] . In the following we set the mass to m = 1 and focus on the energy region V min < E < 0 with
4 Recall that the linear independence of cycles is defined modulo boundary, while the linear dependence of 1-forms is defined up to an exact form. An exact form is a derivative of an analytic function on the manifold, df = ∂ x f (x) dx. Integration of this form along any cycle gives zero,
For E > 0 we present the analogous calculation in Appendix C. The relevant cycles of integration are shown in Figure 3 , with the corresponding periods defined as in equation (4). 1/4 x and the energy as u = E/V min , the momentum (2) and the abbreviated action (1) take the form
Here s(u) is the action of a sextic double-well potential with the two minima at u = −1 and the central maximum at u = 0. The argument of the square-root in (10) has 6 roots, therefore there are 6 branch points which are connected into 3 branch cuts. This means that the Riemann surface of the momentum p(y, u) has genus g = 2. These are depicted in Figure 3 , together with the cycles of integration that are important for our analysis. Additionally, p(y, u) has a pole at y = ∞ which means there is a singularity on each of the sheets, cf. Figure 1 . In accordance with the analysis in Section 1, there are 5 basis cycles and 5 linearly independent 1-forms. Hence the Picard-Fuchs equation (7) is at most of degree 5. However, the process of taking derivatives may even sooner yield a 1-form that is linearly dependent of the other derivatives, since there is no guarantee that one can obtain all the basis 1-forms by differentiating λ(u) = p(y, u) dy. In the case under consideration, the 1-form p(y, u) dy is even with respect to y, i.e. it is symmetric under the change y → −y. However, on the Riemann surface on which these forms are defined, there necessarily exists at least one 1-form that is antisymmetric in y. In the de Rham basis, 5 this form will be an antisymmetrised combination of the two 1-forms Figure 3 : The integration cycles for V min < E < 0. Solid lines are parts of the cycles that lie on the primary sheet of the Riemann surface, while dashed lines are parts that lie on the second sheet. The primary sheet is identified by taking positive sign in front of the squareroot just below the branch cut between A and B. The definition everywhere else follows from analytic continuation. Note that while these are the cycles relevant for our calculation, they do not represent a basis, because upon deformation we have:
dual to the cycles C 1 and C 2 . Thence the subspace of 1-forms spanned by the derivatives of λ(u) is at most 4-dimensional. Furthermore the residue at the singularity at y = ∞ is energy-independent, and we know that s ∞ (u) = C∞ λ(u) = const also must be a solution of the differential equation (7) . However, to admit a constant solution, a linear differential equation for s(u) can't contain a term with s(u) itself, only the derivatives of s(u). So we look for a linear combination of the form
where
Integration over a closed contour gives a differential equation for the action (cf. equation 7):
Next we need to find the coefficients α n . It is easy to check that multiplying the left-hand side of (12) by p(y, u) 7 turns it into a polynomial of order nineteen in y. This suggests writing the total derivative on the RHS as:
Multiplied by p(y, u) 7 , the derivative df also becomes a nineteenth-order polynomial. Substituting (14) into (12) and equating coefficients next to the powers of x, we find a k (which are of no further need) and the desired constants in (12) (after arbitrarily fixing the overall factor):
Thus equation (13) turns into an ordinary differential equation, the Picard-Fuchs equation for the classical action:
This differential equation is of the generalized hypergeometric type [23] , so its basis solutions can be expressed through the generalized hypergeometric functions p F q . Using software for solving differential equations we find:
where Γ is the factorial gamma function. 7 Every period in equation (4) is an integral on the manifold, so it must be a linear combination of these basis solutions,
The cycles which are relevant for our calculations are shown in Figure 3 , where we know from symmetry s 1 (u) = s 2 (u). In order to identify the coefficients C j,k we use analytic properties of the basis solutions (17) near critical values of the parameter u, for which one or more of the integration cycles shrink to a point. We begin with calculating the action for the case of −1 < u < 0, the case of u > 0 is shown in Appendix C. To this end we first consider the auxiliary cycle C 0 which encloses the two branch points B and C in Figure 3 . As u → 0, this cycle shrinks to a point. Therefore any integral along this cycle goes to zero and is analytic in u. F 3 (u) is non-analytic at u = 0, thus it can't be a part of s 0 (u) and C 0,3 = 0. Similarly, because F 0 (u) does not vanish we obtain C 0,0 = 0.
To find the other two coefficients we note that
. Expanding the integrand λ(u) in powers of u and performing a residue calculation for each term we arrive at
There is no quadratic term here, which means that C 0,2 = 0, and the linear term gives us
This period is therefore
From the quantum-mechanical point of view this is the tunneling action which defines the non-perturbative corrections to the energy levels within the semi-classical approximation [25] . We do not dwell on these corrections here, but will need this period below. Figure 4 : Exchange of two branch points (blue) under the monodromy u → ue 2πi . The branch points move, but the integration cycle (red) may never cross a branch point and therefore is dragged along. To restore the original cycle, one needs to add an additional cycle around the two branch points which were exchanged (maroon). Now we have everything to calculate the classical action s 1 (u). There are two special values for the parameter: u = −1 (this is where the cycle C 1 contracts to a point) and u = 0 (this is where the branch points B and C merge). In the latter case the action s 1 (u) is non-analytic. To see this we employ a concept from algebraic topology called monodromy. We perform a rotation of the parameter u in the complex plane around the critical value, i.e., u → ue 2πi . In the end the structure of branch points is the same as before. However, in the process the points B and C swap positions, see Figure 4 . Such a monodromy causes a deformation of the cycles, which is equivalent to adding a cycle around the points B and C to C 1 [17, 26] . In our words this means C 1 → C 1 + C 0 . Likewise, the integral along that cycle has to obtain the same additional term, s 1 (ue 2πi ) = s 1 (u) + s 0 (u). The only function which, upon changing its argument by e 2πi , acquires an additive term is the complex logarithm. Therefore we can write
where Q 1 (u) is analytic near u = 0. Among the solutions (17), the function F 3 (u) is the only solution which is non-analytic near the origin. We expand it near the origin up to the u log(u) term and compare it with s 0 (u) 2πi log(u) to get
Additionally, at u = 0 the integral can be evaluated analytically:
and C 1,3 from (22),
we calculate the coefficient of F 0 (u):
We now turn to u = −1 where the cycle C 1 contracts to a point. This contraction has two consequences:
From these two constraints and the coefficients we have already obtained, we can calculate the coefficients C 1,1 and C 1,2 . We expand all the solutions F j (u) around u = −1, and require that the constant terms and the leading non-analytic terms (u + 1) log(u + 1) vanish in equation (18) for s 1 (u). We find that both conditions are met only if
The result for the classical action in (18) therefore is
In Appendix C, we show the explicit calculation of the classical actions 3 (u) above the local maximum at u = 0. As an independent check of our calculations, we can verify that the actions obey the duality property which was pointed out in our previous work [21] :
It is easy to show that the results in equations (25) and (107) satisfy this property. The afore-derived actions can be employed to find the spectrum of the corresponding quantum-mechanical system. For the levels below and above the maximum, the BohrSommerfeld quantisation condition reads: To find u n , we solve those equations numerically. Figure 5 shows the first four energy levels as functions of , below and above the local maximum. The actual values of the energy levels are well approximated by their Bohr-Sommerfeld counterparts. The latter are virtually indistinguishable from the results rendered by second-order WKB calculation with the tunneling effects taken into account. To the one-instanton order, these effects are described by the action s 0 (u), see [27] for a detailed discussion.
Action of the elliptic potential
As a second example, we calculate the action for a periodic potential defined in terms of the Jacobi elliptic function sn(x, ν) [28] :
For a special choice of the constant a, potential (28) turns into the widely studied Lamé potential [18, [29] [30] [31] . It is a doubly periodic meromorphic function whose real and imaginary periods are 2K(ν) and 2iK (ν) ≡ 2iK(1 − ν), with In the following, we rescale the energy as u = E − b aν − 1 and choose the mass as m = 1/2. Then the canonical momentum and the abbreviated action take form
where cn 2 (x|ν) = 1 − sn 2 (x|ν) and the cycles C j are defined in Figure 8 . In the main text we focus on the energy regime between the minimum and maximum of the potential, −1 < u < 0. In Appendix C, we present the calculation for the classical action above the maximum.
The double periodicity of potential (28) carries over to momentum (30) . However, owing to the presence of the square root, the period in the real direction is doubled and equals 4K(ν). Thus the momentum p(x, u|ν) is a doubly periodic function whose real and imaginary periods are 4K(ν) and 2iK (ν), correspondingly. For analytic continuation of the momentum we need to choose the opposite sign in the second copy of the fundamental parallelogram, i.e. this is the second sheet of the Riemann surface. Gluing together the edges of the parallelogram gives the topological structure of a torus. Additionally, the two zeroes of the argument of the square root are branch points, for −1 < u < 0 they are the classical turning points. We connect these into a branch cut, crossing it also allows to travel between the two sheets. For the Riemann surface, this means that we have to cut it open along the cuts and connect the edges to the opposite sheet. This transforms the torus into a double torus, akin to the example of the sextic potential. As before the potential has one pole, at x = iK (ν), which appears on both sheets of the Riemann surface. Hence the Riemann surface is a manifold of genus g = 2 with two singularities, cf. Figure 1 . This means that, as in Section 1.1, there are 5 independent integration cycles and 5 independent 1-forms.
8 Figure 8 shows the fundamental parallelogram with a full set of linearly independent basis cycles. (30) . The red line is the branch cut between the classical turning points. The period of the cycle C c around them gives the classical action. The parts of the contours, which are denoted with solid lines, lie on the first sheet. The parts denoted with dashed lines are on the second. Note that the trajectories C 1 and C 2 are closed contours due to the periodicity. The trajectory C 1 (blue) has to travel across both sheets (solid and dashed) to be closed.
We are now in a position to derive the Picard-Fuchs equation for the elliptic potential. Since the Riemann surface in this case is again of genus 2 and has two punctured points, the degree of the Picard-Fuchs equations is, at most, 5. However, in reality the degree is, at most, 3.
9 To demonstrate this, we recall that the 1-form µ(u|ν), as well as each of its derivatives with respect to u, has opposite signs on the two sheets of the Riemann surface.
Therefore, integrating it along a trajectory which has equal portions on both sheets gives zero. Trivially, the cycle C 1 has this property, wherefore its dual 1-form cannot be expressed via µ(u|ν) and its derivatives. Furthermore we define the cycle C c as the same as the cycle C c but on the second sheet, i.e. with a dashed line in Figure 8 . Then integrating µ(u|ν) or any of its derivatives along the cycleC c + C c also gives zero. In terms of the basis cycles this can be expressed as
Hence the 1-form dual to this combination cannot be obtained from 1-forms that are generated from µ(u|ν). For this reason there exist at most 3 linearly independent 1-forms that can be obtained by differentiation of µ(u|ν) with respect to u . We denote them as
. Furthermore, the residue at the pole is independent of u. This means that a differential equation for the periods with respect to u must admit a constant solution and therefore cannot contain s(u), only its derivatives. All in all, we see that there exists a linear combination of the first three derivatives which equals an exact form:
integration whereof leads us to the Picard-Fuchs equation:
Evaluating the derivatives on the left-hand side of equation (33) and multiplying these by p(x, u|ν) 5 , we arrive at a fourth-order polynomial in cn(x|ν), with only even powers. To match this, we need to design an exact form with the same property, which we find as
Here cn(x|ν), sn(x|ν), and dn(x|ν) are the Jacobi elliptic functions [24] . The choice in (35) is guided by the properties of the elliptic functions: the product of dg by p(x, u|ν) 5 contains the even powers of elliptic functions solely. All of those can be expressed via cn 2 (x|ν) [24] . Then, multiplying equation (33) by p(x, u|ν) 5 , we obtain:
Equating coefficients next to the powers of cn 2 (x|ν), one finds:
Thus, the Picard-Fuchs equation for the action s(u|ν) is:
The basis solutions to this equation are
with P n (u) and Q n (u) being the Legendre polynomials of order n of the first and second kind, respectively [24] .
From there, we want to find the classical action below the maximum of the potential, −1 < u < 0. In the following it is convenient to choose the integration limit at the minimum of the potential, u 0 = −1. In terms of the basis solutions (39), the action assumes the form
To calculate the coefficients D k , we need to obtain three conditions on them. To this end, consider the behaviour of the action near the minimum of the potential, where we can show that The first two conditions stem from the fact that the cycle C c contracts to a point as u → −1, a situation similar to the one discussed in Section 1.1. The third condition is obtained by the direct evaluation of the derivative of the action integral:
The function F 1 (u, u 0 |ν) is non-analytic when u → −1, which implies D 1 = 0. To find the two other coefficients, we use the two remaining conditions:
Hence, we obtain for the classical action of the Lamé potential:
In Appendix C, we perform a similar calculation to obtain the classical action above the maximum of the potential, i.e., for the unbounded motion in the periodic potential:
Using analytic properties of the Legendre polynomials [24] , one can cast this expression as
From this, it is easy to confirm a duality property for the action that was first derived in [21] ,
This serves as an additional confirmation of our result.
For completeness, we also show the derivation of the instanton action. It can be obtained by integration over the cycle C 0 in Figure 8 . In terms of the basis functions (39), we can write this action as
Similar to the classical action, we need three conditions to calculate the coefficients D inst k . To find these conditions, consider the properties of the action near the maximum of the potential:
is the left derivative with respect to u.
Akin to the classical action case, the first two conditions originate from the fact that C 0 contracts to a point as u → 0. The third condition stems from a direct evaluation of the integral:
We may freely choose the integration limit u 0 . By setting u 0 = 0, we see that both functions G 1,2 (u, u 0 ) are zero at u = 0, and the first condition renders us:
= 0. Calculation of the derivative of G 1 (u, 0) gives:
From the third condition, it follows that Figure 9 : The five lowest energy states for the Lamé potential, which we calculated from the first-order (blue) and the second-order WKB approximation (red), compared to numerical solutions of the Schrödinger equation (green). Closer to the top of the potential u = 0 and at larger values of , the corrections from the second term become more visible. Overall, the second-order results match the numerical calculation more closely.
For certain values of ν, the integrals in (43), (44) and (50) can be expressed through special functions. However, the main advantage of these expressions over the contour integral is that they immediately produce the Taylor expansions in the energy u -at an arbitrary value of u. These expressions are the main result of this section, along with the Picard-Fuchs equation (38). The Bohr-Sommerfeld quantisation condition for the elliptic potential assumes the form
To validate our results, we compare the ensuing energy levels with numerical solutions of the Schrödinger equation in Figure 9 .
Perturbative corrections to the Quantum Action Function
After a detailed discussion of the Picard-Fuchs method, we are in a position to apply similar ideas to calculate the second-and higher-order corrections in in the generalised Bohr-Sommerfeld condition,
Here ς l (E) are the quantum corrections to the action function, while l (x, E) are corrections to the momentum. (For the rescaled values of these corrections, we shall use the notations σ l and ρ l , correspondingly.) For a full derivation of this condition from the WKB series and a recursive expression for l (x, E), we refer the reader to Appendix B. Meanwhile, here we shall focus on the second-order correction given by
Thus, the next-to-leading-order correction to the ordinary Bohr-Sommerfeld condition (3) allows one to find the energy up to the second order in . The idea of our calculation takes its origin in an observation on the structure of the 1-forms l (x, E) dx. Since these forms are obtained by differentiating the classical momentum P (x, E), see equation (93), they are defined on the same Riemann surface as the 1-form Λ(E) = P (x, E) dx. As was explained in detail in Section 1, there exists only a finite number of linearly independent 1-forms on a Riemann surface. Any other 1-form can be expressed as a linear combination of these. Specifically, we can express a quantum correction l (x, E) dx as a linear combination of the classical action 1-form Λ(E) and its derivatives Λ k (E) = ∂ k E Λ(E), up to an exact form:
Akin to the derivation of equation (7), we can integrate this expression along C R to obtain
This formula implies that the quantum corrections to the classical action at all orders can be expressed through the derivatives of the classical action itself. While a similar fact is implied by equations (2.12 -2.13) in [22] , here we offer a different argument based on geometric consideration. Be mindful, though, that the coefficients γ k themselves may depend on the energy E. Below we demonstrate how to obtain the second-order corrections for the sextic doublewell and the Lamé potential. At this point, it would be in order to highlight that this calculation is similar to deriving the Picard-Fuchs equation. However, it does not require solving a differential equation and matching the correct boundary conditions. Calculating of higherorder WKB corrections is also a convenient way to generate the perturbative expansion. As an independent check of our results, in Appendix D we shall obtain the first few terms of the perturbative expansion by inverting the generalised Bohr-Sommerfeld quantisation condition and solving it for the energy.
The sextic double-well potential
We start by calculating the correction of the order 2 to the classical action of the sextic potential (10) . Equation (53) entails:
From Section 1.1, we know that in the space of symmetric 1-forms the basis can be chosen as {λ k (u)} 3 k=0 . Consequently, the 1-form ρ 2 (y, u) dx can be expressed, up to an exact form, as their linear combination:
The left-hand side of (57) is a polynomial of degree 12 in y, divided by p(y, u) 5 . This suggests choosing the following expression for the exact form on the right-hand side of (57):
We now substitute (58) into (57), multiply both sides by p(y, u) 5 , and then make sure that the coefficients in front of each power of y vanish identically. This allows us to determine b n , as well as the constants in (57):
This way we get:
s(u) being the classical action from equation (18) . Switching back to the original variables gives us
It does not hurt to reiterate the meaning of result (60): owing to the fact that the correction to the classical momentum ρ 2 (x, y) inhabits the same Riemann surface as the momentum p(x, y) itself, we managed to express the correction to the classical action σ 2 (u) through the action s(u). It means that having calculated the classical action s(u) -by the method we used in Section 1.1 or by any other method -we can efficiently calculate the higher-order WKB corrections to it, as demonstrated above. On each step, one needs to calculate ρ l (y, u) using the recursive relation given in Appendix B, and to substitute it into equation (57). Then, one only needs to identify a generic expression for the exact form df l , and to match the coefficients of the polynomials on the RHS and LHS, in order to find the coefficients {γ k } 3 k=0 . With the second-order correction to the action at hand, we can now find the energy spectrum with an increased precision. This can be accomplished via using the formulae
The results are shown in Figure 5 .
The elliptic potential
Lastly, we calculate the correction of the order 2 to the classical action (43) of the Lamé potential. In this case, equation (53) yields
As discussed in Section 1.2, the set {µ k } 2 k=0 is a basis in the space of symmetric 1-forms. So we can express ρ 2 (x, u|ν) dx, up to a total derivative, as
The considered case is somewhat simpler as compared to the sextic potential, because one can match the coefficients δ k in the above equation when setting the exact form equal to zero, dg 2 = 0. Multiplied by p(x, u|ν) 3 , equation (64) entails:
Equating the coefficients next to the powers of cn 2 (x|ν) results in
which in turn yields
Hence, in just a few steps, we have found an expression for the second-order quantum corrections in terms of only the classical action and its first two derivatives. Applying this to the second-order Bohr-Sommerfeld quantisation condition,
we arrive at the results that are shown in Figure 9 . In terms of the original variables, the correction is
Summary
In this paper, we have demonstrated how arguments from algebraic topology can be used to perform calculations efficiently in classical and quantum mechanics. The main objects of our studies are the classical (abbreviated) action and the quantum mechanical corrections to it, which are derived from the WKB series of the quantum action function. By continuation to complex coordinates, these quantities can be expressed in terms of integrals along closed contours on the Riemann surface of the classical momentum. For the Lamé and sextic double-well potentials, we have shown in detail how to calculate such integrals in a short and elegant manner, our results being similar to those obtained in [22] for genus-1 potentials. These two potentials were chosen by us because they show up in the studies of quasi-exactly solvable models [18] [19] [20] [21] , the underlying Riemann surface is of genus 2, and also because they represent the two main types of spectra in quantum mechanics -bound states in an unbounded potential and a band/gap structure in a continuous periodic potential. Their actions exhibit a duality property [21] which we use to check our results.
We first consider the classical (abbreviated) action which, besides its importance in classical mechanics, is used in the Bohr-Sommerfeld quantisation condition to approximate quantum-mechanical energy levels. We demonstrate how to relate this action to an integral on a complex manifold, and show how this integral is linked to an ordinary differential equation named the Picard-Fuchs equation. We elucidate, step by step, how the topological properties of the Riemann surface and the analytic properties of the integrand can be utilised to derive the Picard-Fuchs equation. We discuss the differences in constructing the Riemann surfaces for the two cases of an unbounded and a periodic potential; and we also point out that the resulting manifolds turn out to be topolopgically equivalent. Furthermore, we show a straightforward recipe for deriving the Picard-Fuchs equation, and explain how to obtain the coefficients linking the action to its basis solutions. From there, we calculate the energy levels at order via the Bohr-Sommerfeld quantisation rule, and show in Appendix C the analogous calculation for the classical action above the maxima of the potentials.
Building on these results, we consider the perturbative calculation of the quantum mechanical analogue of the abbreviated action, a quantum action function showing up in the generalised Bohr-Sommerfeld quantisation condition. We argue that all the perturbative corrections to the quantum momentum function are integrals defined on the same Riemann surface as the classical action. Following the same arguments as in the derivation of the Picard-Fuchs equation, we show that these quantum corrections, at all orders in , can be expressed through the action and its first few derivatives. Here the maximum number of derivatives is by one smaller than the degree of the Picard-Fuchs equation. We explicitly calculate the corrections of order 2 for the sextic double-well and Lamé potentials. As an independent check of our results, we compare those corrections to perturbative expansions of the generalised Bohr-Sommerfeld condition in Appendix D. We want to emphasize that calculating the corrections is equivalent to deriving the Picard-Fuchs equation, though it requires neither solving a differential equation nor finding boundary conditions. So we acquire a computationally simple method to calculate quantum corrections to the classical action. These permit to obtain improved approximations to the quantum energy levels.
Appendix A Basics of algebraic topology
The tools from algebraic topology, which we used to derive the Picard-Fuchs equation, can also serve many other purposes in physics. Therefore we introduce these basic concepts here (with the focus on complex manifolds), and show the derivation of the Picard-Fuchs equation -this time without referring to the classical action, which is just one of the possible applications of this concept.
In physics, one often has to deal with functions defined as integrals whose free parameter is the functions' argument:
In many such cases the integrals can only be evaluated analytically for specific values of the parameter. For this reason, special functions that are given by differential equations are commonly defined through their integral representation. This allows one to study the analytic properties of the function in various domains of the parameter's values.
In the majority of situations arising in quantum mechanics and quantum field theory, F (u) is not a well-studied special function. However, suppose that a differential equation obeyed by F (u) is known. Then, by matching the boundary conditions, one may be able to express F (u) through the basis of solutions of the differential equation, which are special functions with well-known properties. Additionally, a differential equation for F (u) is of more use than the integral form (70), when it is necessary to study the asymptotics of F (u). The Picard-Fuchs method implements this approach, constructing a differential equation for a known integral form. In a sense, this procedure is inverse to solving the differential equation.
We begin by extending the integrand in (70) to the complex plane, and considering integration along a closed contour (cycle). In physically relevant cases, ϕ(x, u) is not a globally defined analytic function. However, one can define a complex manifold M on which ϕ(x, u) is globally analytic -the Riemann surface of ϕ(x, u). The Picard-Fuchs approach to deriving a differential equation for the function F (u) is based on studying the global properties of M. Topologically, this manifold is equivalent to a multi-torus, whose number of holes is referred to as the genus g of the manifold. In distinction from the complex plane, on a multi-torus there exist cycles which cannot be continuously deformed to a point, namely those encircling a handle or a hole (see also Figure 1 ).
While in the complex plane the integrand ϕ(x, u) is a globally multi-valued function, it is locally single-valued almost everywhere. The exceptions are the branch points. Performing analytic continuation to the entire complex plane, one encounters the lines of discontinuity named branch cuts. These lines may be chosen arbitrarily, though must always connect pairs of branch points. Each of the multiple values of ϕ(x, u) defines a copy of the complex plane. Together, these multiple sheets form the Riemann surface of the function ϕ(x, u), whereon this function is analytic everywhere.
Typically, on a complex 1-dimensional manifold we make no distinction between cycles which can be continuously deformed into one another (i.e., are homotopically equivalent), since the integrals of any analytic functions along these cycles coincide. The reason is that any two such cycles differ by a cycle which is a boundary of some region K of the surface, along which an integral of any analytic function vanishes:
∀µ :
In other words, we consider only the equivalence classes of such cycles. This serves as a motivation for defining the first homology group H 1 (M) of the manifold, which is the group of equivalence classes of cycles modulo boundaries. The group operation is the merging of two cycles, while the inversion operation is changing the orientation of a cycle. For a complex 1-dimensional manifold of finite genus g, there exists a finite basis of cycles
where C 0 is an arbitrary cycle in M and a k are integers, while ∂K is the boundary of a closed region. Thereby, H 1 (M) is a Z-module, a structure similar to a vector space in which the scalars are taken from a ring instead of a field. The total number of independent cycles is N = 2g for a manifold without singularities, and N = 2g + s − 1 for a manifold with s punctured points. Similar is the situation with 1-forms defined on M. Integration of an exact form (a total derivative of an analytic function, df = ∂ x f (x) dx) over any cycle gives zero.
11 Accordingly, two 1-forms which differ by an exact 1-form are indistinguishable upon integration along any closed contour:
∀C 0 :
This defines an equivalence class of 1-forms, the first cohomology group H 1 (M). The said 10 By Stokes's theorem, the integral along the boundary cycle is equal to the area integral over its differential,
On a 1-dimensional manifold, the differential of any 1-form vanishes, dµ = 0.
11 This is again by Stokes' theorem,
f . When a contour is closed, its boundary is zero, ∂C = 0.
group is also a vector space over complex numbers. In it, one can define a basis {µ n } N n=1 :
where µ 0 is an arbitrary 1-form defined on M and df an exact 1-form. An important result from topology, whereon our further discussion will rely, is that for an oriented 1-dimensional complex manifold M (possibly with a finite number of punctured points) the dimensions of the first homology and first cohomology groups are equal:
In application to our problem, this relation implies that the number N of linearly independent cycles (modulo boundary) on a given differential complex manifold M is equal to the number of the linearly independent 1-forms (modulo an exact 1-form).
As a corollary, we can define the de Rham basis. For a basis of cycles
, there exists a basis of 1-forms {µ n } N n=1 such that
We are now in a position to describe the Picard-Fuchs method of constructing the differential equation for a function F (u) defined by (70). We start out with a key observation that taking a derivative of a 1-form λ(u) = ϕ(x, u) dx with respect to the parameter u does not lead us away from the manifold M. In other words, every differentiation produces another 1-form defined on the same manifold M. Calculating the first N derivatives of λ(u),
we obtain a set {λ k (u)} N k=0 of (N + 1) 1-forms (including the original form), of which at most N are linearly independent. Consequently, we can write
for a non-trivial set {α k } and an exact form df . Note that K must be less or equal to N , for the entire space of 1-forms is not necessarily spanned by the derivatives of λ(u). The examples in the main text visualise this effect. Upon integrating along the cycle C 0 in (70), the last equation turns into:
Hence the linear combination (80) turns into a differential equation for the function F (u), the Picard-Fuchs equation. In our paper, we use this equation to find the classical action s(u) which is obtained via integrating the classical momentum 1-form p(x, u) dx. This discussion suggests the following method of constructing a differential equation for the function F (u):
1. Investigate the global properties of the Riemann surface M, to determine the number N of linearly independent integration cycles, which is the same as the maximum number of linearly independent 1-forms available on M.
2. Evaluate the first N derivatives of the 1-form λ(u). Since integrating with respect to the coordinate x commutes with taking a derivative with respect to the parameter u on the RHS of (70), we conclude that
3. Analyse the global properties of the 1-form λ(u) and its derivatives, and determine whether all the basis 1-forms can be expressed in terms of those. If a basis contains L 1-forms that can not be expressed in terms of the derivatives, then K = N − L.
4. Construct a condition of these 1-forms' linear dependence. To this end, find such coefficients α k on the LHS of (80) that the expression on the RHS is a total derivative. Be mindful that the coefficients α k are allowed to depend on u but not on x:
5. Notice that, after being integrated over the contour C 0 , equation (83) turns into
which is the desired Picard-Fuchs equation for the function F (u).
Appendix B Generalised Bohr-Sommerfeld quantisation condition
Here we provide a squeezed inventory of the facts from Quantum Mechanics, which are used in our study. Our starting point is the Schrödinger equation in one dimension:
Performing the substitution
we observe that the function ς (x, E) ≡ ∂ x ς(x, E) satisfies the Riccati equation:
It ensues from this equation that in the limit of → 0 the function
satisfies the equation for the classical momentum. So it may be termed as the quantum momentum function (QMF). Accordingly, the equation (87) takes the form:
The quantisation condition, whence the n-th energy level is determined, is normally obtained from the requirement of single-valuedness of the function ψ(x). However, in [34] a more interesting option was proposed. It was based on the fact that the wave function corresponding to the n-th energy level has n zeros on the real axis, between the classical turning points (the latter points being the zeros of the classical momentum) [25] .
In these zeroes, the QMF has poles. Indeed, it trivially follows from (86) and (88) that
For analytic potentials, the pole of the function (x, E) is of the first order, and the residue at this pole is (−i ). Therefore, the integral of the QMF along the contour C R enclosing classical turning points is:
where the contour C R should be close enough to the real axis, in order to avoid containing the poles and branch cuts of (x, E), that are off the real axis. In the classical limit ( → 0), the series of poles inside C R coalesces into a branch cut of the classical momentum [35] . The function B(E) is sometimes referred to as the quantum action function (QAF) [35, 36] , and the equality (91) itself -as the generalised Bohr-Sommereld quantisation condition (GBS). The GBS is often employed as a starting point in studies of the spectra of quantum systems. It contains the same amount of information about the physical system as the original Schrödinger equation (85).
In the cases where the energy is sought in the form of an expansion over a small parameter, one typically distinguishes between the perturbative and non-perturbative kinds of contributions. From now on, we shall focus on the former kind. To do so, we shall employ the expansion of the QMF in the powers of (the WKB method):
Substituting (92) into the Riccati equation (89) gives a recursive relation
which allows us to express all the higher terms (92) through the classical momentum:
We define the k-th correction to the classical action as
The series expansion in powers of for the quantum action takes the form of
Next, we substitute the expansion (92) into (91) and obtain:
The zeroth and first terms in (97) render:
The constant arising from the first term is often referred to as Maslov index and can be calculated in various ways [25] . Importantly, it does not depend on the form of the potential well. After moving it to the RHS of (98), we arrive at the famous Bohr-Sommerfeld quantisation condition:
One may also proceed with calculating the higher-order terms on the LHS of (97). This will, for example, provide a way to generate the perturbative expansion in the cases where it exists. To this end, one will have to solve (97) for the energy, inverting the series term by term. When evaluating the integrals, one should take into account that all the odd terms in the expansion of the QMF, starting from k = 3, are total derivatives, so the corresponding integrals in (97) vanish.
Appendix C Classical action above the maximum
In this section, we calculate the classical action above the maximum at u = 0 for the sextic and Lamé potentials.
C.1 Above the local maximum in the sextic potential
Consider the classical action above the local maximum at u = 0. We use the same rescaled coordinates as those introduced in equation (10), so we work in the regime 0 < u < 1. Figure 10 shows the integration cycles for this case. We define the periods as 
For motion between the turning points F and G, the classical action is calculated by integration over the cycle C 3 . As before, we begin with investigating an auxiliary cycle C 2 which encloses the points B and C. Similarly to the previous case, this cycle shrinks to a point as u → 0. So, in this limit, the integral over this cycle approaches zero,s 2 (0) = 0, and is analytic in a vicinity of this point. Of the basis functions F k (u) defined by equation (17), only the functions F 1 (u) and F 2 (u) are analytic, while F 0 (u) and F 3 (u) are not. So the latter two functions cannot contribute tos(u), whence C 2,0 = C 2,3 = 0. To identify the other two coefficients, we again expand the integrand to the second order in u and perform a residue calculation for both terms. This yields:
Comparing this with the expansions of the two remaining basis solutions, F 1 (u) = u + O(u 3 ) and F 2 (u) = u 2 + O(u 4 ), we identify the coefficients as C 2,1 = 2πi 3 3/2 and C 2,2 = 0. The action Figure 10 : The integration cycles for 0 < E < −V min .
is, therefore,s
This action does not carry much physics with it, but we shall need this result at the next step of our calculation, as we turn tos 3 (u). Near u = 0, we perform a monodromy transformation similar to that in Figure 4 , u → ue 2πi . It transforms the cycle as C 3 → C 3 + 2 C 2 . With every such monodromy transformation, the actions 3 (u) obtains an additional contribution of 2s 2 (u), which allows us to write:s 3 (u) = Q 3 (u) + 2s
with the functionQ 3 (u) being analytic near u = 0. The only non-analyticity comes from F 3 (u), and we find the corresponding coefficient to be
Also, in the limit of u → 0 + the integral can be evaluated analytically:s 3 (0) = π 2 . Besides F 3 (u), the only function nonvanishing in u = 0 is F 0 (u). From F 3 (0) = πΓ 1 3 Γ 1 6 and F 0 (0) = 1, we obtain:
Lastly, we consider the behaviour near u = 1. In the sense of the structure of the branch cuts, this is not a special value for C 3 , so the resulting integrals 3 (u) is analytic in this point.
However, the two basis functions F 1 (u) and F 2 (u) have logarithmic non-analyticities. This means that they have to cancel, which yields a condition on the coefficients. We also can evaluate the integral analytically at u = 1:s 3 (1) = π. This gives a second constraint on the two remaining coefficients, which uniquely defines them as
The coefficients in equations (104-106) fully define the classical action above the local maximum of the double-well potential:
C.2 Above the local maximum in the periodic potential Figure 11 : The structure of the fundamental parallelogram for the classical momentum for the Lamé potential, for energies u > 0. The branch cut (red) runs in the imaginary direction and does not intersect the cycle C c (green) which runs along the real axis and corresponds to classical motion. This cycle is closed by periodicity.
Here we calculate the classical action for quasi-free motion in the periodic potential (28) . We write the periods as generic linear combinations of solutions (39) of the Picard-Fuchs equations
The relevant integration cycle is shown in Figure 11 . One full period of classical motion above the potential corresponds to moving once through the unit cell. Thence the classical action iss
Equation (108) contains three unknown constants D j which we need to determine from the properties of the action (109). To do so, we use:
We now consider the third condition. As u → 0 + , the integrands of the basis functions in equation (39) diverge logarithmically. Along with equation (114), we get the following equality for the divergent part:
At the same time, in the limit of u → 0 + , the derivative of the action becomes: 
We then expand the expression on the LHS around E = V min = − 1 48g 2 , and invert the series term by term, in order to find E(B, g). This renders: 
