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ABSTRACT
Given a social network G and a constant k, the influence maximiza-
tion problem asks for k nodes in G that (directly and indirectly)
influence the largest number of nodes under a pre-defined diffusion
model. This problem finds important applications in viral market-
ing, and has been extensively studied in the literature. Existing al-
gorithms for influence maximization, however, either trade approx-
imation guarantees for practical efficiency, or vice versa. In par-
ticular, among the algorithms that achieve constant factor approx-
imations under the prominent independent cascade (IC) model or
linear threshold (LT) model, none can handle a million-node graph
without incurring prohibitive overheads.
This paper presents TIM, an algorithm that aims to bridge the
theory and practice in influence maximization. On the theory side,
we show that TIM runs in O((k + ℓ)(n +m) log n/ε2) expected
time and returns a (1 − 1/e − ε)-approximate solution with at
least 1 − n−ℓ probability. The time complexity of TIM is near-
optimal under the IC model, as it is only a log n factor larger than
the Ω(m+ n) lower-bound established in previous work (for fixed
k, ℓ, and ε). Moreover, TIM supports the triggering model, which
is a general diffusion model that includes both IC and LT as spe-
cial cases. On the practice side, TIM incorporates novel heuristics
that significantly improve its empirical efficiency without compro-
mising its asymptotic performance. We experimentally evaluate
TIM with the largest datasets ever tested in the literature, and show
that it outperforms the state-of-the-art solutions (with approxima-
tion guarantees) by up to four orders of magnitude in terms of run-
ning time. In particular, when k = 50, ε = 0.2, and ℓ = 1,
TIM requires less than one hour on a commodity machine to pro-
cess a network with 41.6 million nodes and 1.4 billion edges. This
demonstrates that influence maximization algorithms can be made
practical while still offering strong theoretical guarantees.
Categories and Subject Descriptors
H.2.8 [Database Applications]: Data mining
General Terms
Algorithms, Theory, Experimentation
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1. INTRODUCTION
Let G be a social network, and M be a probabilistic model that
captures how the nodes in G may influence each other’s behavior.
Given G, M , and a small constant k, the influence maximization
problem asks for the k nodes in G that can (directly and indirectly)
influence the largest number of nodes. This problem finds impor-
tant applications in viral marketing [8,25], where a company selects
a few influential individuals in a social network and provides them
with incentives (e.g., free samples) to adopt a new product, hoping
that the product will be recursively recommended by each individ-
ual to his/her friends to create a large cascade of further adoptions.
Kempe et al. [17] are the first to formulate influence maximiza-
tion as a combinatorial optimization problem. They consider sev-
eral probabilistic cascade models from the sociology and market-
ing literature [13–15, 27], and present a general greedy approach
that yields (1 − 1/e − ε)-approximate solutions for all models
considered, where ε is a constant. This seminal work has moti-
vated a large body of research on influence maximization in the
past decade [2–7, 10, 16–19, 21, 28, 30, 31].
Kempe et al.’s greedy approach is well accepted for its simplic-
ity and effectiveness, but it is known to be computationally ex-
pensive. In particular, it has an Ω
(
kmn · poly (ε−1)) time com-
plexity [3] where n and m are the numbers of nodes and edges
in the social network, respectively. Empirically, it runs in days
even when n and m are merely a few thousands [6]. Such inef-
ficiency of Kempe et al.’s method has led to a plethora of algo-
rithms [5–7,10,16,19,21,30,31] that aim to reduce the computation
overhead of influence maximization. Those algorithms, however,
either trade performance guarantees for practical efficiency, or vice
versa. In particular, most algorithms rely on heuristics to efficiently
identify nodes with large influence, but they fail to achieve any ap-
proximation ratio under Kempe et al.’s cascade models; there are a
few exceptions [6,11,21] that retain the (1−1/e−ε)-approximation
guarantee, but they have the same time complexity with Kempe et
al.’s method and still cannot handle large networks.
Very recently, Borgs et al. [3] make a theoretical breakthrough
and present an O(kℓ2(m + n) log2 n/ε3) time algorithm1for in-
fluence maximization under the independent cascade (IC) model,
i.e., one of the prominent models from Kempe et al. [17]. Borgs et
al. show that their algorithm returns a (1 − 1/e − ε)-approximate
solution with at least 1− n−ℓ probability, and prove that it is near-
optimal since any other algorithm that provides the same approx-
imation guarantee and succeeds with at least a constant probabil-
ity must run in Ω(m + n) time [3]. Although Borgs et al.’s al-
gorithm significantly improves upon previous methods in terms of
asymptotic performance, its practical efficiency is rather unsatis-
factory, due to a large hidden constant factor in its time complexity.
In short, no existing influence maximization algorithm can scale
to million-node graphs while still providing non-trivial approxima-
tion guarantees (under Kempe et al.’s models [17]). Therefore, any
practitioner who conducts influence maximization on sizable social
networks can only resort to heuristics, even though the results thus
obtained could be arbitrarily worse than the optimal ones.
Our Contributions. This paper presents Two-phase Influence
Maximization (TIM), an algorithm that aims to bridge the theory
and practice in influence maximization. On the theory side, we
show that TIM returns a (1−1/e−ε)-approximate solution with at
least 1−n−ℓ probability, and it runs in O((k+ℓ)(m+n) log n/ε2)
expected time. The time complexity of TIM is near-optimal under
the IC model, as it is only a log n factor larger than the Ω(m+ n)
lower-bound established by Borgs et al. [3] (for fixed k, ℓ, and ε).
Moreover, TIM supports the triggering model [17], which is a gen-
eral cascade model that includes the IC model as a special case.
On the practice side, TIM incorporates novel heuristics that result
in up to 100-fold improvements of its computation efficiency, with-
out any compromise of theoretical assurances. We experimentally
evaluate TIM with a variety of social networks, and show that it out-
performs the state-of-the-art solutions (with approximation guaran-
tees) by up to four orders of magnitude in terms of running time.
In particular, when k = 50, ε ≥ 0.2, and ℓ = 1, TIM requires
less than one hour to process a network with 41.6 million nodes
and 1.4 billion edges. To our knowledge, this is the first result in
the literature that demonstrates efficient influence maximization on
a billion-edge graph.
In summary, our contributions are as follows:
1. We propose an influence maximization algorithm that runs
in near-linear expected time and returns (1 − 1/e − ε)-
approximate solutions (with a high probability) under the
triggering model.
2. We devise several optimization techniques that improve the
empirical performance of our algorithm by up to 100-fold.
3. We provide theoretical analysis on the state-of-the-art solu-
tions with approximation guarantees, and establish the supe-
riority of our algorithm in terms of asymptotic performance.
4. We experiment with the largest datasets ever used in the lit-
erature, and show that our algorithm can efficiently handle
graphs with more than a billion edges. This demonstrates
that influence maximization algorithms can be made practi-
cal while still offering strong theoretical guarantees.
2. PRELIMINARIES
In this section, we formally define the influence maximization
problem, and present an overview of Kempe et al. and Borgs et al.’s
solutions [3, 17]. For ease of exposition, we focus on the indepen-
dent cascade (IC) model [17] considered by Borgs et al. [3]. In
Section 4.2, we discuss how our solution can be extended to the
more general triggering model.
2.1 Problem Definition
Let G be a social network with a node set V and a directed edge
set E, with |V | = n and |E| = m. Assume that each directed edge
e in G is associated with a propagation probability p(e) ∈ [0, 1].
Given G, the independent cascade (IC) model considers a time-
stamped influence propagation process as follows:
1The time complexity of Borgs et al.’s algorithm is established as
O(ℓ2(m+n) log2 n/ε3) in [3], but our correspondence with Borg
et al. shows that it should be revised as O(kℓ2(m+n) log2 n/ε3),
due to a gap in the proof of Lemma 3.6 in [3].
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Figure 1: Social network G.
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Figure 2: Random graph g1.
1. At timestamp 1, we activate a selected set S of nodes in G,
while setting all other nodes inactive.
2. If a node u is first activated at timestamp i, then for each di-
rected edge e that points from u to an inactive node v (i.e., v
is an inactive outgoing neighbor of u), u has p(e) probability
to activate v at timestamp i + 1. After timestamp i + 1, u
cannot activate any node.
3. Once a node becomes activated, it remains activated in all
subsequent timestamps.
Let I(S) be the number of nodes that are activated when the above
process converges, i.e., when no more nodes can be activated. We
refer to S as the seed set, and I(S) as the spread of S. Intuitively,
the influence propagation process under the IC model mimics the
spread of an infectious disease: the seed set S is conceptually sim-
ilar to an initial set of infected individuals, while the activation of
a node by its neighbors is analogous to the transmission of the dis-
ease from one individual to another.
For example, consider a propagation process on the social net-
work G in Figure 1, with S = {v2} as the seed set. (The number
on each edge indicates the propagation probability of the edge.) At
timestamp 1, we activate v2, since it is only node in S. Then, at
timestamp 2, both v1 and v4 have 0.01 probability to be activated
by v2, as (i) they are both v2’s outgoing neighbors and (ii) the edges
from v2 to v1 and v4 have a propagation probability of 0.01. Sup-
pose that v2 activates v4 but not v1. After that, at timestamp 3,
v4 will activate v1 since the edge from v4 to v1 has a propagation
probability of 1. After that, the influence propagation process ter-
minates, since no other node can be activated. The total number of
nodes activated during the process is 3, and hence, I(S) = 3.
Given G and a constant k, the influence maximization problem
under the IC model asks for a size-k seed set S with the maximum
expected spread E [I(S)]. In other words, we seek a seed set that
can (directly and indirectly) activate the largest number of nodes in
expectation.
2.2 Kempe et al.’s Greedy Approach
In a nutshell, Kempe et al.’s approach [17] (referred to as Greedy
in the following) starts from an empty seed set S = ∅, and then
iteratively adds into S the node u that leads to the largest increase
in E [I(S)], until |S| = k. That is,
u = argmax
v∈V
(
E
[
I
(
S ∪ {v})]− E[I(S)]).
Greedy is conceptually simple, but it is non-trivial to implement
since the computation of E[I(S)] is #P-hard [5]. To address this
issue, Kempe et al. propose to estimate E[I(S)] to a reasonable
accuracy using a Monte Carlo method. To explain, suppose that we
flip a coin for each edge e in G, and remove the edge with 1− p(e)
probability. Let g be the resulting graph, and R(S) be the set of
nodes in g that are reachable from S. (We say that a node v in g is
reachable from S, if there exists a directed path in g that starts from
a node in S and ends at v.) Kempe et al. prove that the expected size
of R(S) equals E[I(S)]. Therefore, to estimate E[I(S)], we can
first generate multiple instances of g, then measure R(S) on each
instance, and finally take the average measurement as an estimation
of E[I(S)].
Assume that we take a large number r of measurements in the
estimation of each E[I(S)]. Then, with a high probability, Greedy
yields a (1 − 1/e − ε)-approximate solution under the IC model
[17], where ε is a constant that depends on both G and r [3, 18].
In general, Greedy achieves the same approximation ratio under
any cascade model where E[I(S)] is a submodular function of S
[18]. To our knowledge, however, there is no formal analysis in the
literature on how r should be set to achieve a given ε on G. Instead,
Kempe et al. suggest setting r = 10000, and most follow-up work
adopts similar choices of r. In Section 5, we provide a formal result
on the relationship between ε and r.
Although Greedy is general and effective, it incurs signifi-
cant computation overheads due to its O(kmnr) time complexity.
Specifically, it runs in k iterations, each of which requires estimat-
ing the expected spread of O(n) node sets. In addition, each es-
timation of expected spread takes measurements on r graphs, and
each measurement needs O(m) time. These lead to an O(kmnr)
total running time.
2.3 Borgs et al.’s Method
The main reason for Greedy’s inefficiency is that it requires es-
timating the expected spread of O(kn) node sets. Intuitively, most
of those O(kn) estimations are wasted since, in each iteration of
Greedy, we are only interested in the node set with the largest ex-
pected spread. Yet, such wastes of computation are difficult to
avoid under the framework of Greedy. To explain, consider the
first iteration of Greedy, where we are to identify a single node in
G with the maximum expected spread. Without prior knowledge
on the expected spread of each node, we would have to evaluate
E[I({v})] for each node v in G. In that case, the overhead of the
first iteration alone would be O(mnr).
Borgs et al. [3] avoid the limitation of Greedy and propose a
drastically different method for influence maximization under the
IC model. We refer to the method as Reverse Influence Sampling
(RIS). To explain how RIS works, we first introduce two concepts:
DEFINITION 1 (REVERSE REACHABLE SET). Let v be a
node in G, and g be a graph obtained by removing each edge e
in G with 1− p(e) probability. The reverse reachable (RR) set for
v in g is the set of nodes in g that can reach v. (That is, for each
node u in the RR set, there is a directed path from u to v in g.)
DEFINITION 2 (RANDOM RR SET). Let G be the distribu-
tion of g induced by the randomness in edge removals from G. A
random RR set is an RR set generated on an instance of g randomly
sampled from G, for a node selected uniformly at random from g.
By definition, if a node u appears in an RR set generated for a
node v, then u can reach v via a certain path in G. As such, u
should have a chance to activate v if we run an influence propaga-
tion process on G using {u} as the seed set. Borgs et al. show a
result that is consistent with the above observation: If an RR set
generated for v has ρ probability to overlap with a node set S, then
when we use S as the seed set to run an influence propagation pro-
cess on G, we have ρ probability to activate v (See Lemma 2).
Based on this result, Borgs et al.’s RIS algorithm runs in two steps
1. Generate a certain number of random RR sets from G.
2. Consider the maximum coverage problem [29] of selecting k
nodes to cover the maximum number of RR sets generated2.
Use the standard greedy algorithm [29] to derive a (1−1/e)-
approximate solution S∗k for the problem. Return S∗k as the
final result.
2We say that a node v covers a set of nodes S if and only if v ∈ S.
The rationale of RIS is as follows: If a node u appears in a large
number of RR sets, then it should have a high probability to ac-
tivate many nodes under the IC model; in that case, u’s expected
spread should be large. By the same reasoning, if a size-k node set
S∗k covers most RR sets, then S∗k is likely to have the maximum
expected spread among all size-k node sets in G. In that case, S∗k
should be a good solution to influence maximization. We illustrate
RIS with an example.
EXAMPLE 1. Consider that we invoke RIS on the social net-
work G in Figure 1, setting k = 1. RIS first generates a number of
random RR sets, each of which is pertinent to (i) a node sampled
uniformly at random from G and (ii) a random graph obtained by
removing each edge e in G with 1 − p(e) probability (see Defini-
tion 2). Assume that the first RR set R1 is pertinent to v1 and the
random graph g1 in Figure 2. Then, we have R1 = {v1, v4}, since
v1 and v4 are the only two nodes in g1 that can reach v1.
Suppose that, besides R1, RIS only constructs three other ran-
dom RR sets R2, R3, and R4, which are pertinent to three random
graphs g2, g3, and g4, respectively. For simplicity, assume that
(i) g2, g3, and g4 are identical to g1, and (ii) the node that RIS
samples from gi (i ∈ [2, 4]) is vi. Then, we have R2 = {v2},
R3 = {v3}, and R4 = {v4}. In that case, v4 is the node that
covers the most number of RR sets, since it appears in two RR sets
(i.e., R1 and R4), whereas any other node only covers one RR set.
Consequently, RIS returns S∗k = {v4} as the result. 
Compared with Greedy, RIS can be more efficient as it avoids
estimating the expected spreads of a large number of node sets.
That said, we need to carefully control the number of random RR
sets generated in Step 1 of RIS, so as to strike a balance between
efficiency and accuracy. Towards this end, Borgs et al. propose a
threshold-based approach: they allow RIS to keep generating RR
sets, until the total number of nodes and edges examined during the
generation process reaches a pre-defined threshold τ . They show
that when τ is set to Θ(k(m + n) log n/ε3), RIS runs in time lin-
ear to τ , and it returns a (1 − 1/e − ε)-approximate solution to
the influence maximization problem with at least a constant prob-
ability. They then provide an algorithm that amplifies the success
probability to at least 1−n−ℓ, by increasing τ by a factor of ℓ, and
repeating RIS for Ω(ℓ log n) times.
Despite of its near-linear time complexity, RIS still incurs signif-
icant computational overheads in practice, as we show in Section 7.
The reason can be intuitively explained as follows. Given that RIS
sets a threshold τ on the total cost of Step 1, the RR sets sampled
in Step 1 are correlated, due to which some nodes in G may ap-
pear in RR sets more frequently than normal3. In that case, even
if we identify a node set that covers the most number of RR sets,
it still may not be a good solution to the influence maximization
problem. Borgs et al. mitigate the effects of correlations by setting
τ to a large number. However, this not only results in the ε−3 term
in RIS’s time complexity, but also renders RIS’s practical efficiency
less than satisfactory.
3. PROPOSED SOLUTION
This section presents TIM, an influence maximization method
that borrows ideas from RIS but overcomes its limitations with a
3To demonstrate this phenomenon, imagine that we repeatedly
sample from a Bernoulli distribution with p = 0.5, until the sum
of samples reaches 1. It can be verified that our sample set has
1/2 probability to contain more 1 than 0, but only 1/4 probability
to contain more 0 than 1. In other words, 1 is the most frequent
number in the sample set with an abnormally high probability.
Notation Description
G, GT
a social network G, and its transpose GT constructed by
exchanging the starting and ending points of each edge
in G
n the number of nodes in G (resp. GT )
m the number of edges in G (resp. GT )
k the size of the seed set for influence maximization
p(e) the propagation probability of an edge e
I(S)
the spread of a node set S in an influence propagation
process on G (see Section 2.2)
w(R)
the number of edges in GT that starts from the nodes in
an RR set R (see Equation 1)
κ(R) see Equation 8
R the set of all RR sets generated in Algorithm 1
FR(S)
the fraction of RR sets in R that are covered by a node
set S
EPT the expected width of a random RR set
OPT the maximum I(S) for any size-k node set S
KPT a lower-bound of OPT established in Section 3.2
λ see Equation 4
Table 1: Frequently used notations.
novel algorithm design. At a high level, TIM consists of two phases
as follows:
1. Parameter Estimation. This phase computes a lower-bound
of the maximum expected spread among all size-k node sets,
and then uses the lower-bound to derive a parameter θ.
2. Node Selection. This phase samples θ random RR sets from
G, and then derives a size-k node set S∗k that covers a large
number of RR sets. After that, it returns S∗k as the final result.
The node selection phase of TIM is similar to RIS, except that it
samples a pre-decided number (i.e., θ) of random RR sets, instead
of using a threshold on computation cost to indirectly control the
number. This ensures that the RR sets generated by TIM are inde-
pendent (given θ), thus avoiding the correlation issue that plagues
RIS. Meanwhile, the derivation of θ in the parameter estimation
phase is non-trivial: As we shown in Section 3.1, θ needs to be
larger than a certain threshold to ensure the correctness of TIM, but
the threshold depends on the optimal result of influence maximiza-
tion, which is unknown. To address this challenge, we compute a
θ that is above the threshold but still small enough to ensure the
overall efficiency of TIM.
In what follows, we first elaborate the node selection phase of
TIM, and then detail the parameter estimation phase. For ease of
reference, Table 1 lists the notations frequently used. Unless other-
wise specified, all logarithms in this paper are to the base e.
3.1 Node Selection
Algorithm 1 presents the pseudo-code of TIM’s node selection
phase. Given G, k, and a constant θ, the algorithm first generates
θ random RR sets, and inserts them into a set R (Lines 1-2). The
subsequent part of the algorithm consists of k iterations (Lines 3-
7). In each iteration, the algorithm selects a node vj that covers the
largest number of RR sets inR, and then removes all those covered
RR sets from R. The k selected nodes are put into a set S∗k , which
is returned as the final result.
Implementation. Lines 6-10 in Algorithm 1 correspond to a stan-
dard greedy approach for a maximum coverage problem [29], i.e.,
Algorithm 1 NodeSelection (G, k, θ)
1: Initialize a set R = ∅.
2: Generate θ random RR sets and insert them into R.
3: Initialize a node set S∗
k
= ∅.
4: for j = 1 to k do
5: Identify the node vj that covers the most RR sets in R.
6: Add vj into S∗k .
7: Remove from R all RR sets that are covered by vj .
8: return S∗
k
the problem of selecting k nodes to cover the largest number of
node sets. It is known that this greedy approach returns (1− 1/e)-
approximate solutions, and has a linear-time implementation. For
brevity, we omit the description of the implementation and refer
interested readers to [3] for details.
Meanwhile, the generation of each RR set in Algorithm 1 is im-
plemented as a randomized breath-first search (BFS) on G. Given
a node v in G, we first create an empty queue, and then flip a coin
for each incoming edge e of v; with p(e) probability, we retrieve
the node u from which e starts, and we put u into the queue. Sub-
sequently, we iteratively extract the node v′ at the top of the queue,
and examine each incoming edge e′ of v; if e′ starts from an un-
visited node u′, we add u′ into the queue with p(e′) probability.
This iterative process terminates when the queue becomes empty.
Finally, we collect all nodes visited during the process (including
v), and use them to form an RR set.
Performance Bounds. We define the width of an RR set R, de-
noted as w(R), as the number of directed edges in G whose point
to the nodes in R. That is
w(R) =
∑
v∈R
(the indegree of v in G) . (1)
Observe that if an edge is examined in the generation of R, then
it must point to a node in R. Let EPT be the expected width
of a random RR set. It can be verified that Algorithm 1 runs in
O(θ · EPT ) time. In the following, we analyze how θ should be
set to minimize the expected running time while ensuring solution
quality. Our analysis frequently uses the Chernoff bounds [24]:
LEMMA 1. Let X be the sum of c i.i.d. random variables sam-
pled from a distribution on [0, 1] with a mean µ. For any δ > 0,
Pr
[
X − cµ ≥ δ · cµ
]
≤ exp
(
− δ
2
2 + δ
cµ
)
,
P r
[
X − cµ ≤ −δ · cµ
]
≤ exp
(
− δ
2
2
cµ
)
.
In addition, we utilize the following lemma from [3] that estab-
lishes the connection between RR sets and the influence propaga-
tion process on G:
LEMMA 2. Let S be a fixed set of nodes, and v be a fixed node.
Suppose that we generate an RR set R for v on a graph g that is
constructed from G by removing each edge e with 1− p(e) proba-
bility. Let ρ1 be the probability that S overlaps with R, and ρ2 be
the probability that S, when used as a seed set, can activate v in an
influence propagation process on G. Then, ρ1 = ρ2.
The proofs of all theorems, lemmas, and corollaries in Section 3
are included in the appendix.
Let R be the set of all RR sets generated in Algorithm 1. For
any node set S, let FR(S) be fraction of RR sets in R covered by
S. Then, based on Lemma 2, we can prove that the expected value
of n · FR(S) equals the expected spread of S in G:
COROLLARY 1. E[n · FR(S)] = E[I(S)].
Let OPT be the maximum expected spread of any size-k node
set in G. Using the Chernoff bounds, we show that n ·FR(S) is an
accurate estimator of any node set S’s expected spread, when θ is
sufficiently large:
LEMMA 3. Suppose that θ satisfies
θ ≥ (8 + 2ε)n · ℓ log n+ log
(
n
k
)
+ log 2
OPT · ε2 . (2)
Then, for any set S of at most k nodes, the following inequality
holds with at least 1− n−ℓ/(n
k
)
probability:∣∣∣n · FR(S)− E[I(S)]∣∣∣ < ε
2
· OPT. (3)
Based on Lemma 3, we prove that when Equation 2 holds, Al-
gorithm 1 returns a (1− 1/e − ε)-approximate solution with high
probability:
THEOREM 1. Given a θ that satisfies Equation 2, Algorithm 1
returns a (1−1/e− ε)-approximate solution with at least 1−n−ℓ
probability.
Notice that it is difficult to set θ directly based on Equation 2,
since OPT is unknown. We address this issue in Section 3.2, by
presenting an algorithm that returns a θ which not only satisfies
Equation 2, but also leads to an O((k + ℓ)(m + n) log n/ε2) ex-
pected time complexity for Algorithm 1. For simplicity, we define
λ = (8 + 2ε)n · (ℓ log n+ log (n
k
)
+ log 2
) · ε−2, (4)
and we rewrite Equation 2 as
θ ≥ λ/OPT. (5)
3.2 Parameter Estimation
Recall that the expected time complexity of Algorithm 1 is
O(θ ·EPT ), where EPT is the expected number of coin tosses
required to generate an RR set for a randomly selected node in G.
Our objective is to identify an θ that makes θ · EPT reasonably
small, while still ensuring θ ≥ λ/OPT . Towards this end, we first
define a probability distribution V∗ over the nodes in G, such that
the probability mass for each node is proportional to its in-degree
in G. Let v∗ be a random variable following V∗. We have the
following lemma:
LEMMA 4. n
m
EPT = E[I({v∗})], where the expectation of
I({v∗}) is taken over the randomness in v∗ and the influence prop-
agation process.
In other words, if we randomly sample a node from V∗ and calcu-
late its expected spread s, then on average we have s = n
m
EPT .
This implies that n
m
EPT ≤ OPT , since OPT equals the maxi-
mum expected spread of any size-k node set.
Suppose that we are able to identify a number t such that t =
Ω( n
m
EPT ) and t ≤ OPT . Then, by setting θ = λ/t, we can
guarantee that Algorithm 1 is correct and has an expected time
complexity of
O(θ ·EPT ) = O
(m
n
λ
)
= O
(
(k + ℓ)(m+ n) log n/ε2
)
. (6)
Choices of t. An intuitive choice of t is t = n
m
EPT , since (i) both
n and m are known and (ii) EPT can be estimated by measur-
ing the average width of RR sets. However, we observe that when
k ≫ 1, t = n
m
EPT renders θ = λ/t unnecessarily large, which
Algorithm 2 KptEstimation (G, k)
1: for i = 1 to log2 n− 1 do
2: Let ci = (6ℓ logn+ 6 log(log2 n)) · 2i.
3: Let sum = 0.
4: for j = 1 to ci do
5: Generate a random RR set R.
6: κ(R) = 1−
(
1− w(R)
m
)k
7: sum = sum+ κ(R).
8: if sum/ci > 1/2i then
9: return KPT ∗ = n · sum/(2 · ci)
10: return KPT ∗ = 1
in turn leads to inferior efficiency. To explain, recall that n
m
EPT
equals the mean of the expected spread of a node v∗ sampled from
V∗, and hence, it is independent of k. In contrast, OPT increases
monotonically with k. Therefore, the difference between n
m
EPT
and OPT increases with k, which makes t = n
m
EPT an unfavor-
able choice of t when k is large. To tackle this problem, we replace
n
m
EPT with a closer approximation of OPT that increases with
k, as explained in the following.
Suppose that we take k samples from V∗, and use them to form
a node set S∗. (Note that S∗ may contain fewer than k nodes due
to the elimination of duplicate samples.) Let KPT be the mean
of the expected spread of S∗ (over the randomness in S∗ and the
influence propagation process). It can be verified that
n
m
EPT ≤ KPT ≤ OPT , (7)
and that KPT increases with k. We also have the following
lemma:
LEMMA 5. Let R be a random RR set and w(R) be the width
of R. Define
κ(R) = 1−
(
1− w(R)
m
)k
. (8)
Then, KPT = n · E [κ(R)], where the expectation is taken over
the random choices of R.
By Lemma 5, we can estimate KPT by first measuring n ·κ(R)
on a set of random RR sets, and then taking the average of the mea-
surements. But how many measurements should we taken? By
the Chernoff bounds, if we are to obtain an estimate of KPT with
δ ∈ (0, 1) relative error with at least 1 − n−ℓ probability, then
the number of measurements should be Ω(ℓn log n · δ−2/KPT ).
In other words, the number of measurements required depends on
KPT , whereas KPT is exactly the subject being measured. We
resolve this dilemma with an adaptive sampling approach that dy-
namically adjusts the number of measurements based on the ob-
served samples of RR sets.
Estimation of KPT . Algorithm 2 presents our sampling ap-
proach for estimating KPT . The high level idea of the algorithm
is as follows. We first generate a relatively small number of RR
sets, and use them to derive an estimation of KPT with a bounded
absolute error. If the estimated value of KPT is much larger than
the error bound, we infer that the estimation is accurate enough,
and we terminate the algorithm. On the other hand, if the estimated
value of KPT is not large compared with the error bound, then we
generate more RR sets to obtain a new estimation of KPT with a
reduced absolute error. After that, we re-evaluate the accuracy of
our estimation, and if necessary, we further increase the number of
RR sets, until a precise estimation of KPT is computed.
More specifically, Algorithm 2 runs in at most log2 n − 1 iter-
ations. In the i-th iteration, it samples ci RR sets from G (Lines
2-7), where
ci =
(
6ℓ log n+ 6 log (log2 n)
) · 2i. (9)
Then, it measures κ(R) on each RR set R, and computes the av-
erage value of κ(R). Our choice of ci ensures that if this average
value is larger than 2−i, then with a high probability, E[κ(R)] is
at least half of the average value; in that case, the algorithm ter-
minates by returning a KPT ∗ that equals the average value times
n/2 (Lines 8-9). Meanwhile, if the average value is no more than
2−i, then the algorithm proceeds to the (i+ 1)-th iteration.
On the other hand, if the average value is smaller than 2−i in all
log2 n−1 iterations, then the algorithm returns KPT ∗ = 1, which
equals the smallest possible KPT (since each node in the seed
set can always activate itself). As we show shortly, E[ 1
KPT∗
] =
O( 1
KPT
), and KPT ∗ ∈ [KPT/4, OPT ] holds with a high prob-
ability. Hence, setting θ = λ/KPT ∗ ensures that Algorithm 1 is
correct and achieves the expected time complexity in Equation 6.
Theoretical Analysis. Although Algorithm 2 is conceptually sim-
ple, proving its correctness and effectiveness is non-trivial as it re-
quires a careful analysis of the algorithm’s behavior in each iter-
ation. In what follows, we present a few supporting lemmas, and
then use them to establish Algorithm 2’s performance guarantees.
Let K be the distribution of κ(R) over random RR sets in G.
Then, K has a domain [0, 1]. Let µ = KPT/n, and si be the sum
of ci i.i.d. samples from K, where ci is as defined in Equation 9.
By the Chernoff bounds, we have the following result:
LEMMA 6. If µ ≤ 2−j , then for any i ∈ [1, j − 1],
Pr
[
si
ci
>
1
2i
]
<
1
nℓ · log2 n
.
By Lemma 6, if KPT ≤ 2−j , then Algorithm 2 is very unlikely
to terminate in any of the first j − 1 iterations. This prevents the
algorithm from outputting a KPT ∗ too much larger than KPT .
LEMMA 7. If µ ≥ 2−j , then for any i ≥ j + 1,
Pr
[
si
ci
>
1
2i
]
> 1− n−ℓ·2i−j−1/ log2 n.
By Lemma 7, if KPT ≤ 2−j and Algorithm 2 happens to enter
its i > j + 1 iteration, then it will almost surely terminate in the
i-th iteration. This ensures that the algorithm would not output a
KPT ∗ that is considerably smaller than KPT .
Based on Lemmas 6 and 7, we prove the following theorem on
the accuracy and expected time complexity of Algorithm 2:
THEOREM 2. When n ≥ 2 and ℓ ≥ 1/2, Algorithm 2 re-
turns KPT ∗ ∈ [KPT/4, OPT ] with at least 1 − n−ℓ proba-
bility, and runs in O(ℓ(m+ n) log n) expected time. Furthermore,
E
[
1
KPT∗
]
< 12
KPT
.
3.3 Putting It Together
In summary, our TIM algorithm works as follows. Given G, k,
and two parameters ε and ℓ, TIM first feeds G and k as input to
Algorithm 2, and obtains a number KPT ∗ in return. After that,
TIM computes θ = λ/KPT ∗, where λ is as defined in Equation 4
and is a function of k, ℓ, n, and ε. Finally, TIM gives G, k, and
θ as input to Algorithm 1, whose output S∗k is the final result of
influence maximization.
By Theorems 1 and 2, Equation 6, and the union bound, TIM
runs in O((k + ℓ)(m + n) log n/ε2) expected time, and returns
a (1− 1/e − ε)-approximate solution with at least 1 − 2 · n−ℓ
Algorithm 3 RefineKPT (G, k, KPT ∗, ε′)
1: Let R′ be the set of all RR sets generated in the last iteration of Algo-
rithm 2.
2: Initialize a node set S′
k
= ∅.
3: for j = 1 to k do
4: Identify the node vj that covers the most RR sets in R′.
5: Add vj into S′k .6: Remove from R′ all RR sets that are covered by vj .
7: Let λ′ = (2 + ε′)ℓn logn · (ε′)−2.
8: Let θ′ = λ′/KPT ∗.
9: Generate θ′ random RR sets; put them into a set R′′.
10: Let f be the fraction of the RR sets in R′′ that is covered by S′
k
.
11: Let KPT ′ = f · n/(1 + ε′)
12: return KPT+ = max{KPT ′,KPT ∗}
probability. This success probability can easily increased to 1 −
n−ℓ, by scaling ℓ up by a factor of 1 + log 2/ log n. Finally, we
note that the time complexity of TIM is near-optimal under the IC
model, as it is only a log n factor larger than the Ω(m+ n) lower-
bound proved by Borgs et al. [3] (for fixed k, ℓ, and ε).
4. EXTENSIONS
In this section, we present a heuristic method for improving
the practical performance of TIM (without affecting its asymptotic
guarantees), and extend TIM to an influence propagation model
more general than the IC model.
4.1 Improved Parameter Estimation
The efficiency of TIM highly depends on the output KPT ∗ of
Algorithm 2. If KPT ∗ is close to OPT , then θ = λ/KPT ∗
is small; in that case, Algorithm 1 only needs to generate a rela-
tively small number of RR sets, thus reducing computation over-
heads. However, we observe that KPT ∗ is often much smaller
than OPT on real datasets, which severely degrades the efficiency
of Algorithm 1 and the overall performance of TIM.
Our solution to the above problem is to add an intermediate
step between Algorithms 1 and 2 to refine KPT ∗ into a (poten-
tially) much tighter lower-bound of OPT . Algorithm 3 shows the
pseudo-code of the intermediate step. The algorithm first retrieves
the set R′ of all RR sets created in the last iteration of Algorithm 2,
i.e., the RR sets that from which KPT ∗ is computed. Then, it in-
vokes the greedy approach (for the maximum coverage problem)
on R′, and obtains a size-k node set S′k that covers a large number
of RR sets in R′ (Lines 2-6 in Algorithm 3).
Intuitively, S′k should have a large expected spread, and thus, if
we can estimate E[I(S′k)] to a reasonable accuracy, then we may
use the estimation to derive a good lower-bound for OPT . To-
wards this end, Algorithm 3 generates a number θ′ of random RR
sets, and examine the fraction f of RR sets that are covered by S′k
(Lines 7-10). By Corollary 1, f · n is an unbiased estimation of
E[I(S′k)]. We set θ′ to a reasonably large number to ensure that
f ·n < (1+ε′) ·E[I(S′k)] occurs with at most 1−n−ℓ probability.
Based on this, Algorithm 3 computes KPT ′ = f · n/(1 + ε′),
which scales f · n down by a factor of 1 + ε′ to ensure that
KPT ′ ≤ E[I(S′k)] ≤ OPT . The final output of Algorithm 3
is KPT+ = max{KPT ′,KPT ∗}, i.e., we choose the larger one
between KPT ′ and KPT ∗ as the new lower-bound forOPT . The
following lemma shows the theoretical guarantees of Algorithm 3:
LEMMA 8. Given that E[ 1
KPT∗
] < 12
EPT
, Algorithm 3 runs
in O(ℓ(m + n) log n/(ε′)2) expected time. In addition, it returns
KPT+ ∈ [KPT ∗, OPT ] with at least 1 − n−ℓ probability, if
KPT ∗ ∈ [KPT/4, OPT ].
Note that the time complexity of Algorithm 3 is smaller than that
of Algorithm 1 by a factor of k, since the former only needs to
accurately estimate the expected spread of one node set (i.e., S′k),
whereas the latter needs to ensure accurate estimations for
(
n
k
)
node
sets simultaneously.
We integrate Algorithm 3 into TIM and obtain an improved so-
lution (referred to as TIM+) as follows. Given G, k, ε, and ℓ, we
first invoke Algorithm 2 to derive KPT ∗. After that, we feed G,
k, KPT ∗, and a parameter ε′ to Algorithm 3, and obtain KPT+
in return. Then, we compute θ = λ/KPT+. Finally, we run Al-
gorithm 1 with G, k, and θ as the input, and get the final result of
influence maximization. It can be verified that when ε′ ≥ ε/√k,
TIM+ has the same time complexity with TIM, and it returns a
(1−1/e−ε)-approximate solution with at least 1−3n−ℓ probabil-
ity. The success probability can be raised to 1− n−ℓ by increasing
ℓ by a factor of 1 + log 3/ log n.
Finally, we discuss the choice of ε′. Ideally, we should set ε′
to a value that minimizes the total number β of RR sets generated
in Algorithms 1 and 3. However, β is difficult to estimate as it
depends on unknown variables such as KPT ∗ and KPT+. In our
implementation of TIM+, we set
ε′ = 5 · 3
√
ℓ · ε2/(k + ℓ)
for any ε ≤ 1. This is obtained by using a function of ε′ to roughly
approximate β, and then taking the minimizer of the function.
4.2 Generalization to the Triggering Model
The triggering model [17] is a influence propagation model that
generalizes the IC model. It assumes that each node v is associ-
ated with a triggering distribution T (v) over the power set of v’s
incoming neighbors, i.e., each sample from T (v) is a subset of the
nodes that has an outgoing edge to v.
Given a seed set S, an influence propagation process under the
triggering model works as follows. First, for each node v, we take a
sample from T (v), and define the sample as the triggering set of v.
After that, at timestamp 1, we activate the nodes in S. Then, at sub-
sequent timestamp i, if an activated node appears in the triggering
set of an inactive node v, then v becomes activated at timestamp
i+1. The propagation process terminates when no more nodes can
be activated.
The influence maximization problem under the triggering model
asks for a size-k seed set S that can activate the largest number
of nodes in expectation. To understand why the triggering model
captures the IC model as a special case, consider that we assign a
triggering distribution to each node v, such that each of v’s incom-
ing neighbors independently appears in v’s trigger set with p(e)
probability, where e is the edge that goes from the neighbor to v. It
can be verified that influence maximization under this distribution
is equivalent to that under the IC model.
Interestingly, our solutions can be easily extended to support the
triggering model. To explain, observe that Algorithms 1, 2, and 3
do not rely on anything specific to the IC model, except that they
require a subroutine to generate random RR sets, whereas RR sets
are defined under the IC model only. To address this issue, we re-
vise the definition of RR sets to accommodate the triggering model,
as explained in the following.
Suppose that we generate random graphs g from G, by first sam-
pling a node set T for each node v from its triggering distribution
T (v), and then removing any outgoing edge of v that does not point
to a node in T . Let G be the distribution of g induced by the random
choices of triggering sets. We refer to G as the triggering graph dis-
tribution for G. For any given node u and a graph g sampled from
G, we define the reverse reachable (RR) set for u in g as the set of
nodes that can reach u in g. In addition, we define a random RR
set as one that is generated on an instance of g randomly sampled
from G, for a node selected from g uniformly at random.
To construct random RR sets defined above, we employ a ran-
domized BFS algorithm as follows. Let v be a randomly selected
node. Given v, we first take a sample T from v’s triggering distribu-
tion T (v), and then put all nodes in T into a queue. After that, we
iteratively extract the node at the top of the queue; for each node u
extracted, we sample a set T ′ from u’s triggering distribution, and
we insert any unvisited node in T ′ into the queue. When the queue
becomes empty, we terminate the process, and form a random RR
set with the nodes visited during the process. The expected cost of
the whole process is O(EPT ), where EPT denotes the expected
number of edges in G that point to the nodes in a random RR set.
This expected time complexity is the same as that of the algorithm
for generating random RR sets under the IC model.
By incorporating the above BFS approach into Algorithms 1, 2,
and 3, our solutions can readily support the triggering model. Our
next step is to show that the revised solution retains the perfor-
mance guarantees of TIM and TIM+. For this purpose, we first
present an extended version of Lemma 2 for the triggering model.
(The proof of the lemma is almost identical to that of Lemma 2.)
LEMMA 9. Let S be a fixed set of nodes, v be a fixed node,
and G be the triggering graph distribution for G. Suppose that we
generate an RR set R for v on a graph g sampled from G. Let ρ1 be
the probability that S overlaps with R, and ρ2 be the probability
that S (as a seed set) can activate v in an influence propagation
process on G under the triggering model. Then, ρ1 = ρ2.
Next, we note that all of our theoretical analysis of TIM and
TIM+ is based on the Chernoff bounds and Lemma 2, without re-
lying on any other results specific to the IC model. Therefore, once
we establish Lemma 9, it is straightforward to combine it with the
Chernoff bounds to show that, under the triggering model, both
TIM and TIM+ provide the same performance guarantees as in the
case of the IC model. Thus, we have the following theorem:
THEOREM 3. Under the triggering model, TIM (resp. TIM+)
runs in O((k + ℓ)(m + n) log n/ε2) expected time, and returns
a (1− 1/e − ε)-approximate solution with at least 1 − 2 · n−ℓ
probability (resp. 1− 3 · n−ℓ probability).
5. THEORETICAL COMPARISONS
Comparison with RIS. Borgs et al. [3] show that, under the IC
model, RIS can derive a (1−1/e−ε)-approximate solution for the
influence maximization problem, with O(kℓ2(m+ n) log2 n/ε3)
running time and at least 1 − n−ℓ success probability. The time
complexity of RIS is larger than the expected time complexity of
TIM and TIM+ by a factor of ℓ log n/ε. Therefore, both TIM and
TIM+ are superior to RIS in terms of asymptotic performance.
Comparison with Greedy. As mentioned in Section 2.2, Greedy
runs inO(kmnr) time, where r is the number of Monte Carlo sam-
ples used to estimate the expected spread of each node set. Kempe
et al. do not provide a formal result on how r should be set to
achieve a (1 − 1/e − ε)-approximation ratio; instead, they only
point out that when each estimation of expected spread has ε re-
lated error, Greedy returns a (1 − 1/e − ε′)-approximate solution
for a certain ε′ [18].
We present a more detailed characterization on the relationship
between r and Greedy’s approximation ratio:
Name n m Type Average degree
NetHEPT 15K 31K undirected 4.1
Epinions 76K 509K directed 13.4
DBLP 655K 2M undirected 6.1
LiveJournal 4.8M 69M directed 28.5
Twitter 41.6M 1.5G directed 70.5
Table 2: Dataset characteristics.
LEMMA 10. Greedy returns a (1 − 1/e − ε)-approximate so-
lution with at least 1− n−ℓ probability, if
r ≥ (8k2 + 2kε) · n · (ℓ+ 1) log n+ log k
ε2 ·OPT . (10)
Assume that we know OPT in advance and set r to the
smallest value satisfying the above inequality, in Greedy’s
favor. In that case, the time complexity of Greedy is
O(k3ℓmn2ε−2 log n/OPT ). Given that OPT ≤ n, this com-
plexity is much worse than the expected time complexity of TIM
and TIM+.
6. ADDITIONAL RELATED WORK
There has been a large body of literature on influence maximiza-
tion over the past decade (see [2–7, 10, 16–19, 21, 28, 30, 31] and
the references therein). Besides Greedy [17] and RIS [3], the work
most related to ours is by Leskovec et al. [21], Chen et al. [6], and
Goyal et al. [11]. In particular, Leskovec et al. [21] propose an
algorithmic optimization of Greedy that avoids evaluating the ex-
pected spreads of a large number of node sets. This optimization
reduces the computation cost of Greedy by up to 700-fold, with-
out affecting its approximation guarantees. Subsequently, Chen et
al. [6] and Goyal et al. [11] further enhance Leskovec et al.’s ap-
proach, and achieve up to 50% additional improvements in terms
of efficiency.
Meanwhile, there also exist a plethora of algorithms [5–7, 10,
16, 19, 30, 31] that rely on heuristics to efficiently derive solutions
for influence maximization. For example, Chen et al. [5] propose
to reduce computation costs by omitting the social network paths
with low propagation probabilities; Wang et al. [31] propose to di-
vide the social network into smaller communities, and then iden-
tify influential nodes from each community individually; Goyal et
al. [12] propose to estimate the expected spread of each node set
S only based on the nodes that are close to S. In general, existing
heuristic solutions are shown to be much more efficient than Greedy
(and its aforementioned variants [6, 11, 21]), but they fail to retain
the (1 − 1/e − ε)-approximation ratio. As a consequence, they
tend to produce less accurate results, as shown in the experiments
in [5–7, 10, 16, 19, 30, 31].
Considerable research has also been done to extend Kempe et
al.’s formulation of influence maximization [17] to various new set-
tings, e.g., when the influence propagation process follows a differ-
ent model [10, 22], when there are multiple parties that compete
with each other for social influence [2, 23], or when the influence
propagation process terminates at a predefined timestamp [4]. The
solutions derived for those scenarios are inapplicable under our set-
ting, due to the differences in problem formulations. Finally, there
is recent research on learning the parameters of influence propaga-
tion model (e.g., the propagation probability on each edge) from
observed data [9, 20, 26]. This line of research complements (and
is orthogonal to) the existing studies on influence maximization.
7. EXPERIMENTS
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Figure 3: Computation time vs. k on NetHEPT.
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Figure 4: Breakdown of computation time on NetHEPT.
This section experimentally evaluates TIM and TIM+. Our ex-
periments are conducted on a machine with an Intel Xeon 2.4GHz
CPU and 48GB memory, running 64bit Ubuntu 13.10. All algo-
rithms tested are implemented in C++ and compiled with g++ 4.8.1.
7.1 Experimental Settings
Datasets. Table 2 shows the datasets used in our experiments.
Among them, NetHEPT, Epinions, DBLP, and LiveJournal are
benchmarks in the literature of influence maximization [19]. Mean-
while, Twitter contains a social network crawled from Twitter.com
in July 2009, and it is publicly available from [1]. Note that Twitter
is significantly larger than the other four datasets.
Propagation Models. We consider two influence propagation
models, namely, the IC model (see Section 2.1) and the linear
threshold (LT) model [17]. Specifically, the LT model is a spe-
cial case of the triggering model, such that for each node v, any
sample from v’s triggering distribution T (v) is either ∅ or a sin-
gleton containing an incoming neighbor of v. Following previous
work [7], we construct T (v) for each node v, by first assigning a
random probability in [0, 1] to each of v’s incoming neighbors, and
then normalizing the probabilities so that they sum up to 1. As for
the IC model, we set the propagation probability of each edge e as
follows: we first identify the node v that e points to, and then set
p(e) = 1/i, where i denotes the in-degree of v. This setting of
p(e) is widely adopted in prior work [5, 10, 16, 30].
Algorithms. We compare our solutions with four methods, namely,
RIS [3], CELF++ [11], IRIE [16], and SIMPATH [12]. In particu-
lar, CELF++ is a state-of-the-art variant of Greedy that consider-
ably improves the efficiency of Greedy without affecting its theo-
retical guarantees, while IRIE and SIMPATH are the most advanced
heuristic methods under the IC and LT models, respectively. We
adopt the C++ implementations of CELF++, IRIE, and SIMPATH
made available by their inventors, and we implement RIS and our
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Figure 5: Expected spreads, KPT ∗, and KPT+ on NetHEPT.
solutions in C++. Note that RIS is designed under the IC model
only, but we incorporate the techniques in Section 4.2 into RIS and
extend it to the LT model.
Parameters. Unless otherwise specified, we set ε = 0.1 and k =
50 in our experiments. For RIS and our solutions, we set ℓ in a way
that ensures a success probability of 1 − 1/n. For CELF++, we
set the number of Monte Carlo steps to r = 10000, following the
standard practice in the literature. Note that this choice of r is to
the advantage of CELF++ because, by Lemma 10, the value of r
required in our experiments is always larger than 10000. In each of
our experiments, we repeat each method three times and report the
average result.
7.2 Comparison with CELF++ and RIS
Our first set of experiments compares our solutions with
CELF++ and RIS, i.e., the state of the arts among the solutions
that provide non-trivial approximation guarantees.
Results on NetHEPT. Figure 3 shows the computation cost of
each method on the NetHEPT dataset, varying k from 1 to 50. Ob-
serve that TIM+ consistently outperforms TIM, while TIM is up to
two orders of magnitude faster than CELF++ and RIS. In particu-
lar, when k = 50, CELF++ requires more than an hour to return
a solution, whereas TIM+ terminates within ten seconds. These
results are consistent with our theoretical analysis (in Section 5)
that Greedy’s time complexity is much higher than those of TIM
and TIM+. On the other hand, RIS is the slowest method in all
cases despite of its near-linear time complexity, because of the ε−3
term and the large hidden constant factor in its performance bound.
One may improve the empirical efficiency of RIS by reducing the
threshold τ on its running time (see Section 2.3), but in that case,
the worst-case quality guarantee of RIS is not necessarily retained.
The computation overheads of RIS and CELF++ increase with
k, because (i) RIS’s threshold τ on running time is linear to k, while
(ii) a larger k requires CELF++ to evaluate the expected spread of
an increased number of node sets. Surprisingly, when k increases,
the running time of TIM and TIM+ tends to decrease. To under-
stand this, we show, in Figure 4, a breakdown of TIM and TIM+’s
computation overheads under the IC model. Evidently, both al-
gorithms’ overheads are mainly incurred by Algorithm 1, i.e., the
node selection phase. Meanwhile, the computation cost of Algo-
rithm 1 is mostly decided by the number θ of RR sets that it needs to
generate. For TIM, we have θ = λ/KPT ∗, where λ is as defined
in Equation 4, and KPT ∗ is a lower-bound of OPT produced by
Algorithm 2. Both λ and KPT ∗ increase with k, and it happens
that, on NetHEPT, the increase of KPT ∗ is more pronounced than
that of λ, which leads to the decrease in TIM’s running time. Sim-
ilar observations can be made on TIM+ and on the case of the LT
model.
From Figure 4, we can also observe that the computation cost of
Algorithm 3 (i.e, the intermediate step) is negligible compared with
the total cost of TIM+. Yet, Algorithm 3 is so effective that it re-
duces TIM+’s running time to at most 1/3 of TIM’s. This indicates
that Algorithm 3 returns a much tighter lower-bound of OPT than
Algorithm 2 (i.e., the parameter estimation phase) does. To sup-
port this argument, Figure 5 illustrates the lower-bounds KPT ∗
and KPT+ produced by Algorithms 2 and 3, respectively. Ob-
serve that KPT+ is at least three times KPT ∗ in all cases, which
is consistent with TIM+’s 3-fold efficiency improvement over TIM.
In addition, Figure 5 also shows the expected spreads of the node
sets selected by each method on NetHEPT. (We estimate the ex-
pected spread of a node set by taking the average of 105 Monte
Carlo measurements.) There is no significant difference among the
expected spreads pertinent to different methods.
Results on Large Datasets. Next, we experiment with the four
larger datasets, i.e., Epinion, DBLP, LiveJournal, and Twitter.
As RIS and CELF++ incur prohibitive overheads on those four
datasets, we omit them from the experiments. Figure 6 shows the
running time of TIM and TIM+ on each dataset. Observe that TIM+
outperforms TIM in all cases, by up to two orders of magnitude in
terms of running time. Furthermore, even in the most adversarial
case when k = 1, TIM+ terminates within four hours under both
the IC and LT models. (TIM is omitted from Figure 6d due to its
excessive computation cost on Twitter.)
Interestingly, both TIM and TIM+ are more efficient under the
LT model than the IC model. This is caused by the fact that we
use different methods to generate RR sets under the two models.
Specifically, under the IC model, we construct each RR set with a
randomized BFS on G; for each incoming edge that we encounter
during the BFS, we need to generate a random number to decide
whether the edge should be ignored. In contrast, when we perform
a randomized BFS on G to create an RR set under the LT model,
we generate a random number x for each node v that we visit, and
we use x to pick an incoming edge of v to traverse. In other words,
the number of random numbers required under the IC (resp. LT)
model is proportional to the number of edges (resp. nodes) exam-
ined. Given that each of our datasets contains much more edges
than nodes, it is not surprising that our solutions perform better un-
der the LT model.
Finally, Figure 7 shows the running time of TIM and TIM+ as
a function of ε. The performance of both algorithms significantly
improves with the increase of ε, since a larger ε leads to a less
stringent requirement on the number of RR sets. In particular, when
ε ≥ 0.2, TIM+ requires less than 1 hour to process Twitter under
both the IC and LT models.
7.3 Comparison with IRIE and SIMPATH
Our second set of experiments compares TIM+ with IRIE [16]
and SIMPATH [12], namely, the state-of-the-art heuristic meth-
ods under the IC and LT models, respectively. (We omit TIM as
it performs consistently worse than TIM+.) Both IRIE and SIM-
PATH have two internal parameters that control the trade-off be-
tween computation cost and result accuracy. In our experiments, we
set those parameters according to the recommendations in [12,16].
Specifically, we set IRIE parameters α and θ to 0.7 and 1/320,
respectively, and SIMPATH’s parameters η and ℓ to 10−3 and 4,
respectively. For TIM+, we set ε = ℓ = 1, in which case TIM+
provides weak theoretical guarantees but high empirical efficiency.
We evaluate the algorithms on all datasets except Twitter, as the
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Figure 7: Running time vs. ε on large datasets.
memory consumptions of IRIE and SIMPATH exceed the size of
the memory on our testing machine (i.e., 48GB).
Figure 8 shows the running time of TIM+ and IRIE under the
IC model, varying k from 1 to 50. The computation cost of TIM+
tends to decrease with the increase of k, as a result of the subtle in-
terplay among several variables (e.g., λ, KPT ∗, and KPT+) that
decide the number of random RR sets required in TIM+. Mean-
while, IRIE’s computation time increases with k, since (i) it adopts
a greedy approach to iteratively select k nodes from the input graph
G, and (ii) a larger k results in more iterations in IRIE, which leads
to a higher processing cost. Overall, TIM+ is not as efficient as
IRIE when k is small, but it clearly outperforms IRIE on all datasets
when k > 20. In particular, when k = 50, TIM+’s computation
time on LiveJournal is less than 5% of IRIE’s.
Figure 9 illustrates the expected spreads of the node sets returned
by TIM+ and IRIE. Compared with IRIE, TIM+ have (i) notice-
ably higher expected spreads on DBLP and LiveJournal, and (ii)
similar expected spreads on NetHEPT and Epinion. This indicates
that TIM+ generally provides more accurate results than IRIE does,
even when we set ε = ℓ = 1 for TIM+.
Figure 10 compares the computation efficiency of TIM+ and
SIMPATH under the LT model, when k varies. Observe that TIM+
consistently outperforms SIMPATH by large margins. In particu-
lar, when k = 50, the former’s running time on LiveJournal is
lower than the latter’s by three orders of magnitude. Furthermore,
as shown in Figure 11, TIM+’s expected spreads are significantly
higher than SIMPATH’s on LiveJournal, and are no worse on the
other three datasets. Therefore, TIM+ is clearly more preferable
than SIMPATH for influence maximization under the LT model.
7.4 Memory Consumptions
Our last set of experiments evaluates TIM+’s memory consump-
tions, setting ε = 0.1 and ℓ = 1 + log 3/ log n (i.e., we ensure
a success probability of at least 1 − 1/n). Note that ε = 0.1 is
adversarial to TIM+, due to the following reasons:
1. The memory costs of TIM+ is mainly incurred by the set R
of random RR sets generated in Algorithm 1;
2. TIM+ sets the size of R to λ/KPT+, where λ is as defined
in Equation 4 and KPT+ is a lowerbound of OPT gener-
ated by Algorithm 3;
3. λ is inverse proportional to ε2, i.e., a smaller ε leads to a
larger R, which results in a higher space overhead.
Figure 12 shows the memory costs of TIM+ on each dataset under
the IC and LT models. In all cases, TIM+ requires more memory
under the IC model than under the LT model. The reason is that
R’s size is inverse proportional to KPT+, while KPT+ tends
to be larger under the LT model (see Figure 5 for example). The
memory consumption of TIM+ tends to be larger when the dataset
size increases, since R = λ/KPT+, while λ increases with n,
i.e., the number of nodes in the dataset. But interestingly, TIM+
incurs a higher space overhead on NetHEPT than on Epinion, even
though the latter has a larger number of nodes. To explain, ob-
serve from Figures 9 and 11 that nodes in Epinion tend to have
much higher expected spreads than those in NetHEPT. As a conse-
quence, TIM+ obtains a considerably larger KPT+ from Epinion
than from NetHEPT. This pronounced increase in KPT+ renders
R = λ/KPT+ smaller on Epinion than on NetHEPT, despite of
the fact that λ is smaller on the latter.
8. CONCLUSION
This paper presents TIM, an influence maximization algorithm
that supports the triggering model by Kempe et al. [17]. The al-
gorithm runs in O((k + ℓ)(n + m) log n/ε2) expected time, and
returns (1− 1/e− ε)-approximate solutions with at least 1− n−ℓ
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Figure 9: Expected spreads vs. k under the IC model.
probability. In addition, it incorporates heuristic optimizations that
lead to up to 100-fold improvements in empirical efficiency. Our
experiments show that, when k = 50, ε = 0.2, and ℓ = 1, the al-
gorithm can process a billion-edge graph on a commodity machine
within an hour. Such practical efficiency is unmatched by any ex-
isting solutions that provide non-trivial approximation guarantees
for the influence maximization problem. For future work, we plan
to investigate how we can turn TIM into a distributed algorithm, so
as to handle massive graphs that do not fit in the main memory of
a single machine. In addition, we plan to extend TIM to other for-
mulations of the influence maximization problem, e.g., competitive
influence maximization [2, 23].
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APPENDIX
Proof of Lemma 2. Let g be a graph constructed from G by re-
moving each edge e with 1− p(e) probability. Then, ρ2 equals the
probability that v is reachable from S in g. Meanwhile, by Defini-
tion 1, ρ1 equals the probability that g contains a directed path that
ends at v and starts at a node in S. It follows that ρ1 = ρ2. 
Proof of Corollary 1. Observe that E[FR(S)] equals the proba-
bility that S intersects a random RR set, while E[I(S)]/n equals
the probability that a randomly selected node can be activated by
S in an influence propagation process on G. By Lemma 2, the two
probabilities are equal, leading to E[n · FR(S)] = E[I(S)]. 
Proof of Lemma 3. Let ρ be the probability that S overlaps with a
random RR set. Then, θ · FR(S) can be regarded as the sum of θ
i.i.d. Bernoulli variables with a mean ρ. By Corollary 1,
ρ = E[FR(S)] = E[I(S)]/n.
Then, we have
Pr
[∣∣n · FR(S)− E[I(S)]∣∣ ≥ ε
2
·OPT
]
= Pr
[∣∣θ · FR(S)− ρθ∣∣ ≥ εθ
2n
·OPT
]
= Pr
[∣∣θ · FR(S)− ρθ∣∣ ≥ ε ·OPT
2nρ
· ρθ
]
. (11)
Let δ = ε ·OPT/(2nρ). By the Chernoff bounds, Equation 2, and
the fact that ρ = E[I(S)]/n ≤ OPT/n, we have
r.h.s. of Eqn. 11 < 2 exp
(
− δ
2
2 + δ
· ρθ
)
= 2 exp
(
− ε
2 · OPT 2
8n2ρ+ 2εn ·OPT · θ
)
≤ 2 exp
(
− ε
2 ·OPT 2
8n · OPT + 2εn ·OPT · θ
)
= 2 exp
(
− ε
2 ·OPT
(8 + 2ε) · n · θ
)
≤ 1(n
k
) · nl .
Therefore, the lemma is proved. 
Proof of Theorem 1. Let Sk be the node set returned by Algo-
rithm 1, and S+k be the size-k node set that maximizes FR(S
+
k )
(i.e., S+k covers the largest number of RR sets in R). As Sk is de-
rived fromR using a (1−1/e)-approximate algorithm for the max-
imum coverage problem, we have FR(Sk) ≥ (1−1/e) ·FR(S+k ).
Let S◦k be the optimal solution for the influence maximization prob-
lem on G, i.e., E[I(S◦k)] = OPT . We have FR(S+k ) ≥ FR(S◦k),
which leads to FR(Sk) ≥ (1− 1/e) · FR(S◦k).
Assume that θ satisfies Equation 2. By Lemma 3, Equation 3
holds with at least 1 − n−ℓ/(n
k
)
probability for any given size-k
node set S. The, by the union bound, Equation 3 should hold simul-
taneously for all size-k node sets with at least 1− n−ℓ probability.
In that case, we have
E[I(Sk)] > n · FR(Sk)− ε/2 ·OPT
≥ (1− 1/e) · n · FR(S+k )− ε/2 ·OPT
≥ (1− 1/e) · n · FR(S◦k)− ε/2 ·OPT
≥ (1− 1/e) · (1− ε/2) · OPT − ε/2 ·OPT
> (1− 1/e− ε) ·OPT.
Thus, the theorem is proved. 
Proof of Lemma 4. Let R be a random RR set, pR be the proba-
bility that a randomly selected edge from G points to a node in R.
Then, EPT = E[pR ·m], where the expectation is taken over the
random choices of R.
Let v∗ be a sample from V∗, and b(v∗, R) be a boolean function
that returns 1 if v∗ ∈ R, and 0 otherwise. Then, for any fixed R,
pR =
∑
v∗
(
Pr[v∗] · b(v∗, R)).
Now consider that we fix v∗ and vary R. Define
pv∗ =
∑
R
(
Pr[R] · b(v∗, R)).
By Lemma 2, pv∗ equals the probability that a randomly selected
node can be activated in an influence propagation process when
{v∗} is used as the seed set. Therefore, E[pv∗ ] = E[I({v∗})]/n.
This leads to
EPT/m = E[pR] =
∑
R
(
Pr[R] · pR
)
=
∑
R
(
Pr[R] ·
∑
v∗
(
Pr[v∗] · b(v∗, R)))
=
∑
v∗
(
Pr[v∗] ·
∑
R
(
Pr[R] · b(v∗, R)))
=
∑
v∗
(
Pr[v∗] · pv∗
)
= E[pv∗ ] = E[I({v∗})]/n.
Thus, the lemma is proved. 
Proof of Lemma 5. Let S∗ be a node set formed by k samples from
V∗, with duplicates removed. Let R be a random RR set, and αR
be the probability that S∗ overlaps with R. Then, by Corollary 1,
KPT = E[I(S∗)] = E[n · αR].
Consider that we sample k times over a uniform distribution on
the edges in G. Let E∗ be the set of edges sampled, with dupli-
cates removed. Let α′R be the probability that one of the edges in
E∗ points to a node in R. It can be verified that α′R = αR. Fur-
thermore, given that there are w(R) edges in G that point to nodes
in R, α′R = 1− (1−w(R)/m)k = κ(R). Therefore,
KPT = E[n · αR] = E[n · α′R] = E [n · κ(R)] ,
which proves the lemma. 
Proof of Lemma 6. Let δ = (2−i−µ)/µ. By the Chernoff bounds,
Pr
[
si
ci
> 2−i
]
≤ exp
(
− δ
2
2 + δ
· ci · µ
)
= exp
(
−ci · (2−i − µ)2/(2−i + µ)
)
≤ exp
(
−ci · 2−i−1/3
)
=
1
nℓ · log2 n
.
This completes the proof. 
Proof of Lemma 7. Let δ = (µ−2−i)/µ. By the Chernoff bounds,
Pr
[
si
ci
≤ 2−i
]
≤ exp
(
− δ
2
2
· ci · µ
)
= exp
(
−ci · (µ− 2−i)2/(2 · µ)
)
≤ exp (−ci · µ/8) < n−ℓ·2
i−j−1
/ log2 n.
This completes the proof. 
Proof of Theorem 2. Assume that KPT/n ∈ [2−j , 2−j+1]. We
first prove the accuracy of the KPT ∗ returned by Algorithm 2.
By Lemma 6 and the union bound, Algorithm 2 terminates in or
before the (j − 2)-th iteration with less than n−ℓ(j − 2)/ log2 n
probability. On the other hand, if Algorithm 2 reaches the (j+1)-th
iteration, then by Lemma 7, it terminates in the (j + 1)-th iteration
with at least 1 − n−ℓ/ log2 n probability. Given the union bound
and the fact that Algorithm 2 has at most log2 n − 1 iterations,
Algorithm 2 should terminate in the (j − 1)-th, j-th, or (j + 1)-th
iteration with a probability at least 1 − n−ℓ(log2 n − 2)/ log2 n.
In that case, KPT ∗ must be larger than n/2 · 2−j−1, which leads
to KPT ∗ > KPT/4. Furthermore, KPT ∗ should be n/2 times
the average of at least cj−1 i.i.d. samples from K. By the Chernoff
bounds, it can be verified that
Pr [KPT ∗ ≥ KPT ] ≤ n−ℓ/ log2 n.
By the union bound, Algorithm 2 returns, with at least 1 − n−ℓ
probability, KPT ∗ ∈ [KPT/4, KPT ] ⊆ [KPT/4, OPT ].
Next, we analyze the expected running time of Algorithm 2.
Recall that the i-th iteration of the algorithm generates ci RR
sets, and each RR sets takes O(EPT ) expected time. Given that
ci+1 = 2 · ci for any i, the first j + 1 iterations generate less
than 2 ∗ cj+1 RR sets in total. Meanwhile, for any i′ ≥ j + 2,
Lemma 7 shows that Algorithm 2 has at most n−ℓ·2
i′−j−1
/ log2 n
probability to reach the i′-th iteration. Therefore, when n ≥ 2 and
ℓ ≥ 1/2, the expected number of RR sets generated after the first
j + 1 iterations is less than∑log2 n−1
i′=j+2
(
ci′ · n−ℓ·2
i′−j−1
/ log2 n
)
< cj+2.
Hence, the expected total number of RR sets generated by Algo-
rithm 2 is less than 2cj+1+cj+2 = 2cj+2. Therefore, the expected
time complexity of the algorithm is
O(cj+2 · EPT ) = O(2jℓ log n ·EPT )
= O(2jℓ log n · (1 + m
n
) ·KPT )
= O(2jℓ log n · (m+ n) · 2−j) = O(ℓ(m+ n) log n).
Finally, we show that E[1/KPT ∗] < 12/KPT . Observe that
if Algorithm 2 terminates in the i-th iteration, it returns KPT ∗ ≥
n ·2−i−1. Let ζi denote the event that Algorithm 2 stops in the i-th
iteration. By Lemma 7, when n ≥ 2 and ℓ ≥ 1/2, we have
E[1/KPT ∗] =
∑log2 n−1
i=1
(
2i+1/n · Pr[ζi]
)
<
∑log2 n−1
i=j+2
(
2i+1/n ·
(
n−ℓ·2
i−j−1
/ log2 n
))
+ 2j+2/n
< (2j+3 + 2j+2)/n ≤ 12/KPT.
This completes the proof. 
Proof of Lemma 8. We first analyze the expected time complex-
ity of Algorithm 3. Observe that Lines 1-6 in Algorithm 3 run in
time linear the total size of the RR sets in R′, i.e., the set of all RR
sets generated in the last iteration of Algorithm 2. Given that Algo-
rithm 2 has an O(ℓ(m + n) log n) expected time complexity (see
Theorem 2), the expected total size of the RR sets in R′ should be
no more than O(ℓ(m + n) log n). Therefore, Lines 1-6 of Algo-
rithm 3 have an expected time complexity O(ℓ(m+ n) log n).
On the other hand, the expected time complexity of Lines 7-12 of
Algorithm 3 isO
(
E
[
λ′
KPT∗
]
·EPT
)
, since they generate λ′
KPT∗
random RR sets, each of which takes O(EPT ) expected time.
By Theorem 2, E[ 1
KPT∗
] < 12
KPT
. In addition, by Equation 7,
EPT ≤ m
n
KPT . Therefore,
O
(
E
[
λ′
KPT∗
]
·EPT
)
= O
(
λ′
KPT
· EPT
)
= O
(
λ′
KPT
· (1 + m
n
) ·KPT
)
= O
(
ℓ(m+ n) log n/(ε′)2
)
.
Therefore, the expected time complexity of Algorithm 3 is
O
(
ℓ(m+ n) log n/(ε′)2
)
.
Next, we prove that Algorithm 3 returns KPT+ ∈
[KPT ∗, OPT ] with a high probability. First, observe that
KPT+ ≥ KPT ∗ trivially holds, as Algorithm 3 sets KPT+ =
max{KPT ′,KPT ∗}, where KPT ′ is derived in Line 11 of Al-
gorithm 3. To show that KPT+ ∈ [KPT ∗, OPT ], it suffices to
prove that KPT ′ ≤ OPT .
By Line 11 of Algorithm 3, KPT ′ = f · n/(1 + ε′), where f
is the fraction of RR sets in R′′ that is covered by S′k, while R′′ is
a set of θ′ random RR sets, and S′k is a size-k node set generated
from Lines 1-6 in Algorithm 3. Therefore, KPT ′ ≤ OPT if and
only if f · n ≤ (1 + ε′) ·OPT .
Let ρ′ be the probability that a random RR set is covered by
S′k. By Corollary 1, ρ′ = E[I(S′k)]/n. In addition, f · θ′ can be
regarded as the sum of θ′ i.i.d. Bernoulli variables with a mean ρ′.
Therefore, we have
Pr
[
f · n > (1 + ε′) ·OPT ]
≤ Pr
[
n · f − E [I(S′k)] > ε′ ·OPT ]
= Pr
[
θ′ · f − θ′ · ρ′ > θ
′
n
· ε′ ·OPT
]
= Pr
[
θ′ · f − θ′ · ρ′ > ε
′ ·OPT
n · ρ′ · θ
′ · ρ′
]
(12)
let δ = ε′ ·OPT/(nρ′). By the Chernoff bounds, we have
r.h.s. of Eqn. 12 ≤ exp
(
− δ
2
2 + δ
· ρ′θ′
)
= exp
(
− ε
′2 ·OPT 2
2n2ρ′ + ε′n · OPT · θ
′
)
≤ exp
(
− ε
′2 ·OPT 2
2n ·OPT + ε′n ·OPT · θ
′
)
= exp
(
− ε
′2 · OPT
(2 + ε′) · n ·
λ′
KPT ∗
)
≤ exp
(
− ε
′2 · λ′
(2 + ε′) · n
)
≤ 1
nl
.
Therefore, KPT ′ = f · n/(1 + ε′) ≤ OPT holds with at least
1− n−l probability. This completes the proof. 
Proof of Lemma 9. Let g be a graph constructed from G by first
sampling a node set T for each node v from its triggering distri-
bution T (v), and then removing any outgoing edge of v that does
not point to a node in T . Then, ρ2 equals the probability that v is
reachable from S in g. Meanwhile, by the definition of RR sets un-
der the triggering model, ρ1 equals the probability that g contains a
directed path that ends at v and starts at a node in S. It follows that
ρ1 = ρ2. 
Proof of Lemma 10. Let S be any node set that contains no more
than k nodes in G, and ξ(S) be an estimation of E[I(S)] using r
Monte Carlo steps. We first prove that, if r satisfies Equation 10,
then ξ(S) will be close to E[I(S)] with a high probability.
Let µ = E[I(S)]/n and δ = εOPT/(2knµ). By the Chernoff
bounds, we have
Pr
[
|ξ(S)− E[I(S)]| > ε
2k
OPT
]
= Pr
[∣∣∣∣r · ξ(S)n − r · E[I(S)]n
∣∣∣∣ > ε2kn · r · OPT
]
= Pr
[∣∣∣∣r · ξ(S)n − r · E[I(S)]n
∣∣∣∣ > δ · r · µ
]
< 2 exp
(
− δ
2
2 + δ
· r · µ
)
= 2 exp
(
− ε
2
(8k2 + 2kε) · n · r · µ
)
= 2 exp ((ℓ+ 1) log n+ log k)
=
1
k · nℓ+1 (13)
Observe that, given G and k, Greedy runs in k iterations, each of
which estimates the expected spreads of at most n node sets with
sizes no more than k. Therefore, the total number of node sets
inspected by Greedy is at most kn. By Equation 13 and the union
bound, with at least 1− n−ℓ probability, we have∣∣ξ(S′)− E[I(S′)]∣∣ ≤ ε
2k
OPT, (14)
for all those kn node sets S′ simultaneously. In what follows, we
analyze the accuracy of Greedy’s output, under the assumption that
for any node set S′ considered by Greedy, it obtain a sample of
ξ(S′) that satisfies Equation 14. For convenience, we abuse nota-
tion and use ξ(S′) to denote the aforementioned sample.
Let S0 = ∅, and Si (i ∈ [1, k]) be the node set selected by
Greedy in the i-th iteration. We define xi = OPT − I(Si), and
yi(v) = I (Si−1 ∪ {v}) − I(Si−1) for any node v. Let vi be the
node that maximizes yi(vi). Then, yi(vi) ≥ xi−1/k must hold;
otherwise, for any size-k node S, we have
I(S) ≤ I(Si−1) + I(S \ Si−1)
≤ I(Si−1) + k · yi(vi)
< I(Si−1) + xi−1 = OPT,
which contradicts the definition of OPT .
Recall that, in each iteration of Greedy, it adds into Si−1 the
node v that leads to the largest ξ(Si−1 ∪ {v}). Therefore,
ξ(Si)− ξ(Si−1) ≥ ξ(Si−1 ∪ {vi})− ξ(Si−1). (15)
Combining Equations 14 and 15, we have
xi−1 − xi
= I(Si)− I(Si−1)
≥ ξ(Si)− ε
2k
OPT − ξ(Si−1) +
(
ξ(Si−1)− I(Si−1)
)
≥ ξ(Si−1 ∪ {vi}) − ξ(Si−1)− ε
2k
OPT
+
(
ξ(Si−1)− I(Si−1)
)
≥ I
(
Si−1 ∪ {vi}
)
− I(Si−1)− ε
k
OPT
≥ 1
k
xi−1 − ε
k
OPT. (16)
Equation 16 leads to
xk ≤
(
1− 1
k
)
· xk−1 + ε
k
OPT
≤
(
1− 1
k
)2
· xk−2 +
(
1 +
(
1− 1
k
))
· ε
k
OPT
≤
(
1− 1
k
)k
· x0 +
k−1∑
i=0
((
1− 1
k
)i
· ε
k
OPT
)
=
(
1− 1
k
)k
· OPT +
(
1−
(
1− 1
k
)k)
· ε ·OPT
≤ 1
e
·OPT −
(
1− 1
e
)
· ε ·OPT.
Therefore,
I(Sk) = OPT − xk
≤ (1− 1/e) · (1− ε) · OPT
≤ (1− 1/e− ε) ·OPT.
Thus, the lemma is proved. 
