Audio source separation is usually achieved by estimating the short-time Fourier transform (STFT) magnitude of each source, and then applying a spectrogram inversion algorithm to retrieve time-domain signals. In particular, the multiple input spectrogram inversion (MISI) algorithm has been exploited successfully in several recent works. However, this algorithm suffers from two drawbacks, which we address in this letter. First, it has originally been introduced in a heuristic fashion: we propose here a rigorous optimization framework in which MISI is derived, thus proving the convergence of this algorithm. Besides, while MISI operates offline, we propose here an online version of MISI called oMISI, which is suitable for low-latency source separation, an important requirement for e.g., hearing aids applications. oMISI also allows one to use alternative phase initialization schemes exploiting the temporal structure of audio signals. Experiments conducted on a speech separation task show that oMISI performs as well as its offline counterpart, thus demonstrating its potential for real-time source separation.
I. INTRODUCTION
A UDIO source separation [1] consists in extracting the underlying sources that add up to form an observable audio mixture. This task finds applications in many areas such as speech enhancement and recognition [2] , musical signal processing [3] and hearing aid devices [4] . In particular, hearing aids require a very low processing latency, as significant discomfort can be experienced by listeners for delays exceeding 20 ms [5] . State-of-the-art approaches for source separation consist in using a deep neural network (DNN) to estimate a nonnegative mask that is applied to a time-frequency (TF) representation of the audio mixture, such as the short-time Fourier transform (STFT) [6] . Recent works such as [7] , [8] operate in the time domain directly, but TF approaches remain interesting since they make it possible to better exploit the structure of sound.
Applying a nonnegative mask to the input STFT results in assigning the mixture's phase to each isolated source. Even though this yields somewhat satisfactory results in practice, it has Manuscript received November 7, 2019; revised January 20, 2020; accepted January 24, 2020. Date of publication January 29, 2020; date of current version February 21, 2020. The work of P. Magron been pointed out [9] that when sources overlap in the TF domain, using the mixture's phase induces residual interference and artifacts in the estimates. With the advent of deep learning, magnitudes can nowadays be estimated with a high accuracy, which highlights the need for advanced phase recovery [10] , [11] , a problem hereafter termed spectrogram inversion. Consequently, several recent works have focused on phase recovery in DNNbased source separation, whether phase recovery algorithms are applied as a post-processing [12] , [13] or integrated within end-to-end systems for time-domain separation [14] - [18] . Among the variety of phase recovery techniques, the multiple input spectrogram inversion (MISI) algorithm [19] is particularly popular. This iterative procedure consists in retrieving timedomain sources from their STFT magnitudes while respecting a mixing constraint: the estimates must add up to the original mixture. This algorithm has shown promising for audio source separation when combined with DNNs [12] , [14] . However, the MISI algorithm has been introduced in a heuristic fashion, therefore there is currently no proof that it converges. Besides, while several recent works addressed the problem of low-latency magnitude estimation [20] - [22] , the MISI algorithm operates offline, as it computes the whole STFT and its inverse at each iteration. This makes it impracticable for real-time applications such as hearing aids.
In this letter, we investigate and overcome the drawbacks of the MISI algorithm. First, we propose a rigorous optimization framework for spectrogram inversion. Using the auxiliary function method we derive a procedure that is equivalent to the MISI algorithm. To the best of our knowledge, this is the first proof of convergence of MISI. Second, we propose an online adaptation of MISI that is suitable for low-latency applications. This adaptation is based on approximating the STFT and its inverse in a causal fashion by only accounting for the past context and for an arbitrarily small number of future frames. It also allows us to exploit the temporal structure of the phase to use alternative phase initialization schemes. Here, we propose to use a sinusoidal phase [23] instead of the mixture's phase as initial estimate. We experimentally demonstrate the potential of this technique for a speech separation task.
The rest of this letter is structured as follows. Section II presents some mathematical notations. The MISI algorithm is derived in Section III and adapted online in Section IV. Section V presents the experimental results, and Section VI concludes the letter.
II. MATHEMATICAL NOTATIONS
r A (capital, bold font): matrix. rx (lower case, bold font, with tilde): time-domain signal, whose n-th sample is denotedx(n). . : element-wise matrix or vector multiplication, and division, respectively.
III. ALGORITHM DERIVATION
In this section we derive MISI using the auxiliary function method, which proves the convergence of this algorithm.
A. Problem Setting
Let us consider an instantaneous and linear mixing model:
wherex ∈ R N is the mixture,s j ∈ R N are the J sources, and N denotes the length of the time-domain signals in samples. The STFTs of the sources are denoted by s j ∈ C M with M = F × T , where F and T are the number of frequency channels and time frames respectively, and we have
where the matrix A ∈ C M ×N encodes the STFT operation. Let us assume that some STFT magnitude estimates denoted v j ∈ R M + are available (e.g., estimated beforehand using a DNN). The goal of multiple-input spectrogram inversion is to estimate time domain source signalss j given the STFT magnitude estimates v j . Since these magnitude estimates are usually not equal to the ground truth, one should allow the magnitudes of the estimated sources to deviate from those values. Thus, we consider the following objective function:
We treat the mixing constraint (1) as a hard constraint, leading to the following optimization problem:
Directly addressing the optimization problem (4) is however difficult since ψ is not differentiable with respect tos. Therefore, we propose to use the auxiliary function method [24] , which consists in finding a function ψ + (s, y) such that
where y is a set of auxiliary parameters. It can be shown [24] that ψ is non-increasing when alternating the minimization of ψ + with respect to (w.r.t.)s and y.
B. Auxiliary Function
Let us first introduce a set of auxiliary parameters y j such that |y j | = v j and rewrite (3) as:
We then use the property
that arise from the triangle inequality, and where equality holds if and only if ∠z = ∠z . This leads to ψ(s) ≤ ψ + (s, y) with:
In order to minimize ψ + w.r.t. y under the constraint |y j | = v j , we introduce this constraint using the Lagrange multipliers method. We therefore aim at finding a saddle point for:
where λ j ∈ R M are the Lagrange multipliers. We set the partial derivative of (9) w.r.t y at 0, which leads to:
Using the constraint |y j (m)| = v j (m), we have
Finally, injecting (11) into (10) leads to the update for y j :
We consider the update that does not modify the phase of s j (i.e., with a '+' sign in (12)), as it corresponds to the equality case of Eq. (7) . Under such an update, ψ(s) = ψ + (s, y), which shows that ψ + is an auxiliary function for ψ.
C. Including the Mixing Constraint
Now, let us introduce the hard mixing constraint (1) within the auxiliary function ψ + by means of the Lagrange multipliers as in [25] . This results in finding a saddle point for:
whereδ ∈ C N is the vector of Lagrange multipliers. Setting the derivative of Ψ w.r.t.s j at 0 yields:
Let us point out that the matrix A H encodes the inverse STFT [26] . Indeed, one can show [27] that if the synthesis window is equal to the analysis window up to a specific normalization constant [28] , the STFT is an Hermitian operator. Assuming such analysis-synthesis windows are used, A H A is the identity matrix. We define:
and therefore Eq. (14) rewrites:
Summing (16) over j and using the mixing constraint yields:
x − jỹ j + Jδ = 0.
Finally, solving forδ and injecting it in Eq. (16) leads to:
Combining the updates given by Eqs. (2), (12) , (15) , and (18) yields the MISI algorithm, as introduced in the original letter [19] ; this derivation therefore proves its convergence.
IV. ONLINE MISI
First, let us reshape the STFTs s j onto matrix form as they are usually processed this way: S j ∈ C F ×T . We rewrite the MISI algorithm in the TF domain, as done in [14] , [15] : ∀j,
A. Problem Setting
It is straightforward to implement (20) and (21) online, as these are performed bin-wise, but this is not the case of (19) . Indeed, the inverse STFT of S j is computed through the overlapadd (OLA) procedure as follows:
where S j,t is the t-th column of S j , iDFT denotes the inverse discrete Fourier transform,w is a window of length N w , and l is the hop size. For notation convenience, we consider that s j,t (n − tl) = 0 if n / ∈ {0, . . ., N w − 1}. Using OLA (23), a sample n is reconstructed by accounting for all frames whose iDFT has a temporal support that includes n, which is not suitable for online applications.
B. Online Implementation
Let us assume that we are currently processing the frame indexed by t. We first decompose the OLA procedure (23) as: wheres past j,t (resp.s fut j,t ) contains the contributions of the previous (resp. current and future) frames. Drawing on prior work [29] - [31] , we propose hereafter to approximates fut j,t by using only the current frame and an arbitrarily small number K ≥ 0 of future frames:s fut j,t (n) ≈ t+K k=ts j,k (n − tl). (25) Even though this approach results in losing the contributions of some of the future time frames involved in the calculation of s j (n) (cf. IV-A), it still enforces a form of coherence over time by accounting for the overlap with the previous time frames. It also preserves the coherence with the near-future frames which overlap with the current one. With such an approach, the algorithmic latency is reduced to N w + Kl samples. It is illustrated in Fig. 1 . This procedure is called oMISI (for "online MISI") and summarized in Algorithm 1. 
C. Phase Initialization
MISI is usually initialized by assigning the mixture's phase to each source. However, its online implementation makes it possible to use an alternative initialization scheme, exploiting phase relationships over time. In particular, we propose here to use a phase model that arise from modeling audio signals as mixtures of sinusoids [32] , [33] . It can be shown [25] that the phase ϕ j of a source represented as a mixture of slowly-varying sinusoids follows the relationship:
where ν j,t (f ) is the normalized frequency in channel f and time frame t. We propose to use this model as a phase initialization scheme for oMISI (i.e., at line 4 in Algorithm 1). The frequencies ν are estimated from the magnitude spectra using quadratic interpolation around each magnitude peak [25] , [34] .
V. EXPERIMENTAL EVALUATION

A. Dataset and Protocol
For evaluation, we consider a single-channel speech separation task. We use the Danish hearing in noise test dataset [35] . We consider three speaker pairs denoted MF, MM and FF, where M and F stand for male and female respectively, in order to cover all gender combinations. All audio files were recorded with a sampling rate of 44.1 kHz, and down-sampled at 16 kHz in our experiments. The STFT is computed using a 16 ms long Hann window, 50% overlap, and a zero-padding factor of 2. The synthesis window is defined as in [28] , so that the STFT is Hermitian, as discussed in Section III-C.
Two scenarios are considered. The Oracle scenario uses the ground truth magnitude spectra of the sources. In the Estim. scenario, they are estimated using the DNN described in [20] (where the interested reader can find details on the DNN architecture and training). This DNN predicts a soft mask that is applied to the mixture to yield magnitude estimates. We compare oMISI to its offline counterpart and to the amplitude mask (AM) used as a baseline [20] .
The separation quality is measured with the scale-invariant signal-to-distortion ratio improvement (SI-SDRi) [36] . We provide some audio excerpts 1 for a subjective evaluation, and the code for reproducing the Oracle scenario experiments. 2 
B. Results
We present in Fig. 2 the objective loss (3) and SI-SDRi over iterations for the MISI algorithm using the MF pair in the Estim. setting (similar results are obtained using the other speaker combinations). We observe a non-increasing cost function over iterations, which empirically confirms the convergence of MISI. The SI-SDRi appears to saturate at 15 iterations, thus we present hereafter the results obtained with this value. Since with oMISI, each frame is processed (K + 1) times more as in MISI, we reduce the number of iterations to 15/(K + 1) for a fair comparison. Finally, note that the SI-SDRi can further increase in the Oracle setting.
The separation results are reported in Table I . We first remark that MISI improves the performance over the baseline by approximately 0.4 dB in the Estim. scenario. In the Oracle scenario, the improvement is more significant (≈ 15 dB), which highlights the room for improvement for phase recovery. Besides, in the Estim. scenario, we observe that oMISI performs as well as MISI with K = 1. The performance of oMISI drops slightly for K = 0, which was expected as no future frame is taken into account: nonetheless, it is still improved compared to AM, and the drop in comparison to the offline method is quite small. Finally, the performance does not further improve for K = 2 in the Estim. scenario. These results demonstrate the potential of oMISI for real-time applications.
Using one future frame then appears as a good compromise between latency and performance, thus we test the initialization with the sinusoidal phase model with K = 1. However, this scheme does not improve the performance of oMISI over using the mixture's phase overall. We suggest that the speakers in the MM and MF pairs are sufficiently orthogonal (i.e., less overlapping) in the TF domain, thus the mixture's phase is a good quality initial estimate. Nonetheless, the Estim. results highlight that the FF pair is the most challenging, and the corresponding Oracle results indicate that this initialization scheme has some potential, provided accurate enough magnitude estimates.
VI. CONCLUSION
In this letter, we provided the first proof of convergence of the MISI algorithm. We adapted it to operate online without any performance loss, which is an important step towards real-time audio source separation. Future work will focus on deriving alternative spectrogram inversion algorithms based on this theoretical framework, e.g., by replacing the magnitude mismatch distance by a β-divergence, which is more adapted to audio. This algorithm will also be incorporated into an end-to-end framework for time-domain source separation along with learned and more advanced [37] phase models.
