In this paper we present a Bayesian framework for segmenting images into 
Ⅰ. Introduction
Image segmentation is a long standing problem in computer vision, and it is found to be difficult and challenging for two reasons.
The first challenge is the difficulty of modeling the vast amount of visual patterns that appear in generic images. The second challenge is the intrinsic ambiguities in image perception, especially when there is no specific task to guide the attention. Furthermore, an image often demonstrates details at multiple scales.
Therefore, it must be wrong to think that a segmentation algorithm outputs only one result.
It should output multiple distinct solutions dynamically so that solutions "best preserve" the intrinsic ambiguity. In our opinion, image segmentation should be considered a computing process not a vision task.
Motivated by the above two observations, we present a stochastic computing method for image segmentation. We define image partition to be the task of decomposing an image I into its constituent visual patterns. The output is represented by a hierarchical graph. Firstly, we formulate the problem as Bayesian inference, and the solution space is decomposed into union of many subspaces of varying dimensions. The goal is to optimize the Bayesian posterior probability. Secondly, top-down generative models are used to describe how objects and generic region models (e.g. texture and shading) generate the image intensities. The goal of image partition is to invert this process and represent an input image by the parameters of the generative models that best describe it together with the boundaries of the regions and objects. Thirdly, in order to estimate these parameters we use bottom-up proposals, based on low-level cues, to guide the search through the parameter space.
We test the algorithm on a wide variety of grey level and color images, and some results are shown in the paper. , 
In a Bayesian framework, we make the inference about W from I over a solution
The likelihood 
Our algorithm must achieve the difficult task of (1). constructing the stochastic grammar, whose structure, like parse trees in natural language, is not pre-determined but depend on the input image; (2) . estimating the attributes of graph nodes (labels and model parameters); and 
These tests are selected from a dictionary of discriminative features (ii The metropolis-Hastings step compares the discriminative probability ratio with the true Bayesian posterior probability ratio, and can be considered as a probabilistic version of hypothesis-and-test.
Ⅴ. Experiments
The image segmentation algorithm is applied on a number of outdoor/indoor images. The 
