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Abstract
Scaling transformations involving a small parameter (degenerate scal-
ings) are frequently used for ordinary differential equations that model
(bio-) chemical reaction networks. They are motivated by quasi-steady
state (QSS) of certain chemical species, and ideally lead to slow-fast sys-
tems for singular perturbation reductions, in the sense of Tikhonov and
Fenichel. In the present paper we discuss properties of such scaling trans-
formations, with regard to their applicability as well as to their deter-
mination. Transformations of this type are admissible only when certain
consistency conditions are satisfied, and they lead to singular perturba-
tion scenarios only if additional conditions hold, including a further con-
sistency condition on initial values. Given these consistency conditions,
two scenarios occur. The first (which we call standard) is well known and
corresponds to a classical quasi-steady state (QSS) reduction. Here, scal-
ing may actually be omitted because there exists a singular perturbation
reduction for the unscaled system, with a coordinate subspace as critical
manifold. For the second (nonstandard) scenario scaling is crucial. Here
one may obtain a singular perturbation reduction with the slow manifold
having dimension greater than expected from the scaling. For parameter
dependent systems we consider the problem to find all possible scalings,
and we show that requiring the consistency conditions allows their de-
termination. This lays the groundwork for algorithmic approaches, to be
taken up in future work. In the final section we consider some applica-
tions. In particular we discuss relevant nonstandard reductions of certain
reaction-transport systems.
MSC (2010): 92C45, 34E15, 80A30, 13P10
Key words: Reaction networks, dimension reduction, invariant sets, crit-
ical manifold.
1 Introduction
In the mathematical analysis of reaction networks, degenerate scaling (i.e. scal-
ing with a small parameter) is frequently applied to set quasi-steady state
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(QSS) behavior of certain species in a proper mathematical framework: Here,
Tikhonov’s classical theorem [33] on singular perturbations may become appli-
cable for the scaled system. It seems that Heineken, Tsuchiya and Aris [17] were
the first to rigorously apply this strategy to a biochemical reaction network (the
Michaelis-Menten system), and this laid the groundwork for many further ap-
plications. Generally, singular perturbation methods (in a geometric framework
introduced by Fenichel [4, 5]) provide a powerful tool to reduce the dimension
of parameter-dependent differential equation systems.
Scaling methods comprise just one approach to search for singular perturbation
scenarios. In chemical reaction networks they correspond to QSS for certain
chemical species, but partial equilibrium approximations (PEA, motivated by
slow and fast reactions) are equally relevant; see e.g. Heinrich and Schauer [18],
Goussis [15]. From a purely mathematical perspective, a method to determine
all critical parameter values for singular perturbation reduction of polynomial
or rational ODE systems, as well as to compute the reduced systems, was re-
cently introduced in [12] and [13]. This method requires no a priori input, such
as stipulating or guessing slow and fast variables or reactions, but (as should
be expected) there are feasibility problems when dimensions increase. Thus,
searching for singular perturbation reductions under sensible a priori restric-
tions (e.g. inspired by chemistry) remains relevant, in particular for higher
dimensions. Moreover, recent work by Noel et al. [25], Samal et al. [29, 30] has
revived interest in scaling transformations. The work in [25, 29, 30] is based
on an interpretation of QSS as cancellation of fast reaction terms, and allows
to employ methods from tropical geometry to identify slow and fast variables.
While details are intricate, considering only terms of lowest order in the small
parameter yields a degenerate scaling in the above mentioned sense.
The present article contains a detailed analysis of degenerate scalings and
their applications. We recall some facts and introduce some notation in Section
2. In Section 3 we present a detailed (and elementary) discussion of necessary
conditions for admissibility of degenerate scalings. These conditions include lo-
cal consistency requirements (regarding the existence of certain invariant sets,
resp. the existence of certain manifolds of equilibria) but also a requirement on
initial values for the scaled variables. In the remainder of the paper these consis-
tency conditions will be assumed and utilized. We proceed to discuss reductions,
with two scenarios of interest. For the first (“standard”) case, Heineken et al.
[17] is a paradigmatic example. But in this standard case scalings are not a
necessary prerequisuite for singular perturbation reductions; indeed Fenichel’s
theory [5] is directly applicable. However, the situation is different in the second
(“nonstandard”) scenario, which seems to have received less attention: Scaling
is necessary here, and for the scaled system one obtains a singular perturbation
reduction, with a slow manifold of dimension greater than one may expect from
the scaling. In Section 4 we use the consistency conditions to determine all pos-
sible degenerate scalings of a given parameter dependent system, thus laying a
foundation for algorithmic approaches in future work. In Section 5 we discuss
applications to PTM networks and to reaction transport systems. The latter il-
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lustrate that nonstandard scenarios appear in relevant applications. Some facts
from [12] are collected in Appendix A, for the reader’s convenience. A few new
results are also included, with proofs. Appendix B contains some computations.
2 Motivation and basic notions
Our discussion starts from a system
(2.1) z˙ = ĥ(z, ε) = ĥ(0)(z) + εĥ(1)(z) + · · ·
with z ∈ Rn and a distinguished real “small parameter” ε. The system may
depend on further parameters which are assumed to be be fixed and will be
suppressed in the notation until further notice. For the sake of simplicity we
always assume that ĥ is defined and smooth on an open subset of Rn × R that
contains some point (z0, 0). We will later specialize to polynomial and rational
systems, due to our primary interest in reaction networks.
Consider a partitioning
(2.2) z =
(
x
y
)
with x ∈ Rr, y ∈ Rs, r ≥ 1, s ≥ 1, r + s = n,
and accordingly rewrite (2.1) with initial value z0 = (x0, y0)
tr as a system
(2.3)
x˙ = f(x, y, ε) = f0(x, y) + εf1(x, y) + ε
2 · · · , x(0) = x0
y˙ = g(x, y, ε) = g0(x, y) + εg1(x, y) + ε
2 · · · , y(0) = y0,
defined in a neighborhood of U×V ×{0}, where U ⊆ Rr, V ⊆ Rs have nonempty
interior, and 0 ∈ intV . We are interested in the asymptotic behavior of the sys-
tem as ε→ 0 in singular settings (according to Fenichel’s [5] working definition),
thus ĥ0 has non-isolated zeros.
We recall some pertinent facts from singular perturbation theory; see e.g. Ver-
hulst [34]. Assume that system (2.3) is in Tikhonov standard form, and the
partitioning separates slow and fast variables, thus
(2.4)
x˙ = εf˜1(x, y) + ε
2 · · · , x(0) = x0
y˙ = g˜0(x, y) + εg˜1(x, y) + ε
2 · · · , y(0) = y0,
where ε > 0. One may rewrite the system in slow time τ = εt in the form
(2.5)
x′ = f˜1(x, y) + ε · · · , x(0) = x0
εy′ = g˜0(x, y) + εg˜1(x, y) + ε
2 · · · , y(0) = y0.
We furthermore assume that at some point of U × V the hypotheses of the
implicit function theorem hold, hence the equation g˜0(x, y) = 0 locally admits
a unique solution in the form y = φ(x), whence the zero set of g˜0 contains an
r-dimensional submanifold Z, called the critical manifold (or asymptotic slow
manifold). Every point of Z is stationary for the system at ε = 0. Classical
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results by Tikhonov [33] and Fenichel [5] show the existence of an asymptotic
reduction as ε→ 0, given suitable conditions on U , V and g˜0; see Verhulst [34],
Thm. 8.1ff. We impose somewhat stronger conditions than in [34], requiring that
for some ν > 0 all eigenvalues of the partial derivative D2g˜0(x, y), with (x, y) ∈
Z, have real parts ≤ −ν; thus Z is locally exponentilly attracting. Then, by
results of O’Malley/Vasil’eva (see [34], Thm. 8.2), there exist a neighborhood of
Z and some T2 > 0 such that for any initial value (x0, y0) in this neighborhood,
the solution of (2.4) converges uniformly to the solution of the reduced initial
value problem
x′ = f˜1(x, φ(x)), x(0) = x0
in slow time τ on any interval [T1, T2] with 0 < T1 < T2, as ε→ 0.
In many applications a parameter dependent system is not initially written
in Tikhonov standard form. Then one may attempt to scale certain variables
by a parameter ε > 0 to obtain a system in standard form, and then let ε→ 0.
As an illustration (and as a benchmark later on) we consider the well-known
irreversible Michaelis-Menten system
(2.6)
s˙ = −k1es+ k−1c
e˙ = −k1es+ (k−1 + k2)c
c˙ = k1es− (k−1 + k2)c
with (typical) initial values s(0) = s0 > 0, c(0) = 0; e(0) = e0 > 0. From the
first integral e + c one obtains the two-dimensional system
(2.7)
s˙ = −k1e0s+ (k1s+ k−1)c
c˙ = k1e0s− (k1s+ k−1 + k2)c.
Credit for a mathematically rigorous reduction by scaling of this system is due
to Heineken, Tsuchiya and Aris [17]. The technique was subsequently used in
numerous further applications; see e.g. Murray’s monograph [23] on mathemati-
cal biology for many examples. We outline the essential features of the reduction
to motivate the following sections.
Example 1. Consider (2.7) for small initial enzyme concentration e0 = εe
∗
0.
• The system is not in Tikhonov standard form, but upon replacing c by
c∗ := c/ε one obtains the standard form
s˙ = ε(−k1se∗0 + (k1s+ k−1)c
∗)
c˙∗ = k1se
∗
0 − (k1s+ k−1 + k2)c
∗.
Tikhonov’s theorem yields the familiar reduction to the one-dimensional
equation s˙ = −k1k2e0s/(k1s+ k−1 + k2).
• The scaling c = εc∗ becomes non-invertible in the limit ε → 0. This
degeneracy does not affect the validity of the reduction (since passing back
from c∗ to c is unproblematic), but the crucial point is that by passing
from c to c∗ one still has a well-defined smooth system.
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• Scaling is not necessarily related to singular perturbations. Its primary
purpose is to nondimensionalize the system and to eliminate unnecessary
parameters. According to this guideline, Heineken et al. [17] introduce
further scalings, e.g. s = s∗ · s0, and ε = e0/s0. In the course of these
scalings the “small parameter” appears in a natural way. (For more about
scaling see also Murray [23], Ch. 6, Sections 6.1–6.3, Segel and Slemrod
[31].)
• We reproduced the scaling transformations in [17] only in part, since we
wanted to emphasize the role of the degeneracy in the scaling. On the other
hand, scaling may obscure implicit occurrences of the small parameter,
and thus may cause misconceptions in limiting processes. Indeed, the
scaling µ = e0/s0 from [17] yields µ → 0 whenever s0 → ∞. However
(with the notation of [17], equation (10)) letting s0 →∞ and keeping the
other parameters constant and positive implies that κ → 0 and λ → 0.
Thus Tikhonov will yield a reduced equation with trivial right-hand side,
instead of the familiar singular perturbation reduction. (This observation
is not in disagreement with the direct convergence proof given in Segel
and Slemrod [31], Section 6. Indeed, one of their assumptions on the
parameters implies boundedness of s0.)
Definition 1. Given a parameter ε > 0, we call the linear transformation
(2.8)
(
x
y
)
=
(
x
εy∗
)
an asymptotically degenerate scaling as ε → 0 (briefly, a degenerate scaling)
with respect to the partitioning (2.2).
Degenerate scalings are abundant in the literature, in particular for reaction
networks. Recently they appeared in connection with an algebraic approach to
a systematic reduction of reaction networks:
Example 2. The tropical equilibration approach to identify quasi-steady state
species in reaction networks was proposed and developed in Noel et al. [25],
Samal et al. [30] (see also Radulescu et al. [27], Samal et al. [29]). Given
system (2.1), the authors consider the dependence on ε in more detail, letting
ĥ be a finite linear combination of polynomial terms with integer powers of ε as
coefficients. (Rational powers are also permitted in [30], but this would amount
to renaming the small parameter.) The choice of a scaling
zj = ẑj ε
aj
is motivated by a particular mathematical interpretation of quasi-steady state:
For variables in QSS the rate of change (i.e., the corresponding entry on the
right-hand side of the scaled differential equation) should not be of lowest order
in ε; hence a cancellation of dominant terms must occur. Consequently more
than one dominant term must be present and this, in turn, provides conditions
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for the aj that are amenable to Newton polytope arguments. For the underlying
assumptions and more details see Noel et al. [25], Section 3, and in particular
Lemma 3.3. (No explicit reference to Tikhonov is made in that paper; the
connection is noted in Samal et al. [30].)
Carrying out the procedure sketched above yields a system
εaj ˙̂zj = Hj(ẑ, ε), 1 ≤ j ≤ n,
with rational numbers aj . Redefining ε and scaling time appropriately (via
t̂ = εb t), one may again assume that all aj are nonnegative integers, and at
least one of them is equal to 0. Setting
z˜j := ε
aj−1ẑj whenever aj > 0, z˜j := ẑj whenever aj = 0,
one arrives at a scaled system of the type
x˙ = f0(x, y) + o(1)
εy˙ = g0(x, y) + o(1).
3 Degenerate scalings
In this section we discuss necessary and sufficient conditions such that (2.3)
can be transformed into Tikhonov standard form by a degenerate scaling y =
εy∗. Furthermore we provide conditions to ensure that the transformed system
admits a singular perturbation reduction in the sense of Tikhonov and Fenichel,
and we discuss the reductions.
3.1 Consistency
Replacing y by εy∗ in (2.3) and rearranging yields
(3.1)
x˙ = f0(x, 0) + ε(f1(x, 0) +D2f0(x, 0)y
∗) + ε2 · · ·
y˙∗ = ε−1g0(x, 0) + (g1(x, 0) +D2g0(x, 0)y
∗) + ε · · ·
with initial values x(0) = x0, y
∗(0) = y∗0 := ε
−1y0. The second equation,
rewritten as
εy˙∗ = g0(x, 0) + ε(g1(x, 0) +D2g0(x, 0)y
∗) + ε2 · · · ,
seems to fit the mold of (2.5). But the conditions for Tikhonov’s theorem are
never satisfied when g0(·, 0) 6= 0, since a resolution of the implicit equation
in the form y = ϕ(x) is impossible. Moreover there is a deeper reason for
considering only the case g0(·, 0) = 0, as an elementary argument shows.
Remark 1. Assume that g0(x, 0) is not identically zero. Then the scaling
y = εy∗ in (2.3) produces solution components y∗ of (3.1) that grow with order
ε−1 for arbitrarily small positive times, regardless of ‖y∗(0)‖. This fact is readily
verified by the continuous depencence theorem for the original system (2.3).
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An different version of this argument is as follows: (3.1) may be seen as the
system
dx
ds
= εf0(x, 0) + ε
2 · · ·
dy
ds
= g0(x, 0) + ε · · ·
rewritten in slow time t = εs. Nonconstant solutions of the fast system (at
ε = 0) leave any bounded subset of Rs.
This simple but crucial remark motivates the first part of the following def-
inition. For the second part compare system (2.4) in standard form.
Definition 2. (a) We call the scaling transformation y = εy∗ (and system
(3.1)) locally consistent if g0(x, 0) = 0 for all x ∈ U .
(b) We call the scaling transformation (and system (3.1)) locally Tikhonov con-
sistent if it is locally consistent and in addition f0(x, 0) = 0 for all x ∈ U .
Remark 2. (a) By a familiar lemma by Hadamard (see e.g. Nestruev [24]), the
identity g0(x, 0) = 0 implies locally that g0(x, y) = G0(x, y)y, with smooth
G0 having values in R
(s,s). By the same token, we have f0(x, y) = F0(x, y)y
with F0 having values in R
(r,r) whenever the identity f0(x, 0) = 0 holds for
all x.
(b) Local consistency implies (and is by [14], Lemma 2 equivalent to) invariance
of the subspace defined by y = 0 for system (2.3) at ε = 0.
(c) One could weaken the local consistency condition by requiring only invari-
ance of the zero set W of x 7→ g0(x, 0) for the equation x˙ = f0(x, 0). But
such a choice would necessarily restrict any subsequent analysis to W × V
and impose additional conditions. We will not pursue this further.
Local consistency (even local Tikhonov consistency) does not gurantee the
existence of a singular perturbation reduction for the transformed system (3.1),
even if eigenvalue conditions for the fast system hold. A second condition is
needed.
Definition 3. We call the scaling y = εy∗ initial value consistent if the initial
value for y satisfies y0 = εy
∗
0, with fixed y
∗
0 .
This condition ensures that the initial value (x0, y
∗
0) remains in a fixed do-
main after scaling, which is a hypothesis of Tikhonov’s theorem as stated in
Verhulst [34], Thm. 8.1. We emphasize that this hypothesis is indeed necessary,
and the formally reduced system may provide an incorrect limit as ε → 0 if
initial value consistency is absent. The source of the problem lies in the fast
dynamics.
Example 3. • Consider the two-dimensional linear system
(3.2)
x˙ = εax+ by
y˙ = cy
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with small parameter ε, constants a ≤ 0, b arbitrary, and c < 0, and initial
values x0 resp. y0 at t = 0. Scaling y = εy
∗ and passing to slow time τ ,
one obtains
(3.3)
x′ = ax+ by∗
(y∗)′ = ε−1cy∗
with initial values x(0) = x0 and y
∗(0) = ε−1y0. The scaled differential
equation seems to be amenable to Tikhonov’s theorem, but the “escaping”
initial value y∗(0) leads to a noticeable discrepancy between the exact
solution and the corresponding solution of the formally reduced equation:
The first component of the solution of (3.3) equals
x(τ) =
by0
c− εa
(
eε
−1cτ − eaτ
)
+ x0e
aτ
while the formally reduced equation (given by y∗ = 0 and x′ = ax) has
the solution
xred(τ) = x0e
aτ .
Therefore
x(τ) − xred(τ) =
by0
c− εa
(
eε
−1cτ − eaτ
)
→ −
by0
c
eaτ as ε→ 0,
and x(τ) does not converge to xred(τ) in any interval [T1, T2], 0 < T1 < T2.
The conclusion of Tikhonov’s theorem does not hold.
• This observation generalizes (with more involved computations) to linear
systems
(3.4)
x˙ = εAx+By, x ∈ Rr
y˙ = εDx+ Cy, y ∈ Rs
with matrices A and C of appropriate sizes, with all eigenvalues of A
having real parts ≤ 0, all eigenvalues of C having negative real parts,
and matrices B, D of appropriate sizes. The degenerate scaling y∗ = εy
yields correct reductions if (and generically only if) y0 = εy
∗
0 is of order
ε. The argument can be extended further to nonlinear systems via Taylor
expansions with respect to y.
For the remainder of the present paper we will always assume local consis-
tency, as well as initial value consistency. Frequently we will furthermore require
local Tikhonov consistency.
Due to the consistency requirements the list of possible scalings is subject
to restrictions: Given the partitioning (2.2), the zero set of the scaled vari-
ables must define an invariant subspace (or consist of stationary points only) at
ε = 0, and the initial values of these variables must be small. We will discuss
this matter in Section 4 below. With regard to the tropical equilibration ansatz
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(Example 2), local consistency and initial value consistency also impose addi-
tional conditions: It is only appropriate to scale those ẑj with aj > 0 and with
small initial values. This observation may assist in simplifying the search.
3.2 Reduction: The standard case
The following Proposition includes the reduction from Example 1 (and many
others) as a special case. Part (a) is straightforward from Hadamard’s lemma,
and the proof of part (b) is a direct application of Tikhonov’s theorem. A general
proof of part (c) (which we include because one has to distinguish between
singular perturbation and QSS reductions) is given in [14], Proposition 5.
Proposition 4. (a) Whenever the scaling y = εy∗ satisfies local Tikhonov con-
sistency and initial value consistency then system (3.1) locally has the form
(3.5)
x˙ = + ε(f1(x, 0) + F0(x, 0)y
∗) + · · ·
y˙∗ = G0(x, 0)y
∗ + g1(x, 0) + ε · · ·
with suitable matrix-valued functions F0 and G0 and initial conditions x(0) =
x0, y
∗(0) = y∗0 .
(b) Assume in addition that there exists ν > 0 such that all the eigenvalues of
G0(x, 0), x ∈ U , have real part ≤ −ν. Then the system admits a Tikhonov-
Fenichel reduction to the asymptotic slow manifold
Z = {(x, y∗); y∗ = −G0(x, 0)
−1g1(x, 0)},
and there exist a neighborhood of Z and T2 > 0 such that any solution of
(3.5) that starts in this neighborhood converges (in slow time τ = εt) to the
solution of the reduced system
(3.6) x′ = f1(x, 0)− F0(x, 0)G0(x, 0)
−1g1(x, 0), x(0) = x0,
uniformly on any interval [T1, T2], 0 < T1 < T2.
(c) The reduction is in agreement with the “classical” quasi-steady state reduc-
tion of system (3.7) for y∗: Assuming QSS for y∗ (hence the rate of change
for y∗ vanishes) one finds
y∗ = −G0(x, 0)
−1g1(x, 0) + ε · · · ,
and substitution into the first equation of (3.5) yields (3.6) up to corrections
of order ε, which are irrelevant for Tikhonov reduction.
By Proposition 4, degenerate scalings yield singular perturbation reductions
in the standard setting of local Tikhonov consistency, with invertible G0 and
appropriate eigenvalue conditions. But scaling is not necessary here, since one
may directly invoke Tikhonov-Fenichel reduction as stated in [12], Thm. 1. We
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will outline this approach now; for the reader’s convenience we collect some
relevant facts used below in the Appendix, in particular Proposition 9. With
local Tikhonov consistency system (2.3) simplifies to
(3.7)
x˙ = F0(x, y)y + εf1(x, y) + ε
2 · · · , x(0) = x0
y˙ = G0(x, y)y + εg1(x, y) + ε
2 · · · , y(0) = y0.
Proposition 5. Assume that there exists ν > 0 such that all the eigenvalues of
G0(x, 0), x ∈ U , have real part ≤ −ν. Then:
(a) System (3.7) admits a singular perturbation reduction. The asymptotic slow
manifold Z˜ is defined, in zero order approximation with respect to ε, by
y = 0. A reduced equation in slow time is given by
(3.8)
x′ = f1(x, 0)− F0(x, 0)G0(x, 0)
−1g1(x, 0)
y′ = 0.
(b) In some neighborhood of Z˜ there exist r smooth independent first integrals
ψ1, . . . , ψr of the fast system
x˙ = F0(x, y)y
y˙ = G0(x, y)y.
Whenever (x0, y0) lies in the domain of attraction of Z˜ then the initial value
of the reduced system is locally determined by intersecting Z˜ with all the level
sets of ψ1, . . . , ψr that contain (x0, y0).
(c) Every entry ψ of
x− F0(x, y)G0(x, y)
−1y
is a first integral of the fast system up to order two in y, i.e., the terms in y
of orders zero and one of the Lie derivative of ψ vanish. In particular, for
y0 = εy
∗
0 the initial value of the reduced system equals x0, up to corrections
of order ε.
Proof. The first part is a straightforward application of Proposition 9. One
starts from the decomposition ĥ(0) = P · µ, with
P =
(
F0(x, y)
G0(x, y)
)
, µ = y, Dµ =
(
0 Is
)
,
and obtains the projection matrix
Q =
(
Ir 0
0 Is
)
−
(
F0(x, 0)
G0(x, 0)
)
G0(x, 0)
−1
(
0 Is
)
=
(
Ir −F0(x, 0)G0(x, 0)
−1
0 0
)
.
Then application of Q to (
f1(x, 0)
g1(x, 0)
)
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yields the reduced system. As for part (b), the existence of the first integrals is
shown in Fenichel [5], Lemma 5.3 and also in [26], Prop. 2.2. The initial value
of the reduced equation is locally determined by the first integrals of the fast
system according to [12], Prop. 2. To verify part (c), take the Lie derivative of
x− F0(x, y)G0(x, y)
−1y with respect to the fast system to obtain(
F0(x, y)− F0(x, y)G0(x, y)
−1G0(x, y)
)
y − (· · · ) y,
noting that the term in brackets has at least order one in y.
Remark 3. (a) Proposition 5 does not require initial value consistency; in this
respect its scope is wider. For instance, by Proposition 5 one obtains a
correct reduction of the linear system in Example 3: The fast part of
x˙ = εax+ by
y˙ = cy
obviously admits the first integral ψ = cx− by; and the level set of the first
integral containing the initial value (x0, y0) intersects the critical manifold in
the point (x0 − by0/c, 0); this is the appropriate initial value for the reduced
equation.
(b) Proposition 5 also shows that the scaling y = εy∗ remains consistent in
the long term, since there exists T2 > 0 such that in the slow time scale y
remains bounded on [0, T2], due to Tikhonov’s theorem. (More far-reaching
properties, such as boundedness on [0, ∞), cannot be expected to hold in
general.)
(c) The reduced equations in Propositions 4 and 5 are identical. Moreover, given
initial value consistency, the discrepancy of the initial values for the reduced
systems is of order ε and thus does not affect the convergence statement
either.
(d) Tikhonov’s Theorem (as well as [12], Thm. 1) is stated for initial values
that are independent of ε, and thus it is not applicable verbatim for a system
(3.7) with initial value consistency. But it can obviously be adapted for this
case, the point being that it holds for all initial values sufficiently close to
the asymptotic slow manifold.
(e) Proposition 5 provides only the order zero approximation Z˜ of the slow man-
ifold. The first order approximation Z may be determined by Proposition
10 in the Appendix, and turns out to be
y = −εG0(x, 0)
−1g1(x, 0)
in agreement with Proposition 4.
To summarize: Given the hypotheses of Proposition 4 one may invoke de-
generate scalings, but this just amounts to a singular perturbation reduction
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with critical manifold y = 0 for the unscaled system. There seems to be no par-
ticular benefit from the scaling approach, and moreover one is burdened with
the additional requirement of initial value consistency. However, matters turn
out to be different in nonstandard settings.
3.3 Reduction: The nonstandard case
Here we will consider system (2.3), with local Tikhonov consistency and initial
value consistency for the scaling but we do not assume invertibility of G0(x, 0)
(in the notation of (3.7)). We will discuss under what conditions the transformed
system admits a singular perturbation reduction, and determine the reduction.
The “classical” QSS reduction, as in Proposition 4(c), is not applicable here.
We first illustrate by example that degenerate scaling may be useful when G0(x)
is not invertible.
Example 4. Consider the three-dimensional Michaelis-Menten equation (2.6).
Assuming initial value consistency for e and c, scaling yields the system
(3.9)
s˙ = ε(−k1e∗s+ k−1c∗)
e˙∗ = −k1e∗s+ (k−1 + k2)c∗
c˙∗ = k1e
∗s− (k−1 + k2)c∗
in Tikhonov standard form, with
G0 =
(
−k1s k−1 + k2
k1s −(k−1 + k2)
)
not invertible. (The unscaled system does not admit a reduction by Proposition
9, since the direct sum condition (ii) is not satisfied.) However, there exists a
Tikhonov-Fenichel reduction which we now determine. Adopting the notation
from the Appendix, Proposition 9, we have
h(0) =

 01
−1

 · (k1e∗s− (k−1 + k2)c∗) =: P · µ, h(1) =

−k1e∗s+ k−1c∗0
0

 .
With Dµ·P = −(k1s+k−1+k2) < 0 we obtain a reduction to a two-dimensional
system on the manifold defined by µ = 0. (Tikhonov yields no immediate
reduction to a one-dimensional equation.) Straightforward computations yield
the projection matrix
Q =
1
d
·

 d 0 0−k1e∗ k−1 + k2 k−1 + k2
k1e
∗ k1s k1s

 with d := k1s+ k−1 + k2,
and the reduced system
(3.10)
s′ = −k1e∗s+ k−1c∗
e∗′ = −k1e
∗
d
(−k1e
∗s+ k−1c
∗)
c∗′ = k1e
∗
d
(−k1e∗s+ k−1c∗) .
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In view of µ = 0 we may substitute c∗ = k1e
∗s/(k−1 + k2). Moreover system
(3.10) admits the first integral e∗ + c∗, and the additional relation e∗ + c∗ = e∗0
finally provides the familiar Michaelis-Menten equation for s.
In contrast, consider a variant of (2.6), viz.
(3.11)
s˙ = −k1es+ k−1c
e˙ = −k1es+ (k−1 + k2)c− εδ∗e
c˙ = k1es− (k−1 + k2)c
with slow degradation of free enzyme. The matrix G0 is as before, and the same
scaling as before now yields the reduced system
(3.12)
s′ = −k1e∗s+ k−1c∗
e∗′ = −k1e
∗
d
(
−k1e∗s+ k−1c∗ +
δ∗(k−1+k2)
k1
)
c∗′ = k1e
∗
d
(−k1e∗s+ k−1c∗ − δ∗s)
on the manifold defined by µ = 0. Substituting for c∗ one obtains the two-
dimensional system
s′ = − k1k2
k−1+k2
e∗s
e∗′ = − k1
k1s+k−1+k2
e∗ ·
(
− k1k2
k−1+k2
e∗s+ δ∗ k−1+k2
k1
)
for which no further explicit reduction is apparent.
There is a crucial difference between these systems: For system (2.6) one may
first employ conservation of e+ c, and then reduce as in Proposition 4 or 5. But
this shortcut is not available for system (3.11).
One may consider the above as instances of a higher order reduction proce-
dure which starts with a degenerate scaling and provides a reduction with the
dimension of the asymptotic slow manifold greater than r = n− s (notation as
in (2.2).) Generally one can state this as follows.
Proposition 6. Consider system (2.3) with f0(x, 0) = 0 and g0(x, 0) = 0, thus
(3.13)
x˙ = F0(x, y)y + εf1(x, y) + ε
2f2(x, y) + · · ·
y˙ = G0(x, y)y + εg1(x, y) + ε
2g2(x, y) + · · ·
and also assume initial value consistency.
(a) The scaled system then is given by
(3.14)
x˙ = ε(f1(x, 0) + F0(x, 0)y
∗) + · · ·
y˙∗ = G0(x, 0)y
∗ + g1(x, 0) + εg¯1(x, y
∗) + · · · ,
with
g¯1(x, y
∗) := g2(x, 0) +D2g1(x, 0)y
∗ + 2D22G0(x, 0)(y
∗, y∗),
and D22G0 denoting the second derivative of G0 with regard to y.
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(b) When 0 < s1 := rankG0(x, 0) < s for all x in an open subset U˜ ⊆ U then
near every x0 ∈ U there exist G˜0(x) ∈ R(s,s1) and R(x) ∈ R(s1,s), both of
rank s1, such that (
0
G0(x, 0)
)
=
(
0
G˜0(x)
)
· R(x).
If there exists a function w(x) on U˜ such that g1(x, 0) = G0(x)w(x) then
the equation R(x)(y∗ +w(x)) = 0 determines an (n− s1)–dimensional sub-
manifold Ẑ, and (3.14) locally admits a Tikhonov-Fenichel reduction with
an attracting asymptotic slow manifold Ẑ if and only if there is a ν > 0
such that all eigenvalues of R · G˜0 have real parts ≤ −ν.
Proof. Part (a) is straightforward from Taylor expansion with respect to y. It
is sufficient to prove part (b) for a neighborhood of any x̂ ∈ U . Here we may
assume that the last s1 columns of G0 are linearly independent, and define
G˜0 ∈ R(s,s1) as the matrix with these columns. Then the matrix consisting of
the first s− s1 columns of G0 (each being a linear combination of the columns
of G˜0) may be expressed in the form G˜0 ·A, with A(x) ∈ R(s1,s−s1) for every x,
and the first assertion follows from
G0 = G˜0 · (A , Is1 ) =: G˜0 ·R.
Concerning the existence criterion for a Tikhonov-Fenichel reduction see Propo-
sition 9 and [12], Remark 4, noting
P (x, y∗) =
(
0
G˜0(x)
)
, µ(x, y∗) = R(x)(y∗ + w(x)),
and
Dµ(x, y∗) = (∗, R(x)) , Dµ(x, y∗)P (x, y∗) = R(x) · G˜0(x).
We give some illustrative examples.
Example 5. • Continuing Example 4 and following the steps in the proof
above, one obtains
G0 =
(
−k1s k−1 + k2
k1s −(k−1 + k2)
)
=
(
k−1 + k2
−(k−1 + k2)
)
·
(
−k1s
k−1+k2
, 1
)
;
a slightly different version of the decomposition.
• To illuminate the effect of scaling on critical manifolds, consider a system(
0 A12
0 A22
)
·
(
x
y
)
+O(ε)
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with constant matrices. Upon scaling this becomes(
0 0
0 A22
)
·
(
x
y∗
)
+
(
0
g1(x, 0)
)
+O(ε)
For sake of simplicity, let g1(∗, 0) = 0. Then, whenever the kernel of A22
does not have full rank and its kernel is not contained in the kernel of A12,
the dimension of the critical manifold increases.
We refer to section 5 for application-relevant examples.
Remark 4. Proposition 6 also guarantees consistency of the scaling y∗ = y/ε
in the long term. Indeed, by Tikhonov there exist a neighborhood of the critical
manifold and some T2 > 0 such that any solution of (3.14) with initial value
in this neighborhood converges uniformly to a solution of the reduced system on
any closed subinterval of (0, T2]. In particular this implies boundedness of y
∗
for 0 ≤ t ≤ T2. Moreover, if the hypotheses of Hoppensteadt’s Theorem (see
Hoppensteadt [19], as well as a specialization in [22] for autonomous systems)
are satisfied und thus uniform convergence holds on every closed subinterval of
(0,∞), the same argument shows that the scaling is consistent for all positive
times τ .
3.4 Conservation of first integrals
First integrals of singularly perturbed systems are generally preserved (if possi-
bly trivialized) by Tikhonov-Fenichel reductions; see Appendix, Proposition 11.
In the following, we examine the effect of degenerate scaling on first integrals.
Proposition 7. Let system (2.3) be given, with local consistency and initial
value consistency. Furthermore assume that the scaled system (3.14) admits a
Tikhonov-Fenichel reduction in the sense of Proposition 9 in the Appendix, with
reduced system
(3.15)
x′ = p(x, y∗)
y∗′ = q(x, y∗)
(in slow time) on the asymptotic slow manifold Z˜.
(a) Whenever ϕ is smooth on a neighborhood of U × V × [0, ε0] and ϕ(·, ·, ε)
is a first integral of (2.3) for every 0 < ε < ε0, the function ϕ˜ : Z˜ →
R, ϕ˜(x, y∗) := ϕ(x, 0, 0) is a first integral (possibly constant) of (3.15).
(b) Moreover, if
(3.16) ϕ(x, εy∗, ε) = εϕ∗(x, y∗) + ε2(· · · )
holds for all x, y∗, ε then ϕ∗(x, y∗) is a first integral of (3.15) (possibly
constant) on Z˜.
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Proof. By Proposition 11, a first integral ψ(x, y∗, ε) of (3.14) induces a first
integral ψ˜(x, y∗) := ψ(x, y∗, 0) of (3.15). Since ϕ̂(x, y∗, ε) := ϕ(x, εy∗, ε) is a
first integral of (3.14), the first assertion follows.
If condition (3.16) is satisfied then ε−1ϕ(x, y∗, ε) is smooth and constant or a
first integral of (3.14). Hence ϕ∗(x, y∗) is a first integral of (3.15).
Remark 5. (a) The requirement that ϕ is smooth can be relaxed considerably;
see Appendix, Remark 8. But in applications to reaction networks one usu-
ally deals with smooth first integrals.
(b) A conserved first integral that fits part (b) of the Proposition appears in
Example 4.
4 Determination of consistent scalings
Up to this point we assumed that some degenerate scaling of a system was
given in advance. Now we turn to determining all such scalings for a general
parameter dependent polynomial differential equation
(4.1) x˙ = h(z, π), z ∈ Rn, π ∈ Rm.
We first recall that all singular perturbation reductions of such systems can be
determined. In order to rewrite such a system the form (2.1), fix a “suitable”
parameter value π̂, choose some ρ ∈ Rm and set
ĥ(z, ε) := h(z, π̂ + ερ) = h(z, π̂) + ε · · · .
In the present context, a parameter value π̂ is “suitable” if the perturbed system
admits a reduction via the classical theorem of Tikhonov and Fenichel. Follow-
ing [13], where precise definitions and characterizations are given, we speak of
Tikhonov-Fenichel parameter values (TFPV). By [13], all TFPV can be deter-
mined, in principle, using methods from algorithmic algebra. But this general
method becomes unfeasible for large n or m, hence more restricted approaches
and heuristics remain relevant. The search for locally Tikhonov consistent scal-
ings a priori amounts to searching for critical manifolds that are coordinate
subspaces. For chemical reaction networks this particular approach is moti-
vated by QSS for chemical species.
When a system of the form (2.1) and a “small parameter” are given at the
start, there remains the relatively straightforward task of checking all coor-
dinate subspaces for applicability of Proposition 4 or Proposition 6. For the
general case (4.1) one has to combine possible scalings with an a priori des-
ignation of Tikhonov-Fenichel parameter values; we consider just one special
instance of the latter.
4.1 Given small parameter
We consider a system (2.1). This system may originate from (4.1) by fixing a
TFPV, or from a system with known reaction rates by choosing some threshold
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that separates large and small parameters. We include the case that ĥ = ĥ(0)
is independent of ε. Due to Definition 2, finding all locally Tikhonov consistent
(LTC) scalings is equivalent to finding all partitions
z =
(
x
y
)
such that ĥ(0)(
(
x
0
)
) = 0,
possibly involving a relabelling of entries. We write
ĥ(0)(z) =

∑
d≥1
∑
ℓ1+···+ℓn=d
aid,ℓ1,...,ℓnz
ℓ1
1 · · · z
ℓn
n


1≤i≤n
,
with real coefficients aid,ℓ1,...,ℓn , starting from d = 1 since constant terms pre-
clude the existence of LTC scalings. Given 0 < s < n and 1 ≤ j1 < · · · < js ≤ n,
we call {j1, . . . , js} an LTC index set (and we call {zj1 , . . . , zjs} an LTC variable
set) whenever zj1 = · · · zjs = 0 implies that ĥ
(0)(z) = 0. We briefly speak of
either as an LTC set. In the partitioning (2.2) of z the LTC variables correspond
to y, hence one may think of them as fast variables. A straightforward search
for LTC sets would require the discussion of 2n − 2 cases; an improvement is
based on some simple observations.
Remark 6. (a) When the monomial zk11 · · · z
kn
n appears in ĥ
(0) with a nonzero
coefficient then every LTC index set contains some j such that kj > 0.
(b) In particular, any variable that appears in the linear part of ĥ(0) with a
nonzero coefficient is necessarily an LTC variable.
(c) Conversely, the complement {i1, . . . , ir} of any LTC index set is character-
ized by the property that every nonconstant monomial in zi1 , . . . , zir appears
with coefficient zero.
(d) To find complements of LTC sets, first determine the set S of all indices i
such that all powers zki occur only with coefficient 0 in ĥ
(0). Then the com-
plement of S is contained in every LTC set; in other words, slow variables
necessarily lie in S.
(e) Every superset of an LTC set is (equal to {1, . . . , n} or) an LTC set. There-
fore one may focus on minimal LTC sets (or maximal complements).
Example 6. Reactions of first and second order. Many chemical reaction net-
works involve only reactions of order one or two. For the corresponding systems
of degree two one may proceed as follows.
• First determine the set S according to Remark 6 (d).
• For every i ∈ S the complement of {i} is an LTC set.
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• Extending complements: Let {i1, . . . , ip} ⊆ S be complementary to an
LTC set, thus all zikziℓ , k, ℓ ∈ {1, . . . p} appear only with coefficient 0.
If there is ip+1 ∈ S such that all zikzip+1 , k ∈ {1, . . . p} appear only
with coefficient 0 then the complement of {i1, . . . , ip, ip+1} is an LTC set.
Otherwise {i1, . . . , ip} is maximal, and its complement is a minimal LTC
set.
We give a small example for illustration.
Example 7. Given the three-dimensional Michaelis-Menten system (2.6), des-
ignate the complete right-hand side as the fast part. Then S = {e, s}, and
since es occurs with nonzero coefficient, {e} and {s} are the only maximal
complements to LTC sets. Thus we find LTC sets {e, c} (see Example 4), and
{s, c} , which also leads to a Tikhonov-Fenichel reduction (with trivial reduced
equation).
The observations in Remark 6 obviously lay the groudwork for an algorithmic
approach, which will be taken up elsewhere. We also note that initial value
consistency may further restrict the possible LTC variables.
4.2 Unknown small parameter
Generally we have a parameter dependent polynomial system (4.1), written as
h(z, π) =

∑
d≥0
∑
ℓ1+···+ℓn=d
p(i)d,ℓ1,...,ℓn(π)z
ℓ1
1 · · · z
ℓn
n


1≤i≤n
,
with polynomials p(i)d,ℓ1,...,ℓn . From this vantage point there exists no a priori
small/large separation of coefficients, and the objective is to simultaneously de-
termine candidates π̂ for Tikhonov-Fenichel parameter values and corresponding
LTC variable sets. The summation starts at d = 0 here, since constant terms
may appear in h (although they must vanish at π̂). We do not attempt a
complete analysis here but just make a few observations.
Remark 7. (a) Let π̂ be a TFPV of (4.1) with LTC variable set {zj1 , . . . , zjs}.
Then p(i)d,k1,...,kn(π̂) = 0 whenever all q with kq > 0 lie in the complement
of {j1, . . . , js}. Hence the corresponding coefficient of z
k1
1 · · · z
kn
n is of order
ε in h(z, π̂ + ερ). From this observtion one may start an exhaustive case-
by-case analysis (with ascending degree d = 0, 1, 2 . . .).
(b) From an applied perspective it is of interest to consider a restricted ap-
proach with pre-assigned LTC variables: Given fixed indices 1 ≤ j1 < · · · <
js ≤ n, determine π̂ so that {j1, . . . , js} is an LTC index set; equivalently
p(i)d,k1,...,kn(π̂) = 0 whenever kj1 = · · · = kjs = 0. In different terminology,
determine parameter conditions such that zj1 , . . . , zjs are in steady state at
π̂, hence in quasi-steady state at π = π̂ + επ∗ + · · · .
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The algebraic problem of finding the common roots π̂ of a given collection
of p(i)d,k1,...,kn is amenable to algorithmic methods, for instance using Groebner
bases; compare [14], Appendix A 5.2 (in particular Remark 4).
Again we consider the Michaelis-Menten system to illustrate the approach.
Example 8. For system (2.6) with π = (k1, k−1, k2), we discuss all possible
assignments of LTC variable sets.
(i) Pre-assigned LTC variable set {s}, thus s = εs∗. Then the first equation
of (2.6) forces k̂−1 = 0; no further conditions need to be imposed. The
scaled system
s˙∗ = −k1es∗ + k∗−1c
e˙ = −εk1es∗ + (εk∗−1 + k2)c
c˙ = εk1es
∗ − (εk∗−1 + k2)c
admits a singular perturbation reduction (via Proposition 9) to the critical
manifold defined by s∗ = c = 0, with trivial reduced system. There exists
no Tikhonov-Fenichel reduction with critical manifold given by e = c = 0.
(ii) Pre-assigned LTC variable set {e}, thus e = εe∗. The second equation
of (2.6) forces k̂−1 + k̂2 = 0, hence k̂−1 = k̂2 = 0 due to nonnegativity.
This yields k−1 = εk
∗
−1 and k2 = εk
∗
2 . The system admits a singular
perturbation reduction with critical manifold given by k1e
∗s = (k∗−1+k
∗
2)c.
(iii) Pre-assigned LTC variable set {c}, thus c = εc∗. The third equation in
(2.6) forces k̂1 = 0; the scaled system admits a Tikhonov-Fenichel reduc-
tion.
(iv) Pre-assigned LTC variable set {s, e}, thus s = εs∗ and e = εe∗. One
obtains the further conditions k−1 = εk
∗
−1 and k2 = εk
∗
2 , but no Tikhonov-
Fenichel reduction exists.
(v) Pre-assigned LTC variable set {s, c}, thus s = εs∗ and c = εc∗. No further
conditions need to be imposed on the rate constants; there exists a singular
perturbation reduction with trivial reduced equation.
(vi) Pre-assigned LTC variable set {e, c}, thus e = εe∗ and c = εc∗. No further
conditions need to be imposed on the rate constants; the reduction is
known from Example 4.
To summarize, the approach produces hits and misses, but the point is that
it is systematic.
5 Applications
5.1 Intermediate species in PTM networks
Intermediates in reaction networks are of particular interest for the computation
of stationary points, and also for the computation of quasi-steady state reduc-
tions, because they allow linear elimination of variables; see Feliu and Wiuf
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[1, 2], Gunawarenda [16], and Saez et al. [28]. Recall that in classical QSS
reduction, a (formally) reduced system is obtained via algebraic elimination of
fast species. We discuss these reductions from the perspective of degenerate
scalings, including convergence issues.
By definition and in view of Remark 6(b), an intermediate species must cor-
respond to a LTC variable whenever it appears with nonzero coeficient in the
fast part of the reaction system.
We will discuss post-translational modification (PTM) networks in some detail,
based on Feliu and Wiuf [2], Gunawardena [16]. The species in a PTM network
are of two types: Substrates (with concentrations we call u1, . . . , uN) and inter-
mediates (with concentrations v1, . . . , vP ). The differential equation for a PTM
system with mass action kinetics has the form
(5.1)
u˙i =
∑N
j=1
∑P
k=1 θij
(
−akijuiuj + b
k
ijvk
)
+
∑N
j=1 (djiuj − dijui)
v˙k =
∑N
j=1
∑j
i=1
(
akijuiuj − b
k
ijvk
)
+
∑P
ℓ=1 (cℓkvℓ − ckℓvk)
with the coefficients satisfying the following conditions:
(i) θij = 1 whenever i 6= j, and θii = 2;
(ii) Rate constants: All akij = a
k
ji ≥ 0, all b
k
ij = b
k
ji ≥ 0; moreover all dij ≥
0, dii = 0 and ckℓ ≥ 0, ckk = 0;
(iii) Every vk appears on the right hand side of (5.1) with a nonzero coefficient;
(iv) Ordering of substrates: There is anm, 1 ≤ m ≤ N such that i ∈ {1, . . . ,m}
if and only if dij = dji = 0 for all i.
Feliu and Wiuf [2] focus on stationary points of the differential equation sys-
tem, but their central arguments work equally well for quasi-steady state. Gu-
nawarenda [16] also mentions QSS for such systems, and the general results in
Saez et al. [28] apply as well.
We focus our interest on networks with no slow reactions, thus the fast part is
the whole system. Then the following hold.
• By Remark 6 (iii) and (iv), every vk is necessarily an LTC variable, as
well as um+1, . . . , uN ; the set S consists of u1, . . . , um.
• It follows from the definition of a cut ([2], Def. 1) that every LTC variable
set (resp., every minimal LTC variable set) is the union of {v1, . . . , vP } and
a cut (resp., a minimal cut) of {u1, . . . , un}. The results in [2] regarding
elimination of species (in particular Proposition 2 about elimination of
intermediates and Proposition 6 about elimination of certain substrates)
may therefore be employed in the (a priori formal) computation and study
of QSS reductions.
• The results from Subsections 3.2 and 3.3 now allow to discuss the con-
vergence of the reduction in rather general circumstances. A priori, PTM
networks will always lead to a non-standard settings, since
∑
ui +2
∑
vk
20
is a linear first integral for (5.1). But when there exist sufficiently many
linear first integrals to eliminate species (see the detailed discussion in
[2], Subsections 3.3 and 3.4) then one ends up with a standard case. For
standard cases the QSS reduction agrees with the singular perturbation
reduction (up to irrelevant higher order terms) by Proposition 4, and con-
vergence is guaranteed whenever the critical manifold is linearly attractive
for the fast system.
Example 9. Consider a generalization of the irreversible Michaelis-Menten re-
action scheme with three intermediate complexes:
E + S
k1
⇋
k−1
C1
k2
⇋
k−2
C2
k3
⇋
k−3
C3
k4→E + P.
The associated differential equation is
e˙ = −k1es + k−1c1 + k4c3
s˙ = −k1es + k−1c1
c˙1 = k1es − (k−1 + k2)c1 + k−2c2
c˙2 = k2c1 − (k−2 + k3)c2 + k−3c3
c˙3 = k3c2 − (k−3 + k4)c3
and the initial values are e(0) = e0, s(0) = s0 and all ci(0) = 0.
(a) When all reactions are fast then necessarily c1, c2 and c3 are LTC variables.
We augment these by e to obtain a minimal LTC variable set, and we then
have to impose e0 = εe
∗
0 to ensure initial value consistency. With the first
integral e + c1 + c2 + c3 one obtains a system for s and the ci; for this the
standard reduction is applicable. The eigenvalue condition can be verified
via the Hurwitz-Routh conditions (see Gantmacher [8]) for the characteristic
polynomial of the matrix (using the notation of Proposition 9)
Dµ(z)P (z) =

−(k1s+ k−1 + k2) −k1s+ k−2 −k1sk2 −(k−2 + k3) k−3
0 k3 −(k−3 + k4)

 .
Computation of the reduced equation is straightforward: Since the critical
manifold is the affine subspace defined by c1 = c2 = c3 = 0, Tikhonov-
Fenichel and classical QSS reduction are in agreement by [14], Proposition
5. Solving for c˙i = 0 from bottom up, and substituting in the equation for
s, one obtains
s˙ = −
k1k2k3k4e0
d
s
with
d = (k1k2k3 + k1k2k4 + k1k2k−3 + k1k3k4 + k1k4k−2 + k1k−2k−3)s
+k3k4k−1 + k4k−1k−2 + k−1k−2k−3.
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(b) On the other hand consider the network with slow last reaction, thus k4 =
εk∗4 . The fast part of the system is given by

−k1es+ k−1c1
−k1es+ k−1c1
k1es− (k−1 + k2)c1 + k−2c2
k2c1 − (k−2 + k3)c2 + k−3c3
k3c2 − k−3c3

 .
Again, we have the first integral e+c1+c2+c3 = e0 and the ci are necessar-
ily LTC variables. Augmenting by e (with e0 = εe
∗
0) yields a minimal LTC
set, but now (by a straightforward computation) the singular perturbation
reduction leads to s˙ = 0. This disagrees with the classical QSS reduction of
the system for s, c1, c2, c3 with the ci in quasi-steady state, which actually
is incorrect. (Proposition 5 from [14] is not applicable here, since the critical
manifold is not an affine subspace.) In fact, the four-dimensional system
with k4 = εk
∗
4 (but e0 not small) does admit a singular perturbation re-
duction which can be computed via Proposition 9, with a critical manifold
that is not affine. This example illustrates the limitations of the scaling
approach, with its restricted choices for slow and fast variables.
Example 10. We discuss the Michaelis-Menten network with inhibitor, in a
variant that includes slow degradation of the inhibitor:
E + S
k1
⇋
k−1
C1
k2→ E + P,
E + Y
k1
⇋
k−1
C2, Y
εk∗4→ ∅.
The corresponding differential equation is
e˙ = −k1es+ (k−1 + k2)c1 − k3ey + k−3c2
s˙ = −k1es+ k−1c1
c˙1 = k1es− (k−1 + k2)c1
c˙2 = k3ey − k−3c2
y˙ = − k3ey + k−3c2 − εk
∗
4y
with c1(0) = c2(0) = 0, all other initial values positive. Considering the fast
part, c1 and c2 are necessarily LTC variables, and {e, c1, c2} is a minimal LTC
set, with initial value consistency forcing e0 = εe
∗
0. The scaled system does not
admit standard reduction but the nonstandard approach works. One has
h(0) =


−1 −1
0 0
1 0
0 1
0 0

 ·
(
k1e
∗s− (k−1 + k2)c
∗
1
k3e
∗y − k−3c∗2
)
=: P · µ;
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the critical manifold Z is given by µ = 0, equivalently
c∗1 =
k1e
∗s
k−1 + k2
, c∗2 =
k3e
∗y
k−3
;
moreover
h(1) =


0
−k1e∗s+ k−1c∗1
0
0
−k3e∗y + k−3c∗2 − k
∗
4y

 =


0
−k2c∗1
0
0
−k∗4y

 on Z.
One readily verifies the eigenvalue condition for the 2 × 2 matrix Dµ · P . The
second and the fifth rows of P are zero, therefore the same holds for the second
and the fifth rows of P (DµP )−1Dµ, whence the second and fifth entries ofQ·h(1)
are equal to those of h(1). From the first integral e∗+c∗1+c
∗
2 (see Proposition 7)
and the defining equations for Z one sees that only the second and fifth entries
of the reduced system are needed. This yields the reduced system
s′ = −k2c∗1
y′ = −k∗4y
on Z, with
e∗
(
1 +
k1
k−1 + k2
s+
k3
k−3
y
)
= e∗0; c
∗
1 =
k1
k−1 + k2
se∗.
Setting
M1 :=
k−1 + k2
k1
, M2 :=
k3
k−3
one finally obtains
s′ = − k2e
∗
0s
M1+s+M1M2y
y′ = −k∗4y
.
The familiar reduction (see e.g. Keener and Sneyd [20], or [10]) when inhbitor
does not degrade consists of just the first equation, with y = y0. Hence the
result of our reduction is intuitively obvious, but still a rigorous derivation and
a convergence proof are preferable.
5.2 Reaction-transport systems
Ordinary differential equations which model reactions and transport appear in
various circumstances, for instance as spatial discretizations of reaction-diffusion
systems, or in multicellular reaction networks. We derive some general results
for scalings of such systems, and look at some applications. (We note in passing
that the results may be of some use for partial differential equations modelling
23
reaction-transport systems.)
We start with a locally Tikhonov consistent “reaction system”
x˙ = F (x, y)y + εf(x, y, ε)
y˙ = G(x, y)y + εg(x, y, ε),
reactions taking place in each of N compartments (numbered by α). We denote
the concentrations in compartment #α by xα, yα, and furthermore set
xα =


x1,α
...
xr,α

 , yα =


y1,α
...
ys,α

 , x̂ = (xα)1≤α≤N and ŷ = (yα)1≤α≤N .
A reaction-transport system with general transport terms is then given by
(5.2)
x˙α = F (xα, yα)yα + εf(xα, yα, ε) + ∆
(x)(ε)
∑N
β=1Θ
(x)
α,β(x̂, ŷ, ε)xβ
y˙α = G(xα, yα)yα + εg(xα, yα, ε) + ∆
(y)(ε)
∑N
β=1Θ
(y)
α,β(x̂, ŷ, ε)yβ.
Here the Θ
(x)
α,β and Θ
(y)
α,β are smooth matrix-valued functions of appropriate sizes,
and
∆(x)(ε) = diag (ερ1 , . . . , ερr), ∆(y)(ε) = diag (εσ1 , . . . , εσs)
with all ρi, σj ∈ {0, 1}. Thus ρi = 0 means fast transport for all xi,α while
ρi = 1 means slow transport, and analogously for the yj,α. (Thus the scaling
ŷ = εŷ∗ is not necesarily locally consistent.) The general form of the transport
terms only implies that no transport occurs when no species are present in any
compartment; in concrete applications one will impose stronger requirements.
The existence of transport terms strongly influences possible LTC variables:
Whenever some ∆(x)(0) ·Θ
(x)
α,β(0, 0, 0) 6= 0 then some entry of xβ is necessarily
an LTC variable, and whenever some ∆(y)(0) ·Θ
(y)
α,β(0, 0, 0) 6= 0 then some entry
of yβ is necessarily an LTC variable.
The following special result is a straightforward consequence of Proposition 6.
Proposition 8. When ρ1 = · · · = ρr = 1 (thus transport of every xα is slow)
then system (5.2) is locally Tikhonov consistent with respect to the scaling ŷ =
εŷ∗. The scaled fast subsystem is
(5.3)
x˙α = 0
y˙∗α = G(xα, 0)y
∗
α + g(xα, 0, 0) + ∆
(y)(0)
∑N
β=1 ϑ
(y)
α,β(x̂)y
∗
β
with
ϑ
(y)
α,β(x̂) := Θ
(y)
α,β(x̂, 0, 0).
It will depend on further properties whether this scaled system admits a
Tikhonov-Fenichel reduction.
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Example 11. The reduction of a spatially discretized Michaelis-Menten system
with slow diffusion was investigated in [6]. This is a system of dimension 3N ,
with N compartments, given by
(5.4)
s˙α = εθ
∗
sDαŝ − k1sαwα + (k1sα + k−1)cα,
c˙α = εθ
∗
cDαĉ + k1sαwα − (k1sα + k−1 + k2)cα,
w˙α = εθ
∗
eDαŵ + ε(θ
∗
c − θ
∗
e)Dαĉ
with 1 ≤ α ≤ N , wα := eα+cα, and x̂ := (xα) for x ∈ {s, c, w}. The matrix D
represents discretized diffusion, and Dα denotes the α
th row of D. System (5.4)
is in Tikhonov standard form and one readily determines the reduced equation
(in slow time τ = εt) as
w′α = θ
∗
eDαŵ, 1 ≤ α ≤ N
on the N -dimensional critical manifold defined by ĉ = ŝ = 0. This simply
describes diffusion with all reactions in equilibrium.
In order to discuss reduction of the system under the familiar assumption of
small initial overall enzyme concentration wα(0) = εe
∗
α,0, one must introduce
scalings. Following Proposition 6 we let ĉ = εĉ∗ and ŵ = εŵ∗. In scaled
variables we then obtain
(5.5)
s˙α = ε (θ
∗
sDαŝ− k1sαw
∗
α + (k1sα + k−1)c
∗
α)
c˙∗α = εθ
∗
cDαĉ
∗ + k1sαw
∗
α − (k1sα + k−1 + k2)c
∗
α
w˙∗α = ε (θ
∗
eDαŵ
∗ + (θ∗c − θ
∗
e)Dαĉ
∗)
with 1 ≤ α ≤ N , and the critical manifold is given by
k1sαw
∗
α − (k1sα + k−1 + k2)c
∗
α = 0, 1 ≤ α ≤ N.
This system is in standard form, and one obtains the following reduced equation
in slow time:
(5.6)
s′α = θ
∗
sDαŝ−
k1k2w
∗
αsα
k1sα+k−1+k2
w∗α
′ = θ∗eDαŵ
∗ + (θ∗c − θ
∗
e)Dα
(
(
k1k2w
∗
βsβ
k1sβ+k−1+k2
)1≤β≤N
)
.
See [6] (where a slightly different scaling was employed) for details, and for ex-
tending the reduction to the reaction-diffusion PDE.
Example 12. Multicellular reaction networks describe (identical) reactions in
N cells that are connected by transport (see Shapiro and Horn [32] for linear
transport terms, Korc and Feinberg [21] for polynomial mass action reaction
terms). We consider the simple reaction
S + P
k1−−⇀↽−
k−1
C.
Denote by (sα, pα, cα) the concentrations of S, P and C in cell α and set
(sˆ, pˆ, cˆ) := (sα, pα, cα)1≤α≤N .
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a) Assuming mass action kinetics and slow transport, the multicellular reaction
network can be described by the system
s˙α = −k1sαpα + k−1cα + ε
∑
β
Θ
(s)
α,β(ŝ, p̂, ĉ, ε)sβ
p˙α = −k1sαpα + k−1cα + ε
∑
β
Θ
(p)
α,β(ŝ, p̂, ĉ, ε)pβ
c˙α = k1sαpα − k−1cα + ε
∑
β
Θ
(c)
α,β(ŝ, p̂, ĉ, ε)cβ .
Here each cα is necessarily a LTC variable; we augment these by the sα,
imposing initial value consistency for ĉ and ŝ as additional conditions. We
scale sα = εs
∗
α and cα = εc
∗
α for 1 ≤ α ≤ N . Therefore
s˙∗α = −k1s
∗
αpα + k−1c
∗
α + ε
∑
β
Θ
(s)
α,β(0, p̂, 0, 0)s
∗
β + ε
2 · · ·
p˙α = −εk1s
∗
αpα + εk−1c
∗
α + ε
∑
β
Θ
(p)
α,β(0, p̂, 0, 0)pβ + ε
2 · · ·
c˙∗α = k1s
∗
αpα − k−1c
∗
α + ε
∑
β
Θ
(c)
α,β(0, p̂, 0, 0)c
∗
β + ε
2 · · ·
for 1 ≤ α < N . This is a nonstandard case, with Proposition 9 applicable to
the scaled system. For the reduced system on the critical manifold defined
by k−1c
∗
α = k1s
∗
αpα for 1 ≤ α ≤ N and with
Qα =
1
k1pα + k−1

 k−1 −k1s∗α k−10 k1pα + k−1 0
k1pα k1s
∗
α k1pα


one obtains (in slow time)
s∗α′p′α
c∗α
′

 = Qα ·


∑
β Θ
(s)
α,β(0, p̂, 0, 0)s
∗
β∑
β Θ
(p)
α,β(0, p̂, 0, 0)pβ∑
β Θ
(c)
α,β(0, p̂, 0, 0)c
∗
β

 .
Here one may replace c∗α = k1s
∗
αpα/k−1 and discard the equations for c
∗
α; see
also [9], subsection 5.2.
b) If one considers fast transport for S (which forces the sα to be LTC variables)
but still requires slow transport for the other species, the scaled system
becomes
s˙∗α = −k1s
∗
αpα + k−1c
∗
α +
∑
β
Θ
(s)
α,β(0, p̂, 0, 0)s
∗
β + ε · · ·
p˙α = −εk1s
∗
αpα + εk−1c
∗
α + ε
∑
β
Θ
(p)
α,β(0, p̂, 0, 0)pβ + ε
2 · · ·
c˙∗α = k1s
∗
αpα − k−1c
∗
α + ε
∑
β
Θ
(c)
α,β(0, p̂, 0, 0)c
∗
β + ε
2 · · · .
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For further discussions we focus on a simple transport mechanism, viz.∑
β
Θ
(s)
α,β(ŝ, p̂, ĉ, ε)sβ = δs (sα−1 − 2sα + sα+1)
with the understanding that s0 = s1 and sN+1 = sN ; similarly for p̂ and
ĉ. (These terms appear when discretizing diffusion in dimension one, with
Neumann boundary conditions). The computations for the reduction are
slightly involved; details are given in Appendix B below. With∑
β
Θ
(s)
α,β(0, p̂, 0, 0)s
∗
β + ε · · · = δs
(
s∗α−1 − 2s
∗
α + s
∗
α+1
)
,
the reduced equation turns out as
s∗α
′ = 0
pα
′ = δp (pα−1 − 2pα + pα+1)
c∗α
′ =
k1sα
k−1
δp (pα−1 − 2pα + pα+1)
on the critical manifold defined by s∗1 = . . . = s
∗
N and k1s
∗
αpα = k−1c
∗
α. This
can be simplified further to
pα
′ = δp (pα−1 − 2pα + pα+1)
(pure diffusion of p̂) augmented by
s∗α = s˜
∗
0 :=
k−1
∑N
α=1(s
∗
α,0 + c
∗
α,0)
k−1N + k1
∑N
α=1 pα,0
and c∗α =
k1s˜
∗
0
k−1
pα
where
(
s∗α,0, pα,0, c
∗
α,0
)
1≤α≤N
are the initial values of the scaled system.
Thus, fast transport of substrate alone is sufficient to reduce the system
to a diffusion problem.
A Appendix: Tikhonov-Fenichel reductions
For the reader’s convenience we restate here some variants of [12], Thm. 1 and
Remark 2 on singular perturbation reductions with no a priori separation of
slow and fast variables. In addition we determine the first-order approximation
of the slow manifold and prove a conservation property for first integrals in the
reduction procedure. The necessary theoretical background from singular per-
turbation theory does not go beyond the classical work of Tikhonov [33] and
Fenichel [4, 5], but the approach from [12] is quite convenient for explicit com-
putations.
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Given an open subset S ⊂ Rn and a smooth function h defined on a neigh-
borhood of S × [0, ε0] we consider the system
(A.1) z˙ = h(z, ε) = h(0)(z) + εh(1)(z) + ε2 · · ·
in the asymptotic limit ε→ 0, as well as its time-scaled version
(A.2) z′ =
dz
dτ
= ε−1h(z, ε) = ε−1h(0)(z) + h(1)(z) + . . . , τ = εt.
We impose the following requirements, which are necessary and sufficient for
the local existence of a transformation into Tikhonov standard form (see [26]):
(i) There exists a point z0 in the zero set V(h(0)) such that rankDh(0)(z) =
r < n for all z in some neighborhood of z0 in R
n. By the implicit function
theorem, there exists a neighborhood U of z0 such that Z := U ∩ V(h(0))
is a (n− r)-dimensional submanifold.
(ii) There is a direct sum decomposition
R
n = ker Dh(0)(z)⊕ im Dh(0)(z)
for all z ∈ Z.
(iii) There is ν > 0 such that all nonzero eigenvalues of Dh(0)(z), z ∈ U , have
real part ≤ −ν.
A coordinate-free local version of Tikhonov’s and Fenichel’s reduction theorem
can be stated as follows.
Proposition 9. Let conditions (i)–(iii) be given.
(a) Decomposition. On some neighborhood U˜ ⊆ U of z0 there exist smooth
maps
P : U˜ → Rn×r and µ : U˜ → Rr
with rankP (z0) = rankDµ(z0) = r, such that
h(0)(z) = P (z)µ(z), z ∈ U˜ .
Moreover, the zero set Y of µ satisfies Y = Z∩U˜ = V(h(0))∩U˜ . The entries
of µ may be taken as any r entries of h(0) that are functionally independent
at z0.
(b) Reduction. The system
(A.3) z′ = q(z) := Q(z) · h(1)(z)
with the projection matrix
Q(z) := Id− P (z)(Dµ(z)P (z))−1Dµ(z)
is defined in U˜ . Moreover, every entry of µ is a first integral of (A.3); in
particular it admits the manifold Y as an invariant set.
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(c) Convergence. There exists T2 > 0 and a neighborhood U
∗ ⊂ U of Y such
that all solutions of (A.2) starting in U∗ converge to solutions of the reduced
system (A.3) on Y as ε→ 0, uniformly on [T1, T2] for any T1 with 0 < T1 <
T2.
We call (A.3) the Tikhonov-Fenichel reduction of (A.2). As follows from
[12], for rational h(0) one may choose P and µ rational, and the decomposition
can be obtained via algorithmic algebra.
The submanifold Z is called the asymptotic slow manifold (or critical manifold)
of the system. For small ε there exists an invariant slow manifold of system
(A.1) for which Z is an order ε0 approximation. For the sake of completeness
we also include an order ε1 approximation:
Proposition 10. Up to first order in ε, the slow manifold of system (A.1) is
determined by any equation
µ(z) + ε
(
(Dµ(z)P (z))−1 ·Dµ(z)h(1)(z) +A(z) · µ(z)
)
= 0
with an arbitrary smooth matrix-valued function A, up to higher order terms.
Proof. A zero order approximation is given by µ(z) = 0. For a first order
approximation we make the ansatz
Φ(z) = µ(z) + εΨ(z) = 0.
According to (for instance) [14], Lemma 2, the invariance condition with h(z) =
h(0)(z) + εh(1)(z) + · · · is then
DΦ(z) · h(z) = (Λ0(z) + εΛ1(z)) · Φ(z) + ε
2 · · ·
with suitable smooth matrix-valued functions Λi. Recall that
h(0)(z) = P (z) · µ(z)
and that Dµ(z)P (z) is invertible. Evaluation of the invariance condition yields
in order zero:
Dµ(z)P (z) · µ(z) = Λ0(z) · µ(z); hence we may set Λ0(z) = Dµ(z)P (z).
In order one we obtain
Dµ(z)h(1)(z) +DΨ(z)P (z) · µ(z) = Dµ(z)P (z) ·Ψ(z) + Λ1(z) · µ(z).
This equation has the particular solution
Ψ0(z) = (Dµ(z)P (z))
−1 ·Dµ(z)h(1)(z), Λ1(z) = DΨ0(z)P (z),
and general solution
Ψ(z) = Ψ0(z) +A(z)µ(z),
Λ1(z) = DΨ0(z)P (z) +D (A(z)µ(z))P (z)−Dµ(z)P (z)A(z)
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with an arbitrary smooth matrix-valued function A, which is irrelevant for the
approximation. Indeed, IN + εA is invertible for small ε, hence
µ(z) + ε (Ψ0(z) +A(z) · µ(z)) = (In + εA(z)) ·
(
µ(z) + εΨ0(z) + ε
2) · · ·
)
,
and the determining equations (viz., µ(z) + εΨ0(z) = 0 and µ(z) + εΨ(z) = 0)
agree up to order ε.
Finally, we prove that first integrals of (A.1) (equivalently, of (A.2)) are
preserved by the reduction. (Special instances of this appear in the literature;
see e.g. Feliu and Wiuf [1], but there seems to be no record of a general result.)
The proof is straightforward via Proposition 9.
Proposition 11. Let the assumptions of Proposition 9 be satisfied, and let
ϕ = ϕ(z, ε) be smooth on a neighborhood of S× [0, ε0] such that ϕ(·, ε) is a first
integral of (A.2) for 0 < ε < ε0. Then ϕ˜ : S → R, ϕ˜(z) := ϕ(z, 0) is constant
on Z or a first integral of the reduced system (A.3) on Z (i.e., the intersection
of Z with any level set of ϕ˜ is invariant for the reduced system).
Proof. Let z0 be in the domain of attraction of Z, denote by z(τ, ε) the solution
of (A.2) with initial value z(0) = z0 and let z¯(τ) denote the solution of (A.3)
such that z converges to z¯ on every closed subset [T1, T2] of (0, T2] as ε → 0.
Hence, on [T1, T2] we have
ϕ˜(z¯(τ)) = ϕ(z¯(τ), 0)←−−−
ε→0
ϕ(z(τ, ε), ε) = ϕ(z0, ε) −−−→
ε→0
ϕ(z0, 0)
by continuity. This implies that ϕ˜ is constant on [0, T2]. Since (in particular)
every point of Z may be taken as initial value for (A.2), we see that ϕ˜ is constant
on any solution of (A.3) on Z.
Remark 8. (a) Obviously Proposition 11 holds with less restrictive assump-
tions on ϕ. For instance, requiring continuity in (z, ε) and continuous dif-
ferentiability in z for all ε suffices.
(b) The hypotheses of Proposition 11 have rather strong implications for a sys-
tem (2.4) in Tikhonov standard form: Given a first integral
ϕ(x, y) = ϕ0(x, y) + εϕ1(x, y) + · · · ,
with ϕ0 not constant (w.l.o.g.), we obtain the condition
D2ϕ0(x, y)g˜0(x, y) = 0
by comparing lowest order terms in ε. Fix x = x∗, let (x∗, y∗) ∈ Z and
consider the equation
y˙ = g˜0(x
∗, y).
The eigenvalue requirement on D2g˜0 implies that the stationary point y
∗ of
this equation is linearly asymptotically stable, hence the first integral ϕ(x∗, y)
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must be constant in some neighborhood of y∗. We see that ϕ0 is independent
of y. Morever, comparing higher order terms in ε will in general show that
no (nonconstant) first integrals exist. These remarks indicate for the case
of standard reduction that no nonconstant first integrals exist, but matters
are different for nonstandard reduction.
B Appendix: Some computations
We return to Example 12 b), hence
s˙∗α = −k1s
∗
αpα + k−1c
∗
α + δs
(
s∗α−1 − 2s
∗
α + s
∗
α+1
)
p˙α = −εk1s
∗
αpα + εk−1c
∗
α + εδp (pα−1 − 2pα + pα+1)
c˙∗α = k1s
∗
αpα − k−1c
∗
α + εδc
(
c∗α−1 − 2c
∗
α + c
∗
α+1
)
(with s0 = s1 and sN+1 = sN ; similarly for p̂ and ĉ
∗), and compute its reduction.
The fast part is
h(0) =

µR + δsDŝ∗0
−µR


with
µR := (−k1s
∗
αpα + k−1c
∗
α)1≤α≤N
and
Dŝ∗ :=
(
s∗α−1 − 2s
∗
α + s
∗
α+1
)
1≤α≤N
.
We fix the ordering s∗1, . . . , s
∗
N , p1, . . . , pN , c
∗
1, . . . , c
∗
N of the variables. The crit-
ical manifold is defined by s∗1 = . . . = s
∗
N and k1s
∗
αpα = k−1c
∗
α for all α, hence
we let
µ =
(
µR
µD
)
with µD :=


s∗2 − s
∗
1
...
s∗N − s
∗
N−1

 .
The slow part (restricted to the critical manifold) is given by
h(1) =

 0δpDp̂
δcDĉ∗

 .
In order to obtain a convenient form for the decomposition of h(0) we define
D1 := −k1 diag(p1, . . . , pN),
D2 := −k1 diag(s
∗
1, . . . , s
∗
N ),
D3 := k−1IN ,
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and
M1 :=


−1 1
−1 1
. . .
. . .
−1 1

 ∈ R(N−1)×N , M2 := −M tr1 ∈ RN×(N−1),
furthermore
P :=

 IN M20 0
−IN 0

 .
Then one has a decomposition h(0) = P · µ in the sense of Proposition 9, and
Dµ =
(
D1 D2 D3
M1 0 0
)
=⇒ DµP =
(
D1 −D3 D1M2
M1 M1M2
)
.
It is not necessary to invert this matrix in order to find the projection: According
to Goeke [11], Bem. 2.1.9 it suffices to find some γ = (γ1, γ2)
tr ∈ RN+(N−1) such
that
(B.1) Dµ · Pγ = Dµ · h(1).
Then the reduced system is then given as
ŝ∗p̂
ĉ∗


′
= h(1) − P · γ.
Equation (B.1) is equivalent to the system
(B.2)
(D1 −D3)γ1 +D1M2γ2 = ∆
M1 (γ1 +M2γ2) = 0
with
∆ := D2δpDp̂+D3δcDĉ
∗.
The second equation in (B.2) is solved by γ1 +M2γ2 = 0, and substitution into
the first equation yields D3γ1 = −∆. Thus there exists a solution with
γ1 = −(k−1)
−1∆
PDγ2 = (k−1)
−1∆.
The reduced system on the critical manifold is given by
ŝ∗p̂
ĉ∗


′
=

−γ1 −M2γ2δpD(p̂)
δcD(ĉ∗) + γ1

 =

 0δpD(p̂)
k1k
−1
−1s
∗
0δpD(p̂)


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with s∗0 := s
∗
1 = . . . = s
∗
N . The condition k1sαpα = k−1c
∗
α together with
constancy of ŝ∗ now shows that this is a discrete diffusion equation
pα
′ = δp (pα−1 − 2pα + pα+1)
augmented by s∗α = s˜
∗
0 and c
∗
α =
k1s˜
∗
0
k−1
pα, with s˜
∗
0 the corresponding initial value
of s∗α on the critical manifold. This initial value is determined according to [12],
Prop. 2: We show that
s˜∗0 =
∑N
α=1(s
∗
α,0 + c
∗
α,0)
N + k1k
−1
−1
∑N
α=1 pα,0
,
where
(
s∗α,0, pα,0, c
∗
α,0
)
1≤α≤N
are the initial values of the scaled system. Indeed
ψ1,α = pα, 1 ≤ α ≤ N
ψ2 =
N∑
α=1
(s∗α + c
∗
α)
are first integrals of the fast system x˙ = h(0)(x). Now Prop. 2 in [12] shows that
the initial values
(
s˜∗α,0, p˜α,0, c˜
∗
α,0
)
1≤α≤N
on the critical manifold are determined
by the conditions
p˜α,0 = pα,0
N∑
α=1
(s˜∗α,0 + c˜
∗
α,0) =
N∑
α=1
(s∗α,0 + c
∗
α,0)
s˜∗0 := s˜
∗
1,0 = . . . = s˜
∗
N,0
k1s˜
∗
α,0p˜α,0 = k−1c˜
∗
α,0.
The assertion follows.
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