The problem of approximating triples of commuting n×n matrices by triples of generic matrices is equivalent to that whether the variety C(3, n) of triples of commuting matrices is irreducible. It is known that the variety is irreducible for n 7 and reducible for n 30. Using simultaneous commutative perturbations of pairs of matrices in the centralizer of the third matrix we prove that C(3, 8) is irreducible.
Introduction
Let C (3, n) denote the variety of triples of commuting n×n matrices over an algebraically closed field F of characteristic zero. Gerstenhaber [1] proposed the question for which natural numbers n this variety is irreducible. Guralnick proved in [2] that the answer is positive for n 3 and negative for n 32. Using the results of Neubauer and Sethuraman [6] , Guralnick and Sethuraman [3] proved that C(3, n) is irreducible for n = 4. In [5] Holbrook and Omladič focused on the problem of approximating triples of commuting matrices by triples of generic matrices (i.e. the matrices having n distinct eigenvalues). Let G (3, n) denote the set of triples of commuting generic n×n matrices. Matrices of such triple are simultaneously diagonalizable and each of them is a polynomial in any other. The problem when C(3, n) is irreducible is equivalent to that when G (3, n) is equal to C (3, Zariski topology on F 3n 2 ). Holbrook and Omladič proved that C(3, n) is irreducible for n = 5. Extending the dimension argument in [2] they also proved that it is reducible for n 30. Using perturbation by generic triples Omladič [7] and Han [4] proved that C(3, n) is irreducible for n = 6 and n = 7 respectively.
In the paper we study the variety C (3, 8) . Using perturbation by generic triples we prove that C (3, 8) is an irreducible variety. For the cases with three Jordan blocks we use the notation with polynomials, introduced in [6] , which enables us to generalize some of the results to other values of n. We also improve the techniques of [7, 4] and introduce some new ones. In many cases it is also important that we use the block matrix notation. All these is helping us to obtain the results for the dimension 8 in a shorter and clearer way even when compared to the analogous result for dimension 7 .
In Section 2 we give some results from the literature that we need in the sequel. In the Sections from 3 to 9 we prove that the special cases of triples which occur in dimension 8 can be perturbed by generic triples. The main result is Theorem 17 in Section 10.
Preliminaries
In this section we summarize some known results, which are used later in the paper. The first two theorems follow from Theorems 1 and 2 of [7] , the next one from Proposition 14 of [6] , and the lemmas follow from Lemmas 2.4, 2.5, and 2.7 of [4] .
Theorem 1. If the radical of the algebra generated by matrices (A, B, C) of size n×n has square zero then the triple belongs to G(3, n).

Theorem 2. If in a 3-dimensional linear space of nilpotent commuting matrices of size n×n there is a matrix of maximal possible rank with only one nonzero Jordan block, then any basis of this space belongs to G(3, n).
As introduced in [6] , a matrix A ∈ M n (F ) is said to be r-regular if each eigenspace of A is at most r-dimensional, or equivalently, if F n is generated by at most r elements as a F [A]-module.
Proof. Let A ∈ L be a 3-regular matrix with one zero Jordan block. If A is 2-regular, then any basis of L belongs to G (3, n) by Theorem 3. So we can assume that A is not 2-regular. Let B and C be two elements of L. They are nilpotent and we can add polynomials in A to them, so by the previous lemma they are described by matrices 
and that β f 0 = βf 0 and δg 0 = δ g 0 , and if k = l, then also that α g 0 = αg 0 and γf 0 = γ f 0 (where f i denotes the coefficient of z i in f (z)). We will consider three cases.
Case 1.
Assume that there is B ∈ L such that f 0 / = 0 and g 0 / = 0. We can assume that f 0 = 1. We can add a multiple of B to C, so we can assume that f 0 = 0. Since f (z) is an invertible element of F [z]/z l , it follows from (1) and (2) that
This implies that g 0 = 0, therefore by the commutativity relation β = δ = 0. From (3) then it follows that βγ = g 0 α δ. We define
. Then p 0 = 0 and the matrices B + λX and C + λY commute for all λ ∈ F . For λ / = 0 the matrix B + λX has two distinct eigenvalues, so by Lemma 4 the triple (A, B + λX, C + λY ) belongs to G (3, n) for all λ / = 0, which proves this case.
Case 2.
Assume that f 0 g 0 = 0 for all B ∈ L, but that there exists B ∈ L such that f 0 and g 0 are not both zero. We can transpose the matrices and exchange the ith with the (k + 1 − i)th basis vector of F n for i = 1, . . . , k and the (j + k)th with the (k + l + 1 − j)th basis vector of F n for j = 1, . . . , l, so we can assume that f 0 = 1 and g 0 = 0. Then g 0 = 0 for all C ∈ L and there is C ∈ L such that f 0 = 0. The commutativity relation implies that β = 0 and since f (z) is invertible in F [z]/z l , it follows from (1) and (2) that
We will consider two subcases.
(1) Assume that β / = 0. Then it follows from (3) that γ = 0. We define
. Then p 0 = 0 and the matrices B + λX and C + λY commute for all λ ∈ F . For λ / = 0 the matrix B + λX has two distinct eigenvalues, so the triple (A, B + λX, C + λY ) belongs to G (3, n) for all λ / = 0, which proves this subcase. 
The matrices B + λX and C + λY commute for all λ ∈ F , since the commutativity relation of B and C implies that γ = 0 if k = l. For λ / = 0 the matrix B + λX has two distinct eigenvalues, 
and h (z) are not all zero polynomials, then there exists s l − 1 such that f i = g i = h i−1 = 0 for all i < s and that at least one of f s , g s and h s−1 is nonzero. We define 
We define Proof. For n < 8 the theorem follows from the fact that C(3, n) is irreducible for n < 8. So we can assume that n 8. Let A ∈ L be a matrix with one Jordan block of order n − 4 and two Jordan blocks of order 2. Let B and C be two matrices in L. They are nilpotent and we can add polynomials in A to them, so by Lemma 8 they are described by matrices
where the elements of the first rows of matrices belong to F [z]/z n−4 and the elements of the second and of the third rows belong to F [z]/z 2 . Since B is nilpotent, the constant term of e(z)g(z) has to be 0. We can change the basis of F n , so we can assume that g 0 = 0. Since B + λC is nilpotent for all λ / = 0, we can assume also that g 0 = 0. We will consider two cases.
Case 1.
Assume that there is B ∈ L, such that e 0 = 1. We can add a multiple of B to C, so we can assume that e 0 = 0. By Corollary 7 we can subtract e 1 AB from B and e 1 AB from C, so we can assume that e 1 = e 1 = 0, so e(z) = 1 and e (z) = 0. The commutativity relation of B and
For all λ ∈ F the matrices B + λX and C + λY commute. For λ / = 0 the matrix B + λX has two distinct eigenvalues, so the triple (A, B + λX, C + λY ) belongs to G (3, n) for all λ / = 0, which proves this case.
Case 2.
Assume that e 0 = 0 for all B ∈ L. Then e 0 = 0. We will consider two subcases.
(1) Assume that there is B ∈ L such that a 0 = 1. We can add a multiple of B to C, so we can assume that a 0 = 0. By Corollary 7 we can add multiples of AB to B and to C, so we can assume that a 1 
It follows from the commutativity relation of B and
(If r(z) can be defined both ways, then the definitions coincide because of the commutativity relation.) Furthermore we define
Then the matrices B + λX and C + λY commute for all λ ∈ F and for λ / = 0 the matrix B + λX has two distinct eigenvalues, which implies that 
The matrices B + λX and C + λY commute for all λ ∈ F and for λ / = 0 the matrix B + λX has two distinct eigenvalues. So the triple (A, B + λX, C + λY ) belongs to G(3, n) for all λ / = 0, which proves this subcase.
(2) Assume that a 0 = 0 for all B ∈ L. Then a 0 = 0 and since we can change the basis of F n or transpose the matrices and change the basis of F n , we can assume that 
commutes with A and with B. For λ / = 0 the matrix C + λX has two distinct eigenvalues or it satisfies the condition of Case 1, so the triple (A, B, C + λX) belongs to G(3, n) for all λ / = 0, which completes the proof of the theorem.
3 + 3 + 2 case
We prove that any basis of a 3-dimensional linear space of nilpotent commuting matrices of size 8 × 8 containing a matrix with Jordan blocks of sizes 3 + 3 + 2 can be perturbed by generic triples.
Theorem 11. If in a 3-dimensional linear space L of nilpotent commuting matrices of size 8 × 8 there is a matrix with two Jordan blocks of order 3 and one Jordan block of order 2, then any basis of L belongs to G(3, 8).
Proof. Let A ∈ L be a matrix with two Jordan blocks of order 3 and one Jordan block of order 2 and let B and C be two matrices in L. B and C are nilpotent, they commute with A and we can add polynomials in A to them, so by Lemma 8 they are described by matrices
where the elements of the first and of the second rows belong to F [z]/z 3 and the elements of the third rows belong to F [z]/z 2 . The fact that B is nilpotent implies that a 0 c 0 = 0. We can change the basis of F 8 and add polynomials of A to B and to C, so we can assume that c 0 = 0. For all λ ∈ F the matrix B + λC is also nilpotent, so we can assume also that c 0 = 0. We will consider two cases.
Case 1.
Assume that there exists B ∈ L such that a 0 = 1. We can subtract a 0 B from C, so we can assume that a 0 = 0. By Corollary 7 we can subtract p(A)B from B and q(A)B from C for any polynomials p and q with zero constant term, so we can assume that a(z) = 1 and a (z) = 0. The commutativity relation of B and C implies that
and
We define
. The matrices B + λX and C + λY commute for all λ ∈ F . For λ / = 0 the matrix B + λX has two distinct eigenvalues, so the triple (A, B + λX, C + λY ) belongs to G (3, 8) for all λ / = 0, which proves this case.
Case 2.
Assume that a 0 = 0 for all B ∈ L. Then a 0 = 0. We will consider two subcases.
(1) Assume that there is B ∈ L such that b 0 = 1. We can assume that b 0 = 0. By Corollary 7 we can subtract b 1 AB from B and b 1 AB from C, so we can assume that b(z) = 1 and
Then the matrix = 0, then we can change the basis of F 8 (such that b(z) remains invertible) and we get the previous subcase. So we can assume that f 0 = 0. By the commutativity relation g 0 and f 0 are also 0, so we can change the basis of F 8 such that e 0 = 0 (and b(z) = 1). The commutativity relation of B and C is then equivalent to the following equations:
z is invertible and we define
The matrices B + λX and C + λY commute for all λ ∈ F and for λ / = 0 the matrix B + λX has two distinct eigenvalues, so the triple
. The matrices B + λX and C + λY commute for all λ ∈ F . For λ / = 0 the matrix B + λX has two distinct eigenvalues, so the triple (A, B + λX, C + λY ) belongs to G (3, 8) for all λ / = 0. However, if e 0 = 0, then we can assume that 
z and s(z) = ϕe 1 z − ψa(z), which commutes with A and with B. For λ / = 0 the matrix C + λX has two distinct eigenvalues, so the triple (A, B, C + λX) belongs to G (3, 8) for all λ / = 0, which proves this subcase.
(2) Assume that b 0 = 0 for all B ∈ L. We can exchange B and C, change the basis of F 8 or transpose the matrices and change the basis of F 8 , so we can assume that 
4-regular case with two zero Jordan blocks and one of order 2
In this section we consider 3-dimensional linear spaces of nilpotent commuting matrices containing a matrix of maximal rank which is 4-regular and has two zero Jordan blocks and one of order 2. If linear spaces containing a 3-regular matrix can be perturbed by generic triples and if the variety of commuting triples is irreducible in lower dimensions, then we prove that any basis of our space can be perturbed by generic triples. Proof. If n 6, then any basis of L belongs to G(3, n), since C(3, n) is irreducible for n 6. So we can assume that n 7. We can write A ∈ L of maximal rank in some basis as
where J is a Jordan block of order n − 4 and K is a Jordan block of order 2. Let B and C be two matrices in L. B and C are nilpotent, they commute with A and by Lemma 5 we may add polynomials in A to them, so they look like
where X T denotes transpose of the matrix X, e i denotes the ith basis vector of F n−4 or of F 2 and where b, f, g, h, b , f , g , h ∈ F 2 and D, D ∈ M 2 (F ). The fact that rank(B + λA) rank A for all λ ∈ F implies that D = 0 and that
for all λ ∈ F and for all i, j ∈ {1, 2} (where x i denotes the ith coordinate of the vector x). The leading term of the determinant is f i h j λ n−5 , so f i h j = 0 for all i, j ∈ {1, 2}, which implies that either f = 0 or h = 0. We may transpose the matrices and exchange the (n − 3)th with the (n − 2)th basis vector and the ith with the (n − 3 − i)th basis vector of F n for i = 1, . . . , n − 4. So we can assume that h = 0. We can add a multiple of C to B, so we can assume that h = 0 and D = 0, too. Then we can assume that b and f are linearly dependent vectors, since we can add any multiple of C to B. Therefore there exist x, y ∈ F 2 \{0} such that
This implies that the matrix = 0 either the matrix C + λX has two distinct eigenvalues or the rank of (C + λX + μA) is greater than n − 4 for some μ ∈ F . By assumptions of the theorem the triple (A, B, C + λX) belongs to G(3, n) for all λ / = 0, which proves the theorem.
Remark. In the proof of Theorem 6.1 of [4] a matrix Z was defined having all elements divided by t, so the rest of the argument claiming that it suffices to consider the triple (A, B, C + tZ) for all t / = 0 seems to be questionable. However, the preceding theorem proves also the 3 + 2 + 1 + 1 case for n = 7.
3 + 3 + 1 + 1 case
In this and the following section we consider two special cases of 3-dimensional linear spaces of nilpotent commuting matrices of size 8 × 8. If the linear space contains a matrix of maximal rank with Jordan blocks of sizes 3 + 3 + 1 + 1 or 3 + 2 + 2 + 1, then we prove that any basis of the space can be perturbed by generic triples. The first case seems to be crucial since all the known counterexamples in higher dimensions (e.g. [2, 5] ) are constructed using direct sums of Jordan blocks of sizes 3 and 1. To prove this case we need the following lemma. Proof. The first part of the lemma is obvious and the second part is a simple calculation using the identities AB + BA = Tr(A)B (which is true since Tr(B) = Tr(AB) = 0) and A 2 = Tr(A)A − det(A)I .
Lemma 13. Let A, B ∈ M 2 (F ).
If the equation
Theorem 14. If in a 3-dimensional linear space L of nilpotent commuting matrices of size 8 × 8 there is a matrix of maximal possible rank with two Jordan blocks of order 3, then any basis of L belongs to G(3, 8).
Proof. We can write A ∈ L of maximal rank in some basis as
where I is an identity 2 × 2 matrix and all 0 are zero 2 × 2 matrices. Let B be a matrix in L, linearly independent from A. It commutes with A, so it looks like
The fact that rank(B + λA) rank A = 4 for all λ ∈ F implies that B 6 = 0. Let
be another element of L, linearly independent from A and B. We will consider two cases.
Case 1.
Assume that there is a matrix B ∈ L such that B 1 / = 0. Since B 1 is nilpotent, we can assume that it is equal to J , a 2 × 2 Jordan block. Since B 1 + λC 1 is nilpotent for all λ ∈ F , C 1 has to be equal to μJ for some μ ∈ F . We can subtract μB from C, so we can assume that C 1 = 0. The commutativity relation BC = CB implies that J C 2 = C 2 J , so C 2 = λI + μJ for some λ, μ ∈ F . We may subtract λA + μAB from C, so we can assume that C 2 = 0. Since rank B 4, B 2 has to be upper triangular. The matrix
commutes with C and for λ / = 0 the matrix B + λX has rank at least 5, so by one of the previous theorems the triple (A, B + λX, C) belongs to G (3, 8) for λ / = 0, which proves the case.
Case 2.
Assume that B 1 = 0 for all B ∈ L. Then C 1 is also zero and the commutativity relation BC = CB is equivalent to
(1) Assume that for each triple (A, B, C) of linearly independent matrices in L the corresponding matrices I , B 2 and C 2 are also linearly independent. This implies that B 2 C 2 / = C 2 B 2 and that there exists a matrix B ∈ L such that the corresponding B 2 has two distinct eigenvalues.
First we will prove that I , B 2 and (2B 2 − Tr(B 2 )I )(C 2 B 2 − B 2 C 2 ) are linearly independent matrices. Assume that they are not. Then
Since B 2 has two distinct eigenvalues,
is not an eigenvalue of B 2 and it follows that
Since B 2 has two distinct eigenvalues, its nilpotent part in the Jodran-Chevalley decomposition is zero. Therefore the nilpotent part of ad B 2 is zero and the fact that (ad B 2 ) 2 (C 2 ) = 0 implies that ad(B 2 )C 2 = B 2 C 2 − C 2 B 2 = 0, which contradicts our assumption. Therefore I , B 2 and 
This equality is equivalent to
The fact that Tr((γ
, which together with (9) implies that Because of (10) the matrices B + λX and C + λY commute for all λ ∈ F . Since for λ / = 0 the matrix C + λY has at least two distinct eigenvalues, the triple (A, B + λX, C + λY ) belongs to G (3, 8) (a) Assume that C 5 C 4 is not a multiple of an identity. Let λ be its eigenvalue. Then the matrix
commutes with C. For μ / = 0 either the matrix B + μX has two distinct eigenvalues or it is nilpotent and there is ν ∈ F such that rank(B + μX + νA) 5, so the triple (A, B + μX, C) belongs to G (3, 8) It remains to consider the subcase when C 4 and C 5 are not both singular. Since we can transpose the matrices and exchange the 1st with the 5th and the 2nd with the 6th basis vector of F 8 , we can assume that C 4 is invertible. Let P ∈ M 2 (F ) be a projector of rank 1. Then the matrix
commutes with C. Since for μ / = 0 the matrix B + μX has two distinct eigenvalues, the triple (A, B + μX, C) belongs to G(3, 8) for all μ / = 0, which completes the proof. Proof. We can write A ∈ L of maximal rank in some basis as
where J 3 is a Jordan block of order 3 and I is an identity 2 × 2 matrix. Let B and C be two elements of L, such that A, B and C are linearly independent. B and C commute with A and we can add polynomials in A to them, so they look like
We will consider two cases.
Case 1.
Assume that there is B ∈ L such that the corresponding D is nonzero. Since D is nilpotent, we may assume that it is equal to J 2 , a 2 × 2 Jordan block. Then
The subdeterminant on rows 1 and 4, and columns 3 and 7 is a polynomial in λ of degree 3 and with leading coefficient 1, so it is nonzero for some λ ∈ F . This implies that rank(B + λA) 2 2. By the assumption of the theorem B + λA has rank at most 4, so B + λA has Jordan blocks of sizes 5 + 1 + 1 + 1, 4 + 2 + 1 + 1, 3 + 3 + 1 + 1 or 4 + 1 + 1 + 1 + 1, so in the first three cases the triple (A, B, C) belongs to G (3, 8) by Theorem 2, by Theorem 12 or by Theorem 14. In the last case we can write the matrices in some basis as 
where x T = 2λa T + a T E + ψg T and y = 2λc + Ec + ϑf. As in the previous case, we can assume that rank(B + λA) 2 1 for all λ ∈ F . So the first two rows of (B + λA) 2 have to be linearly dependent, which implies that a T c = 0. Since we may add any multiple of C to B, we can assume that (a + μa ) T (c + μc ) = 0 for all μ ∈ F . We will consider two subcases.
(1) Assume that there exists B ∈ L such that the corresponding a is nonzero. We can change the basis of F 8 , so we can assume that a = e 1 . We can add a multiple of B to C, so we can assume that a = α e 2 for some α ∈ F . Since by Corollary 7 we may add multiples of AB to B and to C, we can assume that b = βe 2 and b = β e 2 for some β, β ∈ F . It follows from the commutativity relation of B and C that a T c = a T c, so the fact that (a + μa ) T (c + μc ) = 0 for all μ ∈ F implies that c = γ e 2 for some γ ∈ F and c = γ e 2 for some γ ∈ F , and that α γ = α γ = 0. If γ / = 0, then α = 0 and we can assume that γ = 1. We can subtract γ C from B, so we can assume that γ = 0. Since we can assume that rank(B + μC + λA) 2 1 for all μ, λ ∈ F , it follows that the subdeterminant of (B + μC + λA) 2 on rows 1 and 5, and columns 3 and 6 has to be zero for all μ, λ ∈ F , in particular, the coefficients at λ 2 , λ 2 μ and λ 2 μ 2 have to be zero. So f 2 g 1 = 0, f 2 g 1 + f 2 g 1 = 3 and f 2 g 1 = 0. However, from the commutativity relation of B and C it follows that fg T = e 2 e 1 T + f g T , so f 2 g 1 = 1 + f 2 g 1 . It follows that f 2 g 1 = 2 and f 2 g 1 = 1, which contradicts f 2 g 1 = f 2 g 1 = 0. So there exist μ, λ ∈ F such that rank(B + μC + λA) 2 So we can assume that γ is also zero. Since we can assume that rank(B + λA) 2 1 for all λ ∈ F , it follows that fg T = 0 and ϑf = 0. We can add a multiple of C to B, so we can assume that either f = f = 0 or g = g = 0 and ϑ = ϑ = 0. We will consider two subcases. For all λ ∈ F the matrices B + λZ and C + λW commute, therefore it suffices to prove that the triple (A, B + λZ, C + λW ) belongs to G (3, 8) for all except finitely many λ ∈ F . So we can assume that f and f are linearly independent. We define x = e 1 e 2 T Ee 2 + e 2 T f e 1 T f e 2 e 1 T Ee 2 − Ee 1 , y = ψe 1 + ψ e 2 and Z = e 1 e 2 T + e 2 T f e 1 T f e 2 e 1 T . Let (η, η ) be the unique solution of the equation contains a nonzero matrix of rank at most 2. This implies that there exist λ, μ, ν ∈ F , not all zero, such that rank(λA + μB + νC) 3. Clearly μ and ν can not be both zero. Since we can exchange B and C and change the basis of F 8 , we can assume that μ / = 0. We can replace B with λA + μB + νC, then multiply all matrices with P −1 from the left and with P from the right, where
and then add λA − B to C, so we can assume that rank So (A, B, C + λX) ∈ G(3, 8) for all λ / = 0, which implies that the triple (A, B, C) belongs to G(3, 8) .
Assume now that the 7th column of B is nonzero. Then there is ϕ ∈ F such that d = ϕEe 2 and ϑ = ϕg T e 2 . We can multiply the matrices with P −1 from the left and with P from the right, where = 0. So we can assume that g and g are linearly independent. Therefore there exist unique vectors h, h ∈ F 2 such that g T h = 1, g T h = 0, g T h = 0 and g T h = 1. There exist y ∈ F 2 and ϕ ∈ F ,
Then X commutes with A and with B. For μ / = 0 either the matrix C + μX has two distinct eigenvalues or it satisfies the condition of Case 1, since E is not a multiple of an identity. Therefore the triple (A, B, C + μX) belongs to G (3, 8) for all μ / = 0, so (A, B, C) ∈ G (3, 8) . However, if E = λI , then λ cannot be zero, since E − (1), so for all μ / = 0 the triple (A, B, C + μX) belongs to G (3, 8) , which proves the theorem.
The case with more zero than nonzero Jordan blocks
We prove that any basis of a 3-dimensional linear space of nilpotent commuting matrices containing a matrix of maximal rank with more zero than nonzero Jordan blocks can be perturbed by generic triples if any triple containing a matrix of greater rank can be perturbed by generic triples and if the variety of commuting triples is irreducible in lower dimensions. and for each λ / = 0 either the matrix C + λX has two distinct eigenvalues or rank(C + λX + μA) n − k − l + 1 for some μ ∈ F , so by the assumptions of the theorem the triple (A, B, C + λX) belongs to G(3, n) for all λ / = 0, which proves the theorem.
The main result
Theorem 17. C (3, 8) is an irreducible variety.
Proof. We need to prove that every triple generating a 3-dimensional linear space L of nilpotent commuting matrices belongs to G (3, 8) . Let A ∈ L be a matrix of maximal rank and let rank A = k. The case when k 6 is done by Theorem 3. If k = 5, then A has Jordan blocks of sizes 6 + 1 + 1, 5 + 2 + 1, 4 + 3 + 1, 4 + 2 + 2 or 3 + 3 + 2. The first case is done by Theorem 2, the second one and the third one are done by Theorem 9, the fourth one is done by Theorem 10 and the fifth one is done by Theorem 11. If k = 4, then A has Jordan blocks of sizes 5 + 1 + 1 + 1, 4 + 2 + 1 + 1, 3 + 3 + 1 + 1, 3 + 2 + 2 + 1 or 2 + 2 + 2 + 2. The first case is done by Theorem 2, the second one is done by Theorem 12, the third one is done by Theorem 14, the fourth one is done by Theorem 15 and the fifth one is done by Theorem 1. If k 3, then either A has more zero than nonzero Jordan blocks or it has Jordan blocks of sizes 2 + 2 + 2 + 1 + 1. The first case is done by Theorem 16 and the second one is done by Theorem 1.
Corollary 18. If A, B and C are commuting matrices of size n×n with n 8, then the algebra (with an identity) they generate has dimension at most n. C(3, n) . However, V clearly contains G(3, n) which is dense in C(3, n), so V is equal to C(3, n).
Proof. Let
