Non-commutativity as a measure of inequivalent quantization by Giri, Pulak Ranjan
ar
X
iv
:0
81
2.
14
90
v1
  [
he
p-
th]
  8
 D
ec
 20
08
Non-commutativity as a measure of inequivalent quantization
Pulak Ranjan Giri∗
Theory Division, Saha Institute of Nuclear Physics, 1/AF Bidhannagar, Calcutta 700064, India
(Dated: October 31, 2018)
We show that the strength of non-commutativity could play a role in determining the boundary
condition of a physical problem. As a toy model we consider the inverse square problem in non-
commutative space. The scale invariance of the system is known to be explicitly broken by the scale
of non-commutativity Θ. The resulting problem in non-commutative space is analyzed. It is shown
that despite the presence of higher singular potential coming from the leading term of the expansion
of the potential to first order in Θ, it can have a self-adjoint extensions. The boundary conditions
are obtained, belong to a 1-parameter family and related to the strength of non-commutativity.
PACS numbers: 03.65.-w, 02.40.Gh, 03.65.Ta
Study of non-commutative spacetime [1, 2] is a fasci-
nating subject. The expectation that the spacetime could
be non-commutative at small length scale has further ac-
celerated the research work in this direction. Due to the
non-commutativity of coordinates on a plane (x, y) there
exists an uncertainty relation
∆x∆y ∼ Θ , (1)
where Θ is the non-commutativity parameter. Non-
commutativity to a charged particle can arise due to the
nontrivial nature of spacetime at small length scale or
it may arise if the magnetic field, subjected perpendicu-
lar to the plane, is strong enough. However the idea of
non-commutativity of spacetime is quite old way back in
1947 [3], although that did not get much attention then.
In quantum theory non-commutativity is a key object,
for example coordinate x and its conjugate p are non-
commutative,
∆x∆p ∼ ~ . (2)
Even the generalized momenta Pi in the magnetic field,
B, background do not commute
∆P1∆P2 ∼ B . (3)
The coordinates of a plane behave as canonical conju-
gate pairs and therefore do not commute in presence of
a strong magnetic field perpendicular to the plane.
The strength of non-commutativity, Θ, may have an
intrinsic origin in spacetime or it may have origin in
external magnetic field as stated before. However, the
length scale, Θ, introduced in the problem due to the
non-commutativity can be exploited to heal the ultra-
violet divergence of the problem under study. In a re-
cent paper [4] we investigated the inverse square prob-
lem, H = p2 +αr−2, in non-commutative space in order
to show how the length scale Θ can be successfully used
to regularize the problem. Since the inverse square prob-
lem does not possess any dimensional parameter to start
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with it is a scale invariant problem. It can be understood
from the transformation r → εr and t → ε2t. The pa-
rameter ε is the scaling factor. One can check that the
classical action corresponding to the Hamiltonian H is
invariant under this transformation. See that the Hamil-
tonian H transform as H → (1/ε2)H . The Lagrangian
L associated with the system also transforms the same
way, L → (1/ε)L. It is now obvious that the action,
A = ∫ dtL, will be scale invariant under the transforma-
tion r → εr and t → ε2t. In quantum mechanics, it has
the following consequences. Let φ is an eigen-state of the
Hamiltonian H with eigenvalue E, i.e., Hφ = Eφ, then
φε = φ(εr) will also be an eigen-state of the same H but
with energy, E/ε2. The ground state therefore has no
lower bound, implying that it does not have any bound
state. It is however known from some physical prob-
lems, for example binding of electron in polar molecule
[5], the near horizon states of a black hole [6] and other
[7, 8, 9, 10] that inverse square potential can bind par-
ticles. The theoretical interpretation of this binding can
be obtained in terms of nontrivial quantization, which
can be obtained by von Neumann method of self-adjoint
extensions.
However once the inverse square problem is considered
in a non-commutative plane, it looses its scale symme-
try property due to the presence of dimensional param-
eter Θ. To first order in the parameter, Θ, the potential
V = α/r2 in non-commutative plane becomes more sin-
gular, but then it belongs to an interesting class of inter-
action Vµ = g/r
µ, µ > 2 studied in [11]. The interesting
feature of the potential Vµ is that it possesses a localized
state at the threshold of energy E = 0. The states which
has zero eigenvalue is usually considered as a transition
point from bound states to scattering states. But due to
the asymptotic nature of the potential of the type Vµ they
can form bound states [12], even at E = 0. Apart from
scale symmetry, inverse square problem has even larger
symmetry, formed by three generators: the Hamiltonian
H , the Dilatation generator D and the conformal genera-
tor K. It is called the SO(2, 1) algebra: [D, H ] = −i~H ,
[D,K] = i~K, [H,K] = 2i~D [13, 14]. We showed that
with the introduction of non-commutativity the so(2, 1)
symmetry of the system is broken explicitly and how-
2ever in commutative limit the exact so(2, 1) symmetry is
restored.
In the present article we extend our discussion of Ref.
[4] further and find out a generic boundary condition for
the zero energy localized state. The article is organized
in the following fashion: First, we consider the inverse
square interaction on a plane and discuss briefly how it
changes when the co-ordinates of the plane become non-
commutative. Second, we consider the non-commutative
Hamiltonian obtained to first order in non-commutativity
parameter Θ. The possible bound sate spectrum is dis-
cussed in terms of generic boundary conditions. Finally,
we conclude with some discussion.
We now consider a particle, interacting with the po-
tential V = α/r2, on a non-commutative plane of the
form
[xˆ1, xˆ2] = 2iΘ, [pˆ1, pˆ2] = 0, [xˆi, pˆj] = i~δij . (4)
However, the commutative limit Θ → 0 takes it to the
standard algebra
[x1, x2] = 0, [p1, p2] = 0, [xi, pj ] = i~δij . (5)
It is useful to get a representation of the non-
commutative coordinates (xˆi, pˆi) in terms of the coor-
dinates (xi, pi). We choose a representation
xˆ1 = x1 −Θp2, xˆ2 = x2 +Θp1 ,
pˆ1 = p1, pˆ2 = p2 , (6)
for our purpose, but other representations are also pos-
sible. The Hamiltonian on non-commutative plane
HNC = pˆ1
2 + pˆ2
2 + α/rˆ2 , (7)
to first order in non-commutative parameter Θ can be
written as
HNC = p1
2 + p2
2 + α/r2 + 2αΘ(x1p2 − x2p1)/r4 . (8)
The presence of the potential 2αΘ(x1p2−x2p1)/r4 breaks
the scale invariance. We solved the eigenvalue problem
HNCψNC = ENCψNC , (9)
for ENC = 0 and found a bound state with angular mo-
mentum m for ξ =
√
α+m2 > 1 [4]. For large values
of the non-commutative parameter, Θ, it is also possible
to get the expectation values of the Hamiltonian. Since
the zero energy Schro¨dinger equation is exactly solvable
it is possible to ask what is the most general boundary
condition in this case. To be explicit, we consider an
eigen-value problem of the form
ĤNCψNC ≡ − r
4
αm
(
p21 + p
2
2 + α/r
2
)
ψNC = 2ΘψNC ,(10)
Note that the dimensional parameter 2Θ has been con-
sidered as the eigenvalue for our problem. All square-
integrable solutions for different values of the parameter
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FIG. 1: (color online) A plot of the non-commutativity pa-
rameter 2Θ as a function of the self-adjoint extension parame-
ter Σ for m = 1. It correspons to the equation (17). The blue
curve corresponds to α = −1/10, the pink curve corresponds
to α = −1/6 and the black curve corresponds to α = −1/3.
Θ correspond to the ENC = 0 degenerate states. Even for
complex values of the parameter Θ if the solution ψNC is
square-integrable then it corresponds to the bound state
with ENC = 0. Since our assumption in (4) is that the
parameter Θ is real, we will restrict the parameter space
to real line. It can be done if we can ensure that ĤNC is
self-adjoint. From now onward the symmetric operator
ĤNC will be investigated and a suitable boundary con-
dition will be found out, which will make the operator
self-adjoint.
Imposing a well defined boundary condition is impor-
tant for getting a physical solution. We in this article we
exploit von Neumann’s method to analyze ĤNC . So, be-
fore actually making any symmetric extensions for the
operator ĤNC a brief discussion about the von Neu-
mann’s method is necessary here. Consider any sym-
metric operator, say, B, which is for the moment taken
to be unbounded. It is possible to define a domain
D(B) under which the operator B is symmetric. One
can also obtain the adjoint operator, B∗, correspond-
ing to the operator B. From the symmetric condition∫∞
0
φ∗(r)Bχ(r)dr = ∫∞
0
(B∗φ(r))∗ χ(r)dr, ∀χ(r) ∈ D(B)
we can obtain the domain, D(B∗). The operator B
would be self-adjoint if the two domains are same, i.e.,
D(B) = D(B∗). In terms of the deficiency indices n±
[15] one can have alternative definition of self-adjointness.
The deficiency indices n± are the dimension of the ker-
nel Ker(i ± B∗). If n± = 0, then the operator B is
essentially self-adjoint. If n+ = n− = n 6= 0, then B is
not self-adjoint but admits self-adjoint extensions. Self-
adjoint extensions can be characterized by n2 parame-
ters. Different values of the parameters give rise to dif-
ferent physics. For, n+ 6= n−, the operator B does not
have any self-adjoint extensions.
The operator, ĤNC , we are analyzing in this work, acts
on the functions defined over the Hilbert space of square-
integrable functions with domain L2[R+, rdr]. Since the
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FIG. 2: (color online) A plot of equation (19). Blue graph
corresponds to α = −4 and m = 2. Pink graph corresponds
to α = −9 and m = 3. Black graph corresponds to α = −16
and m = 4.
solution of the problem (10) has a similarity with the
inverse square problem [7], Hψ = Eψ, it would be helpful
to look at the short distance and asymptotic behavior of
both the solutions. One can check that the solutions have
an inverse relation to each other of the form
lim
r→0
ψNC ≡ lim
r→∞
ψ ,
lim
r→∞
ψNC ≡ lim
r→0
ψ . (11)
Due to this inverse behavior of the eigen-state we impose
a nontrivial boundary condition for our problem at r =
∞. The operator ĤNC is essentially self-adjoint for ξ2 ≥
1 and has been discussed in [4]. Since any system is
defined by a Hamiltonian and its corresponding domain,
in our case ĤNC for ξ
2 ≥ 1 acts over the domain
D0 = {ψ ∈ L2(rdr), ψ(∞) = ψ′(∞) = 0} . (12)
Note the difference that the same condition (12) was im-
posed for the inverse-square problem [7] but at r → 0.
Let us now investigate the operator for the interval
ξ ∈ (−1, 1). In this region ĤNC is not essentially self-
adjoint and therefore we need to make self-adjoint ex-
tensions of the original domain, so that the Hamiltonian
becomes self-adjoint. We discuss the case ξ 6= 0 first,
and then consider the case ξ = 0 separately. The defi-
ciency indices are < 1, 1 > for ξ ∈ (−1, 1). Since the
number of deficiency space solutions are same for both
types, there exist a self-adjoint extensions, characterized
by a parameter, Σ. The domain under which ĤNC would
be self-adjoint is given by
DΣ = {D0 + ψ+ + eiΣψ−} . (13)
The explicit form of the deficiency space solutions ψ± are
given by
ψ+ = Hξ
(√
αm
r
e−ipi/4
)
, (14)
ψ− = Hξ
(√
αm
r
e+ipi/4
)
, (15)
where Hξ is the modified Bessel function [16]. The be-
havior of any function, belonging to the domain DΣ, near
r →∞ can be found from the behavior of ψ++ eiΣψ− at
asymptotic limit. Because the domain D0 goes to zero at
r →∞, it does not contribute to the domain at r →∞.
The asymptotic behavior of the domain is of the form
lim
r→∞
(
ψ+ + e
iΣψ−
) ≃ A+ (2r)−ξ +A− (2r)ξ , (16)
where, A± = − (αm)
±ξ/2pii
sin(piξ)
cos(Σ
2
±
piξ
4
)
Γ(1±ξ) . The solution of (10)
have to be matched with (16) to get the relation of the
non-commutativity parameter Θ with the self-adjoint ex-
tension parameter Σ. We see that there is exactly one
bound state with the non-commutativity, 2Θ, and eigen-
function, ψNC , being of the form
2Θ =
1
αm
ξ
√
cos 14 (2Σ + ξpi)
cos 14 (2Σ− ξpi)
, (17)
ψNC = exp(imφ)Hξ
(√−2Θαm
r
)
. (18)
In FIG. 1 the behavior of the parameter 2Θ as a function
of the self-adjoint extension parameter Σ has been shown
for three different values of the coupling constant α and
for fixed value of the angular momentum quantum num-
ber m. Now let us come to the case for ξ = 0, which can
be handled similarly. The non-commutativity parameter
corresponding to the bound state and the corresponding
eigen-state are given by
2Θ =
1
αm
exp
(
pi
2
cot
Σ
2
)
, (19)
ψNC = exp(imφ)K0
(√−2Θαm
r
)
. (20)
respectively, where K0 [16] is the modified Bessel func-
tion. In FIG. 2 the parameter 2Θ of (19) has been plotted
as a function of the self-adjoint extension parameter Σ for
three sets of values of the pair α and m.
Finally, to first order in non-commutativity, Θ, the in-
verse square problem has been discussed as a toy model
to illustrate the connection of the boundary conditions
with the strength of non-commutativity. The exact solv-
ability of the ENC = 0 eigen-state has been exploited to
get a generic boundary condition by making a suitable
self-adjoint extensions for the problem. We treated the
non-commutativity Θ as the eigen-value and obtained a
generic boundary conditions under which the specra is
restricted to the subspace of real axis.
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