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LIMIT KEY POLYNOMIALS ARE p-POLYNOMIALS
MICHAEL DE MORAES AND JOSNEI NOVACOSKI
Abstract. The main goal of this paper is to characterize limit key polyno-
mials for a valuation ν on K[x]. We consider the set Ψα of key polynomials
for ν of degree α. We set p be the exponent characteristic of ν. Our first
main result (Theorem 1.1) is that if Qα is a limit key polynomial for Ψα, then
the degree of Qα is prα for some r ∈ N. Moreover, in Theorem 1.2, we show
that there exist Q ∈ Ψα and Qα a limit key polynomial for Ψα, such that the
Q-expansion of Qα only has terms which are powers of p.
1. Introduction
The concept of key polynomials was introduced in [8] and [9] in order to un-
derstand extensions of a valuation ν0 on a field K to the field K(x). The idea is
that for a given valuation ν on K(x), a key polynomial Q ∈ K[x] for ν allows us
to augment ν, i.e., build a new valuation ν′ with ν(f) ≤ ν′(f) for every f ∈ K[x]
(which we denote by ν ≤ ν′) and ν(Q) < ν′(Q). MacLane proved that if ν0 is
discrete, then every valuation ν on K(x), extending ν0, can be built by starting
with a monomial valuation and using a sequence (of order type at most ω) built
iteratively to obtain ν.
A major development was presented by Vaquie´ in [12] and [13]. He introduced
the concept of limit key polynomial, and proved that if we allow these objects in
the sequence, then we can drop the assumption of ν0 being discrete in MacLane’s
main result (in this case, the order type of the sequence can be larger than ω).
An alternative definition of key polynomials was introduced in [4] and [11] (in
[4] they are called abstract key polynomials). The main difference between these
two objects is that key polynomial ν (as in Maclane and Vaquie´’s work) allows
us to augment ν, while a key polynomial for ν (as in [4] and [11]) allows us to
truncate ν. In particular, if we consider the valuation ν′ on K[x] obtained from
ν by the MacLane-Vaquie´’s method, then ν ≤ ν′ and by the method in [4] and
[11], we obtain ν′ ≤ ν. Because of this, key polynomials (as in [4] and [11]) are
better to stablish the relation to other similar objects in the literature, such as
pseudo-convergent sequences as defined in [6] and minimal pairs as defined in [1].
The relations between these objects were explored in [10] and [11].
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The main pourpose of the work presented here is to understand the structure
of limit key polynomials. These objects are main obstacles in some problems con-
cerning valuations. One example of this is the local uniformization problem, which
is open in positive characteristic. One of the main problems in handling valuations
is the existence of defect. For instance, in [2] it is proved that if an extension does
not have defect, then one can extend local uniformization. Hence, one is led to ask
the relation between defect and the degrees of limit key polynomials.
For a valuation ν on a field K we denote the residue field of ν by Kν. Then the
characteristic exponent of (K, ν) is defined as char(Kν) if char(Kν) > 0 and 1
if char(Kν) = 0. It is well-known that the defect of an extension is a power of p, the
characteristic exponent of ν. If one wants to relate the defect to the degrees of limit
key polynomials it is natural to ask whether the degree of a limit key polynomial
for Ψα is of the form p
rα for some r ∈ N. This is our first main result.
Throughout this paper we will consider a rank one valuation ν on K[x]. For
f ∈ K[x] \ {0} we define the level ǫ(f) of f by
(1) ǫ(f) = max
b∈N
{
ν(f)− ν(∂bf)
b
}
,
where ∂bf is the Hasse derivative of f of order b. Take Q ∈ K[x] \ K a monic
polynomial. We say that Q is a key polynomial for ν if for every f ∈ K[x] \ {0}
of degree smaller than deg(Q) we have ǫ(f) < ǫ(Q).
For any f, g ∈ K[x], with q 6= 0, since K[x] is a euclidian domain, there exist
uniquely determined f0, . . . , fn ∈ K[x] with fi = 0 or deg(fi) < deg(q) for every i,
0 ≤ i ≤ n, such that
f = fnq
n + . . .+ f1q + f0.
This expression is called the q-expansion of f . In this case, we set degq(f) := n.
For each q ∈ K[x] the map
νq(fnq
n + . . .+ f1q + f0) := min
0≤i≤n
{
ν(fiq
i)
}
is well-defined. This map is called the truncation of ν on q. For polynomials
f, q ∈ K[x] \ {0} we define
Sq(f) := {i | νq(f) = ν(fiQ
i)} and δq(f) := maxSq(f).
For α ∈ N we consider Ψα the set of key polynomials for ν of degree α. Assume
that Ψα does not have a largest element (with respect to the order Q ≤ Q′ if and
only if ǫ(Q) ≤ ǫ(Q′)). Consider the set
Sα := {f ∈ K[x] | νQ(f) < ν(f) for every Q ∈ Ψα}.
A monic polynomial Qα ∈ K[x] is a limit key polynomial for Ψα if it belongs
to Sα and has the least degree among polynomials in Sα. One of the main goals of
this paper is to prove the following.
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Theorem 1.1. Assume that Ψα admits a limit key polynomial. Then there exists
r ∈ N such that for every Q ∈ Ψα and every limit key polynomial Qα for Ψα the
Q-expansion of Qα is of the form
Qα = Q
pr + apr−1Q
pr−1 + . . .+ a1Q+ a0.
Moreover, for every Q ∈ Ψα, we have νQ(Qα) = prν(Q).
The ideia of the proof of Theorem 1.1 (which is presented in Section 3) is the
following. We let
Qα = adQ
d + ad−1Q
d−1 + . . .+ a0
be the Q-expansion of Qα. We set δ := δQ(Qα). Then we show that d = δ
(Propostion 3.7). This means that
Qα = aδQ
δ + aδ−1Q
δ−1 + . . .+ a0.
Then we show that aδ = 1 (Proposition 3.10) and that δ = p
r for some r ∈ N
(Proposition 3.11).
The relation of key polynomials and pseudo-convergent sequences is studied in
[11]. There, it is shown that any polynomial of smallest degree not fixed by a
pseudo-convergent sequence is a limit key polynomial. Moreover, in [6] it is shown
that such polynomials can be chosen to be p-polynomials, i.e., of the form
aprx
pr + apr−1x
pr−1 . . .+ a1x+ a0.
Our next result generalizes this for every limit key polynomial.
Theorem 1.2. Assume that Ψα admits a limit key polynomial. Then there exist
r ∈ N, Q ∈ Ψα and a limit key polynomial Qα for Ψα such that the Q-expansion of
Qα is of the form
Qα = Q
pr + apr−1Q
pr−1 + . . .+ a1Q+ a0.
The main idea for the proof of Theorem 1.2 (which is presented in Section 4)
is the following. Since rk(ν) = 1 and the set ν(Ψα) is bounded (Lemma 3.5) it
has a supremum. We set B = sup(ν(Ψα)). Then, for Q ∈ Ψα and Qα a limit key
polynomial for Ψα, if a monomial aiQ
i in the Q-expansion of Qα has value greater
than prB, then Qα − aiQi is also a limit key polynomial for Ψα (Lemma 3.6). We
then study the behaviour of the values of the coefficients in the expansions of Qα
in elements of Ψα. Using this we show that, for sufficiently large Q ∈ Ψα the terms
aiQi in the Q-expansion of Qα for which i is not a power of p (and i 6= 0) have
value greater than prB. Hence, we can eliminate them to obtain the desired limit
key polynomial for Ψα.
The reason to present a form of limit key polynomials as in Theorem 1.2 is
because the roots of such polynomials are simpler. Another reason for this is to
classify the defect of an extension. In [7], Kuhlmann presents a classification of
Artin-Schreier defect extensions as dependent or independent. We hope that the
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characterization of limit key polynomials as in Theorem 1.2 will allow us to present
similar classifications for defect extensions which are not necessarily Artin-Schreier.
We observe that similar results as the ones presented here appear in [5]. The main
difference is that there they consider a specific type of sequence of key polynomials
while here we consider the set of all key polynomials. Also, our proofs are simpler
and more fundamental.
2. Preliminaires
Definition 2.1. Take a commutative ring R with unity. A valuation on R is
a mapping ν : R −→ Γ∞ := Γ ∪ {∞} where Γ is an ordered abelian group (and
the extension of addition and order to ∞ in the obvious way), with the following
properties:
(V1): ν(fg) = ν(f) + ν(g) for every f, g ∈ R.
(V2): ν(f + g) ≥ min{ν(f), ν(g)} for every f, g ∈ R.
(V3): ν(1) = 0 and ν(0) =∞.
2.1. Key polynomials. In this section we discuss the basics about key polynmials
as presented in [11].
Remark 2.2. The equality (1) implies that
(2) ν(∂bf) ≥ ν(f)− bǫ(f),
for every b ∈ N. If ǫ(Q) > ǫ(f), then for every b ∈ N we have
ν(∂bf) > ν(f)− bǫ(Q).
Notation 2.3. For f ∈ K[x] \ {0} we denote by
I(f) := {b ∈ N | the equality holds in (2)}.
Lemma 2.4. Let f, g ∈ K[x] \ {0}. We have
(3) ǫ(fg) ≤ max{ǫ(f), ǫ(g)}.
Moreover, if ǫ(f) > ǫ(g), then ǫ(fg) = ǫ(f).
Proof. Let ǫ = max{ǫ(f), ǫ(g)}. For b ∈ N and i ∈ N0 with i ≤ b, we have
(4) ν(∂b−if∂ig) = ν(∂b−if) + ν(∂ig) ≥ ν(f)− (b − i)ǫ+ ν(g)− iǫ = ν(fg)− bǫ.
Hence
ν(∂b(fg)) = ν
(
b∑
i=0
∂b−if∂ig
)
≥ min
0≤i≤b
{ν(∂b−if∂ig)} ≥ ν(fg)− bǫ,
and consequently ǫ(fg) ≤ max{ǫ(f), ǫ(g)}.
If ǫ(f) > ǫ(g), for b ∈ I(f) the equality (4) holds if and only if i = 0. Hence
ν(∂b(fg)) = min
0≤i≤b
{ν(∂b−if∂ig)} = ν(g∂bf) = ν(fg)− bǫ(f),
and therefore ǫ(fg) = ǫ(f). 
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Remark 2.5. The equality in (3) is always satisfied. The proof of it can be found
in [3] (Corollary 4.4). However, in this paper we will only need the inequality above.
Corollary 2.6. If Q ∈ K[x] is a key polynomial for ν, then Q is irreducible.
Proof. Suppose, aiming for a contradiction, that Q is not irreducible. Write Q = fg
with f, g ∈ K[x] of degree smaller that deg(Q). By Lemma 2.4 we have ǫ(Q) ≤ ǫ(f)
or ǫ(Q) ≤ ǫ(g). This is a contradiction to the definition of key polynomial. 
For the remaining of this section, let Q be a key polynomial for ν and set ǫ :=
ǫ(Q).
Remark 2.7. The following properties are satisfied.
(i): If SQ(f) consiste of a unique element, then νQ(f) = ν(f).
(ii): If g ∈ K[x] is such νQ(g) < νQ(f), then νQ(f + g) = νQ(g) and SQ(f +
g) = SQ(g).
(iii): If g ∈ K[x] is such νQ(g) ≤ νQ(f) and δQ(g) /∈ SQ(f), then νQ(f + g) =
νQ(g) and δQ(g) ∈ SQ(f + g).
(iv): If g ∈ K[x] is such νQ(f + g) = νQ(g) and δQ(g) ≥ δQ(f), then δQ(f +
g) ≤ δQ(g).
Lemma 2.8. Let f, g ∈ K[x] be polynomials of degree smaller than deg(Q) and
fg = qQ + r the Q-expansion of fg. We have
ν(fg) = ν(r) < ν(qQ),
e hence δQ(fg) = 0.
Proof. Let γ = min{ν(fg), ν(r)}. It is enough to show that ν(qQ) > γ. Since the
degrees of f , g, q and r are smaller than deg(Q) and Q is a key polynomial, Lemma
2.4 gives us
ǫ = ǫ(qQ) > ǫ′ := max{ǫ(fg), ǫ(r)}.
Let b ∈ I(qQ). Then
ν(qQ)− bǫ = ν(∂b(qQ)) ≥ min{ν(∂b(fg)), ν(∂br)} ≥ γ − bǫ
′ > γ − bǫ,
and hence ν(qQ) > γ. 
Proposition 2.9. The map νQ is a valuation of K[x].
Proof. For f, g ∈ K[x] write
f = f0 + . . .+ fnQ
n and g = g0 + . . .+, gmQ
m
the Q-expansions of f and g, respectively. We can assume, completing with zero
terms if necessary, that m = n. By definition we have νQ(1) = 0 and νQ(0) = ∞.
Since
νQ(f + g) = min
0≤i≤m
{ν
(
(fi + gi)Q
i
)
} ≥ min
0≤i,j≤n
{ν(fiQ
i), ν(gjQ
j)}
≥ min{νQ(f), νQ(g)}
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we obtain the property (V1).
Let r = δQ(f) and s = δQ(g). We shall show that
νQ(fg) = νQ(frQ
rgsQ
s) = νQ(f) + νQ(g).
By Lemma 2.8, we have
νQ(frQ
rgsQ
s) = νQ(f) + νQ(g) and δQ(frQ
rgsQ
s) = r + s.
For i, j, 0 ≤ i, j ≤ n if i /∈ SQ(f) or j /∈ SQ(g), then
νQ(fiQ
igjQ
j) > νQ(frQ
rgsQ
s).
If i ∈ SQ(f), j ∈ SQ(f) and (i, j) 6= (r, s), then
νQ(fiQ
igjQ
j) = νQ(frQ
rgsQ
s) and δQ(fiQ
igjQ
j) = i+ j < r + s.
Hence, by Remark 2.7 (ii) and (iii), we have the property (V2). Therefore, νQ is
a valuation. 
2.2. Key polynomials of the same degree. For this section, let Q1, Q2 ∈ K[x]
be key polynomials for ν with same degree. Assume that ν(Q2) ≥ ν(Q1) and let
Q2 = Q1 + h be the Q1-expansion of Q2.
Lemma 2.10. We have δQ1(Q2) = 1 and ν(h) ≥ νQ1(Q2) = ν(Q1) = νQ2(Q1).
Proof. If ν(h) < ν(Q1), then ν(Q2) = min{ν(Q1), ν(h)} = ν(h) < ν(Q1) which
would contradict ν(Q2) ≥ ν(Q1). Hence, ν(h) ≥ ν(Q1). Consequently νQ1(Q2) =
min{ν(Q1), ν(h)} = ν(Q1) and δQ1(Q2) = 1.
If ν(Q1) = ν(Q2) the analogous argument would give νQ2(Q1) = ν(Q2) = ν(Q1).
If ν(Q1) < ν(Q2), the Remark 2.7 (i) gives us ν(h) = ν(Q1) < ν(Q2). Since
Q1 = Q2− h is the Q2-expansion of Q1, we have νQ2(Q1) = ν(h) = ν(Q1) and this
concludes the proof. 
Lemma 2.11. If b ∈ I(Q1), then ν(∂bQ2) = ν(∂bQ1).
Proof. Since deg(h) < deg(Q1), ν(h) ≥ ν(Q1) and b ∈ I(Q1), we have
ν(∂bh) > ν(h)− bǫ(Q1) ≥ ν(Q1)− bǫ(Q1) = ν(∂bQ1).
Therefore, ν(∂bQ2) = ν(∂bQ1 + ∂bh) = ν(∂bQ1). 
Lemma 2.12. Let Q1, Q2 ∈ K[x] be key polynomials for ν of the same degree.
Then
(i): if ν(Q1) = ν(Q2), then ǫ(Q1) = ǫ(Q2) and I(Q1) = I(Q2); and
(ii): if ν(Q1) < ν(Q2), then ǫ(Q1) < ǫ(Q2).
Proof. Take b ∈ I(Q1). By Lemma 2.11 we have ν(∂bQ2) = ν(∂bQ1). Since ν(Q2) =
ν(Q1), we have
ν(∂bQ2) = ν(∂bQ1) = ν(Q1)− bǫ(Q1) = ν(Q2)− bǫ(Q1),
and hence ǫ(Q2) ≥ ǫ(Q1). The same argument gives us ǫ(Q1) ≥ ǫ(Q2). Hence
ǫ(Q1) = ǫ(Q2). Since ν(∂bQ2) = ν(∂bQ1), ν(Q1) = ν(Q2) and ǫ(Q1) = ǫ(Q2), we
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have b ∈ I(Q2) and hence I(Q1) ⊆ I(Q2). Since we can do the same reasoning
exchanging Q1 and Q2, we conclude that I(Q1) = I(Q2). This shows (i).
In order to prove (ii) take b ∈ I(Q1). By Lemma 2.11 we have ν(∂bQ2) =
ν(∂bQ1). Since ν(Q2) > ν(Q1) we have
ν(∂bQ2) = ν(∂bQ1) = ν(Q1)− bǫ(Q1) < ν(Q2)− bǫ(Q1),
and consequently ǫ(Q2) > ǫ(Q1). 
Corollary 2.13. If ν(Q1) < ν(Q2), then I(Q1) ∩ I(Q2) has at most one element.
Proof. If I(Q1) ∩ I(Q2) = ∅, then the result is trivially satisfied. Suppose that
I(Q1) ∩ I(Q2) 6= ∅ and let b, bM ∈ I(Q1) ∩ I(Q2) where bM = max I(Q1) ∩ I(Q2).
We will show that b = bM . By Lemma 2.11 we have ν(∂bQ1) = ν(∂bQ2) and
ν(∂bMQ1) = ν(∂bMQ2). Hence,
ν(Q1)− bǫ(Q1) = ν(Q2)− bǫ(Q2),
and consequently
(5) ν(Q2)− ν(Q1) = b(ǫ(Q2)− ǫ(Q1)).
Substituting ν(Q2) = ν(∂bMQ2) + bMǫ(Q2) and ν(Q1) = ν(∂bMQ1) + bM ǫ(Q1) in
(5) and taking into account that ν(∂bMQ2) = ν(∂bMQ1) we obtain
bM (ǫ(Q2)− ǫ(Q1)) = b(ǫ(Q2)− ǫ(Q1)).
By Lemma 2.12 (ii) we have ǫ(Q1) < ǫ(Q2) and hence b = bM . 
Lemma 2.14. For every f ∈ K[x] we have νQ1(f) ≤ νQ2(f) ≤ ν(f).
Proof. Let
f = fnQ
n
1 + . . .+ f0
be the Q1-expansion of f . Then
νQ2(f) ≥ min
0≤i≤n
{νQ2(fiQ
i
1)} = min
0≤i≤n
{ν(fiQ
i
1)} = νQ1(f).
because νQ2(Q1) = ν(Q1). 
Lemma 2.15. Suppose that ν(Q1) < ν(Q2) and take f ∈ K[x]. Then
(i): if SQ2(f) 6= {0}, then νQ1(f) < νQ2(f); and
(ii): if νQ2(f) < ν(f), then νQ1(f) < νQ2(f).
Proof. Let
f =
n∑
i=0
fiQ
i
2
be the Q2-expansion of f . Set
a :=
n∑
i=1
fiQ
i
2 = Q2
(
n∑
i=1
fiQ
i−1
2
)
=: Q2b.
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Since SQ2(f) 6= {0}, Lemmas 2.10 and 2.14 together with νQ2(b) ≥ νQ1(b) and
νQ1(Q2) = ν(Q1) < ν(Q2) imply that
νQ2(f) = νQ2(a) = νQ2(Q2) + νQ2(b) > νQ1(Q2) + νQ1(b) = νQ1(a).
Since deg(f0) < deg(Q1) = deg(Q2) we have νQ1(f0) = νQ2(f0) ≥ νQ2(a) and
hence νQ1(f0) > νQ1(a). Consequently νQ1(f) = νQ1(f0 + a) = νQ1(a) < νQ2(f)
and his shows (i).
If νQ2(f) < ν(f), then SQ2(f) 6= {0} by item (i) of Remark 2.7. Hence, (ii)
follows from (i). 
Lemma 2.16. Let h1, . . . , hn ∈ K[x] be polynomials of degree smaller than deg(Q2).
Let
n∏
i=0
hi =
n∑
i=0
ciQ
i
2
be the Q2-expansion of h1 · · ·hn. For every i ∈ {1, . . . , n} we have
(i): νQ1(ciQ
i
2) > ν(c0); and
(ii): ν(ciQ
i
2)− ν(c0) > ν(Q2)− ν(Q1).
Proof. We will prove (i) by induction on n. For n = 2, let h1h2 = q1Q1 + r1 and
h1h2 = q2Q2 + r2 the Q1 and Q2-expansions of h1h2, respectively. By Lemma
2.8 we have ν(q1Q1) > ν(h1h2), ν(q2Q2) > ν(h1h2) and ν(h1h2) = ν(r1) = ν(r2).
Then
νQ1(−q1Q1 + q2Q2) = νQ1(r1 − h1h2 + h1h2 − r2) = νQ1(r1 − r2) = ν(r1 − r2)
= ν(r1 − h1h2 + h1h2 − r2) = ν(−q1Q1 + q2Q2).
Since νQ1(q1Q1) = ν(q1Q1) > ν(r1) = ν(r2) and
νQ1(−q1Q1 + q2Q2) = ν(−q1Q1 + q2Q2) ≥ min{ν(q1Q1), ν(q2Q2)}
> ν(h1h2) = ν(r1) = ν(r2),
we must have νQ1(q2Q2) > ν(r2).
Suppose now that the result is true for n, i.e., if
n∏
i=0
hi =
n∑
i=0
ciQ
i
2
is the Q2-expansion of h1 · · ·hn, then for each i, 1 ≤ i ≤ n, we have νQ1(ciQ
i
2) >
ν(c0). Let hn+1 ∈ K[x] be a polynomial of degree smaller than deg(Q2). For i
1 ≤ i ≤ n, write hn+1ci = qiQ2+ri the Q2-expansion of hn+1ci. By the case n = 2,
we have νQ1(qiQ2) > ν(ri) = ν(hn+1ci). In particular,
ν(q0Q2) > ν(r0) = ν(hn+1c0).
It remains to show that for every i, 1 ≤ i ≤ n, we have
νQ1(qiQ
i+1) > νQ1(riQ
i
2) > ν(hn+1c0).
LIMIT KEY POLYNOMIALS ARE p-POLYNOMIALS 9
By assumption we have
νQ1(riQ
i
2) = ν(ri) + νQ1(Q
i
2) = ν(hn+1ci) + νQ1(Q
i
2)
= ν(hn+1) + ν(ci) + νQ1(Q
i
2) = ν(hn+1) + νQ1(ciQ
i
2)
> ν(hn+1) + ν(c0) = ν(hn+1c0),
and this shows (i).
For (ii) since νQ1(Q2) = ν(Q2)− (ν(Q2)− ν(Q1)) e ν(Q2) ≥ ν(Q1) the item (i)
implies that for every i 1 ≤ i ≤ n we have
νQ1(ciQ
i
2) = ν(ciQ
i
2)− i(ν(Q2)− ν(Q1)) > ν(c0).
Hence
ν(ciQ
i
2)− ν(c0) > i(ν(Q2)− ν(Q1)) ≥ ν(Q2)− ν(Q1),
and this concludes the proof. 
Lemma 2.17. Let a ∈ K[x] be a polynomial of degree smaller than deg(Q1) and
take n ∈ N. Let
aQn1 =
n∑
i=0
(
a
(
n
i
)
hiQn−i2
)
=
n∑
i=0
biQ
i
2
be the Q2-expansion of aQ
n
1 . We have
(i): νQ1(biQ
i
2) ≥ ν(aQ
n
1 ) for every i 0 ≤ i ≤ n; and
(ii): ν(bn) = ν(a).
Proof. Since ν(h) ≥ νQ1(Q2) = ν(Q1), for every i, 0 ≤ i ≤ n, we have
νQ1
(
a
(
n
i
)
hiQn−i2
)
≥ ν
((
n
i
))
+ ν(aQn1 ) ≥ ν(aQ
n
1 ).
Hence, Lemma 2.16 (i) applied to ahi implies (i).
In order to prove (ii), for each i, 1 ≤ i ≤ n, let ahi = qi,iQi2 + · · ·+ qi,1Q2 + ri
be the Q2-expansion of ah
i. We have
bnQ
n
2 =
n∑
i=1
qi,iQ
n
2 + aQ
n
2 .
By Lemma 2.16 (i), for every i, 1 ≤ i ≤ n, we have νQ1(qi,iQ
i
2) > ν(ri) = ν(ah
i).
Hence,
νQ1(qi,iQ
n
2 ) > νQ1(ah
iQn−i2 ) ≥ νQ1(aQ
n
2 )
and therefore ν(bn) = ν(a).

Corollary 2.18. Let f ∈ K[x] and δ = δQ1(f). Let
f = fnQ
n
1 + . . .+ f0 and f = f
′
nQ
n
2 + . . .+ f
′
0
be the Q1 and Q2-expansions of f , respectively. We have
(i): ν(fδ) = ν(f
′
δ);
(ii): δQ2(f) ≤ δQ1(f); and
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(iii): ν(fn) = ν(f
′
n).
Proof. In order to prove (i), for each i, 0 ≤ i ≤ n, let
fiQ
i
1 = fn,iQ
n
2 + . . .+ fδ,iQ
δ
2 + . . .+ f0,i
be the Q2-expansion of fiQ
i
1. Then
f ′δ = fδ,0 + . . .+ fδ,n.
We will analyze the value fδ,i for each i, 0 ≤ i ≤ n.
If i < δ the the Q2-expansion of fiQ
i
1 does not have a term of degree δ. Hence,
fδ,i = 0.
If i = δ, by Lemma 2.17 (ii), we have ν(fδ,δ) = ν(fδ).
If i > δ, by Lemma 2.17 (i), we have
νQ1(fδ,iQ
δ
2) = ν(fδ,iQ
δ
1) ≥ ν(fiQ
i
1).
Since δ = δQ1(f), we have ν(fiQ
i
1) > ν(fδQ
δ
1) and consequently ν(fδ,i) > ν(fδ).
Therefore, ν(fδ,0 + . . .+ fδ,n) = ν(fδ) and this shows (i).
In order to prove (ii) take r, s, 0 ≤ r < s ≤ n. We will analize the terms fs,iQi2
of the Q2-expansions of fiQ
i
1 for each i, 0 ≤ i ≤ n.
If i < s, then the Q2-expansion of fiQ
i
1 does not have a term of order s, and
hence, fs,iQ
s
2 = 0.
If i ≥ s, by Lemma 2.17 (i) we have
νQ1(fs,iQ
s
2) ≥ ν(fiQ
i
1) > ν(fδQ
δ
1) = νQ1(fδQ
δ
2).
By (i), the term of degree δ on the Q2-expansion of f has values ν(frQ
r
2). Since
s > r, we have ν(fs,iQ
s
2) > ν(frQ
r
2). Since the term of degree s on the Q2-expansion
of f is (fr,0 + . . .+ fr,n)Q
r
2 we conclude (ii).
In order to prove (iii) we observe that for every i, 0 ≤ i ≤ n, the Q2-expansions
of fiQ
i
1 do not have terms of order n. Hence, we can apply Lemma 2.17 (ii) to the
monomial fnQ
n
1 to obtain the result. 
2.3. The relation between the derivatives and the Q-truncation. For this
section let Q ∈ K[x] be a key polynomial for ν such that I(Q) has only one element.
Let bQ be this element and set ǫ := ǫ(Q). Let h ∈ K[x] be a polynomial of degree
smaller than deg(Q) and take n ∈ N.
For b ∈ N, consider the set Sb of all tuples γ = (b0, . . . , br) where
(i): r ∈ {0, . . . , n};
(ii): 0 ≤ b0;
(iii): 0 < b1 ≤ b2 ≤ . . . ≤ br; and
(iv): b0 + . . .+ br = b.
By the Leibiniz rule for derivation we have
(6) ∂b(hQ
n) =
∑
γ∈Sb
(
n
r
)
Tγ , where Tγ := ∂b0(h)

 r∏
j=1
∂bi(Q)

Qn−r.
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Lemma 2.19. Let b ∈ N and γ = (b0, . . . , br) ∈ Sb. We have
(7) SQ

∂b0(h)

 r∏
j=1
∂bi(Q)



 = {0},
and hence νQ(Tγ) = ν(Tγ) and SQ(Tγ) = {n− r}.
Proof. Since the degrees of ∂b0h and ∂biQ, for every i, 1 ≤ i ≤ r, are smaller than
deg(Q), the first equation follows from Lemma 2.16 (ii) taking Q1 = Q2 = Q.
Hence, by Remark 2.7 (i) we have νQ(Tγ) = ν(Tγ). Since
Tγ = ∂b0h · · · (∂brQ)Q
n−r,
the equation (7) gives us SQ(Tγ) = {n− r}. 
Lemma 2.20. Let b ∈ N and γ = (b0, . . . , br) ∈ Sb. We have
(8) νQ(Tγ) ≥ ν(hQ
n)− bǫ.
Moreover, the equality is satisfied in (8) if and only if b0 = 0 and bi = bQ for every
i, 1 ≤ i ≤ r. In this case we have r = b/bQ.
Proof. We have
(9) ν(∂b0h) ≥ ν(h)− b0ǫ and ν(∂biQ) ≥ ν(Q)− biǫ,
for every i, 1 ≤ i ≤ r. Since b0+ . . .+ br = b we add the above equations to obtain
νQ(Tγ) = ν

∂b0(h)

 r∏
j=1
∂bi(Q)

Qn−r

 ≥ ν(hQn)− bǫ.
The equality is satisfied if and only if all the inequalities in (9) are equalilies. This
happens if and only if b0 = 0 and bi ∈ I(Q) = {bQ} for every i, 1 ≤ i ≤ r. This
concludes the proof. 
Corollary 2.21. For every b ∈ N0 we have
(i): νQ(∂b(hQ
n)) ≥ ν(hQn)− bǫ; and
(ii): νQ(∂b(hQ
n)) = ν(hQn) − bǫ in and only if bQ | b and p ∤
(
n
b/bQ
)
. In
this case, SQ(∂b(hQ
n)) = {n− b/bQ}.
Proof. Since
∂b(hQ
n) =
∑
γ∈Sb
(
n
r
)
Tγ ,
Lemma 2.20 gives us νQ(∂b(hQ
n)) ≥ ν(hQn)− bǫ. This implies (i).
By Lemma 2.20, if γ = (b0, . . . , br) ∈ Sb, then ν(Tγ) = ν(hQn) − bǫ if and only
if γ = (0, bQ, . . . , bQ) and r = b/bQ. Assume that νQ(∂b(hQ
n)) = ν(hQn) − bǫ or
bQ|b. Then there exists a unique λ ∈ Sb such that ν(Tλ) = ν(hQn)− bǫ. Since
∂b(hQ
n) =
∑
γ∈Sb\{λ}
(
n
r
)
Tγ +
(
n
b/bQ
)
Tλ
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and
νQ

 ∑
γ∈Sb\{λ}
(
n
r
)
Tγ

 > ν(hQn)− bǫ
we have ν(∂b(hQ
n)) = ν(hQn) − bǫ if and only if ν
((
n
b/bQ
))
= 0. This only
happens if p ∤
(
n
b/bQ
)
. Since SQ(Tλ) = {n − b/bQ}, by Remark 2.7 (ii) we have
SQ(∂b(hQ
n)) = {n− b/bQ}. This shows (ii). 
Corollary 2.22. Take f ∈ K[x]. Then for every b ∈ N0 we have νQ(∂bf) ≥
νQ(f)− bǫ.
Proof. Let f = f0 + . . .+ fmQ
m be the Q-expansion of f . Since deg(f0) < deg(Q)
we have
νQ(∂bf0) ≥ ν(f0)− bǫ.
By Corollary 2.21 we have νQ(∂b(fiQ
i)) ≥ ν(fiQi) − bǫ for every i, 1 ≤ i ≤ m.
Since
∂b(f) = ∂b(f0) + . . .+ ∂b(fmQ
m)
we have the result. 
Corollary 2.23. Let f ∈ K[x] such that δ = δQ(f) > 0. Write δ = peu where
e, u ∈ N and p ∤ u. Set b = pebQ. Then νQ(∂bf) = νQ(f)−bǫ and δQ(∂bf) = δ−pe.
Proof. Let f = f0 + . . .+ . . .+ fmQ
m be the Q-expansion of f . We have
∂b(f) = ∂bf0 + . . .+ ∂b(fmQ
m).
Observe that pe = b/bQ.
For i = δ, since p ∤
(
δ
pe
)
by Corollary 2.21 (ii) we have νQ(∂b(fδQ
δ)) = ν(fδQ
δ)−
bǫ and SQ(∂b(fδQ
δ)) = {δ − pe}.
For i = 0 since deg(f0) < deg(Q) and b > 0, we have
νQ(∂bf0) > ν(f0)− bǫ ≥ ν(fδQ
δ)− bǫ = νQ(∂b(fδQ
δ))
where the second inequality holds because δ = δQ(f).
For i < δ and i > 0 we have
νQ(∂b(fiQ
i)) ≥ ν(fiQ
i)− bǫ ≥ ν(fδQ
δ)− bǫ = ν(∂b(fδQ
δ))
By Corollary 2.21 (ii), if the first inequality is an equality, then
δQ(∂b(fiQ
i)) = i− pe < δ − pe.
For i > δ we have
νQ(∂b(fiQ
i)) ≥ ν(fiQ
i)− bǫ > ν(fδQ
δ)− bǫ = ν(∂b(fδQ
δ))
where the second inequality holds because δ = δQ(f).
By the case 0 < i < δ and i = δ Remark 2.7 (iii) gives us
νQ(∂b(f1Q+ . . .+ fδQ
δ)) = νQ(∂b(fδQ
δ)) and δQ(∂b(fδQ
δ)) = δ − pe.
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Hence, by the cases i = 0 and i > δ and Remark 2.7 (ii) we have
νQ(∂bf) = νQ(∂b(fδQ
δ)) = νQ(f)− bǫ and δQ(∂bf) = δ − p
e.
This concludes the proof. 
3. Proof of Theorem 1.1
For this section let Ψα be the set of key polynomials of degree α. In Ψα we
consider the order given by Q1 ≤ Q2 if and only if ν(Q1) ≤ ν(Q2) (or equivalently,
by Lemma 2.12, Q1 ≤ Q2 if and only if ǫ(Q1) ≤ ǫ(Q2)). We will assume that Ψα
does not have a largest element. We will use consider the
(10) Sα := {f ∈ K[x] | νQ(f) < ν(f) for every Q ∈ Ψα}.
Proposition 3.1. Every monic polynomial f ∈ Sα with smallest degree among
polynomials in Sα is a key polynomial for ν.
Proof. For each i, 1 ≤ i ≤ deg(f), since deg(∂if) < deg(f) there exists Qi ∈ Ψα
such that νQi(∂if) = ν(∂if). Let QM = max{Q1, . . . , Qdeg(f)} and Q ≥ QM in
Ψα. By Lemma 2.14 we have νQ(∂bif) = ν(∂bif) for every i, 1 ≤ i ≤ deg(f). Since
νQ(f) < ν(f), Remark 2.7 (i) gives us SQ(f) 6= 0. Hence, by Corollary 2.23 there
exists b ∈ N such that
ν(∂bf) = νQ(∂bf) = νQ(f)− bǫ(Q1) < ν(f)− bǫ(Q1).
Hence, ǫ(f) > ǫ(Q). Since Q ≥ QM can be chosen arbitrarily we have ǫ(f) > ǫ(Q)
for every Q ∈ Ψα. It remains to show that for g ∈ K[x], if deg(g) < deg(f),
then ǫ(g) < ǫ(f). Reasoning as before, there exists Q ∈ Ψα such that for every i,
1 ≤ i ≤ deg(g), we have
νQ(∂ig) = ν(∂ig) and νQ(g) = ν(g).
Then by Corollary 2.22 we have
ν(∂ig) = νQ(∂ig) ≥ νQ(g)− iǫ(Q) = ν(g)− iǫ(Q)
for every i, 1 ≤ i ≤ r. This means that ǫ(g) ≤ ǫ(Q) < ǫ(f) which is what we wanted
to prove. 
Definition 3.2. A limit key polynomial for Ψα is a monic polynomial f ∈ K[x]
as in Proposition 3.1.
Remark 3.3. In [11], limit key polynomial was defined slightly different. There
we fix a polynomial Q and say that it is a limit key polynomial if there exists a key
polynomial Q− with some properties. One can easily show that such polynomial
will be a limit key polynomial for the family Ψα where α = deg(Q−).
Remark 3.4. Consider a cofinal subset Ψ ⊆ Ψα of Ψα. By Lemma 2.15 and the
fact that Ψ does not have largest element, we have
f ∈ Sα ⇐⇒ νQ1(f) < νQ2(f) for every Q1, Q2 ∈ Ψ with ν(Q1) < ν(Q2).
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Lemma 3.5. Assume that Ψα admits a limit key polynomial. Then ν(Ψα) is
bounded.
Proof. Since Ψα is infinite, by Corollary 2.18 (ii) there exists Q1 ∈ Ψα such that
for every Q2 ∈ Ψα with Q2 ≥ Q1 we have δ := δQ1(f) = δQ2(f). Let fδ be the
coefficient of degree δ in the Q1-expansion of f . By Corollary 2.18 (i), for every
Q2 ∈ Ψα with Q2 ≥ Q1, the coefficient of degree δ in the Q2-expansion f has value
ν(fδ). Since δ = δQ2(f) we have νQ2(f) = ν(fδ) + δν(Q2) < ν(f) e consequently
ν(Q2) < (ν(f) − ν(fδ))/δ. Since Q2 can be chosen as large as needed in Ψα, the
result follows. 
Since rk(ν) = 1, the fact that Ψα is limited implies that it admits a supremum.
Set B = sup ν(Ψα). Assume that Ψα admits a limit key polynomial Qα. The next
step is to show that for every Q ∈ Ψα, δQ(Qα) = degQ(Qα), the leading coefficient
in the Q-expansion of Qα is 1 and deg(Qα) = p
rα for some r ∈ N. We start by
proving the following useful result.
Lemma 3.6. For g ∈ Sα set C = supQ∈Ψα{νQ(g)}. Let Q1 ∈ Ψα, a ∈ K[x]
a polynomial of degree smaller than deg(Q1) and n ∈ N0. If ν(aQn1 ) ≥ C, then
g − aQn1 ∈ Sα.
Proof. For every Q ∈ Ψα with Q ≥ Q1 we have νQ(aQn1 ) = ν(aQ
n
1 ) ≥ C and
consequently νQ(g − aQn1 ) < ν(g − aQ
n
1 ). For Q < Q1, by Lemma 2.14 we have
νQ(g − aQ
n
1 ) ≤ νQ1(g − aQ
n
1 ) < ν(g − aQ
n
1 ).
This concludes the proof. 
For Q1, Q2 ∈ Ψα large enough in Ψα, by Corollary 2.18 (ii) we have δ :=
δQ1(Qα) = δQ2(Qα). Let Ψδ ⊆ Ψα be the set of all Q ∈ Ψα such that δQ(Qα) = δ.
For a given Q ∈ Ψδ let
Qα = adQ
d + . . .+ aδQ
δ + . . .+ a0
be the Q-expansion of Qα. Set γd = ν(ad) and γδ = ν(aδ). By Corollary 2.18 (i)
and (iii), for every Q′ ∈ Ψδ, if
Qα = a
′
dQ
′d + . . .+ a′δQ
′δ + . . .+ a′0
is the Q′-expansion of Qα, then γd = ν(a
′
d) and γδ = ν(a
′
δ). Observe that
νQ(Qα) = γδ + δν(Q) < γδ + δB
for every Q ∈ Ψδ. Hence, by the cofinality of Ψδ in Ψα by Lemma 2.14 we have
νQ(Qα) < ν(aδ) + δB for every Q ∈ Ψα.
Lemma 3.7. We have δ = d.
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Proof. Suppose, aiming for a contradiction, that δ 6= d and fix Q1 ∈ Ψδ. We have
γδ + δν(Q1) < γd + dν(Q1) and consequently
γδ < γd + (d− δ)ν(Q1) =: k.
Take Q2 ∈ Ψδ with ν(Q2) > ν(Q1) such that
δν(Q2) + k > γδ + δB.
Since d > δ we have
γd + dν(Q2) > γd + (d− δ)ν(Q1) + δν(Q2) = k + δν(Q2) > γδ + δB.
This means that if
Qα = a
′
dQ
d
2 + . . .+ a
′
0
is the Q2-expansion of Qα, then ν(a
′
dQ
d
2) > ν(aδ) + δB. By Lemma 3.6 we have
νQ
(
Qα − a
′
dQ
d
2
)
< ν
(
Qα − a
′
dQ
d
2
)
for every Q ∈ Ψα.
Since deg(Qα − a′dQ
d
2) < deg(f) this is a contradiction to the minimality of the
degree of Qα in Sα. 
Proposition 3.8. For every Q ∈ Ψα we have δQ(Qα) = degQ(Qα).
Proof. By Lemma 3.7, for Q ∈ Ψα large enough we have δQ(Qα) = degQ(Qα).
Since, By Corollary 2.18 (ii), δQ1(Qα) ≥ δQ2(Qα) for every Q1, Q2 ∈ Ψα with
Q1 ≤ Q2, the result follows. 
Lemma 3.9. Let Q1, Q2 ∈ Ψα such that
ν(Q2)− ν(Q1) > δ(B − ν(Q1)).
Then, the Q2-expansion of Qα is of the form Qα = Q
δ
2 + . . .+ f0 (i.e., aδ = 1).
Proof. Let Qα = aδQ
δ
2 + . . . + a0 be the Q2-expansion of Qα. Suppose, aiming
for a contradiction, that aδ 6= 1. Since Qα and Q2 are monic this implies that
deg(Qα) > δα. By Corollary 2.6 Q2 is irreducible. Hence, by Be´zout’s identity
there exist l, q ∈ K[x], with deg(q) < α, such that laδ = 1 + qQ2. Let
lQα = (q0Q2 + r0) + . . .+ (qδ−1Q
δ
2 + rδ−1Q
δ−1
2 ) + (qQ
δ+1
2 +Q
δ
2)
be the Q2-expansion of lf where lfi = qiQ2+ ri is the Q2-expansion of lfi for each
i, 0 ≤ i ≤ δ − 1. Observe that
νQ(lQα) = ν(l) + νQ(Qα) < ν(lQα) for every Q ∈ Ψα.
Since νQ(lQα) < ν(laδ) + δB for every Q ∈ Ψα (by Corollary 2.18 (iii)), if some
monomial ciQ
i
2 in the expansion of lQα has value larger than ν(laδ) + δB, we can
use Lemma 3.6 to obtain that lQα − ciQi2 ∈ Sα.
By Lemma 2.16 (ii) we have
ν(qQ2) > ν(1) + (ν(Q2)− ν(Q1)) = ν(laδ) + (ν(Q2)− ν(Q1))
> ν(laδ) + δ(B − ν(Q1)),
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and consequently
ν(qQδ+12 ) > ν(laδ) + δ(B − ν(Q1)) + δν(Q2) > ν(laδ) + δB.
Observe that ν(rδ−1) = ν(laδ−1) ≥ ν(laδ) + ν(Q2) since δQ2(lQα) = δ. Hence,
by Lemma 2.16 (ii) we have
ν(qδ−1Q2) > ν(rδ−1) + (ν(Q2)− ν(Q1)) ≥ ν(laδ) + ν(Q2) + (ν(Q2)− ν(Q1))
> ν(laδ) + δB − (δ − 1)ν(Q1).
Hence
ν(qδ−1Q
α
2 ) > ν(laδ) + δB + (δ − 1)ν(Q1) + (δ − 1)ν(Q2) > ν(laδ) + δB.
Therefore, the polynomial
h := lQα − qQ
δ+1
2 − qδ−1Q
δ
2 = r0 + (q0 + r1)Q2 + . . .+ (qδ−2 + rδ−1)Q
δ−1
2 +Q
δ
2
is monic, deg(h) = δα < deg(Qα) and h ∈ Sα. This is a contradiction to the
minimality of Qα in Sα. 
Proposition 3.10. For every Q ∈ Ψα the leading coefficient in the Q-expansion
of Qα is 1.
Proof. By Lemma 3.9 the Q2-expansion of Qα is of the form
(11) Qα =
δ−1∑
i=0
aiQ
i
2 +Q
δ
2.
Let Q ∈ Ψα and Q2 = Q + h the Q-expansion of Q2. Substituting Q2 = Q + h
in Qα for every i, 0 ≤ i ≤ δ − 1, the Q-expansion of ai(Q + h)i does not have a
term of degree δ. On the other hand, in the Q-expansion of (Q+ h)δ the coefficent
of degree δ is 1. This shows the result. 
It remains to show that δ is a power of p. In order to do this, consider ΨI a
cofinal subset of Ψα with
I(Q1) = I(Q2) for every Q1, Q2 ∈ ΨI .
This is possible because I(Q) ⊂ {1, . . . , α} for each Q ∈ Ψα). Set I := I(Q) for
some (and hence for every) Q ∈ ΨI . By Corollary 2.13 we have that I = {b∞} for
some b∞ ∈ N.
Proposition 3.11. We have δ = pr for some r ∈ N.
Proof. Write δ = pru with r, u ∈ N and p ∤ u. Set b := prb∞. By Corollary 2.23 for
every Q ∈ ΨI we have δQ(∂bQα) = δ − pr. If δ − pr > 0, then by Lemma 2.15 (i)
we have
νQ1(∂bQα) < νQ2(∂bQα)
for every Q1, Q2 ∈ ΨI with Q1 < Q2. Since ΨI is cofinal in Ψα we have ∂bQα ∈ Sα.
Since deg(∂bQα) < deg(Qα), this is a contradiction to the minimality of the degree
of Qα in Sα. Therefore, δ = p
r which is what we wanted to prove. 
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Remark 3.12. By Proposition 3.11 we conclude that if char(Kν) = 0 (i.e., p = 1),
then ν does not admit limit key polynomial.
4. Proof of Theorem 1.2
Let Ψα be the set of key polynomials of degree α and assume that Ψα has a limit
key polynomial Q′α. By Lemma 3.5 ν(Ψα) is bounded. Since rk(ν) = 1 we have that
B = sup ν(Ψα) exists. For every Q ∈ Ψα, by Theorem 1.1, the Q decomposition of
Q′α is of the form
(12) Q′α = Q
pr + apr−1Q
pr−1 + . . .+ a0
and δ := δQ(Q
′
α) = p
r. Hence, νQ(Q
′
α) = p
rν(Q).
In order to prove Theorem 1.2 we will find Q ∈ Ψα such that
ν(aiQ
i) > sup
Q′∈Ψ
{νQ′(Q
′
α)}
for every i, 1 ≤ i ≤ pr, for which i is not a power of p. Then, by Lemma 3.6 we
can remove these monomials from Q′α to obtain Qα.
Notation 4.1. Take Q ∈ Ψα and Q′α a limit key polynomial for Ψα with Q-
expansion as (12). We define
γQ(Q
′
α) = max{i | 0 ≤ i ≤ δ, i is not a power of p and ν(aiQ
i) < δB};
ΛQ(Q
′
α) = {i | γQ(Q
′
α) ≤ i ≤ δ, i = p
s and ν(aiQ
i) < δB};
ωQ(Q
′
α) = max
{
i | 1 ≤ i ≤ γQ(Q
′
α) and ν(aiQ
i) = min
1≤j≤γQ(Q′α)
{
ν
(
ajQ
j
)}}
.
Observe that γQ(Q
′
α) is well-defined because ν(a0) ≤ δB. Indeed, if this would
not be the case, then by Lemma 3.6 the polynomial Q′ − a0 would be a limit
key polynomial for Ψα. This would contradict the fact that key polynomials are
irreducible (Corollary 2.6).
Let Ψ′ ⊆ Ψα be a cofinal subset of Ψα such that
(i): ν(p) > δ(B − ν(Q)) for every Q ∈ Ψ′;
(ii): for every Q1, Q2 ∈ Ψ′ we have
γQ1(Q
′
α) = γQ2(Q
′
α),ΛQ1(Q
′
α) = ΛQ2(Q
′
α) and ωQ1(Q
′
α) = ωQ2(Q
′
α); and
(iii): for every Q1, Q2 ∈ Ψ′ we have I(Q1) = I(Q2).
We set γ := γQ(Q
′
α), Λ := ΛQ(Q
′
α), ω := ωQ(Q
′
α) and I := I(Q) for some (and for
any) Q ∈ Ψ′. By Corollary 2.13, I = {b∞} for some b∞ ∈ N.
Let Q0, Q1 ∈ Ψ′ such that
ǫ(Q1)− ǫ(Q0) > δ(B − ν(Q1)).
Let Ψ ⊂ Ψ′ the subset of elements Q ∈ Ψ′ for which Q ≥ Q1. Observe that
(13) ǫ(Q)− ǫ(Q0) > δ(B − ν(Q)),
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for every Q ∈ Ψ and Ψ is cofinal in Ψα. By Lemma 2.11 we have
ν(∂b∞Q) = ν(∂b∞Q0) para todo Q ∈ Ψ.
Hence, replacing ǫ(Q) = (ν(Q)−ν(∂b∞Q))/b∞ and ǫ(Q0) = (ν(Q0)−ν(∂b∞Q0))/b∞
in (13) we have
ν(Q)− ν(Q0) > δ(B − ν(Q)) for every Q ∈ Ψ.
If γ = 0, then for every Q1 ∈ Ψ
ν
(
aiQ
i
1
)
> δB for every i, 1 ≤ i ≤ δ, with i 6= ps.
Hence, by Lemma 3.6 we can remove these terms to conclude the proof of Theorem
1.2. In order to show that γ = 0, we will suppose that γ 6= 0 and obtain a
contradiction.
Let Q′α = a0 + . . .+ aδQ
δ
0 be the Q0-expansion of Q
′
α.
Lemma 4.2. Let Q ∈ Ψ and n ∈ {1, . . . , δ} a power of p. Let
anQ
n
0 =
n∑
i=0
biQ
i
be the Q-expansion of anQ
n
0 . For every i, 1 ≤ i ≤ n− 1, we have ν(biQ
i) > δB.
Proof. We have
ν(anQ
n
0 ) ≥ νQ0(Q
′
α) = δν(Q0)
e consequently ν(an) ≥ (δ − n)ν(Q0). Let Q0 = Q + h be the Q-expansion of Q0.
Since ν(Q0) < ν(Q) we have ν(h) = ν(Q0). Replacing Q+ h in anQ
n
0 we obtain
anQ
n
0 =
n∑
i=0
((
n
i
)
anh
n−iQi
)
=
n∑
i=0
biQ
i.
In order to show our result, for each i, 0 ≤ i ≤ n we will show that if(
n
i
)
anh
n−iQi =
n∑
j=0
aijQ
j
is the Q-expansion of
(
n
i
)
anh
n−iQi, then
ν
(
aijQ
j
)
for every j, 1 ≤ j ≤ n− 1.
The monomial
(
n
n
)
anQ
n = anQ
n does not play a role because anj = 0 for every j,
1 ≤ j ≤ n− 1.
For i = 0 we have
ν(a00) = ν
((
n
0
)
anh
n
)
= ν(an) + nν(Q0) ≥ δν(Q0).
Hence, by Lemma 2.16 (ii), for every j, 1 ≤ j ≤ n we have
ν(a0jQ
j) > ν(Q)− ν(Q0) + ν(a00) > δ(B − ν(Q0)) + δν(Q0) = δB,
and this concludes the case i = 0.
LIMIT KEY POLYNOMIALS ARE p-POLYNOMIALS 19
For i, 1 ≤ i ≤ n− 1, since p |
(
n
i
)
and ν(Q) > ν(Q0) we have
νQ
((
n
i
)
anh
n−iQn
)
≥ ν(p)+ν(anh
n−i)+ν(Qn) > δ(B−ν(Q0))+δ(ν(Q0)) = δB,
and this concludes the proof. 
Lemma 4.3. Let n ∈ {ω, γ} ∪ ΛQ(f). For every Q ∈ Ψ if
Q′α = Q
δ + bδ−1Q
δ−1 + . . .+ b0
is the Q-expansion of Q′α, then ν (bnQ
n) = (δ − n)B.
Proof. For n = δ we have ν(1) = 0 = (δ − δ)B. Observe that 0 /∈ {ω, γ} ∪ Λ.
Assume that n 6= δ. We will first show that ν(bn) = ν(an). For each i, let
aiQ
i
0 = biiQ
i + . . .+ bi0
be the Q-expansion of aiQ
i
0. Then bn = bn,0+ . . .+bn,δ. For i < n we have bn,i = 0.
For i = n, by Lemma 2.17 (ii) we have ν(bn,n) = ν(an). For i > n and i = p
s, by
Lemma 4.2 we have ν(bn,iQ
n) > δB. Hence, ν(bn,i) > δB − nν(Q).
For n 6= ω, i > n and i 6= ps we have i > γ and hence ν(aiQi0) ≥ δB. Since
ν(Q) > νQ0(Q),b y Lemma 2.17(i) we have
ν(bn,iQ
n) > νQ0(bn,iQ
n) ≥ ν(aiQ
i
0) ≥ δB.
Hence, ν(bn,i) > δB − nν(Q).
For n = ω and i ∈ {ω + 1, . . . γ} by Lemma 2.17 (i) and the definition of ω we
have
νQ0(bn,iQ
n) ≥ ν(aiQ
i
0) > ν(anQ
n
0 ).
Hence, ν(bn,i) > ν(an).
Since n ∈ {ω, γ} ∪ ΛQ(f) we have ν(bn) < δB − nν(Q). Consequently, the
previous analysis gives us
ν(bn) = ν(bn,n) = ν(an).
We will show now that ν(an) = (δ − n)B. Assume, aiming for a contradiction,
that ν(an) 6= (δ−n)B. If ν(an) < (δ−n)B we can assume that (δ−n)ν(Q) > ν(an).
Since
ν(bnQ
n) = ν(an) + nν(Q)
we have a contradiction to ν(an) + nν(Q) < δν(Q) = νQ(Q
′
α). If ν(an) > (δ − n)B
we can assume that nν(Q) + ν(an) > δB. Since
ν(bnQ
n) = ν(an) + nν(Q)
we obtain a contradiction with n ∈ {ω, γ} ∪ ΛQ(Q′α) and Q ∈ Ψ. 
Corollary 4.4. We have ω = γ.
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Proof. Let Q ∈ Ψ. By Lemma 4.3 and the definitions of ω and γ we have
(δ − ω)B + ων(Q) = ν(bωQ
ω) ≤ ν(bγQ
γ) = (δ − γ)B + γν(Q).
Since ν(Q) < B and ω ≤ γ we must ω = γ. 
Set ǫ(B) = sup ǫ(Ψα). Observe that ν(∂bQ) = ν(∂b∞Q0) for every Q ∈ Ψ
because ǫ(B) = (B − ν(∂b∞Q0))/b∞.
Lemma 4.5. For every Q ∈ Ψ and b ∈ N we have ν(∂bQ) ≥ B − bǫ(B).
Proof. Take b ∈ N. For every h ∈ K[x] with ν(h) = ν(Q1) and deg(h) < deg(Q1)
we have
ν(∂bh) > B − bǫ(Q1) > B − bǫ(B).
Indeed, since ǫ(Q1)− ǫ(Q0) > δ(B− ν(Q1)) we have ν(Q1)− bǫ(Q0) > B− bǫ(Q1).
Since ν(h) = ν(Q1) and deg(h) < deg(Q0) we obtain
ν(∂bh) > ν(h)− bǫ(Q0) = ν(Q1)− bǫ(Q0) > B − bǫ(Q1) > B − bǫ(B).
If ν(∂bQ1) ≥ B − bǫ(B), the for every Q ∈ Ψ we have ν(∂bQ) ≥ B − bǫ(B).
Inded, Since Q ≥ Q1, if Q = Q1 + h is the Q1-expansion of Q, then ν(h) = ν(Q1).
Hence, ν(∂bh) > B−bǫ(B). Since ∂bQ = ∂bQ1+∂bh we obtain ν(∂bQ) ≥ B−bǫ(B)
and consequently the result.
Analogously, if ν(∂bQ1) ≤ B − bǫ(B), the ν(∂bQ) = ν(∂bQ1) for every Q ∈ Ψ.
Assume that ν(∂bQ1) ≤ B − bǫ(B). Then, for every Q ∈ Ψ we have
(14) ν(∂bQ1) = ν(∂bQ) ≥ ν(Q)− bǫ(Q).
Taking the limit in (14) we have ν(∂bQ1) ≥ B − ǫ(B) and this concludes the
proof. 
Write γ = peu for e, u ∈ N and p ∤ u. Since γ is not a power of p we have
γ − pe > 0. Set b = peb∞.
Lemma 4.6. For every Q ∈ Ψ we have SQ(∂bQ′α) 6= {0}.
Proof. Since
∂bQ
′
α = ∂bb0 + . . .+ ∂b(bδQ
δ)
we will study separately νQ(∂b(biQ
i)) and δQ(∂b(biQ
i)) for each i, 0 ≤ i ≤ δ. Our
main goal is to show that if
∂bQ
′
α = cδQ
δ + . . .+ c0
is the Q-expansion of ∂bQ
′
α, then ν (c0) ≥ ν
(
cγ−prQ
γ−pr
)
.
For i = 0, since ǫ(Q)− ǫ(Q0) > δ(B− ν(Q)), ν(b0) ≥ νQ(Q
′
α) = δν(Q) and b > 0
we have
νQ(∂bb0) ≥ ν(b0)− bǫ(h) ≥ δν(Q)− bǫ(Q0) > δB − bǫ(Q).
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For 0 < i < γ, since ω = γ by Corollary 4.4, we have ν(biQ
i) ≥ ν(bγQγ). By
Corollary 2.21 (i) we have
ν(∂b(biQ
i)) ≥ ν(biQ
i)− bǫ(Q) ≥ ν(bγQ
γ)− bǫ(Q).
By Corollary 2.21 (ii), if the first inequality is an equality, then δQ(∂b(biQ
i)) =
i− pr < γ − pr.
For i = δ, since p ∤
(
γ
pr
)
, by Corollary 2.21 (ii) we have
νQ(∂b(aγQ
γ)) = ν(aγQ
γ)− bǫ(Q) and SQ(∂b(aγQ
γ)) = {γ − pr}.
For i > δ and i /∈ Λ, we have ν(aiQi) > ν(aγQγ). Hence, by Corollary 2.21 (i)
we have νQ(∂bbiQ
i) > ν(bγQ
γ)− bǫ(Q).
Set
g = f −
∑
i∈Λ
biQ
i.
Then
νQ(g) = ν(bγQ
γ)− bǫ(Q) = (δ − γ)B + γν(Q)− bǫ(Q),
where the second equality holds by Lemma 4.3. Moreover, δQ(g) = γ − p
r. It
remains to show that if
∂b(biQ
i) = biδQ
δ + . . .+ bi0
is the Q-expansion of ∂b(aiQ
i), then
ν(bi0) > ν(g) for every i ∈ Λ.
For i ∈ Λ, by Lemma 2.19 we have
bi0 =
∑
α
Tα where α = (b0, . . . , br) and r = i.
Let Sb,i ⊂ Sb the set of uples for which r = i. It remains to show that ν(Tα) >
ν(g)for each α ∈ Sb,i. Let α = (b0, . . . , bi) ∈ Sb,i. Since bj > 0 for every j ∈
{1, . . . , i}, by Lemma 4.5 we have
ν(∂bjQ) ≥ B − bj(ǫ(B)− ǫ(Q))− bjǫ(Q).
By Lemma 4.3 we have ν(ai) = (δ − i)B and consequently
ν(∂b0ai) ≥ (δ − i)B − boǫ(Q) ≥ (δ − i)B − b0(ǫ(B) − ǫ(Q))− b0ǫ(Q).
Therefore, adding the inequalities we obtain
ν(Tα) ≥ δB − b(ǫ(B)− ǫ(Q))− bǫ(Q) = (δ − p
r)B + prν(Q)− bǫ(Q).
Since γ > pr we have ν(Tα) > νQ(∂b(∂baγQ
γ)) = νQ(g) which shows the result. 
Corollary 4.7. We have γ = 0.
Proof. Suppose that γ > 0. By Lemma 4.6 we have SQ(∂bf) 6= {0} for every Q ∈ Ψ.
Hence, by Lemma 2.15 (i) we have νQ1(∂bf) < νQ2(∂bf) for which Q1, Q2 ∈ Ψ with
Q1 < Q2. Since Ψ is cofinal in Ψα we have νQ(∂bf) < ν(∂bf) for everyQ ∈ Ψα. This
is a contradiction with the minimality of the degree of Q′α. Therefore, γ = 0. 
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Proof of Theorem 1.2. Take Q ∈ Ψ. By Corollary 4.7 we have γ = 0. Hence, every
monomial on the Q-expansion of Q′α that are not a power of p nor 0 must have
value greater than δB. By Lemma 3.6 we can remove these monomials to obtain a
limit key polynomial Qα for Ψα. Therefore, Qα has the desired properties. 
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