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Abstract
An involution on a semigroup S (or any algebra with an underlying associative binary operation)
is a function α : S → S that satisfies α(xy) = α(y)α(x) and α(α(x)) = x for all x, y ∈ S. The
set I(S) of all such involutions on S generates a subgroup C (S) = 〈I(S)〉 of the symmetric group
Sym(S) on the set S. We investigate the groups C (S) for certain classes of semigroups S, and also
consider the question of which groups are isomorphic to C (S) for a suitable semigroup S.
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1 Introduction
Involutions are ubiquitous in many branches of mathematics, and have played a particularly significant
role in algebra. There are algebras that have (external) involution operators defined on them [3, 8, 17,
43, 47, 50, 60, 67, 79, 82, 86, 90, 97], as well as algebras generated by (internal) involutions such as the
well-known Coxeter Groups, mapping class groups, special linear groups, and non-abelian finite simple
groups [15,20,44,52,63,64,78,100]. An (internal) involution in a group is an element of order 2 (i.e., a
non-identity element a that satisfies a2 = 1). An (external) involution on a semigroup S (or any algebra
with an underlying associative binary operation) is a function α : S → S satisfying α(α(x)) = x and
α(xy) = α(y)α(x), for every x, y ∈ S. Many varieties of semigroups and algebras have involutory unary
operations built into their signature, including the classes of groups, inverse semigroups [67], cellular
algebras [43], C∗-algebras [3, 36, 37, 97], MI-groups [8], and regular ∗-semigroups [82]; the latter class
models (for example) several diagram monoids [6, 7, 25–27,30,39,65,72,76].
Some well-known algebras have multiple involutions defineable on them. For example, the inverse
and transpose maps A 7→ A−1 and A 7→ AT both define involutions on the general linear group
GL(n, F ), which consists of all invertible n × n matrices over a field F . The composition of these
two involutions (i.e., the map A 7→ (AT)−1 = (A−1)T) is a non-inner automorphism of GL(n, F ).
Commuting involutions on a semisimple algebraic group (such as the inverse and transpose maps on
the special linear group SL(n, F ) ⊆ GL(n, F )) yield a Z2×Z2-grading on the associated Lie algebra [84].
Scheiblich [93] gave examples of bands (idempotent semigroups) for which two involutions give rise to
non-isomorphic regular ∗-semigroups. Auinger et al. [6] studied two different involutions on the finite
partition monoids (and related diagram monoids) in the context of (inherently) non-finitely based
equational theories; one of these involutions leads to a regular ∗-semigroup structure and the other
does not. Winker et al. [99] gave examples of semigroups with anti-automorphisms but no involution
(they showed the minimal size of such a semigroup is 7, and that that there are four such semigroups
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of minimal size, all of which are 3-nilpotent). Ciobanu et al. [13] made crucial use of a free monoid
with involution in their work on word equations in free groups. Bacovsky´ [8] investigated a class of
monoids with involution that have applications in processor networks and fuzzy numbers. Gustafson
et al. [44] showed that any square matrix of determinant ±1 over any field is the product of (at most)
four involutions; a square matrix is the product of two involutions if and only if it is invertible and
similar to its own inverse [20,100]. A linear bound for products of involutory integer matrices was given
in [57]. Everitt and Fountain studied partial mirror symmetries by investigating certain factorizable
inverse monoids generated by “partial reflections” of a space [34,35]; see also [29]. Lusztig and Vogan
investigated certain actions on Hecke algebras via involutions on Coxeter groups that permute the
simple reflections [70, 71]. Francis et al. made extensive use of involution-generated groups in their
work on algebraic bacterial genomics [1, 9, 31, 32]. Finally, we must mention the vast body of work of
authors such as Dolinka, Imaoka, Jones, Petrich, Reilly, Scheiblich and Yamada [16, 21–24, 53–56, 60,
61,85,88,91–93,101] on varieties of involution semigroups and bands; see especially [85] for a discussion
of early work on this topic.
In this work, we are interested in all the involutions on a semigroup S, and we study these by defining a
group C (S) as follows. First, we let I(S) be the set of all involutions on S. So I(S) is a (possibly empty)
subset of Sym(S), the symmetric group on S (which consists of all permutations of S). We then define
C (S) = 〈I(S)〉 to be the subgroup of Sym(S) generated by I(S). (We interpret C (S) = 〈∅〉 = {idS} to
be the trivial subgroup of Sym(S) in the case that S has no involutions definable on it; this occurs for
left- or right-zero semigroups, for example. Throughout, we write idX for the identity mapping on the
set X, or just id if the set is clear from context.)
As an example, consider the Klein 4-group, K = Z2 × Z2. If we denote by x, y, z the non-identity
elements of K, then one easily checks that any permutation of x, y, z induces an automorphism of K.
In particular, since K is commutative, the transpositions (x, y), (x, z) and (y, z) each induce involutions
of K. It quickly follows that C (K) = Aut(K) is isomorphic to Sym(3), the symmetric group on three
letters. For examples where C (S) does not coincide with Aut(S), see Sections 4 and 5. In fact, it is
possible for non-isomorphic semigroups S 6∼= T to have Aut(S) ∼= Aut(T ) but C (S) 6∼= C (T ), so the C (S)
invariant distinguishes between some semigroups that the Aut(S) invariant does not (see Sections 4
and 5.5). The main purpose of this paper is to investigate the two most natural questions to ask:
Question 1. Given a semigroup S, can we describe the group C (S)?
Question 2. Given a group G generated by (internal) involutions, does there exist a semigroup S such
that G ∼= C (S)?
We answer Question 1 for several families of semigroups including: free semigroups and free commuta-
tive semigroups of arbitrary rank; free groups and free abelian groups of finite rank; (finite or infinite)
full transformation semigroups, symmetric and dual symmetric inverse monoids; finite partition mon-
oids; semigroups of complex matrices; rectangular bands; and graph semigroups.
We also utilise a construction due to Arau´jo et al. [2] to give an affirmative answer to Question 2.
Specifically, we show that any involution generated group is isomorphic to C (S) for some commutative
semigroup S. However, none of the involutions on such a commutative semigroup S are “proper”, in the
sense that they only “reverse the operation” of S (i.e., satisfy α(xy) = α(y)α(x)) because they preserve
it. Since many semigroups of interest (such as non-commutative groups, inverse semigroups and regular
∗-semigroups) do have proper involutions, we therefore consider the following more focussed question
to be of paramount importance.
Question 3. Given a group G generated by (internal) involutions, does there exist a semigroup S with
a proper involution such that G ∼= C (S)?
(As alluded to above, we say an involution is proper if it is not a homomorphism.) Our investigation
of graph semigroups will lead us to a partial answer to this question. Namely, we show that for
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any involution-generated group G, there exists a semigroup S with a proper involution such that
C (S) ∼= G× Z2. We also show that if G ∼= C (S) for some semigroup S with a proper involution, then
G ∼= N ⋊Z2 for some normal subgroup N of G; in particular, this shows that Question 3 has a negative
answer for some involution-generated groups.
Acknowledgements. We thank Dr Heiko Dietrich for several helpful conversations during the prepa-
ration of this article, and also Prof Mohan Putcha for encouragement and advice.
2 Preliminaries
In this section, we fix notation, and gather together various facts that we will need in our investigations.
Let S and T be semigroups. Recall that a function α : S → T is a homomorphism (resp., anti-
homomorphism) if α(xy) = α(x)α(y) (resp., α(xy) = α(y)α(x)) for all x, y ∈ S. An anti-homomorphism
is called proper if it is not also a homomorphism (in which case T must not be commutative).
An (anti-)homomorphism is called an (anti-)isomorphism if it is bijective. The inverse mapping
α−1 : T → S of an (anti-)isomorphism α : S → T is also an (anti-)isomorphism. An (anti-)isomorphism
S → S is called an (anti-)automorphism.
We write Aut(S) (resp., Aut−(S)) for the set of all automorphisms (resp., anti-automorphisms) of the
semigroup S. We write Aut±(S) = Aut(S) ∪ Aut−(S). Note that while Aut(S) always contains the
identity mapping, Aut−(S) may be empty (this is true of left- or right-zero semigroups, for example,
and for the full transformation semigroup TX when |X| ≥ 2; see Section 5.5). The composite of two
automorphisms or two anti-automorphisms is an automorphism, while the composite of an automor-
phism with an anti-automorphism (in any order) is an anti-automorphism. So Aut±(S) is a group
under composition, which we call the signed automorphism group of S.
An involution of S is an anti-automorphism α of order 2; that is, α ∈ Aut−(S) and α2 = id 6= α. We
write I(S) for the set of all involutions of S, and C (S) = 〈I(S)〉 for the subgroup of Aut±(S) generated
by I(S). Note that C (S) = {idS} if I(S) = ∅. The proof of the next result is obvious, and is omitted.
Lemma 2.1. Let S be a semigroup.
(i) If S is commutative, then Aut−(S) = Aut(S) = Aut±(S).
(ii) If S is not commutative, then either Aut−(S) = ∅ or else the map
Φβ : Aut(S)→ Aut
−(S) : α 7→ αβ
is a bijection for any β ∈ Aut−(S), and we have a short exact sequence:
{1} → Aut(S)→ Aut±(S)→ Z2 → {1}.
That is, Aut(S) is a (normal) subgroup of index at most 2 of Aut±(S). ✷
So if S is not commutative and Aut−(S) is non-empty, then the signed automorphism group Aut±(S)
is an extension of Z2 by Aut(S). This extension splits if and only if I(S) 6= ∅. Non-commutative
semigroups with I(S) = ∅ 6= Aut−(S) are described in [99], where it is shown that the smallest such
semigroup has size 7.
Recall that an atom of a semigroup S (which may or may not be a monoid) is an element a ∈ S that
cannot be factorized as a product of non-identity elements of S. Write A(S) for the set of all atoms
of S (which may be empty).
Lemma 2.2. Let α : S → T be an (anti-)isomorphism. Then α(A(S)) = A(T ).
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Proof. We just prove the statement for anti-isomorphisms. Let a ∈ A(S). If α(a) = bc for some non-
identity elements b, c ∈ T , then a = α−1(bc) = α−1(c)α−1(b), where α−1(c), α−1(b) are non-identity
elements of S, contradicting the assumption that a ∈ A(S). (Note that S is a monoid if and only
if T is a monoid, in which case α must map the identity of S to the identity of T .) It follows that
α(a) ∈ A(T ), so α(A(S)) ⊆ A(T ). Applying this also to the anti-isomorphism α−1 : T → S, we obtain
A(T ) = α(α−1(A(T ))) ⊆ α(A(S)) ⊆ A(T ), giving α(A(S)) = A(T ). ✷
We write Sym(X) for the symmetric group on a set X, which consists of all permutations of X. In
what follows, we will frequently use the fact that a symmetric group Sym(X) is generated by (internal)
involutions. Although this is certainly well known, especially in the finite case (with finite Sym(X)
being a Coxeter group of Type A), we include a short proof for convenience. (It is also known that any
element of a finite Coxeter group is either an involution or the product of two involutions [11].)
Lemma 2.3. Let pi ∈ Sym(X), where X is an arbitrary set. Then pi = στ for some σ, τ ∈ Sym(X)
with σ2 = τ2 = id.
Proof. If pi = id, then the result is clear, so suppose otherwise. Write pi =
∏
i∈I γi, where I is some
indexing set, and each γi is a non-trivial cycle of some subset Xi ⊆ X, with the Xi pairwise disjoint
(and each of size at least 2). Note that it is possible for I to be infinite (in which case pi is simply the
“formal product” of the γi), and for some of the Xi to be (countably) infinite. Fix some i ∈ I. We
consider three cases.
Case 1. If γi = (x1, . . . , x2k+1) for some k ≥ 1, then γi = σiτi, where
σi = (x2, x2k+1)(x3, x2k) · · · (xk+1, xk+2) and τi = (x1, x2k+1)(x2, x2k) · · · (xk, xk+2).
Case 2. If γi = (x1, . . . , x2k) for some k ≥ 1, then γi = σiτi, where
σi = (x2, x2k)(x3, x2k−1) · · · (xk, xk+2) and τi = (x1, x2k)(x2, x2k−1) · · · (xk, xk+1).
Case 3. If γi = (. . . , x−2, x−1, x0, x1, x2, . . .) is an infinite cycle, then γi = σiτi, where
σi = (x1, x−1)(x2, x−2)(x3, x−3) · · · and τi = (x0, x−1)(x1, x−2)(x2, x−3) · · · .
Finally, we see that pi = στ , where σ =
∏
i∈I σi and τ =
∏
i∈I τi satisfy σ
2 = τ2 = id. ✷
We conclude this section with a simple group theoretic result. As usual, if G is a group, we denote by
[G,G] the (normal) subgroup of G generated by all commutators [g, h] = ghg−1h−1 with g, h ∈ G.
Lemma 2.4. Let G be a group, and denote by KG the subgroup of G×G generated by {(g, g
−1) : g ∈ G}.
Then
KG =
{
(g, h) ∈ G×G : gh ∈ [G,G]
}
.
In particular, KG is an extension of G by [G,G].
Proof. Put Ω =
{
(g, h) ∈ G×G : gh ∈ [G,G]
}
. First note that for any g, h ∈ G, KG contains
(g, g−1)(hg−1, gh−1)(h−1, h) = (ghg−1h−1, 1), where 1 denotes the identity element of G. Similarly,
(1, ghg−1h−1) ∈ KG. It follows that [G,G] × [G,G] ⊆ KG. So if g, h ∈ G satisfy gh ∈ [G,G], then
(g, h) = (gh, 1)(h−1 , h) ∈ KG, showing that Ω ⊆ KG.
Conversely, we show by induction that
(g1 · · · gk, g
−1
1 · · · g
−1
k ) = (g1, g
−1
1 ) · · · (gk, g
−1
k ) ∈ Ω for all g1, . . . , gk ∈ G. (2.5)
If k ≤ 2, this is clear, so suppose k ≥ 3. Then
g1 · · · gk · g
−1
1 · · · g
−1
k =
[
g1 · · · gk−2(gk−1gk) · g
−1
1 · · · g
−1
k−2(gk−1gk)
−1
]
· gk−1gkg
−1
k−1g
−1
k .
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By an induction hypothesis, the bracketed term belongs to [G,G], giving g1 · · · gk · g
−1
1 · · · g
−1
k ∈ [G,G].
This completes the proof of (2.5), and shows that KG ⊆ Ω. Finally, we note that the epimorphism
KG → G : (g, h) 7→ g has kernel {1} × [G,G]. ✷
Remark 2.6. The group KG may be thought of as the kernel of the epimorphism G×G→ G/[G,G]
sending the pair (g, h) to the coset [G,G]gh. This construction may of course be generalised by replacing
G×G with the direct product of n ≥ 2 copies of G. The resulting groups, denoted K(G,n), are studied
in [68] in connection to invariants for complex algebraic surfaces (among other things).
Example 2.7. It is well known that
[Sym(X),Sym(X)] =
{
Alt(X) if |X| < ℵ0
Sym(X) if |X| ≥ ℵ0.
(In fact, Ore [83] showed that any element of [Sym(X),Sym(X)] is itself a commutator, and not just a
product of commutators.) It follows that
KSym(X) =
{
{(σ, τ) ∈ Sym(X)× Sym(X) : στ ∈ Alt(X)} if |X| < ℵ0
Sym(X) × Sym(X) if |X| ≥ ℵ0.
Consider now the case in which X is finite and put
K = KSym(X) = {(σ, τ) ∈ Sym(X)× Sym(X) : στ ∈ Alt(X)}.
So Alt(X) × Alt(X) ≤ K ≤ Sym(X) × Sym(X). (Here, ≤ denotes the subgroup relation.) In fact,
we have an internal semidirect product decomposition K = (Alt(X) × Alt(X)) ⋊ 〈(pi, pi)〉, where pi is
any fixed odd permutation of order 2 (such as a transposition), but we note that this is not a wreath
product. We also note that the condition στ ∈ Alt(X) is equivalent to saying that σ and τ have the
same parity.
3 Obtaining any involution-generated group as C (S)
Arau´jo et al. [2] gave a number of constructions that realise any finite group as the automorphism
group of various kinds of finite semigroups. Here we review one of these constructions and show how it
applies to the present considerations.
Graphs play an important role in this section and the next, so we take this opportunity to fix our
notation. Throughout, graphs are assumed to be undirected and have no loops or parallel edges. Let
Γ be a graph with vertex and edge sets X and E, respectively. Recall that an automorphism of Γ is
a bijection pi : X → X such that {x, y} ∈ E if and only if {pi(x), pi(y)} ∈ E. We write Aut(Γ) for
the group of automorphisms of Γ. Note that Aut(Γ) is a subgroup of Sym(X), the symmetric group
over X.
Let G be an arbitrary group. It is well known that G is isomorphic to the automorphism group Aut(Γ)
of a suitable graph Γ. This was originally proved for finite groups (in which case the graph may be
taken to be finite) by Frucht [41], and then extended to infinite groups by de Groot [18]. Various
strengthenings of this result exist, including to graphs of given chromatic number or satisfying various
connectivity or regularity conditions; see for example [42, 59, 89]. But all we need to know is that Γ
may be chosen so that it has at least one edge (and it is easy to see why this is possible, assuming de
Groot’s theorem). We fix such a graph Γ, with G ∼= Aut(Γ), and write X and E for the vertex and
edge set of Γ, respectively. As in [2], we define a semigroup S = X ∪ {Y,N}, where Y and N are new
symbols that do not belong to X, and with multiplication defined, for u, v ∈ S, by
uv =
{
Y if u, v ∈ X and {u, v} ∈ E
N otherwise.
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Note that S is commutative and 3-nilpotent (i.e., N is a zero element and abc = N for any a, b, c ∈ S).
It is easy to check that:
(i) any (graph) automorphism α ∈ Aut(Γ) extends to a (semigroup) automorphism αˆ ∈ Aut(S) by
further defining αˆ(Y ) = Y and αˆ(N) = N ; and
(ii) any β ∈ Aut(S) must be of the form αˆ for some α ∈ Aut(Γ). (The assumption that Γ has an
edge is necessary to prove that β(Y ) = Y .)
Thus, Aut(S) ∼= Aut(Γ) and it follows that G ∼= Aut(S). In fact, since S is commutative, it follows
that Aut±(S) = Aut(S) ∼= G. In particular, if G is an involution-generated group, then so too is
Aut±(S) ∼= G, so that C (S) = Aut±(S) ∼= G. This therefore proves the following.
Theorem 3.1. If G is an arbitrary involution-generated group, then G ∼= C (S) for some (commutative)
semigroup S. ✷
Theorem 3.1 gives an affirmative answer to Question 2 from the introduction. However, since the semi-
group S constructed above is commutative, S has no proper involutions. So the above considerations
do not say anything about Question 3, which we restate here for convenience.
Question 3. Given a group G generated by (internal) involutions, does there exist a semigroup S with
a proper involution such that G ∼= C (S)?
Since many well-studied involutory semigroups (such as non-commutative groups, inverse semigroups,
regular ∗-semigroups, and so on) have proper involutions, Question 3 does seem a natural one to
investigate. The next result shows that there are some restrictions on the kind of group G that may be
isomorphic to C (S) for a semigroup S with a proper involution; namely, G must be a split extension
of Z2 by some normal subgroup.
Proposition 3.2. Let S be a semigroup with a proper involution ι. Then we have (internal) semidirect
product decompositions
Aut±(S) = Aut(S)⋊ 〈ι〉 and C (S) = (C (S) ∩Aut(S)) ⋊ 〈ι〉.
That is, Aut±(S) (resp., C (S)) is a split extension of Z2 by Aut(S) (resp., C (S) ∩Aut(S)).
Proof. This follows quickly from the facts that Aut(S) (resp., C (S) ∩Aut(S)) is an index 2 subgroup
of Aut±(S) (resp., C (S)), and that ι has order 2. ✷
Remark 3.3. It follows immediately that the class of groups isomorphic to C (S) for some semigroup S
with a proper involution is smaller than the class of all involution-generated groups. For example, if G
is a finite non-abelian simple group, then G is generated by its elements of order 2 (since |G| is even,
and the subgroup generated by elements of order 2 is a non-trivial normal subgroup of G). But such a
group G is obviously not a split extension.
We now investigate a special case in which the semidirect product decompositions in Proposition 3.2
are direct products. For a semigroup S, write J(S) = {α ∈ Aut(S) : α2 = id}, and put G (S) = 〈J(S)〉.
(Note that id ∈ J(S) for all S.)
Proposition 3.4. Let S be a semigroup with a proper involution ι that commutes with all automor-
phisms of S. Then
Ψι : J(S)→ I(S) : α 7→ αι
is a bijection, and we have (internal) direct product decompositions
Aut±(S) = Aut(S)× 〈ι〉 and C (S) = G (S)× 〈ι〉.
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Proof. If α ∈ J(S), then αι ∈ Aut−(S) and (αι)2 = α2ι2 = id, so that αι ∈ I(S). Conversely,
if β ∈ I(S), then β = (βι)ι, with βι ∈ Aut(S) and (βι)2 = id. To complete the proof, it suffices
to show that C (S) ∩ Aut(S) = G (S). If α ∈ C (S) ∩ Aut(S), then α = (β1ι) · · · (β2kι) for some
β1, . . . , β2k ∈ J(S), from which it follows that α = β1 · · · β2k ∈ G (S). Conversely, if α ∈ G (S), then
α = β1 · · · βl for some β1, . . . , βl ∈ J(S) where we may assume that l is even (since id ∈ J(S)), in which
case, α = (β1ι) · · · (βlι) ∈ C (S). ✷
In particular, Proposition 3.4 holds for non-commutative inverse semigroups (including non-abelian
groups), since we may use the inverse mapping ι : S → S : s 7→ s−1, noting that α(s−1) = α(s)−1 for
any semigroup homomorphism α : S → T between inverse semigroups. In the next section, we will
study another class of semigroups (that are not inverse semigroups) that Proposition 3.4 applies to. As
a consequence of our investigations, we will see that for any involution-generated group G, there exists
a semigroup S with a proper involution such that C (S) ∼= Z2 ×G.
Remark 3.5. In the argument used to prove Theorem 3.1, above, we made use of the fact [2] that
every group is isomorphic to the automorphism group Aut(S) of some commutative semigroup S. It
is known [19, 48] that some groups (such as the cyclic group of order 5) are not isomorphic to the
automorphism group Aut(G) of any group G. So the question of which (involution-generated) groups
are isomorphic to C (G) for some group G seems to be of importance. For example, we noted in the
introduction that the symmetric group of degree 3 is isomorphic to C (K) where K = Z2 × Z2 is the
Klein 4-group.
4 Graph semigroups
In this section, we calculate C (S) in the case that S belongs to the class of graph semigroups (see
below for the definition). Part of the motivation for doing this is that the free semigroups and free
commutative semigroups belong to this class. The other motivation is that we may use the results to
give a partial answer to Question 3 above. (We note that the results of this section apply equally well
to the corresponding monoids, but we just treat semigroups for convenience.)
We begin by fixing notation for dealing with semigroup presentations. Let X be an arbitrary set,
and write X+ for the free semigroup over X, which consists of all non-empty words over X under the
semigroup operation of concatenation. We regard X as a subset of X+ in the usual way (as the set of
words of length 1). For R ⊆ X+ × X+, we write R♯ for the congruence on X+ generated by R. We
then define 〈X |R〉 = X+/R♯. So 〈X |R〉 is the set of all R♯-classes of words over X under the induced
operation on equivalence classes. We denote the R♯-class of w ∈ X+ by [w]R.
If S is a semigroup and φ : X → S is a function, then φ extends uniquely to a homomorphism
αφ : X
+ → S and an anti-homomorphism βφ : X
+ → S defined, for x1 · · · xk ∈ X
+, by
αφ(x1 · · · xk) = φ(x1) · · · φ(xk) and βφ(x1 · · · xk) = φ(xk) · · · φ(x1).
If αφ preserves R, in the sense that αφ(u) = αφ(v) for all (u, v) ∈ R, then φ extends to a homomorphism
γφ : 〈X |R〉 → S defined by γφ([w]R) = αφ(w) for w ∈ X
+.
Similarly, if βφ preserves R, then φ extends to an anti-homomorphism
δφ : 〈X |R〉 → S defined by δφ([w]R) = βφ(w) for w ∈ X
+.
Note that αφ = βφ and (if applicable) γφ = δφ if S is commutative.
Now let Γ be a graph with vertex and edge sets X and E, respectively. (Note that X may be an infinite,
even uncountable, set.) The graph semigroup on Γ (see [38]) is defined by the presentation
SΓ = 〈X |RΓ〉 where RΓ = {(xy, yx) : {x, y} ∈ E}.
7
As special cases, note that if Γ has no edges, then SΓ = X
+, while if Γ = KX is the complete graph
on X (which has every possible edge {x, y} with x, y ∈ X and x 6= y), then SΓ is the free commutative
semigroup over X, which we denote by X+↔. For simplicity, we will write w = [w]RΓ for the R
♯
Γ-class of
a word w ∈ X+. Note that graph semigroups are also known as free partially commutative semigroups
or right angled Artin semigroups in the literature. The next result is obvious, and its proof is omitted.
Lemma 4.1. If x, y ∈ X, then xy = yx if and only if {x, y} ∈ E. ✷
In particular, SΓ is commutative if and only if Γ = KX , in which case SΓ = X
+
↔, as noted above.
Proposition 4.2. Let Γ be a graph on vertex set X, and let pi ∈ Aut(Γ) be an arbitrary (graph)
automorphism of Γ. Then pi extends uniquely to a (semigroup) automorphism γπ ∈ Aut(SΓ) and an
anti-automorphism δπ ∈ Aut
−(SΓ) defined by
γπ(x1 · · · xk) = pi(x1) · · · pi(xk) and δπ(x1 · · · xk) = pi(xk) · · · pi(x1)
for all words x1 · · · xk ∈ X
+. Further, any automorphism or anti-automorphism of X+ is of one of
these forms (as appropriate); that is,
Aut(SΓ) = {γπ : pi ∈ Aut(Γ)} and Aut
−(SΓ) = {δπ : pi ∈ Aut(Γ)}.
Proof. Again, we just prove the statement for auti-automorphisms. Let pi ∈ Aut(Γ). Since {x, y} ∈ E
if and only if {pi(x), pi(y)} ∈ E, it follows that δπ is a well-defined anti-homomorphism, and it is easy
to check that δπ−1 is its inverse mapping.
Conversely, let ε : SΓ → SΓ be an arbitrary anti-automorphism. By Lemma 2.2, ε maps A(SΓ) bijec-
tively onto itself, and it is clear that A(SΓ) = {x : x ∈ X}. Define pi ∈ Sym(X) by ε(x) = pi(x). We
claim that, in fact, pi ∈ Aut(Γ). Indeed, for any x, y ∈ X, we have
{x, y} ∈ E ⇔ xy = yx ⇔ ε(xy) = ε(yx)
⇔ ε(y)ε(x) = ε(x)ε(y) ⇔ pi(y)pi(x) = pi(x)pi(y) ⇔ {pi(x), pi(y)} ∈ E,
where the first and last step uses Lemma 4.1. This completes the proof that pi ∈ Aut(Γ), and it is clear
then that ε = δπ. ✷
Corollary 4.3. Let Γ be a graph on vertex set X. Then
Aut(SΓ) = {γπ : pi ∈ Aut(Γ)} ∼= Aut(Γ) and Aut
−(SΓ) = {δπ : pi ∈ Aut(Γ)}.
(i) If Γ = KX , then Aut
±(SΓ) = Aut(SΓ) ∼= Aut(Γ) = Sym(X).
(ii) If Γ 6= KX , then Aut
±(SΓ) ∼= Z2 ×Aut(Γ).
Proof. By Proposition 4.2, we have Aut(SΓ) = {γπ : pi ∈ Aut(Γ)}. It is also clear that for any
pi, σ ∈ Aut(Γ), γπ = γσ if and only if pi = σ, and that γπγσ = γπσ, giving Aut(SΓ) ∼= Aut(Γ). If
Γ = KX , then SΓ = X
+
↔ is commutative, whence Aut
±(SΓ) = Aut(SΓ), so (i) then follows from the
obvious fact that Aut(KX) = Sym(X). For (ii), note that that for all pi, σ ∈ Aut(Γ),
γπ = γσ ⇔ δπ = δσ ⇔ pi = σ, γπγσ = δπδσ = γπσ, γπδσ = δπγσ = δπσ.
It quickly follows that the map Z2 × Aut(Γ) → Aut
±(SΓ) given by (0, pi) 7→ γπ and (1, pi) 7→ δπ is an
isomorphism. ✷
We now wish to use Corollary 4.3 to obtain information about the groups C (SΓ) = 〈I(SΓ)〉. Since
I(SΓ) ⊆ Aut
−(SΓ), and since δ
2
π = γπ2 for pi ∈ Aut(Γ), we see that
I(SΓ) = {δπ : pi ∈ Aut(Γ), pi
2 = id}.
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Note that I(SΓ) contains δid, which is induced by the word-reversing mapX
+ → X+. (So part (ii) of the
previous result also follows from Proposition 3.4, since δid clearly commutes with any automorphism γπ.)
For a graph Γ, let us now write I(Γ) = {α ∈ Aut(Γ) : α2 = id 6= α} for the set of all involutions of
Γ, and C (Γ) = 〈I(Γ)〉 for the subgroup of Aut(Γ) generated by these involutions. As an immediate
consequence of Corollary 4.3 and Lemma 2.3 (which states that Sym(X) is generated by involutions),
we have the following.
Theorem 4.4. Let Γ be a graph on vertex set X.
(i) If Γ = KX , then C (SΓ) ∼= Sym(X).
(ii) If Γ 6= KX , then C (SΓ) ∼= Z2 × C (Γ). ✷
Remark 4.5. In the special case that Γ has no edges, we have Aut(Γ) = Sym(X) and, since Sym(X)
is involution generated (Lemma 2.3), C (Γ) = Aut(Γ). We have already noted that SΓ = X
+ in this
case, so we obtain C (X+) ∼= Z2 × Sym(X).
Remark 4.6. A much simpler construction yields a semigroup S with C (S) ∼= Sym(X). We define
S = X ∪{0}, where 0 is a symbol that does not belong to X, and simply declare uv = 0 for all u, v ∈ S.
Then clearly C (S) = Aut±(S) = Aut(S) ∼= Sym(X).
As noted in Section 3, any group is isomorphic to the automorphism group of a suitable graph.
Theorem 4.7. Let G be a group generated by involutions. Then there exists a semigroup S with a
proper involution such that C (S) ∼= Z2×G. If G is finite, then S may be taken to be finitely generated.
Proof. Choose some graph Γ such that G ∼= Aut(Γ). We may assume that Γ is not complete and is
finite if G is finite. Since G is generated by involutions, so too is Aut(Γ) ∼= G, so C (Γ) = Aut(Γ). The
result then follows from Theorem 4.4(ii). ✷
5 Other families of semigroups
In this section, we calculate C (S) for various natural families of semigroups: namely, free groups and
free abelian groups of finite rank; finite cyclic groups; symmetric groups; full transformation semigroups;
symmetric and dual symmetric inverse monoids; finite diagram monoids; monoids of complex matrices;
and rectangular bands. We also give a natural construction that allows one to embed a semigroup
S with Aut−(S) = ∅ into a semigroup DS with Aut
−(DS) 6= ∅; indeed, the involutions of DS are in
one-one correspondence with the automorphisms of S.
5.1 Free groups of finite rank
Let X = {x1, . . . , xn} be a finite set with |X| = n ≥ 2 (the n = 1 case is considered in the next
section), and let FX be the free group over X. So elements of FX are equivalence classes of words over
{x1, x
−1
1 , . . . , xn, x
−1
n }, where two words are considered equivalent if one may be transformed into the
other by successively using the free group relations
xix
−1
i = x
−1
i xi = 1 for each i,
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where 1 denotes the empty word. Nielsen [81] gave a generating set for the automorphism group
Aut(FX). Specifically, it was shown that Aut(FX) is generated by the automorphisms σ1, . . . , σn−1, α, β
defined by
σi(xj) =


xi+1 if j = i
xi if j = i+ 1
xj if j 6= i, i+ 1,
α(xj) =
{
x−11 if j = 1
xj if j 6= 1,
β(xj) =
{
x1x2 if j = 1
xj if j 6= 1.
(Here we simplify notation by writing a word instead of its equivalence class.) Actually, in [81], the
automorphisms σ2, . . . , σn−1 were replaced by the automorphism γ defined by γ(xj) = xj+1 for each j,
where the subscript is read modulo n. But since {σ1, . . . , σn−1} and {σ1, γ} both generate the auto-
morphisms of FX induced by permuting the elements of X, the generating set we use here is equivalent.
Note that σ1, . . . , σn−1, α are all of order 2, but that β is of infinite order; indeed, β
k(x1) = x1x
k
2 for
k ≥ 1. However, it is easy to check that β = β1β2, where β1, β2 ∈ Aut(FX) are defined by
β1(xj) =


x1x2 if j = 1
x−12 if j = 2
xj if j ≥ 3,
β2(xj) =
{
x−12 if j = 2
xj if j 6= 2.
Moreover, the automorphisms β1, β2 are of order 2, so it follows that Aut(FX) is involution-generated.
Combining this with Proposition 3.4, it follows that
G (FX) = 〈J(FX )〉 = Aut(FX) and C (FX) = Aut
±(FX) = 〈ι〉 ×Aut(FX),
where ι : FX → FX is the inversion map, which sends (the equivalence class of) the word x
±1
i1
· · · x±1ik
to x∓1ik · · · x
∓1
i1
.
5.2 Free abelian groups of finite rank
A free abelian group of finite rank n ≥ 1 is the quotient of a free group of rank n by the relations
declaring all generators to commute with each other; such a group is isomorphic to Zn. Since Zn
is abelian, Aut±(Zn) = Aut(Zn) and C (Zn) = G (Zn). The automorphisms of Zn are precisely the
invertible linear maps Zn → Zn, where Zn is considered as a (free) Z-module. These are in one-one
correspondence with the invertible n×n matrices over Z: that is, the matrices of determinant ±1. We
denote the set of all such matrices by GL(n,Z). It is well known [45] that GL(n,Z) is generated by
involutions (i.e., matrices that satisfy A2 = In, the n×n identity matrix); Ishibashi [57] gave an upper
bound on the number of involutions required to generate a given element of GL(n,Z) for n ≥ 3. It
follows that
C (Zn) = Aut(Zn) = GL(n,Z).
It is easy to check that there are infinitely many involutions on Zn for n ≥ 2; for example,
[
a b
c −a
]
is an
involution of Z2 for any a, b, c ∈ Z satisfying a2 + bc = 1.
We note that free groups and free abelian groups have a common generalisation to graph groups GΓ,
defined in an analogous way to the graph semigroups of Section 4. Generators for the automorphism
groups Aut(GΓ) are given in [66,96], but a description of the involution-generated subgroup of Aut(GΓ)
is beyond the scope of the present work.
5.3 Finite cyclic groups
Let n ≥ 2 be an integer, and write Zn = {0, 1, . . . , n−1} for the additive group of integers modulo n. A
homomorphism α : Zn → Zn is uniquely determined by α(1) = k, where k ∈ Zn, and any such k gives
rise to a homomorphism; so we denote this homomorphism by αk, and note that αk(m) = km for all
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m ∈ Zn. Since αkαl = αkl, we see that End(Zm), the semigroup of all endomorphisms of Zn (i.e., all
homomorphisms Zn → Zn), is isomorphic to (Zn, ·), the multiplicative semigroup of integers modulo n.
The automorphism group Aut(Zn) is therefore isomorphic to Un = {m ∈ Zn : gcd(m,n) = 1}, the group
of multiplicative units of (Zn, ·). The involutions of Zn are therefore the maps αk with k
2 = 1 6= k
in Zn. Note that the composite of two such involutions is itself an involution or else the identity map.
In other words,
C (Zn) = I(Zn) ∪ {id} = {αk : k ∈ Zn, k
2 = 1},
where as usual id ∈ Aut(Zn) denotes the identity automorphism. Consider the prime factorization
n = 2mpm11 · · · p
mr
r (so m ≥ 0, p1, . . . , pr are distinct odd primes, and mi ≥ 1 for each i). It is well
known that the number of solutions to k2 = 1 in Zn is equal to 2
R(n), where
R(n) =


r if m ≤ 1
r + 1 if m = 2
r + 2 if m ≥ 3.
(See for example [80], or [46] where involutions on finite abelian groups were studied.) Since every
element α ∈ C (Zn) = I(Zn) ∪ {id} satisfies α
2 = id, it follows that C (Zn) ∼= Z
R(n)
2 .
5.4 Symmetric groups
Let X be an arbitrary set. It is well known [75,95] that
Aut(Sym(X)) ∼=


Sym(X) if |X| 6= 2, 6
{id} if |X| = 2
Sym(X)⋊ Z2 if |X| = 6.
If |X| 6= 2, 6, then every automorphism of Sym(X) is inner; that is, if α ∈ Aut(Sym(X)), then there
exists some pi ∈ Sym(X) such that α(σ) = piσpi−1 for all σ ∈ Sym(X). When |X| = 6, there are non-
inner automorphisms sending transpositions to products of three disjoint transpositions, resulting in
Aut(Sym(X)) ∼= Sym(X)⋊Z2; for a nice recent exposition of this fact, see [77]. Since Sym(X) is a group
and is generated by its involutions, Proposition 3.4 gives C (Sym(X)) = Aut±(Sym(X)) ∼= Z2×Sym(X)
for |X| 6= 2, 6. If |X| = 6, then C (Sym(X)) = Aut±(Sym(X)) ∼= Z2 × (Sym(X) ⋊ Z2). (If |X| = 2,
then C (Sym(X)) = Aut±(Sym(X)) = {id}.)
5.5 Full transformation semigroups
The full transformation semigroup on the set X, denoted TX , consists of all transformations of X (i.e.,
all functions X → X) under the operation of composition. The symmetric group Sym(X) is the group
of units of TX . It is well known [12,58,94] that every automorphism of TX corresponds to conjugation
by some fixed element of Sym(X), so that Aut(TX) ∼= Sym(X); there are no special cases such as
|X| = 6, here. However, TX has no anti-automorphisms (we assume |X ≥ 2|), as we now explain.
Recall that Green’s relations are defined on a semigroup S by
xRy ⇔ xS1 = yS1, xL y ⇔ S1x = S1y, xJ y ⇔ S1xS1 = S1yS1,
H = R ∩L , D = R ∨L = R ◦L = L ◦R.
Here, S1 denotes the monoid obtained from S by adjoining an identity element 1, if necessary. It is
clear that if α : S → S is an anti-automorphism of the semigroup S, then for any x, y ∈ S,
xRy ⇔ α(x)L α(y), xL y ⇔ α(x)Rα(y), xK y ⇔ α(x)K α(y),
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where K denotes any of H , D , J . In particular, α maps R-, L - and D-classes of S to L -, R- and
D-classes of S (respectively), and if D is a D-class, then the number of L -classes in D is equal to the
number of R-classes in α(D), with a dual statement holding also.
It is well known [49,51] that for transformations f, g ∈ TX ,
fRg ⇔ im(f) = im(g), fL g ⇔ ker(f) = ker(g), fDg ⇔ fJ g ⇔ rank(f) = rank(g),
where, as usual, im(f), ker(f) and rank(f) denote the image, kernel and rank of f ∈ TX , and are
defined by
im(f) = {f(x) : x ∈ X}, ker(f) = {(x, y) ∈ X ×X : f(x) = f(y)}, rank(f) = |im(f)|.
Note that im(f) is a subset of X, ker(f) is an equivalence relation on X, and rank(X) is a cardinal
(which may be anything from 1 to |X|). (Note also that it is common in the semigroup literature to
write functions to the right of their arguments; with this convention, the roles of the image and kernel
in characterising the R and L relations would be switched.) So the D = J -classes are given by
Dλ = {f ∈ TX : rank(f) = λ} for each cardinal 1 ≤ λ ≤ |X|.
And the R-classes and L -classes contained in the D-class Dλ are indexed (respectively) by the sets
Rλ = {A ⊆ X : |A| = λ} and Lλ = {ε : ε is an equivalence on X with λ equivalence classes},
corresponding (respectively) to the collections of all images and kernels of the given rank λ. In particu-
lar, |Rλ| ≥ 2 and |Lλ| ≥ 2 for any 1 ≤ λ ≤ |X| unless (a) λ = 1, where we have |R1| = |X| and |L1| = 1,
or (b) λ = |X| < ℵ0, in which case |Rλ| = |Lλ| = 1. So if α : TX → TX was an anti-automorphism,
then α(D1) would be a D-class of TX with just one R-class and |X| ≥ 2 L -classes. Since there is no
such D-class of TX , it follows that there are no anti-automorphisms of TX . That is,
Aut−(TX) = ∅, Aut
±(TX) = Aut(TX) ∼= Sym(X), C (TX) = 〈∅〉 = {id}.
Note that, writing X+↔ for the free commutative semigroup over X, as in Section 4, we have
Aut(TX) ∼= Aut(X
+
↔) and Aut
±(TX) ∼= Aut
±(X+↔) but C (TX) 6
∼= C (X+↔).
So the C (S) invariant enables one to distinguish some semigroups that have isomorphic (signed) auto-
morphism groups but are not isomorphic. (Of course many other invariants could be used to distinguish
between TX and X
+
↔.)
5.6 Symmetric and dual symmetric inverse semigroups
There are natural inverse semigroup analogues of the full transformation semigroup: namely, the sym-
metric inverse semigroup IX [67,69], and the dual symmetric inverse semigroup I
∗
X [40]. These consist,
respectively, of all bijections between subsets of X and all bijections between quotients of X, under
operations we will not need to describe here. It is well known [72] that for |X| ≥ 3, Aut(I∗X)
∼= Sym(X),
with all automorphisms acting as conjugation by elements of Sym(X) ⊆ I∗X . It is also certainly well
known that Aut(IX) ∼= Sym(X) for any X; though we are unaware of a reference for this, the argument
used in [58] to show that Aut(TX) ∼= Sym(X) may easily be adapted to show this. Since IX and I
∗
X
are both inverse monoids, the involution ι : f 7→ f−1 commutes with every automorphism, so it follows
that if S is either IX or I
∗
X (with |X| ≥ 3 in the latter case), then
Aut(S) ∼= Sym(X) and C (S) = Aut±(S) ∼= Z2 × Sym(X).
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5.7 Finite diagram monoids
(Finite) partition algebras were introduced independently by Paul Martin [73] and Vaughan Jones
[62] in the context of Potts models in statistical mechanics, and are twisted semigroup algebras of
the partition monoids [98]. The partition monoid PX on the set X contains (isomorphic copies of)
the full transformation semigroup TX as well as the symmetric and dual symmetric inverse monoids
IX and I
∗
X [27, 28, 30], and many other diagram monoids [4, 5, 26, 39, 65, 72, 74, 76]. The elements
of PX have natural diagrammatic representations, but we will not explicitly describe these (or the
algebraic structure of PX); for more details, we refer the reader to [6, 25–27, 30, 76] and references
therein. The partition monoid is a canonical example of a regular ∗-semigroup [82]; there is a map
∗ : PX → PX : f 7→ f
∗ satisfying (f∗)∗ = f , (fg)∗ = g∗f∗ and f = ff∗f (and f∗ = f∗ff∗) for
all f, g ∈ PX . In particular, the
∗ map is an involution; this involution and another were studied
in [6] in the context of (inherently) non-finitely based equational theories. The partition monoid PX
contains the symmetric group Sym(X) as its group of units, and if f ∈ Sym(X), then f∗ = f−1. It is
known [76] that Aut(PX) ∼= Sym(X) for finite X, with all automorphisms corresponding to conjugation
by permutations. Since (fgf−1)∗ = f(g∗)f−1 for all f ∈ Sym(X) and g ∈ PX , we see that the
∗ map
commutes with each automorphism of (finite) PX , and so
Aut(PX) ∼= Sym(X) and C (PX) = Aut
±(PX) ∼= Z2 × Sym(X).
5.8 Full linear monoids
LetMn(C) denote the monoid of all n×n matrices over the complex field C. We also write GL(n,C) =
{A ∈ Mn(C) : det(A) 6= 0} for the general linear group of degree n over C, which is the group of units
of Mn(C). For an invertible matrix A ∈ GL(n,C), denote by φA ∈ Aut(Mn(C)) the automorphism
determined by conjugation by A. That is, φA : Mn(C) →Mn(C) is defined by φA(X) = AXA
−1 for
all X ∈ Mn(C). Putcha [87] showed that
Aut(Mn(C)) = {φA : A ∈ GL(n,C)}.
So Φ : GL(n,C) → Aut(Mn(C)) : A 7→ φA is a surjective group homomorphism, and its ker-
nel, ker(Φ) = {A ∈ GL(n,C) : φA = id}, is precisely the centre Z(GL(n,C)) of GL(n,C); that is,
ker(Φ) = Z(GL(n,C)) = {xIn : x ∈ C \ {0}}. In particular, Aut(Mn(C)) is isomorphic to the quotient
GL(n,C)/Z(GL(n,C)), which is precisely the projective general linear group of degree n over C, and
denoted PGL(n,C).
Denote by τ : Mn(C) → Mn(C) : A 7→ A
T the transpose map. Since τ is an anti-automorphism
(indeed, an involution), Lemma 2.1 tells us that every anti-automorphism ofMn(C) is of the form φAτ
for some A ∈ GL(n,C); we will write ψA = φAτ for this anti-automorphism. So
Aut±(Mn(C)) = {φA : A ∈ GL(n,C)} ∪ {ψA : A ∈ GL(n,C)}.
Note that
ψA(X) = AX
TA−1 for all X ∈ Mn(C).
One easily checks that τφA = φ(AT)−1τ = ψ(AT)−1 , and that the inverse mapping of ψA is ψAT . In
particular,
ψA ∈ I(Mn(C)) ⇔ ψA = ψAT ⇔ φA = φAT ⇔ A
T = xA for some x ∈ C \ {0}.
So, for example, ψA ∈ I(Mn(C)) if A is symmetric (i.e., A = A
T). It is well known [10] that any matrix
A ∈ Mn(C) is the product A = A1A2 of two symmetric matrices A1, A2 ∈ Mn(C). In particular, if
A ∈ GL(n,C), then the symmetric matrices A1, A2 also belong to GL(n,C), and we have
φA = φA1φA2 = φA1τ
2φA2 = ψA1ψ(AT
2
)−1 ∈ C (Mn(C)),
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since (AT2 )
−1 = A−12 is also symmetric. This shows that Aut(Mn(C)) ⊆ C (Mn(C)), and it follows that
C (Mn(C)) = Aut
±(Mn(C)) = Aut(Mn(C))⋊ 〈τ〉 ∼= PGL(n,C)⋊ Z2.
Note here that the semidirect product is not direct, in view of the rule τφA = φ(AT)−1τ . We also note
that, since any complex matrix of determinant 1 is a product of (at most four) involutory matrices [44],
it quickly follows that Aut(Mn(C)) ∼= PGL(n,C) is itself involution-generated; that is, Aut(Mn(C)) =
G (Mn(C)) = 〈J(Mn(C))〉.
5.9 Rectangular bands
A band is a semigroup consisting entirely of idempotents. It is well known [14] that every band is a
semilattice of rectangular bands. A rectangular band is a semigroup B = X × Y with multiplication
(x1, y1)(x2, y2) = (x1, y2) for x1, x2 ∈ X and y1, y2 ∈ Y . In this section, we fix such a rectangular band
B = X × Y , and we describe the group C (B).
The R-, L - and H -classes of B are precisely the sets
Rx = {x} × Y, Ly = X × {y}, Hxy = Rx ∩ Ly = {(x, y)} for each x ∈ X and y ∈ Y .
Since any anti-automorphism of B maps R-classes to L -classes (and vice versa), Aut−(B) = ∅ if
|X| 6= |Y |, in which case C (B) = {idB}. So we assume from now on that |X| = |Y |; in fact, without
loss of generality, we may assume that X = Y . So B = X ×X is a square band.
For σ, τ ∈ Sym(X), we define mappings
γσ,τ : B → B : (x, y) 7→ (σ(x), τ(y)) and δσ,τ : B → B : (x, y) 7→ (σ(y), τ(x)).
Note that γid,id = idB . It is easily seen (and well known in the case of automorphisms) that
Aut(B) = {γσ,τ : σ, τ ∈ Sym(X)} ∼= Sym(X)× Sym(X) and Aut
−(B) = {δσ,τ : σ, τ ∈ Sym(X)}.
(More generally, Aut(X × Y ) ∼= Sym(X) × Sym(Y ).)
Put ι = δid,id, so ι(x, y) = (y, x) for all x, y ∈ X. Then clearly ι ∈ I(S), so Proposition 3.2 gives
Aut±(B) = Aut(B)⋊ 〈ι〉 ∼= (Sym(X) × Sym(X))⋊ Z2 = Sym(X) ≀ Z2.
Here G ≀ Z2 = (G × G) ⋊ Z2 denotes the wreath product in which Z2 ∼= Sym(2) acts on G × G by
permuting the coordinates. Specifically, the action of 〈ι〉 ∼= Z2 on Aut(B) ∼= Sym(X) × Sym(X) is
given by
ιγσ,τ ι = γτ,σ for all σ, τ ∈ Sym(X).
We now describe the group C (B) = 〈I(B)〉. One easily checks that products in Aut±(B) are given by
γσ1,τ1γσ2,τ2 = γσ1σ2,τ1τ2 , δσ1,τ1δσ2,τ2 = γσ1τ2,τ1σ2 , γσ1,τ1δσ2,τ2 = δσ1σ2,τ1τ2 , δσ1,τ1γσ2,τ2 = δσ1τ2,τ1σ2 .
In particular, δσ,τ ∈ I(B) is an involution if and only if τ = σ
−1, so
I(B) = {δσ,σ−1 : σ ∈ Sym(X)}.
By Proposition 3.2, C (B) = (C (B) ∩ Aut(B)) ⋊ 〈ι〉, so we concentrate on the group C (B) ∩ Aut(B)
which, for convenience, we will denote by G. So G consists of all even-length products of elements from
I(B). Note that if σ, τ ∈ Sym(X) are arbitrary, then
δσ,σ−1δτ−1,τ = γστ,σ−1τ−1 = γσ,σ−1γτ,τ−1 ,
and that γσ,σ−1 = δσ,σ−1ι ∈ G (and similarly γτ,τ−1 ∈ G). So in fact, G is generated by the set
{γσ,σ−1 : σ ∈ Sym(X)}.
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It quickly follows that G ∼= KSym(X), in the notation of Lemma 2.4. By the above discussion, and the
observations in Example 2.7, we see that C (B) = Aut±(B) ∼= Sym(X) ≀ Z2 for infinite X, and
C (B) = {γσ,τ , δσ,τ : σ, τ ∈ Sym(X), στ ∈ Alt(X)} ∼=
(
(Alt(X)×Alt(X))⋊ Z2
)
⋊ Z2
for finite X. Let X be finite and put
K = KSym(X) = {(σ, τ) ∈ Sym(X)× Sym(X) : στ ∈ Alt(X)}.
So, as noted in Example 2.7, Alt(X)×Alt(X) ≤ K ≤ Sym(X) × Sym(X). In this way, we see that
Alt(X) ≀ Z2 ≤ K ⋊ Z2 ≤ Sym(X) ≀ Z2,
so C (B) ∼= K ⋊ Z2 is a sub-wreath product ; such products are also called cascade products [33].
5.10 The doubled semigroup construction
We have seen examples of semigroups with no anti-automorphisms; these include the full transformation
semigroups TX (Section 5.5) and non-square rectangular bands (Section 5.9). In this section, we provide
a construction that allows us to extend such a semigroup S with Aut−(S) = ∅ to a semigroup DS with
Aut−(DS) 6= ∅; indeed, I(DS) 6= ∅ and the involutions of DS are in one-one correspondence with the
automorphisms of S.
With the above discussion in mind, let S be an arbitrary non-empty semigroup with Aut−(S) = ∅.
(The following construction works also in the case that Aut−(S) 6= ∅, but the calculations of Aut±(DS)
and C (DS) are more involved; the authors can be contacted for details.) Let S = {s
∗ : s ∈ S} be a
set disjoint from S, and in one-one correspondence with S via the map s 7→ s∗. Define a product on
S∗ by s∗t∗ = (ts)∗ for each s, t ∈ S. So S∗ is the dual semigroup of S. Now define a new semigroup
DS = S ∪S
∗ ∪{0}, where 0 is a new symbol that does not belong to S (or S∗). We call DS the doubled
semigroup obtained from S. Define a product · on DS , for x, y ∈ DS , by
x · y =
{
xy if x, y ∈ S or x, y ∈ S∗
0 otherwise.
So DS contains both S and S
∗ as subsemigroups. Note that ι : DS → DS defined by
ι(0) = 0, ι(s) = s∗, ι(s∗) = s for all s ∈ S
is an involution of DS . In particular, I(DS) (and hence Aut
−(DS)) is non-empty.
Lemma 5.1. (i) If γ ∈ Aut(DS), then γ(S) = S and γ(S
∗) = S∗.
(ii) If δ ∈ Aut−(DS), then δ(S) = S
∗ and δ(S∗) = S.
Proof. Since ι(S) = S∗ and ι(S∗) = S, it suffices (by Lemma 2.1) to prove (i), so suppose γ ∈ Aut(DS).
First note that if there exists s, t ∈ S such that γ(s) ∈ S and γ(t) ∈ S∗, then γ(0) = 0 = γ(s)γ(t) =
γ(st), with st 6= 0, contradicting the injectivity of γ. It follows that either (a) γ(S) ⊆ S or (b)
γ(S) ⊆ S∗. A similar argument shows that (a)∗ γ(S∗) ⊆ S or (b)∗ γ(S∗) ⊆ S∗. Since γ is surjective, we
cannot have both (a) and (a)∗, and neither can we have both (b) and (b)∗. Next suppose (a)∗ and (b)
hold. Since γ is surjective, we would have γ(S) = S∗ (and γ(S∗) = S). But then the restriction of γ to S
would yield an isomorphism S → S∗, and composing this with the anti-isomorphism S∗ → S : s∗ 7→ s
would yield an anti-automorphism of S, contradicting the assumption that Aut−(S) = ∅. It follows
that (a) and (b)∗ hold. Again, the surjectivity of γ shows that γ(S) = S and γ(S∗) = S∗. ✷
For automorphisms α, β ∈ Aut(S), we define maps γα,β , δα,β : DS → DS by
γα,β(0) = 0, γα,β(s) = α(s), γα,β(s
∗) = β(s)∗ for all s ∈ S,
δα,β(0) = 0, δα,β(s) = β(s)
∗, δα,β(s
∗) = α(s) for all s ∈ S.
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It is easy to check that γα,β ∈ Aut(DS) and δα,β ∈ Aut
−(DS) for all α, β ∈ Aut(S). It then follows
quickly from Lemma 5.1 that
Aut(DS) = {γα,β : α, β ∈ Aut(S)} and Aut
−(DS) = {δα,β : α, β ∈ Aut(S)}.
It is easily checked that for any α1, α2, β1, β2 ∈ Aut(S),
γα1,β1γα2,β2 = γα1α2,β1β2 , δα1,β1δα2,β2 = γα1β2,β1α2 , γα1,β1δα2,β2 = δα1α2,β1β2 , δα1,β1γα2,β2 = δα1β2,β1α2 .
Since also ιγα,βι = γβ,α for all α, β ∈ Aut(S), it follows that
Aut(DS) ∼= Aut(S)×Aut(S) and Aut
±(DS) = Aut(DS)⋊ 〈ι〉 ∼= Aut(S) ≀ Z2.
In a similar fashion to Section 5.9, we have
I(DS) = {δα,α−1 : α ∈ Aut(S)},
and it again quickly follows that
C (DS) ∩Aut(DS) ∼= KAut(S) and C (DS) ∼= KAut(S) ⋊Z2.
Again, we note that [Aut(S),Aut(S)] ≀Z2 ≤ KAut(S)⋊Z2 ≤ Aut(S) ≀Z2, so that C (DS) ∼= KAut(S)⋊Z2
is again a cascade product [33].
Example 5.2. Consider the case in which S = TX is the full transformation semigroup on the set X.
We saw in Section 5.5 that Aut−(TX) = ∅ and Aut(TX) ∼= Sym(X). It then follows that
Aut(DTX )
∼= Sym(X)× Sym(X), Aut±(DTX )
∼= Sym(X) ≀ Z2, C (DTX )
∼= KSym(X) ⋊ Z2.
The group KSym(X) is described in Example 2.7. Interestingly, by consulting Section 5.9, we see that
A(DTX )
∼= A(B), where B = X × X is a square band and A denotes any of the operators Aut,
Aut±, C . We obtain the same isomorphisms in the case that S = X is a left-zero semigroup (in which
case, S∗ = X∗ is a right zero semigroup).
5.11 Summary
Table 1 summarises the calculations of C (S) for the various semigroups S we have considered in
Sections 4 and 5.
Semigroup S Aut(S) Aut±(S) C (S) Section
Free semigroup, X+ Sym(X) Z2 × Sym(X) Z2 × Sym(X) 4
Free commutative semigroup, X+↔ Sym(X) Sym(X) Sym(X) 4
Graph semigroup, SΓ (Γ 6= KX) Aut(Γ) Z2 ×Aut(Γ) Z2 × C (Γ) 4
Free group, FX , |X| < ℵ0 Aut(FX ) Z2 ×Aut(FX) Z2 ×Aut(FX) 5.1
Free abelian group, Zn GL(n,Z) GL(n,Z) GL(n,Z) 5.2
Finite cyclic group, Zn Un Un Z
R(n)
2 5.3
Symmetric group, Sym(X), |X| 6= 1, 2, 6 Sym(X) Z2 × Sym(X) Z2 × Sym(X) 5.4
Symmetric group, Sym(X), |X| = 6 Sym(X)⋊ Z2 Z2 × (Sym(X) ⋊ Z2) Z2 × (Sym(X)⋊ Z2) 5.4
Full transformation semigroup, TX Sym(X) Sym(X) {id} 5.5
Symmetric inverse monoid, IX Sym(X) Z2 × Sym(X) Z2 × Sym(X) 5.6
Dual symmetric inverse monoid, I∗X , |X| ≥ 3 Sym(X) Z2 × Sym(X) Z2 × Sym(X) 5.6
Partition monoid, PX , |X| < ℵ0 Sym(X) Z2 × Sym(X) Z2 × Sym(X) 5.7
Full linear monoid, Mn(C) PGL(n,C) PGL(n,C)⋊ Z2 PGL(n,C)⋊ Z2 5.8
Rectangular band X × Y , |X| 6= |Y | Sym(X)× Sym(Y ) Sym(X)× Sym(Y ) {id} 5.9
Square band X ×X, |X| ≥ ℵ0 Sym(X) × Sym(X) Sym(X) ≀ Z2 Sym(X) ≀ Z2 5.9
Square band X ×X, |X| < ℵ0 Sym(X) × Sym(X) Sym(X) ≀ Z2 ((Alt(X) ×Alt(X)) ⋊ Z2)⋊ Z2 5.9
Doubled semigroup DS , Aut
−(S) = ∅ Aut(S)×Aut(S) Aut(S) ≀ Z2 KAut(S) ⋊ Z2 5.10
Doubled semigroup DTX , |X| ≥ ℵ0 Sym(X) × Sym(X) Sym(X) ≀ Z2 Sym(X) ≀ Z2 5.10
Doubled semigroup DTX , |X| < ℵ0 Sym(X) × Sym(X) Sym(X) ≀ Z2 ((Alt(X) ×Alt(X)) ⋊ Z2)⋊ Z2 5.10
Table 1: Semigroups S, along with Aut(S), Aut±(S) and C (S). See the specified sections for further
information.
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6 Open problems
We conclude the article with a short list of open problems that we believe are worth investigating.
Problem 1. Classify the (involution-generated) groups G for which G ∼= C (S) for some semigroup S
with a proper involution.
Problem 2. Classify the (involution-generated) groups G for which G ∼= C (H) for some group H.
Problem 3. Classify the semigroups S for which C (S) = Aut±(S).
Problem 4. Describe the group C (S) in the case that S is one of the following: a band; a completely
0-simple semigroup; a semigroup of matrices over any field; a finite abelian group; a free group or free
abelian group of infinite rank; a graph group; an infinite partition monoid.
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