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Resumo
Modelo de Cox Bivariado atrave´s de co´pulas
Neste trabalho e´ apresentado o modelo de Cox bivariado atrave´s da modelagem
de co´pulas. A vantagem de usar o modelo de Cox e´ que na˜o precisamos fazer
suposic¸o˜es sobre a distribuic¸a˜o dos tempos de falha. Por outro lado, o modelo
exige que os riscos sejam proporcionais. Foram usadas co´pula de Gumbel e co´pula
de Clayton, para modelar a dependeˆncia das variaveis respostas. A estimac¸a˜o
dos paraˆmetros do modelo foi realizada estimando as func¸o˜es de sobreviveˆncia
marginais usando o me´todo de Breslow (1972), e calculando a estimativa do
coeficiente τ de Kendall para dados com censura e a partir da relac¸a˜o do
paraˆmetro de dependeˆncia das co´pulas com o τ de Kendall foi feita a estimac¸a˜o
dos mesmos. Foi utilizado o me´todo Jackknife para verificar o vie´s e erro padra˜o
dos estimadores do paraˆmetro de dependeˆncia dos modelos. O conjunto de
dados usado na aplicac¸a˜o dos modelos corresponde a`s observac¸o˜es de tempo ate´
ocorreˆncia de dois eventos distintos de infecc¸a˜o em pacientes com insuficieˆncia renal.
Palavras-chave: Modelo de Cox bivariado, Riscos proporcionais,Co´pulas, Da-
dos censurados, Jackknife, Ana´lise de sobreviveˆncia.
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Cap´ıtulo 1
Introduc¸a˜o
A a´rea da Estat´ıstica que estuda o tempo decorrido ate´ a ocorreˆncia de um evento
de interesse e´ a ana´lise de sobreviveˆncia. As te´cnicas de ana´lise de sobreviveˆncia sa˜o
usadas em va´rias a´reas, mas, principalmente, na medicina e nas engenharia. Na a´rea
me´dica o interesse e´ estimar o tempo ate´ o o´bito de um paciente, por exemplo. Na
engenharia o uso mais frequente da ana´lise de sobreviveˆncia e´ no estudo do tempo ate´
a falha de equipamentos, da´ı o tempo ate´ a ocorreˆncia de um evento ser comumente
chamado de tempo de falha. Em estudos de sobreviveˆncia alguns indiv´ıduos podem
na˜o sofrer o evento de interesse, neste caso sa˜o chamados de censuras.
Em alguns casos, a ocorreˆncia de uma falha pode alterar a probabilidade de outra
falha sucessiva em componentes de um mesmo indiv´ıduo (exemplo: ao perder a
visa˜o em um dos olhos o outro tem maior risco de ser perdido). Nesta situac¸a˜o, a
suposic¸a˜o de independeˆncia entre os tempos de sobreviveˆncia (para componentes de
um mesmo elemento amostral) pode na˜o ser adequada. Enta˜o, temos dois tempos
de sobreviveˆncia podendo haver dependeˆncia entre eles. Pode acontecer tambe´m
de algumas covaria´veis influenciarem significativamente os tempos de sobreviveˆncia
sendo inclu´ıdas no modelo de regressa˜o.
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Este trabalho ira´ considerar o modelo de riscos proporcionais de Cox bivariado,
utilizando co´pulas para modelar a relac¸a˜o de dependeˆncia entre os tempos.
1.1 Objetivos
O objetivo deste trabalho e´ estudar a teoria de co´pulas e suas aplicac¸o˜es aos
modelos de riscos proporcionas de Cox bivariados.
Objetivos espec´ıficos:
• Modelar a dependeˆncia dos tempos de falha, em modelos de Cox bivariados,
atrave´s de co´pulas.
• Estudar o comportamento do modelo bivariado de Cox para dados da a´rea da
sau´de.
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Cap´ıtulo 2
Revisa˜o Bibliogra´fica
2.1 Conceitos ba´sicos
2.1.1 Tempo de falha
A principal varia´vel de interesse em estudos de sobreviveˆncia e´ o tempo de falha, que
e´ o tempo decorrido ate´ a ocorreˆncia do evento de interesse. O evento de interesse
e´ arbitra´rio sendo desde a morte ou infecc¸a˜o de indiv´ıduos na medicina; faleˆncia de
empresas ou inadimpleˆncia de clientes na a´rea financeira ou a falha de equipamentos
na indu´stria e na engenharia. Segundo Colosimo e Giolo (2006), a definic¸a˜o do
tempo de falha e´ constitu´ıda por treˆs elementos:
• fixar o tempo de in´ıcio do estudo,
• a escala de medida a ser utilizada e
• estabelecer o evento de interesse, chamado de falha.
2.1.2 Censura
Censura e´ a na˜o ocorreˆncia do evento de interesse ate´ o fim do estudo ou ate´ o u´ltimo
instante de observac¸a˜o do elemento amostral. Pode ocorrer por diversos motivos e
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em momentos diferentes do estudo. Existem diversos tipos de censuras. Quando
no momento da observac¸a˜o do elemento amostral o evento de interesse ja´ tenha
acontecido, temos censura a` esquerda. Se a observac¸a˜o e´ censurada antes de se
observar a falha, a censura e´ chamada censura a` direita, que pode ser de treˆs tipos:
• Censura a` direita tipo I: ocorre quando e´ fixado o tempo de estudo e apo´s o
te´rmino do estudo um ou mais indiv´ıduos sa˜o censurados por na˜o sofrerem a
falha.
• Censura a` direita tipo II: Ocorre quando fixamos a quantidade de falhas como
crite´rio de parada do estudo, e apo´s o fim do estudo um ou mais indiv´ıduos
na˜o sofreram o evento de interesse.
• Censura a` direita aleato´ria: ocorre quando indiv´ıduos na˜o sofrem o evento de
interesse por motivos aleato´rios.
Ale´m desses tipos de censura, existe ainda a censura intervalar que ocorre em estudos
em que os elementos tem acompanhamento perio´dico e o evento de interesse ocorre
num intervalo de tempo entre duas observac¸o˜es, entretanto na˜o se sabe o momento
exato. Neste trabalho sera´ abordado apenas dados com censura a` direita.
2.1.3 Distribuic¸a˜o dos tempos de sobreviveˆncia
O tempo de sobreviveˆncia e´ uma varia´vel aleato´ria T que toma valores no intervalo
[0,∞). A func¸a˜o densidade de probabilidade de T e´ expressa da seguinte forma:
f(t) = lim
∆t→0
P (t ≤ T < t+ ∆t)
∆t
(2.1)
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em que f(t) ≥ 0. A func¸a˜o de distribuic¸a˜o acumulada da varia´vel aleato´ria T e´ dada
por F (t) =
∫ t
0
f(u)du.
A func¸a˜o de sobreviveˆncia, denotada por S(t), definida como a probabilidade de um
indiv´ıduo sobreviver a um tempo t. E´ expressa por
S(t) = P (T > t) =
∫ ∞
t
f(u)du = 1− F (t). (2.2)
Outra forma de representar a distribuic¸a˜o da varia´vel aleato´ria T e´ atrave´s da func¸a˜o
risco de falha, definida como limite da probabilidade de um indiv´ıduo falhar no
intervalo de tempo [t; ∆t), assumindo que este mesmo indiv´ıduo sobreviveu ate´ o
tempo t, dividida pelo comprimento do intervalo e e´ representada por:
λ(t) = lim
∆t→0
P (t ≤ T < t+ ∆t|T > t)
∆t
(2.3)
Da equac¸a˜o acima segue que λ(t) = f(t)
S(t)
= − (1−F (t))′
S(t)
. Enta˜o, λ(t) = − (log (S(t)))′ .
Assim, temos S(t) = exp
(
− ∫ t
0
λ(u)du
)
= exp (−Λ(t) ), com Λ(t) = ∫ t
0
λ(u)du.
2.2 Estimac¸a˜o Na˜o-Parame´trica
2.2.1 Estimador de Kaplan-Meier
Em qualquer estudo que envolva ana´lise estat´ıstica a ana´lise descritiva dos dados
e´ parte essencial do estudo. Na ana´lise de sobreviveˆncia, devido a presenc¸a de
censura nos tempos de sobreviveˆncia devemos usar me´todos descritivos diferentes
dos tradicionais. Para a estimac¸a˜o da func¸a˜o de sobreviveˆncia, um dos me´todos
mais utilizados e´ o estimador de Kaplan-Meier, que e´ calculado fazendo o seguinte
procedimento Colosimo e Giolo (2006):
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• ordenar os k tempos de falhas distintas, t1 < t2 < ... < tk;
• dj o nu´mero de falhas no tempo tj, j = 1, 2, ..., k;
• nj o nu´mero de indiv´ıduos sob risco (indiv´ıduos que na˜o falharam e na˜o cen-
surados) no tempo tj.
O estimador de Kaplan-Meier e´ dado por
Sˆ(t) = Πj:tj<t
(
nj − dj
nj
)
= Πj:tj<t
(
1− dj
nj
)
. (2.4)
O estimador de Kaplan-Meier coincide com o estimador de ma´xima verossimilhanc¸a
da func¸a˜o de sobreviveˆncia Colosimo e Giolo (2006).
2.2.2 Estimador de Nelson-Aalen
O estimador de Nelson-Aalen para a func¸a˜o risco acumulado e´ definido por:
ΛˆNA(t) =
∑
j:tj<t
(
dj
nj
)
. (2.5)
em que dj e´ o nu´mero de falhas no tempo tj , nj e´ o nu´mero de indiv´ıduos sob risco
em tj e j = 1, ..., k.
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2.3 Estimac¸a˜o Semi-Parame´trica
2.3.1 Modelo de Cox
O modelo de regressa˜o de Cox, proposto em 1972, e´ um dos mais utilizados para a
ana´lise de dados de sobreviveˆncia. Este grande interesse pelo modelo se deve ao fato
deste ser bastante versa´til, permitindo a ana´lise de dados sem que seja necessa´rio
identificar a distribuic¸a˜o de probabilidade associada aos tempos de falha. Ale´m disto,
tal modelo incorpora a informac¸a˜o referente aos tempos de censura, corrigindo desta
forma as estimativas. O modelo de Cox e´ definido a partir da func¸a˜o de risco, Cox
(1972):
λ(t;X) = λ0(t)g(X). (2.6)
A func¸a˜o de sobreviveˆncia e´ dada por
S(t;X) = exp
(
−
∫ t
0
λ0(u)g(X)du
)
= exp (−Λ0(t))g(X) = [S0(t)]g(X) (2.7)
em que S0(t) = exp (−Λ0(t)) e´ a func¸a˜o de sobreviveˆncia basal e Λ0(t) =
∫ t
0
λ0(u)du e´
a func¸a˜o de risco acumulada. A estimac¸a˜o dos paraˆmetros e´ feita atrave´s do me´todo
de Ma´xima Verossimilhanc¸a Parcial, que condiciona a func¸a˜o de risco na histo´ria
dos dados. Cox, em 1975, definiu a seguinte func¸a˜o de Verossimilhanc¸a Parcial
L(β) = Πni=1
[
exp(β′X)∑
j∈R(ti) exp(β′X)
]δi
(2.8)
em que δi e´ o indicador de falha e R(ti) e´ o conjunto de indiv´ıduos sob risco no
tempo ti. Breslow (1972) e Peto (1972) propo˜em uma modificac¸a˜o na func¸a˜o (2.8)
para incluir as observac¸o˜es empatadas. Considere si o vetor formado pela soma das
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correspondentes p covaria´veis para os indiv´ıduos que falharam no mesmo tempo ti,
i = 1, ..., k e di o nu´mero de falhas neste mesmo tempo. A modificac¸a˜o considera a
seguinte func¸a˜o de verossimilhanc¸a parcial:
L(β) = Πki=1
exp(β′si)[∑
j∈R(ti) exp(β
′xj)
]di (2.9)
Os valores dos paraˆmtetros do vetor β sa˜o encontrados maximizando o logaritmo da
func¸a˜o de Verossimilhanc¸a Parcial
l(β) = logL(β) =
k∑
i=1
β′si −
k∑
i=1
di ∗ log
 ∑
j∈R(ti)
exp(β′xj)
 . (2.10)
Tem-se que :
∂l(β)
∂βr
=
k∑
i=1
sir −
k∑
i=1
di
∑
j∈R(ti) exp(β
′xj)xjr∑
j∈R(ti) exp(β
′xj)
(2.11)
em que r = 1, 2, ..., p e sir o r-e´simo componente em s
′
ir = (si1, si2, ..., sir, ..., sip).
Resolvendo o sistema U(β) = ∂l(β)
∂βr
= 0 encontramos os Estimadores de Ma´xima
Verossimilhanc¸a (EMV) βˆ1, βˆ2, ..., βˆr, ..., βˆp . Para estimac¸a˜o da func¸a˜o de sobre-
viveˆncia basal utilizamos um estimador na˜o parame´trico para Λ0(t) proposto por
Breslow(1972);
Λˆ0(t) =
∑
j:tj<t
dj∑
i∈Rj exp(β
′xi)
(2.12)
segue que
Sˆ0(t;X) = exp(−Λˆ0(t))
e
Sˆ(t;X) = [ Sˆ0(t;X) ]
exp(β′X). (2.13)
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2.3.2 Avaliac¸a˜o do ajuste do modelo
2.3.2.1 Res´ıduos de Schoenfeld
Uma das formas de avaliar a suposic¸a˜o de riscos proporcionais no modelo de Cox
e´ atrave´s dos res´ıduos de Schoenfeld. O res´ıduo Schoenfeld e´ a diferenc¸a entre os
valores observados de covaria´veis de um indiv´ıduo com tempo de ocorreˆncia do evento
no tempo ti e os valores esperados em ti dado o grupo de risco R(ti). Considere
o vetor de covaria´veis xi = (x1i, x2i, ..., xpi)
′ para o i-e´simo indiv´ıduo que sofreu
uma falha. Tem-se para este indiv´ıduo um vetor de res´ıduos de Schoenfeld ri =
(ri1, ri2, ..., rip)
′ em que cada componente riq, para q = 1, 2, ..., p, e´ definido por:
riq = xiq −
∑
j∈R(ti) xjp exp(βˆ
′xj)∑
j∈R(ti) exp(βˆ
′xj)
. (2.14)
Uma forma padronizada dos res´ıduos de Schoenfeld e´ definida por:
s∗i =
[
I(βˆ)
]−1
× ri (2.15)
em que I(βˆ) e´ a matriz de informac¸a˜o observada. Um teste para a hipo´tese global de
proporcionalidade dos riscos sobre todas as covaria´veis no modelo, pode ser realizado
usando-se a estat´ıstica de teste:
T =
(g − g¯)′S∗IS∗(g − g¯)
d
∑
k(gk − g¯)2
, (2.16)
em que I e´ a matriz de informac¸a˜o observada, d e´ o nu´mero de falhas e S∗ = dRI−1,
sendo R a matriz d×p dos res´ıduos de Schoenfeld na˜o padronizados e g = g(t) e´ uma
func¸a˜o de t, geralmente tomada como sendo log(t). Sob hipo´tese nula de propor-
cionalidade dos riscos, T tem distribuic¸a˜o qui-quadrado com p graus de liberdade.
Valores de T > χ2p,1−α, sendo χ
2
p,1−α o quantil 1−α de uma distribuic¸a˜o qui-quadrado
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com p graus de liberdade e α e´ o n´ıvel de significaˆncia do teste, mostram evideˆncias
contra a suposic¸a˜o de riscos proporcionais.
2.3.2.2 Res´ıduos de Cox-Snell
Os res´ısuos de Cox-Snell sa˜o utilizados tambe´m para avaliar a qualidade geral de
ajuste do modelo de Cox. Os res´ıduos de Cox-Snell sa˜o definidos por:
eˆi = Λˆ0(ti) exp
[
p∑
k=1
xipβˆk
]
= Λˆ0(ti) exp
[
βˆ′X
]
. (2.17)
Como S(ti) e´ uma uniforme no intervalo (0, 1), pode-se mostrar que − log[S(ti)]
segue uma distribuic¸a˜o exponencial padra˜o. Logo, e´ de se esperar que
− log[Sˆi(ti)] = Λˆ(ti) = eˆi
tenha a mesma distribuic¸a˜o exponencial padra˜o, ou seja, se o modelo tiver bem
ajustado, o gra´fico de Λˆ(eˆi) por eˆi sera´ aproximadamente uma reta.
2.3.2.3 Res´ıduo Deviance
O res´ıduo deviance e´ definido por :
dˆi = sinal(mˆi)[−2(mˆi + δi log(δi − mˆi))]
1
2 , (2.18)
em que
mˆi = δi − Λˆ0(ti) exp
[
p∑
k=1
xipβˆk
]
(2.19)
e´ o res´ıduo martingal e o gra´fico de dˆi versus o preditor linear
∑p
i=1 xipβˆi e´ utilizado
para verificar a presenc¸a de dados at´ıpicos.
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2.4 Co´pulas
Co´pula (bivariada) e´ uma func¸a˜o C : [0, 1]2 −→ [0, 1] que satisfaz as seguintes
propriedades:
• Para todo u,v em [0, 1], C(0, v) = C(u, 0) = 0;
• Para todo u,v em [0, 1], C(1, v) = v e C(u, 1) = u;
• Se u1 ≤ u2 e v1 ≤ v2 , enta˜o C(u2, v2)−C(u2, v1)−C(u1, v2) +C(u1, v1) ≥ 0 .
Algumas caracter´ısticas de co´pulas
• Sa˜o func¸o˜es que “acasalam” func¸o˜es de distribuic¸o˜es e suas marginais.
• Sa˜o func¸o˜es de distribuic¸o˜es tais que C(u, v) = P (U ≤ u, V ≤ v) com u, v ∈
[0, 1] .
2.4.1 Co´pulas Arquimedianas
2.4.1.1 Definic¸a˜o
Uma co´pula Arquimediana e´ uma func¸a˜o C : [0, 1]2 −→ [0, 1] , dada por C(u, v) =
ϕ[−1] (ϕ(u) + ϕ(v)) em que ϕ uma func¸a˜o cont´ınua convexa estritamente decrescente
de [0, 1] −→ [0,∞] tal que ϕ(1) = 0 e, em que ϕ[−1] denota a ”pseudo-inversa”de
ϕ, isto e´
ϕ[−1](t) =
{
ϕ−1(t) se t ∈ [0, ϕ(0))
0 se t ≥ ϕ(0) (2.20)
Quando ϕ(0) =∞, ϕ e´ dito ser estrito e ϕ[−1] ≡ ϕ−1. ϕ e´ chamado de gerador.
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2.4.1.2 Teorema de Sklar
Seja o vetor aleato´rio (X, Y ) com func¸a˜o de distribuic¸a˜o conjunta H(x, y) = P(X ≤
x, Y ≤ y) e marginais FX e GY . Enta˜o existe uma co´pula C tal que para todo x,y
em R¯ (R¯ = [−∞,∞] e´ uma extensa˜o da reta real)
H(x, y) = C(FX(x), GY (y)). (2.21)
Se FX e GY sa˜o cont´ınuas, enta˜o C e´ u´nica; Caso contra´rio, C e´ unicamente deter-
minada em Im(FX)× Im(GY ). Reciprocamente, se C e´ uma co´pula e FX e GY sa˜o
func¸o˜es de distribuic¸a˜o acumulada univariadas enta˜o a func¸a˜o H e´ uma func¸a˜o de
distribuic¸a˜o conjunta com marginais FX e GY . Veja prova desse teorema em Nelsen
(2006).
2.4.1.3 Independeˆncia de Varia´veis Aleato´rias
Seja X e Y um vetor de varia´veis aleato´rias cont´ınuas. Enta˜o, X e Y sa˜o inde-
pendentes se, e somente se, C(F (x), G(y)) = Π. Em que Π = Π(u, v) = uv e´ a
co´pula produto. Ou seja, X e Y sa˜o independentes se, e somente se, H(x, y) =
C(F (x), G(y)) = F (x)G(y).
2.4.2 Exemplos de co´pulas
2.4.2.1 Co´pula de Gumbel
A co´pula de Gumbel pertence a` classe de co´pulas arquimedianas com gerador ϕθ(t) =
(− log t)θ e e´ definida da seguinte forma
Cθ(u, v) := exp
[
−{(− log(u))θ + (− log(v))θ} 1θ
]
(2.22)
com θ ≥ 1.
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2.4.2.2 Co´pula de Clayton
A co´pula de Clayton e´ da classe de co´pulas arquimedianas com gerador dado por
ϕθ(t) = t
−θ − 1 e e´ definida da seguinte forma
Cθ(u, v) :=
(
u−θ + v−θ − 1)− 1θ (2.23)
com θ > 0 .
2.4.2.3 Tau de Kendall
Uma das medidas de dependeˆncia ou associac¸a˜o entre duas varia´veis aleato´rias X e
Y mais usadas e´ o coeficiente τ de Kendall. A ideia por tra´s do ca´lculo do coeficiente
τ de Kendall compara o nu´mero de pares concordantes e discordantes de um vetor
de varia´veis aleato´rias cont´ınuas (X, Y ). Sejam (xi, yi) e (xj, yj) duas observac¸o˜es do
vetor (X, Y ). Dizemos que (xi, yi) e (xj, yj) sa˜o concordantes se (xi−xj)(yi−yj) > 0,
discordantes se (xi − xj)(yi − yj) < 0 e empatados se (xi − xj)(yi − yj) = 0. Seja
{(x1, y1), (x2, y2), ..., (xn, yn)} uma amostra aleato´ria de n observac¸o˜es de um vetor
(X, Y ) de varia´veis aleato´rias cont´ınuas. Enta˜o a versa˜o amostral do τ de Kendall e´
dada por
τˆ =
C −D
C +D + E
=
C −D(
n
2
) , (2.24)
em que C e´ o nu´mero de pares concordantes, D e´ o nu´mero de pares discordantes,
E e´ o nu´mero de empates e existem
(
n
2
)
pares de observac¸o˜es (xi, yi) e (xj, yj) na
amostra. A versa˜o populacional do τ de Kendall e´ definida de forma semelhante.
Seja (X1, Y1) e (X2, Y2) vetores aleato´rios cont´ınuos independentes e identicamente
distribu´ıdos, cada um com func¸a˜o de distribuic¸a˜o conjunta H. O τ de Kendall
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populacional e´ definido como a probabilidade de concordaˆncia menos a probabilidade
de discordaˆncia:
τ = τX,Y = P[(X1 −X2)(Y1 − Y2) > 0]− P[(X1 −X2)(Y1 − Y2) < 0]. (2.25)
Se X e Y forem varia´veis aleato´rias cont´ınuas com uma co´pula arquimediana C
gerada por ϕ, enta˜o o τ de Kendall populacional para X e Y e´ dado por
τC = 1 + 4
∫ 1
0
ϕ(t)
ϕ′(t)
dt (2.26)
Para a co´pula de Gumbel com gerador ϕθ(t) = (− log t)θ temos
ϕθ(t)
ϕ′θ(t)
=
t log t
θ
, θ ≥ 1
e assim
τθ =
θ − 1
θ
.
Ja´ a co´pula de Clayton com gerador ϕθ(t) = t
−θ − 1 temos
ϕθ(t)
ϕ′θ(t)
=
tθ+1 − t
θ
, θ > 0
e assim
τθ =
θ
θ + 2
.
2.5 Modelo de Cox bivariado usando co´pulas
2.5.1 Introduc¸a˜o
Em alguns estudos de ana´lise de sobreviveˆncia ha´ duas varia´veis respostas, ou seja,
estamos investigando o tempo decorrido ate´ dois eventos de interesse num mesmo
elemento amostral e estes eventos competem entre si, podendo haver uma relac¸a˜o
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de dependeˆncia entre os tempos de sobreviveˆncia. Existem va´rias formas de se
analisar e olhar para estas falhas. A falha dos motores de um avia˜o bimotor pode
ser considerada como falhas distintas no modelo estat´ıstico (neste caso o tempo de
falha de cada motor pode ser observado) ou a falha de algum dos motores interrompe
a observac¸a˜o do avia˜o (elemento amostral). Este u´ltimo caso e´ um exemplo de riscos
competitivos, no qual apenas a falha de um dos motores e´ observada e o outro motor
e´ censurado. Nestes casos, sa˜o usados modelos bivariados para a ana´lise dos tempos
de sobreviveˆncia. Atendida a suposic¸a˜o de riscos proporcionais podemos usar o
modelo de Cox bivariado, que e´ definido da seguinte forma
{
λ(t1;Z) = λ0(t1)φ(Z)
λ(t2;Z) = λ0(t2)ψ(Z)
(2.27)
Frequentemente, as func¸o˜es positivas φ(Z) e ψ(Z) sa˜o assumidas como sendo func¸o˜es
parame´tricas , com φ(Z) = exp(α′Z) e ψ(Z) = exp(β′Z), em que α e β sa˜o vetores
de paraˆmetros e Z e´ o vetor de covaria´veis.Raramente estamos interessados apenas
nos comportamentos marginais como dados no modelo (2.29). Este modelo ignora a
relac¸a˜o de dependeˆncia entre T1 e T2. Assim, um modelo mais interessante e que sera´
considerado neste trabalho e´ o que leva em considerac¸a˜o a dependeˆncia dos tempos
de sobreviveˆncia, definido como
{
λ(t1;Z) = λ0(t1)φ(Z)
λ(t2;Z|t1) = λ0(t2|t1)ψ(Z) (2.28)
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2.5.2 Modelo de Cox atrave´s de co´pulas
A func¸a˜o de sobreviveˆncia para o modelo de Cox bivariado pode ser definida, atrave´s
de co´pulas, como
S(t1, t2) = P (T1 > t1, T2 > t2) = Cθ (S1(t1), S2(t2) ) , t1, t2 ≥ 0 (2.29)
com θ sendo um paraˆmetro de dependeˆncia. Na presenc¸a de covaria´veis, o modelo
assume a seguinte forma
S(t1, t2;Z) = Cθ (S1(t1;Z), S2(t2;Z) ) , t1, t2 ≥ 0. (2.30)
Adotando a co´pula de Gumbel definida em (2.24), temos
S(t1, t2;Z) = Cθ(S1(t1;Z), S2(T2;Z) )
= exp
[
− { (− log(S1(t1;Z) ) )θ + (− log(S2(t2;Z) ) )θ } 1θ
]
.
Usando a co´pula de Clayton, a func¸a˜o de sobreviveˆncia e´ expressa por
S(t1, t2;Z) = Cθ (S1(t1;Z), S2(T2;Z) )
S(t1, t2;Z) =
[
(S1(t1;Z) )
−θ + (S2(t2;Z) )−θ − 1
]− 1
θ .
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Cap´ıtulo 3
Metodologia
3.1 Banco de dados
O conjunto de dados corresponde a observac¸o˜es de tempo ate´ ocorreˆncia de dois
eventos distintos de infecc¸a˜o em pacientes com insuficieˆncia renal, que esta˜o descritos
na tese de doutorado de Fachini (2011, p.144). Os pacientes utilizam ma´quinas
de dia´lise porta´teis e considera-se a ocorreˆncia das infecc¸o˜es no ponto em que um
cateter e´ inserido. Quando uma infecc¸a˜o ocorre o cateter deve ser removido ate´
que a infecc¸a˜o seja curada para que o cateter seja reinserido. Os tempos entre a
inserc¸a˜o do cateter e a ocorreˆncia de uma infecc¸a˜o sa˜o registrados. Dessa forma
podem ocorrer diversas infecc¸o˜es nos pacientes, mas apenas duas sa˜o registradas
nesse conjunto de dados. Existem situac¸o˜es em que o cateter e´ removido sem que
a infecc¸a˜o tenha ocorrido; neste caso, ocorrem as censuras a` direita. As varia´veis
resposta de interesse sa˜o os tempos entre as inserc¸o˜es do cateter e a ocorreˆncia da
infecc¸a˜o. Sera´ considerada apenas a covaria´vel sexo referente a 38 pacientes. Para
cada paciente i, i = 1, 2, ..., 38, as varia´veis associadas esta˜o descritas a seguir:
• ti1: tempo ate´ a ocorreˆncia da infecc¸a˜o 1, em semanas;
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• ti2: tempo ate´ a ocorreˆncia da infecc¸a˜o 2, em semanas;
• δi1: indicador de falha do evento 1;
• δi2: indicador de falha do evento 2;
• zi: sexo do paciente (0: masculino, 1: feminino).
3.2 Me´todos
A estimac¸a˜o do modelo seria feita, naturalmente, usando ma´xima verossimilhanc¸a
para encontrar estimativas para o vetor β′ = (β1, β2, ..., βk) e o paraˆmetro θ da
co´pula, estimando-os simultaneamente. A func¸a˜o de verossimilhanc¸a e´ expressa por
Lawless (2002):
L = Πnj=1cθ(u, v)
δ1jδ2j
−∂Cθ(u, v)δ1j(1−δ2j)
∂t1j
×−∂Cθ(u, v)
(1−δ1j)δ2j
∂t2j
Cθ(u, v)
(1−δ1j)(1−δ2j) (3.1)
em que δ1j e δ2j sa˜o os indicadores de censura das varia´veis T1 e T2, cθ(u, v) =
∂2Cθ(u,v)
∂t1j∂t2j
e (u, v) = (S1(t1;Z), S2(t2;Z)). Mas este procedimento envolve uma enorme com-
plexidade computacional quando se considera um modelo semi-parame´trico. Assim,
optou-se por estimar o valor de θ na˜o-parametricamente usando a sua relac¸a˜o com
τ de Kendall que para co´pula de Gumbel e´ definido por θˆ = 1
1−τˆ e na co´pula de
Clayton o estimador de θ e´ definido por θˆ = 2τˆ
1−τˆ em que τˆ e´ o estimador emp´ırico do
τ de Kendall, Nelsen (2006, p.158). Como os dados possuem censuras, foi utilizada
uma estimac¸a˜o para τ levando este fato em considerac¸a˜o. Brown at al (1974) citado
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em Wang e Wells (2000) adota o seguinte estimador para τ
τˆ =
∑n
i,j=1 aijbij
(
∑n
i,j=1 a
2
ij
∑n
i,j=1 b
2
ij)
1/2
(3.2)
com aij calculado como na tabela 3.1 e bij calculado de forma similar.
Tabela 3.1. Valores de aij do estimador de Brown at al.
(δ1i, δ1j) T1i > T1j T1i = T1j T1i < T1j
(1,1) 1 0 -1
(0,1) 1 1 2{Fˆ1(T1j)/Fˆ1(T1i)} − 1
(1,0) 1− 2{Fˆ1(T1j)/Fˆ1(T1i)} -1 -1
(0,0 ) 1− {Fˆ1(T1j)/Fˆ1(T1i)} 1− {Fˆ1(T1j)/Fˆ1(T1i)} {Fˆ1(T1j)/Fˆ1(T1i)} − 1
Em que F1(.) e´ o estimador marginal de Kaplan-Meier para a varia´vel T1. No
ca´lculo de τ foi usado a func¸a˜o “cenken”do pacote “NADA”do software R que calcula
o coeficiente τ de Kendall para dados censurados.
3.2.1 Me´todo Jackknife
O me´todo jackknife e´ usado principalmente para calcular variaˆncia e vie´s de esti-
madores. Sua metodologia e´ bastante simples e robusta. Seja x = (x1, x2, ..., xn)
uma amostra aleato´ria de tamanho n e deseja-se estimar um paraˆmetro θ usando
um estimador θˆ = s(x). O me´todo jacknife subdivide a amostra em n amostras com
n − 1 elementos cada. A i-e´sima amostra jackknife consiste do conjunto de dados
com a i-e´sima observac¸a˜o removida, ou seja,
x(i) = (x1, x2, ..., xi−1, xi+1, ..., xn) (3.3)
Seja
θˆ(i) = s(x(i)) (3.4)
a i-e´sima replicac¸a˜o jackknife de θˆ. A estimativa jackknife do vie´s e´ definido por
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viesjack = (n− 1)(θˆ(.) − θˆ) (3.5)
sendo que
θˆ(.) =
n∑
i=1
θˆ(i)
n
. (3.6)
O estimador jackknife do erro padra˜o e´ definido por
sejack =
[
n− 1
n
n∑
i=1
(θˆ(i) − θˆ(.))2
] 1
2
. (3.7)
Como uma regra do polegar, podemos desprezar o vie´s quando |viesjack
sejack
| ≤ 0.25,
Efron e Tibshirani (1993, p.141). Uma outra forma de pensar o me´todo jackknife e´
em termos dos “pseudo-valores”definidos por
θˆi = nθˆ − (n− 1)θˆ(i). (3.8)
Enta˜o o estimador do erro padra˜o de um estimador θˆ e´ expresso por
sejack =
{∑n
i=1(θ˜i − θ˜)2
(n− 1)n
} 1
2
. (3.9)
com
θ˜ =
n∑
i=1
θ˜i
n
. (3.10)
Segundo Tukey (1958), θ˜i sa˜o independentes e identicamente distribuidos. Conse-
quentemente, temos
θ˜ − θ
sejack
∼ t(n−1) (3.11)
em que t(n−1) e´ a distribuic¸a˜o t-Student com n− 1 graus de liberdade. E, portanto,
um intervalo de confianc¸a de 100(1− α)% para θ e´ dado por
θ˜ ± t(n−1);(1−a)sejack. (3.12)
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Cap´ıtulo 4
Resultados
4.1 Ana´lise descritiva
Definindo as seguintes varia´veis, de acordo com o descrito na sec¸a˜o 3.1:
• T1: tempo ate´ a ocorreˆncia da infecc¸a˜o 1, em semanas;
• T2: tempo ate´ a ocorreˆncia da infecc¸a˜o 2, em semanas;
Fazendo o gra´fico de Kaplan-Meier considerando a covaria´vel sexo podemos notar
que na varia´vel T1 ha´ um cruzamento entre as curvas, e na varia´vel T2 na˜o apresenta
essa caracter´ıstica. O cruzamento das curvas de sobreviveˆncia de Kaplan-Meier
para a covaria´vel sexo do paciente e´ um indicativo de que possivelmente a varia´vel
T1 na˜o segue riscos proporcionais. Isto sera´ verificado com o teste dos res´ıduos de
Schoenfeld.
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Figura 4.1: Estimador de Kaplan-Meier do tempo da primeira e segunda infecc¸o˜es
por sexo
Os gra´ficos de res´ıduos de Cox-Snell para as varia´veis tempo ate´ a ocorreˆncia da
infecc¸a˜o 1 e tempo ate´ a ocorreˆncia da infecc¸a˜o 2 indicam que o ajuste do modelo
esta´ adequado.
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Figura 4.2: Res´ıduos de Cox-Snell para a varia´vel tempo ate´ a ocorreˆncia da infecc¸a˜o
1
Figura 4.3: Res´ıduos de Cox-Snell para a varia´vel tempo ate´ a ocorreˆncia da infecc¸a˜o
2
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Figura 4.4: Res´ıduos deviance para a varia´vel tempo ate´ a ocorreˆncia da infecc¸a˜o 1
Figura 4.5: Res´ıduos deviance para a varia´vel tempo ate´ a ocorreˆncia da infecc¸a˜o 2
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Olhando para os res´ıduos deviance em ambas as varia´veis, percebemos que na˜o
existem pontos at´ıpicos, os res´ıduos esta˜o entre −2, 5 e 2, 5, mais um indicativo que
o ajuste esta´ adequado.
A estat´ıstica do teste para o res´ıduo de Schoenfeld para o tempo da primeira infecc¸a˜o
foi 3, 90 (p−valor = 0, 0484) e para a segunda infecc¸a˜o foi < 0, 01 (p−valor = 0, 988)
mostrando que para o segundo tempo de infecc¸a˜o e´ poss´ıvel considerar riscos propor-
cionais. Para o primeiro tempo de infecc¸a˜o podemos considerar riscos proporcionais
se for considerado um alpha menor que 0.05. O p-valor do teste dos res´ıduos de
Schoenfeld para a varia´vel tempo ate´ a ocorreˆncia da infecc¸a˜o 1 fica bem pro´ximo
de 0.05, enta˜o sera´ mantido o modelo. Portanto, o modelo de Cox pode ser uti-
lizado. Foi calculado o coeficiente de correlac¸a˜o de τ de Kendall para dados com
censura, resultando em τˆ = 0, 04, mostrando auseˆncia de correlac¸a˜o entre os tempos
de sobreviveˆncia T1 e T2. Mesmo assim sera´ usado o modelo com a relac¸a˜o de de-
pendeˆncia para exemplo de aplicac¸a˜o. Podemos ajustar as co´pulas. As estimativas
das marginais do Modelo de Cox esta˜o dadas na figura 4.6, que sa˜o obtidas fazendo
Sk(tk;Z) = lim
ti→0
Cθ(Sk(tk;Z), Si(ti;Z)) = Cθ(Sk(tk;Z), 1), k, i = 1, 2, k 6= i. (4.1)
A figura 4.6 mostra proximidade entre as curvas de Kaplan-Meier e as marginais do
modelo de Cox estimadas, indicando que e´ adequado usar o modelo de Cox neste
caso.
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Figura 4.6: Gra´fico das func¸o˜es de sobreviveˆncia marginais do modelo de Cox
4.2 Modelo
4.2.1 Modelo com co´pula de Gumbel
Usando o me´todo jackknife, discutido na sec¸a˜o 3.2.1, a estimativa do vie´s do
estimador θˆ = 1
1−τˆ foi de viesjack = 0, 0009 e o erro padra˜o foi de sejack = 0, 03.
Fazendo a relac¸a˜o
viesjack
sejack
= 0, 0296, temos que o vie´s do estimador θˆ = 1
1−τˆ pode
ser desprezado. Com um coeficiente de correlac¸a˜o τ de Kendall entre os tempos da
primeira infecc¸a˜o e da segunda infecc¸a˜o estimado em τˆ = 0.04 tem-se, como visto na
sec¸a˜o 2.4.2.1, que a estimativa do paraˆmetro de dependeˆncia θ da co´pula de Gumbel
e´ θˆ = 1, 041. Assim a co´pula de Gumbel para o modelo e´
Cθˆ(Sˆ1(t1;Z), Sˆ2(t2;Z)) =
exp
[
−
{(
− log(Sˆ1(t1;Z) )
)1.041
+
(
− log(Sˆ2(t2;Z) )
)1.041} 11.041 ]
(4.2)
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Figura 4.7: Gra´fico da func¸a˜o de sobreviveˆncia do modelo de Cox bivariado atrave´s
da co´pula de Gumbel.
Figura 4.8: Gra´fico da func¸a˜o de sobreviveˆncia do modelo de Cox bivariado atrave´s
da co´pula de Gumbel por sexo.
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Como o valor de θˆ = 1, 041 e´ muito pro´ximo de 1, temos que as varia´veis T1 e T2
sa˜o independentes, como mostra a figura 4.9, mantendo tambe´m essa caracter´ıstica
quando consideramos o sexo. Os gra´ficos mostrados nas figura 4.9 e figura 4.10 fo-
ram constru´ıdos plotando-se Cθˆ(Sˆ1(t1;Z), Sˆ2(t2;Z)) contra Π( Sˆ1(t1;Z), Sˆ2(t2;Z) ) =
Sˆ1(t1;Z)Sˆ2(t2;Z).
Figura 4.9: Gra´fico da co´pula de Gumbel versus co´pula Produto.
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Figura 4.10: Gra´fico da co´pula de Gumbel versus co´pula Produto por sexo.
4.2.2 Modelo com co´pula de Clayton
Usando o me´todo jackknife, discutido na sec¸a˜o 3.2.1, a estimativa do vie´s do es-
timador θˆ = 2τˆ
1−τˆ foi de viesjack = 0, 0018 e o erro padra˜o foi de sejack = 0, 061.
Fazendo a relac¸a˜o
viesjack
sejack
= 0, 0297, temos que o vie´s do estimador θˆ = 2τˆ
1−τˆ pode
ser desprezado. O valor estimado de θ na co´pula de Clayton foi θˆ = 0, 083. Assim a
co´pula de Clayton para o modelo e´
Cθˆ(Sˆ1(t1;Z), Sˆ2(t2;Z)) =((
Sˆ1(t1;Z)
)−0.083
+
(
Sˆ2(t2;Z)
)−0.083 − 1)− 10.083
.
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Figura 4.11: Gra´fico da func¸a˜o de sobreviveˆncia do modelo de Cox bivariado atrave´s
da co´pula de Clayton.
Figura 4.12: Gra´fico da func¸a˜o de sobreviveˆncia do modelo de Cox bivariado atrave´s
da co´pula de Clayton por sexo.
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Como o valor de θˆ = 0, 08 e´ muito pro´ximo de 0, temos que as varia´veis T1 e T2
sa˜o independentes, como mostra a figura 4.13, mantendo tambe´m essa caracter´ıstica
quando consideramos o sexo. Os gra´ficos mostrados nas figura 4.13 e figura 4.14 fo-
ram constru´ıdos plotando-se Cθˆ(Sˆ1(t1;Z), Sˆ2(t2;Z)) contra Π( Sˆ1(t1;Z), Sˆ2(t2;Z) ) =
Sˆ1(t1;Z)Sˆ2(t2;Z).
Figura 4.13: Gra´fico da co´pula de Clayton versus co´pula Produto por sexo.
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Figura 4.14: Gra´fico da co´pula de Clayton versus co´pula Produto.
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Cap´ıtulo 5
Conclusa˜o
Este trabalho visou estudar modelos de Cox bivariados atrave´s do uso de co´pulas
para dados com censura. O modelo de Cox tem a vantagem de na˜o precisarmos supor
uma distribuic¸a˜o para os tempos de falha, mas exige que os riscos sejam proporcio-
nais, enta˜o um dos pressupostos do modelo e´ a verificac¸a˜o da proporcionalidade dos
riscos atrave´s de me´todos gra´ficos ou testes de hipo´teses nos res´ıduos.
Foram usadas as co´pulas de Gumbel e de Clayton para modelar a dependeˆncia dos
tempos de falha, em que os paraˆmetros de dependeˆncia foram estimados calculando
o coeficiente τ de Kendall para dados censurados e dada a relac¸a˜o deste coeficiente
e o paraˆmetro de dependeˆncia das co´pulas. Foi verificado o vie´s e o erro padra˜o dos
estimadores atrave´s do me´todo jackknife que se mostrara˜o consistentes e acurados.
Atrave´s de te´cnicas gra´ficas foi verificada a independeˆncia entre os dois tempos de
falha, como acusava o valor dos paraˆmetros. Assim, uma alternativa seria estudar
as duas varia´veis separadamente, como se fossem de indiv´ıduos diferentes.
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Anexo
Sobre o paraˆmetro de dependeˆncia na co´pula de
Clayton
A co´pula de Clayton e´ dada por
Cθ(u, v) :=
(
u−θ + v−θ − 1)− 1θ
Quando θ → 0 temos que Cθ(u, v)→ Π(u, v) = uv
Prova
lim
θ→0
(
u−θ + v−θ − 1)− 1θ = lim
θ→0
e−
log(u−θ+v−θ−1)
θ
Como a base esta´ fixa, temos que o resultado do limite acima e´ igual a` base elevada
ao limite do expoente. No expoente temos um limite da forma 0
0
, logo, podemos
usar a regra de L’hospital. Assim temos,
lim
θ→0
− log
(
u−θ + v−θ − 1)
θ
= − lim
θ→0
− log(u)u−θ − log(v)v−θ
(u−θ + v−θ − 1)
= −− log(u)− log(v)
1
= log(u) + log(v).
Portanto,
lim
θ→0
(
u−θ + v−θ − 1)− 1θ = elog(u)+log(v) = elog(u)elog(v) = uv 
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Tabelas
Modelo com co´pula de Gumbel
Tabela A.1. Valores de Sˆ(t1, t2) usando co´pula de Gumbel com τˆ = 0.04 e θˆ = 1.041.
T1 em semanas T2 em semanas Sˆ(t1, t2)
2 5 0,9744
4 7 0,9560
5 8 0,9163
6 8 0,9163
7 8 0,8908
8 12 0,8500
9 12 0,8247
13 13 0,8022
16 15 0,7340
22 15 0,7094
24 16 0,6844
24 17 0,6627
26 22 0,6377
27 23 0,5906
30 25 0,5233
30 25 0,5233
34 28 0,4782
38 30 0,4112
39 30 0,3910
40 33 0,3510
53 43 0,3130
54 46 0,3130
66 58 0,2760
70 63 0,2586
108 78 0,2380
113 96 0,2180
114 130 0,1828
119 149 0,1671
132 152 0,1361
141 156 0,1038
152 177 0,0766
154 196 0,0542
159 201 0,0424
185 245 0,0260
190 292 0,0142
318 402 0,0064
536 447 0,0019
562 511 0,0002
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Considerando a ana´lise com separac¸a˜o por sexo temos que, quando sexo e´ feminino,
o valor de τˆ = 0, 026 que resulta em um θˆ = 1.027.
Tabela A.2. Valores Sˆ(t1, t2) usando co´pula de Gumbel com θˆ = 1.027 e sexo
feminino.
T1 em semanas T2 em semanas Sˆ(t1, t2)
5 5 1.0000
6 8 0.9636
7 8 0.9285
13 13 0.8926
24 15 0.8226
24 16 0.8226
26 22 0,7867
27 23 0.7165
30 25 0.6821
34 30 0.5842
38 30 0.5531
39 33 0.4928
53 43 0.4359
54 46 0.4359
66 58 0.3788
70 78 0.3513
108 96 0,3236
113 130 0.2960
114 149 0.2683
119 156 0.2157
132 177 0.1688
141 196 0.1275
152 201 0.0919
159 245 0.0755
185 292 0.0462
190 402 0.0240
318 447 0.0090
536 511 0.0013
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Quando sexo e´ masculino, o valor de τˆ = 0 que resulta em um θˆ = 1.
Tabela A.3. Valores de Sˆ(t1, t2) usando co´pula de Gumbel com τˆ = 0 e θˆ = 1
para o sexo masculino.
T1 em semanas T2 em semanas Sˆ(t1, t2)
2 7 0.8187
4 8 0.7326
8 12 0.5706
9 12 0.4946
16 15 0.3544
22 17 0.2376
30 25 0,1441
40 28 0.0740
154 63 0.0272
562 152 0.0037
Modelo com co´pula de Clayton
Na co´pula de Clayton, quando τˆ = 0 tem-se que θˆ = 0.
Tabela A.4. Valores de Sˆ(t1, t2) usando co´pula de Clayton com τˆ = 0 e θˆ = 0 e
sexo masculino.
T1 em semanas T2 em semanas Sˆ(t1, t2)
2 7 0.8187
4 8 0.7326
8 12 0.5706
9 12 0.4946
16 15 0.3544
22 17 0.2376
30 25 0,1441
40 28 0.0740
154 63 0.0272
562 152 0.0037
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Tabela A.5. Valores de Sˆ(t1, t2) usando co´pula de Clayton com τˆ = 0.026 e
θˆ = 0.053 e sexo feminino.
T1 em semanas T2 em semanas Sˆ(t1, t2)
5 5 1.0000
6 8 0.9636
7 8 0.9274
13 13 0.8911
24 15 0.8201
24 16 0.8201
26 22 0,7839
27 23 0.7132
30 25 0.6787
34 30 0.5807
38 30 0.5498
39 33 0.4897
53 43 0.4333
54 46 0.4359
66 58 0.3768
70 78 0.3500
108 96 0,3224
113 130 0.2951
114 149 0.2680
119 156 0.2163
132 177 0.1703
141 196 0.1287
152 201 0.0947
159 245 0.0784
185 292 0.0492
190 402 0.0267
318 447 0.0108
536 511 0.0019
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Tabela A.6. Valores de Sˆ(t1, t2) usando co´pula de Clayton com τˆ = 0.04 e
θˆ = 0.083.
T1 em semanas T2 em semanas Sˆ(t1, t2)
2 5 0,9744
4 7 0.9549
5 8 0.9146
6 8 0.9146
7 8 0.8883
8 12 0.8469
9 12 0,8210
13 13 0.7983
16 15 0.7294
22 15 0.7045
24 16 0.6793
24 17 0.6576
26 22 0.6325
27 23 0.5855
30 25 0.5186
30 25 0.5186
34 28 0,4740
38 30 0,4080
39 30 0.3882
40 33 0.3489
53 43 0.3118
54 46 0,3118
66 58 0.2757
70 63 0,2587
108 78 0,2387
113 96 0.2192
114 130 0.1849
119 149 0.1697
132 152 0.1395
141 156 0.1079
152 177 0.0812
154 196 0,0580
159 201 0,0469
185 245 0,0301
190 292 0,0175
318 402 0,0087
536 447 0,0032
562 511 0,0005
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