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FINITE SPEED OF PROPAGATION FOR STOCHASTIC
POROUS MEDIA EQUATIONS.
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Institut fu¨r Mathematik, Technische Universita¨t Berlin (MA 7-5)
Straße des 17. Juni 136, 10623 Berlin, Germany
Abstract. We prove finite speed of propagation for stochastic porous media
equations perturbed by linear multiplicative space-time rough signals. Explicit
and optimal estimates for the speed of propagation are given. The result
applies to any continuous driving signal, thus including fractional Brownian
motion for all Hurst parameters. The explicit estimates are then used to prove
that the corresponding random attractor has infinite fractal dimension.
0. Introduction
In this paper we prove finite speed of propagation for solutions to stochastic
porous media equations (SPME) driven by linear multiplicative space-time rough
signals, i.e. to equations of the form
dXt = ∆(|Xt|msgn(Xt)) dt+
N∑
k=1
fkXt ◦ dz(k)t , on OT ,
X(0) = X0, on O,
(0.0)
with homogeneous Dirichlet boundary conditions on a bounded, smooth domain
O ⊆ Rd, m ∈ (1,∞), rough driving signals z(k) ∈ C([0, T ];R) and diffusion coeffi-
cients fk ∈ C∞(O¯). We assume the number of signals N to be finite and high reg-
ularity for fk for simplicity only. In fact, the proofs only require
∑∞
k=1 fk(ξ)z
(k)
t ∈
C([0, T ];C2(O¯)). The stochastic Stratonovich integral ◦ occurring in (0.0) is infor-
mal but justified by a transformation technique and stability results analyzed in
detail in [20, 22].
Recently, a hole-filling property for SPME driven by multiplicative space-time
Brownian noise has been shown in [8], which may be seen as an important step
towards proving finite speed of propagation. However, no explicit control on the
rate of growth of the support of the solution could be established, which made it
impossible to deduce finite speed of propagation. In the present paper, we prove
explicit (and locally optimal) estimates on the speed of hole-filling and thus deduce
finite speed of propagation for SPME. Moreover, we will completely remove the non-
degeneracy assumption on the noise as it was conjectured to be possible in [8], which
allows to analyze the dependence of the speed of propagation on the strength of the
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noise. In particular, we prove convergence to the deterministic, optimal estimates
when the noise-intensity converges to zero (cf. Remark 2.6 below). In [8] restrictions
on the dimension d and on the order of the nonlinearity m had to be supposed for
technical reasons and it was conjectured that these could be completely removed.
In the present paper we prove that this indeed is the case.
Our methods are purely local and thus apply without change to the homogeneous
Cauchy-Dirichlet problem to (0.0) on not necessarily bounded domains O ⊆ Rd, as
soon as the problem of unique existence of corresponding solutions is solved. Since
up to now this problem remains open, we restrict to bounded domains for simplicity
(cf., however, Remark 2.10 below).
The stochastic case is contained in our setup by choosing z(k) to be given as
paths of some continuous stochastic process. Therefore, our results yield purely
pathwise results for the stochastic case. However, due to the explicit form of our
estimates, moment estimates also immediately follow.
In the deterministic case it is well-known that the attractor corresponding to
(0.1) dXt = ∆(|Xt|msgn(Xt)) dt+ λXtdt,
with Dirichlet boundary conditions has infinite fractal dimension iff λ > 0 (cf. [19]).
Generally speaking, it highly depends on the drift of an SPDE as well as on the
type of random perturbation, whether the noise has a regularizing effect on the
long-time dynamics of the unperturbed system.
In [21] it has been shown that sufficiently non-degenerate additive Wiener noise
stabilizes the dynamics of (0.1) in the sense that the random attractor consists of a
single random point and thus is zero dimensional. Moreover, it is well-known that
multiplicative Itoˆ noise may stabilize the long-time dynamics due to the Itoˆ correc-
tion term. For example, this has been realized in [12] in case of the Chafee-Infante
equation perturbed by spatially homogeneous, linear multiplicative Itoˆ noise. The
more intriguing case of space-time, linear multiplicative Itoˆ noise has been ana-
lyzed in [6] for fast diffusion equations (cf. also the references therein), where a
regularizing effect due to the Itoˆ correction term has been observed in [6, Theorem
3.5].
This correction term is absent in the case of linear multiplicative Stratonovich
noise. In this spirit, it has been shown in [12] that spatially homogeneous, linear
multiplicative Stratonovich noise does not have any regularizing effect on the long-
time behavior of the Chafee-Infante equation. On the other hand, each linear PDE
with non-negative, self-adjoint drift having negative trace (possibly −∞) may be
stabilized by linear multiplicative space-time Stratonovich noise (cf. [13]). For these
reasons, it is an intriguing question, whether including linear multiplicative space-
time Stratonovich noise in (0.1) stabilizes the long-time behavior, or whether the
random attractor associated to
(0.2) dXt = ∆(|Xt|msgn(Xt)) dt+ λXtdt+
N∑
k=1
fkXt ◦ dz(k)t ,
remains infinite dimensional. Based on the explicit bounds on the rate of propaga-
tion obtained in this paper, we prove lower bounds for the Kolmogorov ε-entropy
of the random attractor corresponding to (0.2) and thus conclude that the random
attractor remains infinite dimensional.
The SPME (0.0) with driving signals z(k) given as paths of independent Brownian
motions β(k) has been intensively studied in the recent history (cf. e.g. [2–4,16,17,23,
25,28,29] and references therein). The construction of a random dynamical system
(RDS) associated to (0.0) and the proof of existence of a corresponding random
attractor has been given in [20, 22]. In case of porous media equations (PME)
perturbed by additive noise, the existence of a random attractor has been shown
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in [10] and has subsequently been generalized to more general additive perturbations
[24] and spatially rougher noise [21].
The sublinear, fast diffusion case (m ∈ [0, 1)) exhibits completely different prop-
agation properties. In particular, finite speed of propagation does not hold for
fast diffusion equations, but the positivity set of non-trivial solutions will cover the
hole domain of definition after an arbitrarily small timespan (cf. [33] and references
therein). On the other hand, solutions to the fast diffusion equation become extinct
in finite time (cf. [33] for the deterministic case, [5, 30] for the stochastic case).
In the following let O ⊆ Rd be a bounded domain with smooth boundary Σ :=
∂O. For T > 0 we define the space-time domain OT := [0, T ] × O, the lateral
boundary ΣT := [0, T ] × ∂O and the parabolic boundary PT := ΣT ∪ ({T } ×
O). Let ϑ be the surface measure on Σ and ν be the outward pointing normal
vector to Σ. By C0(O) we denote the space of continuous functions on O and by
Cm,n(OT ) the space of continuous functions on OT with m continuous derivatives
in time and n continuous derivatives in space. Cm,nc (OT ) is the subspace of all
compactly supported functions in Cm,n(OT ). We define Cn(O¯), Cm,n(O¯T ) to be
the spaces obtained by restricting the functions in Cn(Rd), Cm,n([0, T ]×Rd) onto
O¯. Moreover, we define H to be the dual of the first order Sobolev space with
zero boundary H10 (O). For two non-empty subsets A,B of a metric space (E, d)
we define dist(A,B) := inf{d(a, b)| a ∈ A, b ∈ B}. If X is a Banach space,
then Lploc((0, T ];X) denotes the space of all X-valued functions f such that f ∈
Lp([τ, T ];X) for all τ ∈ (0, T ]. As usual in probability theory we often denote the
time-dependency of functions by a subscript Xt rather than by X(t) in order to
keep the equations at a bearable length.
Let us start by recalling the finite speed of propagation properties for determin-
istic PME
(0.3) ∂tu = ∆Φ(u),
where for simplicity of notation we have set Φ(u) := |u|msgn(u). Finite speed of
propagation for deterministic PME has been known for a long time and was first
proved in [27]. For a more detailed study on interfaces for the one dimensional case
we refer to [32]. Our main reference for the deterministic PME and main source
of inspiration for the stochastic case will be [33] where a beautiful account on the
propagation and expansion properties for deterministic PME is given.
Definition 0.1 (Notions of solutions for (0.3)). i. A function u ∈ L1loc(OT )
with Φ(u) ∈ L1loc(OT ) is said to be a local, very weak subsolution to (0.3) if∫
OT
u∂rη dξdr ≥ −
∫
OT
Φ(u)∆η dξdr,
for all non-negative η ∈ C1,2c (OT ).
ii. If, in addition, u ∈ L1(OT ) with Φ(u) ∈ L1(OT ) and there are functions
u0 ∈ L1(O) and Φ(g) ∈ L1(ΣT ) such that∫
OT
u∂rη dξdr +
∫
O
u0η0 dξ ≥ −
∫
OT
Φ(u)∆η dξdr +
∫
ΣT
Φ(g)∂νη dϑdr,
for all non-negative η ∈ C1,2(O¯T ) with η|PT = 0, then u is said to be a very
weak subsolution to the (inhomogeneous) Dirichlet problem to (0.3) with
initial condition u0 and boundary value g.
iii. If Φ(u) ∈ L2([0, T ];H10 (O)) then u is said to be a (local) weak subsolution
to the homogeneous Dirichlet problem to (0.3).
iv. If Φ(u) ∈ L2loc((0, T ];H10 (O)) then u is said to be a generalized (local) weak
subsolution to the homogeneous Dirichlet problem to (0.3).
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Analogous definitions are used for (local) very weak supersolutions. (Local) very
weak solutions to (0.3) are functions that are supersolutions and subsolutions si-
multaneously.
We note that each essentially bounded, generalized weak solution u is a gener-
alized weak solution to (0.3) on each smooth subdomain K ⊆ O with initial data
u0|K and boundary data Φ(g) = Φ(u) in the sense of traces.
The proof of finite speed of propagation is a direct consequence of the so-called
hole-filling problem
Lemma 0.2 (Deterministic hole-filling, [33], Lemma 14.5). Let ξ0 ∈ Rd, T,R > 0
and u ∈ C((0, T ) × BR(ξ0)) be an essentially bounded, non-negative, very weak
subsolution to (0.3) with vanishing initial value u0 on BR(ξ0) and boundary value
g satisfying H := ‖g‖L∞([0,T ]×∂BR(ξ0)) <∞. Define Cdet = m−12dm(m−1)+4m and
Tdet := R
2 Cdet
Hm−1
.
Then u(t) vanishes in BRdet(t)(ξ0) for all t ∈ [0, Tdet ∧ T ], where
Rdet(t) = R −
√
t
(
Hm−1
Cdet
) 1
2
.
For boundary value g given as g ≡ H for some H > 0, the bound on the rate of
hole-filling from Lemma 0.2 is optimal (cf. [33, p. 339]).
From the hole-filling Lemma one may deduce
Theorem 0.3 (Deterministic finite speed of propagation, [33], Theorem 14.6). Let
u ∈ C((0, T ) × O) be an essentially bounded, non-negative, very weak subsolution
to the homogeneous Dirichlet problem to (0.3) and set H = ‖u‖L∞(OT ). Then
i. For every s ∈ [0, T ] and every h > 0 there is a time-span Th > 0 such that
supp(us+t) ⊆ Bh(supp(us)), ∀t ∈ [0, Th ∧ (T − s)].
More precisely, Th is given by
Th := h
2 Cdet
Hm−1
.
ii. For every s ∈ [0, T ]
supp(us+t) ⊆ B√
t
(
Hm−1
Cdet
) 1
2
(supp(us)), ∀t ∈ [0, T − s].
Proof. For each non-negative u0 ∈ L∞(Rd)∩L1(Rd) there is a unique non-negative,
essentially bounded, weak solution uC ∈ C([0, T ];L1(Rd)) to the Cauchy prob-
lem for (0.3) (cf. [33, Theorem 9.3]). This in turn is a weak supersolution to the
Cauchy-Dirichlet problem on O. Since t 7→ ‖uC(t)‖∞ is non-increasing, we have
‖uC‖L∞(OT ) = ‖u‖L∞(OT ). Without loss of generality one may thus assume that
u is a solution to the Cauchy problem, which simplifies the argument since no dif-
ficulties at the boundary appear. Noticing that u in particular is an essentially
bounded, very weak solution on each BR(ξ0), the claim becomes a direct conse-
quence of Lemma 0.2. 
1. Real-valued linear multiplicative noise
We start the analysis of the stochastically perturbed case by the much simpler
situation of spatially homogeneous noise, i.e. we consider the homogeneous Dirichlet
problem to
(1.4) dXt = ∆Φ(Xt)dt+
N∑
k=1
fkXt ◦ dz(k)t , on OT ,
FINITE SPEED OF PROPAGATION FOR SPME 5
where fk ∈ R are R-valued constants and O ⊆ Rd is as before. We will prove
below that (1.4) reduces to the deterministic PME (0.3) by rescaling and a random
transformation in time. Since the bounds on the rate of propagation are known
to be optimal in the deterministic case, we deduce optimal bounds for the case of
spatially homogeneous perturbations.
Let µt = −
∑N
k=1 fkz
(k)
t and Yt := e
µtXt. Then (informally)
(1.5) ∂tYt = e
−(m−1)µt∆Φ(Yt), on OT .
Solutions to (1.4) are then defined by the reverse transformation, i.e. a function
X is a solution to (1.4) with initial value X0 ∈ L1(O) and boundary value g iff
Yt := e
µtXt is a solution to (1.5) with initial value Y0 := e
µ0X0 and boundary
value eµg.
In [20] it has been shown that this transformation can be made rigorous if the
signals z(k) are given as paths of continuous semimartingales or are of bounded
variation. In addition, in case of continuous driving signals, solutions to (1.4) were
obtained in [20] as limits of approximating solutions driven by smoothed signals
z(δ) ∈ C∞([0, T ];RN) with z(δ) → z in C([0, T ];RN).
We set F (t) :=
∫ t
0
e−(m−1)µrdr ∈ C1(R+;R+). Since F is strictly increasing we
may define G(t) := F−1(t) to be the inverse of F and ut := YG(t). An informal
computation suggests
(1.6) ∂tut = ∆Φ(ut), on OT .
A rigorous justification of this temporal transformation can easily be given by
considering an artificial viscosity approximation, i.e. ∂tu
(ε) = ∆Φ(u
(ε)
t ) + ε∆u
(ε)
t .
Local uniform continuity of u(ε) (cf. [18,33]) allows to pass to the limit pointwisely
and thus implies the claim.
Vice versa, solutions X to (1.4) can be expressed by solutions to (1.6) via:
(1.7) Xt := e
−µtuF (t).
Lemma 0.2 implies
Proposition 1.1 (Hole-filling for spatially homogeneous noise). Let ξ0 ∈ Rd,
T,R > 0 and X ∈ C((0, T )×BR(ξ0)) be an essentially bounded, non-negative, very
weak subsolution to (1.4) with vanishing initial value X0 on BR(ξ0) and boundary
value g satisfying H := ‖eµg‖L∞([0,T ]×∂BR(ξ0)) <∞. Define
Tstoch := F
−1
(
R2
Cdet
Hm−1
)
,
where F (t) :=
∫ t
0
e−(m−1)µrdr.
Then Xt vanishes in BRstoch(t)(ξ0) for all t ∈ [0, Tstoch ∧ T ], where
Rstoch(t) = R−
√
F (t)
(
Hm−1
Cdet
) 1
2
.
As pointed out above, the rates and constants given in Proposition 1.1 are opti-
mal. Analogously, bounds on the rate of expansion of the support of solutions to
(1.4) may be derived from (1.7) and Theorem 0.3.
Remark 1.2. For T ≈ 0 we have µt ≈ µ0 on [0, T ] and thus
√
F (t) =
(∫ t
0
e−(m−1)µrdr
) 1
2
≈ e− (m−1)2 µ0√t, on [0, T ]
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and H = ‖eµg‖L∞([0,T ]×∂BR(ξ0)) ≈ eµ0‖g‖L∞([0,T ]×∂BR(ξ0)). Thus
Rstoch(t) ≈ R−
√
t
(‖g‖m−1
L∞([0,T ]×∂BR(ξ0))
Cdet
) 1
2
, ∀t ∈ [0, Tstoch ∧ T ].
Consequently, we recover the deterministic rate of expansion for small times T ≈ 0.
2. Linear multiplicative space-time noise
We now turn to the case of SPME perturbed by spatially inhomogeneous noise
(0.0). Since spatially homogeneous noise is contained as a special case, the precise
bounds derived in the last section will serve as optimal bounds for the inhomoge-
neous case. Let
µt(ξ) := −
N∑
k=1
fk(ξ)z
(k)
t .
As in the case of spatially homogeneous noise, solutions to (0.0) are defined via the
transformation Yt := e
µtXt which (informally) leads to the transformed equation
(first studied in [5, 7])
∂tYt = e
µt∆Φ(e−µtYt), on OT
Y (0) = Y0 = e
µ0X0, on O,
(2.8)
with homogeneous Dirichlet boundary conditions. Note that µt now depends on
the spatial variable ξ ∈ O. As before, this transformation can be made rigorous if
the driving signals z(k) are given as paths of continuous semimartingales or are of
bounded variation. In case of continuous driving signals this notion of solution is
justified in a limiting sense via approximation of the driving signal (cf. [20]).
Similar results and methods as presented in this section may be applied to the
more general equation
∂tYt = ρ1∆Φ(ρ2Yt), on OT
Y (0) = Y0, on O,
with ρ1, ρ2 ∈ C0,2(OT ) and zero Dirichlet boundary conditions. For simplicity and
in order to derive locally optimal estimates we restrict to equations of the form
(2.8) and postpone the treatment of the more general case to the Appendix A.4.
The unique existence of weak solutions to (2.8) for bounded initial data has been
given in [20] in the following sense
Definition 2.1 (weak & very weak solutions for (2.8)).
i. A function Y ∈ L1loc(OT ) with Φ(e−µY ) ∈ L1loc(OT ) is called a local, very
weak subsolution to (2.8) if∫
OT
Y ∂rη dξdr ≥ −
∫
OT
Φ(e−µY )∆(eµη) dξdr,
for all non-negative η ∈ C1,2c (OT ).
ii. If, in addition, Y ∈ L1(OT ) with Φ(e−µY ) ∈ L1(OT ) and there are func-
tions Y0 ∈ L1(O) and Φ(g) ∈ L1(ΣT ) such that∫
OT
Y ∂rη dξdr +
∫
O
Y0η0 dξ ≥−
∫
OT
Φ(e−µY )∆(eµη) dξdr
+
∫
ΣT
Φ(e−µg)∂ν(eµη)dϑdr,
for all non-negative η ∈ C1,2(O¯T ) with η|PT = 0 then Y is said to be a very
weak subsolution to the (inhomogeneous) Dirichlet problem to (2.8) with
initial condition Y0 and boundary value g.
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iii. If Φ(e−µY ) ∈ L2([0, T ];H10 (O)) then Y is said to be a (local) weak subsolu-
tion to the homogeneous Dirichlet problem to (2.8).
iv. If Φ(e−µY ) ∈ L2loc((0, T ];H10 (O)) then Y is said to be a generalized (local)
weak subsolution to the homogeneous Dirichlet problem to (2.8).
Analogous definitions are used for (local) very weak supersolutions. (Local) very
weak solutions to (2.8) are functions that are supersolutions and subsolutions si-
multaneously.
It is easy to see that every essentially bounded, generalized weak solution Y is a
generalized weak solution on each smooth subdomain K ⊆ O with initial condition
Y0|K and boundary data Φ(g) = Φ(Y ) in the sense of traces.
As outlined in the beginning of this section, solutions to (0.0) are now defined
via the transformation Yt = e
µtXt, i.e.
Definition 2.2 (weak & very weak solutions for (0.0)). A function X ∈ L1loc(OT )
is said to be a (local, generalized, very) weak sub/supersolution to (0.0) with initial
condition X0 and boundary value g, if Yt = e
µtXt is a (local, generalized, very)
weak sub/supersolution to (2.8) with initial condition Y0 = X0e
µ0 and boundary
value geµ.
In order to prove finite speed of propagation it will turn out to be sufficient
to suppose X to be an essentially bounded, very weak solution to the Dirichlet
problem corresponding to (0.0). In fact, more is known:
Proposition 2.3 ([20], Theorem 1.4, Theorem 1.12, Theorem 1.17). Let X0 ∈
L1(O). Then
i. There is a generalized weak solution X ∈ C([0, T ];L1(O)) to the homoge-
neous Dirichlet problem for (0.0) satisfying X ∈ C((0, T ] × O) and X ∈
L∞loc((0, T ];L
∞(O)).
ii. If X0 ≥ 0 a.e. on O, then X ≥ 0 a.e. on O.
iii. If X0 ∈ L∞(O) then, in addition, X ∈ C([0, T ];H)∩L∞(OT ) and Φ(X) ∈
L2([0, T ];H10 (O)). In particular, X is a weak solution to (0.0).
The generalized weak solution X to (0.0) from (i) is unique.
The proof of finite speed of propagation will rely on local comparison to super-
solutions. We now present the required comparison result for essentially bounded,
very weak solutions to the inhomogeneous Dirichlet problem.
Theorem 2.4 (Comparison for very weak solutions). Let X(1), X(2) be essentially
bounded sub/supersolutions to (0.0) with initial conditions X
(1)
0 ≤ X(2)0 and bound-
ary data g(1) ≤ g(2), a.e. in O respectively. Then,
X(1) ≤ X(2), a.e. in O.
In particular, essentially bounded, very weak solutions to (0.0) are unique.
The proof of a more general version of Theorem 2.4 may be found in the Appendix
A.2.
2.1. Finite speed of propagation. We are going to prove bounds on the speed
of propagation for (0.0), based on estimates for the rate of hole-filling as in the
deterministic case. As we have seen in Section 1, the optimal bounds on the rate of
collapse of balls have to depend on the driving signal. Since the perturbation now
is spatially dependent, we expect worse estimates than in Proposition 1.1.
On the other hand, since ξ 7→ µt(ξ) is continuous and thus µt(ξ) ≈ µt(ξ0) on
small balls BR(ξ0), locally in space the rate of expansion should be given as in
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Proposition 1.1 with µr ≡ µr(ξ0). This line of thought leads to optimal bounds on
the rate of collapse of asymptotically small balls, proven in Theorem 2.5 below.
Moreover, due to the continuity of t 7→ µt(ξ) we have µt(ξ) ≈ µ0(ξ) on small
time intervals [0, T ]. Therefore, we expect to recover the optimal bounds from the
deterministic case at least for asymptotically small times T , which indeed is proven
in Theorem 2.7 below. In case of spatially homogeneous perturbations this has
been observed in Remark 1.2.
Theorem 2.5 (Hole-filling theorem for small balls). Let ξ0 ∈ Rd, T,R > 0 and X ∈
C((0, T ]× BR(ξ0)) be an essentially bounded, non-negative, very weak subsolution
to (0.0) with vanishing initial value X0 on BR(ξ0) and boundary value g satisfying
H := ‖eµg‖L∞([0,T ]×∂BR(ξ0)) <∞. Define F (t) :=
∫ t
0 e
−(m−1)µr(ξ0)dr and
Tstoch := F
−1
(
R2
Cdet
Hm−1
CR
)
,
where R 7→ CR is a continuous, non-increasing function with limR↓0 CR = 1.
Then Xt vanishes in BRstoch(t)(ξ0) for all t ∈ [0, Tstoch ∧ T ], where
Rstoch(t) = R−
√
F (t)
(
Hm−1
Cdet
) 1
2
C
− 12
R .
Note that for R ≈ 0 we recover the optimal rate from Proposition 1.1 with µr ≡
µr(ξ0).
Proof. Since X is a very weak subsolution to (0.0) with initial value X0 ≡ 0 and
boundary value g, Y := eµX is a very weak subsolution to (2.8) with initial value
Y0 ≡ 0 and boundary value eµg.
For ξ1 ∈ BR(ξ0), T˜ ∈ (0, T ], r ∈ (0, dist(ξ1, ∂BR(ξ0))] we construct an explicit
supersolution to (2.8) in [0, T˜ ]×Br(ξ1). Let
W (t, ξ, ξ1) := C˜|ξ − ξ1| 2m−1
(
F (T˜ )− F (t)
) −1
m−1
, t ∈ [0, T˜ ), ξ ∈ Br(ξ1),
where C˜ will be chosen below (only depending on R) and F is as in Section 1 for
noise frozen at ξ0, i.e.
F (t) :=
∫ t
0
e−(m−1)µr(ξ0)dr.
We compute:
∂tW (t, ξ, ξ1) =
1
m− 1 C˜|ξ − ξ1|
2
m−1
(
F (T˜ )− F (t)
) −m
m−1
e−(m−1)µt(ξ0),
for all (t, ξ) ∈ [0, T˜ )×Br(ξ1) and
∆
(
e−µt(ξ)W (t, ξ, ξ1)
)m
≤ C˜
m
(m− 1)Cdet
(
F (T˜ )− F (t)
) −m
m−1 |ξ − ξ1| 2m−1(
e−mµt(ξ) +
2(m− 1)
d(m− 1) + 2 |∇e
−mµt(ξ)|r + (m− 1)Cdetr2|∆e−mµt(ξ)|
)
≤ C˜
m
(m− 1)Cdet
(
F (T˜ )− F (t)
) −m
m−1 |ξ − ξ1| 2m−1 e−mµt(ξ)(
1 +
2(m− 1)m
d(m− 1) + 2 |∇µt(ξ)|r +m(m− 1)Cdetr
2(m|∇µt(ξ)|2 +∆|µt(ξ)|)
)
≤ C˜
m
(m− 1)Cdet
(
F (T˜ )− F (t)
) −m
m−1 |ξ − ξ1| 2m−1 e−mµt(ξ)
FINITE SPEED OF PROPAGATION FOR SPME 9(
1 + C(d,m)R(1 +R)‖µ‖C0,2([0,T˜ ]×BR(ξ0))
)
,
for all (t, ξ) ∈ [0, T˜ )×Br(ξ1). We conclude that
∂tW (t, ξ, ξ1) ≥ eµt(ξ)∆
(
e−µt(ξ)W (t, ξ, ξ1)
)m
on [0, T˜ )× Br(ξ1) if
e
−(m−1)‖µ(ξ0)−µ(·)‖C0([0,T ]×BR(ξ0)) ≥ C˜
m−1
Cdet
(
1+C(d,m)R(1+R)‖µ‖C0,2([0,T ]×BR(ξ0))
)
,
which is satisfied if we choose C˜m−1 = CdetCR with
CR :=
e
−(m−1)‖µ(ξ0)−µ(·)‖C0([0,T ]×BR(ξ0))
1 + C(d,m)R(1 +R)‖µ‖C0,2([0,T ]×BR(ξ0))
.
We note that R 7→ CR is continuous, non-increasing in R and limR↓0 CR = 1. In
contrast, CR does not necessarily converge to 1 for T → 0. Thus, the bounds
become optimal locally in space but not locally in time.
In order to derive the upper bound Y (t, ξ) ≤ W (t, ξ, ξ1) on [0, T˜ ) × Br(ξ1) we
need g(t, ξ)eµt(ξ) ≤ W (t, ξ, ξ1) for a.a. (t, ξ) ∈ [0, T˜ ) × ∂Br(ξ1). For this it is
sufficient to have
W (t, ξ, ξ1) = C˜|ξ − ξ1| 2m−1
(
F (T˜ )− F (t)
) −1
m−1 ≥ H,
for a.a. (t, ξ) ∈ [0, T˜ )× ∂Br(ξ1). This is satisfied if we choose T˜ = T˜r by
(2.9) T˜r := F
−1
(
C˜m−1r2
Hm−1
)
= F−1
(
r2
Cdet
Hm−1
CR
)
.
By Theorem 2.4 and by continuity of Y,W we conclude
0 ≤ Y (t, ξ1) ≤W (t, ξ1, ξ1) = 0, ∀t ∈ [0, T˜r].
LetR1 ∈ (0, R), ξ1 ∈ BR1(ξ0) and r = dist(ξ1, ∂BR(ξ0)) ≥ R−R1 > 0. Resolving
(2.9) for r yields
R(T ) := R1 = R−
√
F (T )
(
H
C˜
)m−1
2
= R−
√
F (T )
(
Hm−1
Cdet
) 1
2
C
− 12
R .
Hence,
Y (t, ξ) = 0, ∀ξ ∈ BR(t)(ξ0), t ∈ [0, Tstoch ∧ T ],
where Tstoch = TR = F
−1 (R2 Cdet
Hm−1
CR
)
. 
Remark 2.6. Due to the explicit form of the estimates and the constant CR in
Theorem 2.5, the dependence of the bounds on the strength of the noise is obvious.
In particular, when the noise intensity
∑N
k=1 ‖fk‖C2(BR(ξ0)) decreases to 0, then the
bounds from Theorem 2.5 approach the corresponding deterministic, optimal ones.
We will now derive a second bound on the rate of collapse of balls for (0.0). In
contrast to Theorem 2.5 the construction of a suitable supersolution will be based
on a temporal discretization, i.e. on freezing the noise at time t = 0.
Theorem 2.7 (Hole-filling theorem for small times). Let ξ0 ∈ Rd, T,R > 0 and
X ∈ C((0, T ] × BR(ξ0)) be an essentially bounded, non-negative, very weak sub-
solution to (0.0) with vanishing initial value X0 on BR(ξ0) and boundary value g
satisfying H := ‖g‖L∞([0,T ]×∂BR(ξ0)) <∞. Define Tstoch by
Tstoch := sup
{
T˜ ∈ [0, T ]
∣∣∣ T˜CT˜ ≤ R2 CdetHm−1
}
,
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where t 7→ Ct is a continuous, non-decreasing function with limt↓0 Ct = 1.
Then Xt vanishes in BRstoch(t)(ξ0) for all t ∈ [0, Tstoch], where
Rstoch(t) = R−
√
t
(
Hm−1
Cdet
) 1
2 √
Ct.
Note that for t ≈ 0 we recover the optimal rate from the deterministic case.
Proof. The proof proceeds similarly to Theorem 2.5. Hence, let Y := eµX be a
very weak subsolution to (2.8) with initial value Y0 ≡ 0 and boundary value eµg.
For ξ1 ∈ BR(ξ0), T˜ ∈ (0, T ], r ∈ (0, dist(ξ1, ∂BR(ξ0))] we again construct an
explicit supersolution to (2.8) in [0, T˜ )×Br(ξ1):
W (t, ξ, ξ1) := C˜e
µ0(ξ)|ξ − ξ1| 2m−1
(
T˜ − t
) −1
m−1
, t ∈ [0, T˜ ), ξ ∈ Br(ξ1),
where C˜ will be chosen below, depending on T˜ , R only. We compute:
∂tW (t, ξ, ξ1) =
1
m− 1 C˜e
µ0(ξ)|ξ − ξ1| 2m−1
(
T˜ − t
) −m
m−1
,
for all (t, ξ) ∈ [0, T˜ )×Br(ξ1) and
∆
(
e−µt(ξ)W (t, ξ, ξ1)
)m
≤ C˜
m
(m− 1)Cdet
(
T˜ − t
) −m
m−1 |ξ − ξ1| 2m−1
(
em(µ0(ξ)−µt(ξ))
+
2(m− 1)
2 + d(m− 1) |∇e
m(µ0(ξ)−µt(ξ))|R + (m− 1)CdetR2|∆em(µ0(ξ)−µt(ξ))|
)
≤ C˜
m
(m− 1)Cdet
(
T˜ − t
) −m
m−1 |ξ − ξ1| 2m−1 em(µ0(ξ)−µt(ξ))(
1 + C(d,m)R(1 +R)‖µ0 − µ·‖C0,2([0,T˜ ]×BR(ξ0))
)
for all (t, ξ) ∈ [0, T˜ )×Br(ξ1). We conclude that
∂tW (t, ξ, ξ1) ≥ eµt(ξ)∆
(
e−µt(ξ)W (t, ξ, ξ1)
)m
on [0, T˜ )× Br(ξ1) if
e(m−1)(µt(ξ)−µ0(ξ)) ≥ C˜
m−1
Cdet
(
1 + C(d,m)R(1 +R)‖µ0 − µ·‖C0,2([0,T˜ ]×BR(ξ0))
)
,
for all (t, ξ) ∈ [0, T˜ )×Br(ξ1), which is satisfied for the choice
C˜m−1 =
Cdet
CT˜
e
(m−1)‖µ·−µ0‖C0([0,T˜ ]×∂BR(ξ0))
with
CT˜ :=
1 + C(d,m)R(1 +R)‖µ0 − µ·‖C0,2([0,T˜ ]×BR(ξ0))
e
−2(m−1)‖µ0−µ·‖C0([0,T˜ ]×BR(ξ0))
.
In order to derive the upper bound Y (t, ξ) ≤ W (t, ξ, ξ1) on [0, T˜ ) × Br(ξ1) we
need g(t, ξ)eµt(ξ) ≤W (t, ξ, ξ1) for a.e. (t, ξ) ∈ [0, T˜ )× ∂Br(ξ1). For this to be true
it is sufficient to have
W (t, ξ, ξ1) = C˜e
µ0(ξ)|ξ − ξ1| 2m−1
(
T˜ − t
) −1
m−1 ≥ Heµt(ξ),
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for a.a. (t, ξ) ∈ [0, T˜ )× ∂Br(ξ1). This is satisfied if
T˜ e
(m−1)‖µ·−µ0‖C0([0,T˜ ]×∂BR(ξ0))
C˜m−1
≤ r2 1
Hm−1
,
for which in turn it is sufficient to have
T˜CT˜ ≤ r2
Cdet
Hm−1
.(2.10)
Since the left hand side is continuous in T˜ we may choose T˜ as
T˜ := sup
{
T˜ ∈ [0, T ]
∣∣∣ T˜CT˜ ≤ r2 CdetHm−1
}
.
Note that T˜ 7→ CT˜ > 0 is continuous, non-decreasing and
CT˜ →
{
1, for T˜ → 0
e
2(m−1)‖µ0−µ·‖C0([0,T˜ ]×{ξ0}) , for R→ 0,
i.e. we recover the optimal constant from the deterministic case for asymptotically
small time, while locally in space the estimates will not be optimal.
Let now R1 ∈ (0, R), ξ1 ∈ BR1(ξ0) and r = dist(ξ1, ∂BR(ξ0)) ≥ R −R1 > 0. By
Theorem 2.4 and by continuity of Y,W we conclude
0 ≤ Y (t, ξ1) ≤W (t, ξ1, ξ1) = 0, ∀t ∈ [0, T˜ (r)].
Resolving (2.10) for R1 yields
R(T ) := R1 = R−
√
T
(
Hm−1
Cdet
) 1
2 √
CT .
Hence,
Y (t, ξ) = 0, ∀ξ ∈ BR(t)(ξ0), t ∈ [0, Tstoch],
where
Tstoch := T˜ (R)
:= sup
{
T˜ ∈ [0, T ]
∣∣∣ T˜CT˜ ≤ R2 CdetHm−1
}
.

We are now ready to derive bounds on the speed of propagation for (0.0). We
give two formulations of this property
Theorem 2.8 (Finite speed of propagation). Let X ∈ C((0, T ]×O) be an essen-
tially bounded, non-negative, very weak subsolution to the homogeneous Dirichlet
problem to (0.0) and set H := ‖eµX‖L∞(OT ). Then, for each s ∈ [0, T ] and every
h > 0 there is a time-span Th > 0 such that
(2.11) supp(Xs+t) ⊆ Bh(supp(Xs)), ∀t ∈ [0, Th ∧ (T − s)].
More precisely, Th is given by
Th := F
−1
h
(
h2
Cdet
Hm−1
Ch
)
,
where Fh(t) :=
∫ t
0 e
−(m−1) infξ0∈∂Bh(supp(Xs)) µr(ξ0)dr and h 7→ Ch is a continuous,
non-increasing function satisfying limh↓0 Ch = 1. In particular,∣∣∣∣Th − F−10
(
h2
Cdet
Hm−1
)∣∣∣∣→ 0, for h→ 0,
with F0(t) =
∫ t
0
e
−(m−1) inf
ξ0∈∂supp(Xs)
µr(ξ0)dr.
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Proof. Without loss of generality we assume s = 0. In order to avoid difficulties at
the boundary we first replaceX by a solution to (0.0) on some large ball BR(0) ⊇ O,
where we choose R > 0 large enough, such that the boundary ∂BR(0) becomes
“invisible” for the solution on [0, T ]: Let h > 0, R > 0 such that
O˜ := BR(0) ⊇ B¯2h(supp(X0)) ∪ O.
By [20, Theorem 1.3, Theorem 1.4, Theorem 1.12] there is a unique, essentially
bounded, non-negative, weak solution X ∈ C((0, T ] × O˜) to (0.0) on O˜ with zero
Dirichlet boundary conditions and initial condition X˜0 := X01O ∈ L∞(O˜). Since X˜
is a supersolution to the homogeneous Dirichlet problem to (0.0) on O, by Theorem
2.4 we have
X ≤ X˜, on OT .
Thus, it is sufficient to prove the claim for X˜ . Hence, without loss of generality we
may assume X to be an essentially bounded, weak solution to (0.0) and
dist(supp(X0), ∂O) > 2h.
Let ξ0 ∈ ∂Bh(supp(X0)) ⊆ O. Then, X0 = 0 on Bh(ξ0) ⊆ O and Theorem 2.5
(with R = h) implies that Xt vanishes on BRstoch(t)(ξ0) for all t ∈ [0, Tstoch ∧ T ],
where Rstoch(t) and Tstoch given in Theorem 2.5 depend on ξ0 via the constant Ch
and the function F . We note that Ch may be uniformly estimated by
Ch ≥ C¯h := e
−h‖µ‖C0,1([0,T ]×(O∩supp(X0)c))(
1 + C(m)h(1 + h)‖µ‖C0,2([0,T ]×(O∩supp(X0)c))
) 1
m−1
and F by
F¯h(t) =
∫ t
0
e−(m−1) infξ0∈∂Bh(supp(X0)) µr(ξ0)dr ≥ F (t).
Therefore, Tstoch is uniformly bounded from below by
T¯h := F¯
−1
h
(
h2
Cdet
Hm−1
C¯h
)
,
and Rstoch(t) by
R¯h(t) = h−
√
F¯h(t)
(
Hm−1
Cdet
) 1
2
C¯
− 12
h .
Hence, Xt vanishes on BR¯h(t)(∂Bh(supp(X0))) for all t ∈ [0, T¯h ∧ T ].
In particular, this implies that X is a weak solution to the homogeneous Dirich-
let problem to (0.0) on [0, Th ∧ T ] × O ∩ Bh(supp(X0))c. Since X0 ≡ 0 on O ∩
Bh(supp(X0))
c this implies Xt ≡ 0 on O∩Bh(supp(X0))c for all t ∈ [0, Th∧T ]. 
Theorem 2.9 (Finite speed of propagation). Let X ∈ C((0, T ]×O) be an essen-
tially bounded, non-negative, very weak subsolution to the homogeneous Dirichlet
problem to (0.0) and set H := ‖X‖L∞(OT ). Then, for every s ∈ [0, T ]
supp(Xs+t) ⊆ B√
t
(
Hm−1
Cdet
) 1
2
√
Ct
(supp(Xs)), ∀t ∈ [0, T − s],
where t 7→ Ct is a continuous, non-decreasing function with Ct → 1 for t→ 0.
Proof. We argue as for Theorem 2.8 but apply Theorem 2.7 instead of Theorem
2.5. Let D := diam(O). We then estimate CT uniformly by
CT ≤ C¯T :=
1 + C(d,m)D(1 +D)‖µ0 − µ·‖C0,2([0,T ]×(O∩supp(X0)c))
e
−2(m−1)‖µ·−µ0‖C0([0,T ]×(O∩supp(X0)c))
.
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Hence, for
T¯ (h) := sup
{
T˜ ∈ [0, T ]
∣∣∣ T˜ C¯T˜ ≤ h2 CdetHm−1
}
,
we have T¯ (h) ≤ Tstoch for all ξ0 ∈ ∂(Bh(supp(X0))) as in the proof of Theorem 2.8
and for
R¯(t) := h−√t
(
Hm−1
Cdet
) 1
2 √
C¯t,
we have R¯(t) ≤ Rstoch(t) for all t ∈ [0, T ]. In particular, for all ξ0 ∈ ∂(Bh(supp(X0)))
we deduce
Xt(ξ0) = 0, ∀t ∈ [0, T¯ (h)]
Arguing as for Theorem 2.8 this implies supp(Xt) ⊆ Bh(supp(X0)) for all t ≤ T¯ (h).
Resolving for h yields
Xt ≡ 0 on B√
t
(
Hm−1
Cdet
) 1
2
√
C¯t
(supp(X0)),

Remark 2.10 (Unbounded domains O ⊆ Rd). In case of unbounded domains
O ⊆ Rd no pathwise uniqueness and existence theory (in the sense of existence of
a stochastic flow) has been established for (0.0) so far. We note, however, that the
simpler problem of constructing probabilistic solutions to (0.0) with z(k) being given
as paths of Brownian motions has been solved in [28] for d ≥ 3.
If the support of the initial condition X0 ∈ L∞(O) is compact and bounded away
from ∂O then the existence of corresponding essentially bounded, weak solutions X
to the homogeneous Cauchy-Dirichlet problem on short time intervals [0, T ] follows
from the finite speed of propagation properties proved in this paper. The time of
existence T allowed by this approach is limited due to the support supp(Xt) reaching
the boundary ∂O. In particular, for the Cauchy problem no restriction on the time
of existence has to be made.
For initial conditions X0 with compact support, also uniqueness of essentially
bounded, very weak solutions may be deduced from the methods of this paper at
least on short time intervals [0, T ]. Again, for the Cauchy problem no restriction
on the time interval has to be supposed.
The case of initial conditions with unbounded support, however, remains open.
3. Infinite dimensional random attractor
In this section we use the result of finite speed of propagation for SPME of the
form (0.0) to prove that the random attractor associated to
dXt = ∆(|Xt|msgn(Xt)) dt+ λXtdt+
N∑
k=1
fkXt ◦ dz(k)t , on OT ,
X(0) = X0, on O,
(3.12)
with homogeneous Dirichlet boundary conditions and λ > 0 has infinite fractal
dimension. First, we will prove the existence of an RDS corresponding to (3.12) in
Proposition 3.1, then we will obtain the existence of an associated random attractor
(Proposition 3.2) and provide lower bounds on its Kolmogorov ε-entropy (Theorem
3.3).
In the following we assume the driving signals z(k) to be given as paths of a sto-
chastic process with strictly stationary increments. More precisely, let (Ω,F ,Ft,P)
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be a filtered probability space, (zt)t∈R be an RN -valued adapted stochastic pro-
cess and ((Ω,F ,P), (θt)t∈R) be a metric dynamical system. For notions and re-
sults from the theory of RDS and random attractors we refer to [20, Section
1.2.1], [1, 11, 14, 15, 31]. We suppose:
(S1) (Strictly stationary increments) For all t, s ∈ R, ω ∈ Ω:
zt(ω)− zs(ω) = zt−s(θsω),
where we assume z0 = 0 for notational convenience only.
(S2) (Regularity) zt has continuous paths.
(S3) (Sublinear growth) zt(ω) = o(|t|) for t→ −∞, for all ω ∈ Ω.
3.1. Generation of an RDS and existence of a random attractor. If we
set fN+1 := λ and z
(N+1)
t := t, then (3.12) is of the form (0.0) and Proposition
2.3 implies the unique existence of a generalized weak solution X(·, s;ω)x with
X(s, s;ω)x = x for each s ∈ R, x ∈ L1(O) and driving signals t 7→ z(k)t (ω). Recall
that X(·, s;ω)x is defined to be a solution to (3.12) (resp. (0.0)) if
(3.13) Y (t, s;ω)(eµs(ω)−λsx) := eµt(ω)−λtX(t, s;ω)x, t ∈ [s,∞),
is a solution to (2.8) with initial condition Y (s, s;ω)(eµs(ω)−λsx) = eµs(ω)−λsx. We
set
ϕ(t− s, θsω)x := X(t, s;ω)x, for t ≥ s, ω ∈ Ω, x ∈ L1(O)
and note that in [20, Theorem 1.31] strict stationarity of z(k) was only needed to
prove the stochastic flow property for the solutions X(t, s;ω)x. Since the additional
term λXtdt in (3.12) does not depend on time, the same proof as in [20, Theorem
1.31] still yields
Proposition 3.1. The map ϕ is a continuous RDS on X = L1(O) and thus a
quasi-weakly-continuous RDS on each Lp(O), p ∈ [1,∞). In addition, ϕ is a quasi-
weakly∗-continuous RDS on L∞(O). ϕ satisfies comparison, i.e. for x1, x2 ∈ X
with x1 ≤ x2 a.e. in O
ϕ(t, ω)x1 ≤ ϕ(t, ω)x2, a.e. in O.
Moreover, ϕ satisfies ϕ(t, ω)0 = 0 and
i. x 7→ ϕ(t, ω)x is Lipschitz continuous on X, locally uniformly in t.
ii. t 7→ ϕ(t, ω)x is continuous in X.
In the following let D be the universe of all random closed sets in X .
As pointed out above we may rewrite (3.12) in the form of (2.8). From [20,
Theorem 1.12, Theorem 1.31] we deduce that there is a piecewisely smooth function
U(ω) : (0, T ]→ R+ such that
‖ϕ(t, ω)x‖L∞(O) ≤ U(t, ω), ∀(t, ω) ∈ (0, T ]× Ω.
Note that U does not depend on the initial condition x ∈ L1(O). This implies
D-bounded absorption for ϕ at time t = 0 with absorbing set being bounded with
respect to the ‖ · ‖L∞(O)-norm. Moreover, for each D ∈ D, ϕ(t, ω)D is locally
equicontinuous in (0, T ]×O, i.e. ϕ(t, ω)D = {ϕ(t, ω)x| x ∈ D} is a set of equicon-
tinuous functions on each compact set K ⊆ (0, T ]× O. This yields D-asymptotic
compactness for ϕ as in [20, Lemma 3.2]. We conclude:
Proposition 3.2 (Existence of a random attractor). The RDS ϕ has a D-random
attractor A (as an RDS on L1(O)). A is compact in each Lp(O) and attracts all
sets in D in Lp-norm, p ∈ [1,∞).
Moreover, A(ω) is a bounded set in L∞(O) and the functions in A(ω) are
equicontinuous on every compact set K ⊆ O.
FINITE SPEED OF PROPAGATION FOR SPME 15
3.2. Lower bounds on the Kolmogorov ε-entropy. We will now prove that
the random attractor constructed in Proposition 3.2 has infinite fractal dimension
in L1(O).
A precompact set A ⊆ X can be covered by a finite number of balls of radius
ε for each ε > 0. Let Nε(A) be the minimal number of such balls. Then, the
Kolmogorov ε-entropy of A is defined by
Hε(A) := log2(Nε(A)).
The fractal dimension of A is defined by
df (A) = lim sup
ε→0
Hε(A)
log2(
1
ε
)
.
We obtain
Theorem 3.3 (Lower bounds on the Kolmogorov ε-entropy). Let A be the random
attractor for ϕ constructed in Proposition 3.2. Then, the Kolmogorov ε-entropy of
A is bounded below by
Hδ(A(ω)) ≥ C(ω)δ
−d(m−1)
2+d(m−1) , ∀ω ∈ Ω,
where C(ω) > 0 is a constant which may depend on m, d. In particular, the fractal
dimension df (A(ω)) is infinite for all ω ∈ Ω.
Proof. The proof is inspired by [19, Theorem 4.1] and [21, Theorem 3.3]. In order
to prove the lower bound on the Kolmogorov ε-entropy we consider the unstable
manifold of the equilibrium point 0 defined by
M+(0, ω) := {u0 ∈ X | ∃ function u : (−∞, 0]→ X, such that
ϕ(t; θ−tω)u(−t) = u0 for all t ≥ 0 and ‖u(t)‖X → 0 for t→ −∞}.
Since A(ω) attracts all deterministic sets we have
M+(0, ω) ⊆ A(ω), ∀ω ∈ Ω.
Therefore, it is sufficient to derive a lower bound on the Kolmogorov ε-entropy for
the unstable manifold of 0.
In order to construct an element u0 ∈ M+(0, ω) we need to find a function
u : (−∞, 0]→ X converging to 0 for t→ −∞ such that
u0 = ϕ(t; θ−tω)u(−t) = X(0,−t;ω)u(−t) = Y (0,−t;ω)
(
eµ−t(ω)+λtu(−t)
)
, ∀t ≥ 0,
where we used (3.13). By defining u(−t) := e−µ−t(ω)−λtv(−t), due to (S3) it is
enough to find a bounded function v : (−∞, 0]→ X such that
(3.14) u0 = Y (0,−t;ω)v(−t), ∀t ≥ 0.
We note that (2.8) in case of (3.12) reads
∂tY (t, s;ω)x = e
µt(ω)−λt∆Φ(e−µt(ω)+λtY (t, s;ω)x),
Y (s, s;ω)x = x,
(3.15)
for a.e. t ≥ s. For x ∈ L∞(O) let Y (t, s;ω)x ∈ C((0,∞) × O) denote the corre-
sponding essentially bounded, weak solution to (3.15) given by Proposition A.2.
In order to find a function v satisfying (3.14), we use a time scaling to transform
(3.15) from the infinite time interval (−∞, 0] into a PDE on a finite time interval.
Let δ > 0 small enough such that (m − 1)λ − δ > 0 and set η := (m−1)λ−δ
m+1 . Then
(3.15) may be rewritten as
∂tY (t, s;ω)x = e
δteµt+µt∆Φ(e−µt+µtY (t, s;ω)x).
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We define T = 1
δ
and
F (t) :=
eδt
δ
: (−∞, 0] 7→ (0, T ],
G(t) = F−1(t) =
log(δt)
δ
: (0, T ] 7→ (−∞, 0].
We note G ∈ C1(0, T ] with G′(t) > 0, G(T ) = 0 and G(t)→ −∞ for t→ 0. Let
U(t, s;ω)x := Y (G(t), G(s);ω)x for t ≥ s, t, s ∈ (0, T ]. Then U(·, s;ω)x is a weak
solution to
∂tU(t, s;ω)x = e
µG(t)+ηG(t)∆Φ(e−µG(t)+ηG(t)U(t, s;ω)x), on [s,∞)×O
U(s, s;ω)x = x.
(3.16)
The rigorous proof of this transformation proceeds by considering a non-degenerate
approximation Φ(δ)(r) := Φ(r)+ δr and smoothed coefficients µ(δ). In this case the
transformation is a direct consequence of the classical chain-rule. One may then
use local equicontinuity and uniform boundedness of the approximating solutions
Y (δ) to pass to the limit.
Thus, we can solve (3.16) on each interval [τ, T ] with τ > 0. In order to construct
the required function v : (−∞, 0]→ X we aim to solve (3.16) on the whole interval
[0, T ]. Let ρ1(t) := e
µG(t)+ηG(t), ρ2(t) := e
−µG(t)+ηG(t). Due to condition (S3), for
each ε > 0 there is a t0(ε) < 0 small enough, such that
‖µG(t)‖Cn(O) ≤ ε
(
N∑
k=1
‖fk‖Cn(O)
)
|G(t)|, ∀t ≤ t0(ε), n ∈ N.
Choosing ε > 0 small enough we thus obtain
‖ρ1(t)‖Cn(O) ≤ e‖µG(t)‖C0(O)+ηG(t)P (‖µG(t) + ηG(t)‖Cn(O))→ 0, for t→ 0,
for some polynomial P . Similarly,
|∂ξi1 ,...,ξinρ1(t)|2
ρ1(t)
≤ ρ1(t)
2P (‖µG(t) + ηG(t)‖Cn(O))
ρ1(t)
≤ e‖µG(t)‖C0(O)+ηG(t)P (‖µG(t) + ηG(t)‖Cn(O))→ 0, for t→ 0,
for all i1, ..., in ∈ {1, ..., d}. The same reasoning applies for ρ2. In particular,
ρ1, ρ2 ∈ C0,n(O¯T ) for all n ∈ N. Hence, (3.16) is of the form (A.17) and Proposition
A.2 implies the existence of a very weak solution
U(·, 0;ω)x ∈ L∞([0, T ]×O) ∩ C((0, T ]×O)
with homogeneous Dirichlet boundary conditions for each initial condition x ∈
L∞(O).
Reversing the time transformation we define
v(t) := U(F (t), 0;ω)x, t ∈ (−∞, 0].
Uniqueness of essentially bounded, very weak solutions to (3.16) (Theorem A.3)
implies
U(t, s;ω)x = U(t, r;ω)U(r, s;ω)x, ∀0 ≤ s ≤ r ≤ t ≤ T.
Hence,
v(0) = U(F (0), 0;ω)x = U(F (0), F (s);ω)U(F (s), 0;ω)x
= U(F (0), F (s);ω)v(s) = Y (0, s;ω)v(s),
for all s < 0. Consequently, v(0) ∈M+(0, ω) for each x ∈ L∞(O).
In order to use this construction of elements v(0) ∈ M+(0, ω) to derive a lower
bound on the Kolmogorov ε-entropy of M+(0, ω) we consider solutions to (3.16)
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so that the final values v(0) = U(F (0), 0;ω)x are sufficiently far apart (w.r.t. the
L1-norm): For ε > 0 small enough we can find a finite set Rε = {ξi} ⊆ O such that
B(ε, ξi) ∩B(ε, ξj) = ∅, for i 6= j,
|Rε| ≥ Cε−d,
B¯(ε, ξi) ⊂ O, ∀i.
Let xi0 := M1B( ε2 ,ξi) and M = (mε)
2
m−1 , where m > 0 will be specified below.
By Proposition A.2,
Hi := ‖U i(·, 0;ω)x‖L∞(OT ) ≤ C‖xi0‖L∞(O) ≤ C(mε)
2
m−1 .
Thus, the bound on the rate of expansion of the support of U i given in Theorem
A.6 becomes
supp(U it ) ⊆ BCεm√Ct√t(supp(xi0)) ⊆ BCεm√CT√T+ ε2 (ξi), ∀t ∈ [0, T ],
where t 7→ Ct is a continuous function. Thus, choosing m small enough yields
supp(U it ) ⊆ Bε(ξi), ∀t ∈ [0, T ].
Hence, U i, U j have disjoint support on [0, T ]. Therefore, also
Um(t, ξ) =
|Rε|∑
i=1
miU
i(t, ξ),
for eachm ∈ {0, 1}|Rε| is a very weak solution to (3.16) with homogeneous Dirichlet
boundary conditions. For m1 6= m2 let i such that m1i 6= m2i . By Proposition A.4
we observe
‖Um1(T )− Um2(T )‖L1(O) ≥ ‖U i(T )‖L1(O) ≥ e−CT ‖U i(0)‖L1(O) ≥ Ce−CT ε
2
m−1+d.
Hence,
Hδ(A(ω)) ≥ Hδ(M+(0, ω)) ≥ log2 2|Rδ| ≥ C(ω)δ−
d(m−1)
2+d(m−1)
and
df (A(ω)) ≥ df (M+(0, ω)) = lim sup
δ→0
Hδ(M+(0, ω))
log2(
1
δ
)
=∞.

Appendix A. Finite speed of propagation for more general
perturbations
In Section 2.1 we proved finite speed of propagation for (0.0) via the transformed
equation (2.8). The precise structure of the spatially dependent perturbing factors
eµ, e−µ has been used to provide explicit and locally optimal bounds on the rate of
hole-filling. By disregarding the optimality of the estimates, more general perturba-
tions may be allowed. Such an extension of the results of Section 2.1 is required in
Section 3 in order to prove lower bounds for the Kolmogorov ε-entropy of the ran-
dom attractor. In this section we provide some details on the proof of finite speed
of propagation for more general perturbing factors. We consider the homogeneous
Dirichlet problem for
∂tYt = ρ1∆Φ(ρ2Yt), on OT
Y (0) = Y0, on O,(A.17)
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where ρ1, ρ2 ∈ C0,2(O¯T ) are non-negative. (Local, generalized, very) weak solutions
to (A.17) are defined analogously to Definition 2.1. In particular, a function Y ∈
L1(OT ) with Φ(ρ2Y ) ∈ L1(OT ) satisfying∫
OT
Y ∂rη dξdr +
∫
O
Y0η0 dξ ≥−
∫
OT
Φ(ρ2Y )∆(ρ1η) dξdr
+
∫
ΣT
Φ(ρ2g)∂ν(ρ1η)dϑdr,
(A.18)
for all non-negative η ∈ C1,2(O¯T ) with η|PT = 0 and for some functions Y0 ∈ L1(O),
Φ(g) ∈ L1(ΣT ) is said to be a very weak subsolution to the (inhomogeneous)
Cauchy-Dirichlet problem to (A.17).
A.1. Existence of very weak solutions to (A.17). Let Y0 ∈ L∞(O). We will
only require the existence of solutions to (A.17) with homogeneous Dirichlet bound-
ary conditions (i.e. g ≡ 0) and for ρ1, ρ2 satisfying one of the following conditions
(A1) ρ2 is strictly positive on [0, T ]× O¯,
(A2) ρ2 is strictly positive on (0, T ]× O¯ and ‖ρ2(t)‖C2(O) → 0 for t→ 0.
The construction of solutions for (A.17) relies on a smooth, non-degenerate ap-
proximation of Φ. I.e. for δ > 0 let
Φ(δ)(r) := Φ(r) + δr,
ρ
(δ)
1 , ρ
(δ)
2 ∈ C∞(OT ) be approximations of ρ1, ρ2 in C0,2(O¯T ) and let Y (δ)0 ∈ C∞(O)
be smooth approximations of Y0 in L
∞(O). We consider the approximating prob-
lems
∂tY
(δ)
t = ρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 )Φ
(δ)(Y
(δ)
t )
)
, on OT
Y (δ)(0) = Y
(δ)
0 , on O,
(A.19)
with homogeneous Dirichlet boundary conditions. Since (A.19) is a non-degenerate,
quasilinear PDE with smooth coefficients, standard results imply the unique exis-
tence of a classical solution Y (δ) (cf. e.g. [26]).
The main ingredient of the construction of solutions to (A.17) is the following
a-priori L∞ bound
Lemma A.1. Let M := ‖Y0‖L∞(O) < ∞ and assume (A1) or (A2). Then, there
are constants C, δ0 = δ0(M) > 0 such that
sup
δ∈[0,δ0]
‖Y (δ)‖C0([0,T ]×O) ≤ C‖Y0‖L∞(O) <∞.
Proof. Case (A1): The proof relies on a combination of explicit supersolutions to
(0.3) with an interval splitting technique as it has been used in [9, 20].
In the following let ϕ ∈ C2(O) be the solution to
∆ϕ = −1, on O
ϕ = 1, on ∂O.
By the maximum principle we have ϕ ≥ 1.
Since {ρ(δ)2 }δ∈[0,1] is a compact set in C0,2(OT ) and may be chosen such that
inf
δ∈[0,1], (t,ξ)∈[0,T ]×O
ρ
(δ)
2 (t, ξ) > 0,
we have
η
(δ)
i := Φ
(
ρ
(δ)
2
ρ
(δ)
2 (τi)
)
∈ C0,2(OT )
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with η
(δ)
i (t)→ 1 in C2(O) for t→ τi uniformly in δ ∈ [0, 1] and τi ∈ [0, T ]. Hence,
∆(ϕη
(δ)
i ) = −η(δ)i + 2∇ϕ · ∇η(δ)i + ϕ∆η(δ)i ≤ −
1
2
, ∀ξ ∈ O, δ ∈ [0, 1]
and all |t − τi| small enough. We can thus choose a finite partition 0 = τ0 < τ1 <
τ2 < ... < τN = T of [0, T ] such that
sup
δ∈[0,1]
∆
(
ϕΦ
(
ρ
(δ)
2
ρ
(δ)
2 (τi)
))
≤ −1
2
, on [τi, τi+1]×O,
for all i = 0, ..., N − 1.
We will prove the bound iteratively over i = 0, ..., N−1. Suppose the bound has
been shown on [0, τi] for some i ≥ 0 and let ‖Yτi‖L∞(O) ≤ CiM . Choosing
K(i)(t, ξ) := ϕ(ξ)
1
m
‖ρ(δ)2 ‖C0,2(OT )
ρ
(δ)
2 (τi, ξ)
CiM ∈ C2(OT ),
we have K(i)(τi, ξ) ≥ ‖Yτi‖L∞(O), ∂tK(i) = 0 and
ρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 )Φ
(δ)(K(i))
)
= ρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 K
(i))
)
+ δρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 )K
(i)
)
≤ ‖ρ(δ)2 ‖C0,2(OT )CiMρ(δ)1
(
−1
2
‖ρ(δ)2 ‖m−1C0,2(OT )(CiM)m−1 + δ∆
(
Φ(ρ
(δ)
2 )ϕ
1
m
ρ
(δ)
2 (τi)
))
≤ 0,
by the choice of the partition {τi}i=0,...,N , for all δ ≤ δ0(M) small enough.
Consequently, K(i) is a supersolution to (A.19) on [τi, τi+1] × O and the upper
bound follows since K(i)(t, ξ) ≤ Ci+1M , with Ci+1 depending on the data only.
The derivation of the lower bound proceeds analogously.
Case (A2): We only need to prove the claim on some small interval [0, τ1] with
τ1 > 0, since case (A1) may be applied on [τ1, T ] subsequently. Choose τ1 ∈ (0, T ]
such that
sup
δ∈[0,1]
∆
(
ϕΦ
(
ρ
(δ)
2
))
≤ −1
2
, on [0, τ1]×O.
This is possible since ‖ρ2(t)‖C2(O) → 0 for t→ 0 by assumption. Let K(0)(t, ξ) :=
ϕ(ξ)
1
mM . Then ∂tK = 0 and
ρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 )Φ
(δ)(K)
)
= ρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 K)
)
+ δρ
(δ)
1 ∆
(
Φ(ρ
(δ)
2 )K
)
=Mρ
(δ)
1
(
Mm−1∆
(
ϕΦ(ρ
(δ)
2 )
)
+ δ∆
(
Φ(ρ
(δ)
2 )ϕ
1
m
))
≤ 0,
on [0, τ1]×O for δ ≤ δ0(M) small enough. Hence, K(0) is a supersolution to (A.19)
on [0, τ1]×O and
Y (δ) ≤ K(0) ≤ CM, on [0, τ1]×O.
The lower bound may be derived analogously. 
Proposition A.2 (Existence of very weak solutions to (A.17)). Let Y0 ∈ L∞(O)
and assume (A1) or (A2). Then, there exists a very weak solution Y ∈ C((0, T ]×O)
to (A.17) with Dirichlet boundary conditions satisfying
YL∞(OT ) ≤ C‖Y0‖L∞(O),
for some constant C > 0.
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Proof. Based on the uniform L∞ estimate for the approximating solutions Y (δ)
derived in Lemma A.1, we obtain local equicontinuity of Y (δ) in O by [18] (cf.
also [20, Theorem 1.12]. I.e. Y (δ) ∈ C(K) for each compact set K ⊆ (0, T ] × O
with modulus of continuity independent of δ > 0.
By a diagonal argument it follows that there exists a Y ∈ C((0, T ] × O) with
‖Y ‖L∞(OT ) ≤ C‖Y0‖L∞(O) such that Y δ → Y (passing to a subsequence if neces-
sary) locally uniformly on O. By dominated convergence, this implies that Y is a
very weak solution to (A.17). 
A.2. Comparison and uniqueness for (A.17). We now prove a comparison re-
sult for (A.17). In particular, this implies Theorem 2.4 since sub/supersolutions to
(0.0) are defined in terms of solutions to (2.8) and thus it is enough to prove the
comparison result for (2.8). We will assume either of
(A1’) ρ1 is strictly positive on [0, T ]× O¯,
(A2’) ρ1 is strictly positive on (0, T ]× O¯ and∥∥∥∥ |∇ρ1(t)|2ρ1(t)
∥∥∥∥
C0(O)
+
∥∥∥∥ |∆ρ1(t)|2ρ1(t)
∥∥∥∥
C0(O)
→ 0, for t→ 0.
Theorem A.3 (Comparison for very weak solutions). Let Y (1), Y (2) be essentially
bounded sub/supersolutions to (A.17) with initial conditions Y
(1)
0 ≤ Y (2)0 and bound-
ary data g(1) ≤ g(2) a.e. in O respectively. Assume either (A1’) or (A2’). Then,
Y (1) ≤ Y (2), a.e. in O.
In particular, essentially bounded, very weak solutions are unique.
Proof. The proof proceeds similar to [20, Theorem 1.3]. Let Y (1), Y (2) be as in the
statement, Y := Y (1) − Y (2) and g := g(1) − g(2). Then∫
OT
Y ∂rη dξdr
≥ −
∫
O
(Y
(1)
0 − Y (2)0 )η0dξ −
∫
OT
(
Φ(ρ2Y
(1))− Φ(ρ2Y (2))
)
∆(ρ1η) dξdr
+
∫
ΣT
(Φ(ρ2g
(1))− Φ(ρ2g(2)))∂ν(ρ1η)dϑdr
≥ −
∫
O
Y0η0dξ −
∫
OT
aY∆(ρ1η) dξdr +
∫
ΣT
(Φ(ρ2g
(1))− Φ(ρ2g(2)))∂ν(ρ1η)dϑdr,
for all non-negative η ∈ C1,2(O¯T ) with η = 0 on PT , where
at :=


Φ(ρ2(t)Y
(1)
t )−Φ(ρ2(t)Y (2)t )
Y
(1)
t −Y (2)t
, for Y
(1)
t 6= Y (2)t
0 , otherwise.
Case (A1’): Let ρ
(ε)
1 ∈ C∞(OT ) be a smooth approximation of ρ1 in C0,2(OT ),
such that ‖ρ(ε)1 − ρ1‖C0,2(OT ) ≤ ε2. By equicontinuity of t 7→ ρ(ε)1 (t) in C2(O) we
can choose a partition 0 = τ0 < ... < τN = T such that
C1‖ρ(ε)1 (τi)‖C0(O)


∥∥∥∥∥∇
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)∥∥∥∥∥
2
C0([τi,τi+1]×O)
+
∥∥∥∥∥∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)∥∥∥∥∥
2
C0([τi,τi+1]×O)


≤ c
4
, ∀i = 0, ..., N − 1, ε > 0,
(A.20)
where c, C1 > 0 are constants that will be specified below (depending on ‖a‖L∞(OT )
only). Let γ := maxi=0,...,N−1 |τi+1 − τi|.
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We prove Y ≤ 0 a.e. via induction over i = 0, ..., N − 1. Thus, assume Y ≤ 0
on [0, τi]×O almost everywhere. We can modify τi so that (A.20) is preserved
and Y (τi) ≤ 0 a.e. in O. Define Oi := [τi, τi+1] × O, Σi = [τi, τi+1] × ∂O, Pi =
Σi ∪ ({T } × O). Then∫
Oi
Y
(
∂rη + a∆(ρ1η)
)
dξdr ≥−
∫
O
Yτiητidξ
+
∫
Σi
(Φ(ρ2g
(1))− Φ(ρ2g(2)))∂ν(ρ1η)dϑdr,
for all non-negative η ∈ C1,2([τi, τi+1] × O¯) with η = 0 on Pi. Since η ≥ 0 on Oi,
we have ∂ν(ρ1η) ≤ 0 on Σi and thus
−
∫
O
Yτiητidξ +
∫
Σi
(Φ(ρ2g
(1))− Φ(ρ2g(2)))∂ν(ρ1η)dϑdr ≥ 0.
We conclude, ∫
Oi
Y
(
∂rη + a∆(ρ1η)
)
dξdr ≥ 0,
for all non-negative η ∈ C1,2([τi, τi+1]× O¯) with η = 0 on Pi.
For Y
(1)
t 6= Y (2)t we have at = ρ2(t)Φ˙(ζt) with ζt ∈ [ρ2(t)Y (1)t , ρ2(t)Y (2)t ] and thus
‖a‖L∞(OT ) < ∞ by essential boundedness of Y (i). We consider a non-degenerate,
smooth approximation of a. Set aˆε := a∨ε and let aε,δ be a smooth approximation
of aˆε such that aε,δ ≥ ε and
∫
OT |Y |2(aˆε− aε,δ)2 dξdr ≤ δ. Then choose aε = aε,ε2 .
Let η = ϕ
ρ
(ε)
1 (τi)
∈ C0,2(Oi) with ϕ being the classical solution to
∂tϕ+ aερ
(ε)
1 (τi)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
− θ = 0, on Oi
ϕ = 0, on [τi, τi+1]× ∂O
ϕ(τi+1) = 0, on O,
(A.21)
where θ is an arbitrary, non-positive, smooth testfunction and for simplicity of
notation we suppress the ε-dependency of ϕ. Time inversion transforms (A.21)
into a uniformly parabolic linear equation with smooth coefficients. Thus, unique
existence of a non-negative classical solution follows from standard results (cf. e.g.
[26]).
Consequently,
0 ≤
∫
Oi
Y
(
∂rη + a∆(ρ1η)
)
dξdr
=
∫
Oi
Y
(
∂rη + aε∆(ρ
(ε)
1 η)
)
dξdr +
∫
Oi
Y (a− aε)∆(ρ(ε)1 η) dξdr
+
∫
Oi
Y a∆((ρ1 − ρ(ε)1 )η) dξdr
=
∫
Oi
1
ρ
(ε)
1 (τi)
Y θ dξdr +
∫
Oi
Y (a− aε)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
dξdr
+
∫
Oi
Y a∆
(
ρ1 − ρ(ε)1
ρ
(ε)
1 (τi)
ϕ
)
dξdr.
(A.22)
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We need to prove that the last two terms vanish for ε→ 0. We note∫
Oi
Y (a− aε)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
dξdr
≤ C
(∫
Oi
aε|∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
|2 dξdr
) 1
2 √
ε
≤ C
∥∥∥∥∥ ρ
(ε)
1
ρ
(ε)
1 (τi)
∥∥∥∥∥
C2(Oi)
(∫
Oi
aε|∆ϕ|2 + |∇ϕ|2 dξdr
) 1
2 √
ε
(A.23)
and ∫
Oi
Y a∆
(
ρ1 − ρ(ε)1
ρ
(ε)
1 (τi)
ϕ
)
dξdr ≤ C
∥∥∥∥∥ρ1 − ρ
(ε)
1
ρ
(ε)
1 (τi)
∥∥∥∥∥
H2(Oi)
‖ϕ‖H2(Oi)
≤ Cε2‖ϕ‖H2(Oi).
(A.24)
Therefore, we first derive a bound for ‖ϕ‖H2(Oi) with explicit control on the
possible explosion for ε → 0. Let ζ ∈ C∞(R) with ζ(τi) = 0, ζ ≤ 1 on [0, T ] and
ζ˙ ≥ c > 0, for some c ≤ 14γ . Multiplying (A.21) by ζ∆ϕ and integrating yields∫
Oi
(∂rϕ) ζ∆ϕ dξdr
=
∫
Oi
(
−aερ(ε)1 (τi)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
ζ∆ϕ+ θζ∆ϕ
)
dξdr.
(A.25)
We compute
−
∫
Oi
aερ
(ε)
1 (τi)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
ζ∆ϕ dξdr
= −
∫
Oi
ζaερ
(ε)
1 (τi)
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)
|∆ϕ|2 dξdr
+
∫
Oi
ζaερ
(ε)
1 (τi)
(
2∇
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)
∇ϕ+ ϕ∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
))
∆ϕ dξdr
≤ −1
4
∫
Oi
ζaερ
(ε)
1 |∆ϕ|2 dξdr
+ C1‖ρ(ε)1 (τi)‖C0(O)
∥∥∥∥∥∇
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)∥∥∥∥∥
2
C0(Oi)
∫
Oi
|∇ϕ|2 dξdr
+ C1‖ρ(ε)1 (τi)‖C0(O)
∥∥∥∥∥∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
)∥∥∥∥∥
2
C0(Oi)
∫
Oi
|ϕ|2 dξdr
≤ −1
4
∫
Oi
ζaερ
(ε)
1 (τi)|∆ϕ|2 dξdr +
c
4
∫
Oi
|∇ϕ|2 dξdr,
where we use (A.20). Using this in (A.25) together with the arbitrariness of ζ with
the above properties, Fatou’s Lemma and strict positivity of ρ
(ε)
1 (τi) we deduce
c
2
∫
Oi
|∇ϕ|2 dξdr + 1
4
∫
Oi
aε|∆ϕ|2 dξdr ≤ C
∫
Oi
|∇θ|2 dξdr
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and ‖ϕ‖H2(Oi) ≤ Cε
∫
Oi |∇θ|2dξdr due to aε ≥ ε. For (A.23) this implies∫
Oi
Y (a− aε)∆
(
ρ
(ε)
1
ρ
(ε)
1 (τi)
ϕ
)
dξdr ≤ C‖θ‖2H10 (Oi)
√
ε.
for (A.24) ∫
Oi
Y a∆
(
ρ1 − ρ(ε)1
ρ
(ε)
1 (τi)
ϕ
)
dξdr ≤ Cε‖θ‖2H10(Oi).
Taking ε→ 0 in in (A.22) thus yields
0 ≤
∫
Oi
1
ρ
(ε)
1 (τ1)
Y θ dξdr,
for any non-positive, smooth testfunction θ. Thus Y (1) ≤ Y (2) in Oi = [τi, τi+1]×O
almost everywhere. Induction finishes the proof.
Case (A2’): It is sufficient to prove comparison for a short time-interval [0, τ1]
for some τ1 > 0, since case (A1’) may be applied on [τ1, T ] subsequently. Let
0 = τ0 < τ1. As for case (A1’) we note∫
O0
Y
(
∂rη + a∆(ρ1η)
)
dξdr ≥ 0,
for all non-negative η ∈ C1,2([0, τ1]× O¯) with η = 0 on P0.
We follow the same idea of prove as in the case of (A1’). Hence, let a(ε), ρ
(ε)
1 be
smooth approximations as before and ϕ be the classical solution to
∂tϕ+ aε∆(ρ
(ε)
1 ϕ)− θ = 0, on O0
ϕ = 0, on [0, τ1]× ∂O
ϕ(τ1) = 0, on O,
(A.26)
where θ is an arbitrary, non-positive, smooth testfunction. As for (A.22) this yields
0 ≤
∫
O0
Y θ dξdr +
∫
O0
Y (a− aε)∆(ρ(ε)1 ϕ) dξdr
+
∫
O0
Y a∆((ρ1 − ρ(ε)1 )ϕ) dξdr.
We thus aim to show that the last two terms vanish for ε→ 0. Due to the degener-
acy of ρ1(t) for t→ 0 care has be taken in establishing the required a-priori bound
on ϕ. Multiplying (A.26) by ζ∆ϕ as before and noting
∆(ρ
(ε)
1 ϕ) = ρ
(ε)
1 ∆ϕ+ 2∇ρ(ε)1 · ∇ϕ+ ϕ∆ρ(ε)1
we obtain∫
O0
(∂rϕ) ζ∆ϕ dξdr
=
∫
O0
(
−aε∆(ρ(ε)1 ϕ)ζ∆ϕ + θζ∆ϕ
)
dξdr
≤ −1
2
∫
O0
aερ
(ε)
1 ζ|∆ϕ|2 dξdr
+

C1
∥∥∥∥∥ |∇ρ
(ε)
1 |2
ρ
(ε)
1
∥∥∥∥∥
C0(O0)
+ C1
∥∥∥∥∥ |∆ρ
(ε)
1 |2
ρ
(ε)
1
∥∥∥∥∥
C0(O0)
+
c
4

∫
O0
|∇ϕ|2 dξdr
+ C
∫
O0
|∇θ|2 dξdr,
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where C1 is a constant depending only on ‖a‖L∞(OT ) and c > 0 is a constant as in
case (A1’). We now choose τ1 > 0 such that
C1


∥∥∥∥∥ |∇ρ
(ε)
1 |2
ρ
(ε)
1
∥∥∥∥∥
C0(O0)
+
∥∥∥∥∥ |∆ρ
(ε)
1 |2
ρ
(ε)
1
∥∥∥∥∥
C0(O0)

 ≤ c
4
.
By the choice of τ1 and Fatou’s Lemma we get
c
2
∫
O0
|∇ϕ|2 dξdr + 1
2
∫
O0
aερ
(ε)
1 |∆ϕ|2 dξdr ≤ C
∫
O0
|∇θ|2 dξdr
and we conclude the proof as in case (A1’). 
A.3. Lower bound on L1-decay for (A.17). In this section we provide a lower
bound for the decay of the L1 norm of solutions to (A.17). This estimate is required
in Section 3 in order to ensure that the constructed solutions with disjoint support
have a sufficiently large distance with respect to the L1-norm.
Proposition A.4. Let Y ∈ C((0, T ]×O) be an essentially bounded, non-negative,
very weak supersolution to the homogeneous Cauchy-Dirichlet problem for (A.17)
with uniformly compact support, i.e. K :=
⋃
t∈[0,T ] supp(Yt) ⋐ O is a precompact
set. Then, there is a constant C > 0 such that
‖Yt‖L1(O) ≥ e−Ct‖Y ‖
m−1
L∞(OT )‖Y0‖L1(O), ∀t ∈ [0, T ].
Proof. It is easy to see that Y is a very weak supersolution to the homogeneous
Cauchy-Dirichlet problem for (A.18) iff
∫
O
Ytϕ dξ −
∫
O
Ysϕ dξ ≤−
∫ t
s
∫
O
Φ(ρ2Y )∆(ρ1ϕ) dξdr, ∀0 ≤ s < t ≤ T,
(A.27)
and all non-negative ϕ ∈ C2(O¯) with ϕ|∂O = 0. Let M := ‖Y ‖L∞(OT ). We choose
a test-function ϕ ∈ C2c (O) with ϕ ≡ 1 on K. Then
‖Yt‖L1(O) =
∫
O
Ytϕdξ
≤
∫
O
Ysϕdξ −
∫ t
s
∫
O
Φ(ρ2Y )∆(ρ1ϕ)dξdr
= ‖Ys‖L1(O) −Mm−1
∫ t
s
∫
O
Φ(ρ2)
(
Y
M
)m−1
|Y |∆ρ1dξdr
≥ ‖Ys‖L1(O) −Mm−1(‖ρ1‖C0,2(OT ) + ‖ρm2 ‖C0(OT ))
∫ t
s
‖Yr‖L1(O)dr,
for all 0 ≤ s < t ≤ T . Gronwall’s Lemma finishes the proof. 
A.4. Finite speed of propagation for (A.17). The proof of finite speed of prop-
agation for (A.17) is very similar to Theorem 2.8 and is based on a bound for the
speed of hole-filling as given in Theorem 2.7. The arguments remain the same
with minor changes in the calculation. For the readers convenience we state the
corresponding results in detail and give some short remarks on the proofs.
Theorem A.5. Let ξ0 ∈ Rd, T,R > 0 and Y ∈ C((0, T ]×BR(ξ0)) be an essentially
bounded, non-negative, very weak subsolution to (A.17) with vanishing initial value
Y0 on BR(ξ0) and boundary value g satisfying H := ‖g‖L∞([0,T ]×∂BR(ξ0)) < ∞.
Define Tstoch by
Tstoch := sup
{
T˜ ∈ [0, T ]
∣∣∣ T˜CT˜ ≤ R2H−(m−1)
}
,
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where t 7→ Ct is a continuous, non-decreasing function.
Then Yt vanishes in BRstoch(t)(ξ0) for all t ∈ [0, Tstoch], where
Rstoch(t) = R−
√
t
√
CtH
m−1
2 .
Proof. As in Theorem 2.7 the proof is based on the construction of an appropriate
supersolution to (A.17). For r ∈ (0, R], ξ1 ∈ Rd, T˜ > 0 let
W (t, ξ, ξ1) := C˜|ξ − ξ1| 2m−1
(
T˜ − t
) −1
m−1
, t ∈ [0, T˜ ), ξ ∈ Br(ξ1).
Direct computations yield
∂tW (t, ξ, ξ1) ≥ ρ1∆(ρ2W (t, ξ, ξ1))m
on [0, T˜ )× Br(ξ1) if
1 ≥ C(d,m)C˜m−1(1 +R)2‖ρ1‖C0([0,T˜ ]×BR(ξ0))‖ρ2‖C0,2([0,T˜ ]×BR(ξ0)),
for all (t, ξ) ∈ [0, T˜ ) ×Br(ξ1) and some generic constant C(d,m). This is satisfied
for the choice
C˜m−1 = C˜m−1
T˜
:=
(
C(d,m)(1 +R)2‖ρ1‖C0([0,T˜ ]×BR(ξ0))‖ρ2‖C0,2([0,T˜ ]×BR(ξ0))
)−1
.
Moreover,
W (t, ξ, ξ1) = C˜|ξ − ξ1| 2m−1
(
T˜ − t
) −1
m−1 ≥ H,
for a.a. (t, ξ) ∈ [0, T˜ )× ∂Br(ξ1) is satisfied if
T˜ C˜
−(m−1)
T˜
≤ r2H−(m−1)
We conclude the proof as for Theorem 2.7. 
As in Theorem 2.9 we may now use Theorem A.5 to deduce
Theorem A.6. Let Y ∈ C((0, T ] × O) be an essentially bounded, non-negative,
very weak subsolution to the homogeneous Dirichlet problem to (0.0) and set H :=
‖Y ‖L∞(OT ). Then, for every s ∈ [0, T ]
supp(Ys+t) ⊆ B√
t
√
CtH
m−1
2
(supp(Ys)), ∀t ∈ [0, T − s],
where t 7→ Ct is a continuous, non-decreasing function.
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