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Abstract
LetX be a real or complex locally convex vector space andLc(X) denote the ring (in fact the algebra)
of continuous linear operators onX. In this note, we characterize certain one-sided ideals of the ringLc(X)
in terms of their rank-one idempotents. We use our main result to show that a one-sided ideal of the ring of
continuous linear operators on a real or complex locally convex space is triangularizable if and only if the
one-sided ideal is generated by a rank-one idempotent if and only if rank(AB − BA)  1 for all A,B in
the one-sided ideal. Also, a description of irreducible one-sided ideals of the ringLc(X) in terms of their
images or coimages will be given. (The counterparts of some of these results hold true for one-sided ideals
of the ring of all right (resp. left) linear transformations on a right (resp. left) vector space over a general
division ring.)
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1. One-sided ideals of continuous linear operators
Throughout this note, unless otherwise stated, X stands for a real or complex locally convex
vector space. The terms subspace and operator or linear operator will, respectively, be used to
describe a closed subspace of a locally convex vector space X and a continuous linear operator
onX. We useLc(X) to denote the ring (in fact the algebra) of continuous linear operators onX.
It is worth mentioning that if the space X happens to be a normed linear space, then the algebra
of bounded linear operators on X, denoted by B(X), coincides withLc(X). A collectionF of
linear operators inLc(X) is called reducible ifF = {0} or it has a nontrivial invariant subspace
and irreducible otherwise. A collectionF of linear operators inLc(X) is called simultaneously
triangularizable or simply triangularizable if there exists a maximal chain of the subspaces ofX
each of which is invariant under the collection F. The (topological) dual of X, denoted by the
symbolX∗, is defined to beLc(X, F), the set of all continuous linear functionals fromX into F,
where, as is usual, F stands for R or C. Let {xi}ni=1 (n ∈ N) be a finite independent subset of X.
By [5, Theorem II.4.2], there is an independent subset {f i}ni=1 of continuous linear functionals
onX satisfying f i(xj ) = δij , where 1  i, j  n and δ denotes the Kronecker delta. Every such
independent subset of X∗ is called a dual independent subset with respect to {xi}ni=1.
Recall that the weak* topology or the topology σ(X∗,X) of X∗ is the weakest topology on
X∗ for which every xˆ ∈ X∗∗ is continuous, where x ∈ X andˆ : X→ X∗∗ (x → xˆ) is the natural
mapping from X into X∗∗. The space X∗ under its weak* topology is a locally convex vector
space. For a locally convex space X, unless otherwise stated, X∗ is equipped with its weak*
topology. For a subset S of X, we define S⊥ :={f ∈ X∗ : f (S) = 0}. It is easy to see that S⊥ is
a weak* closed subspace ofX∗. LetX andY be two locally convex vector spaces (resp. normed
linear spaces) over F. For T ∈Lc(X,Y), the set of all continuous linear operators fromX intoY
(resp. T ∈ B(X,Y), the set of all bounded linear operators fromX intoY), we use the symbol T ∗
to denote the (topological) adjoint of T which is defined as the restriction of the algebraic adjoint
of T toY∗. It can be shown that if T ∈Lc(X,Y) (resp. T ∈ B(X,Y)), then T ∈Lc(Y∗,X∗)
(resp. T ∗ ∈ B(Y∗,X∗) and ‖T ∗‖ = ‖T ‖) (see [5, IV.7.4] (resp. [2, Proposition 3.1.2])).
We start off with a simple lemma, which will be used in what follows.
Lemma 1.1. LetX andY be two locally convex spaces and C ⊆Lc(X,Y). Then the following
equalities hold:(⋂
T ∈C
ker T
)⊥
=
〈 ⋃
T ∈C
T ∗Y∗
〉w∗
,
(⋂
T ∈C
ker T ∗
)
=
〈 ⋃
T ∈C
TX
〉⊥
,
where
〈⋃
T ∈C T ∗Y∗
〉w∗
denotes the closure of 〈⋃T ∈C T ∗Y∗〉 in the weak* topology of X∗.
Proof. First we prove the equality on the left. It is plain that
(⋂
T ∈C ker T
)⊥ ⊃ T ∗Y∗ for all T ∈
C. This together with the fact that
(⋂
T ∈C ker T
)⊥ is a closed subspace in the weak* topology of
X∗ yields
(⋂
T ∈C ker T
)⊥ ⊃ 〈⋃T ∈C T ∗Y∗〉w∗. Now let f ∈ X∗ \ 〈⋃T ∈C T ∗Y∗〉w∗ be arbitrary.
Note that by [2, Theorem 2.4.11] the dual ofX∗ with respect to the weak* topology ofX∗ is X̂. With
this in mind, since the subspace 〈⋃T ∈C T ∗Y∗〉w∗ is closed in the weak* topology ofX∗, it follows
from [2, Corollary 2.2.20] that there is an x ∈ X such that f (x) = 1 and xˆ(〈⋃T ∈C T ∗Y∗〉w∗) = 0,
implying that g(T x) = 0 for all g ∈ Y∗ and T ∈ C. From this, we see that f (x) = 1 and T x = 0
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for all T ∈ C. That is, x ∈ ⋂T ∈C ker T and f (x) = 1 /= 0. Thus, f ∈ X∗ \ (⋂T ∈C ker T )⊥. So
we have shown that X∗ \ 〈⋃T ∈C T ∗Y∗〉w∗ ⊂ X∗ \ (⋂T ∈C ker T )⊥. Therefore, the equality on
the left is proved.
The proof of the equality on the right in the above can be done in a similar fashion. For that one
needs to make use of the fact that ker T ∗ is a closed subspace in the weak* topology ofY∗ for all
T ∈Lc(X,Y). This fact follows from [5, Implication (a) ⇒ (b4) of VI.7.4] which asserts that if
T ∈Lc(X,Y) is arbitrary, then T ∗ ∈Lc(Y∗,X∗), i.e., T ∗ is weak*-to-weak* continuous. We
omit the proof for the sake of brevity. 
An important subset of Lc(X,Y) is the class of rank-one linear operators. It can be shown
that every rank-one continuous linear operator is of the form y ⊗ f for some y ∈ Y and f ∈ X∗,
where (y ⊗ f )(x) :=f (x)y for all x ∈ X.
For a family F ⊂Lc(X), we use ri(F) (resp. li(F)) to denote the right (resp. left) ideal
generated byF. IfF = {A}, it is obvious that ri(A) = ALc(X) (resp. li(A) =Lc(X)A). Also,
by the image and the kernel of the familyF, denoted by im(F) and ker(F), respectively, we mean
〈{Ax : A ∈F, x ∈ X}〉 and ⋂A∈F ker A. The coimage of the familyF, denoted by coim(F),
is defined as X/ kerF.
The following theorem characterizes all right (resp. left) ideals inLc(X) whose images (resp.
coimages) are finite-dimensional. The theorem shows that rank-one idempotents play an important
role in characterizing such one-sided ideals ofLc(X).
Theorem 1.2. LetX be a locally convex vector space andI a nonzero right (resp. left) ideal in
Lc(X).
(i) If the image (resp. coimage) ofI is finite-dimensional, then there are xi ∈ X and fi ∈ X∗
(1  i  r) which are dual to each other, where r = dim im(I) (resp. r = dim coim(I)), and
such that
I = x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X) = ALc(X)
(resp.
I =Lc(X)x1 ⊗ f1 + · · · +Lc(X)xr ⊗ fr =Lc(X)A),
where A = x1 ⊗ f1 + · · · + xr ⊗ fr is an idempotent in I.
Therefore, every right (resp. left) ideal of Lc(X) whose image (resp. coimage) is finite-
dimensional is principal; in fact such a right (resp. left) ideal is generated by a finite-rank
idempotent whose rank is equal to the dimension of the image (resp. coimage) of the right (resp.
left) ideal.
(ii) Let A ∈Lc(X). Then the following are equivalent.
(a) rank(A) = r.
(b) ri(A) = ALc(X) = x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X),
where {xi}1ir is a basis for im(A) and fi’s are dual to xi’s (1  i  r).
(c) li(A) =Lc(X)A =Lc(X)x1 ⊗ f1 + · · · +Lc(X)xr ⊗ fr,
where {xi + ker A}1ir is a basis for coim(A) and fi’s are dual to xi’s (1  i  r).
Proof. (i) We first assume thatI is a right ideal with a finite-dimensional image inLc(X). Choose
Ai ∈ I and yi ∈ X (1  i  r) such that {Aiyi}1ir is a basis for im(I). Set xi :=Aiyi . Now,
in view of [5, Corollary II.4.2.1], let {fi}1ir be a dual subset with respect to {xi}1ir so that
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fi(xj ) = δij for each i, j = 1, . . . , r . We show thatI = x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X).
We have xi ⊗ fi = Ai(yi ⊗ fi). Since Ai ∈ I and I is a right ideal in Lc(X), it follows that
xi ⊗ fi ∈ I for each i = 1, . . . , r , whence x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X) ⊆ I. On the
other hand, since {fi}1ir is dual to the basis {xi}1ir of im(I), it is easily seen that B =
x1 ⊗ f1B + · · · + xr ⊗ frB = (x1 ⊗ f1 + · · · + xr ⊗ fr)B for all B ∈ I. So we have shown
that I = x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X) = ALc(X), where A ∈ I is the idempotent
x1 ⊗ f1 + · · · + xr ⊗ fr ∈Lc(X). This finishes the proof in this case.
Next, letIbe a left ideal inLc(X)whose coimage is finite-dimensional. Let r =dim(X/ kerI).
Choose x1 /∈ kerI so that A1x1 /= 0 for some A1 ∈ I. Use [2, Corollary 2.2.1] to obtain a
continuous linear functional f such that f (A1x1) = 1. Then E1 = x1 ⊗ fA1 = (x1 ⊗ f )A1 is
a rank-one idempotent in I sending x1 to x1, annihilating kerI. Let 1 < m  r be an inte-
ger. Assume that we have found linearly independent vectors x1 + kerI, . . . , xm−1 + kerI in
X/ kerI and a family of rank-one idempotents E1, . . . , Em−1 inI such that Ei(kerI) = 0 and
that Eixj = δij xj for i, j = 1, . . . , m − 1. Therefore, Fm :=E1 + · · · + Em−1 is an idempotent
in I of rank m − 1 having kerI in its kernel and the vectors {x1, . . . , xm−1} in its range. Now
choose xm in the kernel of Fm such that x1 + kerI, . . . , xm−1 + kerI, xm + kerI are linearly
independent inX/ kerI. Again, just as in the above by [2, Corollary 2.2.1], there exists a rank-one
idempotent Cm ∈ I sending xm to itself, annihilating kerI. Obviously, Em :=Cm(I − Fm) =
Cm − CmFm is a rank-one idempotent in I sending xm to itself and including the range of
Fm in its kernel. Since dim(X/ kerI) < ∞, finite induction implies that there exist a basis
{x1 + kerI, . . . , xr + kerI} ofX/ kerI and a family of rank-one idempotents {E1, . . . , Er} ⊂
I such that Ei(kerI) = 0 and Eixj = δij xj for all i, j = 1, . . . , r . It is plain that we can write
Ei = xi ⊗ fi for some linear functional fi (i = 1, . . . , r). Therefore, we have fi(kerI) = 0 and
fi(xj ) = δij for all i, j = 1, . . . , r . Now, since xi ⊗ fi ∈ I for all i = 1, . . . , r , it follows that
Lc(V)x1 ⊗ f1 + · · · +L(X)xr ⊗ fr ⊆ I. On the other hand, if B ∈ I is arbitrary, as the set
{x1 + kerI, . . . , xr + kerI} is a basis for X/ kerI, we easily see that B = Bx1 ⊗ f1 + · · · +
Bxr ⊗ fr , proving that I ⊆Lc(X)x1 ⊗ f1 + · · · +Lc(X)xr ⊗ fr . Hence,
I =Lc(X)x1 ⊗ f1 + · · · +Lc(X)xr ⊗ fr =Lc(X)A,
where A = x1 ⊗ f1 + · · · + xr ⊗ fr ∈ I is an idempotent. This is what we want, finishing the
proof.
(ii) Just note that, if rank(A) = r , then, by the First Isomorphism Theorem for vector spaces (see
[1, Theorem IV.1.7]), we have r = dim im(A) = dim coim(A). So (i) above applies, establishing
the theorem. 
Remark. If, in the theorem, the space X were finite-dimensional, then it would be enough to
present the proof of the assertion for right ideals, which is short and simple. The proof for left
ideals would then follow by taking adjoints.
The following shows that a one-sided ideal of Lc(X) containing a linear operator A whose
rank is maximal among all elements of the ideal is generated by A.
Theorem 1.3. LetX be a locally convex vector space andI a nonzero right (resp. left) ideal in
Lc(X) containing a linear operator A whose rank r ∈ N is maximal among all elements of I.
Then, there are xi ∈ X and fi ∈ X∗ (1  i  r) which are dual to each other and such that
I = ri(A) = ALc(X) = x1 ⊗ f1Lc(X) + · · · + xr ⊗ frLc(X)
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(resp.
I = li(A) =Lc(X)A =Lc(X)x1 ⊗ f1 + · · · +Lc(X)xr ⊗ fr).
Moreover, the xi’s can be chosen to be in the range (resp. the complement of the kernel) of A.
In particular, if X is finite-dimensional, then the existence of A ∈ I having maximal rank is
immediate, and hence the above holds for all right (resp. left) ideals ofLc(X).
Proof. The proof is just an imitation of the proof of part (i) of the preceding theorem, which is
omitted for the sake of brevity. 
The following two theorems characterize all one-sided ideals ofLc(X) (resp.B(X)) that are
irreducible.
Theorem 1.4. LetX be a locally convex vector space andI a right (resp. left) ideal inLc(X).
ThenI is irreducible if and only if im(I) = X (resp. coim(I) = X, equivalently, ker(I) = 0),
where im(I) denotes the closure of the image of I in X.
Proof. Since necessity is evident, we prove sufficiency.
First, letI be a right ideal inLc(X) such that 〈{Ax : A ∈ I, x ∈ X}〉 = X. Assume thatM
is a nonzero invariant subspace of I. We prove the assertion by showing that M = X. Choose
a 0 /= y ∈M. Use [2, Corollary 2.2.20] to obtain a linear functional f such that f (y) = 1. Let
x ∈ X and A ∈ I. We have Ax ⊗ f = A(x ⊗ f ) ∈ I because A ∈ I andI is a right ideal. Now
since the spaceM is invariant underI and y ∈M, we must haveAx = (Ax ⊗ f )(y) ∈M. So we
have shown that Ax ∈M for all A ∈ I and x ∈ X. It thus follows that 〈{Ax : A ∈ I, x ∈ X}〉 =
X ⊂M, implying thatM = X which is what we want.
Next, let I be a left ideal in Lc(X) such that
⋂
A∈I ker A = 0. To prove the assertion by
contradiction, assume thatM is a nontrivial invariant subspace ofI. SinceM nonzero and proper,
there are 0 /= x ∈M and y ∈ X \M. Now pick A ∈ I such that Ax /= 0. Use [2, Corollary
2.2.20] to obtain a linear functional f such that f (Ax) = 1. Define E :=y ⊗ fA = (y ⊗ f )A.
We have E = y ⊗ fA ∈ I because I is a left ideal. On the other hand,M is invariant under I
and x ∈M. So we must have Ex = y ∈M, a contradiction, finishing the proof in this case. 
Theorem 1.5. Let X be a normed linear space over R or C and I a right ideal in B(X). Then
the following are equivalent.
(i) The closure of I in the operator norm topology of B(X), denoted by I, includes all
finite-rank operators in B(X).
(ii) I is irreducible.
(iii) im(I) = X.
Therefore, if X is finite-dimensional, then I = B(X) if and only if I is irreducible if and
only if im(I) = X.
Proof. As the implications “(i) ⇒ (ii) ⇒ (iii)” are obvious, it suffices to prove (iii) ⇒ (i). To
this end, let I be a right ideal in B(X) such that im(I) = X. In view of Theorem 1.2(ii), it
suffices to show that y ⊗ g ∈ I for all y ∈ X and g ∈ X∗. Since im(I) = X, it follows that
there is a sequence (
∑Nn
i=1 Ainxin)n∈N of vectors such that y = limn
∑Nn
i=1 Ainxin , where Ain ∈ I
M. Radjabalipour, B.R. Yahaghi / Linear Algebra and its Applications 429 (2008) 1184–1190 1189
and xin ∈ X (n ∈ N, 1  i  Nn). We have Ainxin ⊗ g = Ain(xin ⊗ g) ∈ I, for I ia a right
ideal and Ani ∈ I. It is now plain that limn
∑Nn
i=1 Ainxin ⊗ g = y ⊗ g. Therefore,I includes all
rank-one operators, and hence all finite-rank operators, in B(X), which is what we want. 
Remark. Let X be a normed linear space and I a left ideal in B(X). Using Lemma 1.1, we
can show that the closure of I in the strong operator topology of B(X) includes all finite-rank
operators if and only if the left ideal I is irreducible if and only if coim(I) = X, equivalently,
ker(I) = 0.
Finally, the following result characterizes all one-sided ideals ofLc(X) that are triangulariz-
able.
Theorem 1.6. Let X be an arbitrary locally convex vector space and I a nonzero right (resp.
left) ideal inLc(X). Then the following are equivalent:
(i) I is triangularizable.
(ii) I is generated by a rank-one idempotent.
(iii) I consists of all operators of rank at most one.
(iv) The rank of AB − BA is at most one for all A,B ∈ I.
In particular, a linear operator A ∈Lc(X) has rank one if and only if one of the one-sided
ideals generated by A is triangularizable [4].
Proof. The implications “(ii) ⇒ (iii) ⇒ (iv)” are obvious. We establish the theorem by proving
that “(i) ⇒ (ii)” and “(iv) ⇒ (i)”.
(i) ⇒ (ii): First, letI be a triangularizable right ideal. In view of the proof of Theorem 1.2(i),
it suffices to show that im(I) = 〈Ay〉 for some A ∈ I and y ∈ X. To this end, letC be a maximal
chain of subspaces of X each of which is invariant under the right ideal I. Use 0+ to denote⋂
0 /=M∈CM. We claim that 0+ = 〈Ay〉 = im(I) for any choices of A ∈ I and y ∈ X for which
Ay /= 0. Since C is a maximal chain of subspaces of X, we see that dim(0+)  1. To prove our
claim, it suffices to show that for all 0 /=M ∈ C, y ∈ X, and A ∈ I, we have Ay ∈M. For
such an M, choose a nonzero z ∈M and, in view of [2, Corollary 2.2.20], a linear functional
g such that g(z) = 1. We note that the linear operator E :=Ay ⊗ g = A(y ⊗ g) belongs to the
ideal I. We have Ay = Ez ∈M because M is invariant under I and z ∈M. This is what we
want, finishing the proof for right ideals.
Next, let I be a triangularizable left ideal. Again, in view of the proof of Theorem 1.2(i),
it suffices to show that coim(I) = X/ kerI = 〈x + kerI〉 for some x /∈ kerI. To this end,
let C be a maximal chain of subspaces of X each of which is invariant under the left ideal
I. Use X− to denote
⋃
X /=M∈CM. We claim that I(X−) = 0. To prove this by contradic-
tion, assume that there are x ∈ X− and A ∈ I such that Ax /= 0. Since x ∈ X−, it follows
that there is an Mx ∈ C such that x ∈Mx /= X. Now, since Mx is a proper subspace, there
is a vector y ∈ X \Mx . In view of [2, Corollary 2.2.20], let f be a linear functional such that
f (Ax) = 1. Then the rank-one linear operator E :=y ⊗ fA = (y ⊗ f )A belongs to I because
I is a left ideal and A ∈ I. On the other hand, as the spaceMx is invariant underI, E ∈ I, and
x ∈Mx , we must have y = Ex ∈Mx , which is impossible. Therefore, I(X−) = 0, yielding
X− ⊂ ker(I) ⊂ X. From this, we see that ker(I) = X− and dimX/X− = 1 because the left
ideal I is nonzero and that the chain C is a maximal chain of subspaces of X. That is, we have
shown that dim(coim(I)) = dim(X/ kerI) = 1 which is what we wanted, finishing the proof.
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(iv) ⇒ (i): First, letI be a right ideal inLc(X) with the property that the rank of AB − BA is
at most one for all A,B ∈ I. We claim that im(I) is one-dimensional. If not, choose two indepen-
dent vectors xi :=Aiyi ∈ im(I) (i = 1, 2). From the proof of Theorem 1.2(i), we see that we can
obtain linear functionals fi’s so that they are dual to xi’s (i = 1, 2) such that x1 ⊗ f2, x2 ⊗ f1 ∈ I
whence x1 ⊗ f2Lc(X) + x2 ⊗ f1Lc(X) ⊆ I. Then, we can write
(x1 ⊗ f2)(x2 ⊗ f1) − (x2 ⊗ f1)(x1 ⊗ f2) = x1 ⊗ f1 − x2 ⊗ f2,
implying that the linear operator (x1 ⊗ f2)(x2 ⊗ f1) − (x2 ⊗ f1)(x1 ⊗ f2) ∈ I has rank two,
contradicting the hypothesis. Therefore, im(I) is one-dimensional. Now, mimicking the proof
of Theorem 1.2(i), we see that I = x ⊗ fLc(X) for some x = Ay ∈ im(I) spanning im(I)
and any linear functional f for which f (x) = 1, whose existence is guaranteed by [2, Corollary
2.2.20]. It is now plain that I is triangularizable which is what we want.
Next, letI be a left ideal inLc(X) satisfying the hypothesis. We claim thatX/ kerI is one-
dimensional. If not, mimicking the proof of Theorem 1.2(i) for left ideals, we can obtain linearly
independent vectors x1 + ker A, x2 + ker A ∈ X/ kerI and linear functionals f1, f2 ∈ X′ such
that fi(kerI) = 0, that fi(xj ) = δij for all i, j = 1, 2 and that x1 ⊗ f1, x2 ⊗ f2 ∈ I. Now, use
[2, Corollary 2.2.20] to choose rank-one linear operators A,B taking x1 to x2 and x2 to x1,
respectively. From this, it follows that x2 ⊗ f1 = Ax1 ⊗ f1 ∈ I and x1 ⊗ f2 = Bx2 ⊗ f2 ∈ I
whence Lc(X)x1 ⊗ f2 +Lc(X)x2 ⊗ f1 ⊆ I. Therefore, the linear operator (x1 ⊗ f2)(x2 ⊗
f1) − (x2 ⊗ f1)(x1 ⊗ f2) ∈ I has rank two which contradicts the hypothesis. So we conclude
that X/ kerI is one-dimensional. Again, mimicking the proof of Theorem 1.2(i), we will see
that I =Lc(X)x ⊗ fA, where x /∈ kerI, A ∈ I, Ax /= 0, and f is any linear functional for
which f (Ax) = 1, whose existence is guaranteed by [2, Corollary 2.2.20]. It is now plain thatI
is triangularizable which is what we want. 
Remark. In [3], among other things, it is shown that the counterparts of some of the results
presented in this note hold true for one-sided ideals of the ring of all right (resp. left) linear
transformations on a right (resp. left) vector space over a general division ring.
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