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Resumo
No decorrer desta tese, eu desenvolvo um arcabouço conceitual original baseado em
categorias modelo de Quillen para lidar com noções de localidade, em particular,
Hanf/Gaifman-localidades.
Abstract
In the course of this thesis, I develop an original conceptual framework based on Quillen
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Nesta introdução, eu apresento de maneira sucinta as contribuições desta tese
para as noções sobre localidade de lógicas.
Localidade é uma propriedade de lógicas, cujas origens se encontram nos
trabalhos de Hanf (1965) e Gaifman (1982), tendo sua utilidade no contexto da teoria de
modelos finitos. Tal propriedade é bastante útil nas provas de inexpressabilidade, mas,
além disso, também é útil no estabelecimento de formas normais para fórmulas lógicas.
No que concerne a este particular, localidade é útil por fornecer ferramentas para a
investigação de NP e coNP monádicas.
Existem duas maneiras, estreitamente relacionadas, de estabelecer a localidade
de fórmulas lógica. A primeira é a seguinte: sejam A e B duas estruturas, e suponha que
as duas tais estruturas realizem o mesmo multiconjunto de tipos de vizinhanças de raio d;
então, elas concordam sobre uma dada sentença Φ. Aqui, d depende somente de Φ. Essa
primeira maneira se originou no trabalho de Hanf (1965). A segunda maneira é a seguinte:
sejam A uma estrutura e ϕ uma fórmula; se as d-vizinhanças de duas tuplas a⃗1 e a⃗2 em
A são isomórficas, então A ⊧ ϕ(a⃗1)⇔ ϕ(a⃗2). Novamente, d depende sobre ϕ, e não sobre
A. Essa segunda maneira foi inspirada no Teorema de Gaifman (1982).
Não existem dúvidas quanto a utilidade da noção de localidade, que são
aplicáveis a um número enorme de situações. Entretanto, existe uma deficiência em tal
noção: todas as versões da noção de localidade se referem a isomorfismo de vizinhanças,
que é uma propriedade bastante forte. Por exemplo, para o caso em que as estruturas
simplesmente não possuem vizinhanças isomórficas suficientes, as versões da noção de
localidade, obviamente, não podem ser aplicadas. Assim, a pergunta que imediatamente
se coloca é: seria possível enfraquecer tal condição, e manter a
Hanf/Gaifman-localidades?
13
Arenas, Barceló e Libkin (2005) estabelecem uma nova condição para as
noções de localidade, enfraquecendo o requerimento de que vizinhanças sejam
isomórficas, estabelecendo apenas a condição de que sejam indistinguíveis em uma dada
lógica. Ou seja, em vez de exigir que Nd(a⃗) ≅ Nd(b⃗), deve-se requerer apenas que
Nd(a⃗) ≡k Nd(b⃗), para algum k ≤ 0. Utilizando-se do fato de que equivalência lógica é
frequentemente capturada por jogos de Ehrenfeucht–Fraïssé, os autores formulam um
framework baseado em jogos no qual a localidade baseada em equivalência lógica pode
ser definida. Assim, a noção definida pelos autores é a de localidade baseada em jogos.
Note que o ponto intuitivo do qual os autores partem é a ideia de
indistinguibilidade de vizinhanças. Dessa forma, a intuição por trás da noção de
localidade baseada em jogos é descrever a indistinguibilidade de vizinhanças em termos
de estratégias vencedoras de jogos. Para alcançarem a generalização necessária, Arenas,
Barceló e Libkin definem uma visão abstrata dos jogos que caracterizam a
expressividade de lógicas que são locais sob isomorfismo. A ideia básica é a seguinte: em
cada rodada o duplicador tem um conjunto de funções (chamadas táticas) que
determinam suas respostas a possíveis movimentos do spoiler. A fim de capturar essa
ideia, os autores definem a noção abstrata de concordância.
Apesar de bastante promissora, bem como fácil de aplicar, o framework
baseado em jogos (utilizado para definir localidade sob equivalência lógica) tem o
seguinte problema: a localidade sob equivalência lógica que utiliza o framework baseado
em jogos é muito mais difícil de analisar do que a localidade sob isomorfismo. Por
exemplo, se uma lógica L é Hanf/Gaifman-local sob isomorfismos, e L′ é uma sublógica
de L, então, L′ também é Hanf/Gaifman-local sob isomorfismos. No entanto, para o caso
de localidades sob equivalência lógica que se utilizam de frameworks baseados em jogos,
as coisas não são tão simples assim. De fato, como veremos adiante, as propriedades de
jogos que garantem a localidade não necessariamente são preservadas quando passamos
para jogos mais fracos.
A questão que imediatamente se coloca é a seguinte: é possível manter a noção
de localidade baseada em equivalência lógica, mas eliminar as dificuldades que surgem
com frameworks baseados em jogos? Em outras palavras, é possível definir a noção de
localidade sob equivalência lógica sem que, para isso, seja necessário recorrer a frameworks
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baseados em jogos? O ponto de partida motivacional da presente tese é dar o primeiro
passo em direção a uma resposta para a questão acima.
A partir daqui eu irei apresentar os resultados e contribuições desta tese para
as investigações sobre localidade de lógicas. Em primeiro lugar, eu apresento o seguinte
teorema, que é o principal resultado alcançado por mim na presente tese, e que eu utilizei
como motivação para desenvolver todas as outras ideias apresentadas aqui.
Teorema 1 (Principal resultado da presente tese). Seja STRUCT[σn]T̃ (σn)(d,0) a categoria
de (d,0)-vizinhanças de n-tuplas de pontos de σn-estruturas e homomorfismos entre tais
(d,0)-vizinhanças. Existe uma estrutura modelo de Quillen M sobre STRUCT[σn]T̃ (σn)(d,0)
tal que as equivalências homotópicas em M coincidem com as equivalências
homomórficas em STRUCT[σn]T̃ (σn)(d,0) , e tal que para cada relação de equivalência




(d,0)(b⃗), para cada sentença primitiva-positiva com
quantifier-rank k.
A categoria STRUCT[σn]T̃ (σn)(d,0) (ver §1.3.3) é a categoria STRUCT[σn]d de
d-vizinhanças e homomorfismos entre tais d-vizinhanças que admite 0-vizinhanças como
objetos, e que possui a σn-estrutura T̃ (σn) (ver Definição 49-50) como objeto.
O resultado acima permite definir localidade sob equivalência lógica sem a
necessidade de frameworks baseados em jogos. Ou seja, diferente do que ocorre com a
abordagem de Arenas, Barceló e Libkin, que partem de um framework baseado em jogos
(localidade baseada em jogos), isto é, descrevem a indistinguibilidade lógica de
vizinhanças em termos de estratégias vencedoras de jogos, a abordagem que proponho
aqui parte de um framework baseado em estruturas modelo de Quillen (uma localidade
baseada em uma relação que eu chamo de equivalência k-homotópica, para algum k),
isto é, eu viso descrever a indistinguibilidade lógica de vizinhanças em termos de noções
homotópicas. Isso é interessante não só por ser uma alternativa ao framework baseado
em jogos, mas também por abrir uma nova gama de possibilidades para se trabalhar
com questões de localidade sob equivalência lógica, a saber, todo o aparato técnico que
surge com a abordagem de estruturas modelo de Quillen.
Seja STRUCT[σn] a classe de σn-estruturas. Primeiro, note que é possível
definir uma versão k-homotópica da relação de d-equivalência, que eu defino da seguinte
maneira: um tipo de k-homotopia, τ∼k , de σn-estruturas é uma classe de equivalência de
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∼k sobre STRUCT[σn]; com isso, nós temos que se τ∼k é um tipo de k-homotopia de
σn-estruturas, e a⃗ ∈ An, é dito que a⃗ d-realiza τ∼k em A se NAd (a⃗) é de tipo τ∼k .
Note que a relação de d-equivalência sob equivalência k-homotópica, da
mesma forma como a relação de d-equivalência sob isomorfismo, pode ser definida da
seguinte forma: sejam a⃗ ∈ An e b⃗ ∈ Bn. então duas σn-estruturas A,B são d-equivalentes
sob equivalência k-homotópica se, e somente se, existe uma bijeção f ∶ A → B tal que
NAd (a⃗c) ∼k N
B




(B, b⃗). Se n = 0, nós temos que satisfazer apenas a condição de que existe





Assim, as noções de Hanf/Gaifman-localidades podem ser definidas sob
equivalência k-homotópica, em vez do que sob isomorfismos:
• Gaifman-localidade (sob ∼k-equivalência): Eu chamo uma consulta m-ária Q,
m > 0, sobre σn-estruturas de Gaifman-local sob equivalência k-homotópica se existe
um número d ≥ 0 tal que para cada σ-estrutura A, e cada a⃗1, a⃗2 ∈ Am,
NAd (a⃗1) ∼k N
A
d (a⃗2) implica (a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Gaifman-
localidade de Q sob equivalência k-homotópica, e eu o denoto por lr∼k(Q).
• Hanf-localidade (sob ∼k-equivalência): Eu chamo uma consulta m-ária Q sobre
σ-estruturas de Hanf-local sob equivalência k-homotópica se existe um número d ≥ 0
tal que para cada A,B ∈ STRUCT[σ],
(A, a⃗) ←
→(d,∼k)
(B, b⃗) implica (a⃗ ∈ Q(A)⇔ b⃗ ∈ Q(B)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Hanf-localidade
de Q sob equivalência k-homotópica, e eu o denoto por hlr∼k(Q).
Pelo Teorema 1, a Hanf/Gaifman-localidades sob equivalência k-homotópica
coincidem com a Hanf/Gaifman-localidades sob k-equivalência lógica, para cada sentença
primitiva-positiva com quantifier-rank k. Agora, eu vou mostrar uma implicação mais
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interessante do Teorema 1, que vai além do que apenas redefinir em termos de equivalência
k-homotópica as noções de Hanf/Gaifman-localidades.
Considere o seguinte quadro. Existem contextos nos quais nós temos uma
categoria C que é má comportada (em um sentido que vai depender do contexto,
obviamente): pode ser que C não possua alguma propriedade desejada. Uma solução
para tal problema é tentar encontrar uma segunda categoria, Ĉ, que possua os mesmos
objetos que C, junto com um funtor C → Ĉ, que é a identidade sobre objetos, e tal que Ĉ
(em um sentido que vai depender do contexto, obviamente) é mais bem comportada do
que C, ao mesmo tempo em que pode ser considerada como uma aproximação de C
(também em um sentido que vai depender do contexto, obviamente). Claro, alguma
estrutura de C pode ser perdida no caminho, mas isso pode ser um pequeno preço a
pagar, quando Ĉ nos mostra novos insights e soluções que C não é capaz de fornecer.
Colocando essa visão no contexto de interesse desta tese, nós temos o problema,
já citado, de que, a localidade sob equivalência lógica que utiliza o framework baseado
em jogos é muito mais difícil de analisar do que a localidade sob isomorfismo. Como já
dito, se uma lógica L é Hanf/Gaifman-local sob isomorfismos, e L′ é uma sublógica de
L, então, L′ também é Hanf/Gaifman-local sob isomorfismos. No entanto, para o caso
de localidades sob equivalência lógica que se utilizam de frameworks baseados em jogos,
as coisas tendem a ser mais complicadas. Mas, e se nós tivéssemos uma ”aproximação”
de STRUCT[σn]T̃ (σn)(d,0) que nos permitisse tratar, em um certo sentido, localidade sob
equivalência lógica no âmbito dos isomorfismos? Em outras palavras, e se nós tivéssemos
uma ”aproximação” de STRUCT[σn]T̃ (σn)(d,0) que nos permitisse tratar indistinguibilidade
lógica de d-vizinhanças, em algum sentido, em termos de isomorfismos?










onde NAd (a⃗) é ≡k-equivalente a NBd (b⃗), para sentenças primitivas-positivas com
quantifier-rank k (e, portanto, pelo Teorema 1, tais d-vizinhanças são
k-homotopicamente equivalentes, ou seja, NAd (a⃗) ∼k NBd (b⃗). N
AC
d (a⃗) ≅ N
BC
d (b⃗) é o
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morfismo NAd (a⃗) ∼k NBd (b⃗) formalmente invertido na categoria de homotopia, e f , g são
equivalências homotópicas.
Agora, note que se f , g são equivalências homotópicas, então, pela definição de















onde NAC,kd (a⃗) é o k-núcleo (core); o que, pelo Teorema 1, para cada sentença primitiva-














O que o diagrama (3) nos diz é que, para cada sentença primitiva-positiva Φ
com quantifier-rank k, NAd (a⃗) ⊧ Φ ⇔ NBd (b⃗) ⊧ Φ ⇔ N
XC,k
d (x⃗) ⊧ Φ, onde N
XC,k
d (x⃗) é um
k-núcleo isomórfico a NAC,kd (a⃗) e N
BC,k
d (b⃗). Logo, para cada sentença primitiva-positiva Φ








Assim, a definição de Hanf/Gaifman-localidades sob ∼k-equivalência (e,
portanto, pelo Teorema 1, sob ≡k-equivalência, para cada sentença primitiva-positiva
com quantifier-rank k) admite uma adição isomórfica:
• Gaifman-localidade (sob (∼k,≅)-equivalência): Eu chamo uma consulta m-ária
Q, m > 0, sobre σn-estruturas de Gaifman-local sob (∼k,≅)-equivalência se existe um
número d ≥ 0 tal que para cada σ-estrutura A, e cada a⃗1, a⃗2 ∈ Am,
NAd (a⃗1) ∼k N
A
d (a⃗2) implica (a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A))⇔ N
AC,k
d (a⃗) ≅ N
BC,k
d (b⃗)
implica (a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Gaifman-
localidade de Q sob (∼k,≅)-equivalência, e eu o denoto por lr(∼k,≅)(Q).
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Para a Hanf-localidade, defina o seguinte: sejam a⃗ ∈ An e b⃗ ∈ Bn. então duas
σ-estruturas A,B são d-equivalentes sob (∼k,≅)-equivalência se, e somente se, existe uma
bijeção f ∶ A → B tal que NAd (a⃗c) ∼k NBd (b⃗f(c)), para cada c ∈ A se, e somente se,
N
AC,k
d (a⃗c) ≅ N
BC,k
d (b⃗f(c)). Quando isso ocorre, eu denoto tal fato por (A, a⃗) ←→d,(∼k,≅) (B, b⃗).
Se n = 0, nós temos que satisfazer apenas a condição de que existe uma bijeção f ∶ A→ B
tal que NAd (c) ∼k NBd (f(c)), para cada c ∈ A se, e somente se, N
AC,k
d (c) ≅ N
BC,k
d (f(c)),
e a denotação é simplesmente A ←
→d,(∼k,≅)
B. Note que a (≡k,≅)-equivalência é a (∼k,≅)-
equivalência quando as relações ∼k e ≡k coincidem.
• Hanf-localidade (sob (∼k,≅)-equivalência): Eu chamo uma consulta m-ária Q
sobre σ-estruturas de Hanf-local sob (∼k,≅)-equivalência se existe um número d ≥ 0
tal que para cada A,B ∈ STRUCT[σ],
(A, a⃗) ←
→d,(∼k,≅)
(B, b⃗) implica (a⃗ ∈ Q(A)⇔ b⃗ ∈ Q(B)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Hanf-localidade
de Q sob (∼k,≅)-equivalência, e eu o denoto por hlr(∼k,≅)(Q).
A adição isomórfica irá ocorrer justamente na ”aproximação” de
STRUCT[σn]T̃ (σn)(d,0) que nos permite tratar indistinguibilidade lógica de d-vizinhanças
em termos de isomorfismos. Para ver isso, lembre-se de que pelo Teorema 1, cada
sentença primitiva-positiva é Hanf/Gaifman-local sob (∼k,≅)-equivalência (e, portanto,
Hanf/Gaifman local sob (≡k,≅)-equivalência).
Eu chamo essa interação entre a relação enfraquecida na categoria original, C,
e isomorfismos na ”aproximação” de C de C ←
→
-aproximação.
Entretanto, alguns pontos da minha proposta permanecem problemáticos. O
primeiro é que, como pode ser observado no enunciado do Teorema 1, a relação de
equivalência k-homotópica de d-vizinhanças que defino nesta tese só implica
k-equivalência lógica para sentenças primitivas-positivas com quantifier-rank k. Ou seja,
a equivalência k-homotópica de d-vizinhanças não implica a k-equivalência lógica de
d-vizinhanças para cada sentença com quantifier-rank k.
O segundo ponto é que, embora cada consulta FO-definível seja
Gaifman-local sob equivalência lógica [LIBKIN, 2005, Teorema 4.2], por
(SCHWENTICK; BARTHELMANN, 1998) sabemos que, sob equivalência lógica, a
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Hanf-localidade é perdida. Além disso, dado que cada consulta FO-definível é
Gaifman-local sob equivalência lógica, a implicação Hanf-localidade ⇒
Gaifman-localidade falha para as versões da noção de localidade baseadas em
equivalência lógica.
No entanto, os dois pontos problemáticos citados acima são, na verdade,
motivações para futuros desenvolvimentos da abordagem que aqui proponho. Para o
primeiro ponto, as pesquisas podem focar na possibilidade de estender a relação de
equivalência k-homotópica de modo a implicar não só a k-equivalência lógica para
sentenças primitivas-positivas com quantifier-rank k, mas implicar a k-equivalência
lógica para cada sentença com quantifier-rank k. Além disso, é de óbvio interesse
investigar o comportamento da bi-implicação ”equivalência k-homotópica ⇔
k-equivalência lógica” em outras lógicas além de FO.
Para o segundo ponto, as pesquisas podem focar sobre a definição de
estruturas modelo sobre STRUCT[σn]T̃ (σn)(d,0) a fim de investigar as propriedades de suas
relações de equivalências homotópicas no que diz respeito à localidade. Por exemplo,
existem três estruturas modelo triviais sobre STRUCT[σn]T̃ (σn)(d,0) , onde a escolha das
subcategorias de fibrações, cofibrações e equivalências fracas se reduzem a
STRUCT[σn]T̃ (σn)(d,0) e STRUCT[σn]
T̃ (σn)
(d,0) (d,0)iso (a restrição a isomorfismos). No caso
em que temos uma estrutura modelo M sobre STRUCT[σn]T̃ (σn)(d,0) cuja subcategoria das
equivalências fracas é STRUCT[σn]T̃ (σn)(d,0) (d,0)iso , segue, trivialmente, que a localidade
sob equivalências fracas é apenas a localidade padrão sob isomorfismos. Assim, é possível
investigar estruturas modelo sobre STRUCT[σn]T̃ (σn)(d,0) a fim de buscar localidades sob
equivalências fracas que possam ser de interesse, e mais adequadas do que localidades
sob equivalência lógica e isomorfismos. Obviamente, tal tarefa se iniciaria pela
classificação das estruturas modelo sobre STRUCT[σn]T̃ (σn)(d,0) ; ou seja, classificar e
investigar as propriedades de estruturas modelo sobre STRUCT[σn]T̃ (σn)(d,0) seria o
mesmo que classificar e investigar as propriedades de diferentes versões de localidades.
Tendo em vista a ideia acima, eu proponho uma definição geral de localidade
para frameworks baseados em categorias modelo de Quillen. Para tal, voltemos agora para
os diagramas (1),(2) e (3). Dado que NAC,kd (a⃗) ≅ N
BC,k
d (b⃗) é um isomorfismo, podemos
20











Primeiro, note que, em uma dada categoria C, pelo Lema de Yoneda, um
morfismo f ∶ A → B é um isomorfismo precisamente no caso em que, para todos os
objetos X, o morfismo
HomC(f,X) ∶ HomC(B,X)→ HomC(A,X)
é uma bijeção (ou seja, um isomorfismo de conjuntos). É possível, então, usar isso para
o caso em que temos uma categoria C e uma subcategoria E tal que os morfismos de E
sejam algum tipo de equivalência que queremos tratar como isomorfismos. Para o contexto
que estamos lidando aqui, E possui como morfismos equivalências homotópicas. Assim, é
possível definir certos objetos de C chamados de E-locais da seguinte maneira: um objeto
X de C é dito ser E-local se qualquer morfismo f ∶ A→ B em E induz uma bijeção
f∗ ∶ HomC(B,X) ≅ HomC(A,X)
Note que o diagrama (4) nos mostra que
NAd (a⃗) ∼k N
B
d (b⃗) ⇔ N
A




d (b⃗) ∼k N
XC,k
d (x⃗). Mas, isso é exatamente a
mesma coisa de dizer que existe uma d-vizinhança NXC,kd (x⃗) em STRUCT[σn]
T̃ (σn)
(d,0) tal
que uma equivalência k-homotópica fk ∶ NAd (a⃗) ∼k NBd (b⃗) em uma subcategoria de













Assim, nós temos a seguinte definição alternativa para a
Hanf/Gaifman-localidades sob equivalência k-homotópica:
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• Gaifman-localidade (sob Hom-isomorfismos de ∼k-equivalências): Eu
chamo uma consulta m-ária Q, m > 0, sobre σ-estruturas de Gaifman-local sob
Hom-isomorfismos de equivalências k-homotópicas se existe um número d ≥ 0 tal
que, para cada σ-estrutura A, e cada a⃗1, a⃗2 ∈ Am, existe um objeto local N
XC,k
d (x⃗)
de STRUCT[σn]T̃ (σn)(d,0) , e uma equivalência k-homotópica fk ∶ NAd (a⃗) ∼k NBd (b⃗) na
subcategoria de STRUCT[σn]T̃ (σn)(d,0) onde os morfismos são equivalências














(a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Gaifman-
localidade de Q sob Hom-isomorfismos de equivalências k-homotópicas, e eu o denoto
por lriso(∼k)(Q).
• Hanf-localidade (sob Hom-isomorfismos de ∼k-equivalências): Eu chamo
uma consulta m-ária Q sobre σ-estruturas de Hanf-local sob Hom-isomorfismos de
equivalências k-homotópicas se existe um número d ≥ 0 tal que, para cada
A,B ∈ STRUCT[σ], existe um objeto local NXC,kd (x⃗) de STRUCT[σn]
T̃ (σn)
(d,0) , e
uma equivalência k-homotópica fk ∶ NAd (a⃗) ∼k NBd (b⃗) na subcategoria de















(a⃗ ∈ Q(A)⇔ b⃗ ∈ Q(B)).
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Eu chamo o menor d para o qual a condição acima é válida de rank da Hanf-localidade
de Q sob Hom-isomorfismos de equivalências k-homotópicas, e eu o denoto por
hlriso(∼k)(Q).
Para uma estrutura modelo M sobre STRUCT[σn]T̃ (σn)(d,0) , e a subcategoria
STRUCT[σn]T̃ (σn)(d,0) we ⊂ STRUCT[σn]
T̃ (σn)
(d,0)
de equivalências fracas Mwe de M, eu proponho a seguinte definição geral:
• Gaifman-localidade (sob Hom-isomorfismos de Mwe-equivalências): Eu
chamo uma consulta m-ária Q, m > 0, sobre σ-estruturas de Gaifman-local sob
Hom-isomorfismos de Mwe-equivalências se existe um número d ≥ 0 tal que, para
cada σ-estrutura A, e cada a⃗1, a⃗2 ∈ Am, existe um objeto
STRUCT[σn]T̃ (σn)(d,0) we-local N
XC,k
d (x⃗) de STRUCT[σn]
T̃ (σn)
(d,0) , e uma
Mwe-equivalência f ∶ NAd (a⃗) ∼ NBd (b⃗) em STRUCT[σn]
T̃ (σn)















(a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Gaifman-
localidade de Q sob Hom-isomorfismos de Mwe-equivalências, e eu o denoto por
lriso(Mwe)(Q).
• Hanf-localidade (sob Hom-isomorfismos de Mwe-equivalências): Eu chamo
uma consulta m-ária Q sobre σ-estruturas de Hanf-local sob Hom-isomorfismos de
Mwe-equivalências se existe um número d ≥ 0 tal que, para cada
A,B ∈ STRUCT[σ], existe um objeto STRUCT[σn]T̃ (σn)(d,0) we-local N
XC,k
d (x⃗) de
STRUCT[σn]d, e uma Mwe-equivalência f ∶ NAd (a⃗) ∼ NBd (b⃗) em















(a⃗ ∈ Q(A)⇔ b⃗ ∈ Q(B)).
Eu chamo o menor d para o qual a condição acima é válida de rank da Hanf-localidade
de Q sob Hom-isomorfismos de Mwe-equivalências, e eu o denoto por hlriso(Mwe)(Q).
Uma visão geral do conteúdo dos capítulos da presente tese é como segue.
Em §1 eu forneço um apanhado geral das várias noções que o leitor necessitará
para que possa entender o objetivo da presente tese. Em §1.1 eu introduzo os conceitos
básicos de Teoria das Categorias que serão utilizados no decorrer desta tese. Em §1.2
eu apresento uma introdução aprofundada sobre Categorias Modelo: todas as definições
necessárias (bem como um breve contexto histórico) são apresentadas aqui. Em §1.3 eu
apresento ao leitor o mundo da noção de localidade de lógicas. Aqui o leitor poderá
entender a importância de tal noção para a Teoria da Complexidade Computacional,
bem como todo o contexto (e o aparato técnico da Teoria da Complexidade Descritiva)
necessários para não só acompanhar a presente tese, mas compreender o porquê da noção
de localidade ser o principal foco aqui. É aqui, também, que eu defino a categoria crucial
para o desenvolvimento que irá se seguir, a saber, a categoria STRUCT[σn]T̃ (σn)(d,0) .
Em §2 eu apresento os ingredientes que serão utilizados para a definição de
uma estrutura modelo de Quillen que possa ser útil nas questões concernentes à noção de
localidade de lógicas. O ponto principal aqui é a caracterização lógica de k-homomorfismos,
ou seja, a relação entre k-homomorfismos e k-equivalência lógica.
Em §3 se encontram os resultados e contribuições originais da presente tese.
Aqui eu defino uma estrutura modelo de núcleos (cores) sobre a categoria
STRUCT[σn]T̃ (σn)(d,0) , o que permite provar o principal resultado desta tese, já
apresentado acima, a saber, o Teorema 1 (que aqui é nomeado como Teorema 20).
Nas Conclusões eu aponto possíveis direções para desenvolvimentos futuros.
Em primeiro lugar, eu mostro que as definições propostas aqui direcionam as investigações
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sobre a C ←
→
-aproximação (identificado por tais definições) para o contexto da relação
entre funtores homotópicos e seus funtores derivados; ou seja, tais investigações podem
ser inteiramente transportadas para o contexto das investigações sobre a relação entre
funtores homotópicos e seus funtores derivados. Mais ainda, levando para o contexto mais
geral da definição proposta aqui de Hanf/Gaifman-localidades sob isomorfismos de Mwe-
equivalências, é possível generalizar essa ”ponte” (isto é, a ”ponte” agora sendo entre a
C ←
→
HoC-aproximação e a relação entre funtores homotópicos e seus funtores derivados) a
fim de investigar as relações entre localidades surgindo em diferentes tipos de lógicas. Em
segundo lugar, eu mostro como é possível definir estruturas modelo de núcleos (cores) que
relacione equivalência k-homotópica e k-equivalência lógica não somente para sentenças
primitivas-positivas com quantifier-rank k, mas para todas as sentenças de FO. Além
disso, o mesmo processo pode ser utilizado para definir estruturas modelo que abarquem
sentenças de extensões importantes de FO, bem como outras lógicas. Em terceiro lugar,
eu falo brevemente sobre o principal desafio do framework proposto aqui, a saber, o de




Neste capítulo, eu introduzo o leitor às principais ideias que serão utilizadas no
decorrer da presente tese, bem como dou motivações sobre o tema que desenvolvo aqui.
Em geral, Esta tese diz respeito à relação entre a teoria das categorias modelo de Quillen e
localidade de lógicas. Assim, pelo menos três noções devem ser explicitadas aqui, a saber,
a de teoria das categorias, a de teoria das categorias modelo, e a de localidade de lógicas.
A teoria das categorias será esboçada aqui de forma introdutória, apenas
para que o leitor possa ter um embasamento contextual sobre os termos e conceitos
desenvolvidos no decorrer desta tese, como, por exemplo, o de categorias finitamente
completas e finitamente cocompletas, funtores, equivalência de categorias etc.. Assim,
não pretendo exaurir um tema tão amplo como a teoria das categorias em algumas
poucas páginas de um capítulo introdutório, mas apenas fornecer o contexto necessário
para uma boa compreensão do que trato aqui.
Posteriormente, eu abordo a teoria das categorias modelo. Primeiro eu forneço
uma introdução que se pretende intuitiva e histórica de categorias modelo, a fim de que
o leitor se familiarize com o tema. Após isso, eu apresento todo o aparato formal de
categorias modelo que será necessário para o desenvolvimento desta tese.
Na terceira abordagem encontra-se o principal motivo da elaboração deste
capítulo, pois se trata da noção que pode ser considerada central em toda esta tese,
a saber, a de localidade de lógicas. Após uma breve introdução esboçada da noção de
localidade, eu me concentro sobre três pontos.
O primeiro desses pontos diz respeito à importância da noção de localidade
de lógicas na (para a) teoria da complexidade computacional, mais especificamente, ao
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problema da separação de classes de complexidade como TC0 de outras classes de
complexidade. No segundo ponto, eu falo sobre a razão da demanda pelo
enfraquecimento da relação de indistinguibilidade de vizinhanças. Finalmente, no
terceiro ponto, eu mostro um problema geral, e três problemas específicos, com a
proposta de Arenas, Barceló e Libkin (2005), que propõem uma indistinguibilidade
lógica (em vez de isomórfica) de vizinhanças, por meio de um framework baseado em
jogos.
1.1 Teoria das Categorias
A teoria das categorias teve seu germe na parceria entre os matemáticos Samuel
Eilenberg e Saunders Mac Lane. Os dois trabalhavam juntos num problema em topologia
algébrica formulado anteriormente por Borsuk e Eilenberg. Durante a colaboração, os
métodos utilizados evidenciaram que muitos homomorfismos de grupo eram ”naturais”.
Tal fato despertou nos dois colaboradores a necessidade de uma definição mais exata da
expressão ”isomorfismo natural”, como eles mesmos afirmam: ”Nós estamos agora em
uma posição para dar um preciso significado ao fato de que os isomorfismos estabelecidos
no capítulo V são todos ’naturais”’. (EILENBERG; MAC LANE, 1942, p. 815, tradução
nossa).
Dando continuidade às pesquisas, Eilenberg e Mac Lane escrevem em 1945
um artigo intitulado General Theory of Natural Equivalences. É um consenso a
afirmação de que o nascimento da teoria das categorias se dá, oficialmente, nesse artigo.
O objetivo principal era apresentar um framework axiomático geral a fim de definir a
noção de isomorfismo natural, que por sua vez seria utilizada para ’capturar’ aquilo que
é compartilhado pelas estruturas de áreas distintas da matemática. A noção de categoria
surge justamente da necessidade de uma definição precisa da noção de isomorfismo
natural.
1.1.1 Definições
Grosso modo, a teoria das categorias é uma teoria matemática que generaliza
estruturas e sistemas de estruturas. O papel que a teoria das categorias hoje ocupa no
âmbito da matemática, ciência da computação e lógica é central (além de ser aplicada,
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também, em física-matemática). Eilenberg e Mac Lane introduziram categorias de uma
maneira puramente axiomática, como uma preparação para o que eles chamaram de
funtores e transformações naturais. Já alguns (como Grothendieck e Freyd) preferiram,
por razões práticas, definir categorias em termos da teoria de conjuntos. Vejamos como
se dão essas definições. Aqui, eu sigo (MAC LANE, 1998).
Definição 1. Uma mapeamento e é uma identidade se, e somente se, a existência de
qualquer produto eα ou βe implica que eα = α e βe = β.
Definição 2. Uma categoria C é um agregado Ob de elementos abstratos, os objetos de
C, e um agregado Map de elementos abstratos, os mapeamentos entre os objetos de C. Tais
mapeamentos devem satisfazer os seguintes axiomas:
1. Dados três mapeamentos α1, α2 e α3, a tripla-produto α3(α2α1) é definida se, e
somente se, (α3α2)α1 é definida. Assim, quando qualquer uma das triplas é definida,
a lei da associatividade vale:
α3(α2α1) = (α3α2)α1.
Essa tripla-produto é escrita como α3α2α1.
2. A tripla-produto α3α2α1 é definida sempre que ambos os produtos α3α2 e α2α1 estão
definidos.
3. Para cada mapeamento α, existe pelo menos uma identidade e1 tal que αe1 está
definido, e pelo menos uma identidade e2 tal que e2α está definido.
4. O mapeamento eX , correspondendo a cada objeto X, é uma identidade.
5. Para cada identidade e, existe um único objeto X de C tal que eX = e.
A partir da definição acima é fácil notar que objetos são dispensáveis, e podem
ser completamente omitidos na definição de categoria. Entretanto, por uma questão de
praticidade, é mais conveniente pensar em uma categoria como composta de objetos e
mapeamentos. Note, também, que o termo ”agregado”, que é utilizado tanto por Mac
Lane quanto por Eilenberg, é uma forma de manter a neutralidade da definição em relação
à teoria de conjuntos.
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É importante salientar que o papel de categorias aqui se restringia á
necessidade de funtores possuírem domínios e codomínios bem definidos. Aqui é como o
próprio Mac Lane explica: ”...nós tivemos que descobrir a noção de uma transformação
natural. Que por sua vez obrigou-nos a olhar para funtores, que por sua vez nos fez
olhar para categorias.” (MAC LANE, 1996, p. 136, tradução nossa). E ele diz também
que ”...o desenvolvimento conceitual da topologia algébrica inevitavelmente descobriu as
três noções básicas: categoria, funtor e transformação natural.” (MAC LANE, 1996, p.
130, tradução nossa). Assim,
Deve ser observado, primeiro, que o conceito todo de uma categoria é,
essencialmente, auxiliar, os nossos conceitos básicos são essencialmente
aqueles de funtor e de transformação natural (...). A ideia de uma categoria é
exigida apenas pelo preceito de que cada função deve ter uma classe definida
como domínio e uma classe definida como codomínio, as categorias são
fornecidas como os domínios e codomínios de funtores. Assim, pode-se
abandonar o conceito de categoria completamente e adotar um ponto de
vista ainda mais intuitiva, em que um funtor tal como ”Hom” não está
definido sobre a categoria de ’todos’ os grupos, mas para cada par especial
de grupos que podem ser dados. O ponto de vista seria suficiente para as
aplicações, uma vez que nenhum dos nossos empreendimentos envolvem
construções elaboradas sobre as próprias categorias (EILENBERG; MAC
LANE, 1945, p. 247, tradução nossa).
Entretanto, a teoria das categorias começou a ser utilizada em teoria da
homologia e álgebra homológica, o que fez com que essa situação mudasse drasticamente,
e categorias passassem a ter um status próprio, e não meramente algo que supria uma
necessidade. Alguns, como o próprio Mac Lane, Buchsbaum, Grothendieck e Heller
passaram a considerar categorias em que a coleção de morfismos entre dois objetos
fixados possuíam uma estrutura adicional. Mais especificamente, dados quaisquer dois
objetos X e Y de uma categoria C, o conjunto Hom(X,Y ) de morfismos de X para Y é
um grupo abeliano. Nós temos, então, a seguinte definição de categoria:
Definição 3. Uma categoria C consiste de um conjunto Ob, cujos elementos são os objetos
de C, satisfazendo as seguintes três condições:
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• Morfismos: para cada par X,Y de objetos, existe um Hom(X,Y ), chamado os
morfismos de X para Y em C. Se f é um morfismo de X para Y , escreve-se
f ∶X → Y .
• Composição: para cada tripla X,Y,Z de objetos, existe uma operação parcial binária
de Hom(X,Y )×Hom(Y,Z) para Hom(X,Z), chamada a composição de morfismos
em C. Se f ∶ X → Y e g ∶ Y → Z, a composição de f e g é denotada por (g ○ f) ∶
X → Z.
• Identidade, morfismos e composição satisfazem:
1. Associatividade: Se f ∶ X → Y , g ∶ Y → Z e h ∶ Z → W , então h ○ (g ○ f) =
(h ○ g) ○ f .
2. Identidade: Se f ∶X → Y , então (idY ○ f) = f e (f ○ idX) = f , onde idX denota
o morfismo identidade do objeto X.
Note que, mesmo aqui, objetos não possuem primazia sobre a definição de
categorias; ou seja, uma categoria é caracterizada por seus morfismos, não por seus
objetos: por exemplo, a categoria de espaços topológicos com mapeamentos abertos
como morfismos é diferente da categoria de espaços topológicos com mapeamentos
contínuos como morfismos. Assim, é apenas um vício de linguagem falar ”a categoria de
espaços topológicos”, pois, na verdade, o correto seria dizer ”a categoria de
mapeamentos abertos (mapeamentos contínuos) entre espaços topológicos”.
Definição 4. Seja C uma categoria. Uma subcategoria S de C é dada por:
• uma subcoleção de objetos de C, denotada por Ob(S);
• uma subcoleção de morfimos de C, denotada por Hom(S);
tais que
– para cada objeto S em Ob(S), idS está em Hom(S);
– para cada morfismo f ∶ S → S′ em Hom(S), S e S′ estão em Ob(S);
– para cada par de morfismos f e g em Hom(S), a composição f ○ g está em
Hom(S), sempre que tal composição está definida.
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Seja S uma subcategoria de C. S é dita ser uma subcategoria plena de C se para cada par
de objetos S e S′ de C,
HomS(S,S′) = HomC(S,S′).
1.1.2 Noções fundamentais
Grosso modo, funtores são transformações entre categorias que preservam
domínios, codomínios, identidades e composições.
Definição 5 (Funtor Covariante). Dadas duas categorias C e D arbitrárias, um funtor
(covariante) F ∶ C → D é uma transformação consistindo de dois mapeamentos
adequadamente relacionados: a função objeto F , que atribui a cada objeto c de C um
objeto FC de D; e o mapeamento morfismo, também denotado por F , que atribui a cada
seta f ∶ C → D de C uma seta Ff ∶ FC → FD em D, de tal forma que satisfaz as
seguintes condições:
• (F1) F (g ○ f) = F (g) ○ F (f), para todo par (g, f) de setas de C cuja composição
g ○ f está definida;
• (F2) F (idC) = idFC, para todo objeto C de C.
É fácil ver que podemos compor funtores. Além disso, tal composição é
associativa. Existe, também, o óbvio funtor identidade, denotado por IC ∶ C → C. Com
isso em mãos, podemos relacionar categorias.
Definição 6 (Categorias Isomórficas). Sejam C e D categorias. É dito que C e D são
categorias isomórficas se existem funtores F ∶ C → D e G ∶ D → C tais que IC = GF e
FG = ID.
Existe, entretanto, uma condição mais fraca do que isomorfismo, a saber, a
condição de equivalência de categorias. Para definir tal condição, precisamos antes da
definição de morfismos entre funtores; são as chamadas transformações naturais.
Definição 7 (Transformação Natural). Dados dois funtores S,T ∶ C ⇉ D, uma
transformação natural τ ∶ S ⋅Ð→ T é um mapeamento que atribui a cada objeto C de C
uma seta τC = τC ∶ SC → TC de D, de tal forma que cada seta f ∶ C → C ′ em C produz
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um diagrama comutativo. Como pode ser visto, os funtores precisam possuir os mesmos
domínios e codomínios. Deixe-me pormenorizar um pouco mais essa noção.
Uma transformação natural é composto pelos seguintes dados:
• Componentes: cada objeto C de C é mapeado para uma seta SC → TC de D, que é
o componente de τ em C.
• Condição de naturalidade: cada seta f ∶ C → C ′ em C é mapeada para duas setas em
D, componentes de τ em C e em C ′. Para a naturalidade é requerido que o quadrado










Quando isso é o caso, dizemos que τC = τC ∶ SC → TC é natural em C.
Se cada componente τC da transformação natural τ é invertível em D, ou seja,
se para cada τC existe uma inversa (τC)−1 em D, τ é uma equivalência natural ou um
isomorfismo natural, e é denotada por τ ∶ S ≃ T e, obviamente, as inversas (τC)−1 em D
são os componentes de um isomorfismo natural τ−1 ∶ T ⋅Ð→ S.
Agora, vejamos a noção de categorias equivalentes:
Definição 8 (Categorias Equivalentes). Sejam C e D categorias. É dito que C e D são
categorias equivalentes se existem funtores F ∶ C → D e G ∶ D → C tais que IC ≃ GF e
FG ≃ ID.
Assim, diferente do que ocorre na condição de isomorfismo, nós não requeremos
GF (X) = X e FG(Y ) = Y . O requerimento é apenas de que GF (X) seja naturalmente
isomórfico a X, e FG(Y ) seja naturalmente isomórfico a Y . Portanto, não é necessário
que F seja uma bijeção.
1.1.3 Construções rotineiras
Nós, agora, veremos algumas construções rotineiras em teoria das categorias.
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Definição 9 (Monomorfismo e Epimorfismo). Um morfismo m ∶ A → B é um
monomorfismo em uma dada categoria C quando para quaisquer dois morfismos
paralelos f1, f2 ∶ D ⇉ A a igualdade m ○ f1 = m ○ f2 implica f1 = f2. Um morfismo que é
um monomorfismo também é chamada de uma seta cancelável à esquerda. Uma seta
h ∶ A→ B é um epimorfismo em uma dada categoria C quando para quaisquer duas setas
g1, g2 ∶ B ⇉ C a igualdade g1 ○ h = g2 ○ h implica g1 = g2. Uma seta que é um epimorfismo
também é chamada de uma seta cancelável à direita.
Definição 10 (Objeto Inicial e Objeto Terminal). Seja C uma categoria arbitrária. Um
objeto inicial em C é um objeto tal que para qualquer objeto C de C, existe um único
morfismo do objeto inicial para C. Um objeto terminal em C é um objeto tal que para
qualquer objeto C de C, existe um único morfismo de C para o objeto terminal.
É fácil provar que objetos iniciais e terminais, se existem, são únicos a menos de
isomorfismo.
Definição 11 (Produtos). Um objeto P é o produto de uma família de objetos (Pi)i∈I se,
e somente se, existem morfismos πi ∶ P → Pi, tal que para cada objeto P ′, e uma família










comuta, para todo i ∈ I. Isso implica que P é o objeto terminal na subcategoria plena de
todos os tais P ′.
O produto é denotado por ∏i∈IXi. Se I = {1, ..., n}, então é denotado por X1 × ... ×Xn.
Definição 12 (Coprodutos). Um objeto P é o coproduto de uma família de objetos (Pj)j∈J
se, e somente se, existem morfismos ßj ∶ Pj → P , tal que para cada objeto P ′, e uma família











comuta, para todo j ∈ J . Isso implica que P é o objeto inicial na subcategoria plena de
todos os tais P ′.
O coproduto é denotado por ∐j∈J Xj. Se J = {1, ..., n}, então é denotado por X1∐ ...∐Xn.
Definição 13 (Pullbacks). O pullback de dois morfismos f ∶ A → C e g ∶ B → C é
composto por um objeto D, juntamente com dois morfismos d1 ∶ D → A e d2 ∶ D → B, tal


























Ou seja, para qualquer outro objeto D′, juntamente com dois morfismos d′1 ∶ D′ → A e
d′2 ∶ D
′ → B, que faça o quadrado acima à direita comutar, existe um único morfismo
d′ ∶D′ →D fazendo o diagrama acima à esquerda inteiro comutar.
Isso implica que D é o objeto terminal na subcategoria plena de todos os tais D′.
Definição 14 (Pushouts). O pushout de dois morfismos f ∶ A → B e g ∶ A → C é
composto por um objeto D, juntamente com dois morfismos d1 ∶ B → D e d2 ∶ C → D, tal



























Ou seja, para qualquer outro objeto D′, juntamente com dois morfismos d′1 ∶ B → D′ e
d′2 ∶ C → D
′, que faça o quadrado acima à direita comutar, existe um único morfismo
d′ ∶D →D′ fazendo o diagrama acima à esquerda inteiro comutar.
Isso implica que D é o objeto inicial na subcategoria plena de todos os tais D′.
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É fácil ver que produtos, coprodutos, pullbacks e pushouts, quando existem,
são únicos a menos de isomorfismos.
1.1.4 Dualidade, Contravariância, Morfismo Universal, Limites
e Colimites
Uma noção importante em teoria das categorias é a noção de dualidade; ela
nos permite concluir, a partir da obtenção de um resultado válido em uma dada
categoria, que tal resultado é igualmente válido na sua categoria oposta. Essa
propriedade faz com que comumente seja dito que a teoria das categorias reduz o
trabalho pela metade. Grosso modo, a dualidade categorial é o processo de reverter
todas as setas. Por exemplo, monomorfismos e epimorfismos são noções duais, assim
como as noções de objeto inicial e objeto terminal, produtos e coprodutos, e pullbacks e
pushouts.
Dada uma categoria qualquer C, nós sempre podemos associar a C a sua
categoria oposta, a qual se denota por Cop: os objetos da categoria Cop são os objetos da
categoria C; as setas da categoria Cop, as quais são denotadas por f op, estão em uma
correspondência 1-1 f ↦ f op com as setas da categoria C, sendo que a direção das setas
f op é uma inversão da direção das setas f , com as óbvias noções de composição e
identidade em Cop.
A noção de dualidade e categoria oposta nos dá uma outra forma de ver
funtores: por contravariância. Ou seja, nós podemos definir funtores que invertem a
direção dos morfismos. Assim, podemos definir um funtor contravariante F ∶ C → D dado
em objetos por C ↦ FC e em morfismos por f ∶ C → C ′ ↦ Ff ∶ FC ′ → C.
Um importante tipo de funtor é o fornecido por conjuntos-Hom. Para
definirmos, aqui, os funtores-Hom, devemos considerar uma categoria C localmente
pequena, ou seja, isso quer dizer que os conjuntos-Hom da categoria C sob consideração
são objetos da categoria Set de todos os conjuntos pequenos.
Definição 15. Dito isso, podemos definir o funtor covariante C(A,−) =Hom(A,−) ∶ C →
Set definido pelo mapeamento objeto
B ↦ Hom(A,B)
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onde B é um objeto de C. E pelo mapeamento morfismo
(k ∶ B → B′)↦ (Hom(A,k) ∶ Hom(A,B)→ Hom(A,B′)
f ↦ k ○ f
onde k ∶ B → B′ é um morfismo de C.
O funtor-Hom contravariante é dado covariantemente da seguinte forma:
Definição 16. C(−,B) =Hom(−,B) ∶ Cop → Set é definido pelo mapeamento objeto
A↦ Hom(A,B)
onde B é um objeto de C. E pelo mapeamento morfismo
(g ∶ A→ A′)↦ (Hom(g,B) ∶ Hom(A′,B)→ Hom(A,B)
f ↦ f ○ g
onde g ∶ A→ A′ é um morfismo de C.
A função Hom(A,k) é comumente denotada por k∗, e chamada ”composição
com k à esquerda”, ou, ”o mapeamento induzido por k”. Já a função Hom(g,B) é
comumente denotada por g∗, e chamada ”composição com g à direita”. Assim, para cada
f ∶ A′ → B, nós temos que k∗(f) = k ○ f e g∗(f) = f ○ g. Além disso, note que tanto a seta











é comutativo em Set, tendo em vista que g∗ ○ k∗ = k∗ ○ g∗ = k ○ f ○ g.
Em teoria das categorias nós temos muitas construções com suas respectivas
duais, tais como: produtos, coprodutos, pullbacks, pullshots, equalizadores,
coequalizadores etc.. Algo que é bastante frequente nas definições dessas construções é o
seguinte: ”para todo f existe um único g tal que o diagrama comuta”. Na verdade, todas
as construções citadas acima, e outras, podem ser consideradas como casos particulares
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de uma única e mesma noção (ou, sua dual): a noção de morfismo (seta) universal. A
definição de morfismo universal é dada abaixo:
Definição 17 (Morfismo Universal). Sejam D, C categorias, C um objeto de C, e F ∶ D →
C um funtor. Um morfismo universal de C para F é um par ⟨R,u⟩, onde R é um objeto
de D e u é um morfismo u ∶ C → F (R) em C, tal que para todo par ⟨D,f⟩, onde D é um
objeto de D e f um morfismo f ∶ C → F (D) em C, existe um único morfismo f ′ ∶ R → D











comuta. Ou seja, F (f ′) ○ u = f .
Vejamos o conceito dual de morfismo universal:
Definição 18 (Morfismo Couniversal). Sejam D, C categorias, C um objeto de C, e
F ∶ D → C um funtor. Um morfismo universal de F para C é um par ⟨R,v⟩, onde R é um
objeto de D e v é um morfismo v ∶ F (R) → C em C, tal que para todo par ⟨D,f⟩, onde
D é um objeto de D e f um morfismo f ∶ F (D) → C em C, existe um único morfismo












comuta. Ou seja, v ○ F (f ′) = f .
Para demonstrar a unicidade a menos de isomorfismo do morfismo universal
(e do seu dual) basta usar categorias comma. O objetivo é mostrar que um morfismo
universal é um objeto em uma categoria comma, e mais, é um objeto inicial (e, no caso
do seu morfismo dual, um objeto terminal) em uma categoria comma. Assim, desde que
objetos iniciais e terminais são únicos a menos de isomorfismo, concluímos, imediatamente,
a unicidade a menos de isomorfismos de morfismos universais.
Nós podemos definir um diagrama em uma categoria C como um funtor
covariante. Um diagrama de shape J em uma categoria C é um funtor covariante
F ∶ J → C, onde J é a categoria indexadora. Os objetos e morfismos de J são
irrelevantes, apenas a maneira pela qual eles se relacionam entre si importa. Assim, um







F // F (j1)

F (α) // F (j2)

F (j3) // F (j4).
Definição 19 (Funtor Diagonal). Sejam C e J duas categorias, e assuma que J é uma
categoria pequena (Ob e Mor são conjuntos). Então, nós definimos o funtor diagonal
∆ ∶ C → CJ da seguinte forma: o mapeamento objeto é tal que C ↦ ∆(C) ∶ J → C,
que por sua vez é definido pelo mapeamento objeto J ↦ C e pelo mapeamento morfismo
f ∶ J → J ′ ↦ id ∶ C → C; ou seja, o mapeamento objeto do funtor diagonal ∆ ∶ C → CJ leva
cada objeto C de C para o funtor constante ∆(C) ∶ J → C que é um objeto da categoria CJ
de todos os funtores de J para C. O mapeamento morfismo do funtor diagonal ∆ ∶ C → CJ
é tal que f ∶ C → C ′ ↦ τ ∶ ∆(C) ⋅Ð→ ∆(C ′), com τA = f , para todo objeto A de J ; isto é,
o mapeamento morfismo do funtor diagonal ∆ ∶ C → CJ leva cada morfismo f ∶ C → C ′
para a óbvia transformação natural entre os funtores constantes ∆(C) e ∆(C ′), que por
sua vez é um morfismo na categoria CJ de todos os funtores de J para C.
Definição 20 (Colimite). Sejam C e J duas categorias, onde J é uma categoria
indexadora, e seja F ∶ J → C um funtor. O colimite de F ∶ J → C é um morfismo
universal de F para o funtor diagonal ∆ ∶ C → CJ .
Definição 21 (Limite). Sejam C e J duas categorias, onde J é uma categoria indexadora,
e seja F ∶ J → C um funtor. O limite de F ∶ J → C é um morfismo universal do funtor
diagonal ∆ ∶ C → CJ para F .
Todas as construções cotidianas em teoria das categorias, como produtos,
coprodutos, pullbacks, pullshots, equalizadores, coequalizadores etc. são casos de limites
ou colimites.
Definição 22. Uma categoria C é dita ser finitamente completa (cocompleta) se o limite
(colimite) de qualquer diagrama finito em C existe em C; isto é, se todos os limites
(colimites) finitos existem.
É fácil mostrar que se uma dada categoria C tem objeto terminal (objeto inicial)
e todos os pullbacks (pushouts) existem, então todos os limites (colimites) finitos existem.
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1.1.5 Funtores Adjuntos
Uma noção-chave (é possível afirmar que é a noção-chave) existente na teoria
das categorias é a de funtores adjuntos. Tal noção engloba muitas outras noções
importantes na teoria das categorias, como construções universais, e, portanto, limites e
colimites. A noção de adjunção de funtores foi desenvolvida por Kan (1958a), e veremos
adiante, quando falarmos sobre categorias modelo, suas motivações para isso. Existem
várias (e equivalentes) maneiras de definir adjunção de funtores; vejamos as mais usadas.
Definição 23 (Adjunção). Uma adjunção de funtores consiste dos seguintes dados:
• categorias C e D;
• funtores F ∶ C → D e G ∶ D → C; e
• transformação natural η ∶ IC
⋅
Ð→ GF .
Os dados acima se configuram como uma adjunção de funtores se ⟨FX,ηX⟩ é um morfismo
universal de X para G, para cada objeto X de C. Ou seja, é um par ⟨FX,ηX⟩, onde FX
é um objeto de D e ηX é um morfismo ηX ∶ X → GF (X) em C, tal que para todo par
⟨Y, f⟩, onde Y é um objeto de D e f um morfismo f ∶ X → G(Y ) em C, existe um único











O funtor F é chamado o adjunto esquerdo, e o funtor G é chamado o adjunto direito. A
transformação natura η é chamada a unidade da adjunção.
Existe, também, uma definição em termos da noção dual de unidade.
Definição 24. Dados funtores F ∶ C → D e G ∶ D → C, e a transformação natural
ε ∶ FG
⋅
Ð→ ID, F é adjunto esquerdo a G se ⟨GY, εY ⟩ é um morfismo universal de F para
Y , para cada objeto Y de D. Ou seja, é um par ⟨GY, εY ⟩, onde GY é um objeto de C e εY
é um morfismo εY ∶ FG(Y )→ Y em D, tal que para todo par ⟨X,g⟩, onde X é um objeto
de C e g um morfismo g ∶ F (X)→ Y em D, existe um único morfismo f ∶X → GY em C,













A transformação natural ε é chamada a counidade da adjunção.
Nós podemos definir adjunção de funtores via unidade e counidade sem,
todavia, suas propriedades de morfismos universais. Vejamos:
Definição 25. ⟨F,G, η, ε⟩ ∶ C → D, onde
• C e D são categorias;
• F ∶ C → D e G ∶ D → C são funtores; e
• η ∶ IC
⋅
Ð→ GF e ε ∶ FG ⋅Ð→ ID são transformações naturais
é uma adjunção se
idFX = εFX ○ F (ηX)
idGY = G(εY ) ○ ηGY ,
para cada objeto X de C, e cada objeto Y de D.
A próxima definição caracteriza adjunção em termos de isomorfismo natural
entre conjuntos-Hom. Aqui será utilizado os funtores-Hom definidos acima.
Definição 26 (Adjunção em termos de conjuntos-Hom). Sejam C e D categorias. Uma
adjunção de C para D é uma tripla ⟨F,G,φ⟩, onde F ∶ C → D e G ∶ D → C são funtores, e
φ é um mapeamento que atribui a cada par de objetos X ∈ C e Y ∈ D uma bijeção
φ = φX,Y ∶ HomC(F (X), Y ) ≃ HomC(X,G(Y ))
natural em X e Y . Dado que a naturalidade se dá em duas variáveis, nós temos dois
quadrados comutativos de naturalidade para todo f ∶X ′ →X e g ∶ Y → Y ′:
D(F (X), Y )
D(F (f),Y )

φX,Y // C(X,G(Y ))
C(f,G(Y ))

D(F (X ′), Y )
φX′,Y
// C(X ′, (G(Y )))
40
D(F (X), Y )
D(F (X),g)

φX,Y // C(X,G(Y ))
C(X,G(g))

D(F (X), Y ′)
φX,Y ′
// C(X, (G(Y ′))) .
Note que nós podemos definir equivalência de categorias via adjunção de
funtores. Dada uma adjunção ⟨F,G, η, ε⟩ ∶ C → D, é fácil ver, a partir da definição, que se
η e ε são isomorfismos naturais, então C é equivalente a D.
1.2 Categorias Modelo
Daniel Quillen escreveu sua tese de doutorado sobre equações diferenciais
parciais (QUILLEN, 1964). Entretanto, sofrendo uma enorme influência de Dan Kan,
migrou para a topologia algébrica, e, apenas três anos após sua tese, escreveu o
magistral livro intitulado ”Homotopical Algebra” (QUILLEN, 1967). Em tal livro,
Quillen introduz a noção de categorias modelo, transformando permanentemente a
topologia algébrica, onde esta passa a ser não mais apenas o estudo de espaços
topológicos a menos de homotopia, mas, além disso, uma ferramenta geral, útil em
vários ramos da matemática (e, nesta tese, veremos que também é bastante útil para a
teoria da complexidade descritiva). Grosso modo, e sendo bem sucinto, a ideia geral
básica é a seguinte: temos uma classe W de morfismos em uma dada categoria C que
gostaríamos que fossem isomorfismos, e temos uma categoria HoC onde todos os
morfismos em W são isomorfismos via inversão formal. Permita-me, agora, falar como
Quillen desenvolveu seus insights.
Com a introdução de categorias modelo, Quillen uniu muitas ideias já
conhecidas e trabalhadas até então. Podemos dizer que as ideias mais significativas que
foram agregadas à noção de categorias modelo se encontram nos trabalhos de
Eilenberg-Zilber, Kan, e Milnor sobre conjuntos simpliciais, e nos trabalhos de Verdier e
Grothendieck sobre categorias derivadas.
Conjuntos simpliciais foram introduzidos por Eilenberg e Zilber (1950). Um
conjunto simplicial X consiste de um conjunto de n-simplices Kn, para n ≥ 0,
mapeamentos de face di ∶ Kn → Kn−1, para 0 ≤ i ≤ n, e mapeamentos de degeneração
si ∶ Kn → Kn+1, para 0 ≤ i ≤ n. Tais conjuntos servem como modelos combinatórios para
espaços topológicos, que são modelos mais gerais do que complexos simpliciais. Uma
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referência padrão para conjuntos simpliciais se encontra em (MAY, 1992). As duas
principais características de conjuntos simpliciais que foram cruciais para o trabalho de
Quillen com categorias modelo serão introduzidas nos próximos parágrafos.
Primeiro, no que diz respeito a conjuntos simpliciais gerais, em oposição a
conjuntos simpliciais que satisfazem uma propriedade (condição de extensão) introduzida
por Kan (1956), que é análoga à injetividade para módulos sobre um anel, a noção de
homotopia simplicial não é bem comportada. Os conjuntos simpliciais que satisfazem tal
propriedade são chamados agora de complexos de Kan.
A segunda característica é a própria relação entre conjuntos simpliciais e
espaços topológicos. Um espaço topológico X possui um complexo singular SingX, e
Milnor (1957) introduziu, para um conjunto simplicial K, uma realização geométrica
∣K ∣. A informação relevante aqui é que a realização geométrica é adjunto esquerdo ao
complexo singular. Inclusive, Kan introduziu a noção de funtores adjuntos (1958),
visando principalmente a explicação desse exemplo. Os trabalhos de Kan ofereceram a
base para que Milnor provasse que o mapeamento K → Sing∣K ∣ é uma equivalência de
homotopia simplicial para complexos de Kan K, e que o mapeamento ∣SingX ∣ → X é
uma equivalência de homotopia para CW-complexos X. Ou seja, a teoria da homotopia
de complexos simpliciais é equivalente à teoria da homotopia de espaços topológicos.
É importante salientar que os trabalhos de Kan também ofereceram a base para
que Gabriel e Zisman (1967) introduzissem um cálculo de frações. Tal cálculo tem como
principal característica o processo de inversão formal de uma classe de mapeamentos em
categorias. Em geral, esse processo de inversão formal em uma coleção de mapeamentos
em uma categoria pode fazer com que os morfismos fiquem ”fora de controle” de forma
bastante rápida. Isso significa que nós podemos terminar com uma ”categoria” em que
os objetos de morfismos são muito grandes para serem conjuntos. O cálculo de frações
fornece condições para que isso não ocorra. De fato, Gabriel e Zisman aplicaram isso a
conjuntos simpliciais e equivalências fracas. Isso foi uma grande influência para Quillen,
de modo que irei, a seguir, detalhar um pouco o assunto.
A noção inicia com a mesma ideia geral de Quillen: seja C uma categoria, eW ⊆
Mor(C) uma coleção de morfismos, que são considerados como equivalências fracas; tem-
se, então, frequentemente o desejo de tratar tais equivalências fracas como isomorfismos.
Existe uma forma geral de definir uma nova categoria, C[W−1], onde os morfismos de
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W ⊆ Mor(C) são ”formalmente invertidos”, isto é, são isomorfismos em C[W−1]; tal forma
geral é chamada de localização de Gabriel-Zisman. Grosso modo, C[W−1] é definida da
seguinte maneira:
• os objetos de C[W−1] são os mesmos de C;
• um morfismo x→ y em C[W−1] é um zig-zag de setas
x // ● oo ● // ... // ● oo ● // y
em C, onde as setas na direção oposta pertencem a W ⊆ Mor(C), módulo as óbvias
relações.
Existem dois problemas com a construção acima: (1) pode ser ”muito grande”
para ser uma categoria (ou, pelo menos, uma categoria localmente pequena); e (2) não
existe uma boa maneira de ”lidar” com os morfismos em C[W−1]. A situação se torna
um pouco melhor se temos um cálculo de frações. A teoria das categorias modelo fornece
outra solução possível para esse problema. Tal solução é justamente a possibilidade da
construção de categorias de homotopia HoC a partir da estrutura modelo presente em C.
Pode ser mostrado que HoC é a localização de C com respeito a W ⊆ Mor(C). Assim, HoC
e C[W−1] são categorias equivalentes.
Agora, veremos como os trabalhos de Grothendieck e Verdier sobre categorias
derivadas, tal como apresentados por Hartshorne (1966), também influenciaram
fortemente as ideias de Quillen. Imediatamente vemos a ideia geral de Quillen presente
obtenção de categorias derivadas: inicia-se com cadeias complexas sobre uma categoria
abeliana, e inverte-se os isomorfismos de homologia para obter a categoria derivada. Isto
é, temos uma classe de equivalências fracas que gostaríamos de transformar em
isomorfismos. Entretanto, o foco aqui está mais voltado para funtores derivados. Assim,
Grothendieck e Verdier estavam interessados na construção de (ou seja, como construir)
um funtor induzido entre as categorias derivadas a partir de um dado funtor entre as
respectivas categorias abelianas. Isso não é uma questão óbvia, pois somente alguns
funtores muito raros (os exatos) preservam isomorfismos de homologia. Assim, o
procedimento efetuado por Verdier foi o seguinte: deve-se substituir um complexo X por
um complexo com a mesma homologia para a qual o funtor pode ser aplicado de forma
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segura. Isso é análogo à substituição de um módulo por sua resolução projetiva ou
injetiva.
Os parágrafos anteriores mostram que, quando Quillen escreveu o seu magistral
”Homotopical Algebra”, já existiam, ”no ar”, as delineações básicas do que uma teoria da
homotopia deveria ser: deve-se iniciar com uma categoria C e uma coleção de morfismos
W , as equivalência fracas, e o objetivo é inverter formalmente as equivalências fracas, a fim
de obter uma categoria de homotopia HoC; e tudo precisa ser feito de uma tal maneira
concreta que permita a construção de funtores derivados. Para espaços topológicos X,
existe uma CW-aproximação QX, equipada com uma equivalência fraca QX →X. Sabe-
se de forma clara que antes da efetuação de várias construções, deve-se substituir X por
QX. Isso é análogo à substituição de um módulo (ou complexo de cadeias) por uma
resolução projetiva. Entretanto, para conjuntos simpliciais K, tem-se uma equivalência
fraca K → RK, onde RK é um complexo de Kan. Da mesma forma, deve-se, antes da
efetuação de várias construções (mesmo para definir grupos de homotopia). Isso é análogo
à substituição de um complexo de cadeias por uma resolução injetiva.
O que o parágrafo acima sugere é que Quillen necessitava, além da noção de
equivalência fraca, das noções de objeto cofibrante (como QX), e objeto fibrante (como
RK). A intuição para o insight-chave de Quillen veio, entretanto, da topologia. Como
não existe nenhuma noção de sequência exata em situações não-aditivas, objetos em tais
situações não fornecem informação suficiente. Disso, Quillen percebeu que, além da
coleção de equivalências fracas, seria necessário a incorporação de duas outras coleções
de morfismos, a saber, a coleção de cofibrações e a coleção de fibrações. Desse modo, um
objeto C é dito ser cofibrante se o mapeamento do objeto inicial da dada categoria para
C é uma cofibração. Dualmente, um objeto C é dito ser fibrante se o mapeamento de C
para o objeto terminal da dada categoria é uma fibração.
A motivação e intuição para estabelecer os axiomas que governam essas três
coleções de mapeamentos também vieram da topologia. Vejamos que motivação e intuição
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X × I g
// B
(1.3)
existe um levantamento h ∶ X × I → E fazendo os dois triângulos comutarem, onde X
é qualquer CW-complexo finito. A partir desses dados, nós temos que p é dito ter a
propriedade de levantamento à direita com respeito a j, e j é dito ter a propriedade de
levantamento à esquerda com respeito a p.
Assim, Quillen efetua uma generalização do caso acima, exigindo que seja
satisfeito os dois seguintes requerimentos: (1) cada fibração em uma categoria modelo deve
ter a propriedade de levantamento à direita com respeito a cada mapeamento que é, ao
mesmo tempo, uma cofibração e uma equivalência fraca (ou seja, uma cofibração acíclica);
e (2) cada mapeamento que é, ao mesmo tempo, uma fibração e uma equivalência fraca
(ou seja, uma fibração acíclica) deve possuir a propriedade de levantamento à direita com
respeito a cada cofibração. Além desses axiomas sobre levantamentos, existe, também, o
axioma que faz o seguinte requerimento: cada mapeamento na categoria modelo pode ser
fatorado como uma cofibração seguido por uma fibração acíclica; e (2) cada mapeamento
na categoria modelo pode ser fatorado como uma cofibração acíclica seguido por uma
fibração. Tal axioma é chamado o axioma da fatoração. Esses dois axiomas são os axiomas
essenciais de uma categoria modelo.
Quillen, também, desenvolve as noções de homotopia à esquerda e homotopia
à direita para mapeamentos em uma dada categoria modelo C, e mostra que essas duas
noções coincidem se, dado um mapeamento C → C ′ de C, C é cofibrante e C ′ é fibrante.
Além disso, Quillen mostra que a categoria de homotopia é equivalente à categoria de
objetos cofibrantes e fibrantes, e classes de homotopia de mapeamentos. Em particular, a
categoria de homotopia tem, de fato, conjuntos-Hom pequenos.
Dada uma categoria modelo C, a obtenção de sua categoria de homotopia HoC
pode ser efetuada de uma das seguintes formas, utilizando-se do cálculo de frações: (1)
a subcategoria plena dos objetos cofibrantes; ou (2) a subcategoria plena dos objetos
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fibrantes. Todavia, em geral, não é possível obter HoC de C inteira. Abaixo, são fornecidos
alguns exemplos.
Nós podemos equipar a categoria de conjuntos simpliciais com uma estrutura
modelo definindo as cofibrações como sendo os monomorfismos, as equivalências fracas
como sendo os isomorfismos de homotopia, e as fibrações como sendo as fibrações de Kan.
A última definição implica que os objetos fibrantes são os complexos de Kan. Assim, cada
objeto na categoria de conjuntos simpliciais equipada com essa estrutura modelo será
cofibrante. Da mesma forma, nós podemos equipar a categoria de espaços topológicos
com uma estrutura modelo definindo as cofibrações como sendo os complexos celulares
relativos, as equivalências fracas como sendo os isomorfismos de homotopia, e as fibrações
como sendo as fibrações de Serre. Assim, cada objeto na categoria de espaços topológicos
equipada com essa estrutura modelo será fibrante.
Uma teoria dos funtores derivados também foi desenvolvida no trabalho de
Quillen com suas categorias modelo. O problema que Quillen enfrentou quando abordou
o âmbito dos funtores derivados foi exatamente o mesmo enfrentado por Grothendieck
e Verdier: não existe razão para esperar que funtores entre categorias modelo preservem
equivalências fracas. Entretanto, em uma categoria modelo, cada objeto é equivalente a
um objeto cofibrante, e também a um objeto fibrante. Assim, para um dado funtor F
entre categorias modelo ter um funtor derivado à esquerda (respectivamente, à direita),
basta que este preserve equivalências fracas entre objetos cofibrantes (respectivamente,
fibrantes).
Ainda sobre funtores entre categorias modelo, a experiência mostra que os mais
úteis são os chamados funtores de Quillen, que são adjuntos esquerdos (respectivamente,
direitos) que preservam cofibrações (respectivamente, fibrações), e cofibrações acíclicas
(respectivamente, fibrações acíclicas). Outra introdução de Quillen no âmbito dos funtores
entre categorias modelo é a chamada equivalência de Quillen, que é um funtor de Quillen
cujo funtor derivado é uma equivalência das categorias homotópicas em questão.
1.2.1 Definição Formal de Categorias Modelo
Os axiomas abaixo descrevem o que em (QUILLEN, 1967) é chamado uma
categoria modelo ”fechada”. Desde que nenhum outro tipo de categoria modelo é citada
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aqui, ”categorias modelo fechadas” e ”categorias modelo” significam a mesma coisa nesta
tese. Aqui, estou seguindo (DWYER; SPALINSKI, 1995).










um levantamento no diagrama é um mapeamento h ∶ B →X tal que o diagrama resultante
com cinco setas comuta; ou seja, hi = f e ph = g.
Definição 27. Uma categoria modelo é uma categoria C com três classes distintas de
mapeamentos:
1. equivalências fracas ( ∼Ð→);
2. fibrações (↠); e
3. cofibrações (↪);
cada uma das quais sendo fechada sob composição e contendo todos os mapeamentos de
identidade.
Um mapeamento que é tanto uma fibração (resp. cofibração) quanto uma
equivalência fraca é chamado uma fibração acíclica (resp. cofibração acíclica).
Além disso, os seguintes axiomas devem ser satisfeitos:
1. MC1 Limites e colimites finitos existem em C.
2. MC2 Se f e g são mapeamentos em C tais que g ○ f é definido, e se dois dos três
mapeamentos f, g, g ○ f são equivalências fracas, o terceiro também é uma
equivalência fraca.
3. MC3 Se f é uma retração de g, e g é uma fibração, cofibração, ou uma equivalência
fraca, então, assim é f .
4. MC4 Dado um diagrama comutativo da forma de (1) como acima, um lift existe no
diagrama em uma das seguintes situações: (i) i é uma cofibração e p é uma fibração
acíclica; ou (ii) i é uma cofibração acíclica e p é uma fibração.
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5. MC5 Qualquer mapeamento f pode ser fatorado em duas maneiras: (i) f = pi, onde
i é uma cofibração e p é uma fibração acíclica; e (ii) f = pi, onde i é uma cofibração
acíclica, e p é uma fibração.
Definição 28 (Objetos cofibrantes e fibrantes). Seja C uma categoria modelo, e sejam ∅
e ∗ o objeto inicial e o objeto terminal em C, respectivamente. Um objeto C de C é dito
ser cofibrante se ∅ → C é uma cofibração. Por outro lado, um objeto C de C é dito ser
fibrante se C → ∗ é uma fibração.
Definição 29 (Propriedade de levantamento). Um mapeamento i ∶ A → B é dito ter a
propriedade de levantamento à esquerda (LLP) com respeito a outro mapeamento p ∶X →
Y , e p é dito ter a propriedade de levantamento à direita (RLP) com respeito a i, se um
levantamento existe em qualquer diagrama da forma de (9).
Proposição 1. Seja C uma categoria modelo fechada.
1. As cofibrações em C são os mapeamentos que têm a LLP com respeito às fibrações
acíclicas.
2. As cofibrações acíclicas em C são os mapeamentos que têm a LLP com respeito às
fibrações.
3. As fibrações em C são os mapeamentos que têm a RLP com respeito às cofibrações
acíclicas.
4. As fibrações acíclicas em C são os mapeamentos que têm a RLP com respeito às
cofibrações.
Demonstração. (DWYER; SPALINSKI, 1995, p.87).
Proposição 2. Seja C uma categoria modelo fechada.
1. A classe de cofibrações em C é estável sob mudança de cobase.
2. A classe de cofibrações acíclicas em C é estável sob mudança de cobase.
3. A classe de fibrações em C é estável sob mudança de base.
48
4. A classe de fibrações acíclicas em C é estável sob mudança de base.
Demonstração. (DWYER; SPALINSKI, 1995, p.88).
1.2.2 Objetos-cilindro e Homotopias à Esquerda
Definição 30 (Objeto cilindro). Seja C alguma categoria modelo fechada fixada, e A e
X objetos de C.
Um objeto cilindro para A é um objeto A ∧ I de C junto com um diagrama:
A∐A
i // A ∧ I
∼ // A ,
que fatora o mapeamento dobrável idA + idA ∶ A∐A→ A.
Um objeto cilindro A ∧ I é chamado:
1. um objeto cilindro bom, se A∐A→ A ∧ I é uma cofibração; e
2. um objeto cilindro muito bom se, além disso, o mapeamento A ∧ I → A é uma
fibração (necessariamente acíclica).
Definição 31. Se A∧I é um objeto cilindro para A, nós denotamos os dois mapeamentos
de estruturas A→ A ∧ I por i0 = i ⋅ in0 e i1 = i ⋅ in1.
Lema 1. Se A é cofibrante, e A ∧ I é um objeto cilindro bom para A, então, os
mapeamentos i0, i1 ∶ A→ A ∧ I são cofibrações acíclicas.
Demonstração. (DWYER; SPALINSKI, 1995, pp.89-90).
Definição 32 (Homotopia à esquerda). Dois mapeamentos f, g ∶ A → X em C são ditos
serem homotópicos à esquerda (denotados por f ∼l g) se existe um objeto cilindro A ∧ I
para A tal que o mapeamento de soma f + g ∶ A∐A → X estende a um mapeamento
H ∶ A ∧ I → X; ou seja, tal que existe um mapeamento H ∶ A ∧ I → X com
H(i0 + i1) = f + g.
Tal mapeamento H é dito ser uma homotopia à esquerda de f para g (via o objeto cilindro
A ∧ I). A homotopia à esquerda é dita ser boa (resp. muito boa) se A ∧ I é um objeto
cilindro bom (resp. muito bom) para A.
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Lema 2. Se f ∼l g ∶ A→X, então, existe uma homotopia boa à esquerda de f para g. Se,
além disso, X é fibrante, então, existe uma homotopia muito boa à esquerda de f para g.
Demonstração. (DWYER; SPALINSKI, 1995, p.90).
Lema 3. Se A é cofibrante, então ∼l é uma relação de equivalência sobre HomC(A,X).
Demonstração. (DWYER; SPALINSKI, 1995, p.91).
Definição 33. Seja πl(A,X) o conjunto de classes de equivalências de HomC(A,X) sob
a relação de equivalência gerada pela homotopia à esquerda.
Lema 4. Se A é cofibrante, e p ∶ Y →X é uma fibração acíclica, então a composição com
p induz uma bijeção
p∗ ∶ πl(A,Y )→ πl(A,X),
dada por
[f]↦ [p ○ f].
Demonstração. (DWYER; SPALINSKI, 1995, pp.91-92).
Lema 5. Suponha que X é fibrante, que f e g são mapeamentos homotópicos à esquerda
A→X, e que h ∶ A′ → A é um mapeamento. Então, f ○ h ∼l g ○ h.
Demonstração. (DWYER; SPALINSKI, 1995, p.92).
Lema 6. Se X é fibrante, então a composição em C induz um mapeamento:
πl(A′,A) × πl(A,X)→ πl(A′,X),
dada por
([h], [f])↦ [f ○ h].
Demonstração. (DWYER; SPALINSKI, 1995, p.92).
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1.2.3 Objetos-caminho e Homotopias à Direita
Por dualidade, o que foi mostrado até agora possui resultados correspondentes
”do outro lado”.




p // X ×X ,
que fatora o mapeamento diagonal (idX , idX) ∶X →X ×X.
Um objeto caminho XI é chamado:
1. um objeto caminho bom, se XI →X ×X é uma fibração; e
2. um objeto caminho muito bom se, além disso, o mapeamento X → XI é uma
cofibração (necessariamente acíclica).
Definição 35. Nós denotamos os dois mapeamentos XI →X por p0 = pr0 ⋅p e p1 = pr1 ⋅p.
Lema 7. Se X é fibrante e XI é um objeto caminho bom para X, então os mapeamentos
p0, p1 ∶XI →X são fibrações acíclicas.
Definição 36 (Homotopia à direita). Dois mapeamentos f, g ∶ A → X em C são ditos
serem homotópicos à direita (denotados por f ∼r g) se existe um objeto caminho XI
para X tal que o mapeamento de produto (f, g) ∶ A → X × X lifts a um mapeamento
H ∶ A→XI .
Tal mapeamento H é dito ser uma homotopia à direita de f para g (via o objeto caminho
XI). A homotopia à direita é dita ser boa (resp. muito boa) se XI é um objeto caminho
bom (resp. muito bom) para X.
Lema 8. Se f ∼r g ∶ A → X, então, existe uma homotopia boa à direita de f para g. Se,
além disso, A é cofibrante, então, existe uma homotopia muito boa à direita de f para g.
Lema 9. Se X é fibrante, então ∼r é uma relação de equivalência sobre HomC(A,X).
Definição 37. Seja πr(A,X) o conjunto de classes de equivalências de HomC(A,X) sob
a relação de equivalência gerada pela homotopia à direita.
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Lema 10. Se X é fibrante, e i ∶ A → B é uma cofibração acíclica, então a composição
com i induz uma bijeção:
i∗ ∶ πr(B,X)→ πr(A,X),
Lema 11. Suponha que A é cofibrante, que f e g são mapeamentos homotópicos à direita
de A para X, e que h ∶X → Y é um mapeamento. Então, h ○ f ∼r h ○ g.
Lema 12. Se A é cofibrante, então a composição em C induz um mapeamento:
πr(A,X) × πr(X,Y )→ πr(A,Y ),
1.2.4 Relação entre Homotopias à Esquerda e Homotopias à
Direita
Lema 13. Sejam f, g ∶ A→X mapeamentos.
1. Se A é cofibrante, e f ∼l g, então f ∼r g.
2. Se X é fibrante, e f ∼r g, então f ∼l g.
Ou seja, se A é cofibrante, e X é fibrante, então as relações de homotopias à direita e à
esquerda concordam sobre HomC(A,X).
Demonstração. (DWYER; SPALINSKI, 1995, p.94).
Definição 38. Se A é cofibrante, e X é fibrante, as relações de equivalência homotópica
à direita e à esquerda idênticas sobre HomC(A,X) serão denotadas por ∼, e será dito
que dois mapeamentos relacionados por ∼ são homotópicos.
O conjunto de classes de equivalências com respeito a ∼ será denotado por π(A,X).
Lema 14. Suponha que f ∶ A → X é um mapeamento em C entre objetos A e X que são
ambos fibrantes e cofibrantes. Então, f é uma equivalência fraca se, e somente se, f tem
uma inversa homotópica; ou seja, se, e somente se, existe um mapeamento g ∶X → A tal
que as composições g ○f e f ○ g são homotópicas aos respectivos mapeamentos identidade.
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Demonstração. (DWYER; SPALINSKI, 1995, pp.94-95).
Em particular, o lema acima implica que o funtor canônico Ccf → Ccf/ ∼ inverte
as equivalências fracas.
1.2.5 A Categoria de Homotopia de uma Categoria Modelo
As categorias abaixo serão usadas como ferramentas para definir a categoria
de homotopia da categoria modelo fechada C, a qual é denotada por HoC. Tais categorias
também servem como ferramentas para a construção do funtor canônico C → HoC.
Definição 39. Seja C uma categoria modelo fechada. Associadas a C, nós temos as
seguintes categorias:
1. Cc - a subcategoria plena de C gerada pelos objetos cofibrantes em C.
2. Cf - a subcategoria plena de C gerada pelos objetos fibrantes em C.
3. Ccf - a subcategoria plena de C gerada pelos objetos de C que são tanto fibrantes
quanto cofibrantes.
4. πCc - a categoria consistindo dos objetos cofibrantes em C e cujos morfismos são
classes de mapeamentos de homotopias à direita.
5. πCf - a categoria consistindo dos objetos fibrantes em C e cujos morfismos são classes
de mapeamentos de homotopias à esquerda.
6. πCcf - a categoria consistindo dos objetos que são tanto fibrantes quanto cofibrantes
em C e cujos morfismos são classes de mapeamentos de homotopias.
Para cada objetoX ∈ C, nós podemos aplicar o axiomaMC5(i) ao mapeamento
∅→X e obter uma fibração acíclica
pX ∶ QX∼X
com QX cofibrante. Nós também podemos aplicar o axioma MC5(ii) ao mapeamento
X → ∗ e obter uma cofibração acíclica
iX ∶X∼RX
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com QX fibrante. Se X é ele próprio cofibrante, seja QX = X; se X é fibrante, seja
RX =X.
Lema 15. Dado um mapeamento f ∶X → Y em C, existe um mapeamento f̂ ∶ QX → QY











• O mapeamento f̂ depende, a menos de homotopia à direita ou a menos de
homotopia à esquerda, somente sobre f , e é uma equivalência fraca se, e somente
se, f for.
• Se Y é fibrante, então f̂ depende, a menos de homotopia à direita ou a menos de
homotopia à esquerda, somente sobre a classe de homotopia à esquerda de f .
Demonstração. (DWYER; SPALINSKI, 1995, p.96).
A unicidade do lema acima implica que se f = idX , então f̂ é homotópica à
direita a idQX . Similarmente, se f ∶X → Y e g ∶ Y → Z, e h = g ○ f , então ĥ é homotópica
à direita a ĝ ○ f̂ . Assim, nós podemos definir um funtor
Q ∶ C → πCc
levando X → QX e f ∶X → Y para a classe de homotopia à direita [f̂] ∈ πr(QX,QY ).
Lema 16. Dado um mapeamento f ∶X → Y em C, existe um mapeamento f̄ ∶ RX → RY












• O mapeamento f̄ depende, a menos de homotopia à direita ou a menos de
homotopia à esquerda, somente sobre f , e é uma equivalência fraca se, e somente
se, f for.
• Se X é cofibrante, então f̄ depende, a menos de homotopia à direita ou a menos de
homotopia à esquerda, somente sobre a classe de homotopia à direita de f .
A unicidade do lema acima implica que se f = idX , então f̄ é homotópica à
esquerda a idRX . Similarmente, se f ∶X → Y e g ∶ Y → Z, e h = g○f , então h̄ é homotópica
à esquerda a ḡ ○ f̄ . Assim, nós podemos definir um funtor
R ∶ C → πCf
levando X → RX e f ∶X → Y para a classe de homotopia à esquerda [f̄] ∈ πl(RX,RY ).
Lema 17. A restrição do funtor Q ∶ C → πCc a Cf induz um funtor Q′ ∶ πCf → πCcf . A
restrição do funtor R ∶ C → πCf a Cc induz um funtor R′ ∶ πCc → πCcf .
Demonstração. (DWYER; SPALINSKI, 1995, p.97).
Definição 40. A categoria de homotopia HoC de uma categoria modelo fechada C é a
categoria com os mesmo objetos que C, e com
HomHoC(X,Y ) = HomπCcf (R′QX,R′QY ) = π(RQX,RQY ).
Algumas observações são pertinentes:
• Existe um funtor γ ∶ C → HoC que é a identidade sobre objetos e envia um
mapeamento f ∶X → Y para o mapeamento R′Q(f) ∶ R′Q(X)→ R′Q(Y ).
• Se cada um dos objetos X e Y são tanto fibrantes quanto cofibrantes, então, por
construção o mapeamento γ ∶ HomC(X,Y ) → HomHoC(X,Y ) é sobrejetivo, e induz
uma bijeção π(X,Y ) ≃ HomHoC(X,Y ).
Proposição 3. Se f é um morfismo de C, então γ(f) é um isomorfismo em HoC se, e
somente se, f é uma equivalência fraca. Os morfismos de HoC são gerados sob composição
pelas imagens sob γ de morfismos de C e as inversas de imagens sob γ de equivalências
fracas em C.
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Demonstração. (DWYER; SPALINSKI, 1995, pp.97-98).
Corolário 1. Se F e G são dois funtores HoC → D, e Fγ → Gγ é uma transformação
natural, então t também dá uma transformação natural de F para G.
Demonstração. (DWYER; SPALINSKI, 1995, p.98).
Lema 18. Seja C uma categoria modelo e F ∶ C → D um funtor tomando equivalências
fracas em C e enviando para isomorfismos em D. Se f ∼l g ∶ A → X ou f ∼r g ∶ A → X,
então F (f) = F (g) em D.
Demonstração. (DWYER; SPALINSKI, 1995, p.98).
Proposição 4. Suponha que A é um objeto cofibrante de C, e X é um objeto fibrante
de C. Então, o mapeamento γ ∶ HomC(A,X)→ HomHoC(A,X) é sobrejetivo, e induz uma
bijeção π(A,X) ≅ HomHoC(A,X).
Demonstração. (DWYER; SPALINSKI, 1995, pp.98-99).
1.2.6 Localização de Categorias
Definição 41. Seja C uma categoria, e W ⊆ C uma classe de morfismos. Um funtor
F ∶ C → D é dito ser uma localização de C com respeito a W se as seguintes condições são
satisfeitas:
1. F (f) é um isomorfismo para cada f ∈W; e
2. sempre que F ∶ C → D′ é um funtor enviando elementos de W para ismorfismos,
existe um único funtor G′ ∶ D → D′ tal que G′ ○ F = G.
Obviamente, a segunda condição acima apenas diz que quaisquer duas
localizações de C com respeito a W são canonicamente isomórficas; ou seja, o funtor de
localização é universal. A localização é comumente denotada por C →W−1C.
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Teorema 2. Seja C uma categoria modelo, e W ⊆ C a classe de equivalências fracas.
Então, o funtor γ ∶ C → HoC é uma localização de C com respeito a W.
Demonstração. (DWYER; SPALINSKI, 1995, pp.99-100).
Proposição 5. O funtor canônico Ccf → Ccf/ ∼ tem a mesma propriedade universal que o
funtor Ccf → HoCcf =W−1Ccf possui. Assim, existe um isomorfismo de categorias Ccf/ ∼→
HoCcf . Em particular, HoCcf é pequena.
Demonstração. Imediata.
1.2.7 Definição de Categorias Modelo via Sistemas de Fatoração
Fraca
Os resultados apresentados aqui são folclore e bastante conhecidos. Para provas
e mais aprofundamento, o leitor pode consultar (MAY;PONTO, 2012, 14.1.8) e (RIEHL,
2014, Seção 11) e (ADÁMEK, 2002).
Definição 42. Em uma categoria C, é dito que o morfismo f ∶ A→ B tem a propriedade
de levantamento à esquerda com respeito ao morfismo g ∶ C →D se para qualquer diagrama











existe um morfismo h que faz o diagrama completo comutativo. Se f tem a propriedade
de levantamento à esquerda com respeito a g, denota-se tal fato por f ⧄ g.
Definição 43. Para qualquer classe de morfismos S, define-se
S⧄ = {g ∈ C ∣ f ⧄ g para todo f ∈ S},
⧄S = {f ∈ C ∣ f ⧄ g para todo g ∈ S}.
Note que, para qualquer conjunto S, os conjuntos S⧄ e ⧄S são fechados sob retração.
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Definição 44. Um sistema de levantamento maximal em uma categoria C é um par de
classes de morfismos (L,R) tal que L = ⧄R e R = L⧄.
O teorema a seguir é folclore, e bem conhecido:
Teorema 3. Se (L,R) é um sistema de levantamento maximal em uma categoria C,
então L e R contêm todos os isomorfismos e são fechadas sob composição e retração.
Além disso, L é fechada sob coprodutos e pushouts ao longo de morfismos em C, e R é
fechada sob produtos e pullbacks ao longo de morfismos em C.
Agora, a definição de um sistema de fatoração fraca (SFF).
Definição 45. Um sistema de fatoração fraca (L,R) na categoria C é um sistema de
levantamento máximal tal que qualquer morfismo em C pode ser fatorado como g ○f , com
f ∈ L e g ∈R.
Agora, um lema bastante conhecido e útil que será importante adiante.
Lema 19. Se (L,R) é um par de classes de morfismos em uma categoria C tal que
1. f ⧄ g para todo f ∈ L e g ∈R,
2. todos os morfismos f ∈ C podem ser fatorados como fR ○ fL, onde fR ∈R e fL ∈ L, e
3. L e R são fechadas sob retraimentos,
então, (L,R) é um SFF.
Propriedades de levantamento são importantes na classificação de propriedades
de morfismos. Nós já vimos a definição de retrações no contexto das estruturas relacionais
finitas. Para um exemplo de como a supracitada classificação de propriedades de morfismos
ocorre, vejamos a seguinte caracterização de retrações e seções em um contexto geral:
Definição 46. Um morfismo r ∶ A → B em uma categoria é chamado uma retração se é
possível fatorar a identidade de B como idB = r ○ s, para algum morfismo s. Dualmente,
um morfismo s ∶ A → B é chamado uma seção se é possível fatorar a identidade de A
como idA = r ○ s, para algum morfismo r.
O lema abaixo mostra como exatamente propriedades de levantamento
classificam propriedades de morfismos no caso das retrações e seções:
Lema 20. A classe de retrações é exatamente {∅ → A ∣ A ∈ C}⧄. Dualmente, a classe de
seções é exatamente ⧄{A→ ∗ ∣ A ∈ C}.
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Categorias Modelo via SFFs
Definição 47. Uma estrutura modelo C sobre uma categoria finitamente completa e
finitamente cocompleta C é uma tupla de três subcategorias de C: (Cef) (as equivalências
fracas); (Ccof) (as cofibrações); e (Cfib) (as fibrações). Tais subcategorias devem
satisfazer os seguintes axiomas:
• SFF Os pares
(Ccof ,Cfib ∩Cef) e (Ccof ∩Cef ,Cfib)
são SFFs.
• 2OF3 Para os morfismos componíveis f e g, se dois dos morfismos f , g e g ○f são
equivalências fracas, o mesmo ocorre com o terceiro.
Um morfismo que é tanto uma cofibração (resp. fibração) quanto uma equivalência fraca
é chamado uma cofibração acíclica (resp. fibração acíclica).
Uma consequência não trivial desses axiomas é que Cef é fechada sob
retraimentos:
Lema 21 (Tierney). Cef é fechada sob retraimentos.
Abaixo serão apresentados dois lemas usados para construir estruturas modelo.
Lema 22. Dada uma categoria finitamente completa e finitamente cocompleta C, junto
com subcategorias f̃C ⊆ wC ⊆ C, onde f̃C é fechada sob pullbacks, e wC satisfaz (2OF3), é
definido o seguinte:
Cef = wC, Ccof = ⧄f̃C, Cfib = (Ccof ∩Cef)⧄.
Se (Ccof , f̃C) e (Ccof ∩ Cef ,Cfib) são SFFs, e Cef ∩ Cfib = f̃C, então (Cef ,Ccof ,Cfib) é
uma estrutura modelo sobre C.
Lema 23. Dada uma categoria finitamente completa e finitamente cocompleta C, junto
com uma subcategoria wC, que satisfaz (2OF3), define-se o seguinte:
Cef = wC, Ccof = C, Cfib = C⧄ef .
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Se (Cef ,Cfib) é um SFF, então C é uma estrutura modelo sobre C.
1.3 Localidade
O limitado poder expressivo da lógica de primeira-ordem é uma informação
bastante conhecida. Em geral, e de maneira bastante típica, resultados de
inexpressabilidade são baseados em argumentos utilizando compacidade, ou nos jogos de
Ehrenfeucht-Fraïssé. Como sabemos, também, o interesse pelo poder expressivo de
lógicas sobre modelos finitos se tornou muito forte, de modo que hoje em dia se trata de
uma área sólida de pesquisa, com muitas aplicações em ciência da computação. Em
particular, nós temos como uma de tais aplicações a teoria da complexidade descritiva,
onde tem-se a noção de classes de complexidade capturadas por lógicos.
Acontece que, em contextos finitos, provas de inexpressabilidade que são
baseadas em compacidade falham. Assim, para provar limites de expressabilidade da
lógica de primeira-ordem, deve-se recorrer a jogos de Ehrenfeucht-Fraïssé. Mas, as
técnicas baseadas em jogos não se restringem à lógica de primeira-ordem. De fato, jogos
de Ehrenfeucht-Fraïssé são frequentemente utilizados como o passo básico em outros
jogos mais sofisticados que podem ser utilizados em provas de inexpressabilidade de
outras lógicas, além da lógica de primeira-ordem. Por exemplo, jogar o
Ehrenfeucht-Fraïssé é um dos passos no jogo de Ajtai-Fagin para Σ11 monádica.
O problema com provas baseadas em jogos é que tais provas frequentemente
envolvem um intrincado argumento combinatório. Por essa razão, foi sugerido por Fagin,
Stockmeyer e Vardi (1994) a construção de uma livraria de estratégias vencedoras para
esses jogos. Em geral, o ideal seria termos uma coleção de ferramentas versáteis e de fácil
aplicação para provar limites de expressabilidade.
Vários resultados de inexpressabilidade (ou seja, limites de expressabilidade)
para a lógica de primeira-ordem foram alcançados partindo do fato de que a lógica de
primeira-ordem pode expressar apenas propriedades locais. Intuitivamente, nós só
podemos responder a uma consulta de primeira-ordem ”olhando” pequenas porções do
input.
Existem várias propostas para a formalização da noção de localidade. Por
exemplo, Gaifman (1982) provou que o resultado de uma consulta definível em primeira-
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ordem depende somente dos tipos de isomorfismos de vizinhanças de um raio fixado.
Assim, sejam A uma estrutura e ϕ uma fórmula; se as d-vizinhanças de duas tuplas a⃗1 e
a⃗2 em A são isomórficas, então A ⊧ ϕ(a⃗1)⇔ ϕ(a⃗2). Aqui, d depende de ϕ, e não de A.
Fagin, Stockmeyer e Vardi (1994) modificaram um resultado de Hanf (1965), adaptando-
o ao caso finito; os três provaram que se um dado critério relacionando o número de
vizinhanças pequenas em duas estruturas vale, então essas estruturas concordam sobre
sentenças cujo quantifier-rank (a profundidade de aninhamento de seus quantificadores)
é determinado pelo tamanho dessas vizinhanças. Uma maneira, então, de formalizar a
noção de localidade nesse sentido é a seguinte: sejam A e B duas estruturas, e suponha
que as duas tais estruturas realizem o mesmo multiconjunto de tipos de vizinhanças de
raio d; então, elas concordam sobre uma dada sentença Φ. Aqui, novamente, d depende
somente de Φ. A seguir, eu apresentarei o aparato e contexto da complexidade descritiva
que são necessários para a compreensão adequada da noção de localidade.
1.3.1 Teoria da Complexidade Descritiva
Antes de mais nada, eu devo explicitar a noção que será central no
desenvolvimento da presente tese, a saber, a noção de estrutura relacional finita.
Estruturas Relacionais Finitas
Definição 48. Um vocabulário σ é uma coleção de símbolos de constantes (denotados
(c1, ..., cn...)), símbolos de relação ou predicados (P1, ..., Pn...), e símbolos de função
(f1, ..., fn...). Além disso, cada símbolo de relação e de função tem uma aridade
associada.
Uma σ-estrutura





consiste de um universo A, juntamente com uma interpretação de
• cada símbolo de constante ci de σ como um elemento cAi ∈ A;
• cada símbolo de relação k-ária Pi de σ como uma relação k-ária sobre A; ou seja,
um conjunto PAi ⊆ Ak; e
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• cada símbolo de função k-ária fi de σ como uma função fAi ∶ Ak → A.
Assim, tem-se as seguintes definições:
1. Uma estrutura A é dita ser finita se seu universo A é um conjunto finito.
Ocasionalmente, escreve-se x ∈ A em vez de x ∈ A.
2. Um vocabulário σ é dito ser relacional se contém apenas símbolos de relação e
símbolos de constante.
3. Uma σ-estrutura A é dita ser relacional finita se A é um conjunto finito e σ é
relacional.
4. Se σ é um vocabulário, σn denota a expansão de σ com n novos símbolos de constante
c1, ..., cn.
Note que a eliminação de símbolos de função não ocasiona maiores problemas,
dado que, como definida em lógica de primeira-ordem, para cada função k-ária f , seu
grafo é uma relação (k+1)-ária {(x⃗, f(x⃗)) ∣ x⃗ ∈ Ak}. É assumido que qualquer vocabulário
σ é no máximo contável. Se σ é um vocabulário relacional, então STRUCT[σ] denota a
classe de todas as σ-estruturas finitas.
Definição 49. Dado um vocabulário σ, tem-se um conjunto T (σ) contendo os σ-termos
fechados:
• T (σ) contém todos os símbolos de constante.
• Se fi é um símbolo de função k-ária de σ, e t1, ..., tk ∈ T (σ), então f(t1, ..., tk) ∈
T (σ).
Definição 50. Para um dado vocabulário σ, define-se a σ-estrutura free term T̃ (σ) como
sendo a σ-estrutura cujo universo é T (σ), e com interpretações dadas da seguinte maneira:
• Para cada símbolo de constante c, tem-se cT̃ (σ) = c.
• Para cada símbolo de função k-ária fi, com a1, ..., an ∈ T (σ), tem-se
f
T̃ (σ)
i = fi(a1, ..., an).
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• Para cada símbolo de relação k-ária Ri, tem-se RT̃ (σ)i = ∅.
A σ-estrutura T̃ (σ) possui a seguinte propriedade universal.
Proposição 6. Para qualquer σ-estrutura A, existe um único homomorfismo ρ ∶ T̃ (σ)→
A.
Demonstração. O mapeamento ρ ∶ T̃ (σ)→ A é definido da seguinte maneira:
• para uma constante c, ρ(cT̃ (σ)) = cA; e
• se t ∈ T (σ) tem a forma f(t1, ..., tn), então ρ(t) = fA(ρ(t1), ..., ρ(tn)).
Para a unicidade, usa-se indução sobre a complexidade de termos. Suponha que ρ, ξ ∶
T̃ (σ)→ A são homomorfismos. Então
• para cada constante c, ρ(cT̃ (σ)) = cA = ξ(c);
• se t ∈ T (σ) tem a forma f(t1, ..., tn), então nós temos ρ(t) = fA(ρ(t1), ..., ρ(tn)) =
fA(ξ(t1), ..., ξ(tn)) = ξ(t), desde que os ti’s tem complexidade mais baixa do que t.
Isso prova a unicidade.
Definição 51. Se A ∈ STRUCT[σ], e A0 ⊆ A, a subestrutura de A gerada (induzida) por
A0 é uma σ-estrutura B cujo universo é B = A0∪{cA ∣ c é um símbolo de constante em σ},
com cB = cA para cada c, e com cada relação k-ária R interpretada como a restrição de
RA a B: ou seja, RB = RA ∩Bk.
Nós, agora, devemos definir a noção de homomorfismos de estruturas
relacionais finitas que, como esperado, são apenas mapeamentos de conjuntos base que
preservam todas as relações.
Definição 52. Dadas duas estruturas A e B de um vocabulário relacional σ, um
homomorfismo A → B é um mapeamento h ∶ A → B tal que, para cada símbolo de
constante c em σ, nós temos h(cA) = cB, e para cada símbolo de relação k-ária R, e uma
tupla (a1, ..., ak) ∈ RA, a tupla (h(a1), ..., h(ak)) está em RB.
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Definição 53. Se existe um homomorfismo de A para A′, é dito que A é homomórfico a
A′, e denota-se tal fato por A→ A′; caso contrário, escreve-se A↛ A′. Se A é homomórfico
a A′, e, ao mesmo tempo, A′ é homomórfico a A, é dito que A e A′ são homomorficamente
equivalentes, e denota-se tal fato por A ∼ A′. Se, por outro lado, não existe nenhum
homomorfismo de A para A′, e nenhum homomorfismo de A′ para A, é dito que A e A′
são incomparáveis, e escreve-se A ⊥ A′.
Definição 54. Um homomorfismo de A para si mesmo é chamado um endomorfismo de
A.
Definição 55. Um homomorfismo de A para A′ é um isomorfismo se é uma bijeção e f−1
é um homomorfismo de A′ para A. Se existe um isomorfismo entre A e A′, é dito que A e
A′ são isomórficos, e denota-se tal fato por A ≅ A′. Um isomorfismo de A consigo mesmo
é chamado um automorfismo de A.
É fácil ver que a composição de dois homomorfismos também é um
homomorfismo. Assim, podemos definir, para um dado vocabulário relacional σ, a
categoria de σ-estruturas relacionais finitas e homomorfismos, a qual vou denotar por
STRUCT[σ]. Note que a Proposição 6 acima mostra que T̃ (σ) é um objeto inicial na
categoria STRUCT[σ].
Complexidade Descritiva
A Teoria da Complexidade Descritiva nasce com o teorema de Fagin, segundo
o qual o fragmento existencial de segunda-ordem (∃SO) captura a classe NP sobre todas
as estruturas finitas. Para entender o que isso significa, precisamos de algumas definições.
Lembre-se de que STRUCT[σ] denota a classe de todas as σ-estruturas relacionais finitas.
Definição 56. • Uma consulta m-ária, m ≥ 0, sobre σ-estruturas, é um mapeamento
Q que associa a cada estrutura A um subconjunto de Am tal que Q é fechada sob
isomorfismo: se A ≅B via isomorfismo h ∶ A→ B, então Q(B) = h(Q(A)).
• É dito que Q é definível em uma lógica L se existe uma fórmula ϕ(x1, ..., xm) de L
em um vocabulário σ tal que para cada A,
Q(A) = {(a1, ..., am) ∈ Am ∣ A ⊧ ϕ(a1, ..., am)}.
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• Se m = 0, nós temos um caso bastante especial. Assumindo que A0 é um conjunto
unitário (e, portanto, há somente dois subconjuntos em A0), uma consulta 0-ária é
apenas um mapeamento de σ-estruturas para um conjunto com dois elementos, que
pode ser assumido conter true e false. Tais consultas são chamadas Booleanas.
Além disso, nós podemos associar uma consulta Booleana a um subconjunto C ⊆
STRUCT[σ] fechado sob isomorfismo:
A ∈ C sse Q(A) = true.
• Uma consulta Booleana Q é definível em uma lógica L se existe uma L-sentença Φ
tal que Q(A) = true sse A ⊧ Φ.
Na próxima definição, o termo ”propriedade” será utilizado como significando
”consulta Booleana”.
Definição 57. Seja K uma classe de complexidade, L uma lógica, e C uma classe de
estruturas finitas. É dito que L captura K sobre C se o seguinte se verifica:
1. A complexidade dos dados de L sobre C é K; ou seja, para cada L-sentença Φ, o
procedimento de testar se A ⊧ Φ, onde A ∈ C, está em K.
2. Para cada propriedade P de estruturas de C que pode ser testada com complexidade
K, existe uma sentença ΦP de L tal que A ⊧ ΦP sse A tem a propriedade P, para
cada A ∈ C.
Se C é a classe de todas as estruturas finitas, é dito que L captura K.
Assim, o teorema de Fagin diz o seguinte:
Teorema 4. ∃SO captura NP.
Um dos principais e mais difíceis problemas em complexidade computacional
diz respeito justamente à separação de classes de complexidade. O mais famoso (e
também o mais difícil) desses problemas é o famigerado PTIME versus NP. O que a
complexidade descritiva faz é buscar caracterizações lógicas de classes de complexidade,
possibilitando que os resultados de separação dessas classes possam ser formulados em
termos de resultados de inexpressabilidade em lógica. Para entender isso, suponha que
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temos duas classes de complexidade K1 e K2, capturadas, respectivamente, pelas lógicas
L1 e L2. Como então nós podemos provar que K1 ≠ K2 com a informação de que L1 e L2
capturam K1 e K2? A resposta se reduz inteiramente a resultados de inexpressabilidade!
Ou seja, para mostrar que K1 ≠ K2, basta mostrar que algum problema definível em L1 é
inexpressável em L2, ou vice-versa; isto é, separar as classes de complexidade K1 e K2 se
reduz a separar as lógicas que as capturam, que por sua vez se reduz a resultados de
inexpressabilidade. Deixe-me examinar como isso se comporta com PTIME versus NP.
Como sabemos, existem lógicas que capturam PTIME sobre a classe de
estruturas finitas-ordenadas (GRÄDEL, 2007, Teorema 3.2.18). Entretanto, não existe
nenhum teorema provando que alguma lógica captura PTIME sobre a classe de todas as
estruturas finitas, tal como ∃SO faz com NP. De fato, existe uma conjectura que diz
justamente o contrário, ou seja:
Conjectura 1 (Gurevich). Não existe lógica que capture PTIME sobre a classe de todas
as estruturas finitas.
Não é preciso pensar muito para concluir que provar a conjectura acima seria o mesmo
que provar que PTIME ≠ NP, dado que, pelo teorema de Fagin, existe uma lógica que
captura NP sobre a classe de todas as estruturas finitas, a saber, ∃SO.
Entretanto, existe uma maneira mais prática de abordar PTIME versus NP
usando a noção de resultados de inexpressabilidade. De fato, nós podemos esquecer
completamente as questões nebulosas que envolvem a existência ou não de uma lógica
que captura PTIME, e nos voltarmos para abordagens mais tangíveis que utilizam o
teorema de Fagin apenas. A primeira coisa que devemos notar aqui são dois fatos: (1) a
classe coNP consiste dos problemas cujos complementos estão em NP; e (2) a negação
de uma ∃SO-sentença é uma ∀SO-sentença. Unindo (1) e (2) ao teorema de Fagin, nós
temos o seguinte:
Corolário 2. ∀SO captura coNP.
Nós temos, então, duas classes de complexidade coNP e NP, e duas lógicas
que as capturam, respectivamente, ∀SO e ∃SO. Como vimos acima no caso mais geral,
a questão de mostrar que coNP ≠ NP se reduz à questão de mostrar que existe algum
problema definível em ∀SO que é inexpressável em ∃SO, ou vice-versa; isto é, separar as
classes de complexidade coNP e NP se reduz a separar as lógicas ∀SO e ∃SO. Mas, o que
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nós estamos usando aqui são lógicas que se relacionam com coNP e NP; assim, o que isso
tem a ver com a questão PTIME versus NP? É bastante simples: se PTIME = NP, então
NP deve ser fechado sob complemento, o que implica que coNP = NP. Assim, temos o
seguinte:
∀SO ≠ ∃SO⇒ coNP ≠ NP⇒ PTIME ≠ NP.
É importante salientar, entretanto, que o resultado acima vale para o caso finito
apenas. Ou seja, o teorema de Fagin implica que ∀SO ≠ ∃SO sobre estruturas finitas se,
e somente se, coNP ≠ NP, mas sobre algumas estruturas infinitas, por exemplo, ⟨N,+, ⋅⟩,
as lógicas ∀SO e ∃SO são sabidas serem diferentes.
As considerações acima mostram que nós temos um caminho para provar que
PTIME ≠ NP sem a necessidade de nos preocuparmos sobre questões a respeito da
existência ou não de uma lógica que captura PTIME. Assim, o problema PTIME versus
NP se reduz a um problema estritamente lógico, a saber, o de separar duas lógicas sobre
a classe de todas as estruturas finitas, e isso, como visto, reduz-se a resultados de
inexpressabilidade em lógicas.
Basicamente, a teoria da complexidade descritiva trabalha dessa forma, ou
seja, a redução de problemas concernentes a separações de classes de complexidade a
problemas concernentes a separações de lógicas, que por sua vez, reduzem-se a resultados
de inexpressabilidade.
Jogos
Como mostrar o limite do poder expressivo de uma dada lógica? Permita-me
pormenorizar essa questão. Para deixar as coisas mais concretas, eu irei apresentar alguns
exemplos de provas de inexpressabilidade em lógica de primeira-ordem (FO), ou seja,
exemplos de como provar que uma certa propriedade é inexpressável em FO. Referências
para esta subseção podem ser encontradas em (GRÄDEL,2007) e (LIBKIN, 2012).
Definição 58. Um grafo com uma relação de aresta E é conectado se para cada dois
vértices a, b é possível encontrar um número n e vértices c1, ..., cn ∈ V tal que
(a, c1), (c1, c2), ..., (cn, b) são todos arestas no grafo.
Proposição 7. Conectividade de grafos arbitrários não é FO-definível.
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Demonstração. Assumindo que conectividade é definível por uma sentença Φ sobre um
vocabulário σ = {E}, seja σ2 uma expansão de σ com dois símbolos de constante, c1 e c2.
Para cada n, seja Ψn a sentença
¬(∃x1...∃xn(E(c1, x1) ∧E(x1, x2) ∧ ... ∧E(xn, c2))),
isto é, Ψn é a sentença que afirma que não existe caminho de comprimento n + 1 de c1
para c2.
Seja T a teoria
{Ψn ∶ n > 0} ∪ {¬(c1 = c2),¬E(c1, c2)} ∪ {Φ}.
Agora, seja N tal que para toda Ψn ∈ T ′ ⊆ T , n < N . Então, o grafo conectado em que
o caminho mais curto de c1 para c2 tem comprimento N + 1 é um modelo de T ′. Assim,
cada subconjunto finito T ′ ⊆ T é consistente. Portanto, pelo teorema da compacidade, T
é consistente, o que implica que T tem um modelo. Seja G um modelo de T . Então, G
é conectado, mas não existe caminho de comprimento n de c1 para c2, para qualquer n.
Assim, essa contradição mostra que conectividade não é FO-definível.
Note que a prova acima não demonstra que a conectividade não pode ser
expressa por FO ou cálculo relacional sobre grafos finitos. Ou seja, a prova acima deixa
em aberto a possibilidade da existência de uma sentença de primeira ordem que testa
corretamente a conectividade somente para grafos finitos. Mas, para que o resultado seja
válido para o cálculo relacional, é necessário justamente mostrar a inexpressabilidade de
conectividade sobre grafos finitos.
Uma maneira óbvia de modificar a prova acima para incluir grafos finitos seria
usar compacidade sobre grafos finitos (ou seja, se cada subconjunto finito de T tem um
modelo finito, então T tem um modelo finito). Entretanto, a compacidade falha sobre
modelos finitos:
Proposição 8. Existe uma teoria T tal que
1. T não tem modelos finitos, e
2. cada subconjunto finito de T tem um modelo finito.
Ou seja, a compacidade falha sobre modelos finitos.
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Demonstração. Assuma que o vocabulário σ = ∅. Agora, defina λn como uma sendo
afirmando que o universo possui pelo menos n elementos distintos, ou seja,
λn ≡ ∃x1...∃xn⋀
i≠j
¬(xi = xj) (1.5)
Claramente, T = {λn ∶ n ≥ 0} não tem modelos finitos, enquanto que cada subconjunto
finito {λn1 , ..., λnk} de T tem um modelo, a saber, um conjunto cuja cardinalidade excede
todos os ni’s.
Jogos de Ehrenfeucht–Fraïssé
Uma ferramenta adequada para descrever a expressividade de lógicas sobre
modelos finitos é encontrada nos chamados jogos de Ehrenfeucht–Fraïssé. É bem
verdade que jogos não são utilizados apenas em contextos finitos, pelo menos no caso de
FO, existem aplicações em contextos infinitos. Entretanto, como visto na subseção
anterior, os contextos infinitos possuem ferramentas bem mais poderosas para as provas
de inexpressabilidade do que jogos. De fato, é no contexto finito que a abordagem dos
jogos adquire papel central.
A noção básica de jogo, tanto no caso de FO, quanto no de outras lógicas, é
bem parecida, sendo quase invariavelmente a mesma em todos os casos. O arcabouço do
jogo é, em geral, como segue:
1. Jogadores: existem dois jogadores, a saber, o spoiler e o duplicator.
2. Tabuleiro: o tabuleiro do jogo é constituído de duas estruturas, digamos, A e B.
3. Objetivos: o objetivo do spoiler é mostrar que as estruturas A e B são diferentes;
enquanto que o objetivo do duplicator é mostrar que elas são a mesma.
Agora, deixe-me descrever o jogo de Ehrenfeucht–Fraïssé clássico. O jogo é
constituído de rounds, que consistem (cada round) nos seguintes passos:
1. O spoiler escolhe uma estrutura (A ou B).
2. O spoiler faz uma jogada escolhendo um elemento dessa estrutura: a ∈ A ou b ∈B.
3. O duplicator responde escolhendo um elemento na outra estrutura.
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Mas, como o vencedor é estabelecido? Ou seja, quais as condições de vitória
no jogo de Ehrenfeucht–Fraïssé clássico? Para responder a essa questão, será necessária a
definição da noção crucial de um isomorfismo parcial:
Definição 59 (Isomorfismo parcial). Sejam A,B duas σ-estruturas, onde σ é relacional,
e a⃗ = (a1, ..., an) e b⃗ = (b1, ..., bn) duas tuplas em A e B, respectivamente. Então, (a⃗, b⃗)
define um isomorfismo parcial entre A e B se as seguintes condições valem:
• Para cada i, j ≤ n,
ai = aj se, e somente se, bi = bj.
• Para cada símbolo de constante c de σ, e cada i ≤ n,
ai = cA se, e somente se, bi = cB.
• Para cada símbolo de relação k-ária P de σ, e cada sequência (i1, ..., ik) de (não
necessariamente distintos) números de [1, n],
(ai1 , ..., aik) ∈ P
A se, e somente se, (bi1 , ..., bik) ∈ PB.
Se não há símbolos de constante, a definição acima diz que o mapeamento ai ↦ bi, i ≤ n,
é um isomorfismo entre as subestruturas de A e B, geradas por {a1, ..., an} e {b1, ..., bn},
respectivamente.
Note que as tuplas (a1, ..., an) e (b1, ..., bn) são justamente as jogadas que
obtemos após n rounds de um jogo de Ehrenfeucht–Fraïssé. Agora, c⃗A denota (cA1 , ..., cAl )
e c⃗B denota (cB1 , ..., cBl ), onde c1, ..., cl são os símbolos de constante em σ. Com isso em
mãos, é possível definir as condições de vitória no jogo de Ehrenfeucht–Fraïssé:
Definição 60. É dito que (a⃗, b⃗) é uma posição vencedora para o duplicator se
((a⃗, c⃗A), (b⃗, c⃗B))
é um isomorfismo parcial entre A e B.
Ou seja, o mapeamento levando cada ai para bi, e cada cAj para cBj , é um isomorfismo
entre as subestruturas de A e B, geradas por {a1, ..., an, cA1 , ..., cAl } e {b1, ..., bn, cB1 , ..., cBl },
respectivamente.
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Definição 61. É dito que o duplicator tem uma estratégia vencedora n-round no jogo de
Ehrenfeucht–Fraïssé sobre A e B se o duplicator pode jogar de uma forma que garanta
uma posição vencedora após n rounds, não importa como o spoiler jogue. Caso contrário,
o spoiler tem uma estratégia vencedora n-round. Escreve-se A ≡n B para o caso em que
o duplicator tem uma estratégia vencedora n-round. Claramente, A ≡n B implica A ≡k B,
para cada k ≤ n.
O próximo passo é, obviamente, mostrar como os jogos de Ehrenfeucht–Fraïssé se
conectam à FO-definibilidade. Mas, antes, devemos apresentar o seguinte teorema.
Teorema 5. Seja k > 0, e sejam L1, L2 ordens lineares de comprimento pelo menos 2k.
Então, L1 ≡k L2.
Demonstração. (LIBKIN, 2012, pp. 29-31)
Jogos e o Poder Expressivo de FO
Definição 62. (Quantifier rank). O quantifier rank de uma fórmula, qr(ϕ), é o número
de quantificadores aninhados. Ou seja:
• Se ϕ é atômica, então qr(ϕ) = 0.
• qr(ϕ1 ∨ ϕ2) = qr(ϕ1 ∧ ϕ2) =max(qr(ϕ1),qr(ϕ2)).
• qr(¬ϕ) = qr(ϕ).
• qr(∃xϕ) = qr(∀xϕ) = qr(ϕ) + 1.
A notação FO[k] é usada para denotar a classe de todas as FO-fórmulas que possuem um
quantifier rank até k.
Note que o quantifier rank de uma fórmula não é o número total de
quantificadores usados na fórmula. Para ver isso, considere uma família de fórmulas
definida por indução da seguinte forma: d0(x, y) ≡ E(x, y), e
dk ≡ ∃z dk−1(x, z) ∧ dk−1(z, y). Agora, é fácil ver que o número total de quantificadores
usados em dk é 2k − 1, enquanto que o seu quantifier rank é k. Uma exceção ocorre no
caso de fórmulas na forma prenex, quando o número total de quantificadores usados em
uma fórmula é igual ao seu quantifier rank.
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Definição 63. Seja σ um vocabulário, e S um conjunto de FO-sentenças sobre σ. É dito
que duas σ-estruturas A e B concordam em S se para cada sentença Φ de S, é o caso
que A ⊧ Φ⇔B ⊧ Φ.
Teorema 6 (Ehrenfeucht–Fraïssé). Sejam A e B duas estruturas em um vocabulário
relacional. Então, os seguintes são equivalentes:
1. A e B concordam sobre FO[k].
2. A ≡k B.
Demonstração. (LIBKIN, 2012, §3.5)
Segue abaixo a metodologia para provar resultados de inexpressabilidade que
vem da caracterização do poder expressivo de FO via jogos.
Corolário 3. Uma propriedade P de σ-estruturas finitas é não-expressável em FO se
para cada k ∈ N, existem duas σ-estruturas finitas, Ak e Bk, tais que:
• Ak ≡k Bk, e
• Ak tem a propriedade P, e Bk não a tem.
Demonstração. (LIBKIN, 2012, p. 33)
Nós veremos abaixo que, na verdade, os jogos de Ehrenfeucht–Fraïssé são
completos para a definibilidade de primeira-ordem. Sendo mais específico, isso significa
que o se do Corolário 3 pode ser substituído pelo se, e somente se. O corolário abaixo
mostra que a metodologia acima se estende de sentenças para fórmulas com variáveis
livres:
Corolário 4. Uma consulta m-ária Q sobre σ-estruturas é não-expressável em FO se, e
somente se, para cada k ∈ N, existem duas σ-estruturas finitas, Ak e Bk, e duas m-tuplas
a⃗ e b⃗ nelas tais que:
• (Ak, a⃗) ≡k (Bk, b⃗), e
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• a⃗ ∈ Q(Ak) e b⃗ ∉ Q(Bk).
Para entender como o Teorema de Ehrenfeucht–Fraïssé facilita a nossa vida,
note que não é possível provar que PAR não é FO-expressável sobre ordens lineares finitas
usando um simples argumento da compacidade, como é possível fazer com o fato de que
PAR não é FO-expressável quando σ é vazio. Mas, com o Teorema de Ehrenfeucht–Fraïssé,
isso agora é facilmente obtido. Primeiro, note que para provar, por meio do Teorema de
Ehrenfeucht–Fraïssé, que PAR não é FO-expressável quando σ é vazio, basta tomar Ak
para conter k elementos, e Bk para conter k + 1 elementos. Agora, sobre ordens lineares
finitas:
Corolário 5. PAR é não-FO-expressável sobre ordens lineares finitas.
Demonstração. Seja Ak uma ordem linear de comprimento 2k, e seja Bk uma ordem linear
de comprimento 2k +1. Pelo Teorema 5, nós temos que Ak ≡k Bk; e pelo Corolário 3, PAR
é não-FO-expressável sobre ordens lineares finitas.
Tipos de rank-k
Aqui será introduzido o conceito de tipos de rank-k.
Para começar, note que FO[0] contém combinações booleanas de fórmulas
atômicas. Assim, as sentenças em FO[0] são exatamente as sentenças atômicas, ou seja,
sentenças sem quantificadores. Por exemplo, se σ é relacional, as sentenças em FO[0] são
combinações booleanas da forma c = c′ e R(c1, ..., ck), onde c, c′, c1, ..., ck são símbolos de
constante de σ.
Agora, assuma que ϕ é uma FO[k+1]-fórmula. Nós temos, então, o seguinte: se
ϕ = ϕ1 ∨ϕ2, segue-se que tanto ϕ1 quanto ϕ2 também são FO[k + 1]-fórmulas; o raciocínio
é análogo para o caso em que ϕ = ϕ1 ∧ ϕ2; se ϕ = ¬ϕ1, segue-se que ϕ1 ∈ FO[k + 1].
Entretanto, se ϕ = ∃xψ ou ϕ = ∀xψ, segue-se que ψ é uma FO[k]-fórmula.
O parágrafo acima mostra que cada fórmula contida em FO[k+1] é equivalente
a uma combinação booleana de fórmulas da forma ∃xψ, onde ψ ∈ FO[k]. Com isso, é
possível provar o seguinte:
Lema 24. Se σ é finito, então, a menos de equivalência lógica, FO[k] sobre σ contém
somente finitamente muitas fórmulas em m variáveis livres x1, ..., xm.
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Demonstração. (LIBKIN, 2012, p. 34)
Um tipo, ou m-tipo, de uma m-tupla a⃗ sobre uma σ-estrutura A é definido,
na Teoria de Modelos, como o conjunto de todas as FO-fórmulas ϕ em m variáveis livres
tais que A ⊧ ϕ(a⃗). Entretanto, tal noção é muito geral para a abordagem finita. Assim,
temos:
Definição 64 (Tipos). Seja σ um vocabulário relacional fixado. Seja A uma σ-estrutura,
e seja a⃗ uma m-tupla sobre A. Então, o m-tipo de rank-k de a⃗ sobre A é definido como
tpk(A, a⃗) = {ϕ ∈ FO[k] ∶ A ⊧ ϕ(a⃗)}.
Um m-tipo de rank-k é qualquer conjunto de fórmulas da forma tpk(A, a⃗), onde |a⃗| =m.
Se m = 0, temos, então, o conjunto tpk(A) definido como o conjunto de FO[k]-
sentenças que são o caso em A. Uma característica importante é que cada tipo de rank-k,
S, é consistente, e para cada ϕ(x1, ..., xm) ∈ FO[k], nós temos que ϕ ∈ S ∨ ¬ϕ ∈ S. Isso
significa, claro, que tipos de rank-k são conjuntos maximalmente consistentes de fórmulas.
O exposto acima pode dar a impressão de que tipos de rank-k são objetos
infinitos inerentes. Entretanto, uma rápida análise mostra que o Lema 24 elimina essa
possibilidade. Agora, como sabemos, para um número fixado m de variáveis livres, a
menos de equivalência lógica, FO[k] é finito. Seja ϕ1(x⃗), ..., ϕM(x⃗) a enumeração de
todas as fórmulas não-equivalentes em FO[k] com variáveis livres x⃗ = (x1, ..., xm). Então,
um subconjunto K de {1, ...,M} determina, de forma única, um tipo de rank-k pela
especificação de quais dos ϕi’s pertencem ao tipo em questão. Note, também, que o teste
de que x⃗ satisfaz todos os ϕi’s, com i ∈ K, e não satisfaz nenhum ϕj’s, com j ∉ K, pode






Note que nenhum novo quantificador foi introduzido em (1.6), o que significa
que a fórmula αK(x⃗) é ela própria uma FO[k]-fórmula. Note também que para K ≠ K ′,
nós temos que se A ⊧ αK(a⃗), então A ⊧ ¬αK′(a⃗), o que significa que todos os αK ’s são
mutuamente exclusivos. Assim, desde que cada FO[k]-fórmula é equivalente a algum ϕi
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na enumeração acima, que é a disjunção de todos os αK ’s com i ∈K, cada FO[k]-fórmula
é a disjunção de algum dos αK ’s. Em resumo, temos:
Teorema 7. 1. Para um vocabulário relacional finito σ, o número de diferentes m-
tipos de rank-k é finito.
2. Seja T1, ..., Tr a enumeração de todos os m-tipos de rank-k. Existem FO[k]-fórmulas
α1(x⃗), ..., αr(x⃗) tais que:
(a) para cada A e a⃗ ∈ Am, é o caso que A ⊧ ϕ(a⃗) se, e somente se, tpk(A, a⃗) = Ti,
e
(b) cada FO[k]-fórmula ϕ(x⃗) em m variáveis livres é equivalente a uma disjunção
de alguns αi’s.
Assim, tipos são comumente associados com suas fórmulas definidoras αi’s. Lembrando
que tais fórmulas possuem o mesmo quantifier rank, k.
O corolário abaixo é uma consequência direta do teorema de
Ehrenfeucht–Fraïssé, e do Teorema 7.
Corolário 6. A relação de equivalência ≡k é de índice finito. Ou seja, tem finitamente
muitas classes de equivalência.
O próximo corolário mostra que, como já mencionado, o se do Corolário 3 pode
ser substituído pelo se, e somente se.
Corolário 7. Uma propriedade P é expressável em FO se, e somente se, existe um número
k tal que para cada duas estruturas A,B, se A ∈ P, e A ≡k B, então B ∈ P.
Demonstração. (LIBKIN, 2012, p. 35)
Em resumo, uma dada propriedade P não é expressável em FO se, e somente
se, para cada k, nós podemos encontrar duas estruturas, Ak ≡k Bk, tais que Ak tem a
propriedade P, mas Bk não.
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1.3.2 Localidade
Localidade é uma propriedade de lógicas, cujas origens se encontram nos
trabalhos de Hanf (1965) e Gaifman (1982), tendo sua utilidade no contexto da teoria de
modelos finitos. A noção de localidade é bastante útil nas provas de inexpressabilidade,
mas, além disso, também é útil no estabelecimento de formas normais para fórmulas
lógicas. No que concerne a este particular, localidade é útil por fornecer ferramentas
para a investigação de NP e coNP monádicas.
Existem duas maneiras, estreitamente relacionadas, de estabelecer a localidade
de fórmulas lógica. A primeira é a seguinte: sejam A e B duas estruturas, e suponha que
as duas tais estruturas realizem o mesmo multiconjunto de tipos de vizinhanças de raio d;
então, elas concordam sobre uma dada sentença Φ. Aqui, d depende somente de Φ. Essa
primeira maneira se originou no trabalho de Hanf (1965). A segunda maneira é a seguinte:
sejam A uma estrutura e ϕ uma fórmula; se as d-vizinhanças de duas tuplas a⃗1 e a⃗2 em
A são isomórficas, então A ⊧ ϕ(a⃗1)⇔ ϕ(a⃗2). Novamente, d depende sobre ϕ, e não sobre
A. Essa segunda maneira foi inspirada no Teorema de Gaifman (1982).
Hanf/Gaifman-localidades
Definição 65. Dada uma σ-estrutura A, o seu grafo de Gaifman, denotado por G(A), é
definido como segue:
• O conjunto de vértices de G(A) é A, o universo de A.
• Existe uma aresta (a1, a2) em G(A) se, e somente se, a1 = a2, ou existe uma relação
R em σ tal que para alguma tupla t ∈ RA, tanto a1 quanto a2 ocorrem em t.
Definição 66. Nós denotamos a distância no grafo de Gaifman por dA(x, y), ou seja, o
comprimento do caminho mais curto de x para y em G(A). Se não existe caminho, então
dA(x, a) =∞.
É fácil ver que a distância acima é uma métrica:
• dA(x, y) = 0 se, e somente se, x = y;
• dA(x, y) = dA(y, x); e
• dA(x, z) ≤ dA(x, y) + dA(y, z), para todo x, y, z.
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Definição 67. Sejam a⃗ = (a1, ..., an) e b⃗ = (b1, ..., bm) tuplas, e c um elemento, então
dA(a⃗, c) = min1≤i≤ndA(ai, c),
dA(a⃗, b⃗) = min1≤i≤n, 1≤j≤mdA(ai, bj).
Além disso, a⃗c denota a n + 1-tupla (a1, ..., an, c) e a⃗b⃗ denota a n + m-tupla
(a1, ..., an, b1, ..., bm).
Abaixo, σn é a notação para σ expandida com n símbolos de constante.
Definição 68. Seja σ um vocabulário contendo apenas símbolos de relação, e sejam A
uma σ-estrutura, e a⃗ = (a1, ..., an) ∈ An. A bola de raio r ao redor de a⃗ é o conjunto
BAr (a⃗) = {b ∈ A ∣ dA(a⃗, b) ≤ r}.
A r-vizinhança de a⃗ em A é a σn-estrutura NAr (a⃗), onde:
• o universo é BAr (a⃗);
• cada relação k-ária R é interpretada como RA restrita a BAr (a⃗); ou seja, RA ∩
(BAr (a⃗))
k;
• n constantes adicionais são interpretadas como a1, ..., an.
É fácil ver que para qualquer isomorfismo h entre duas vizinhanças isomórficas
NAr (a1, ..., an) e NBr (b1, ..., bn), nós temos h(ai) = bi,1 ≤ i ≤ n; e isso porque definimos uma
vizinhança em torno de uma n-tupla como uma σn-estrutura.
Definição 69. Sejam A, B σ-estruturas, onde σ contém apenas símbolos de relação.
Sejam a⃗ ∈ An e b⃗ ∈ Bn. Se existe uma bijeção f ∶ A→ B tal que para cada c ∈ A,
NAd (a⃗, c) ≅ N
B
d (b⃗, f(c)),





Quando n = 0, A ←
→d
B significa que para alguma bijeção f ∶ A→ B,
NAd (c) ≅ N
B
d (f(c)),
para todo c ∈ A.
O lema abaixo resume algumas propriedades da relação ←
→d
definida acima:
Lema 25. 1. (A, a⃗) ←
→d
(B, b⃗)⇒ ∣A∣ = ∣B∣.
2. (A, a⃗) ←
→d
(B, b⃗)⇒ (A, a⃗) ←
→d′
(B, b⃗), para d′ ≤ d.
3. (A, a⃗) ←
→d




Definição 70. • O tipo de isomorfismo de σn-estruturas é uma classe de equivalência
de ≅ sobre STRUCT[σn]. A letra τ (com sub e sobrescrito) é usada para denotar
tipos de isomorfismo. É costume dizer que uma estrutura é do tipo de isomorfismo
τ , e não que pertence a τ .
• Se τ é um tipo de isomorfismo de σn-estruturas, e a⃗ ∈ An, é dito que a⃗ d-realiza
τ em A se NAd (a⃗) é de tipo τ . Se d é entendido a partir do contexto, é dito que a⃗
realiza τ .
A partir da definição da relação ←
→d
, facilmente se prova o lema abaixo.
Lema 26. Sejam A,B ∈ STRUCT[σ]. Então, A ←
→d
B se, e somente se, para cada tipo de
isomorfismo τ de σ1-estruturas, o número de elementos de A e B que d-realizam τ é o
mesmo.
Demonstração. Imediata.
Agora é possível formular o primeiro critério de localidade.
Definição 71 (Hanf-localidade). Uma consulta m-ária Q sobre σ-estruturas é Hanf-local
se existe um número d ≥ 0 tal que para cada A,B ∈ STRUCT[σ],
(A, a⃗) ←
→d
(B, b⃗) implica (a⃗ ∈ Q(A)⇔ b⃗ ∈ Q(B)).
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O menor d para o qual a condição acima se aplica é chamado o rank da Hanf-localidade
de Q e é denotado por hlr(Q).
A definição acima diz que para algum d ≥ 0, para cada A,B ∈ STRUCT[σ], a
condição A ←
→d
B implica que A e B concordam sobre a consulta Q. A Hanf-localidade é
usada comumente para consultas booleanos.
A Hanf-localidade é a primeira ”propriedade” que pode-se considerar como
”intrínseca” a uma dada lógica, no sentido que aqui estamos dando. Vejamos abaixo como
essa ”propriedade intrínseca” pode revelar de maneira simples as limitações expressivas
da lógica em questão:
Com a Hanf-localidade, nós podemos provar que uma consulta Q não é definível em uma
lógica L apenas provando o seguinte:
• que cada consulta L-definível é Hanf-local; e
• que Q não é Hanf-local.
Abaixo segue outro critério de localidade.
Definição 72 (Gaifman-localidade). Uma consulta m-ária Q, m > 0, sobre σ-estruturas,
é chamada Gaifman-local se existe um número d ≥ 0 tal que para cada σ-estrutura A, e
cada a⃗1, a⃗2 ∈ Am,
NAd (a⃗1) ≅ N
A
d (a⃗2) implica (a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
O mínimo d para o qual a condição acima é válida é chamado o rank da localidade de Q
e é denotado por lr(Q).
Enquanto a Hanf-localidade é usada comumente em consultas booleanas, a
Gaifman-localidade é usada para consultas m-árias, m > 0. Note, também, a diferença
entre os dois critérios de localidade no que diz respeito às estruturas: enquanto a
Hanf-localidade relaciona duas estruturas diferentes, a Gaifman-localidade diz respeito à
definibilidade em uma estrutura.
Da mesma forma como no caso da Hanf-localidade, a metodologia para provar
a inexpressabilidade de consultas usando a Gaifman-localidade é a seguinte:
• primeiro mostramos que todas as consultas m-árias, m > 0, definíveis em uma lógica
L são Gaifman-local;
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• então, mostramos que uma dada consulta Q não é Gaifman-local.
No que segue, nós mostramos a informação de que FO é tanto Hanf-local
quanto Gaifman-local. Isso mostra como é possível demonstrar de forma quase imediata
que uma determinada consulta Q não é FO-definível apenas mostrando que Q não é
Hanf-local ou Gaifman-local, sem a necessidade dos argumentos combinatórios
excessivamente complicados dos Jogos de Ehrenfeucht–Fraïssé. E mais, tal demonstração
é efetuada recorrendo a uma ”propriedade intrínseca” de FO, sem a necessidade de
recorrermos a metodologias ”externas” a FO.
Teorema 8. Se Q é uma consulta não-booleano e Hanf-local, então Q é Gaifman-local,
e lr(Q) ≤ 3 ⋅ hlr(Q) + 1.
Demonstração. (LIBKIN, 2012, pp. 51-52)
Teorema 9. Cada consulta FO-definível Q é Hanf-local. Além disso, se Q é definida por
uma FO[k]-fórmula, então
hlr(Q) ≤ 3k−12 .
Demonstração. (LIBKIN, 2012, p. 52)
Combinando os teoremas acima, temos:
Corolário 8. Cada consulta m-ária FO-definível Q, m > 0, é Gaifman-local. Além disso,
se Q é definível por uma FO[k]-fórmula , então
lr(Q) ≤ 3k+1−12 .
Por um argumento simples se mostra que a conectividade de grados não é
Hanf-local, e que o fecho transitivo não é Gaifman-local. Logo, imediatamente vemos que
a conectividade de grafos e o fecho transitivo não são FO-definíveis.
Lema 27. Se σ é um vocabulário relacional, e m é a aridade máxima de um símbolo
de relação nele, m ≥ 2, então o grafo de Gaifman G(A) é definível por uma fórmula
de quantifier rank m − 2. (Note que para o caso de relações unárias, o grafo Gaifman é
simplesmente {(a, a) ∣ a ∈ A} e portanto é definível pela fórmula x = y.)
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Demonstração. (LIBKIN, 2012, p. 60)
Dado que o grafo de Gaifman é FO-definível, é imediato vermos que, para
qualquer tupla x⃗, a r-bola de x⃗ também é FO-definível. Mais especificamente, nós temos
que para qualquer r fixado, existe uma fórmula d≤r(y, x⃗) tal que A ⊧ d≤r(b, a⃗) se, e somente
se, dA(b, a⃗) ≤ r. Similarmente, existem fórmulas d=r e d>r. Com isso, nós podemos efetuar
a seguinte definição de quantificação local:
∃y ∈ Br(x⃗)ϕ, ∀y ∈ Br(x⃗)ϕ
onde ∃y ∈ Br(x⃗)ϕ é uma abreviação para ∃y(d≤r(y, x⃗)∧ϕ), e ∀y ∈ Br(x⃗)ϕ é uma abreviação
para ∃y(d≤r(y, x⃗)→ ϕ).
Definição 73. Para um r fixado, nós dizemos que uma fórmula ψ(x⃗) é r-local ao redor
de x⃗, e denotamos isso por ψ(r)(x⃗), se toda quantificação em ψ é da forma ∃y ∈ Br(x⃗) ou
∀y ∈ Br(x⃗).
Teorema 10 (Gaifman). Seja σ relacional. Então, cada FO-fórmula ϕ(x⃗) sobre σ é
equivalente a uma combinação booleana do seguinte:
• fórmulas locais ψ(r)(x⃗) ao redor de x⃗;














• a transformação de ϕ para uma tal combinação booleana é efetiva;
• se a própria ϕ é uma sentença, então somente sentenças da forma acima aparecem
na combinação booleana;
• se qr(ϕ) = k, e n é o comprimento de x⃗, então as fronteiras em r e s são r ≤ 7k,
s ≤ k + n.
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Como é fácil notar, a Gaifman-localidade de FO é um corolário imediato do
teorema de Gaifman. Assim, o teorema de Gaifman nos mostra uma ”propriedade
intrínseca” de FO que pode ser usada para provar questões concernentes aos limites de
seu poder expressivo.
Outro critério de localidade é o chamado fracamente local [22]. Tal critério
afirma, grosso modo, que as condições ditadas pela Gaifman-localidade valem para o caso
em que as vizinhanças são disjuntas. Ou seja, o critério de localidade fraca afirma que
existe um número d ≥ 0 tal que, para cada estrutura A,






d (a⃗2) = ∅⇒ (a⃗1 ∈ Q(A)⇔ a⃗2 ∈ Q(A)).
Entretanto, note que tanto a Hanf-localidade quanto a Gaifman-localidade (e
a localidade fraca) são baseadas em isomorfismos de vizinhanças, uma condição bastante
forte. Assim, a pergunta que imediatamente se coloca é: seria possível enfraquecer tal
condição, e manter a Hanf- e Gaifman-localidades?
1.3.3 A Categoria STRUCT[σn]T̃ (σn)(d,0)
Agora eu vou definir uma categoria que será de suma importância para o
desenvolvimento da presente tese, a saber, a categoria cujos objetos são vizinhanças de
raio d ou raio 0 ((d,0)-vizinhanças) de n-tuplas de pontos a⃗ ∈ An em objetos A de
STRUCT[σ], e cujos morfismos são homomorfismos entre tais (d,0)-vizinhanças. Essa
categoria também conta com T̃ (σn) como um objeto (ver Definição 49-50). Além disso,
eu assumo a existência de n-tuplas repetíveis, ou seja, onde os elementos se repetem:
(a, a, ..., a).
Definição 74. Sejam NA
(d,0)(a⃗) e NB(d,0)(b⃗) σn-estruturas, ou seja, (d,0)-vizinhanças de n-






(d,0)(b⃗) é definido como o homomorfismo h ∶ A → B
tal que a função h ∶ A→ B, entre os universos A e B de A e B, respectivamente, é restrita
às bolas BA








1. Para cada símbolo de relação k-ária Ri, interpretado como RAi restrita a BA(d,0)(a⃗),
ou seja, RAi ∩ (BA(d,0)(a⃗))k, e uma tupla (xd1, ..., xdk) ∈ RAi ∩ (BA(d,0)(a⃗))k, a tupla
(hσn(xd1), ..., h
σn(xdk)) está em RBi ∩ (BB(d,0)(b⃗))k; e
2. Os símbolos de constantes em σn que são interpretados como (a1, ..., an) = a⃗ em A
são interpretados como (h(a1), ..., h(an)) = b⃗ em B.
A categoria STRUCT[σn]T̃ (σn)(d,0) conta, ainda, com dois morfismos especiais:
• O único homomorfismo ρσn ∶ T̃ (σn)→ NA(d,0)(a⃗), para cada σn-estrutura NA(d,0)(a⃗) de
STRUCT[σn]T̃ (σn)(d,0) (ver Definição 49-50 e Proposição 6); e
• O único homomorfismo T ∶ NA
(d,0)(a⃗) → N
A
0 (a), para cada σn-estrutura NA(d,0)(a⃗) de
STRUCT[σn]T̃ (σn)(d,0) (o mapeamento constante para o único elemento de NA0 (a)).
Definição 75. Seja STRUCT[σn]T̃ (σn)(d,0) a categoria de (d,0)-vizinhanças de elementos
do universo de objetos de STRUCT[σ], e homomorfismos hσn
(d,0)+ρσn +T , como definidos
acima, entre tais (d,0)-vizinhanças como morfismos.
Proposição 9. A categoria STRUCT[σn]T̃ (σn)(d,0) é finitamente completa e finitamente
cocompleta.
Demonstração. Lembre-se que uma categoria C é finitamente completa se possui pullbacks
e objeto terminal; dualmente, C é finitamente cocompleta se possui pushouts e objeto
inicial. Com a ajuda dos funtores U e V ki (vistos abaixo), prontamente se prova que
STRUCT[σn]T̃ (σn)(d,0) é finitamente completa e finitamente cocompleta.
• O objeto terminal de STRUCT[σn]T̃ (σn)(d,0) é qualquer 0-vizinhança de uma n-tupla
repetível; ou seja, uma σn-estrutura ⊺ cujo conjunto base é a bola T = {1}, tal que
para cada símbolo de relação k-ária Ri, R⊺i = T k, e cada símbolo de constante c,
c⊺ = 1.
• O objeto inicial de STRUCT[σn]T̃ (σn)(d,0) é a σn-estrutura T̃ (σn).



















i , e tupla (a1, ..., ak) ∈ R
NA
(d,0)(a⃗)




i . Isso implica que a função fk1 ∶ (BA(d,0)(a⃗))k → (BB(d,0)(b⃗))k restringe






i . Isso, por sua vez, implica que, para






V ki (f2) 














Note, também, que o mesmo ocorre quando consideramos o funtor esquecimento U ;














É fácil ver que se o diagrama (1.7) é um pullback em STRUCT[σn]T̃ (σn)(d,0) , então o
diagrama (1.8) é um pullback em Set.
Para mostrar que se (1.7) é um pullback em STRUCT[σn]T̃ (σn)(d,0) , então (1.9) é um














































(d,0)(x⃗), e com as informações de que (1.7)
é comutativo e um pullback, segue que BX
(d,0)(x⃗) = B
A














Assim, nós temos que se o diagrama (1.7) é um pullback em STRUCT[σ], então
os diagramas (1.8) e (1.9) são ambos pullbacks em Set.
Para ⇐, suponha o diagrama (1.10) como dado. Usando o status de pullback que




U(f1) ○ φ = φ1 e U(f2) ○ φ = φ2. Mas, desde que o diagrama (1.8) é um pullback,
segue que φ é um morfismo em STRUCT[σn]T̃ (σn)(d,0) .
Assim, nós temos que se o diagrama (1.7) é um pullback em STRUCT[σn]T̃ (σn)(d,0) ,
então os diagramas (1.8) e (1.9) são ambos pullbacks em Set.
• O caso do pushout é dualmente análogo.
1.3.4 Localidade na Complexidade Computacional
Vejamos, agora, como a noção de localidade se relaciona a problemas
importantes da complexidade computacional.
A partir do desenvolvimento da teoria da complexidade descritiva, foi possível
constatar uma conexão bastante arraigada entre a demonstração de limites inferiores
na teoria da complexidade e a prova de resultados de inexpressibilidade na lógica; e
um dos principais problemas encontrados na teoria dos modelos finitos é justamente o
desenvolvimento de ferramentas para provar tais limites de expressividade.
A localidade de lógicas é a base para muitas tais ferramentas, que são aplicáveis,
por exemplo, à classe de complexidade TC0; tal classe é definida via circuitos Booleanos.
Considere uma família de circuitos C = {c1, c2, ..., cn, ...}, onde o circuito cn tem n inputs
e um output. É dito que C aceita um dado string Booleano x se o output de cn em x é
1, sempre que x é de comprimento n. Define-se a classe AC0 como a classe de linguagens
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que são aceitas por circuitos C onde cada gate é um AND, um OR ou um NOT, com
os gates AND e OR possuindo fan-in ilimitado (ou seja, sem restrição quanto ao número
de inputs). O número de gates em cn é polinomial em n, e a profundidade dos circuitos
cn é constante. A classe TC0 é definida como AC0, exceto pela fato de permitir gates
majoritários MAJ. Assumindo que um gate tem k inputs, o seu único output será 1 se, e
somente se, pelo menos ⌊k⌋ + 1 de seus inputs é 1.
Como é fácil notar, nada é dito, nas definições de AC0 e TC0, sobre a relação
entre os circuitos cn ∈ C quando n varia. De fato, tais circuitos podem computar coisas
completamente ”diferentes” para diferentes n. Entretanto, em geral, esses circuitos
computam a mesma propriedade, por exemplo, paridade. A intuição por trás disso é a
noção de uniformidade. A noção mais fraca de uniformidade é a noção de
PTIME-uniformidade, ou seja, o mapeamento n ↦ cn é computável em tempo
polinomial. É possível, também, definir logspace-uniformidade No entanto, a noção de
uniformidade mais amplamente utilizada é a DLOGTIME-uniformidade.
A classe TC0 não é, de modo algum, uma criação inútil da teoria da
complexidade. De fato, tal classe caracteriza a complexidade de importantes operações,
como multiplicação e divisão de inteiros, e sorting, além de servir como um modelo
computacional para redes neurais (PARBERRY; SCHNITGER, 1988). Apesar dos
vários limites inferiores provados (ALLENDER, 1996), ainda não se sabe se TC0 ⫋ NP.
Mais ainda, foi mostrado que, pelo menos no que diz respeito às técnicas convencionais
de circuitos, existe uma dificuldade inerente na tentativa de separar TC0 de NP
(RAZBOROV; RUDICH, 1997) . Ou seja, para provar tal separação, deve-se buscar, ou
desenvolver, uma técnica fora do contexto de circuitos. Uma alternativa possível é
utilizar uma caracterização lógica de TC0, e é aqui que podemos ver a importância da
noção de localidade de lógicas para o desenvolvimento de provas de separações de classes
na complexidade computacional.
Libkin e Wong (2002) objetivam estudar o impacto das relações auxiliares,
como ordens, no poder expressivo de lógicas com contagem. O ponto de partida em
(LIBKIN; WONG, 2002) é o seguinte resultado de Barrington et al. (1990):
Teorema 11. FO(Cnt) + < = TC0 DLOGTIME-uniforme.
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Aqui, FO(Cnt) + < é definida da seguinte forma: é uma lógica 2-sortida com
o segundo sorte sendo interpretado como um segmento inicial de números naturais. Aqui,
uma estrutura A é da forma
⟨{v1, ..., vn},{1, ..., n},<,BIT,1,max,RA1 , ...,RAl ⟩.
As relações RAi são definidas no domínio {v1, ..., vn}. As constantes 1 e max
são definidas no domínio numérico {1, ..., n} e são interpretadas como 1 e n,
respectivamente. No domínio numérico, a lógica também tem uma ordem linear < e o
predicado BIT disponíveis, onde BIT(i, j) se, e somente se, o i-ésimo bit na
representação binária de j é um. Essa lógica também possui quantificadores de contagem
∃ix.ϕ(x), significando que existem pelo menos i elementos x que satisfazem ϕ(x); aqui i
refere-se ao domínio numérico e x ao domínio {v1, ..., vn}. Esses quantificadores ligam x
mas não i. Predicados ternários + e ∗ são definíveis no domínio numérico (ETESSAMI,
1997). O quantificador ∃!ix que significa a existência de exatamente i elementos
satisfazendo uma fórmula também é definível. As variáveis de primeiro-sorte são
separadas das variáveis de segundo-sorte por ponto e vírgula: ϕ(x⃗; j⃗). Existe, também, a
lógica FO(Qu), que é FO extendida com todos os quantificadores unários. Para a
definição de FO(Qu) e suas propriedades, ver (HELLA, 1996).
Assim, de agora em diante, quando for falado aqui sobre TC0, estarei me
referindo à versão DLOGTIME-uniforme; ou seja, FO(Cnt) + <, que é a classe de
problemas definíveis por FO(Cnt)-fórmulas na presença de uma relação de ordem <.
Uma noção importante para o que trato aqui é a noção de ordem-invariância, de modo
que preciso defini-la antes de prosseguir.
Definição 76. Seja σ′ uma assinatura relacional disjunta de σ. Se A é uma σ-estrutura
em um universo A e A′ é uma σ′-estrutura em A, nós usamos a notação (A,A′) para a
σ ∪ σ′-estrutura em A que herda a interpretação dos símbolos relacionais de σ de A, e a
interpretação dos símbolos de σ′ de A′.
Seja C a classe de σ′-estruturas, com σ e σ′ sendo disjuntas. Seja A ∈ STRUCT[σ]. Uma
fórmula ϕ(x⃗) na linguagem de σ ∪ σ′ é chamada C -invariante em A se para quaisquer
duas C -estruturas A′ e A′′ em A, nós temos ϕ[(A,A′)] = ϕ[(A,A′′)]. Associada com tal






ϕ[(A,A′)], ϕ é C -invariante em A,
∅, caso contrário,
onde A′ é qualquer estrutura de C em A. Usamos a notação (L +C )w para denotar todas
as consultas definidas de tal maneira quando ϕ varia sobre as fórmulas de L .
Uma fórmula ϕ é C -invariante se ela é C -invariante em cada estrutura. Com tal ϕ, nós
associamos uma consulta Qϕ dada por Qϕ(A) = ϕ[(A,A′)], onde A′ é uma estrutura de
C em A. A classe de todas tais consultas é denotada por L +C . Claramente,
L +C ⊆ (L +C )w.
Assim, o objetivo é estabelecer limites de expressividade para (L + C )w.
Agora, note que os resultados de captura para classes de complexidade lidam com as
classes de consultas da forma L + <. Por exemplo, como vimos, a classe TC0 é igual a
FO(Cnt) + <. Enquanto consultas em L + C são independentes de quaisquer relações
de ordem utilizadas (ou seja, são propriedades ordem-independentes), a mera presença
de quaisquer tais relações é suficiente para aumentar o poder expressivo:
Proposição 10 (BENEDIKT; KEISLER, 1997). Existem propriedades
ordem-independentes que são definíveis em FO(Cnt) + <, mas não o são em FO(Cnt).
Como é fácil constatar, o Teorema 11 reduz o problema de separar TC0 das
classes de complexidade acima ao problema de expressabilidade lógica. Por exemplo,
para mostrar que TC0 ≠ NLOG, é suficiente mostrar que o fecho transitivo, que é um
problema NLOG-completo, não é definível em FO(Cnt) + <. Como dito acima, a
localidade de lógicas é uma ferramenta bastante utilizada para provar limites de
expressividade de lógicas; sendo, um exemplo, justamente a prova de que o fecho
transitivo não está em FO(Cnt). Assim, existem pesquisas que tentam embutir as
técnicas de localidade na configuração onde ordens estão presentes. De fato, existem
resultados parciais que confirmam a intuição do limite de expressividade acima em
FO(Cnt) + <, como, por exemplo, o seguinte:
Em vez de uma relação de ordem, tome uma relação de sucessão, SUCC. Agora, note
que tal relação realiza somente graus 0 e 1. Assim, dado BNDP de FO(Cnt), tem-se o
seguinte resultado:
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Corolário 9 (ETESSAMI, 1995). O fecho transitivo não é definível em
FO(Cnt) + SUCC.
A questão que imediatamente se coloca é: como podemos estender os resultados
para FO(Cnt) do mundo constante para o mundo onde os graus podem depender do
tamanho de uma estrutura?
Definição 77. Seja C uma classe de estruturas. Seja maxdegC(n) o grau maximal de
uma estrutura em C, cuja cardinalidade é n. Então, é dito que C é uma classe de relações
de grau moderado se maxdegC(n) ≤ logo(1)n. Ou seja, para alguma função δ ∶ N → N com
limn→∞δ(n) = 0, tem-se maxdegC(n) ≤ logδ(n)n,
Combinando os resultados de (DONG; LIBKIN; WONG, 1997) e (LIBKIN,
1997), tem-se o seguinte:
Teorema 12. O fecho transitivo não é definível em FO(Cnt) na presença de relações de
grau moderado.
Uma ordem linear em um conjunto com n elementos realiza n diferentes graus,
de 0 a n − 1. Isso quer dizer que, para que seja possível aplicar a mesma ideia a, por
exemplo, uma configuração onde uma ordem linear está presente, é necessário estender
os resultados de relações de grau pequeno (constante ou moderado) a relaçoes de grau
grande (comparável ao tamanho do input). A noção de grau moderado foi introduzida com
a finalidade de tal mostrar que conectividade não é definível em Σ11 monádica na presença
de relações dotadas de tal noção. Isso foi estendido a ordens lineares, e a pergunta que
imediatamente se colocou foi se um similar caminho de ataque ao problema da separação
pode ser levado a cabo para o caso de FO(Cnt).
Como dito acima, existem alguns resultados parciais nesse sentido. Mas, antes,
devemos ter em mente a definição de uma classe de relações que são vistas como ”ordens-
quase-lineares”:
Definição 78. Primeiro, seja ≾k a classe de pré-ordens R (relações transitivas e
reflexivas) em que cada classe de equivalência de R ∩R−1 (isto é, x ≡ y se, e somente se,
xRy e yRx) tem tamanho máximo de k. Note que ≾1 é a classe de ordens lineares.
Seja g ∶ N → R uma função não-decrescente. Defina <↾g como a classe de relações
binárias (A,R) tal que existe uma partição A = B ∪C com as seguintes propriedades: (i)
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a cardinalidade de B é pelo menos n − g(n); (2) R restrita a B é uma ordem linear; (3)
R restrita a C é uma relação de ≾2, ou seja, uma pré-ordem onde cada classe de
equivalência tem no máximo dois elementos; e (iv) para qualquer b ∈ B e c ∈ C, (b, c) ∈ R
e (c, b) ∉ R.
Libkin e Wong (2002) provam, então, o seguinte resultado:
Teorema 13. Seja g ∶ N → R uma função não-decrescente que não é limitada por uma
constante. Então, o fecho transitivo (determinístico) não está em (L + <↾g)w, onde L é
FO(Cnt), FO(Qu), ou L ∗∞,ω(Cnt). Em particular, DLOGSPACE /⊆ FO(Cnt)+ <↾g .
Como um corolário do resultado acima, tem-se:
Corolário 10. O fecho transitivo (determinístico) não é definível em FO(Cnt) ou
FO(Qu) na presença de relações de ≾k, para qualquer k > 1. Em particular,
DLOGSPACE /⊆ FO(Cnt) + ≾k.
Sumarizando, o Teorema 13 mostra que, para qualquer k > 1,
DLOGSPACE /⊆ FO(Cnt) + ≾k. Além disso, DLOGSPACE /⊆ FO(Cnt) + <↾g , para
qualquer função não-decrescente g que não é limitada por uma constante. E, claro, como
já dito acima, FO(Cnt) + < = TC0 uniforme. A pergunta que imediatamente se coloca
é a seguinte: é possível estender o resultado acima, de modo a abarcar o caso mais
importante, isto é, o caso onde k = 1 em ≾k?
Para responder à questão acima, devemos examinar a técnica utilizada para
provar o Teorema 13. Primeiro, são definidas duas condições:
Definição 79. Seja Q uma consulta que recebe estruturas de STRUCT[σ] como entradas
e retorna relações m-árias; por exemplo, o fecho transitivo pega grafos de STRUCT[σgr]
como entradas e retorna grafos. Seja R uma classe de relações, e L uma lógica. Suponha
que se queira provar que Q ∉ (L +R)w. Para isso, duas condições são introduzidas
DefL [σ](R,C ): Suponha que C ⊆ STRUCT[σ]. Então, existe um número n e
uma L -fórmula ϕ no vocabulário σ tal que ϕ[A] ∈ R, para cada A ∈ C , com ∣A∣ > n.
Ou seja, as relações de R são definíveis por σ-fórmulas de L em estruturas
suficientemente grandes de C .
SepL [σ](Q,C ): Para quaisquer dois números r, n > 0, existe A ∈ C com ∣A∣ > n,
e dois vetores m-ários a⃗, b⃗ de elementos de A tais que a⃗ ≈Ar b⃗, a⃗ ∈ Q(A) e b⃗ /∈ Q(B).
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Ou seja, Q separa tuplas de aparência similar (em uma vizinhança local) em estruturas
arbitrariamente grandes de C .
Agora, pelo teorema abaixo, tem-se uma maneira de demonstrar a
inexpressabilidade quando as duas condições acima são satisfeitas:
Teorema 14. Assuma que L é FO, FO(Cnt), FO(Qu) ou L ∗∞,ω(Cnt). Suponha, para
uma dada consulta Q sobre σ-estruturas, que é possível encontrar C ⊆ STRUCT[σ] tal
que DefL [σ][R,C ] e SepL [σ][Q,C ] valem. Então, Q ∉ (L +R)w.
Demonstração. (LIBKIN; WONG, 2002, pp.161-162)
Tendo em vista o Teorema 11, a prova do Teorema 13 é dada, então, pela prova
da proposição abaixo:
Proposição 11. Seja q o fecho transitivo (determinístico), e seja L a lógica FO(Cnt)
ou FO(Qu). Assuma que g ∶ N → R é uma função não-decrescente que não é limitada
por uma constante. Então, existe uma classe C de grafos tal que DefL [σgr](<↾g ,C ) e
SepL [σgr](q,C ) valem.
Demonstração. (LIBKIN; WONG, 2002, pp. 163-164)
Libkin e Wong (2002) provam, então, que essa técnica falha para o caso mais
importante, ou seja, para o caso onde k = 1 em ≾k (o que nos daria limites de expressividade
para FO(Cnt) + <; por exemplo, pelo Teorema 11, isso provaria que o fecho transitivo
não está em TC0).
Como visto, ocorreu uma exploração sistemática da noção de localidade como
ferramenta para provas de inexpressabilidade, em particular, provas envolvendo a classe
TC0. Entretanto, um resultado devido a Hella (GROHE; SCHWENTICK, 1998, p.437)
mostrou que mesmo AC0 uniforme contém consultas não-locais, o que destruiu a esperança
de ter sucesso nessa empreitada.
Todavia, a noção de localidade permanece sendo uma ferramenta muito
importante para as provas de inexpressabilidade de linguagens de consultas. Por
exemplo, na teoria de bancos de dados, frequentemente, enfrenta-se uma situação onde a
representação física do banco de dados, que consideramos como uma estrutura
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relacional, induz uma ordem na estrutura, mas está ordem é oculta para o usuário. A
ordem pode ser utilizada pelo usuário em suas consultas, mas o resultado da consulta
não deve depender da dada ordem. Isso quer dizer que o fato que existe uma ordem
pode ser utilizado pelo usuário, mas, desde que este não sabe qual ordem está lá, não
pode fazer com que suas consultas dependam de uma ordem particular. O fato da
existência da ordem pode parecer sem nenhuma utilidade para o usuário, mas, existem
fórmulas de primeira ordem que usam a ordem para expressar consultas
ordem-invariante que não podem ser expressadas sem a ordem.
Grohe e Schwentick (1998) provam que, para todas as classes C de estruturas,
as fórmulas de primeira ordem que são ordem-invariantes em C podem definir apenas
consultas que são locais em todas as estruturas de C . Portanto, exatamente como ocorre
na lógica de primeira ordem (pura), a propriedade de ser local fornece uma boa intuição
sobre o poder expressivo de fórmulas de primeira ordem que são ordem-invariantes, além
de um método simples para provar resultados de inexpressabilidade. Assim, a noção de
localidade ainda é uma ferramenta essencial para se trabalhar em complexidade descritiva.
Entretanto, veremos agora como a noção de localidade baseada em isomorfismos a faz
falhar em muitos casos.
1.3.5 Enfraquecendo a Noção de Localidade
Não existem dúvidas quanto a utilidade da noção de localidade, que são
aplicáveis a um número enorme de situações. Entretanto, como dito, todas as versões da
noção de localidade se referem a isomorfismo de vizinhanças, que é uma propriedade
bastante forte. Por exemplo, para o caso em que as estruturas simplesmente não
possuem vizinhanças isomórficas suficientes, as versões da noção de localidade baseadas
em isomorfismos, obviamente, não podem ser aplicadas.
Por exemplo, considere a noção de árvore (aqui, árvores são grafos dirigidos,
com arestas orientadas da raiz até as folhas). Uma árvore é chamada bushy se, para
quaisquer duas não-folhas x ≠ y, out-deg(x) ≠ out-deg(y); ou seja, não-folhas diferentes
possuem graus de saída também diferentes. Uma árvore k-bushy é uma árvore bushy em
que cada caminho da raiz até uma folha tem o mesmo comprimento, k. Uma árvore k-
bushy canônica é obtida da seguinte forma. O início se dá com a raiz cujo grau de saída
é 2. O primeiro filho de tal raiz tem 3 filhos, e o segundo filho tem 4 filhos. Isso completa
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o nível 2, e temos 7 elementos no nível 3. Tais elementos vão possuir, respectivamente,
5,6,7,8,9,10 e 11 filhos. Isso dá 56 nós no nível 4, que vão ter, respectivamente, 12(=11+1),
13,..., 67(=11+56) filhos. Esse processo se dá até o preenchimento completo de todos os
níveis k. Agora, note que nós não podemos usar nenhuma técnica de localidade para
derivar quaisquer resultados a respeito de lógicas sobre tais árvores (simplesmente porque
para quaisquer duas vizinhanças de nós não-folhas diferentes, elas não serão, obviamente,
isomórficas). Um exemplo do uso de árvores k-bushy é dado em (LIBKIN; WONG, 2002),
onde, como já visto, é discutida a aplicabilidade de técnicas de localidade ao estudo de
classes de complexidade paralelas pequenas.
Um segundo exemplo, mais simples, que pode ser dado é o seguinte. Seja σ
o vocabulário consistindo de um símbolo de relação unária U , e um símbolo de relação
binária E. Agora, dada uma estrutura finita A, seja Q(A) o conjunto de elementos a no
universo A de A tal que a está em U , e o número de elementos c tais que (a, c) ∈ E, é
par. Por um argumento direto baseado em jogos pode ser demonstrado que a consulta Q
não é FO-definível. Entretanto, note que simplesmente não é possível utilizar quaisquer
das noções clássicas de localidade para provar que Q não é FO-definível, pois mesmo que
tenhamos as 1-vizinhanças de a e b isomórficas, Q não será capaz de distinguir entre a e
b. Todavia, suponha que a indistinguibilidade das 1-vizinhanças de a e b seja dada não
por isomorfismo, mas por equivalência lógica. Isso é o mesmo que dizer (no caso de FO)
que a indistinguibilidade das 1-vizinhanças de a e b é dada por jogos de Ehrenfeucht-
Fraïssé. Vejamos como tal noção de indistinguibilidade pode ser utilizada para provar a
não FO-definibilidade de Q: se Q é FO-definível, então, existem constantes r, ` ≥ 0 tais
que para cada estrutura A, e elementos a, b ∈ A, se as r-vizinhanças de a e b não podem
ser distinguidas por um jogo de Ehrenfeucht-Fraïssé de ` rodadas, então, a e b não podem
ser distinguidos por Q. Agora, note a estrutura A na Figura 1: tal figura descreve a E-
relação, onde U é interpretado como {a, b}, e o número de c’s conectados a a e b é ` + 1 e
`, respectivamente. Imediatamente constatamos que as r-vizinhanças de a e b não podem
ser distinguidas por um jogo de Ehrenfeucht-Fraïssé de ` rodadas; mas, ainda assim, Q
pode distinguir a e b.
Assim, a pergunta que imediatamente se coloca é: seria possível enfraquecer
























Figura 1.1: Estrutura A.
Como veremos adiante, Arenas, Barceló e Libkin (2005) estabelecem uma nova
condição para as noções de localidade, enfraquecendo o requerimento de que vizinhanças
sejam isomórficas, e estabelecendo apenas a condição de que sejam indistinguíveis em uma
dada lógica. Utilizando-se do fato de que equivalência lógica é frequentemente capturada
por jogos de Ehrenfeucht–Fraïssé, os autores formulam um framework baseado em jogos
no qual a localidade baseada em equivalência lógica pode ser definida. Assim, a noção
definida pelos autores é a de localidade baseada em jogos.
Note que o ponto intuitivo do qual os autores partem é a ideia de
indistinguibilidade de vizinhanças. Dessa forma, a intuição por trás da noção de
localidade baseada em jogos é descrever a indistinguibilidade de vizinhanças em termos
de estratégias vencedoras de jogos. Para alcançarem a generalização necessária, Arenas,
Barceló e Libkin (2005) definem uma visão abstrata dos jogos que caracterizam a
expressividade de lógicas que são locais sob isomorfismo. Vejamos como isso se dá.
A ideia básica é a seguinte: em cada rodada o duplicador tem um conjunto
de funções (chamadas táticas) que determinam suas respostas a possíveis movimentos do
spoiler. A fim de capturar essa ideia, os autoreS definem a noção abstrata de concordância.
No que segue, mantenha em mente que nós estamos trabalhando com estruturas finitas
cujos universos são subconjuntos de algum conjunto infinito contável U .
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Definição 80. Uma concordância F atribui a cada par A,B de subconjuntos finitos de U
uma coleção
F(A,B) = {F1(A,B), ...,Fm(A,B)},
onde cada Fi(A,B) é uma coleção não-vazia de funções parciais f ∶ A→ B. Os conjuntos
Fi(A,B) são chamados táticas.
O F-jogo sobre (A, ā0) e (B, b̄0) é jogado como segue. Suponha que após i
rodadas a posição é (ā0ā, b̄0b) (antes do jogo começar, as tuplas ā, b̄ são vazias). Então,
na rodada i + 1:
1. O spoiler escolhe uma estrutura, A ou B. Abaixo os movimentos são apresentados
assumindo que o spoiler escolheu A, mas, o caso de B é simétrico.
2. O duplicador escolhe uma tática F(A,B) ∈ F(A,B).
3. O spoiler escolhe uma função parcial f ∈ F(A,B) e um elemento a ∈ dom(f); o jogo
continua da posição (ā0āa, b̄0b̄f(a)).
O duplicador vence após k-rodadas se ambos F(A,B) e F(B,A) são não vazios,
e a posição final definir um isomorfismo parcial entre (A, ā0) e (B, b̄0). Se o duplicador




São definidas, também, as noções de jogo para uma lógica e jogo capturando
uma lógica:
Definição 81. Dada uma concordância F, é dito que o F-jogo é um jogo para uma lógica
L se existe uma partição {L0,L1, ...} das fórmulas em L tais que, para cada k ≥ 0, existe
k′ ≥ 0 com a propriedade que
(A, ā0) ≡
F
k′ (B, b̄0) implica (A ⊧ ϕ(ā)⇔B ⊧ ϕ(b̄)), para todo ϕ ∈ Lk.
Se a recíproca também vale, ou seja, se para cada k′ ≥ 0, existe k ≥ 0 tal que, (A, ā0) ≡Fk′
(B, b̄0), sempre que A ⊧ ϕ(ā)⇔ B ⊧ ϕ(b̄), para cada ϕ ∈ Lk, então, é dito que o F-jogo
captura L.
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No que segue, mantenha em mente que Lk será sempre associado ao conjunto
de L-fórmulas de quantifier rank k. Além disso, se F é um jogo para uma lógica L, e
F′-jogos capturam L, então para cada k ≥ 0 existe k′ ≥ 0 tal que
(A, ā) ≡Fk′ (B, b̄)⇔ (A, ā) ≡
F′
k (B, b̄).
É importante salientar, também, que para o caso em que L = FO, o jogo
correspondente (ou seja, o F(L)-jogo) captura FO [?,p.6].
Localidade e Concordância
Agora, veremos como Arenas, Barceló e Libkin (2005) enfraquecem o
requerimento de que vizinhanças sejam isomórficas.
Definição 82. Para d, ` ≥ 0, a notação (A, ā) ←F
→d,`
(B, b̄) é usada para o seguinte caso:
existe uma bijeção f ∶ A→ B tal que




d (b̄, f(c)), para cada c ∈ A.
Definição 83 (Localidade para concordâncias). Uma concordância F é chamada:
• Hanf-local se para cada k,m ∈ N, existem d, ` ∈ N tais que para cada duas estruturas




(B, b̄)⇒ (A, ā) ≡Fk (B, b̄).
• Gaifman-local se para cada k,m ∈ N, existem d, ` ∈ N tais que para cada duas
estruturas A,B e tuplas ā ∈ Am e b̄ ∈ Bm,




d (b̄)⇒ (A, ā) ≡
F
k (B, b̄).
• fracamente-local se para cada k,m ∈ N, existem d, ` ∈ N tais que para cada A e





d (b̄) e BAd (ā) ∩BBd (b̄) = ∅⇒ (A, ā) ≡Fk (B, b̄).
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Algumas observações sobre as noções de localidade de concordâncias definidas
acima são pertinentes. A primeira é que, embora as definições tenham sido dadas em
termos de concordância (em vez de consultas), se o F-jogo é um jogo para uma lógica L,
então provar a localidade da concordância F equivale a provar localidade para cada fórmula
em L. A segunda é que a noção de Gaifman-localidade para concordâncias conforme
definido acima é ligeiramente diferente da noção clássica, dado que é aplicada sobre duas
estruturas diferentes A e B (e não são necessariamente isomórficas). Essa escolha foi feita
por ser obviamente mais geral do que a padrão, que é definida sobre uma única estrutura.
De fato, como os autores notam, não é difícil ver que, se uma lógica L é capturada
por uma concordância Gaifman-local F, então cada consulta L-definível ϕ(x1, ..., xm) é
Gaifman-local, no sentido baseado em jogos; isto é, existem r, ` ∈ N tais que para cada A





r (b̄)⇒ (A ⊧ ϕ(ā)⇔ A ⊧ ϕ(b̄)).
A principal questão colocada por Arenas, Barceló e Libkin (2005) é a seguinte:
Quando é uma lógica local sob seus jogos?
Colocando a questão acima em uma forma mais explícita, nós temos o seguinte: suponha
que F-jogos são jogos para uma lógica L; F é Hanf-, Gaifman- ou fracamente local?
Obviamente que, como notado pelos autores, se uma lógica é local sob seus
jogos, uma suposição mais fraca do que isomorfismo é necessária para provar que fórmulas
não podem distinguir alguns elementos de uma dada estrutura. Considere o seguinte
exemplo sugerido pelos próprios autores. Se temos a Gaifman-localidade aplicada a uma
estrutura A, o procedimento para derivar ϕ(ā1)↔ ϕ(ā1) é assumir que NAd (ā) ≅ NAd (b̄),
para algum apropriado d. Mas, suponha que saibamos que ϕ vem de uma lógica que é
Gaifman-local sob F-jogos. Se k é tal que (A, ā) ≡Fk (B, b̄) implica ϕ(ā1)↔ ϕ(ā1), então





d (b̄)⇒ (A, ā) ≡
F
k (B, b̄)⇒ A ⊧ ϕ(ā1)↔ ϕ(ā1).
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Assim, em vez do isomorfismo de vizinhanças, os autores fornecem um
requerimento mais fraco, a saber, o de que elas sejam indistinguíveis pelo F-jogo, em `
rodadas.
Entretanto, embora a nova noção de localidade proposta por Arenas, Barceló
e Libkin (2005) seja fácil de aplicar, não é tão fácil de manusear quanto a localidade
baseada em isomorfismo. Por exemplo, como apontado pelos autores, se uma lógica L é
(Hanf-, ou Gaifman- ou fracamente) local sob isomorfismo, e L′ é uma sub-lógica de L,
então L′ é local também. O mesmo, no entanto, não é o caso para a localidade baseada
em jogos; isto é, as propriedades de jogos que garantem a localidade não necessariamente
são preservadas quando passamos para jogos mais fracos.
Propriedades Estruturais Básicas de Concordâncias
Agora, eu irei apresentar duas propriedades básicas que são esperadas valer
em concordâncias, a saber, a propriedade de ser admissível, e a propriedade de ser básica.
No que segue, será utilizada a notação F(A,B) ∈ F, em vez de F(A,B) ∈ F(A,B).
Concordância Admissível
Definição 84. Uma concordância F é dita ser admissível se o seguinte vale:
1. Para cada F(A,B) ∈ F, nós temos ⋃{dom(f) ∣ f ∈ F(A,B)} = A (o spoiler pode
jogar qualquer ponto que ele queira);
2. Para cada A ⊂ U , existe F(A,A) ∈ F tal que cada f ∈ F(A,A) é a identidade sobre
dom(f) (o duplicador pode repetir os movimentos do spoiler se eles jogarem sobre o
mesmo conjunto);
3. Para cada F(A,B),F(B,C) ∈ F, a composição F(A,B) ○ F(B,C) = {g ○ f ∣ f ∈
F(A,B) e g ∈ F(B,C)} é uma tática em F sobre (A,C) (jogos compõem);
4. Se F(A,B) é ma tática em F, e g ∶ A′ → A,h ∶ B → B′ são bijeções, então {h○f ○g ∣
f ∈ F(A,B)} é uma tática em F sobre (A′,B′) (concordâncias não dependem da
escolha de elementos de U).
As propriedades estruturais que seguem da propriedade de ser admissível são
as seguintes:
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Proposição 12. Dada uma concordância admissível F, e m,k ≥ 0,
1. ≡Fk é uma relação de equivalência sobre estruturas (A, ā), ā ∈ Am;
2. Se h ∶ A→B é um isomorfismo, então (A, ā) ≡Fk (B, h(ā)).
Demonstração. (ARENAS; BARCELÓ; LIBKIN, 2005, pp.9-10).
Os autores introduzem a seguinte noção abstrata de conjuntos definíveis
(ARENAS; BARCELÓ; LIBKIN, 2005, p.10): um conjunto S ⊆ Am é (F, k)-definível em
A se é fechado sob ≡Fk; ou seja, ā ∈ S e (A, ā) ≡
F
k (A, ā1) implica ā1 ∈ S.
Nós temos, então, o seguinte resultado de conjuntos definíveis para
concordâncias admissíveis.
Proposição 13. Se F é uma concordância admissível, os conjuntos (F, k)-definíveis são
fechados sob combinações booleanas e produto cartesiano; além disso, a projeção Am+1 →
Am aplicada a um conjunto (F, k)-definível é um conjunto (F, k + 1)-definível.
Demonstração. (ARENAS; BARCELÓ; LIBKIN, 2005, p.10).
Concordâncias Básicas
A propriedade de ser básica em uma concordância diz respeito a duas outras:
composicionalidade e ”encolhimento”. A noção de composicionalidade é óbvia. Já a de
”encolhimento” merece algum esclarecimento. A noção de ”encolhimento” em uma
concordância nada mais é do que a captura da ideia de restrição. Em outras palavras, e
grosso modo, uma concordânia é ”encolhível” se ela permite jogar em subestruturas.
Definição 85. Uma concordância F é composicional, se para cada duas táticas F(A,B)
e G(C,D) em F tal que A ∩C = B ∩D = ∅, a tática F(A,B) ⊔ G(C,D) definida como o
conjunto de uniões disjuntas de funções parciais f ∶ A → B de F(A,B) e g ∶ C → D de
G(C,D) está em F.
Segue, agora, a proposição que mostra que concordâncias composicionais se
comportam da maneira esperada:
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Proposição 14. Seja F uma concordância composicional. Se (A, ā) ≡Fk (B, b̄) e (C, c̄) ≡
F
k
(D, d̄), com A ∩C = B ∩D = ∅, então (A, ā) ∪ (C, c̄) ≡Fk (B, b̄) ∪ (D, d̄).
Demonstração. Imediata a partir das definições.
Como dito acima, a noção de ”encolhimento” de uma concordância diz respeito
à restrição de jogos a subestruturas. Sendo mais explícito, considere um jogo A ≡Fk B. Se
o spoiler, bem como o duplicador, jogam restritos aos subconjuntos C ⊆ A e D ⊆ B, então
tal jogo pode ser considerado como um jogo sobre subestruturas de A e B geradas por C
e D, respectivamente. A formalização dessa ideia é como segue.
Definição 86. O conjunto de todas as restrições não-vazias de funções parciais de
F(A,B) a C ⊆ A é denotado por F(A,B)∣C. Considere uma tática F(A,B), e conjuntos
não-vazios C ⊆ A e D ⊆ B. É dito que F(A,B) é encolhível a (C,D) se
a ∈ C⇔ f(a) ∈D, para cada f ∈ F(A,B), e a ∈ dom(f).
A partir da definição acima, nós temos o seguinte:
Definição 87. Uma concordância F é encolhível se para cada F(A,B) ∈ F, e subconjuntos
não-vazios C ⊆ A e D ⊆ B, se F(A,B) é encolhível a (C,D), então F(A,B)∣C é uma
tática sobre (C,D) que pertence a F.
E, agora, a definição principal:
Definição 88. Uma concordância F admissível é chamada básica se é tanto encolhível
quanto composicional.
É importante salientar que a concordância F(FO) é básica [?, p.11]
Correspondência
Definição 89. É dito que F(A,B) é uma tática de correspondência se a união
⋃f∈F(A,B) grafo(f) é uma correspondência em A × B. Ou seja, a união de todas as
funções de F(A,B) é uma bijeção parcial. Por exemplo, todas as táticas em
F(L ∗∞ω(Cnt)) são correspondentes.
A partir de uma tática F(A,B), define-se uma relação ≈F(A,B) como a relação minimal que
contém ⋃f∈F(A,B) grafo(f) e satisfaz o seguinte: se a ≈F(A,B) b′, a′ ≈F(A,B) b e f(a′) = b′,
para algum f ∈ F(A,B), então, a ≈F(A,B) b.
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Outra maneira de ver a relação acima é a seguinte: a ≈F(A,B) b se existe uma
sequência ⟨a0, b1, a1, b2, a2, ..., bm−1, am−1, bm⟩, onde a0 = a, bm = b, e para cada i, existem
f, f ′ ∈ F(A,B) tais que bi = f(ai−1) = f ′(ai), 1 ≤ i ≤ m − 1, e bm = f(am−1), para algum
f ∈ F(A,B).
Definição 90. Uma concordância F é chamada uma correspondência se para cada tática
F(A,B) ∈ F, existe uma tática de correspondência G(A,B) ∈ F tal que ⋃g∈G(A,B) grafo(g)
está contido em ≈F(A,B).
Se cada tática em uma concordância é de correspondência, então, a própria concordância
é de correspondência.
1.3.6 Problemas com o enfraquecimento da indistinguibilidade
de vizinhanças
O primeiro problema, que pode ser visto como um problema geral, pode ser
encontrado se pensarmos sobre a razão da noção de localidade ter ganhado tanto espaço.
Isso se deu pelo fato de que jogos vencedores são, como já dito, não-triviais, mesmo para
exemplos bastante simples. Ou seja, mesmo para exemplos bastante fáceis, a dificuldade
dos jogos vencedores é bastante alta. Assim, pela sua simplicidade, o método baseado em
localidade acabou ganhando bastante atenção, bem como posteriores desenvolvimentos e
extensões para além de FO. Entretanto, a necessidade de enfraquecimento da noção de
localidade trouxe de volta justamente aquilo que a noção de localidade evitava, a saber,
jogos. Assim, por que deveríamos voltar a trabalhar com os métodos complicados dos
jogos? Estamos usando a noção de localidade exatamente para evitar jogos! Portanto, um
framework baseado em jogos para lidar com o enfraquecimento da noção de localidade não
parece ser muito plausível. No que segue, vou apresentar um esboço dos três problemas
específicos que o framework baseado em jogos possui.
O primeiro problema específico com o enfraquecimento da indistinguibilidade
(no caso, de isomorfismos para equivalência lógica) é que, apesar de bastante promissora,
bem como fácil de aplicar, o framework baseado em jogos (utilizado para definir localidade
sob equivalência lógica) tem o seguinte problema: a localidade sob equivalência lógica que
utiliza o framework baseado em jogos é muito mais difícil de analisar do que a localidade
sob isomorfismo. Por exemplo, se uma lógica L é Hanf/Gaifman-local sob isomorfismos, e
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L ′ é uma sublógica de L , então, L ′ também é Hanf/Gaifman-local sob isomorfismos. No
entanto, para o caso de localidades sob equivalência lógica que se utilizam de frameworks
baseados em jogos, as coisas não são tão simples assim. De fato, as propriedades de jogos
que garantem a localidade não necessariamente são preservadas quando passamos para
jogos mais fracos. Em geral, o estabelecimento de alguma variação da localidade baseada
em jogos para uma lógica L não implica que os fragmentos ou extensões de L vão
possuir a mesma propriedade local. Eu vou chamar o problema esboçado neste parágrafo
de problema do fragmento/extensão.
Como um exemplo do problema do fragmento/extensão, posso apresentar o
seguinte resultado (ARENAS; BARCELÓ; LIBKIN, 2005, p.14):
Teorema 15. Cada concordância básica F é fracamente local. Além disso, wlrF(k,m) =
O(2k) (onde wlrF(k,m) denota o rank de localidade fraca com respeito a F).
Assim, a propriedade de ser básica de uma concordância é a condição que
garante a sua localidade fraca. Seria de se esperar que a condição que garante a
localidade fraca baseada em jogos fosse herdada por cada extensão de FO com
quantificadores generalizados unários simples. Entretanto, isso não é o caso. Por
exemplo, seja PRIMO o conjunto de primos, e QPRIMO o correspondente quantificador
generalizado. Ou seja, FO(QPRIMO) estende FO com fórmulas QPRIMOy ϕ(x⃗, y), tal que
A ⊧ QPRIMOy ψ(a⃗, y) se ∣{a ∣ A ⊧ ψ(a⃗, a)}∣ é um número primo. FO(QPRIMO) não é
fracamente local sob seus jogos. E isso é provado mostrando que F(FO(QPRIMO)) não é
fracamente local, ou seja, não possui a propriedade de ser básica.
Outro exemplo do problema do fragmento/extensão é dado por uma condição
que garante a noção de Hanf-localidade de concordâncias. Para ver isso, considere o
seguinte resultado (ARENAS; BARCELÓ; LIBKIN, 2005, p.18-28):
Teorema 16. Se uma concordância F é básica e de correspondência, então, ela é Hanf-
local. Além disso, hlrF(k,m) = O(2k) (onde hlrF(k,m) = O(2k) denota o rank da Hanf-
localidade com respeito a F).
O problema do fragmento/extensão pode ser constatado pelo fato de que a
condição acima, que garante a Hanf-localidade de concordâncias, não pode ser passada
para outras lógicas que são sabidas serem Hanf-locais sob isomorfismos. Por exemplo,
tanto FO quanto FO(Qp) são sabidas serem Hanf-locais sob isomorfismos, no entanto,
tem-se o seguinte resultado:
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Proposição 15. FO e FO(Qp) não são Hanf-locais sob seus jogos.
Para ver isso no caso de FO, considere o grafo completo G1 com 2N vértices, e
seja G2 a união disjunta de dois grafos completos, cada um com N vértices. Para cada d
e l, qualquer bijeção entre os nós desses grafos testemunha G1 ←
F(FO)
→d,l
G2, enquanto N > l.
Mesmo assim, G1 e G2 não concordam sobre ∃x∃y¬E(x, y). Para FO(Qp), basta tomar
N = p ⋅ (l + 1). Ou seja, a condição que garante a Hanf-localidade de concordâncias não é
”herdável”.
O segundo problema com o enfraquecimento da indistinguibilidade é uma
implicação do problema do fragmento/extensão. Dado que as propriedades de jogos que
garantem a localidade de uma dada lógica L não necessariamente são preservadas
quando passamos para fragmentos e/ou extensões de L , nós temos uma perda
significativa de resultados já estabelecidos quando a noção de localidade é baseada sob
isomorfismos. Eu vou chamar esse segundo problema específico de problema da
uniformidade.
O terceiro problema é que nós não temos muito o que fazer quanto a essa
uniformidade perdida quando estamos usando um framework baseado em jogos. Por
exemplo, se uma lógica que é conhecida ser local sob isomorfismo não é local sob seus
jogos, nada podemos fazer quanto a isso. Mas, e se nós, além de um framework para a
indistinguibilidade lógica de vizinhanças livre de jogos, nós ainda tivéssemos uma
maneira de, em algum sentido, recuperar a indistinguibilidade isomórfica de
vizinhanças? Em outras palavras, e se nós tivéssemos uma ”aproximação” da categoria
de vizinhanças que nos permitisse tratar indistinguibilidade lógica de d-vizinhanças, em
algum sentido, em termos de isomorfismos? Isso faria com que, diferente do que ocorre
com o framework baseado em jogos, nós tivéssemos uma alternativa ao fato de que
algumas lógicas que são sabidamente locais sob isomorfismos, mas não são locais sob
seus jogos.
O leitor mais perspicaz logo irá notar a enorme semelhança entre a demanda
que o terceiro problema do framework baseado em jogos nos traz e a ideia geral básica
da teoria das categorias modelo: temos uma classe de morfismos (a relação de
k-equivalência lógica) entre duas vizinhanças que gostaríamos que fossem isomorfismos
(a fim de manter o alcance e uniformidade da localidade, perdida pelo enfraquecimento).
Ou seja, um dos problemas que motiva o enfraquecimento da indistinguibilidade de
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vizinhanças, como visto, é quando simplesmente não temos vizinhanças isomórficas
suficientes, o que impossibilita a aplicação de técnicas usando localidade sob
isomorfismo. Assim, a demanda pelo enfraquecimento pode apenas ser substituída pela
demanda por vizinhanças isomórficas suficientes. Ora, é exatamente disso que se trata a
teoria das categorias modelo: nós temos uma classe W de morfismos em uma dada
categoria C que gostaríamos que fossem isomorfismos, e temos uma categoria HoC onde
todos os morfismos em W são isomorfismos via inversão formal. Portanto, é fácil notar
que, ao mudar a demanda por enfraquecimento pela demanda por ”vizinhanças
isomórficas suficientes”, nós temos um ambiente mais do que propício (e motivador)
para a utilização de categorias modelo dentro do contexto da localidade de lógicas.
Assim, no decorrer desta tese, eu irei mostrar que é possível desenvolver um
framework para localidade sob equivalência lógica que é uma sólida, e mais interessante,




Núcleos (Cores) de σ-Estruturas
Relacionais Finitas
Neste capítulo, eu irei apresentar uma noção que será central para o
desenvolvimento posterior da presente tese, a saber, a noção de cores de σ-estruturas
relacionais finitas. Grosso modo, dada uma σ-estrutura relacional finita A, o core de A é
uma σ-estrutura relacional finita que é minimal no seguinte sentido: não é
homomorficamente equivalente a qualquer estrutura menor. Para formalizar essa ideia, é
utilizada a noção de retração.
2.1 Núcleos (Cores) e (Pré-) Ordem (Parcial)
Definição 91. Seja A uma σ-estrutura. Um endomorfismo f ∶ A → A é uma retração
se deixar sua imagem fixada, em outras palavras, se f(x) = x para todo x ∈ f[A]. Uma
subestrutura B de A é chamada um retraimento (ou retrato) de A se houver uma retração
de A sobre B; um retraimento é próprio se for uma subestrutura própria.
Lema 28. Se B é um retraimento de A, então A e B são homomorficamente equivalentes.
Demonstração. [FONIOK, 2007, p.12]
Definição 92. Uma σ-estrutura C é chamada um core se ela não tem retraimentos
próprios. Um retraimento C de A é chamado um core de A se ele é um core.
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É importante salientar que existem várias caracterizações equivalentes para a
noção de cores.
Lema 29 (Caracterização de núcleos (cores)). Para uma σ-estrutura C, as seguintes
condições são equivalentes.
1. C é um core (ou seja, C não tem retraimentos próprios).
2. C não é homomórfico a qualquer subestrutura própria de C.
3. Cada endomorfismo de C é um automorfismo.
Demonstração. [FONIOK, 2007, pp.12-13]
Nós temos, também, o importante fato de que toda estrutura relacional tem,
a menos de isomorfismo, exatamente um core. Dois lemas são utilizados para provar esse
fato.
Lema 30. Sejam A e B duas σ-estruturas. Se existem homomorfismos sobrejetivos f ∶
A→B e g ∶B→ A, então A e B são isomórficos.
Demonstração. [FONIOK, 2007, p.13]
Lema 31. Sejam C e C′ dois cores. Se C e C′ são homomorficamente equivalentes, então
eles são isomórficos.
Demonstração. [FONIOK, 2007, p.13]
Isso implica, em particular, que toda σ-estrutura é homomorficamente
equivalente a no máximo um core. Agora, veremos que é exatamente um.
Proposição 16. Cada σ-estrutura A tem um único core C (a menos de isomorfismo).
Além disso, C é o único core para o qual A é homomorficamente equivalente.
Demonstração. [FONIOK, p.13]
Como corolário, nós temos:
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Corolário 11. Uma σ-estrutura C é um core se, e somente se, não é homomorficamente
equivalente a uma σ-estrutura com menos vértices.
Demonstração. [FONIOK, 2007, p.13]
Assim, nós temos visto quatro caracterizações equivalentes de cores. Isso é
importante porque em muitos casos uma caracterização é mais adequada do que outra.
Abaixo, veremos mais uma caracterização de cores, a saber, quando se refere a um dado
subconjunto X do universo A de uma dada estrutura A. Essa caracterização será
importante quando estivermos lidando com as definições de profundidade de árvore,
n-homomorfismos e n-cores.
2.1.1 Estruturas, Homomorfismos e Núcleos (Cores) sobre X
Como dito acima, nesta subseção irei apresentar uma caracterização de cores
que se refere a um dado subconjunto X do universo A de uma dada estrutura A. Para
tal, terei também que estender isso a estruturas, homomorfismos, retraimentos etc..
Dessa forma, muito do que já foi definido acima será redefinido aqui com respeito a um
dado subconjunto X do universo A de uma dada estrutura A. Também como já
mencionado, essas redefinições serão importantes quando formos lidar com as definições
de k-homomorfismos e k-núcleos (k-cores). Nesta subseção, estou seguindo (ROSSMAN,
2007), provas omitidas podem ser encontradas (ou indicadas) lá.
Definição 93. Seja X um conjunto arbitrário. Uma estrutura A cujo universo inclui X
(isto é, X ⊆ A) é chamada uma estrutura sobre X. Para estruturas A e B sobre X, um
homomorfismo de A para B que fixa X pointwise é chamado um homomorfismo sobre
X. Se existe um homomorfismo de A para B sobre X, tal fato é denotado por A →X B.
Se A →X B e B →X A, é dito que A e B são homomorficamente equivalentes sobre X,
e tal fato é denotado por A →
←X
B. Se existem homomorfismos f ∶ A →X B e g ∶ B →X A
tais que g ○ f = idA e f ○ g = idB, é dito que A e B são isomórficos sobre X, e tal fato é
denotado por A ≅X B; neste caso, é dito que f e g são isomorfismos sobre X.
Caracterizando homomorfismos dessa forma, nós temos uma nova (porém,
equivalente) maneira de definir retrações.
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Definição 94. Suponha que B é uma subestrutura de A. Uma retração de A para B é
um homomorfismo A→B B (caso o qual, algumas vezes, é denotado por A
retr
ÐÐ→B).
Note que retraimentos são sempre subestruturas induzidas, ou seja, A retrÐÐ→ B implica
A∣B =B.
E, claro, nós temos a definição de cores com respeito a um dado subconjunto
X do universo A de uma dada estrutura A.
Definição 95. Uma estrutura A é um core sobre um subconjunto X ⊆ A se cada
homomorfismo A→X A é um automorfismo.
E, agora, um lema que mostra dois resultados já vistos anteriormente, mas,
dessa vez, com respeito a um dado subconjunto X do universo A de uma dada estrutura
A.
Lema 32. Seja A uma estrutura finita, e X ⊆ A.
1. A estrutura A é um core sobre X se, e somente se, A retrÐÐ→ B⇒ A = B (ou seja, A
não tem nenhum retraimento próprio sobre X).
2. A estrutura A tem um retraimento que é um core sobre X. Além disso, se A retrÐÐ→B1
e A retrÐÐ→B2 tal que B1 e B2 são cores sobre X, então B1 ≅B2.
Definição 96. Para cada conjunto finito X, seja CX o conjunto de cores finitos sobre X
contendo exatamente um representante de cada classe de ≅X-equivalência de estruturas
finitas. Dado que todos os elementos de CX são estruturas finitas únicas a menos de
isomorfismo sobre X, segue que cada CX é um conjunto infinito contável. Os membros de
CX são chamados de cores canônicos sobre X.




Note que o Corolário 12 é apenas uma versão da Proposição 16 para o caso com respeito
a um dado subconjunto X do universo A de uma dada estrutura A.
O core C como acima é chamado o core (canônico) de A sobre X, e é
denotado por CoreX(A). Quando X = ∅, é escrito C , em vez de C∅, e Core(A) em vez
de Core∅(A).
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2.1.2 Homomorfismo como (Pré-) Ordem (Parcial)
Existe uma pré-ordem em qualquer categoria C induzida por suas setas →.
Além disso, nós podemos definir sobre C uma relação de equivalência associada da seguinte
forma:
A ≡→ B⇔ A→ B ∧B → A.
Assim, → induz uma ordem parcial sobre C/ ≡→. Para o caso de C = STRUCT[σ], C/ ≡→
é um conjunto, e nós temos o poset
C (STRUCT[σ]) = ⟨STRUCT[σ]/ ≡→,→⟩.
Agora, note que existe um funtor canônico
Fσ ∶ STRUCT[σ]→ STRUCT[σ]/ ≡→
enviando cada σ-estrutura A para a sua classe de ≡→-equivalência [A], e cada
homomorfismo de σ-estruturas f ∶ A→B para o morfismo [f] ∶ [A]→ [B].
Note, também, que as classes de ≡→-equivalência formadas por σ-cores são, pelo Lema
31, classes de ≅-equivalência. Assim, o conjunto C de σ-cores finitos está contido em
STRUCT[σ]/ ≡→. Além disso, pelo Corolário 12, cada classe de ≡→-equivalência em
STRUCT[σ]/ ≡→ possui um único representante, a menos de isomorfismo, em C . Assim,
se f ∶ A → B é um homomorfismo de σ-estruturas, onde A é ≡→-equivalente a B, então
[f] ∶ [A]→ [B] é um isomorfismo em STRUCT[σ]/ ≡→.
A mesma construção funciona para a categoria STRUCT[σn]T̃ (σn)(d,0) . Ou seja,
nós também temos o poset
C (STRUCT[σn]T̃ (σn)(d,0) ) = ⟨STRUCT[σn]
T̃ (σn)
(d,0) / ≡→,→⟩,







enviando cada (d,0)-vizinhança NA
(d,0)(a⃗) de uma dada n-tupla de pontos a⃗ em uma dada
σ-estrutura A para a sua classe de ≡→-equivalência [NA(d,0)(a⃗)], e cada homomorfismo de
(d,0)-vizinhanças f(d,0) ∶ NA(d,0)(a⃗) → NB(d,0)(b⃗) para o morfismo [f(d,0)] ∶ [NA(d,0)(a⃗)] →
[NB
(d,0)(b⃗)].
Da mesma forma, também, as classes de ≡→-equivalência formadas por [σn](d,0)-cores
são, pelo Lema 31, classes de ≅-equivalência. Assim, nós temos o conjunto C[σn](d,0) de
[σn](d,0)-núcleos (cores) finitos (ou seja, os núcleos de (d,0)-vizinhanças de n-tuplas de
σ-estruturas) contido em STRUCT[σn]T̃ (σn)(d,0) / ≡→. Além disso, também pelo Corolário
12, cada classe de ≡→-equivalência em STRUCT[σn]T̃ (σn)(d,0) / ≡→ possui um único





(d,0)(b⃗) é um homomorfismo de (d,0)-vizinhanças, onde NA(d,0)(a⃗) é
≡→-equivalente a NB(d,0)(b⃗), então [f(d,0)] ∶ [NA(d,0)(a⃗)] → [NB(d,0)(b⃗)] é um isomorfismo em
STRUCT[σn]T̃ (σn)(d,0) / ≡→.
2.2 k-Homomorfismos e k-Núcleos (k-Cores)
Aqui eu irei definir os dois conceitos basilares para os propósitos da presente
tese, a saber, k-homomorfismos e k-núcleos (k-cores). Mas, antes, iremos precisar de
algumas definições preliminares.
2.2.1 Profundidade de Árvores
Eu assumo conhecimentos prévios sobre árvores da parte do leitor. Para mais
detalhes sobre árvores, ver (NESETRIL; OSSONA DE MENDEZ, 2006). Grafos, aqui,
como sempre, são simples (não-direcionados e sem auto-loops). O grafo nulo é, como
sempre, o grafo com zero vértices, e é único.
Definição 97. Uma floresta enraizada finita é uma união disjunta finita de árvores
enraizadas finitas. Para vértices v e w em uma floresta enraizada finita F , denota-se por
v ⇢ w se v é o pai de w. A altura de F é o número de vértices no caminho mais longo
(via ⇢) de uma raiz para qualquer folha. O fecho F de F é um grafo com o mesmo
conjunto de vértices que F , no qual os vértices v e w são adjacentes se, e somente se,
um dos pares (v,w) e (w, v) pertence ao fecho transitivo de ⇢ (ou seja, v ≠ w e v e w
são ancestrais em F).
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Definição 98. A profundidade de árvore td(G) de um grafo finito G é a altura mínima
de uma floresta enraizada finita cujo fecho contém G como um subgrafo.
Esta definição de profundidade de árvore é de (NESETRIL; OSSONA DE
MENDEZ, 2006) (E também usada em (ROSSMAN, 2007)). Uma forma indutiva desta





0, se G é o grafo nulo (sem vértices) ,
1 +maxvértice v de G td(G/v), se G é não-nulo e conectado,
maxcomponente G′ de G td(G′), se G é não-nulo e desconectado.
Aqui G/v denota o grafo obtido de G removendo o vértice v e todas as arestas incidentes
a v. Para a próxima definição. lembre-se que G(A) denota o grafo de Gaifman de uma
dada σ-estrutura finita A.
Definição 99. Para um subconjunto X ⊆ A, seja G(A)/X o subgrafo induzido de G(A)
com o conjunto de vértices A/X. (Não confundir G(A)/X com G(A/X), isto é, o grafo de
Gaifman da subestrutura induzida de A com universo A/X. Para vocabulários σ contendo
símbolos de relação de aridade ≥ 3, esses dois grafos não necessariamente coincidem.)
Definição 100. A profundidade de árvore tdX(A) de uma estrutura finita A sobre um
subconjunto X ⊆ A é definida como a profundidade de árvore do grafo de Gaifman de A
sobre X. Em símbolos, tdX(A) = td(G(A)/X). (Não confundir tdX(A) com td(G(A/X)).)
O corolário a seguir é uma continuação natural do Corolário 12.
Corolário 13. Para cada estrutura finita A, e X ⊆ A, tdX(C) ≤ tdX(A), e cada




Para esta seção, e o resto desta tese, X,Y,Z, ... serão sempre conjuntos finitos
(em particular, subconjuntos finitos de estruturas A,B,C, ..., mesmo no caso em que tais
estruturas sejam infinitas).
Definição 101. Seja n ∈ N. É escrito A →nX B e dito que A é n-homomórfico a B
sobre X se C →X A⇒ C →X B, para cada estrutura finita C com profundidade de árvore
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no máximo n sobre X. É escrito A →n
← X
B e dito que A e B são n-homomorficamente









Para as próximas definições, seja X um conjunto finito fixado.
Definição 102. Para n ∈ N, seja C nX o conjunto de cores canônicos finitos sobre X com
profundidade de árvore no máximo n sobre X. Ou seja, C nX = {C ∈ CX ∣ tdX(C) ≤ n}.
Membros de C nX são chamados de n-cores sobre X.
Agora, algumas propriedades óbvias:
• CX = ⋃n∈N C nX .
• A→nX B se, e somente se, C→X A⇔ C→X B, para cada C ∈ C nX .
• C1 →X C2 se, e somente se, C1 →nX C2, para todo C1,C2 ∈ C nX ; ou seja, →X coincide
com →nX .
Além disso, é óbvio que →X é uma ordem parcial sobre C nX , desde que (CX ,→X), visto
como um reticulado de homomorfismo, tem como subconjunto C nX .
Lema 33. (C nX ,→X) é um semi-reticulado-join. Ou seja, cada duas estruturas em C nX tem
um join (l.u.b) com respeito a →X . Além disso, o l.u.b. de duas estruturas em (C nX ,→X)
coincide com seu l.u.b. no reticulado (CX ,→X).
Proposição 17. A menos de →
←X
, existem somente finitamente muitas estruturas finitas
sobre X com profundidade de árvore ≤ n sobre X. Equivalentemente, existem somente
finitamente muitos cores canônicos sobre X com profundidade de árvore ≤ n sobre X (ou
seja, C nX é um conjunto finito).
O fato de que (C nX ,→X) é um semi-reticulado-join finito implica que ele é
completo; ou seja, cada subconjunto de C nX tem um l.u.b.. Isso leva à noção de n-core de
uma estrutura (finita ou infinita) sobre um subconjunto finito de seu universo.
Definição 103 (k-Core). Para uma estrutura A e um conjunto finito X ⊆ A, o k-core
CorekX(A) de A sobre X é o l.u.b. de {C ∈ C kX ∣ C→X A} no semi-reticulado-join completo
(C kX ,→X).
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Lema 34. A→kX B se, e somente se, Core
k
X(A)→X B.
Demonstração. (ROSSMAN, 2007, p. 23).
k-Homomorfismo como (Pré-) Ordem (Parcial)
Note que, assim como ocorre com a relação →X , a relação →kX é uma pré-ordem
sobre estruturas. É evidente que A→X B implica A→kX B, para cada k. Além disso, note
que A→kX B, para cada k implica A→k
′
X′ B, para todo k′ ≤ k e X ′ ⊆X.
O mesmo processo efetuado em §2.1.2 pode ser realizado aqui. Para tal, seja
STRUCT[σn](T̃ (σn))k(d,0) a subcategoria STRUCT[σn]
T̃ (σn)
(d,0) cujos objetos são as
σn-estruturas NA(d,0)(a⃗) tais que NA(d,0)(a⃗) → ND(d,0)(d⃗), onde ND(d,0)(d⃗) é uma σn-estrutura
com profundidade de árvore no máximo k. Assim, nós podemos definir sobre













Portanto, →k induz uma ordem parcial sobre STRUCT[σn](T̃ (σn))k(d,0) , e
STRUCT[σn](T̃ (σn))k(d,0) / ≡→k é o poset
C (STRUCT[σn](T̃ (σn))(d,0) )
k = ⟨STRUCT[σn](T̃ (σn))k(d,0) / ≡→k ,→
k⟩.
Da mesma forma como em §2.1.2, existe um funtor canônico
F k
[σn](d,0)
∶ STRUCT[σn](T̃ (σn))k(d,0) → STRUCT[σn]
(T̃ (σn))k
(d,0) / ≡→k
enviando cada σn-estrutura NA(d,0)(a⃗) em STRUCT[σn]
(T̃ (σn))k
(d,0) para a sua classe de ≡→k-
equivalência [NA
(d,0)(a⃗)]
k, e cada homomorfismo de σn-estruturas f ∶ NA(d,0)(a⃗)→ NB(d,0)(b⃗)
em STRUCT[σn](T̃ (σn))k(d,0) para o morfismo [f]k ∶ [NA(d,0)(a⃗)]k → [NB(d,0)(b⃗)]k.
Da mesma forma, as classes de ≡→k-equivalência formadas por σ-k-cores são, pelo Lema
31, classes de ≅-equivalência. Assim, o conjunto C k de σn-k-cores finitos está contido
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em STRUCT[σn](T̃ (σn))k(d,0) / ≡→k . E, novamente, pelo Corolário 12, cada classe de ≡→k-
equivalência em STRUCT[σn](T̃ (σn))k(d,0) / ≡→k possui um único representante, a menos de
isomorfismo, em C k. Assim, se f ∶ NA
(d,0)(a⃗) → N
B
(d,0)(b⃗) é um homomorfismo de σn-





k é um isomorfismo em STRUCT[σn](T̃ (σn))k(d,0) / ≡→k .
2.3 Lógica e Combinatória
2.3.1 Sentenças Existenciais-Positivas e Primitivas-Positivas
Para esta subseção, lembre-se de que as fórmulas existenciais-positivas são
construídas a partir de fórmulas atômicas usando apenas conjunção, disjunção e
quantificação existencial. Fórmulas primitivas-positivas são precisamente as fórmulas
existenciais-positivas que não contêm disjunções.
Lema 35. Cada fórmula existencial-positiva ψ é logicamente equivalente a uma disjunção
finita θ1∨...∨θm de fórmulas primitivas-positivas θi, tais que qcount(ψ) ≥ maxiqcount(θi),
e qrank(ψ) ≥ maxiqrank(θi).
Demonstração. (ROSSMAN, 2007, p. 15).
Lema 36. Para cada sentença primitiva-positiva θ, existe uma estrutura finita Aθ tal que
B ⊧ θ ⇔ Aθ → B. Reciprocamente, para cada estrutura finita A, existe uma sentença
primitiva-positiva θA tal que B ⊧ θA ⇔ A → B, para todas as estruturas B. Além disso,
as transformações θ ↦ Aθ e A↦ θA satisfazem
∣Aθ∣ ≤ qcount(θ), td(Aθ) ≤ qrank(θ), qcount(θA) = ∣A∣, qrank(θA) = td(A).
Demonstração. (ROSSMAN, 2007, pp.15-16).
Corolário 14. Para cada sentença primitiva-positiva θ, existe um único core canônico
Core(θ) ∈ C tal que B ⊧ θ ⇔ Core(θ) → B, para todas as estruturas B. Além disso,
vale que ∣Core(θ)∣ ≤ qcount(θ) e td(Core(θ)) ≤ qrank(θ).
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Demonstração. (ROSSMAN, 2007, p. 16).
É dito que uma sentença de primeira-ordem φ é preservada sob produtos se
A ×B ⊧ φ, sempre que A ⊧ φ e B ⊧ φ.
Corolário 15. Cada sentença primitiva-positiva é fechada sob produtos.
Segue, agora, uma proposição chave sobre sentenças existenciais positivas.
Proposição 18. Seja ψ uma sentença existencial-positiva. Existe um único conjunto finito
{C1, ...,Cn} de cores canônicos Ci ∈ C , tais que
• C1, ...,Cn são homomorficamente incomparáveis (ou seja, Ci ↛ Cj, para todo i ≠ j),
e
• A ⊧ ψ⇔ ⋁ni=1(Ci → A), para todas as estruturas A.
Além disso, é o caso que qcount(ψ) ≥ maxi∣Ci∣, e qrank(ψ) ≥ maxitd(Ci).
Demonstração. (ROSSMAN, 2007, p. 17).
Definição 104. Cores canônicos C1, ...,Cn ∈ C da Proposição 8 são chamados cores
característicos de sentenças existenciais-positivas ψ.
Nós vemos que uma sentença existencial positiva é logicamente equivalente a
uma sentença primitiva positiva se, e somente se, ela tiver exatamente um core
característico. Além disso, pode ser provado que a correspondência entre sentenças
existenciais positivas (a menos de equivalência lógica) e anticadeias finitas no reticulado
homomórfico (C ,→) é uma bijeção. Para ver isso, considere o seguinte lema, que nada
mais é do que a recíproca da Proposição 8.
Lema 37. Para cada anticadeia finita {C1, ...,Cn} ⊆ C , existe uma sentença existencial-
positiva ψ tal que C1, ...,Cn são precisamente os cores característicos de ψ e qrank(ψ) =
maxi(Ci).
Demonstração. (ROSSMAN, 2007, p. 18).
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Nós também podemos dar uma descrição alternativa dos cores característicos
de uma sentença existencial-positiva. Para ver isso, considere o seguinte lema:
Lema 38. Um core canônico C ∈ C é um core característico de uma sentença existencial-
positiva ψ se, e somente se, C ⊧ ψ e C → A, para cada estrutura A, tal que A ⊧ ψ e
A→ C.
Demonstração. (ROSSMAN, 2007, p. 18)
Seguindo imediatamente da Proposição 18, nós temos metade da prova do
Teorema da Preservação (sobre estruturas finitas). Como corolário, nós temos:
Corolário 16. Cada sentença existencial-positiva é preservada sob homomorfismos.
Demonstração. (ROSSMAN, 2007, p. 18).
2.3.2 Caracterização Lógica de k-Homomorfismos
Nesta subseção irei mostrar um resultado que será primordial para o posterior
desenvolvimento desta tese. Tal resultado foi apresentado em [?], e diz respeito a uma
caracterização lógica da relação →k de k-homomorfismos.
Lema 39. A→n B se, e somente se, A ⊧ θ⇒B ⊧ θ, para cada sentença primitiva-positiva
θ de quantifier-rank n.
Demonstração. • (⇒) Assumindo que A →n B, e supondo que θ é uma sentença
primitiva-positiva de quantifier-rank n tal que A ⊧ θ, nós temos, pelo Corolário 11,
que Core(θ) → A, e td(Core(θ)) ≤ qrank(θ) = n. Segue que Core(θ) → B, e,
portanto, B ⊧ θ.
• (⇐) Assumindo que A ⊧ θ ⇒ B ⊧ θ, para cada sentença primitiva-positiva θ de
quantifier-rank n, e supondo que C é uma estrutura finita com profundidade de
árvore ≤ n tal que C → A, nós temos, pelo Lema 13, que existe uma sentença
primitiva-positiva θC tal que qrank(θC) ≤ td(C) ≤ n e D ⊧ θC ⇔ C → D, para todo
D. Desde que C → A, nós temos A ⊧ θC. Como qrank(θC) ≤ n, segue que B ⊧ θC, e,
assim, C→B. Nós concluímos que A→n B.
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Capítulo 3




3.1 A Estrutura Modelo de Cores Generalizada
Em (DROZ, 2012), Droz define uma estrutura modelo baseada em cores (a
qual é chamada de estrutura modelo de cores) sobre uma particular categoria de grafos,
e a generaliza em (DROZ; ZAKHAREVICH, 2015) para qualquer categoria finitamente
completa e finitamente cocompleta.
Droz e Zakharevich (2015) partem da seguinte questão:
Questão 1. Dada uma categoria finitamente completa e finitamente cocompleta C,
juntamente com uma subcategoria wC ⊆ C que é fechada sob dois-de-três e retraimentos,
quando existe uma estrutura modelo sobre C tal que wC é a subcategoria de equivalências
fracas?
Os autores não se propõem a dar uma resposta completa à questão acima, mas
apenas apresentar exemplos de respostas a casos particulares. Por exemplo, a subcategoria
wC é frequentemente obtida por meio de um funtor F ∶ C → D, onde wC é definida como
F −1(isoD), onde isoD são os isomorfismos de D.
Os autores, então, investigam o caso no qual D é uma pré-ordem, ou seja,
quando D é uma categoria onde ∣Hom(A,B)∣ ≤ 1, para todos os objetos A,B ∈ D,
explicitando os três seguintes casos:
1. F tem um adjunto à direita que é uma seção.
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2. F ∶ C → E , onde E é a categoria com dois objetos e um morfismo não-invertível entre
tais objetos.
3. F = RC, onde RC é o funtor universal de C para uma pré-ordem.
Na presente tese, o interesse irá recair no caso 3. Antes, nós vamos precisar da
seguinte definição.
Definição 105. Seja C uma categoria. Define-se a pré-ordem P (C) com obP (C) = obC, e
HomP (C)(X,Y ) iguala o conjunto unitário se existe um morfismo X → Y ∈ C, e o conjunto
vazio, caso contrário. Escreve-se X ∼P (C) Y , se X é isomórfico a Y em P (C).
Existe um funtor canônico RC ∶ C → P (C), tal que qualquer funtor F ∶ C → D,
onde D é uma pré-ordem, fatora-se por meio de RC. Droz e Zakharevich, então, constroem
uma estrutura modelo sobre C tal que as equivalências fracas são R−1
C
(isoP (C)). Isso quer
dizer que as equivalências fracas são os morfismos f ∶ A → B em C tais que RC(f) ∶
RC(A)→ RC(B) é um isomorfismo em P (C).
Tal como notado pelos autores, P é um funtor Cat→ PreOrd, que é adjunto
esquerdo ao funtor esquecimento U ∶ PreOrd→Cat 1.
Nós temos, então, o seguinte resultado em (DROZ; ZAKHAREVICH, 2015,
p.28):
Teorema 17. Existe uma estrutura modelo Ccore com categoria de homotopia P (C) em
qualquer categoria finitamente completa e finitamente cocompleta C. Um morfismo f ∶
A → B é uma equivalência fraca se, e somente se, A ∼P (C) B. As fibrações acíclicas são
exatamente as retrações em C.
Demonstração. Define-se wC como sendo a pré-imagem sob RC de iso isoP (C), e f̃C como
sendo a subcategoria de retrações em C. Estas satisfazem as condições do Lema 22. Seja
Ccore o candidato construído como no Lema 22; mostra-se que ele satisfaz as condições
necessárias para ser uma estrutura modelo. Já que a Ccore satisfaz (2OF3) por definição,
o foco da prova é concentrado nas outras três condições.
Primeiro, uma observação: suponha que f ∶ A→ B é qualquer morfismo em C.
Então, em Ccore, a projeção canônica p1 ∶ A ×B → A é uma fibração acíclica, e a inclusão
1P e U precisam estar restritos a categorias pequenas para serem funtores. Caso contrário, um exame
mais complicado envolvendo as estruturas de 2-categoria de Cat e PreOrd será necessário.
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canônica i1 ∶ B → B ⊔ A é uma cofibração e uma equivalência fraca. O primeiro segue
trivialmente da definição de fibração acíclica, uma vez que f e idA dão um morfismo
A → A × B, que é uma seção de p1. Para o segundo, note que uma injeção canônica é
sempre uma cofibração, pois é isomórfica a idB ⊔ (∅→ A), e as inclusões do objeto inicial
são as cofibrações pelo Lema 20. É uma equivalência fraca porque f dá uma retração
B ⊔A→ B.
Agora, prova-se que f̃C = Ccoreef ∩Ccorefib , ou seja, que f̃C é exatamente as fibrações
acíclicas.
Em primeiro lugar, mostra-se que f̃C ⊆ Ccoreef ∩Ccorefib . Por definição, f̃C ⊆ wC =
Ccoreef . Nós também temos f̃C = (Ccorecof )⧄ ⊆ (Ccorecof ∩Ccoreef )⧄ = Ccorefib , como desejado. Agora,
seja f ∶ A → B ∈ Ccoreef ∩ Ccorefib . Como f ∈ Ccorefib , ele levanta-se à direita de i1 ∶ B↪̃B ⊔B.
Seja b qualquer morfismo B → A, que existe, tendo em vista que f ∈ Ccoreef , de modo que














Este diagrama mostra que h ○ i2 é uma seção de f , de modo que f é uma retração e,
portanto, f̃C ⊇ Ccoreef ∩Ccorefib , como desejado.
Agora, necessita-se mostrar que (Ccorecof , f̃C) e (Ccorecof ∩ Ccoreef ,Ccorefib ) são SFFs.
Prova-se isso usando o Lema 19, pela verificação de suas três condições.
Ccoreef é fechada sob retraimentos porque A ∼P (C) B é uma relação de
equivalência. Ccorecof e Ccorefib são fechadas sob retraimento porque elas são definidas pelas
propriedades de levantamento, e f̃C é fechada sob retraimento porque ela é igual a
Ccoreef ∩ Ccorefib . Assim, a condição (3) do Lema 19 é válida. A condição (1) vale por
definição de Ccorecof e Ccorefib . Assim, para mostrar que são SFFs, basta verificar a condição
(2).
Primeiro, mostra-se que qualquer morfismo é fatorado como uma cofibração
seguida por uma fibração acíclica. De fato, qualquer morfismo f ∶ A→ B fatora-se como
A 





onde o morfismo i1 é uma injeção canônica em um coproduto (e, portanto, uma cofibração)
e f ⊔ idB é uma retração. Isso prova a condição (2), e assim (Ccorecof , f̃C) é um SFF.
Agora, mostra-se que qualquer morfismo f ∶ A → B é fatorado como uma




// A ⊔ (A ×B)
f⊔p2 // // B,
onde i1 é a injeção canônica, e p2 é a projeção do produto em seu segundo fator, funciona.
Pela análise anterior, sabe-se que i1 é uma cofibração acíclica, então basta provar que
f ⊔ p2 ∶ A ⊔ (A ×B) → B é uma fibração. Seja e ∶ K → L qualquer cofibração acíclica, e










Para mostrar que existe um levantamento, é suficiente mostrar que o




i1 // K ⊔L
e⊔idL











onde g é qualquer morfismo de L para K (que existe porque e é uma equivalência fraca).
Note que o morfismo k ⊔ (k ○ g × l) não é o coproduto de dois morfismos, mas o morfismo
universal induzido por k e (k○g×l). Como i2 ∶ L→K⊔L é uma seção de e⊔idL, e⊔idL ∈ f̃C,
levanta-se à direita de e ∈ Ccorecof . Assim, (Ccorecof ∩Ccoreef ,Ccorefib ) é um SFF, como desejado.
3.1.1 Estrutura Modelo de Cores Generalizada sobre
STRUCT[σn]T̃ (σn)(d,0)
Agora, eu vou utilizar o aparato acima para equipar a categoria que me
interessa com uma estrutura modelo de Quillen. Os ingredientes para isso eu já forneci
em §2.1.2 e §2.2.3. Todos os resultados abaixo são inéditos e originais.
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Dado que STRUCT[σn]T̃ (σn)(d,0) é finitamente completa e finitamente
cocompleta, a aplicação do Teorema 17 é imediata, e nós temos uma estrutura modelo
de cores generalizada sobre STRUCT[σn]T̃ (σn)(d,0) com as seguintes características.





(d,0) / ≡→. Assim, wSTRUCT[σn]
T̃ (σn)
(d,0)
é a imagem inversa sob F[σn](d,0) de isoSTRUCT[σn]
T̃ (σn)
(d,0) / ≡→, ou seja, a imagem
inversa sob F[σn](d,0) de C[σn](d,0) ; e f̃STRUCT[σn]
T̃ (σn)
(d,0) é definida como sendo a
subcategoria de retrações em STRUCT[σn]T̃ (σn)(d,0) .
Proposição 19. Cada objeto é fibrante e cofibrante na estrutura modelo de cores
generalizada sobre STRUCT[σn]T̃ (σn)(d,0) .
Demonstração. Desde que todos os morfismos T̃ (σn) → NA(d,0)(a⃗) em
STRUCT[σn]T̃ (σn)(d,0) são cofibrações, todas as σn-estruturas são cofibrantes em
STRUCT[σn]T̃ (σn)(d,0) core. A prova de que todas as σn-estruturas são fibrantes em
STRUCT[σn]T̃ (σn)(d,0) core é dada pela demonstração de que um morfismo g de uma
σn-estrutura NA(d,0)(a⃗) para o objeto terminal de STRUCT[σn]
T̃ (σn)
(d,0) é uma fibração.
Mas, isso segue do Lema 20.
Corolário 17. A categoria de homotopia de STRUCT[σn]T̃ (σn)(d,0) é
STRUCT[σn]T̃ (σn)(d,0) / ≡→.
Demonstração. Proposição 5.
Proposição 20. Quaisquer dois morfismos com domínios e codomínios iguais são
homotópicos na estrutura modelo de cores generalizada sobre STRUCT[σn]T̃ (σn)(d,0) .
Demonstração. Desde que o coproduto de um objeto consigo mesmo é um objeto
cilindro muito bom, quaisquer dois morfismos são homotópicos à esquerda. Pela
proposição anterior, homotopias à esquerda e à direita na estrutura modelo de cores




quaisquer dois morfismos com domínios e codomínios iguais são homotópicos.
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Teorema 18. Equivalência homomórfica na categoria STRUCT[σn]T̃ (σn)(d,0) coincide com
equivalência homotópica na estrutura modelo STRUCT[σn]T̃ (σn)(d,0) core.
Demonstração. Duas σn-estruturas NA(d,0)(a⃗) e NB(d,0)(b⃗) são homomorficamente
equivalentes se, e somente se, NA
(d,0)(a⃗) → N
B
(d,0)(b⃗) e NA(d,0)(a⃗) ← NB(d,0)(a⃗). Duas




(d,0)(a⃗) possui uma inversa g ∶ NB(d,0)(b⃗) → NA(d,0)(a⃗) tal que g ○ f e f ○ g
são homotópicos aos respectivos mapeamentos identidade. Pela Proposição 21, quaisquer




(d,0)(a⃗), as composições g ○ f e f ○ g são sempre homotópicas aos
respectivos mapeamentos identidade. Assim, duas σn-estruturas NA(d,0)(a⃗) e NB(d,0)(b⃗) são
homomorficamente equivalentes se, e somente se, são homotopicamente equivalentes.
Outra maneira de ver isso é notando que as equivalências fracas em
STRUCT[σn]T̃ (σn)(d,0) core são os morfismos entre σn-estruturas de STRUCT[σn]
T̃ (σn)
(d,0) que
são homomorficamente equivalentes, e que em STRUCT[σn]T̃ (σn)(d,0) core todos os objetos
são fibrantes e cofibrantes. Assim, pelo Lema 14, equivalência homomórfica na categoria
STRUCT[σn]T̃ (σn)(d,0) coincide com equivalência homotópica na estrutura modelo
STRUCT[σn]T̃ (σn)(d,0) core.
Definição 106 (k-Equivalência fraca). Seja STRUCT[σn]T̃ (σn)(d,0) core a estrutura modelo




é uma equivalência fraca entre duas σn-estruturas NA(d,0)(a⃗) e NB(d,0)(b⃗) de
STRUCT[σn]T̃ (σn)(d,0) que são k-homomorficamente equivalentes.
Em outras palavras, uma k-equivalência fraca de STRUCT[σn]T̃ (σn)(d,0) core é um morfismo




Teorema 19. Seja STRUCT[σn]T̃ (σn)(d,0) core a estrutura modelo de cores sobre




coincidem com as equivalências k-homomórficas em STRUCT[σn]T̃ (σn)(d,0) .
Demonstração. Segue do Teorema 18 e da definição de k-homomorfismo (A→B implica
A→k B, para cada k).
Agora, o principal resultado e contribuição da presente tese.
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Teorema 20. Seja STRUCT[σn]T̃ (σn)(d,0) a categoria de (d,0)-vizinhanças de n-tuplas de
pontos de σ-estruturas e homomorfismos entre tais (d,0)-vizinhanças. Existe uma
estrutura modelo de Quillen M sobre STRUCT[σn]T̃ (σn)(d,0) tal que as equivalências
homotópicas em M coincidem com as equivalências homomórficas em
STRUCT[σn]T̃ (σn)(d,0) , e tal que para cada relação de equivalência k-homotópica, ∼k, e




(d,0)(b⃗), para cada sentença primitiva-positiva com quantifier-rank k.
Demonstração. A estrutura modelo é STRUCT[σn]T̃ (σn)(d,0) core. Que as equivalências
homotópicas em STRUCT[σn]T̃ (σn)(d,0) core coincidem com as equivalências homomórficas
em STRUCT[σn]T̃ (σn)(d,0) core já foi mostrado no Teorema 18. Que a relação de equivalência
k-homotópica coincide com a relação de k-equivalência lógica, para cada sentença
primitiva-positiva com quantifier rank k, segue do Lema 16 e do Teorema 39.
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Considerações Finais
3.2 Localidade e Funtores Derivados
No decorrer da presente tese eu apresentei a minha proposta de framework
baseado em estruturas modelo de Quillen para tratar questões concernentes às noções de
localidade, em particular, Hanf/Gaifman-localidades. Eu mostrei que existe uma estrutura
modelo STRUCT[σn]T̃ (σn)(d,0) core sobre STRUCT[σn]
T̃ (σn)
(d,0) que possui várias características
interessantes, a saber, as equivalências homotópicas em STRUCT[σn]T̃ (σn)(d,0) core coincidem
com as equivalências homomórficas em STRUCT[σn]T̃ (σn)(d,0) e, o mais interessante, as
equivalências k-homotópicas em STRUCT[σn]T̃ (σn)(d,0) core coincidem com as k-equivalências
lógicas, para cada sentença primitiva-positiva com quantifier-rank k.
Além disso, baseado no exposto acima, eu forneci na introdução uma
definição de Hanf/Gaifman-localidades que mescla isomorfismos e equivalências
k-homotópicas como bases para a localidade; ou seja, a definição proposta por mim aqui
fornece o que eu chamo de ”STRUCT[σn]T̃ (σn)(d,0) ←→HoSTRUCT[σn]
T̃ (σn)
(d,0) -aproximação”,
entre Hanf/Gaifman-localidades sob equivalência k-homotópica e
Hanf/Gaifman-localidades sob isomorfismo (o que, pelo Teorema 20, para cada sentença
primitiva-positiva, significa uma ”aproximação” entre Hanf/Gaifman-localidades sob
k-equivalência lógica e Hanf/Gaifman-localidades sob isomorfismo).
Assim, a minha definição de Hanf/Gaifman-localidades sob (∼k,≅)-equivalência
torna possível investigar as relações e correlações entre a Hanf/Gaifman-localidades sob
k-equivalência lógica e isomorfismos. Ou seja, a definição de Hanf/Gaifman-localidades
sob (∼k,≅)-equivalência proposta nesta tese (na Introdução) visa fornecer um meio de
investigação das noções de localidade que permita enfraquecer a relação sob a qual se
baseiam as noções de localidade em questão, mas sem perder a ligação com a relação mais
forte (porém, mais segura e fácil de lidar) de isomorfismo. Obviamente, o principal objetivo
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é entender como funciona o ”STRUCT[σn]T̃ (σn)(d,0) ←→HoSTRUCT[σn]
T̃ (σn)
(d,0) -aproximação”
presente na definição de Hanf/Gaifman-localidades sob (∼k,≅)-equivalência, e, claro, como
tal ”aproximação” pode ser útil.











induzido pela definição de Hanf/Gaifman-localidades sob (∼k,≅)-equivalência proposta
nesta tese, onde id[σn] e idHo são, respectivamente, os funtores identidade sobre
STRUCT[σn]T̃ (σn)(d,0) e HoSTRUCT[σn]
T̃ (σn)
(d,0) . Mas, o que o diagrama (3.1) nos diz?
Para responder a essa questão, precisaremos de algumas definições.
Definição 107. Sejam C e D duas categorias com equivalências fracas (conhecidas,
também, como categorias homotópicas). Então, um funtor F ∶ C → D é chamado funtor
homotópico se F envia equivalências fracas para equivalências fracas.
Definição 108. Dado um funtor homotópico F ∶ C → D entre categorias com equivalências
fracas cujas categorias de homotopia HoC e HoD existem, seu funtor derivado é o funtor












É imediata a constatação de que o diagrama (3.1) é apenas uma instância





(d,0) é, obviamente, um funtor
homotópico; e o funtor identidade idHo ∶ HoSTRUCT[σn]T̃ (σn)(d,0) → HoSTRUCT[σn]
T̃ (σn)
(d,0)
é, claramente, seu funtor derivado.
Portanto, o que eu estou mostrando aqui é que a investigação sobre como
funciona o ”STRUCT[σn]T̃ (σn)(d,0) ←→HoSTRUCT[σn]
T̃ (σn)
(d,0) -aproximação” presente na
definição, fornecida nesta tese, de Hanf/Gaifman-localidades sob (∼k,≅)-equivalência, ou
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seja, sobre como funciona a ”aproximação” entre Hanf/Gaifman-localidades sob
equivalência k-homotópica e Hanf/Gaifman-localidades sob isomorfismo (pelo Teorema
20, para cada sentença primitiva-positiva com quantifier-rank k, entre
Hanf/Gaifman-localidades sob k-equivalência lógica e Hanf/Gaifman-localidades sob
isomorfismo), bem como tal ”aproximação” pode ser útil nas questões sobre localidade,
está inteiramente inserida no contexto da relação entre funtores homotópicos e seus
funtores derivados. Em outras palavras, a definição de Hanf/Gaifman-localidades sob
(∼k,≅)-equivalência, proposta nesta tese, mostra que existe uma ”ponte” entre as
investigações sobre localidade de lógicas e as investigações sobre a relação entre funtores
homotópicos e seus funtores derivados; e, mais ainda, que tal ”ponte” revela um âmbito
ainda inexplorado nas questões concernentes a localidade de lógicas, a saber, a
possibilidade de uma ”aproximação” entre certos enfraquecimentos da relação sob a qual
a indistinguibilidade de d-vizinhanças padrão repousa (por exemplo, enfraquecer de
isomorfismo para equivalência lógica) e a relação padrão (ou seja, isomorfismos).
Agora, irei um pouco mais fundo nas implicações dessa ”ponte”. Uma outra
definição, também proposta nesta tese (Introdução), generaliza a definição de
Hanf/Gaifman-localidades de modo a comportar qualquer relação de indistinguibilidade
de d-vizinhanças que venha do framework proposto nesta tese, a saber, o framework
baseado em estruturas modelo de Quillen. Agora, para uma dada estrutura modelo M
sobre STRUCT[σn]T̃ (σn)(d,0) , note que a ”aproximação” entre Mwe-equivalências e
isomorfismos na indistinguibilidade de d-vizinhanças (o que denotarei por
”Mwe ←→HoM-aproximação”) pode, também, ser inserida totalmente no contexto da
relação entre funtores homotópicos e seus funtores derivados. Mais ainda, é possível
utilizar essa ”ponte” entre o contexto do Mwe ←→HoM-aproximação e a relação entre
funtores homotópicos e seus funtores derivados para investigar as relações entre
localidades surgindo em diferentes tipos de lógicas. Para ver isso, considere a seguinte
definição.
Definição 109. Dadas duas categorias homotópicas C e D, nós temos o seguinte:
• Uma transformação natural entre dois funtores C → D vai ser chamada uma
equivalência fraca natural se ela envia os objetos de C para equivalências fracas em
D.
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• Dois funtores C → D são ditos serem naturalmente fracamente equivalentes se eles
podem ser conectados por um zigzag de equivalências fracas naturais.
• Um funtor homotópico F ∶ C → D é dito ser uma equivalência homotópica de
categorias homotópicas se existe um funtor homotópico F ′ ∶ C → D tal que as
composições F ′ ○ F e F ○ F ′ são naturalmente fracamente equivalentes aos funtores
identidade 1C e 1D, respectivamente.
Nós podemos definir a categoria de categorias homotópicas e funtores
homotópicos. Logo, nós temos uma categoria onde é possível relacionar as diferentes
estruturas modelo M sobre STRUCT[σn]T̃ (σn)(d,0) , e investigar, via equivalências fracas
naturais, as propriedades de Mwe-equivalências na indistinguibilidade de d-vizinhanças.
Assim, nós podemos investigar, via equivalências fracas naturais, tanto várias
Mwe-equivalências, levando em conta apenas uma lógica, quanto uma única
Mwe-equivalência, mas levando em conta várias lógicas. E, tendo em vista que, para
cada funtor homotópico nós temos o seu funtor derivado unicamente induzido, a menos
de um único isomorfismo, a minha proposta leva a um framework geral baseado em
estruturas modelo de Quillen (categorias homotópicas), capaz de não só relacionar vários
frameworks particulares baseados em estruturas modelo de Quillen, mas, também, lidar
com o Mwe ←→HoM-aproximação, para cada estrutura modelo M e sua categoria de
homotopia HoM.
No que segue, vou mostrar como é possível definir estruturas modelo de núcleos
(cores) que relacione equivalência k-homotópica e k-equivalência lógica não somente para
sentenças primitivas-positivas com quantifier-rank k, mas para todas as sentenças de FO.
Além disso, o mesmo processo pode ser utilizado para definir estruturas modelo que
abarquem sentenças de extensões importantes de FO, bem como outras lógicas.
3.3 Objetivos de Pesquisas Futuras
3.3.1 Extensões de FO
Aqui, eu estou seguindo (LIBKIN, 2012), provas omitidas podem ser
encontradas (ou indicadas) lá. Como sabemos, a lógica de primeira-ordem (FO) é pouco
expressiva. Assim, se quisermos que a proposta de framework baseado em estruturas
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modelo seja útil, devemos requerer que tal framework seja estendido para extensões de
FO que possuem um poder maior de expressão. Mas, antes, uma rápida definição que
precisaremos saber logo adiante.
Se A ∈ STRUCT[σ] e Ri é de aridade pi, então degreej(RAi , a), para 1 ≤ j ≤ pi,
é o número de tuplas a⃗ em RAi tendo a na j-ésima posição. No caso de grafos direcionados,
isso nos dá as noções usuais de graus de entrada e saída (in- e out-degree). deg set(A)
denota o conjunto de todos os degreej(RAi , a) realizados em A, e deg count(A) representa a
cardinalidade de deg set(A). Nós usamos a notação STRUCTk[σ] para {A ∈ STRUCT[σ] ∣
deg set(A) ⊆ {0,1, ..., k}}.
Definição 110. Uma consulta m-ária Q, m ≥ 0, é dita ter a propriedade de número de
graus limitado, ou BNDP, se existe uma função fQ ∶ N → N tal que deg count(Q(A)) ≤
fQ(k), para cada A ∈ STRUCTk[σ].
O BNDP é muito fácil de usar para provar limites de expressividade. Por
exemplo, é muito fácil verificar que o fecho transitivo (determinístico) viola o BNDP.
Uma forma de aumentar o poder expressivo de FO é incluir operações
adicionais no universo. Nesta subseção, eu apresento uma estrutura geral por meio da
qual é possível adicionar novas operações ao domínio de um modelo finito. O conceito
principal é o das consultas invariantes, que não dependem de uma interpretação
particular das novas operações.
FO com Ordem
Lembre-se que se σ e σ′ são dois vocabulários disjunto, A ∈ STRUCT[σ], A′ ∈
STRUCT[σ′] e A,A′ possuem o mesmo universo A, então (A,A′) significa uma estrutura
de vocabulário σ∪σ′, em que o universo é A, e a interpretação de σ (respectivamente, σ′)
é herdada de A (A′).
Definição 111. Sejam σ e σ′ dois vocabulários disjuntos, e seja C uma classe de σ′-
estruturas. Seja A ∈ STRUCT[σ]. Uma fórmula ϕ(x⃗) na linguagem de σ ∪ σ′ é chamada
C-invariante em A se para quaisquer duas C estruturas A′ e A′′ em A, temos
ϕ[(A,A′)] = ϕ[(A,A′′)].
Uma fórmula ϕ é C-invariante se ela é C-invariante em cada σ-estrutura.
128
Se ϕ(x⃗) é C-invariante, é associada a ϕ(x⃗) uma consulta m-aria Qϕ, onde
m = ∣x⃗∣. É dada por
a⃗ ∈ Qϕ(A) sse (A,A′) ⊧ ϕ(x⃗).
onde A′ é alguma σ′-estrutura em C cujo universo é A. Por invariância, não importa
qual C-estrutura A′ é usada. Escreve-se FO+ C para uma classe de todas as consultas em
σ ∪ σ′-estruturas, e
(FO + C)inv
para a classe de consultas Qφ, onde ϕ é uma fórmula C-invariante sobre σ ∪ σ′.
O caso mais importante é quando C é a classe das ordens lineares finitas. Nesse
caso, escreve-se < em vez de C, e usa-se a notação
(FO+ <)inv.
Consultas nessa classe são referidas como consultas ordem-invariante. Note que (FO+ <)inv
se refere a uma classe de consultas, em vez de uma lógica.
Proposição 21. Seja C ⊆ STRUCTl[σ′] para um l ≥ 0 fixado. Então, as FO+C-consultas
têm o BNDP. Em particular, (FO+ C) não pode expressar a consulta de fecho transitivo.
E quando os graus não são limitados (por exemplo, quando C é a classe das
ordens lineares)?
A independência das consultas em (FO+C)inv de qualquer estrutura particular
de C não impede que a mera presença de tal estrutura aumente o poder expressivo. De
fato, isso é o caso para a classe de (FO + C)inv-consultas, como atesta o seguinte teorema
devido a Gurevich:
Teorema 21 (Gurevich). Existem (FO+ <)inv-consultas que não são FO-definíveis. Ou
seja,
FO ⫋ (FO+ <)inv.
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Localidade e ordem-invariância de FO
Se as relações extras possuem grau limitado, então as consultas invariantes
possuem o BNDP. A classe SUCC das relações de sucessor é um exemplo de classe
importante de relações auxiliares que possuem graus limitados. Então, por exemplo, o
BNDP se aplica a FO + SUCC porque para qualquer A ∈ SUCC, deg set(A) = {0,1}.
Entretanto, a adição de uma ordem no lugar de uma sucessão colapsa o BNDP,
pois, dada uma ordem L sobre n elementos, deg set(A) = {0, ..., n − 1}. Mas, esse não é
o único problema. Note que FO + < é local; entretanto, tal localidade nada nos diz de
interessante: com uma ordem linear, a distância entre quaisquer dois elementos distintos
é 1. Disso se segue que se uma estrutura A é ordenada por <, então NA,<1 (a⃗) = (A,<, a⃗).
Portanto, cada consulta é trivialmente Gaifman-local, com rank de localidade igual a 1.
A utilidade da Gaifman-localidade se dá quando a sua aplicação é direcionada
ao âmbito de estruturas ”esparsas”, coisa que uma ordem linear não é. Entretanto, se
estamos lidando com consultas invariantes, esse problema é superado, dado que consultas
invariantes não ”falam” sobre a ordem. Logo, nós poderíamos ter limites sobre o poder
expressivo de (FO+ <)inv bastante úteis se nós conseguíssemos estabelecer a localidade de
consultas FO-definíveis que são ordem-invariantes. Tem-se o seguinte teorema:
Teorema 22 (Grohe-Schwentick). Cada consulta m-ária em (FO+ <)inv, m ≥ 1, é
Gaifman-local.
O teorema acima nos dá limites fáceis para FO + <. Por exemplo, a consulta
de fecho transitivo é uma consulta invariante. Disso se segue que se a consulta de fecho
transitivo fosse FO + <-definível, ela estaria em (FO+ <)inv. Mas, isso não é possível,
pois as consultas em (FO+ <)inv são Gaifman-locais, e a consulta de fecho transitivo não
é Gaifman-local.
A prova do teorema acima é dada tendo como base outro resultado, que é
também é poderoso e suficiente para demonstrar muitos limites do poder expressivo de
FO+<.
Proposição 22. Cada consulta unária em (FO+ <)inv é fracamente-local.
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FO com Contagem e Infinitária
FO com contagem, denotada por FO(C), é uma lógica 2-sortida com o
segunda sorte sendo interpretado como um segmento inicial de números naturais. Aqui,
uma estrutura A é da forma
⟨{v1, ..., vn},{1, ..., n},<,BIT,1,max,RA1 , ...,RAl ⟩.
As relações RAi são definidas no domínio {v1, ..., vn}. As constantes 1 e max
são definidas no domínio numérico {1, ..., n} e são interpretadas como 1 e n,
respectivamente. No domínio numérico, a lógica tem uma ordem linear <, e o predicado
BIT, onde BIT(i, j) se, e somente se, o i-ésimo bit na representação binária de j é um.
Tal lógica também possui quantificadores de contagem ∃ix.ϕ(x), significando que
existem pelo menos i elementos x que satisfazem ϕ(x); aqui i refere-se ao domínio
numérico e x ao domínio {v1, ..., vn}. Esses quantificadores ligam x mas não i. Predicados
ternários + e ∗ são definíveis no domínio numérico. O quantificador ∃!ix que significa a
existência de exatamente i elementos satisfazendo uma fórmula também é definível. Por
exemplo, ∃i∃j[(j + j) = i ∧ ∃!ix.ϕ(x)] testa se o número de x satisfazendo ϕ é par. Note
que esta propriedade de exemplo não é definível em FO sozinha. As variáveis de
primeiro-sorte são separadas das variáveis de segundo-sorte por ponto e vírgula: ϕ(x⃗; j⃗).
Veremos, agora, uma extensão de contagem de FO que é mais poderosas que
FO(C), a saber, FO(Qu). Essa lógica é FO extendida com todos os quantificadores
unários. Para a definição de FO(Qu) e suas propriedades, ver [?,?]. Entretanto, existe
uma lógica ainda mais poderosa que é definida abaixo.
Denota-se a lógica infinitária por L∞ω. Tal lógica estende FO permitindo
conjunções ∧ e disjunções ∨ infinitas. Então, L∞,ω(C) é uma lógica 2-sortida que
estende a lógica infinitária L∞ω. Suas estruturas são da forma (A,N), onde A é uma
estrutura relacional finita, e N é uma cópia de números naturais. Assuma que cada
constante n ∈ N é um termo de segundo-sorte. Para L∞ω, adicione quantificadores de
contagem ∃ix para cada i ∈ N, e termos de contagem: se ϕ é uma fórmula e x⃗ é uma
tupla de variáveis de primeiro-sorte livres em ϕ, então #x⃗.ϕ é um termo de
segundo-sorte, e suas variáveis livres são aquelas em ϕ exceto x⃗. Sua interpretação é o
número de tuplas a⃗ sobre o universo de primeiro-sorte finito que satisfazem ϕ. Ou seja,
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dada uma estrutura A, uma fórmula ϕ(x⃗, y⃗; a⃗), b⃗ ⊆ A, e j⃗0 ⊂ N, o valor do termo
#x⃗.ϕ(x⃗, b⃗, j⃗0) é a cardinalidade do conjunto finito {a⃗ ⊆ A ∣ A ⊧ (a⃗, b⃗; j⃗0)}. Por exemplo, a
interpretação de #x.E(x, y) é o grau de entrada do nó y em um grafo com a
relação-aresta E.
A lógica definida acima expressa cada propriedade de estruturas finitas, e,
portanto, é muito poderosa. É possível, todavia, restringi-la por meio da classificação
de fórmulas e termos, denotada por rk. É definida como quantifier rank. Ou seja, é 0
para fórmulas atômicas; rk(⋁i φi) = maxirk(φi); rk(¬φ) = rk(φ); e rk(∃xϕ) = rk(∃ixϕ) =
rk(φ) + 1, como usual. Mas, não leva em conta a quantificação sobre N: rk(∃iϕ) = rk(φ).
Além disso, rk(#x⃗.ψ) = rk(ψ) + ∣x⃗∣.
Definição 112. A lógica L ∗∞ω(C) é definida como sendo a restrição de L∞,ω(C) a termos
e fórmulas de rank finito.
Sabe-se que as L ∗∞ω(C)-fórmulas são fechadas sob conectivos Booleanos e
toda quantificação, e que cada predicado em N × ... × N é definível por uma
L ∗∞ω(C)-fórmula de rank 0. Assim, assume-se que +,∗,−,≤ e, de fato, cada predicado
sobre números naturais, está disponível. As extensões corriqueiras de contagens de FO
estão contidas em L ∗∞ω(C). Ou seja, para cada FO-fórmula, FO(C) ou FO(Qu), existe
uma L ∗∞ω(C)-fórmula equivalente de mesmo rank. Uma lógica de contagem de também
pode ser imersa em L ∗∞ω(C).
Assim, por exemplo, enquanto L ∗∞ω(Cnt) é Hanf-local sob seus jogos (ou seja,
F(L ∗∞ω(Cnt)) é Hanf-local), FO e FO(Qp) não são Hanf-locais sob seus jogos, embora
sejam Hanf-locais quando a indistinguibilidade de vizinhanças se dá sob isomorfismos (de
fato, FO é Hanf/Gaifman-local; e as extensões de FO por meio de uma coleção arbitrária de
quantificadores generalizados unários simples são Hanf/Gaifman-locais sob isomorfismos
[?]). Para ver isso no caso de FO, considere o grafo completo G1 com 2N vértices, e seja
G2 a união disjunta de dois grafos completos, cada um com N vértices. Para cada d e
l, qualquer bijeção entre os nós desses grafos testemunha G1 ←
F(FO)
→d,l
G2, enquanto N > l.
Mesmo assim, G1 e G2 não concordam sobre ∃x∃y¬E(x, y). Para FO(Qp), basta tomar
N = p ⋅ (l + 1). Além disso, FO(QPRIMO), embora Hanf-local sob isomorfismos, não é
Hanf-local sob equivalência lógica. Outro exemplo de perda é o fato de que a implicação
’Hanf-localidade ⇒ Gaifman-localidade’ é simplesmente perdida.
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3.3.2 Como estender o framework de estruturas modelo?
Agora, nós veremos como podemos iniciar uma caminhada rumo à extensão
do teorema apresentado aqui à FO inteira, bem como a outras lógicas. Como veremos,
isso se dá na relação entre lógica e combinatória; mais especificamente, entre as noções
de quantifier-rank e profundidade de árvore.
Jogos para L ∗∞ω(C)
O poder expressivo de FO, como vimos em um capítulo anterior desta tese,
pode ser caracterizado via jogos de Ehrenfeucht-Fraïssé. Da mesma forma, existe um modo
similar de caracterizar o poder expressivo de L ∗∞ω(C) via jogos, a saber, por meio de jogos
bijetivos.
Definição 113 (Jogos bijetivos). Um jogo bijetivo de Ehrenfeucht-Fraïssé é jogado por
dois jogadores, o spoiler e o duplicador, em duas estruturas A,B ∈ STRUCT[σ]. Se ∣A∣ ≠
∣B∣, o spoiler ganha o jogo. Se ∣A∣ = ∣B∣, em cada rodada i = 1, ..., n, o duplicador seleciona
uma bijeção fi ∶ A → B, e o spoiler seleciona um ponto ai ∈ A. O duplicador responde por
bi = f(ai) ∈ B. O duplicador vence o jogo em n rodadas se a relação {(ai, bi) ∣ 1 ≤ i ≤ n} é
um isomorfismo parcial entre A e B. Se o duplicador tiver uma estratégia vencedora no
jogo bijetivo n rounds em A e B, denota-se tal fato por A ≡bijn B.
Tal como no caso de FO, nós temos o seguinte teorema que garante a
caracterização de equivalência lógica via jogos:
Teorema 23. Dadas duas estruturas A,B ∈ STRUCT[σ], e k ≥ 0, tem-se a seguinte
equivalência:
• A ≡bijk B;
• A e B concordam sobre todas as L ∗∞ω(C)-sentenças com quantifier-rank k.
Dado o teorema acima, como podemos definir uma estrutura modelo M sobre
a categoria STRUCT[σn]T̃ (σn)(d,0) de modo que as equivalências homotópicas em M




d ? Se nós optarmos por manter o foco
nas estruturas modelo de núcleos, isso significa que nós devemos definir NAd →k NBd se, e
somente se, NAd ⊧ θ ⇒ NBd ⊧ θ, para cada L ∗∞ω(C)-sentença θ com quantifier-rank k. E
como fazer isso?
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Basicamente, o que nós temos aqui é uma caracterização lógica de
k-homomorfismos, isto é, uma caracterização lógica da combinatória. Então, podemos
dizer que a maneira de definir uma estrutura modelo M sobre a categoria
STRUCT[σn]T̃ (σn)(d,0) , de modo que tal estrutura modelo se comporte como acima,
encontra-se na relação entre lógica e combinatória. Mais especificamente, na relação
entre quantifier-rank e profundidade de árvores.
Quantifier-rank versus Profundidade de Árvore
Grosso modo, (ROSSMAN, 2007) demonstra que A →k B se, e somente se,
A ⊧ θ ⇒ B ⊧ θ, para cada sentença primitiva-positiva θ com quantifier-rank k, a partir
do seguinte lema:
Lema 40. Para cada sentença primitiva-positiva θ, existe uma estrutura finita Aθ tal que
[B] ⊧ θ ⇔ Aθ → B, para todas as estruturas B. Reciprocamente, para cada estrutura
finita A, existe uma sentença primitiva-positiva θA tal que [B] ⊧ θ⇔ A →B, para todas
as estruturas B. Além disso, as transformações θ ↦ Aθ e A↦ θA satisfaz o seguinte:
∣Aθ∣ ≤ quantifier-count de θ, td(Aθ) ≤ quantifier-rank de θ, quantifier-count de θA =
∣A∣, quantifier-rank de θA = td(A), onde td denota a profundidade de árvore.
Assim, para definir estruturas modelo de cores que abarquem todas as
sentenças de FO, bem como sentenças de extensões de FO e outras lógicas, deve-se
demonstrar lemas análogos ao lema acima. Notem, também, a relação entre
profundidade de árvore e quantifier-rank no supracitado lema.
Futuros trabalhos, portanto, terão como foco a definição de estruturas modelo
de cores que abarquem todas as sentenças de FO, bem como as sentenças de extensões
importantes de FO, como é o caso de L ∗∞ω(C).
3.3.3 Principal Desafio para o Framework baseado em
Categorias Modelo de Quillen
Como visto em §1.3.6, existem três problemas com o framework baseado em
jogos: (1) o problema do fragmento/extensão; e (2) o problema da uniformidade; e (3) o
fato de nada podermos fazer quanto a (1) e (2).
134
Primeiro, devemos lembrar que o framework baseado em categorias modelo,
proposto por mim nesta tese, não é apenas uma nova técnica para encarar os problemas
que surgem com o enfraquecimento da noção de localidade (que por sua vez é uma
maneira de lidar com a rigidez da localidade baseada em isomorfismos), mas, antes, uma
nova abordagem para encarar o problema. Ou seja, se a rigidez da noção de localidade
baseada em isomorfismos não permite, em certos casos, a aplicação de técnicas baseadas
em localidade, então a primeira coisa que vem à mente é enfraquecer tal noção. Essa foi
a estratégia (ARENAS; BARCELÓ; LIBKIN, 2005). A estratégia proposta aqui, no
entanto, é a seguinte: em vez de enfraquecermos a noção de localidade em razão de um
certo ambiente, nós devemos buscar um novo ambiente onde a noção possa ser aplicada.
Assim, o framework baseado em categorias modelo, proposto por mim nesta
tese, tem as óbvias vantagens de não precisar retornar a jogos, e de possuir uma alternativa
para o problema da uniformidade, ou seja, o framework proposto por mim aqui possui as
ferramentas para lidar com a metade do problema (3). Mas, e quanto ao problema (1)?
Tal problema é o principal desafio do framework baseado em categorias modelo.
A pergunta que se coloca é: as ferramentas para tratar (2) podem ser utilizadas
para tratar (1)? Como sabemos, a maleabilidade de fazer com que extensões e fragmentos
de lógicas herdem propriedades que garantam a propriedade de localidade vem do fato de
que a relação sob a qual repousa a localidade ser a relação de isomorfismos de vizinhanças.
Sendo assim, obviamente que se temos um ambiente onde, por exemplo, podemos ter todos
os isomorfismos, a maleabilidade a cerca de herança de propriedades que garante localidade
pode ser mantida, diferente do caso do framework baseado em jogos, onde nenhum tal
ambiente pode ser encontrado.
Enfim, ainda não possuo uma ideia clara de como provar que o framework
baseado em categorias modelo não possui o problema (1). Mas, tal problema se configura,
sem nenhuma dúvida, como o maior desafio para o framework proposto por mim aqui, e a
sua resolução provará que, de fato, o framework baseado em categorias modelo é melhor
do que o framework baseado em jogos.
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