Motivated by the goal of evaluating a biomarker for acute kidney injury, we consider the problem of assessing operating characteristics for a new biomarker when a true gold standard for disease status is unavailable. In this case, the biomarker is typically compared to another imperfect reference test, and this comparison is used to estimate the performance of the new biomarker. However, errors made by the reference test can bias assessment of the new test. Analysis methods like latent class analysis have been proposed to address this issue, generally employing some strong and unverifiable assumptions regarding the relationship between the new biomarker and the reference test. We investigate the conditional independence assumption that is present in many such approaches and show that for a given set of observed data, conditional independence is only possible for a restricted range of disease prevalence values. We explore the information content of the comparison between the new biomarker and the reference test, and give bounds for the true sensitivity and specificity of the new test when operating characteristics for the reference test are known. We demonstrate that in some cases these bounds may be tight enough to provide useful information, but in other cases these bounds may be quite wide.
Introduction
Diagnosis of many medical conditions and diseases depends upon the use of diagnostic tests or biomarkers. In the development of such tests or biomarkers, it is necessary to assess the performance and reliability of these biomarkers. Our initial motivating problem was to quantify the accuracy of a recently developed biomarker for acute kidney injury (AKI). The currently used tests for AKI depend upon the serum creatinine level, which is widely acknowledged to be an inferior diagnostic tool for many cases of AKI. 1 Unfortunately, the true presence or absence of AKI is difficult to establish without invasive and potentially risky histopathological assessment. Thus, in most study settings we are left without knowledge of the true classification to which we may compare a new biomarker. In many such cases where the true reference standard is unavailable, researches employ comparisons between the new test and an imperfect reference test, or imperfect gold standard. As discussed in Waikar et al., 2 this can lead to dramatically incorrect conclusions about the performance of the new test if the imperfect reference test is treated as a true gold standard. Therefore, it is important to use information about the performance and fallibility of the new test in using such comparisons.
A number of authors have proposed approaches to using the information contained in the comparisons between a new diagnostic test and an imperfect reference test. These approaches generally require that the operating characteristics of the reference test be known or that additional reference tests be available, and furthermore, most methods incorporate strong assumptions about the dependence relationship between the two tests. One such common assumption is conditional independence, i.e., that the reference test and new test are independent given disease status. This is a very strong and often implausible assumption that we will explore in greater depth in the following section.
Employing the conditional independence assumption, Staquet et al. 3 derive expressions for the operating characteristics of a new test under several different settings, and Walter and Irwig 4 and Pepe and Janes 5 develop and discuss latent class analysis (LCA). Yang and Becker 6 addressed lack of conditional independence with multivariate marginal models when multiple tests are compared. While removing the constraint of the conditional independence assumption, the marginal models nevertheless must incorporate some restrictive dependence models in order to be identifiable. The choice of which interactions to include in the model may significantly change the resulting estimates. Other approaches to correcting the errors that result from an imperfect reference test include discrepant resolution (DR), a method that involves using a third test to resolve the cases for which the new test and reference test disagree and is now considered disfavored due to bias and dependence of the combined reference standard on the new test 7, 8 ; and the composite reference standard (CRS) of Alonzo and Pepe 7 which creates a reference standard from a combination of two reference tests. These two approaches seek to reduce the bias in the estimates of the operating characteristics of the new test by improving the performance of the reference to which the new test is compared, and therefore the success of both methods depends greatly upon the reliability of the available reference tests.
The goal of this work is to examine the extent to which comparisons of a new test to an imperfect reference test can provide information about the operating characteristics of the new test. Similar investigations have been performed in Vacek, 9 Torrance-Rynard and Walter, 10 Spencer 11 and Walter et al. 12 The primary contribution of this current discussion is to give precise bounds on the true operating characteristics of the new test, as a function of the operating characteristics of the reference test and the data comparing the two tests. We make explicit the exact form of the bounds on these quantities of interest.
Background and problem statement
Here, we consider some of the issues that arise in validating a new test when it is difficult to establish the true disease status, and so an imperfect reference biomarker is used as a surrogate to which a new test may be compared. We begin with a review of some of the vocabulary and notation. The true presence or absence of the disease would be established via a reference standard: the current best definition of the disease.
We will denote the disease by D, so that D i ¼ 1 if patient i has the disease and D i ¼ 0 if patient i is healthy. Unfortunately, in many cases the reference standard may be difficult or impossible to obtain. The reference standard is not to be confused with the reference test or, equivalently, imperfect gold standard, which we will denote by R. The reference test R is a test that is currently used for diagnosing the presence/absence of disease D, but it may be subject to diagnostic error. If patient i has a positive test result for test R (where positive is taken to mean indicating the presence of the disease condition), then R i ¼ 1; otherwise R i ¼ 0. Similarly, we use T to denote the new test under consideration, and let T i ¼ 1 if patient i has a positive result according to test T, otherwise T i ¼ 0. Frequently, the tests R and T are based on quantitative measures that are converted into qualitative (generally þ=À or, equivalently, 1/0) results.
A general study framework to gauge the accuracy of the new test T consists of performing both tests T and R on the same sample of subjects from the target population. The results of the two tests are compared in a 2 Â 2 table that summarizes the degree of agreement between the two tests:
Here, n ij is the number of subjects for which T ¼ i and R ¼ j. These counts, divided by the total number of subjects in the sample, provide estimates of the probabilities
From the observed table, we can obtain estimates such as the apparent sensitivity a T and apparent specificity b T of the new test T based on comparisons to R
Frequently, some information about the performance of R is used to interpret comparisons between R and T, or at the very least it is assumed that R is reasonably accurate in diagnosing the disease. In some cases, more than one reference test may be used for comparison, which may provide more information if certain assumptions hold, as we will discuss later.
The goal of making comparisons between R and T is to assess the diagnostic accuracy of the new test T. Diagnostic accuracy is defined as ''the extent of agreement between the outcome of the new test and the reference standard'' 8 when a reference standard exists; generally, diagnostic accuracy refers to the ability of a test to distinguish between the presence and absence of the disease. The most common measures of diagnostic accuracy are the sensitivity and specificity of the test
The positive predictive value (PPV) and negative predictive value (NPV) of the test are also important measures of test performance, and in fact are frequently the more useful indicators of the diagnostic merit of the test. They are defined as
PPV and NPV are functions of the sensitivity and specificity of the test, as well as the disease prevalence ¼ PðD ¼ 1Þ in the target population. When true disease status is not known, comparisons between R and T are used to estimate the operating characteristics of T. However, these comparisons are not fully informative about the operating characteristics of T. Full information for this problem would consist of a 2 Â 2 Â 2 table comparing the results of R and T and the true disease status D
The quantities of interest can be obtained from the two-dimensional marginal 2 Â 2 table comparing T to D, but we have only observed the two-dimensional marginal 2 Â 2 table comparing T to R. If information about the operating characteristics of R relative to D is available, then we also have the marginal 2 Â 2 table comparing R to D. Unfortunately, even the knowledge of two of the 2 Â 2 marginal tables is not sufficient to fill in the full table, as has been extensively studied in the context of the ecological fallacy problem. [13] [14] [15] The most we can do with these marginal tables is to place bounds on the contents of the full table, which we discuss in following sections. The bounds imposed by the margins are well known for a two-dimensional contingency table in the ecological fallacy setting, as developed in Duncan and Davis. 16 We develop similar bounds for the threedimensional context discussed here, and we extend to bounds on the operating characteristics of the new test T. We emphasize the important but often neglected point that without making further untestable assumptions about the relationships between the tests, this is the most that can be learned from the observed data.
3 Implausibility of conditional independence
Definition of conditional independence
Conditional independence between the tests means that given disease status, the results of the reference test and the new test are independent. In the context employed here, this means that the qualitative test results (AE or 1/0) are independent. Note that this is not necessarily equivalent to the assumption that the quantitative measures that may underlie these tests are conditionally independent given disease status. Conditional independence means that, for
If the two tests are physiologically related, it is widely acknowledged that conditional independence is unlikely to hold. 5, 6, 17 Likewise, it has been well established that even if the two tests are measuring physiologically distinct mechanisms or quantities, the conditional independence assumption will generally be violated if there is any dependence of the test results on disease severity. Here, we further demonstrate that the assumption of conditional independence constrains the possible values of disease prevalence, ¼ PðD ¼ 1Þ.
Disease prevalence and conditional independence
A further drawback to the conditional independence assumption is the fact that for a given contingency table comparing R and T, conditional independence may not be possible at a given value of the disease prevalence, ¼ PðD ¼ 1Þ. To see this, suppose that the true cell probabilities in the contingency table comparing R and T are Then, conditional independence implies that this table can be split into two tables for , , , 2 ½0, 1 that satisfy the following constraints
and so the maximum possible value of is obtained when , , , and are all maximized subject to the constraints and similarly, the minimum possible value of occurs when , , , and are minimized subject to the constraints. Manipulating these constraints (see Appendix 1) and letting r ¼ bc=ad, we obtain two potentially overlapping intervals for possible values of
if ad > bc, and 3 are used. For instance, in the above example, if test R is known to have sensitivity R ¼ 0:9 and specificity R ¼ 0:7, we can use the observed proportion of positive results for test R to calculate the disease prevalence aŝ ¼ 0:25, which is outside of the range for which conditional independence is possible. Using these values of R and R , formula (8) on page 603 of Staquet et al. 3 for the sensitivity of the new test produces 1.3, which is clearly an invalid value.
These considerations indicate that, in general, conditional independence given disease status may be an inappropriately strong and invalid assumption, even when the two tests are based on different and seemingly unrelated phenomena. As we will discuss in the following sections, and as has been noted by many other authors, assuming conditional independence when it does not in fact hold can lead to markedly inaccurate estimates of the operating characteristics for the new test.
Bounds on true sensitivity and specificity of a new biomarker
Given operating characteristics for the reference test R, along with the observed 2 Â 2 table comparing the results of R and the new test T for the same set of subjects, we can derive bounds for the true sensitivity and specificity of T. This corresponds to using the marginal 2 Â 2 table comparing R to D and the marginal 2 Â 2 table comparing R to T for the purpose of learning about the 2 Â 2 table comparing T to D. The bounds that we first present here do not take into account sampling variability; only variability due to differences in dependence structure is represented in our results. The sampling variability of the probabilities estimated from the observed table will of course depend on the number of subjects in the sample and has been extensively studied. 18 Variability of the bounds we derive as a function of sampling variability is very difficult to express in closed form; we therefore suggest a bootstrap approach to estimating the variability of the bounds presented in this section, detailed in the subsequent subsection.
Operating characteristic bounds
Extending the definitions in Section 1, we define the following parameters:
The parameters R and R may be determined from the R vs. D table, which may be constructed from the operating characteristics of R ( R ¼ PðR ¼ 1jD ¼ 1Þ and R ¼ PðR ¼ 0jD ¼ 0Þ) and the positive probability of R, R
Then, using this notation, the following table is obtained:
Examining the above table and using the fact that the probability in each cell must be between 0 and 1, we see that the positive and negative concordance parameters ( þ and À ) must satisfy the following bounds
Then, in terms of the known parameters for the test R, the observed R vs. T comparisons, and the concordance parameters, expressions may be obtained for the true sensitivity and specificity of the new test, namely
It is easy to see that the largest possible values of T and T result when þ and À are maximized, and the smallest possible values of T and T result when þ and À are minimized. Thus, the bounds on þ and À produce maximum and minimum possible values for the sensitivity and specificity of the new biomarker.
As an example, suppose that the following concordance table is observed
From this To summarize, for the given table, we find the following bounds on the sensitivity T and specificity T :
These ranges are reasonably narrow and perhaps constitute useful information about the test T. However, suppose instead that the observed concordance table comparing R and T were In this case, we would find the following bounds:
However, these bounds are much less informative, and the sensitivity bound in particular ranges from a very poor test to a moderately fair test. For this example, the available data may not provide sufficient information to decide on the usefulness of the proposed new test T.
Lower bound
Upper bound Sensitivity T 0.617 0.807 Specificity T 0.873 0.977 
Audiology tests example
The following example is taken from Pepe and Janes 5 and consists of the results of three different audiology screening tests for a sample of n ¼ 666 subjects. For these data, the true target condition status for the subjects is known, and so we are able to compare the results of different analysis methods to the truth. We use this example to illustrate the wide range of operating characteristics that are possible for a given test, even when the operating characteristics for two comparison tests are known. We also demonstrate the potential drawbacks of methods that attempt to return single estimates of the operating characteristics. The Next, we consider the use of DR, treating tests R and S as the reference and resolver tests, respectively, with the goal of estimating the operating characteristics of T. DR is discussed in Alonzo and Pepe, 7 Hagdu, 19 U.S. Food and Drug Administration, 8 and produces assigned disease status for each subject based on a simple majority of the three tests. Then, the operating characteristics of test T may be computed using this assigned status. DR has been discredited 7, 8, 19 due to the fact that the assigned disease status depends upon the results of the new test. Estimates of the operating characteristics of test T obtained using assigned disease status according to DR are: prevalencê ðDRÞ ¼ 0:54; sensitivity T ðDRÞ ¼ 0:92; and specificity T ðDRÞ ¼ 0:72.
The CRS, proposed by Alonzo and Pepe 7 addresses the issues with the DR by assigning disease status based only on the reference tests R and S. A case is labeled disease positive if either of the reference tests produces a positive result; otherwise, the subject is assigned a disease negative status. Using the CRS approach may or may not give better performance than using a single reference test in terms of evaluating the performance of a new test; while the sensitivity of the CRS will be at least as high as the maximum sensitivity of the two tests, the specificity may be lower than the specificity of either test. The exact performance of this approach depends on the performance of each contributing reference test, as well as on the dependence relationship between the two tests. 20 The results of this approach applied to the audiology data are shown below. Using the CRS results as the truth, the following parameter estimates are obtained: prevalenceðCRSÞ ¼ 0:63; sensitivity T ðCRSÞ ¼ 0:79; and specificity T ¼ 0:66.
Finally, we explore the bounds on the possible values of sensitivity and specificity of T if the operating characteristics of the two reference tests are known. This case is slightly more complicated than the situation discussed in Section 4.1, as there are two reference tests with presumed known operating characteristics instead of just one. However, completely analogous bounds can be constructed in this more complicated case. To obtain the tables that result in the minimum and maximum operating characteristics, we fix the margins of the R Â S Â T table, but then allocate observations to D ¼ 0 or D ¼ 1 in such a way as to minimize (respectively, maximize) the agreement between D and T, while maintaining the agreement between D, R, and S (that is, the total number of D ¼ 1 counts shared between two rows with the same values of R and S must be constant). This preserves the operating characteristics of R and S while allowing the operating characteristics of T to vary. Here, we demonstrate the full tables that would obtain the minimum and maximum bounds on the operating characteristics. The full table that produces the upper bound on the sensitivity and specificity of T is given in Table 2 . This upper bound table produces the maximum possible values of sensitivity and specificity for T while maintaining the operating characteristics of R and S. These upper bounds are calculated to be: sensitivity T ðmaxÞ ¼ 1:00; specificity T ðmaxÞ ¼ 0:64. Similarly, the full table that produces the lower bound on the sensitivity and specificity of T is given in Table 3 . From this table, the lower bounds for the sensitivity and specificity of T are found to be: sensitivity T ðminÞ ¼ 0:45; specificity T ðminÞ ¼ 0:25.
To summarize, Table 4 contains the estimates of the operating characteristics of T for each of the methods considered, along with bootstrap intervals based on 5000 resampled datasets for all methods except the LCA. The provided bootstrap intervals are the (0.025, 0.975) quantiles of the bootstrap distribution. We note that in computing the bounds, we have assumed that information about the performance of the other two tests is available. If this information is not available, or not very accurate, the resulting bounds for T will be even wider. This comparison shows that even in the arguably ideal situation of knowing everything about the comparison tests R and S, very little can be learned about the performance of T. The LCA method that assumes conditional independence and estimates all parameters produces inaccurate estimates, and the DR and CRS methods, which implicitly assume near perfect reference tests, also provide quite unreliable results. We see from the width of the bootstrap intervals for all methods that the sample size in this study is not large enough to provide good precision on the resulting estimates, partly because some cell counts are quite small (for instance, R ¼ 0, S ¼ 1, T ¼ 0 has only 29 observations, and R ¼ 1, S ¼ 1, T ¼ 0 has only 27).
Discussion
The bounds developed in this paper may be viewed as informal measures of the information content that is present in a given set of comparisons between different diagnostic tests or biomarkers, when information about some of the tests being compared is available. Whereas Pepe and Janes 5 argue that knowledge about the marginal parameters and accuracies of reference tests is not particularly useful, we find that in some cases, this marginal information can be valuably informative. As we have demonstrated here, the marginal information does provide some degree of constraint on the parameters of the new test, and so in many cases, there may be more information in the comparisons than Pepe and Janes 5 suggest. In some instances, the resulting bounds might be quite tight, and therefore no further assumptions or methodology are necessary for the intended purpose of establishing the diagnostic accuracy of the new test in question. For example, in the extreme case of complete agreement between the new test and reference test, knowledge of the reference test operating characteristics is easily seen to be equivalent to knowledge about the new test. Relaxing this extreme case just a bit, it follows that if the tests agree to a great extent then the resulting bounds on the new test operating characteristics will be quite narrow. On the other hand, the FDA guidance 8 contains the following statement:
In rare circumstances, it may be possible to estimate sensitivity and specificity without using a reference standard in the study. This may be reasonable, for example, when the sensitivity and specificity of the designated comparative method are well established from previous evaluations against a reference standard in similar subject populations. Further elaboration of this subject is beyond the scope of this document. Here too, FDA recommends you consult with a CDRH statistician before using this approach.
Yet, as we have seen in the examples we considered here, even when the reference test is quite highly sensitive and specific, there may be cases when comparisons to such a reference test still yield a surprisingly small quantity of information about the operating characteristics of the new test. Therefore, our primary recommendation is to examine the bounds that result from a given comparison to see if that comparison provides any useful information about the new test in question. In cases where the resulting bounds are narrow, perhaps such a comparison will be sufficient to go forward with. However, in the many cases where the resulting bounds are wide, a different study design framework might be necessary in order to assess the accuracy or utility of the new test in question. All of our discussion has presumed knowledge about the reference test that may in fact be lacking or imprecise. If exact operating characteristics for the reference test are not known, but crude estimates or ranges are available, these ranges may be used to construct bounds by computing bounds for each possible combination of values for the reference test, and then taking the minima and maxima of all of the resulting bounds on the operating characteristics of the new test. This approach may well result in bounds that are so wide as to be uninformative. Thus, if very little is known about the reference test performance, then it is clear that a comparison to such a reference test is a futile exercise and can provide no information about a new test.
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