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Come si legge di recente in numerose pubblicazioni scientifiche, la crescen-
te complessità dei problemi finanziari ha spinto gli analisti a sviluppare o 
adottare tecniche di analisi quantitativa sempre più sofisticate [19]: inoltre, 
negli ultimi anni, sta prendendo forma l'opinione che il criterio guida nelle 
scelte finanziarie debba essere multi dimensionale [80]. 
Eppure, come affermano W. Hallerbach e J. Spronk nel loro recente la-
voro The Relevance of MCDM for Financial Decisions [36], sia nel mondo 
accademico che in quello della pratica, l'unione tra finanza e metodi nu-
meri avanzati che siano multi variabile, multi attributo e multi obiettivo 
(generalmente indicati con «multi criteria») non è da sempre ovvia. 
Uno dei problemi principali dell'economia finanziaria classica è quello di 
allocare e ridistribuire efficientemente i capitali a disposizione: tale opera-
zione viene definita efficiente quando il valore di mercato viene massimiz-
zato. Così come l'acqua fluisce verso il punto più basso, il capitale fluisce 
verso l'utilizzo che offre il maggior rendimento. Sembrerebbe quindi natu-
rale affermare che il criterio che guida le decisioni finanziarie debba essere 
morro-obiettivo: massimizzare il valore di mercato o il rendimento futuro. La 
stessa visione è propria dei protagonisti del marcato finanziario, gli azionisti: 
il loro unico scopo sembra essere quello di massimizzare la propria ricchez-
za e quindi, poiché essi possiedono la società e ne tracciano le linee guida, 
l'unico obiettivo della società è di massimizzare la ricchezza degli azionisti 
stessi. Questa linea è stata considerata quella migliore da seguire fino ai 
giorni nostri (si legga quanto afferma lo stesso Jensen ancora nel 2001 [40])i 




Altri temi invece si configurano da sempre come problemi multi variabile 
e multi obiettivo; ne sono un chiaro esempio la scelta di portafoglio proposta 
da Markowitz già nel 1952 [42], la ricerca del miglior trade-off tra rischio 
e rendimento, lo studio e la definizione del rischio di default di un'impresa 
partendo dagli indici di bilancio, etc. Eppure molte tematiche riguardanti 
problemi di natura complessa sono state interpretate e studiate nel corso 
degli anni facendo ricorso a ipotesi simplificative e talvolta restrittive: questo 
approccio ha permesso uno studio teorico approfondito dei modelli ma li ha 
contestualmente resi scarsamente applicabili. 
Grazie alle metodologie multi obiettivo sviluppate negli ultimi anni è ora 
possibile studiare ogni tipo di problema complesso indagando l'intero spazio 
delle soluzioni senza ricorrere a semplificazioni. 
In questa tesi viene presentato un metodo di credit scoring, denominato 
MCCR (Multi Criteria Credi t Rating) [15], basato sull'impiego di tecniche di 
soft-computing e ne vengono descritte le peculiarità in ogni fase: dalla scelta 
e l'analisi dei dati fino alla valutazione delle prestazioni. La caratteristica 
principale del metodo è che, basandosi sia sull'impiego di informazioni prove-
nienti da algoritmi di data mining che su indicazioni imposte dall'analista, 
permette di comprendere realmente lo stato di salute delle aziende esaminate 
e consente di legare facilmente le cause agli effetti del dissesto finanziario; 
questa caratteristica rende la metodologia unica nel suo genere e la distingue 
dalle molte sterili applicazioni statistico-matematiche che sono state proposte 
nel corso degli anni. 
Più precisamente i metodi classici di analisi della probabilità di default 
aziendale soffrono di molti problemi, tra i quali: 
l. il risultato prodotto dipende ineluttabilmente dalla qualità del database 
sul quale vengono "allenati"; quindi la valutazione di rischio di credito 
è funzione della definizione di default, della profondità storica dei dati, 
della rappresentatività geografica del database ecc. 
2. non permettono di trattare coerentemente dati qualitativi; 
3. la valutazione prodotta potrebbe variare nel tempo al variare del ciclo 
economico, della struttura dei mercati e di altri elementi. 
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MCCR rivoluziona la concezione di analisi del merito creditizio e le sue 
caratteristiche consentono di superare i limiti sopra esposti. 
In questa tesi si descrive ogni aspetto caratterizzante MCCR e l'espo-
sizione é così articolata: 
Il Capitolo l presenta il problema del credit scoring inserito nel nuovo 
contesto delineato dal Nuovo Accordo di Basilea sui requisiti di capitale e 
vengono anche descritti i fattori chiave che accomunano tutti i metodi. 
Il Capitolo 2 presenta, oltre alle classiche tecniche di selezione ed analisi 
dei dati, strumenti evoluti di data mining che consentono di comprendere il 
reale stato di salute di un'azienda. 
Il Capitolo 3 descrive brevemente le più note tecniche di credit scoring 
sottolineandone pregi e difetti. 
Il Capitolo 4 descrive le peculiarità del metodo MCCR. 
Il Capitolo 5 illustra alcune riconosciute tecniche di analisi del potere 
discriminate dei modelli credit scoring e, contestualmente, presenta alcune 
evidenze empiriche condotte su MCCR. 
Il Capitolo 6 conclude e riassume quanto esposto nei capitoli precedenti. 
L' Appendice raccoglie la descrizione di tutte le metodologie numeriche 
adottate ed implementate nel corso del dottorato ai fini dell'analisi aziendale 
e tutte le tabelle che, per ragioni di chiarezza espositiva, non sono state 




1.1 Credit risk management 
Essentially, ali models are 
wrong, but some are useful. 
GEORGE Box 
Industriai statistician 
Come spiega De Laurentis in [23], quattro sono i fattori che hanno fortemente 
spinto l'evoluzione dei processi di gestione del credito: 
l. lo sviluppo teorico ed applicativo delle logiche di credit risk manage-
ment; 
2. la definizione (ed il recepimento in atto) della normativa di vigilanza; 
3. il ripensamento delle logiche di gestione del rischio che passano da un 
approccio di portfolio management ad uno di pricing individuale; 
4. la complessità crescente dell'attività di prestito delle banche. 
La risposta ai quattro fattori sopra citati è stata trovata nell'adozione di 
sistemi di rating, ovvero di classificazione di prendi tori o specifiche operazioni 
in classi di rischio 1 omogenee. Il Comitato di Basilea e le autorità di vigilanza 
1 ll rischio di credito (o rischio di insolvenza) è il rischio che nell'ambito di un'operazione 
creditizia il debitore non assolva anche solo in parte ai suoi obblighi di rimborso del capitale 
e di pagamento degli interessi. 
7 
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nazionali stessi hanno esortato le banche, in diversi comunicati, a dotarsi di 
intemal risk mting systems ed hanno fornito delle indicazioni precise perché 
la costruzione di questi sistemi fosse il più agevole possibile. 
C'è da dire, però, che il percorso di identificazione dei principali fat-
tori caratterizzanti il rischio di credito, la codifica di uno standard per 
la valutazione e la ponderazione dello stesso hanno richiesto oltre due de-
cenni e diverse revisioni della normativa. Nei paragrafi seguenti esporremo 
brevemente la storia dell'evoluzione della normativa sulla regolamentazione 
dell'adeguatezza del capitale. 
1.2 La regolamentazione sull'adeguatezza del capi-
tale 
Il Comitato di Basilea2 per la vigilanza bancaria è un'organizzazione inter-
nazionale istituita dai governatori delle Banche centrali dei dieci paesi più 
industrializzati (G10) alla fine del 1974 che opera sotto il patrocinio della 
Banca per i Regolamenti Internazionali (Bank for International Settlements: 
BIS3 ). Il suo scopo era quello di promuovere la cooperazione fra le banche 
centrali ed altre agenzie equivalenti allo scopo di perseguire la stabilità mo-
netaria e finanziaria. I membri attuali del Comitato provengono da Belgio, 
Canada, Francia, Germania, Italia, Giappone, Lussemburgo, Paesi Bassi, 
Spagna, Svezia, Svizzera, Regno Unito e Stati Uniti. 
Il comitato (che ha sede a Basilea e si riunisce 4 volte all'anno) coordina 
la ripartizione delle responsabilità di vigilanza fra le autorità nazionali, per 
attuare la supervisione delle attività bancarie a livello mondiale. 
1.2.1 L'accordo sul capitale del 1988 
La cooperazione fra le autorità di vigilanza dei principali paesi sviluppati, 
realizzata nell'ambito del Comitato di Basilea, portò nel luglio del 19884 
alla formulazione di uno schema normativa uniforme in tema di adeguatezza 
patrimoniale delle banche. Tale schema, inizialmente immaginato per le sole 
2http://www.bis.org/bcbs/index.htm 
3http://www.bis.org/ 
4 Si veda [6] e [67]. 
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banche attive a livello internazionale dei paesi del G-10, fu adottato in realtà 
sia dall'Unione Europea che dalle autorità di vigilanza nazionali di oltre 100 
paesi nei confronti delle banche operanti a livello domestico. 
L'accordo del 1988 definì il concetto di solvibilità quale strumento fon-
damentale di prevenzione delle insolvenze bancarie come un indice di capi-
talizzazione dato dal rapporto minimo, pari all'8 per cento, fra patrimonio 
di vigilanza e la somma delle attività ponderate per il grado di rischio: 
dove: 
PV > 01 
RP = l::i Ai . pi _ 8to 
PV = patrimonio di vigilanza5 ; 
Ai = le diverse attività; 
Pi = le ponderazioni relative. 
(1.1) 
Lo schema formulato dal Comitato di Basilea (e ancora oggi in vigore) 
presenta numerosi limiti, fra i quali i maggiori sono: 
attenzione rivolta al rischio di credito nessuna considerazione è infatti 
attribuita alla valutazione di altre categorie di rischio; in particolare 
non si menzionano il rischio di interesse e di marcato; 
nessun riconoscimento per la diversificazione del portafoglio ; 
5 ll patrimonio di vigilanza include il patrimonio di base (Tierl) ed il patrimonio supple-
mentare (Tier2 e TierS). Il primo include capitale azionario versato, riserve palesi (come 
riserva sovrapprezzo azioni, riserva legale, utili accantonati ecc.), fondo rischi bancari ge-
nerale, al netto delle azioni proprie, delle attività immateriali e delle perdite pregresse. Il 
secondo comprende: riserve da rivalutazione, riserve occulte, fondi rischi, strumenti ibridi 
di capitale-debito, debito subordinato a scadenza determinata, al netto dei dubbi esiti sui 
crediti e delle minusvalenze dei titoli. Il patrimonio supplementare non deve eccedere il 
patrimonio di base. 
Dalla somma delle due categorie di patrimonio deve essere sottratto il valore delle parte-
cipazioni in altre istituzioni finanziarie. 
Per quanto riguarda le ponderazioni, vengono riconosciute quattro categorie di attività 
distinte secondo il grado di rischio; alle attività a rischio nullo si applica un peso dello 0%, 
del 20% a quelle con basso rischio ed infine del 50% e del 100% per medio e pieno rischio 
rispettivamente. 
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scarsa differenziazione del rischio in quanto, ad esempio, ai crediti ver-
so tutte le imprese private commerciali ed industriali è applicata una 
ponderazione del 100%; 
indipendenza del rischio dalla scadenza del prestito evidentemente presti-
ti caratterizzati da una scadenza più lontana nel tempo sono caratter-
izzati da maggiore incertezza e quindi maggiore rischio; 
mancato riconoscimento di strategie di riduzione del rischio quali ad 
esempio operazioni di hedging e di arbitraggio. 
1.2.2 Il Nuovo Accordo di Basilea sui requisiti di capitale 
In seguito a numerose critiche mosse all'accordo sul capitale del 1988, pas-
sando attraverso successivi aggiustamenti e modificazioni6 , nel gennaio del 
2001 il Comitato di Basilea ha pubblicato una seconda proposta di revi-
sione dell'accordo sui requisiti di capitale [9], mentre la versione ufficiale 
è uscita nel giugno del 2004 [10]. In essa si ritrovano forti elementi di 
novità (definiti «pilastri»); sono considerati egualmente importanti e fra loro 
interdipendenti: 
• capitai requirement: un nuovo sistema di calcolo dei requisiti patrimo-
niali minimi che si basa sull'analisi del rischio operativo (frodi, caduta 
dei sistemi; misura in parte riveduta nel giugno 2002), del rischio di 
mercato oltre che a quello di credito; 
• supervisory review: la presenza di un organo di supervisione, soprat-
tutto a livello nazionale, che interattivamente collabori con le banche; 
• market discipline: il riconoscimento della «disciplina del mercato», 
ovvero l'ammissione che le banche, muovendosi nel mercato finanziario, 
sono tenute a valutare, prezzare e controllare il grado di rischio delle 
imprese soddisfando criteri di trasparenza particolarmente stringenti. 
6 Si pensi al supplemento dell'aprile del 1995 [7] ed alla successiva proposta del 1999 
[8]. A tal proposito si consiglia di visitare il sito del BIS nel quale si possono trovare tutti 
i documenti ordinati per anno di pubblicazione http://www. bis. org/bcbs/index.htm. 
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Il Nuovo Accordo sul Capitale (NAC) dunque ha come effetto quel-
lo di modificare il denominatore del requisito minimo di capitale espresso 
nell'equazione 1.1 come segue: 
PV > 8% 
12,5 · (PVr111 + PVro) +T P Are -
ovvero: 
PV ~ PVr111 + PV..o + 8% · T P Are 
dove: 
PV = patrimonio di vigilanza; 
PVr111 = patrimonio richiesto per il rischio di mercato; 
PVro =patrimonio richiesto per il rischio operativo; 
T P Are = totale ponderato delle attività esposte al rischio di credito. 
(1.2) 
(1.3) 
Appare chiaro che, seppur il coefficiente di accantonamento continui ad 
essere applicato ai fini di vigilanza, ciascuna banca ha la possibilità di in-
cidere sul denominatore del rapporto modificando il sistema di ponderazione 
sin qui adottato; si pone quindi il problema della corretta valutazione dei 
rischi effettivamente assunti dalla banca stessa. Questo aspetto ha destato 
particolare preoccupazione al Comitato di Basilea e soprattutto quanto con-
cerne il calcolo del rischio di credito; per giungere ad esso, infatti, si devono 
considerare e gestire diversi aspetti quali: possedere un database contenente 
serie storiche di dati (di almeno cinque anni) attraverso le quali valutare le 
società; applicare ed interpretare algoritmi statistico-matematici per la pre-
visione dell'insolvenza; predisporre e mettere in atto procedure di revisione e 
controllo della metodologia adottata etc. A tal proposito, è stato introdotto il 
concetto di rating: «un rating esprime una valutazione sintetica della capac-
ità di un debitore di onorare tempestivamente ed integralmente le obbligazioni 
contratte. Esso è formulato considerando molteplici fattori indicativi della 
situazione economica e finanziaria del debitore, delle condizioni prospettiche 
del settore produttivo in cui esso opera e, ancora, di fattori qualitativi quali 
la posizione competitiva, il portafoglio prodotti, la situazione regolamentare, 
la qualita del management etc.» 7 Questi i motivi per i quali il Comitato ha 
previsto due approcci per il calcolo del rischio di credito, così come spiegato 
nel prossimo paragrafo. 
7Tratto da (67] pagg. 346-347. 
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1.2.2.1 Il rischio di credito 
Per il rischio di credito il Comitato di Basilea ha previsto due diversi ap-
procci: 
Metodo standard Tale metodo si basa sull'utilizzo da parte delle banche 
di rating esterni forniti da agenzie qualificate per la valutazione esterna 
del credito (definite ECAI, Eligible external Credi t Assessment Institu-
tion). Le ECAI devono rispettare sei importanti requisiti: oggettività 
(metodologia rigorosa e risultati riproducibili), indipendenza, disponi-
bilità di dati, trasparenza, adeguatezza delle risorse e credibilità. Si 
considerano diverse categorie di esposizioni8 : dai paesi sovrani alle 
operazioni di securitization; relativamente alle imprese private sono 
state introdotte quattro ponderazioni secondo la Tabella 1.1: 
Valutazione DaAAA Da A+ Da BBB+ Inferiore Senza 
adAA ad A- a BB- aBB rating 
Ponderazione 20% 50% 100% 150% 100% 
Tabella 1.1 : Crediti verso imprese - metodo standard 
IRB L'approccio IRB (Internal Rating Based approach), fortemente sostenu-
to dal Comitato, permette alle banche di usare modelli sviluppati in-
ternamente (qualora questi soddisfino i requisiti qualitativi e quantita-
tivi imposti dall'autorità di vigilanza). Esso può essere implementato 
in due versioni: una più semplice (Joundation approach) ed una più 
com p lessa ( advanced approach). Entrambe si basano sull'impiego di 
quattro componenti fondamentali: 
• probabilità di default della controparte (PD, probability of de-
fault); 
• tasso di perdita in caso di insolvenza (LGD, loss given default); 
• somma a rischio in caso di insolvenza (EAD, exposure at default); 
• vita residua dell'operazione (M, maturity). 
8Per completezza si rimanda aJ documento del Comitato del giugno 2004 [10]. 
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Le differenze sostanziali tra foundation e advanced approach stanno 
nella stima dei parametri LGD,EAD ed M: nel primo caso, infatti, 
vengono direttamente forniti dalle autorità di vigilanza. 
Appare chiaro che, in entrambe gli approcci, la stima della P D ricopre 
un ruolo fondamentale; questo è uno dei motivi per i quali negli ultimi anni 
è sorta una fiorente letteratura imperniata sull'argomento. 
1.3 Modelli di credit scoring 
Quali sono i drivers fondamentali del rischio di default? E quali le infor-
mazioni sostanziali che rendono evidente il deterioramento dello stato di 
salute di una azienda e il suo potenziale fallimento in un paio d'anni? Una 
scuola di pensiero ha sposato l'idea che l'analisi di certi fattori chiave {indici 
di bilancio), combinati e permutati in modo vario, possa fornire un mec-
canismo robusto ed affidabile di comprensione delle difficoltà finanziarie di 
una qualsiasi azienda; questo pensiero ha prodotto un'ampia proliferazione 
di applicazioni comunemente indicate come tecniche di credit scoring (57]. 
Il credit scoring non è altro, infatti, che un complicato esercizio quantita-
tivo (spesso statistico) che ha come unico scopo quello di classificare e quindi 
discriminare tra società che presentano un alto rischio di default e società, 
così dette, «sane». 
È Edward I. Altman, professore di Finanza alla Stern School of Business 
presso la New York University, il vero pioniere dei modelli di credit scoring: 
già alla fine degli anni sessanta Altman sviluppò un modello (1], denominato 
Z-Score, che permetteva di prevedere con tecniche statistiche la probabilità 
di fallimento di un'impresa negli anni successivi. Il test fu sviluppato analiz-
zando i dati di bilancio di 33 società fallite e 33 società solide con un grado 
di accuratezza del 95%. 
Nonostante gli siano riconosciuti notevoli limiti, il modello Z-Score rap-
presenta tutt'ora lo strumento più conosciuto, studiato ed applicato per 
l'analisi d'insolvenza delle aziende. Inoltre il lavoro di Altman già presentava 
i fattori chiave che caratterizzano ogni tecnica di credit scoring: 
l. la definizione e la scelta delle variabili; 
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2. la scelta del modello; 
3. la selezione del campione sul quale costruire il modello; 
4. l'applicazione del modello a dati non utilizzati per la costruzione dello 
stesso; 
5. l'utilizzo di test per la validazione dei risultati. 
Nel corso degli anni, con il perfezionarsi delle tecniche statistiche e con 
l'aumentare delle capacità computazionali a disposizione, sono stati proposti 
diversi algoritmi di scoring: dai modelli logit e probit alle reti neurali, dagli 
algoritmi genetici alle tecniche di machine learning. Thtti i modelli proposti 
hanno uno scopo comune: minimizzare una funzione errore9 calcolata sui 
valori delle probabilità di default assegnate ad ogni società presente nel cam-
pione: maggiore è il valore della funzione, maggiore è il numero di aziende 
valutate erroneamente. 
Thtti i modelli sopra citati sono, per loro natura, dipendenti dalla «bon-
tà» del campione creato. Questo è solo uno dei problemi di cui soffrono i mod-
elli di scoring, così come nota Sironi [67], le cui osservazioni sinteticamente 
richiamiamo di seguito: 
l. il primo importante problema riguarda il criterio di suddivisione del 
campione tra imprese «sane» ed imprese «insolventi». La definizione 
di default fornita dal Comitato di Basilea [11] è la seguente: 
91n realtà ci si riferisce spesso alla massimizzazione di una funzione di 
log-verosimiglianza, cosi come spiegato in appendice B. 
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(ii) Definition of default 
452. A default is considered to have occurred with regard to a particular 
obligor when either or both of the two following events have taken place. 
• The bank considers that the obligor is unlikely to pay its credit 
obligations to the banking group in full, without recourse by the 
bank to actions such as realising security (if held). 
• The obligor is past due more than 90 days on any material credit 
obligation to the banking group. Overdrafts will be considered as 
being past due once the customer has breached an advised limit or 
been advised of a limit smaller than current outstandings. 
La precedente definizione non vale però per tutti gli stati; per un peri-
odo transitorio di cinque anni per l'Italia, infatti, si considera i crediti 
scaduti rilevanti da oltre 180 giorni anziché 90. Inoltre la definizione 
non è valida per gli istituti non bancari (ad esempio le ECAI) in quanto 
i dati relativi ai giorni dei crediti non sono disponibili10 . 
2. L'importanza relativa delle variabili indipendenti di un modello potrebbe 
variare nel tempo al variare del ciclo economico, della struttura dei 
mercati e di altri elementi. 
3. I modelli di scoring, per loro stessa natura, trascurano tutti gli aspetti 
qualitativi, sicuramente rilevanti ai fini del default. 
4. Ultimo problema è rappresentato dal database che sia ha a disposizione: 
esso dovrebbe contenere il maggior numero di osservazioni possibile, 
soprattutto per le aziende insolventi. Come dice Sironi «[ ... ] spes-
so le aziende insolventi per cui è possibile disporre di dati quantita-
tivi completi sono tuttavia quantitativamente insufficienti. Ne segue 
che i campioni di stima sono sovente sbilanciati [ ... ]». Inoltre il cam-
pione dovrebbe essere composto, per ovvi motivi, da imprese omo-
genee rispetto a certi parametri quali il settore di appartenenza e le 
dimensioni. 
Nonostante i limiti sopra esposti siano noti a tutti coloro che si occupano 
10In tal caso allora lo stato di insolvenza equivale al fallimento (bankruptcy). 
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di credit scoring, lo sviluppo di metodologie e tecniche numeriche per l'anal-
isi e la previsione del default non ha conosciuto momenti di crisi o pausa 
a partire dagli anni sessanta fino ai giorni nostri. Tra tutti i lavori pubbli-
cati successivamente ad Altman, merita una menzione speciale il modello di 
Merton11 [44]; esso deve la sua fama soprattutto al fatto che, essendo stato 
integrato (seppur apportando delle modifiche sostanziali) da KMV (società 
americana acquistata da Moody's nel 2002 per 210 milioni di dollari) nel 
pacchetto software denominato Risk Cale, è uno tra i metodi di scoring più 
utilizzati dalle banche mondiali. 
1.4 Il modello proposto 
Da ciò che si è compreso nei paragrafi precedenti, non solo l'interesse per i 
metodi di credit scoring non si è affievolito nel corso degli anni ma addirittura 
si è acuito per effetto della normativa denominata "Basilea 2" ed in vigore dal 
P gennaio 2007. Dopo tutto, come diceva Box [13], «essentially, all models 
are wrong, but some are useful». 
Questi i motivi per cui chi scrive ha cominciato ad interessarsi all'argo-
mento e ha sviluppato, in collaborazione con altri ricercatori, un modello di 
credit rating [15] basato sull'impiego congiunto di complessi algoritmi di data 
mining e di supporto alle decisioni. Il tutto è stato sviluppato cercando di 
superare i noti problemi elencati a pagina 14; infatti, con riferimento ai punti 
l. e 4., è applicabile al di là della bontà del database utilizzato e permette 
di includere, se si volesse, aspetti puramente qualitativi (limite descritto al 
punto 3.). 
11 Robert C. Merton è professore alla Harvard Business School; ricevette l' Alfred Nobel 
Memoria! Prize in scienze economiche nel1997. Il modello che egli presentò nel1974 [44] si 
basa sull'approccio fondato sulla teoria del valore delle opzioni, sviluppato originariamente 
da Black e Scholes nel1973 [12]. Il modello di Merton spiega il default con la diminuzione 
del valore delle attività dell'azienda. Si ipotizza che il processo stocastico delle attività 
dell'azienda sia un moto browniano geometrico; inoltre, si assume che l'azienda si finanzi 
tramite un prestito ottenuto da una banca oppure tramite l'emissione di un'obbligazione. 
D default si verifica sulla base della seguente condizione: se alla scadenza il valore delle 
attività è insufficiente a rimborsare i creditori, l'azienda fallisce. 
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Cosa determina il default? Prima di rispondere a questa domanda ci 
si dovrebbe chiedere cosa si intenda per default, quali siano le variabili che 
intervengono in un processo di analisi, come si costruiscano queste variabili 
e, soprattutto, a partire da quale base dati. 
Default 
Se si ricerca la definizione di default in un dizionario, è facile imbattersi 
in una simile alla seguente: "failure to carry out the terms of a contract, es-
pecially failure to pay back a debt" 1 . Abbiamo già visto a pagina 15 come, in 
seguito alle indicazioni fornite dal Comitato di Basilea, si ampli la definizione: 
un soggetto può essere giudicato insolvente dalla banca anche se solo sospet-
tato di non essere in grado di far fronte ai propri obblighi di rimborso del 
debito. Sicuramente, quindi, non è in default solamente chi dichiara fal-
limento; generalizzando si può dire che è considerabile insolvente chi è in 
una situazione economica e finanziaria tale da poter ritenere probabile che 
non assolverà ai propri obblighi. Il rating è quindi un giudizio sul grado 
1 Peter Collin, Dictionary of banking and finance, Peter Colling (Ed) Teddington, 1991 
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di "bontà" dell'azienda esaminata. Le variabili coinvolte, quindi, dovranno 
esplicitare questo stato di salute. 
Fonte dati 
La più ricca e accessibile fonte d'informazioni su di una società è il suo 
bilancio2 : in esso si trovano la situazione patrimoniale e finanziaria nonché 
il risultato economico. Inoltre, essendo pubblici, i dati di bilancio sono facil-
mente fruibili sia dalle banche che dalle società esterne. Queste ultime pos-
sono acquisire i bilanci direttamente dalle camere di commercio (InfoCamere) 
o acquistandoli da società specializzate nel raccogliere, ordinare e collezionare 
in database relazionali le voci di conto economico e stato patrimoniale delle 
aziende3 . 
La procedura tipo da seguire per l'analisi di bilancio è illustrata nella 
figura 2.1 tratta dal testo di Facchinetti4 [26]. 
Come si può notare dal diagramma di flusso, quale che sia la fonte dati, 
i bilanci devono essere riclassificati al fine di riesporre i valori in modo più 
utile per le rielaborazioni e quindi per aumentare le informazioni ritraibili 
dal bilancio stesso. 
2 ll bilancio d'esercizio si compone di tre documenti: lo Stato Patrimoniale, il Conto 
Economico e la Nota Integrativa. La redazione del bilancio ha due obiettivi: rispondere 
agli obblighi contabili e fiscali previsti dal codice civile e mettere a disposizione di oper-
atori esterni ed interni all'impresa (fornitori, creditori, risparmiatori, analisti finanziari, 
Stato, soci, dipendenti) informazioni sull'andamento dell'impresa. Le sue funzioni sono di 
illustrare la situazione complessiva dell'azienda (scenario economico, competitivo e ambi-
entale in cui opera e con il quale interagisce; compatibilità e coerenza dei programmi di 
gestione con il contesto esterno) e l'andamento della gestione, sia passata che in corso, nel 
suo insieme e nei vari settori in cui l'azienda ha operato; nonché di illustrare l'andamento 
della redditività, gli aspetti finanziari e la loro influenza sulla formazione del risultato 
economico dell'azienda, con riferimento alle situazioni patrimoniali e finanziarie già deter-
minatesi ma anche in relazione alle previsioni relative all'evoluzione della gestione (analisi 
dei dati che riguardano i costi, i ricavi e gli investimenti). 
3Vi sono poche società presenti sul mercato che offrano un servizio di fornitura di 
dati di bilancio; tra queste ricordiamo Bureau Van Dijk (http://vww.bvdep.com), 
Gest (http://vww.gest.it/), Databank (http://vww.databank.it/), CeBi 
(http://vww.centraledeibilanci.it). 
4 Non si ritiene importante, ai fini della comprensione degli argomenti trattati, spendere 
parole sulla veridicità ed il grado di attendibilità dei valori di bilancio, argomento co-
munque fondamentale e talvolta controverso, né tanto meno sulla tecnica da adottare per 







dati di bilancio 
Analisi per 
flussi 
Figuro 2.1 : Procedum delle analisi di bilancio. 
Le variabili 
Una volta ottenute le grandezze riclassificate, si può procedere alla cos-
truzione delle variabili che risultino esplicative dello stato di salute delle 
aziende: gli indici (detti anche mtios). 
Nonostante la stessa costruzione degli indici sia argomento di collazione 
tra gli studiosi (discussione derivante in gran parte dall'utilizzo di diverse 
metodologie di riclassificazione) e quindi i loro valori possano differire anche 
in misura significativa a seconda del metodo di computo adottato, c'è da dire 
dle l 'importanza che essi rivestono è universalmente riconosciuta. 
Ma come si costruisce, in generale, un indice? Un indice è semplicemente 
un rapporto tra voci diverse di stato patrimoniale e conto economico. Nella 
sua determinazione, così come sottolinea Facdlinetti [26], si deve tenere conto 
solo di alcuni vincoli: 
• devono essere istituite relazioni che abbiano un probabile legame di 
CAPITOLO 2. L'ANALISI DATI 22 
causa/ effetto; 
• i valori al numeratore ed al denominatore devono essere tendenzial-
mente omogenei (ad esempio è opportuno rapportare le giacenze di 
merci al costo del venduto piuttosto che ai ricavi di vendita); 
• confrontando valori di conto economico (riferiti a dodici mesi) a quelli 
di stato patrimoniale (puntuali) sarebbe meglio considerare quest'ulti-
mi come media tra i valori dell'intero periodo. 
I vincoli sopra esposti non risultano essere molto restrittivi; ne consegue 
che il numero di indici calcolabili è decisamente elevato, anche dell'ordine 
delle centinaia. Si pone allora il problema di discernere quali di essi possano 
risultare utili nello studio del merito di credito di un'azienda; il che equivale 
ad avere a disposizione degli strumenti di data mining che consentano di 
capire se sia possibile associare al valore di un ratio l'indicazione dello stato 
di salute della azienda in esame. 
Si pone poi un altro problema: nessun valore di alcun indicatore è "buono" 
o "cattivo" a priori; ogni indice di bilancio acquista importanza, infatti, solo 
quando confrontato con quelli di altre aziende o quando interpretato alla 
luce della conoscenza di altri ratios5 . Facciamo un esempio: 
5Dallocchio scrive in [22], parlando della necessità di riclassificare i dati contabili al fine 
di capire sia l'economicità con cui è stata condotta la gestione che la dinamica finanziaria, 
che "{ · ·] si tratta necessariamente di analisi comparative. Non avrebbe infatti senso 
interpretare le informazioni ottenute senza conoscere le performance passate della realtà 
oggetto di studio e quelle di imprese operanti nel medesimo settore e, comunque in un 
contesto macro-economico simile." 
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Il livello di indebitamento di una azienda, espresso generalmente 
con un indice che prende il nome di levemge e che è calcolato 
come rapporto tra indebitamento finanziario netto e patrimonio 
netto, dovrebbe essere il più basso possibile: è ovvio infatti che 
un'azienda priva di debiti presenti un basso profilo di rischio. In 
realtà, dalla seconda proposizione di Modigliani e Miller in assenza 
di imposizione fiscale (per approfondimenti si leggano [27], [48) e 
[60]), sappiamo valere: 
ROE= ROI + (ROI -i) ·L (2.1) 
con: 
• ROE (Retum On Equity): rapporto tra utile netto e to-
tale patrimonio netto ovvero espressione della redditività del 
capitale proprio; 
• ROI (Retum On Investment): rapporto tra EBIT e capita-
le investito ovvero espressione della redditività del capitale 
investito; 
• i: costo del debito dell'azienda; può essere calcolato come 
rapporto tra gli oneri finanziari e il totale dei debiti finanziari 
a breve e a lungo; 
• L {levemge): rapporto tra indebitamento finanziario netto e 
patrimonio netto. 
Si nota quindi che, se ROI- i > O, la redditività di una azien-
da cresce con l'indebitamento; questa osservazione arricchisce l'af-
fermazione fatta precedentemente ovvero che una azienda levered 
sia tanto più rischiosa quanto maggiore è la sua leva finanziaria; 
d'altronde, a parità di redditività, sarà da considerarsi migliore 
quell'azienda che presenta un livello di indebitamento minore. 
Dall'esempio sopra esposto appare chiaro che, qualora non si abbia una 
chiara idea di quale importanza rivestano le variabili coinvolte nello studio 
del rischio di credito, vi sia la necessità di disporre di mezzi che siano in grado 
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di rendere evidenti le informazioni contenute negli indici. In letteratura (si 
veda ad esempio [25] o [28]) sono stati proposti vari strumenti per l'analisi 
della predittività: la maggior parte di essi analizza singolarmente ogni indice 
e permette di stabilire se esista una relazione univariata con il default; solo 
negli ultimi anni sono stati impiegati modelli più complessi che permettano 
di comprendere anche le interazioni tra gli indici [15]. 
2.1 Database 
Ogni qual volta si parli di analisi dati, l'elemento che riveste la maggiore im-
portanza è ovviamente la base dati sulla quale si opera. Chi desiderasse studi-
are il rischio di credito delle aziende di un paese, ad esempio l'Italia, dovrebbe 
dotarsi di un database contenente dati di bilancio di aziende italiane e 
prestare attenzione ai seguenti elementi: 
• l'ampiezza storica dei dati a disposizione dovrebbe essere tale da per-
mettere di studiare il sistema Italia in un periodo temporale che sia 
maggiore di un singolo ciclo economico; cioò garantirebbe di non trarre 
conclusioni errate in quanto relative ad una particolare situazione con-
giunturale.6 
• non solo i dati dovrebbero riferirsi a società operanti sull'intero terri-
torio nazionale ma il campione dovrebbe essere rappresentativo dell'in-
tera popolazione. Il rischio che si corre, infatti, è quello di costruire un 
6 Come spiegato in un documento online dell'lstat, reperibile all'indirizzo 
http://www.istat.it/servizi/studenti/valoredati/Tavole/Tav_Congiuntura.htm: 
''L'economia di una nazione tende a crescere nel tempo, con un progressivo sviluppo 
della produzione e del reddito. Thttavia, la crescita non avviene in modo regolare, bensl 
attraverso continue oscillazioni, o fluttuazioni di breve o medio periodo che costituiscono 
il ciclo economico. La particolare situazione che un' economia attraversa nel corso dei suoi 
movimenti ciclici viene spesso indicata come congiuntura, con un termine il cui significato 
non è definibile in modo rigoroso. Quando quasi tutti gli indicatori economici attraversano 
una fase di crescita, si dice che la congiuntura è favorevole, o positiva; tale situazione 
corrisponde, nell'analisi del ciclo, a un periodo di espansione. Quando, invece, buona 
parte degli indicatori ristagnano o diminuiscono, si dice che la congiuntura è negativa; 
nel caso la fase di contrazione dell'economia superi una durata convenzionale (dell'ordine 
dei due trimestri) si dice che l'economia attraversa una situazione di recessione. [· · · ]". 
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modello accurato che permetta di descrivere esattamente i dati imp-
iegati per l'analisi ma che produca risultati completamente errati se 
applicato a dati estranei al campione. Questo problema è imputabile al 
fatto che il modello non sarebbe in grado di identificare ed interpretare 
correttamente strutture di dati non simili a quelle "viste" nel set uti-
lizzato per l'apprendimento (training set). A tal proposito si rimanda 
chi volesse approfondire l'argomento alla vasta letteratura dell'inferen-
za statistica e ad interessanti paper che trattano il caso specifico della 
distorsione della stima della probabilità di default usando database 
incompleti come [52] e [70]. 
• è necessario disporre di informazioni e dati relativi sia ad aziende che 
hanno dimostrato di avere uno stato di salute sufficientemente buono 
e quindi sono riuscite a rimanere attive sul mercato per più anni, che 
a quelle che in periodi difficili non hanno saputo far fronte ai problemi 
economico-finanziari affrontati e quindi sono fallite. Generalmente si 
suole utilizzare la variabile dicotomica 0/1 per distinguere rispettiva-
mente le aziende sane da quelle fallite; il significato della variabile è 
ovvio: O indica O% di probabilità di default (l'azienda infatti è sana) 
mentre l indica illOO% di probabilità di default (infatti l'azienda è già 
fallita). Ci sarebbe, ovviamente, da disquisire, così come accennato 
al paragrafo 1.3, su quale sia la definizione di default (dichiarato falli-
mento? incaglio e/o sofferenza?) e come questa informazione possa es-
sere ottenuta; gli istituti esterni di analisi del merito creditizio (ECAI) 
non possono infatti accedere a importanti dati, quali sconfinamenti, 
ritardati pagamenti, etc., disponibili dalla Centrale dei Rischi7. 
Collezionare un gran numero di dati ed organizzarli in un database re-
lazione è un processo estremamente dispendioso sia in termini di tempo che 
in termini monetari. Per gli scopi di questa tesi (analisi dati, sviluppo del 
modello ed implementazione dei processi di back-testing) chi scrive ha po-
tuto utilizzare la banca dati di proprietà di Eu-Ra SpA e che la società ha 
7 Si legga in merito il documento La Centrale dei rischi nella gestione del credito: es-
perienze e prospettive redatto da Banca d'Italia nel luglio del 2002 e disponibile sul sito 
internet http: l /www. bancadi tali a. i t. 
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gentilmente messa a disposizione. Tale banca dati è composta dai bilanci 
d'esercizio delle società di capitali che hanno l'obbligo di deposito presso la 
Camera di Commercio (bilanci redatti secondo il D.Lgs. 129/91), organizzati 
secondo la metodologia di riclassificazione Fund Accounting 8 . 
La banca dati Eu-Ra ricomprende al suo interno circa 558.000 posizioni 
di società di capitali dislocate sull'intero territorio italiano che presentano un 
limite inferiore di valore della produzione (voce A del prospetto di Conto Eco-
nomico) pari a 100.000 Euro. Le circa 558.000 posizioni societarie consistono 
sia in società attive sia in società non più attive, ovvero società delle quali 
nel tempo non è stato più possibile disporre del bilancio d'esercizio. Sec-
ondo quanto deriva dalle rilevazioni condotte sulla base dati, per l'esercizio 
2004, circa 497.000 società hanno presentato il bilancio d'esercizio. Dette 
posizioni si suddividono, secondo le rilevazioni derivanti dai bilanci d'eser-
cizio depositati nel 2004, in circa 320.000 posizioni che registrano un valore 
della produzione tra i 100 mila Euro e l milione di Euro, e in circa 177.000 
posizioni che registrano un valore della produzione superiore a l milione di 
Euro. 
Per ogni singola posizione societaria ritroviamo nella banca dati Eu-Ra 
almeno uno o più bilanci d'esercizio. Gli esercizi coperti vanno dall'anno 
contabile 1995 ad oggi per quanto concerne le posizioni con valore della pro-
duzione media negli anni superiore a l milione di Euro. Per queste società 
la profondità storica massima coperta per singola posizione può raggiungere 
gli 11 esercizi consecutivi. Al contrario per le società con valore della pro-
duzione inferiore a un milione di Euro gli esercizi coperti vanno dal 2004 in 
poi. 
In termini numerici, secondo le rilevazioni effettuate su base annua 2004 
(ultimo aggiornamento disponibile), la banca dati copre oltre il 68% delle 
società in Italia che presentano la forma societaria tale per cui sussiste l'ob-
bligo di deposito del bilancio d'esercizio (salvo limiti dimensionali per alcune 
di esse) presso le CCIAA, ed oltre il 95% dell'intero fatturato prodotto in 
Italia da dette società. 
8 Si veda il successivo paragrafo 2.1.1 
27 2.1. DATABASE 
2.1.1 Fund Accounting 
Fund Accounting [27] costituisce un efficace processo di analisi di check up 
aziendali. Il suo impiego consente l'investigazione dei caratteri di ogni im-
presa contenuta nel database di partenza, con evidenziazione dei sintomi 
delle eventuali patologie possedute, e genera una dimostrazione rigorosa ed 
efficace dei suoi punti di forza e di debolezza, offrendo altresì le necessarie in-
formazioni capaci, grazie anche ad altre elaborazioni specifiche, di condurre: 
a) alla stima del valore dell'impresa; b) all'attribuzione del giudizio di rating 
tecnico (o profilo economico-finanziario). 
Per mezzo della metodologia Fund Accounting (incorporata in un soft-
ware con brevetto depositato di proprietà di Eu-Ra Europe Rating), il bi-
lancio dell'impresa viene ricondotto informaticarnente ad un piano dei conti 
standard (all'interno del quale si possono agevolmente riconoscere tutte levo-
ci che solitamente vengono utilizzate nella redazione pratica dei bilanci), che 
configura le nuove classi contabili necessarie per svolgere le analisi finanziarie 
oggetto d'indagine. 
I criteri di riclassificazione seguiti generano dapprima uno Stato Patri-
moniale con le poste organizzate per grado di disponibilità ed esigibilità, ed 
un conto del Risultato Economico in cui si suddividono i costi ed i ricavi 
secondo la densità di potere d'acquisto e cioè secondo la loro appartenenza 
alle diverse categorie dei fondi evidenziati. 
Il software trasforma successivamente le poste così ordinate per tipolo-
gie di fondi (capitale netto, capitale disponibile netto, capitale disponibile 
finanziario netto, capitale liquido) generando distinti fogli elettronici che ri-
portano via via lo svolgimento di distinte "lavorazioni" contabili: la contabil-
ità del capitale netto, del capitale disponibile netto, del capitale disponibile 
finanziario netto, del capitale liquido con il loro pieno corredo di rimanenze, 
costi, ricavi, movimenti strutturali. 
L'enfasi dovuta alle nuove informazioni viene a compiersi proprio grazie 
ali 'analisi dei flussi. Questa implica la formazione di flussi autogenerati (che 
nel loro insieme vengono a costituire una fondamentale griglia informativa 
in rapporto al segno che assumono nei diversi esercizi) e di flussi strutturali 
correlati alle diverse tipologie di fondi. 
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L'analisi trova il suo punto culminante nella Cash Flow Analysis. Nello 
sviluppo del processo illustrato e particolarmente nella sua fase conclusiva 
emergono numerosi strumenti ad alto valore conoscitivo e che per la loro 
funzione di guida si denominano drivers del valore. Né sono esempi il Conto 
delllisultato Economico per densità di potere d'acquisto, il prospetto delle 
Fonti e degli Impieghi di Liquidità Autogenerati, il Bilancio Dinamico di 
Cassa, le diverse costruzioni di Free Cash Flow ottenute sia nell'ipotesi che 
l'impresa agisca in condizioni di stazionarietà, sia nell'ipotesi che l'impresa 
persegua un sentiero di sviluppo ovvero di regresso. Al riguardo significa-
tive sono le analisi dei vincoli di ricostituzione dei capitali consumati e di 
autofinanziamento, e quelle dei vincoli di remunerazione degli stakeholders. 
Appartengono a questa famiglia di indicatori anche i vari indici di natura 
patrimoniale, finanziaria ed economica sia generati da stime contabili che 
a valori di mercato, costruiti allo scopo di perfezionare l'elaborazione e di 
interpretare in via finale i risultati. 
2.2 Il potere predittivo 
Per potere predi ttivo (dali 'inglese predictive power) si intende la capacità 
discriminatoria di un indicatore o di un modello, ovvero la capacità di dis-
tinguere tra creditori "buoni" (che non saranno insolventi) e "cattivi" (che 
saranno insolventi)9 . Il significato della definizione è ovvio se si guarda alla 
figura 2.2; in essa sono riportati due esempi di indici (o score) con diverso 
potere discriminate: alto nel caso di sinistra e basso nel caso di destra. Avere 
alto potere predittivo e quindi alta capacità discriminatoria equivale a dire 
che le distribuzioni delle aziende fallite e delle aziende sane sono talmente dis-
tanti da essere distinguibili; se si scegliesse come cut-off un opportuno punto 
sull'asse dei valori, si otterrebbe che la maggior parte delle fallite sarebbe 
9 In [71) si trova scritto a pagina 3: "Power describes how well a model discriminates 
between defaulting (bad) and non-defaulting (good) obligors. For example, if two models 
produced ratings of Good and Bad, the more powerful mode! would be the one that had a 
higher percentage of defaults (and a lower percentage of non-defaults) in its Bad category 
and had a higher percentage of non-defaults (and a lower percentage of defaults) in its 
Good category. This type of analysis can be summarized contingency tables and power 
curves". 
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caratterizzata dall'avere un valore dello score inferiore a quello del cut-off 
scelto; analogo discorso per le sane che sarebbero caratterizzate dall'avere 
un valore dello score maggiore di quello del cut-off. 
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Figura 2.2 : Due differenti tipi di distribuzione di aziende sane e fallite. 
Come si può notare dalle figure é chiara la definizione di potere discriminante di uno score o di 
un indice: a sinistra la distribuzione delle aziende fallite (in rosso) é facilmente distinguibile da 
quella delle aziende "sane'' (in blu); non si può dire lo stesso per la figura di destra nella quella le 
due distribuzioni sono indistinguibili. 
Da quanto appena esposto appare evidente che la sola osservazione della 
distribuzione dei valori di un indice possa rappresentare una importante fonte 
di informazioni; si veda ad esempio quanto riportato in figura 2.3: vengono 
messi a confronto due indici: 
Patrimonio Netto / Attività Totali : questo indice evidenzia la capi-
talizzazione dell'azienda; più esso si avvicina ad uno e più l'azienda è 
indipendente in quanto utilizza prevalentemente capitale proprio per 
finanziare l'attività. n legame tra questo indice ed illeverage è molto 
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Scorte Attive / Attività Totali : è un indicatore di gestione del cir-
colante e della liquidità e rapporta il livello delle scorte attive al to-
tale degli impieghi. Le Scorte Attive sono costituite dalla somma di 
materie, merci, prodotti, risconti attivi e fornitori e/ anticipi. 
Patrimonjo Netto l Attività Totali Scorte Attive l Attività Totali 
Palrimorio Netto l AltlviiiiOiali Scorte Alti.,.. l AltlviiiiOiali 
02 
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Figura 2.3 : Confronto tra le distribuzioni di due indici. 
lstograrnmi delle frequenze degli indici Patrimonio Netto l Attività Totali (a sinistra) e Scorte 
Attive l Attività Totali (a destra) per aziende affidabili (in blu) ed insolventi (in rosso); si può 
notare come, nel caso di destra, le due distribuzioru sostanzialmente coincidano a differenza del 
caso di sinistra nel quale le distribuzioni sono distinguibili . Analisi condotta su 314679 bilanci di 
aziende italiane (periodo 1994-2005). 
Come si nota, la distribuzione dei valori dell'indice Scorte Attive / At-
tività Totali (a destra) è sostanzialmente identica per le aziende affidabili 
{che sono ancora in attività) ed insolventi {in quanto storicamente fallite); 
questo fatto si riflette, come vedremo nei paragrafi seguenti, in un basso 
potere predittivo associato all'indice; viceversa la Capitalizzazione (a sinis-
tra) sembra essere molto indicativa del default; solo le aziende fallite, infatti, 
presentano un valore negativo. Questa conclusione, scaturita dalla semplice 
analisi della distribuzione, conduce a importanti osservazioni di carattere fi-
nanziario: l'indice può assumere valori negativi solo quando il numeratore è 
negativo ovvero quando il Patrimonio Netto è inferiore a zero; ciò si verifica 
quando i debiti verso terzi superano tutte le attività aziendali. Questa è sicu-
ramente una condizione di elevata rischiosità e, nella storia recente, è stato 
registrato un esempio eccellente di dissesto finanziario dovuto ad un dise-
quilibrio patrimoniale: il caso Parmalat. Il Gruppo verifiche speciali della 
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Guardia di Finanza di Bologna, in seguito ad accertamenti, rilevò: "Parmalat 
finanziaria SpA aveva un patrimonio netto negativo sin dalla quotazione in 
borsa", avvenuta a inizio anni novanta. In particolare, al 31 dicembre 2002, 
"é stato accertato un patrimonio netto reale negativo di circa 1,4 miliardi di 
euro: la società ne aveva invece dichiarato uno netto di circa 900 milioni di 
euro". 
Ovviamente l'analisi della sola distribuzione fornisce poche informazioni 
e di scarsa qualità. Nel corso degli anni, come più sopra ricordato, sono 
stati impiegati o sviluppati mezzi sempre più potenti (e contemporanea-
mente sempre più complessi) per l'analisi della predittività; nei paragrafi 
successivi verranno proposti alcuni strumenti che, nel corso del dottorato e 
della pratica dello studio del rating tecnico d'azienda, si sono dimostrati utili 
sia come mezzi di discernimento che come abili alleati nella comprensione 
delle dinamiche economico-finanziarie. 
2.2.1 L'analisi univariata 
Per analisi univarìata si intende semplicemente l'esame di ogni variabile 
considerata singolarmente; in sintesi, l'analisi univariata consiste nell'orga-
nizzare i dati secondo le frequenze di distribuzione di ognuna delle variabili 
considerate nel corso della rilevazione ejo nel calcolare alcune semplici statis-
tiche. Essenzialmente i metodi di seguito presentati esprimono con un va-
lore numerico le osservazioni fatte precedentemente sulle distribuzioni delle 
variabili. 
2.2.1.1 Il parametro t di Student 
Il parametro t-Student viene impiegato in statistica per stabilire se, dati due 
set di dati, la differenza tra le loro distribuzioni è tale da poterli ritenere dis-
tinguibili [58]; minore è il parametro di t-Student, più rilevante è la differenza 
tra i se t di dati (ovvero la zona di incertezza si riduce). N el nostro caso le 
due popolazioni sono rappresentate dai valori di un indice appartenenti ad 
aziende fallite e non fallite [15]. 
Per il calcolo del parametro si procede come segue: per ogni indice preso 
in esame si estraggono i due set di dati (fallite/non fallite); dei due set, di 
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numerosità None, Ntwo, si calcolano i rispettivi valori medi Xone e Xtwoi il 
parametro t è quindi definito come segue: 





A titolo d'esempio, vengono di seguito riportati in tabella 2.1 i valori 
del parametro t per gli indici di figura 2.3. Come si può notare dalla tabel-
la, l'osservazione del parametro non è sufficiente; è necessario valutarne la 
significatività per una distribuzione di Student con N1 + N2 - 2 gradi di 
libertà. In altre parole bisogna valutare la probabilità che le due medie siano 
significativamente differenti. La probabilità è data dalla seguente: 
l t r(v!l) l l p= f(tlv) = r(~) ;;;;;; !dl dt -oo 2 V l/7r (l + ~) 2 
con v = N1 + N2 - 2 ovvero il numero dei gradi di libertà totali e con 
r(a) = fooo e-tt'::>-ldt . 
Capitalizzazione Scorte Attive/ A.T. 
t-Student 64.5 9.3 
probabilità 100% 100% 
Tabella 2.1 : Parametro t-Student per gli indici Capitalizzazione e 
Scorte Attive/ Attività Totali. 
A differenza di quanto concluso osservando le sole distribuzioni, secondo 
l'analisi del parametro t di Student entrambe gli indicatori sarebbero esplica-
tivi del default. Questa affermazione verrà confutata da altri strumenti di 
data mining, come vedremo in seguito. 
2.2.1.2 Default Frequency 
Le Default Frequency rappresentano uno strumento molto importante nello 
studio delle caratteristiche che conducono al default e nella implementazione 
dei modelli di credit scoring. Gli stessi analisti di Moody's KMV ne fanno 
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uso frequente come si può osservare dalla consultazione di un qualsiasi paper 
scaricabile dal sito: http: l /WJV. moodyskmv. com. 
La default frequency viene realizzata procedendo lungo i seguenti passi: 
Step l: costituire un archivio (o dataset) che includa la storia degli indici di 
bilancio di aziende sane e fallite; 
Step 2: individuare il range di variazione di ciascun indice e dividerlo in 
sottointervalli (è buona pratica effettuare la divisione per percentili); 
Step 3: distinguendo tra aziende fallite e non, computare la frequenza rela-
tiva di ogni indice; questo avviene contando (e relativizzando) il nu-
mero di volte che l'indice assume un valore compreso tra gli "edges" 
dei sottointervalli prima menzionati; 
Step 4: detti fv ed !ND rispettivamente i valori della frequenza relativa in 
ogni sottorange dell'indice (ovviamente si intende con D default e 
con ND non-default), il valore della default frequency è pari a: 
DF= fv 
fv + fNV 
(2.4) 
Per chiarire il concetto e per capire come un semplice calcolo di frequenze 
possa rappresentare uno strumento efficace nella comprensione del potere 
predittivo degli indici di bilancio, riportiamo in figura 2.4 l'analisi eseguita 
sugli indici "Capitalizzazione" e "Scorte Attive l Attività Totali", in modo 
tale da confrontarne i risultati con quanto osservato nei paragrafi precedenti. 
Dalla figura è facilmente intuibile che il primo indice abbia una capacità 
discriminante maggiore rispetto al secondo: è evidente infatti che la frequen-
za di default diminuisca di molto al crescere dell'indice di Capitalizzazione: 
ciò significa che è più "probabile" che una azienda con un basso rappor-
to (negativo) Patrimonio Netto l Attività Totali sia una azienda a rischio: 
ciò conferma quanto osservato precedentemente dalla figura 2.2. Viceversa 
si può notare che le aziende fallite assumono qualsivoglia valore di Scorte 
Attive l TA; a dire il vero anche in questo caso si nota un aumento della 
frequenza all'aumentare del valore dell'indice, ma la "pendenza" della curva 
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(valore della DF) è meno accentuata: i valori si attestano attorno a 0.5 il 
che equivale a dire, dall'equazione (4) , che !v = !ND· 
Patrimonio Netto l Attività Totali Scorte Attive l Attività 'Ibtali 






.. ~-·- · -
Default I+equency degli indici Patrimonio Netto l Attività Totali (a sinistra) e Scorte Attive l 
Attività Totali (a destra) per aziende affidabili (in blu) ed insolventi (in rosso). L'analisi è stata 
condotta su 314679 bilanci di aziende italiane (periodo 1994-2005). 
2.2.1.3 CAP e ROC 
Le curve CAPe ROC, costruite come indicato in appendice B.2, forniscono 
essenzialmente lo stesso tipo di informazione e quindi qui tratteremo il solo 
caso della curva CApto. 
La curva CAP permette di condurre una analisi di due tipi: qualitativa 
e quantitativa. L'analisi qualitativa si compone del mettere a paragone le 
curve di due diversi ratio e si osserva se l'una sovrasti l'altra. Più spesso 
però si utilizza l'analisi quantitativa ovvero si mettono a raffronto gli indici 
di Gini11 calcolati per i vari indicatori. 
A titolo d'esempio riportiamo in figura 2.5 l'analisi eseguita sugli indi-
ci "Capitalizzazione" e "Scorte Attive / Attività Totali", in modo tale da 
confrontarne i risultati con quanto osservato nei paragrafi precedenti. 
10Stein in [71] precisa a pagina 6: "Although CAP plots are the representation typically 
used in practice by finance professionals, there is more research available on ROCs, pri-
marily /rom the statistica and medical research communities. As a result, for the remainder 
of this section, w e will refer t o ROC curves, since they represent the same information as 
CAPa." 
11 Si veda il paragrafo B.2.1 
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Figura 2.5 : Esempio di CAP plot. 
CAP plot degli indici Patrimonio Netto l Attività Totali (a sinistra) e Scorte Attive l Attività 
Totali (a destra). L' analisi è stata condotta su 314679 bilanci di aziende italiane (periodo 1994-
2005). 
Dall'analisi qualitativa della figura 2.5 appare evidente che l'indice di 
Capitalizzazione è estremamente più predittivo del default rispetto a quello 
delle Scorte Attive; d'altronde gli indici di Gini sono rispettivamente 62.03% 
e 12.85%. 
2.2.2 Self Organizing Maps 
Fin' ora sono stati presentati strumenti di indagine che analizzano il potere 
discriminante delle variabili quando queste considerate singolarmente; è opin-
ione comune, negli ultimi anni, considerare il processo di degradamento del 
merito creditizio come un avvenimento causato dall'occorrere di diverse cause 
concomitanti. Il prof. Friedman nel documento tecnico di disclosure del 
metodo di credi t scoring sviluppato per Standard & Poor's [17], a pagina 
14 scrive: "As we saw above, the linear logit and probit models cannot ade-
quately capture non-linear and non-monotonic relationships between explana-
tory variables and risk, or interactions among the variables. The separable 
logit and probit models cannot take the interactions among the variables in-
to account. However, such non-monotonic dependencies, nonlinearities and 
interactions do occur in practice." 
É quindi evidente la necessità di dotarsi di uno strumento avanzato che sia 
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in grado di esplicitare le relazioni non lineari che intercorrono tra le variabili e 
tra queste e la probabilità di default. Secondo il parere di chi scrive, il miglior 
strumento impiegabile per l'analisi di queste relazioni è rappresentato dalle 
SOM. 
Le SOM (Self Organizing Maps), come spiegato ampiamente in appendice 
A.2, permettono di esplicitare i rapporti tra gli elementi per mezzo di una 
proiezione non lineare da uno spazio di dati multi-dimensionale ad un piano 
bidimensionale. In breve, le SOM, elaborando un dataset di dimensioni nxk, 
producono la rappresentazione grafica dei dati contenuti nelle k colonne; 
nel nostro caso si pensi al dataset come ad un tabellone contenente in ogni 
riga dati relativi ad un singolo bilancio ed in ogni colonna i valori degli 
indicatori calcolati dai bilanci. Le rappresentazioni grafiche, dette mappe, 
sono costituite da nodi, detti neuroni, che assumono colori differenti dal blu 
al rosso a seconda del valore numerico che rappresentano (blu per i valori 
minori nel range di variazione dell'indice e rosso per quelli maggiori). 
Le mappe sono organizzate in modo tale da rendere facile il confronto tra 
gli indici analizzati: se due indici sono rappresentati da mappe molto simili 
(con le stesse distribuzioni di colori) essi saranno fortemente correlati (e il 
coefficiente di correlazione statistica calcolato tra gli indici si avvicinerà ad 
uno). Caratteristica che rende le SOM uno strumento estremamente potente, 
però, è la capacità di catturare le correlazioni locali; questa affermazione sarà 
chiarita con un esempio. 
Nella figura 2.6 sono stati processati gli indici di bilancio ROE, ROI e 
leverage con la variabile dicotomica 0/1 ovvero l'indicazione di dato riferito 
ad azienda fallita (1) oppure sana (0). 
Come si può osservare le mappe che descrivono ROE eROI sono decisa-
mente simili: si nota infatti che i valori massimi corrispondono (in entrambe 
i casi l'angolo basso a destra), così come i valori medi (fascia verde) e, in 
parte, i valori minimi ( in altro a sinistra). Ciò attesta che, per quanto 
riguarda il dataset studiato, aziende caratterizzate dall'avere un medio-alto 
rendimento del capitale proprio contestualmente conseguono un medio-alto 
rendimento del capitale di terzi e viceversa. Confrontando poi le due mappe 
con quella che descrive il default, è possibile osservare che non si registrano 
aziende fallite che abbiano un elevato valore di ROE (o ROI): questo confer-
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ma che aziende che riescono a creare adeguati redditi (operativi o netti) non 
sono da considerarsi rischiose. 
Si osservi ora la relazione che intercorre tra ROE, ROI, leverage e de-
fault; si nota una cosa curiosa: vi sono dei nodi indicanti valori di leverage 
estremamente alti (oltre 2000%) appartenenti ad aziende sane. Apparente-
mente questa osservazione sembrerebbe contraddire la comune opinione che 
una azienda fortemente indebitata sia da considerarsi rischiosa. Se si os-
servano però i valori di ROE e ROI {valori relativi agli stessi neuroni) ci si 
accorge che anche questi sono molto elevati; ecco che allora, con l'evidenza 
dei fatti, stiamo spiegando la seconda proposizione di Modigliani-Miller in 
assenza di imposizione fiscale che teorizza la crescita della redditività di una 
azienda con l'aumentare dell'indebitamento. 
ROI ROE 
default/ non default leverage 
Figura 2.6: Esempio di applicazione delle SOM. 
Da una attenta lettura delle mappe è possibile intuire gli effetti della legge di Modigliani e Miller 
sulla solvibilità dell'azienda. 
A titolo d'esempio riportiamo in figura 2.7 l'analisi eseguita sugli indi-
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ci "Capitalizzazione" e "Scorte Attive f Attività Totali", in modo tale da 
confrontarne i risultati con quanto osservato nei paragrafi precedenti. 
Capitalizzazione 
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Figura 2. 7: Esempio di applicazione delle SOM. 
l 
1D 
SOM degli indici Patrimonio Netto l Attività Totali (il primo), Scorte Attive l Attività Totali 
(il secondo) e il default (terza mappa). L' analisi è stata condotta su 314679 bilanci di aziende 
italiane (periodo 1994-2005). 
Le SOM rendono estremamente evidente il potere discriminante di un 
indice come quello di Capitalizzazione: non vi sono infatti nodi caratterizzati 
da elevati valori dell'indice nel cluster delle fallite: in termini spiccioli, i nodi 
giallo-rossi stanno tutti a destra ovvero nel settore delle aziende solventi; 
viceversa i più bassi valori dell'indice stanno nel cluster delle fallite. Si può 
quindi affermare che se una azienda è caratterizzata dall'avere un valore della 
Capitalizzazione superiore a 0.35 è possibile che non fallisca. Viceversa, se 
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il valore è negativo è molto facile12 che avvenga il default. 
La mappa che descrive l'indice delle Scorte Attive, invece, presenta l'in-
tero spettro dei colori sia su un cluster che sull'altro; segno evidente che 
non è possibile individuare alcun valore che possa discriminare tra sane e 
insolventi. 
Riassumendo, le SOM rappresentano uno strumento estremamente dut-
tile e che consente di condurre svariati tipi di analisi: comprendere la capacità 
predittiva di un singolo indice, apprendere le dinamiche che legano tra loro 
gli indici e conoscere le relazione non lineari che, combinando tra loro gli 
indicatori, determinano il default di una azienda. 
2.2.3 Determinazione finale degli indicatori 
Alla fine dell'analisi dei diversi indicatori con svariate metodologie, è buona 
norma, come indicato in [15], compilare una scheda che riassuma i diversi 
gradi di predittività raggiunti per ogni indicatore con le diverse metodologie. 
I gradi di predittività potrebbero esser divisi in tre livelli: 
• O nessuna predizione; 
• 0.5 media predizione; 
• l buona predizione. 
Dalla somma dei tre livelli si può giungere al grado di predizione com-
plessivo e prediligere, quando tenuti ad una scelta, gli indici che abbiano 
ottenuto il riconoscimento più alto. 
Se dovessimo riassumere le informazioni raccolte più sopra su l'indice di 
Capitalizzazione e quello di Scorte Attive l Totale Attività, compileremmo 
la tabella 2.2. 
Come si può notare l'indice di Capitalizzazione ha capacità discriminanti 
estremamente più elevate rispetto all'indice Scorte Attive l TA. 
Il risultato di questa analisi è notevole e mette in evidenza un fattore 
importante per la costruzione di qualsivoglia metodo di credit scoring: è 
12 Si noti che non è stato utilizzato il termine probabile: con le SOM non si può osser-
vare la probabilità di fallimento ma si può riscontrare che esistono dei valori "critici" che 
permettono di discriminare le aziende "buone" da quelle "cattive". 
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Metodo Numerico Capitalizzazione Scorte Attive / TA 
Distribuzione l o 
t-Student l l 
Default Frequency l 0.5 
Indice di Gini l o 
SOM l o 
Somma 5 1.5 
Tabella 2.2 : Riassunto dei metodi numerici utilizzati. 
necessario produrre statistiche diverse e tra loro complementari per avere una 
chiara idea di quali siano i fattori più influenti nel processo di deterioramento 
del merito creditizio. 
2.3 L'analisi di correlazione 
Una volta capito quali siano gli indici più indicati a predire lo stato di default 
di una azienda, per evitare ridondanze, è necessario eliminare quelle variabili 
che son tra loro correlate13 . Dire che due variabili sono correlate equivale, 
infatti, ad affermare che esse apportano la stessa informazione: l'utilizzo di 
entrambe non migliorebbe, quindi, le performance statistiche del modello, 
qualsiasi esso sia; inoltre la presenza di variabili correlate potrebbe produrre 
errori e dar vita a problemi di over jitting (così come spiegato in [69]). 
Generalmente si può affermare che due variabili sono correlate se viene 
rispettato il seguente vincolo: 
n 
lcorr(x, y)l = i= l "2_Z (2.5) 
13 Questa fase può anche precedere quella dell'analisi del potere predittivo; infatti, se 
l'utente è sufficientemente esperto e conosce l'importanza relativa di un indice rispetto agli 
altri, può scegliere di eliminare le variabili correlate non conformemente alla loro capacità 
discriminante ma secondo altri parametri quali, ad esempio, il prediligere gli indicatori 
più famosi o quelli che sono più facilmente interpretabili. 
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con O s; Z s; l ed n pari al numero di ossevazioni; essendo che, per loro 
propria natura, gli indici di bilancio sono tutti correlati, così come scrivono 
gli analisti di Standard & Poor's in [69]14 il valore di Z viene generalmente 
scelto nel range [0.65; 0.85]. 
Una volta determinato quali siano gli indici correlati, tra questi vengono 
scelti quelli che, dall'analisi descritta alla sezione 2.2, possono essere con-
siderati maggiormente discriminanti. In questa fase grande attenzione deve 
essere dedicata alla qualità del set finale di indici scelti; si deve controllare, 
infatti, che tutti gli equilibri aziendali vengano descritti: economico, patri-
moniale e finanziario; ciò implica che nel set siano presenti indici adeguati a 
rappresentar li. 
2.4 Selezione degli indici 
Nei paragrafi precedenti abbiamo appreso come, a partire da circa 80 indici 
(per l'elenco completo degli indici creati ed analizzati si consulti l'Appen-
dice D), sia possibile individuare quelli che apportano il maggior numero di 
informazioni e di più alta qualità. Abbiamo appreso poi che è necessario 
apportare una cernita dei ratios per evitare di incappare in problemi di over-
fitting. Dire, in fine, quale sia la strada da seguire per selezionare il set 
esatto di indici da impiegare nel metodo di credit scoring risulta difficile. La 
scelta dei fattori infatti deve essere compiuta in relazione al tipo di algoritmo 
o metodologia di analisi della probabilità di default si decida di utilizzare. 
Nel prossimo capitolo verrà presentata una panoramica dei modelli di credit 
scoring classici. 
14A pagina 31 si trova scritto: Note, however, that given the nature of the data, most 
credit factors are correlated with one another. Hence we do not aim at selecting completely 
uncorrelated factors. 
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Capitolo 3 
Modelli classici di credit 
• scorzng 
Scoring is engineering and not 
pure science, modellers should 
aspire to be like Wernher von 
Braun rather than Albert 
Einstein. 
ERIC F ALKENSTEIN 
Quantitative analyst 
In accordo con quanto pubblicato da Oesterreichische Nationalbank (OeNB) 
in [53] ed ampliando quanto sostenuto da Sironi in [67] a pag. 276, i modelli 
di credit assessment possono essere classificati sostanzialmente in quattro 
categorie: 
l. modelli euristici; 
2. modelli machine learning; 
3. modelli causali; 
4. modelli ibridi. 
In figura 3.1 vengono elencati alcuni esempi, tra i più noti, di algoritmi 
e metodologie che possono essere classificati nelle quattro categorie1 . 
1 Per chi volesse approfondire si consiglia inoltre la lettura di (25]. 
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Heurilltlc Models l 












....:ono dall'unione di un modella euristica e di uno a 
Figura 3.1 : Classificazione di modelli di credit assessment. 
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Vediamo nel dettaglio quali siano le peculiarità di ogni categoria e cosa 
accomuni i metodi in essa raccolti. 
3.0.1 Modelli euristici 
I modelli euristici cercano di rendere metodiche le conoscenze maturate in 
esperienze pregresse; ciò significa che, sfruttando le tecniche e la capacità 
di analisi che alcuni analisti hanno appreso nel corso della loro carriera pro-
fessionale, tali modelli mirano, per mezzo del massimo rigore scientifico, a 
rendere oggettive regole che in realtà sono soggettive. 
É chiaro che la qualità dei modelli euristici dipenda da quanto accu-
ratamente essi descrivano l'esperienza soggettiva degli esperti di credito (e 
ovviamente dalla esperienza di quest'ultimi). Perciò, i fattori che influenzano 
il merito creditizio di una azienda vengono scelti su base euristica, ma anche 
il loro grado di importanza e la logica che li lega sono dovuti all'esperienza: 
durante il loro sviluppo, quindi, non si fa uso di processi di validazione o di 
ottimizzazione. 
É chiaro altresì che per studiarne l'efficacia, l'adeguatezza ed il potere 
predittivo, si richiede agli analisti quantitativi una maggiore attenzione ai 
risultati: solo dimostrando a posteriori che tali modelli preservano negli anni 
una elevata capacità discriminatoria su un numero elevato di casi studiati, 
infatti, si può ritenere che essi siano adeguati all'analisi del merito creditizio. 
Diamo di seguito, senza alcuna pretesa di completezza, una breve de-
scrizione di alcune metodologie che afferiscono a questa categoria: 
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questionari classici e sistemi qualitativi: si basano sull'utilizzo di tabelle 
che vengono riempite dall'analista con giudizi (score numerici o val-
ori ordinali come "buono", "discreto" ecc.) rispondendo a domande su 
particolari fattori riguardanti il soggetto giudicato ed il suo "livello di 
bontà" creditizia. I campi di analisi spaziano spesso da informazioni 
personali sul soggetto (stato civile, età, professione ecc.) a osservazioni 
sul mercato nel quale opera l'azienda o la qualità del management. 
sistemi esperti : con tale nome si suole indicare soluzioni software che mi-
rano a replicare la capacità umana di risoluzione dei problemi. In altre 
parole, i sistemi esperti cercano di risolvere sistemi complessi attuando 
processi decisionali tipici della mente umana. Per questa ragione essi 
appartengono al particolare campo della ricerca denominato "intelligen-
za artificiale" e ad essi ci si riferisce spesso come a "knowledge-based 
systems". Componenti principali di tali modelli sono l'algoritmo di 
inferenza e la base di conoscenza sulla quale vengono costruiti. 
fuzzy logic : i sistemi fuzzy logic (talvolta detti "di logica sfumata") rapp-
resentano un caso particolare dei sistemi esperti: non solo permettono 
di trattare i dati servendosi di termini linguistici (alto e basso, buono e 
cattivo) ma anche di esprimere i gradi di appartenenza di una variabile 
ad un certo insieme (detto fuzzy set); inoltre, attraverso un rigoroso 
impianto matematico di sistemi di regole (se ... allora ... ), permettono 
di creare un vero e proprio processo decisionale2 . 
3.0.2 Modelli machine leaming 
Al contrario dei metodi euristici, i quali nascono dall'esperienza soggettiva 
maturata da esperti di credit assessment, i modelli machine learning "ap-
prendono" da dati contenuti in campioni opportunamente creati e contenenti 
indici di bilancio di aziende sane ed aziende insolventi; ciò significa che, per 
mezzo di procedure statistiche, tali modelli cercano di verificare ipotesi sul 
potenziale merito creditizio delle società [33]. Essenzialmente tali modelli 
2 La letteratura è piena di pubblicazioni esaustive sulle regole e le applicazioni della 
logica fuzzy; particolarmente importante è [72]. 
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valutano, in base ai dati sui quali vengono allenati3 , se ci si può attendere 
un default quando i valori di certi indicatori siano più alti o più bassi del 
dovuto. 
Spesso questi modelli si basano su di un processo di ottimizzazione della 
funzione di verosimiglianza descritta in appendice B. l. l; tale fase permette la 
selezione dei fattori più rilevanti per l'analisi del merito creditizio e consente 
di determinare quali siano i pesi ottimali con i quali tali fattori intervengono 
nell'analisi. Tali pesi vengono utilizzati per la definizione di un'altra fun-
zione, spesso denominata probability of default (PD), che, come suggerisce il 
nome, fornisce la probabilità che l'azienda analizzata si riveli insolvente in 
un certo periodo temporale. 
Appare chiaro, da quanto descritto, che l'accuratezza dell'analisi con-
dotta con i metodi machine learning dipenda tanto dalla qualità delle pro-
cedure matematiche adottate (scelta della funzione errore e della funzione 
PD, processo di ottimizzazione, ecc.) quanto dalla qualità delle informazioni 
contenute nel campione utilizzato per l'allenamento del modello. 
Proprio la bontà del database a disposizione rappresenta il punto più 
debole di questo tipo di metodologie. Perché un metodo machine learning 
possa essere efficace, infatti, si dovrebbe prestare attenzione ad alcuni aspetti 
(dei quali si è già parlato al paragrafo 2.1): 
l. Il database dovrebbe contenere un numero elevato di osservazioni così 
da poter ritenere statisticamente attendibile ogni tipo di inferenza con-
dotta su di esso. Essendo presenti sul mercato alcune società, come 
già sopra ricordato, che si occupano di collezionare, ripulire e riven-
dere dati di bilancio di aziende operanti su tutto il territorio mondiale, 
questo della numerosità del database sembrerebbe essere un proble-
ma da poco; in realtà è difficile possedere informazioni sullo stato di 
3É prassi comune usare certi termini (prevalentemente di origine anglosassone) in 
questo contesto, che possono apparire strani agli occhi meno esperti e comunque di dif-
ficile interpretazione. Se ne fornisce di seguito una breve descrizione: per "apprendere" 
(da learning) si intende la capacità dei modelli di descrivere un particolare fenomeno dal-
l'osservazione di dati contenuti in un campione; per "allenamento" (da training) si intende 
un processo di minimizzazione di una funzione errore o una funzione di verosimiglianza 
che dipende da alcuni parametri liberi (i pesi) e dagli indici di bilancio. 
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default, come più volte ricordato. Le ECAI, ad esempio, possedendo 
le sole informazioni sul fallimento (e non su incaglio e sofferenza), se 
basassero le loro valutazioni sul risultato ottenuto da un metodo ma-
chine learning, otterrebbero una sottostima della reale probabilità di 
default delle aziende analizzate. Tale risultato sarebbe poco utile (o 
rischioso) per quelle banche che volessero utilizzar lo per il calcolo dei 
coefficienti di ponderazione. 
2. Il database dovrebbe essere rappresentativo dell'intero territorio ital-
iano e di tutte le realtà produttive esistenti in Italia. Questo vincolo 
è facilmente giustificabile: qualora ci si ritrovasse, infatti, a dover val-
utare un'azienda molto diversa per caratteristiche economico finanziare 
da quelle "viste"4 dal modello, lo score (ed il conseguente rating) che 
si otterrebbe non sarebbe attendibile. 
3. La serie storica di dati posseduti dovrebbe essere sufficientemente es-
tesa, così da permettere di studiare le aziende in un periodo temporale 
superiore ad una congiuntura economica. 
Diamo di seguito, senza alcuna pretesa di completezza, una breve de-
scrizione di alcune metodologie che afferiscono a questa categoria: 
analisi discriminante multivariata In generale l'obiettivo dell'analisi dis-
criminante multivariata (MDA) nel contesto del credit assessment è 
di distinguere tra creditori solventi ed insolventi il più accuratamente 
possibile usando una funzione che contenga diversi fattori indipenden-
ti utili alla valutazione del merito creditizio. Un particolare caso di 
MDA è la analisi discriminante lineare: introdotta per la prima volta 
dal prof. Altman nel 1968 [1] per l'analisi delle aziende americane, 
consiste nella somma ponderata di una combinazione di indicatori tale 
per cui, fissato un punto di cut-off così come indicato in figura 2.1 di 
pagina 131, le due distribuzioni (quella delle aziende sane e quella delle 
aziende insolventi) risultino separate il più possibile. 
Ipotesi che sta alla base dell'implementazione dei modelli MDA è che 
4 0vvero quelle aziende sulle quali il modello è stato allenato. 
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la relazione tra "livello di bontà" di una azienda e valori delle variabili 
esplicative sia monot6na. 
modelli di regressione Generalmente in questa categoria si inseriscono 
i modelli logit e probit: i tratti che caratterizzano questi modelli, 
sostanzialmente identici, possono essere così riassunti: regredendo una 
funzione non lineare degli indici di bilancio sulla variabile risposta di 
natura dicotomica 0/1 (non default/default), forniscono la probabil-
ità condizionale che una determinata impresa si venga a trovare nella 
classe delle imprese insolventi; la probabilità è condizionata alla realiz-. 
zazione delle sue variabili, ovvero degli indicatori economico-finanziari. 
Se la distribuzione di probabilità è logistica la funzione si dirà logit, se 
viceversa sarà normale il modello è denominato probit ([4] e [67]). 
Anche per i modelli di regressione si ipotizza che possa ritenersi monot6-
na la relazione che intercorre tra la probabilità di default e i valori delle 
variabili esplicative. 
reti neurali Con tale termine si suole indicare una ampia famiglia di tec-
niche machine leaming; il termine neuml network ha origine come 
modello matematico di quello che in passato si riteneva essere il mec-
canismo di funzionamento del cervello animale [59]. Una rete neurale è 
sostanzialmente uno schema di regressione non lineare a due o più stadi 
così costituito: vi sono strati di neuroni che, essendo collegati tra loro 
da ideali bottoni sinaptici, mettono in relazione le variabili di input 
con quelle di output. Ma cos'è un neurone? Si pensi ad esso semplice-
mente come ad una funzione matematica (detta funzione primitiva) 
delle variabili esplicative. Il processo di allenamento della rete neurale 
consiste nel trovare i coefficienti delle funzioni di rete (generalmente 
delle sigmoidi) che legano tra loro i neuroni (e quindi esprimono le re-
lazioni che intercorrono tra le variabili di input a quelle di output) per 
mezzo di una minimizzazione di una funzione obiettivo espressa spesso 
dallo scarto quadratico medio tra il valore reale dell'output ed il valore 
calcolato. 
Pur riuscendo a catturare le relazioni non-lineari e non-monot6ne che 
intercorrono tra la PD e le variabili esplicative, tali modelli presentano 
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numerosi inconvenienti: arbitrarietà nella scelta di molti parametri, 
difficoltà di interpretazione dei risultati (spesso vengono indicati come 
black box) e, spesso, scarsa accuratezza. 
support vector machines {SVM) Senza addentrarci troppo nei tecni-
cismi di quello che può essere considerato uno dei metodi di machine 
learning che sta riscuotendo maggior successo nella comunità scientifi-
ca5, si può dire che le SVM sono delle metodologie di clustering la cui 
idea guida è quella di mappare i dati di allenamento in un nuovo spazio 
(detto feature space) nel quale sia facile individuare degli iperpiani che 
separino opportunamente i dati [50], [65]. 
Tali algoritmi non solo permettono di catturare la natura non-lineare 
e non-monot6na della probabilità di default, ma permettono di sepa-
rare quasi perfettamente le aziende insolventi da quelle sane; per con-
tro sono di difficile implementazione ed applicabili a dataset limitati, 
essendo la loro complessità crescente con il numero di dati di input 
[37]. 
maximum expected utility (MEU) A differenza degli altri modelli di 
machine learning che, come abbiamo visto, pur usando un ottimo mod-
ello numerico per affrontare il problema in esame soffrono del fatto di 
non originare da considerazioni di natura finanziaria, il modello MEU 
(Maximum Expected Utility), sviluppato dagli analisti di Standard 
& Poor's ([17], [31], [32], [69], [78]), coniuga un complesso modello 
matematico ad una interpretazione economico- finanziaria del risulta-
to che si vuole ottenere: l'idea base della metodologia, infatti, è cercare 
una misura di probabilità di default massimizzando la funzione utilità 
di un ipotetico investitore. Come un giocatore che dovesse scommettere 
su una corsa di cavalli farebbe le sue puntate in modo tale da massimiz-
zare la vincita, così si ipotizza che un investitore dovrebbe scegliere la 
strategia di investimento migliore ovvero quella che massimizzi la pro-
5
"· • • principled and very powerfu.l method that in the few years since its introduction 
has already outperformed most other systems in a wide variety of applications" si legge in 
Cristianni, N. and Shawe-Taylor, J., 2000, An Introduction to Support Vector Machines 
and Other Kernel-based Learning Methods, Cambridge University Press, Cambridge, UK. 
CAPITOLO 3. MODELLI CLASSICI DI CREDIT SCORING 50 
pria utilità rispetto ad un modello in cui crede. L'approccio MEU, 
quindi, consiste nel ricercare asintoticamente questo risultato selezio-
nando di volta in volta il modello che massimizza la funzione utilità 
sui dati non noti o sconosciuti. L'aspetto interessante della metodolo-
gia è che la massimizzazione della qualità del modello numerico non è 
semplicemente mono obiettivo, bensì multi obiettivo: contemporanea-
mente (secondo un approccio di Pareto) si cercherà la consistenza con i 
dati conosciuti (normalmente denominato training set6 ) e con la misura 
di probabilità a cui l'investitore crede prima di conoscere i dati. Il peso 
relativo tra i due obiettivi viene definito da un parametro a definito 
dall'utente. 
3.0.3 Modelli causali 
I modelli causali, pur usano algoritmi matematici complessi e sofisticati, 
giungono alla valutazione del merito creditizio delle aziende analizzate ser-
vendosi di note teorie di finanza; ciò significa che, per lo sviluppo di tali 
modelli, non si passa attraverso l'analisi e la "comprensione" di un training 
set di dati. 
Poiché i modelli causali pervengono alla valutazione del rischio di cred-
ito basandosi su di un modello teorico aziendale e servendosi solo di alcuni 
parametri di input esclusivamente quantitativi e, tra l'altro, senza avere al-
cuna possibilità di utilizzare informazioni qualitative, la loro applicazione 
può ritenersi utile ed esaustiva solo in alcuni segmenti e campi di indagine 
come, ad esempio, l'analisi di large corpomte customers. 
Diamo di seguito, senza alcuna pretesa di completezza, una breve de-
scrizione di alcune metodologie che afferiscono a questa categoria: 
option pricing models Il pioniere di questo tipo di modelli fu Merton; 
6 Per evitare problemi di overfitting è buona norma, qualsiasi sia il modello di machine 
learning che si voglia utilizzare, dividere il dataset in due parti in modo tale da poter 
allenare il modello su una (in sample) e testarlo sull'altra (out of sample). Generalmente 
si utilizza 1'80% del campione (selezionato in modo random) per fare il training del modello 
ed il restante 20% per testarlo. É buona norma, prima di poter ritenere concluso il processo 
di definizione del modello, ripetere la procedura (compresa la definizione dei campioni in 
sample e out of sample) una trentina di volte. 
51 
egli pubblicò la sua teoria nel 1974 [44] basandosi sulla teoria del va-
lore delle opzioni, sviluppata originariamente da Black e Scholes nel 
1973 [12]. Come spiegano Berardi et al. [14], mentre altri approcci di 
rischio di credito stimano le attese di default basandosi sui dati storici, 
Merton propone uno schema in cui non si prescinde mai dall'evoluzione 
delle quantità economiche fondamentali (e loro relazioni) che costituis-
cono l'essenza stessa dell'impresa. Così, il valore di ogni componente di 
passività aziendale dipende dalle variabili stocastiche che determinano 
l'evoluzione dell' attivo aziendale, dei tassi d'interesse, dei pagamenti 
(dividendi, cedole, ecc.), e dalla divisione dei diritti sull'azienda nei 
casi di riorganizzazione (es. in caso di bancarotta). Merton parte da 
un modello d'impresa semplificato all'interno del quale osserva interes-
santi analogie tra i titoli societari (di debito e di credito) e le opzioni 
europee, in tal modo fornisce lo schema concettuale per una più comple-
ta e più complessa valutazione dei debiti societari. É un approccio che 
analizza la struttura della società, e per questo è chiamato approccio 
strutturale. Il meccanismo centrale su cui regge è la regola di divisione 
dell'attivo societario tra i due principali titolari di diritti sulla società: 
gli azionisti e i creditori ejo obbligazionisti. L'approccio strutturale 
al rischio di credito (di cui Merton è l'iniziatore) presenta gli evidenti 
vantaggi di considerare e definire l'evento di default all'interno del con-
testo economico aziendale sottostante e di usare la teoria standard di 
option pricing per la valutazione dei titoli di debito e del premio per il 
rischio di credito (default risk spread) ad essi riconosciuto. Sostanzial-
mente si assume che l'azienda si finanzi tramite un prestito ottenuto da 
una banca oppure tramite l'emissione di un'obbligazione. Il default si 
verifica sulla base della seguente condizione: se alla scadenza il valore 
delle attività è insufficiente a rimborsare i creditori, l'azienda fallisce. 
É noto a tutti che KMV, prima di essere acquisita da Moody's, svilup-
pò un proprio modello di analisi dell'insolvenza basato sull'approccio 
strutturale alla Merton; KMV introdusse un nuovo parametro definito 
"distance-to-default" (DD), che costituisce il nuovo criterio di classifi-
cazione delle società. Avvalendosi di un ampio database di fallimenti, 
si è creata una corrispondenza tra ogni classe di DD e la frequenza 
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relativa di fallimenti che la caratterizza (EDF ossia "Expected Default 
Jilrequency"). Tale metodologia ha manifestato una grande reattività 
alle condizioni che causano variazioni della probabilità di default. 
cash flow simulation models Brevemente, tali modelli possono essere de-
scritti come una variazione degli option pricing models nei quali il valo-
re economico della società viene calcolato sulla base del cash flow. Più 
precisamente si procede ad una simulazione del valore di un indice come 
{{/i:f-:, ovvero il rapporto tra Free Gas h Flow (dato da EBITDA meno 
il totale degli investimenti) e il costo ponderato del capitale (WCC) 
(ponderato tra capitale proprio e debiti finanziari), basandosi sulla 
storia degli ultimi cinque anni dell'azienda. La simulazione fornisce i 
FCF futuri e il loro valore, inserito in diversi scenari macroeconomici, 
fornisce indicazioni sulle future capacità aziendali di creare valore. 
3.0.4 Metodi ibridi 
Nella pratica, i modelli presentati nei paragrafi precedenti vengono solo rara-
mente usati nella loro ''forma pura". É più facile che i modelli euristici 
vengano abbinati ad uno o più modelli machine leaming o causali. Questo 
approccio garantisce che i modelli coprano l'un l'altro le lacune di cui ognuno 
soffre; ad esempio, l'oggettività dei modelli statistici è sicuramente superiore 
a quella dei modelli che nascono dall'esperienza; d'altra parte però, i modelli 
statistici possono trattare solo un limitato numero di variabili e difficilmente 
permettono di includere fattori qualitativi. Per non parlare del fatto che 
i modelli machine leaming difficilmente riescono ad interpretare corretta-
mente lo stato di salute dell'azienda alla luce dei dati trattati (a meno di 
possedere database estremamente estesi): in questo caso un analista esperto 
potrebbe correggere le previsioni intervenendo col proprio knowhow. Aspetto 
da non trascurare poi, è che il rating derivante o corretto dai modelli euristici 
ha il doppio vantaggio di essere maggiormente comprensibile sia dall'analista 
che dal debitore che riceve la valutazione. 
Esempio autorevole di approccio ibrido è il modello implementato ed uti-
lizzato dalla Deutsche Bundesbank: esso si compone di una prima parte di 
analisi discriminante applicata a particolari settori produttivi e di una secon-
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da parte, usando la logica sfumata, di produzione di un rating correggendo 
i risultati numerici con informazioni qualitative [24]. 
3.0.5 Pro e Contro 
Concludendo, chi volesse costruire o dotarsi di un sistema di credit scoring 
dovrebbe tenere in considerazione che ogni modello presenta pro e contro. 
Mantenendo soprattutto un occhio alla valutazione delle piccole e medie im-




• Facilmente spiega bili ed inter- • La loro efficacia dipende dall'es-
pretabili. perienza di chi li implementa. 
• Permettono di trattare fattori • Richiedono maggiore attenzione 
qualitativi. nel processo di validazione 




• Individuano automaticamente le • Richiedono un database molto 
relazioni non lineari che intercor- ampio. 
rono tra le variabili. 
Richiedono precise informazioni • 
• Sono maggiormente oggettivi. sullo stato di default. 
• Più il modello è complesso meno 
facile è interpretare i risultati. 
• Impongono a priori una funzione 
della PD. 
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Metodi causali 
Pro Contro 
• Si basano esclusivamente su note • Sono applicabili solo allo studio 
teorie finanziarie. delle grandi imprese. 
• Sono molto accurati. • Non permettono di trattare dati 
qualitativi. 
A questo punto una domanda ovvia nasce spontanea: quale strada seguire? 
La risposta dipende da molti fattori ma soprattutto da chi sarà il soggetto 
che condurrà l'analisi. Distinguiamo i seguenti casi: 
ECAI Le External Credit Assessment Institutions nonostante siano disposte 
a investire fortemente per l'acquisto di banche dati importanti e si pos-
sano dotare dei migliori modelli di analisi del merito creditizio, avranno 
sempre un "handicap": l'impossibilità di accedere alla Centrale Rischi. 
Come più volte ribadito, la definizione di default che le ECAI pos-
sono utilizzare sarà sempre parziale: per l'ECAI default equivale al 
solo fallimento (e alle procedure concorsuali). Appare chiaro dunque 
che, se tali istituti utilizzassero dei modelli machine learning per la 
definizione del rating, otterrebbero delle stime della probabilità di de-
fault completamente sbagliate. Essendo i modelli causali applicabili 
solo alle grandi aziende quotate, non rimane altra via percorribile che 
quella dell'impiego di modelli euristici. 
piccole e medie banche La realtà delle piccole e medie banche è estrema-
mente complicata: pur potendo accedere ai rapporti di Centrale Rischi 
ed avere a disposizione l' "andamentale", spesso non dispongono di un 
ampio database di creditori: infatti o è rappresentativo solo di alcune 
regioni, o di alcune realtà produttive o non è storicamente profondo. 
Inoltre, secondo l'esperienza di chi scrive, i gestori dei crediti nelle 
piccole banche deficitano di un opportuno background quantitativo e 
quindi non sanno come implementare e gestire un modello complesso di 
credit scoring. Necessariamente quindi le piccole e medie banche, sem-
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pre secondo il parere dell'autore, dovrebbero affidare le proprie analisi 
direttamente a istituti esterni di studio del credito o, a fronte di im-
portanti investimenti, richiederne la consulenza per costruire il proprio 
processo di assegnazione del rating (approccio IRB). 
grandi banche I grandi istituiti di credito, operanti ormai a livello europeo 
o mondiale (si pensi ad esempio ad Unicredit o al gruppo San Paolo 
- Intesa), dispongono dei mezzi necessari per dotarsi sia di una base 
dati ampia sotto ogni aspetto (numerosità, rappresentatività, ampiezza 
temporale) che di esperti matematici in grado di creare e gestire un 
modello numerico complesso e predittivo. La scelta quindi ricadrebbe 
su di un metodo machine learning; potendo sfruttare inoltre i rapporti 
di Centrale Rischi, sarebbe in grado di determinare con esattezza la 
probabilità di default di ogni creditore. 
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Capitolo 4 
Il modello MCCR 
Il nucleo della conoscenza è 
questo: se la possiedi, applicala; 




Abbiamo appreso nel capitolo precedente che solo i modelli ibridi per-
mettono di superare i limiti delle tradizionali metodologie di credit scoring: 
avvalendosi di diversi contributi, infatti, permettono di definire adeguata-
mente la likelihood of default delle aziende analizzate pur disponendo di in-
formazioni parziali; ciò avviene utilizzando contemporaneamente e coerente-
mente sia la "conoscenza" degli analisti sia dati quantitativi e qualitativi, il 
tutto processato con metodi raffinati di data mining. MCCR [15] si avvale 
di tutte queste caratteristiche e quindi può essere considerato un modello 
ibrido; più precisamente, come vedremo, è un modello esperto (quindi eu-
ristico) che si avvale di moderne tecniche di data mining (e quindi machine 
learning). Per le sue caratteristiche è impiegabile sia dalle ECAI sia dalle 
banche (soprattutto quelle medio-piccole). 
Per rendere maggiormente chiaro il processo di valutazione del merito 
creditizio prodotta da MCCR e che lo rende un metodo unico nel suo genere, 
faremo riferimento alla figura 4.1. 
Senza entrare nei dettagli (che verranno ampiamente discussi nei para-
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Figuro 4.1 : Il process fiow di MCCR. 
grafi successivi) si può riassumere che le fasi che caratterizzano MCCR sono 
sostanzialmente quattro: 
l. il database viene "sezionato" in 37 settori contenenti aziende simili per 
caratteristiche economico-finanziarie; 
2. su ogni settore viene condotta una profonda analisi dei dati in seguito 
alla quale l'analista acquisisce un visione completa delle caratteristiche 
che dovrebbero discriminare le aziende sane da quelle rischiose; il livello 
di conoscenza raggiunto è tale da permettere di associare al valore di 
ogni indice un giudizio sul "grado di bontà"; 
3. con una tecnica denominata MCDM si raccoglie tutte le informazioni 
raccolte e le si sintetizza in un giudizio finale sullo stato di salute 
dell'azienda; 
4. rivedendo i risultati si comprende se l'analisi compiuta è coerente o se 
è necessario rielaborare la fase 2. 
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4.1 Settorializzazione 
Prima di vedere in dettaglio gli elementi che compongono il modello MCCR, 
c'è da fare una considerazione. Diversi studi dimostrano che modelli di pre-
visione del merito creditizio che tengano conto delle peculiarità di ogni set-
tore sono più performanti di quelli creati per l'intero paese ( countrywide) 
(69]. Ecco perché si rende necessaria una suddivisione delle società: ogni 
settore produttivo presenta, infatti, delle proprie peculiarità che lo contrad-
distinguono da altre attività produttive; inoltre ciò che potrebbe risultare 
fisiologico per una società che operi in un particolare settore potrebbe rapp-
resentare un potenziale stato patologico per una società che appartenga ad 
un altro settore. 
Anche MCCR è stato sviluppato così che potesse cogliere le caratteris-
tiche peculiari di ogni società. Per individuare quali fossero i gruppi nei quali 
dividere l'intera popolazione delle aziende, si è proceduto come indicato in 
(69]: 
l. le imprese sono state divise secondo il codice di attività economica 
esercitata (ATECO 2002, si veda l'Appendice C). In particolare è sta-
to preso in considerazione il secondo livello della struttura dei codici 
A TECO, ossia i codici di "divisione" contraddistinti da due cifre (o dig-
it). Così facendo si è ottenuto un numero elevato (58) di micro-settori, 
permettendo all'analisi di scendere a un elevato livello di dettaglio; 
2. per ogni micro-settore individuato, sono stati calcolati i valori medi 
degli indicatori elencati in tabella 4.1 ovvero quelli presenti nel "lato 
sinistro" dello stato patrimoniale dell'attivo; si è ritenuto, infatti, che 
tali indicatori potessero descrivere al meglio la realtà operativa di ogni 
attività economica; 
3. producendo un particolare studio detto di "clustering gerarchico" (per 
dettagli si veda il successivo paragrafo 4.1.1), sono stati accorpati quei 
micro-settori che possono essere ritenuti simili da un punto di vista 
numerico, usando i valori medi di cui sopra. Si tratta di un'analisi 
multidimensionale e quindi accurata in quanto considera contempo-
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raneamente diversi aspetti ( micro-settori saranno ritenuti simili solo se 
lo saranno sotto ogni punto di vista). 
Tabella 4.1 Elenco indicatori per lo studio della cluster analysis 
DENOMINAZIONE CALCOLO INDICE CATEGORIA 
INDICE 
ROI Utile operating l Attività totali Equilibrio economico 
ROS Utile operating l Fatturato Equilibrio economico 
Indice di rotazione degli Fatturato l Totale attività Equilibrio economico 
investimenti 
Current ratio Disponibilità l Esigibilità Equilibrio patrimoniale 
Quick ratio Disponibilità finanziarie l Esigibilità Equilibrio patrimoniale 
Rapporto delle immobiliz- Totale imm.ni immateriali nette l Struttura 
zazioni immateriali Attività totali 
Rapporto delle immobiliz- Totale imm.ni materiali nette l Attiv- Struttura 
zazioni materiali ità totali 
Rapporto delle immobiliz- Totale imm.ni finanziarie nette l Struttura 
zazioni finanziarie Attività totali 
Rapporto attività disponi- Totale attività disponibili realizzabili l Struttura 
bili realizzabili Attività totali 
Rapporto attività disponi- Totale attività disponibili realizzabili Struttura 
bili realizzabili operative operative l Attività totali 
Rapporto crediti non oper- Totale crediti non operativi l Attività Struttura 
ati vi totali 
Rapporto liquidità Totale liquidità l Attività totali Struttura 
Revisionando e validando dal punto di vista finanziario quanto è stato 
ottenuto numericamente, è stato possibile definire 37 settori che contengano 
imprese simili tra loro non per attività produttiva ma per caratteristiche 
economico-finanziarie. 
4.1.1 Il clustering 
Il clustering o analisi dei cluster o analisi di raggruppamento è una tecnica di 
analisi multivariata dei dati volta alla selezione e raggruppamento di elementi 
omogenei in un insieme di dati. Tutte le tecniche di clustering si basano sul 
concetto di distanza tra due elementi. Infatti la bontà delle analisi ottenute 
dagli algoritmi di clustering dipende essenzialmente da quanto è significativa 
la metrica e quindi da come è stata definita la distanza. La distanza è un 
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concetto fondamentale dato che gli algoritmi di clustering raggruppano gli 
elementi a seconda della stessa e quindi l'appartenenza o meno ad un insieme 
dipende da quanto l'elemento preso in esame è distante dall'insieme. Secondo 
la metodologia del "clustering gerarchico" inizialmente si considerano tutti gli 
elementi raggruppati in un unico cluster e poi l'algoritmo inizia a dividerlo 
in tanti cluster di dimensioni inferiori. Il criterio che guida la divisione è 
sempre quello di cercare di ottenere elementi omogenei. L'algoritmo procede 
fino a che non ha raggiunto un numero prefissato di cluster. 
Si suole riassumere le analisi ottenute con l'analisi cluster in un dendro-
gramma (Figura 4.2): esso è costruito in modo tale che l'altezza del segmento 
che collega due ramificazioni successi ve sullo stesso ramo sia proporzionale 





Figura 4.2: Dendrogramma dell'analisi cluster. 
Nel nostro caso specifico, i valori medi dei ratios delle aziende contenute 
nei settori ATECO sono stati normalizzati a media zero e varianza uno, è 
stata calcolata la distanza tra ogni record secondo la regola della norma 
euclidea, i dati sono stati aggregati col metodo di Ward; tale metodo e' 
diretto alla minimizzazione della varianza all'interno dei gruppi. Ad ogni 
passo questo algoritmo tende ad ottimizzare la partizione ottenuta tramite 
l'aggregazione di due elementi. Una partizione si considera tanto migliore 
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quanto più le classi risultano omogenee alloro interno e differenti l'una dal-
l'altra. In altri termini, quanto più è elevata la varianza tra le classi, e bassa 
la varianza interna {alle classi). 
4.2 L'approccio fuzzy 
Come già detto e come mostrato nel process flow di MCCR, l'intero database 
delle aziende italiane {del quale abbiamo parlato al paragrafo 2.1) è stato stu-
diato e "sezionato" in 37 settori contenenti imprese simili per caratteristiche 
economico-finanziarie. Su ogni settore sono state applicate tutte le indagini 
statistiche e tutte le tecniche di data mining descritte al capitolo 2. Più 
precisamente questi studi, per ogni settore, hanno permesso di definire: 
l. la capacità discriminante di ogni indice (con l'analisi t-Student, l'indice 
di Gini, le Default Frequencies, ecc.); 
2. il set di indici da utilizzare per lo studio del settore (passando attraver-
so l'analisi di correlazione e la scheda riassuntiva della predittività degli 
indici). 
L'aver utilizzato, inoltre, metodi di analisi descrittivi e altamente non 
lineari come le Self Organizing Maps, ha consentito di ricavare importanti 
informazioni quali i valori "critici" degli indici. Con valore "critico" si in-
tende che un indice assume un valore particolarmente esplicativo; rendiamo 
più chiaro il significato di tale termine con un esempio: trattando il caso 
presentato in figura 2.7, avevamo detto che, osservando l'indice di Capital-
izzazione, se il valore era superiore a 0.35 allora era possibile che l'azienda 
non fallisse; viceversa, se il valore era negativo allora era molto facile che 
si realizzasse il default. I valori O e 0.35 possono essere considerati "critici" 
ovvero discriminanti. 
Le stesse Default Frequencies poi, associate all'analisi delle distribuzioni 
di aziende sane e fallite, permettono di individuare e determinare i valori (o 
i range di valori) per i quali si registra il maggior numero di fallimenti (e 
viceversa); e le analisi confermano sempre quanto osservato con le SOM. 
Unendo tutte le evidenze scaturite dalle tecniche di data mining e inter-
pretandole alla luce del significato economico-finanziario che ogni indicatore 
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in sé include 1 , è stato possibile maturare, quindi, una visione abbastanza 
completa di quale sia il "livello di bontà" di ogni azienda in base ai valori dei 
suoi indici. 
Per sfruttare al meglio le informazioni raccolte, si è deciso di non uti-
lizzare gli indici di bilancio come tali ma di sostituirli con un valore che 
fosse proporzionale al loro grado di adeguatezza. Ciò è stato fatto seguendo 
l'approccio che Achille Messac usò nel1996 teorizzando la physical optimiza-
tion; egli propose di trasformare opportunamente ogni variabile in gioco 
sfruttando le conoscenze dell'analista. Messac descrisse il concetto attraver-
so questo esempio: "the decision maker has substantive knowledge and often 
clear objectives, regarding aspects of the problem at hand, that can be artic-
ulated in physically meaningful terms (e.g. a Return On Investment of 10% 
is desirable; 8%, tolerable; and 5%, unacceptable}"; in breve la tecnica adot-
tata consiste in una riformulazione fuzzy del problema. Per fuzzy si intende 
una particolare formulazione matematica di una metodologia problem solving 
che coinvolge variabili linguistiche. Per comprendere meglio il concetto ci si 
riferisca all'esempio riportato in figura 4.3: ognuno di noi sarebbe in grado 
di indicare quando una temperatura (variabile linguistica) sia alta e quan-
do altissima (valori linguistici); ovviamente il passaggio da alta ad altissima 
sarebbe graduale e le stesse definizioni di alta e altissima dipenderebbero sia 
dalla sensibilità che dall'esperienza di ognuno e potrebbero variare da per-
sona a persona. L'approccio fuzzy non solo permette di modellizzare tutti 
questi gradi di incertezza ma permette di trasformare un qualsiasi dato di 
input (es: la temperatura) in un dato di output funzione della sensibilità del 
decision maker. 
Appare chiaro allora come sia stato possibile associare ad un indicatore, 
ad esempio il ROI (riprendendo l'esempio di Messac), nostra variabile lin-
guistica, degli stati di "bontà" o "criticità", valori linguistici. Ne consegue che 
ogni indicatore (per ogni settore) è stato "trasformato" applicando quella che 
è stata chiamata ''funzione di penalità" (all'origine dell'idea di adottare una 
penalty function sta un altro lavoro di Messac [46]); la funzione penalità è 
1 Ad esempio, come in precedenza osservato, è ovvio che un valore negativo dell'indice 
di capitalizzazione possa essere ritenuto critico in quanto ciò si verifica quando i debiti 
verso terzi superano tutte le attività aziendali. 
CAPITOLO 4. IL MODELLO MCCR 
l l VARIABILE Temperatura -4 ·- LINGUISTICA 
//l\~ 
. . .-.,. ~ . . • VALORI ---~' \C9 sslma (~E~~ albss.lma LINGUISTCI 
}1 l l l REGOLA t + t 'f ,.._ SEMANTICA 
1 
o 10 20 30 




Figura 4. 3 : Esempio di fuzzyficazione di una variabile. 
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stata costruita in modo tale che il suo valore sia decrescente con la bontà 
del valore dell'indice (praticamente è come dire: "ad un valore ottimo asso-
cio una penalità nulla e viceversa ad un valore pessimo associo la penalità 
massima"). Ne consegue che per ogni ratio è stato possibile definire una 
trasformata simile a quella di figura 4.4 che ritrae la penalty function del 
ROI per un settore. 
Rimangono da fare alcune importanti osservazioni sulle trasformate fuzzy 
e sulle conseguenze che ne derivano dalla loro adozione. Innanzitutto c'è da 
discutere sulla validità delle trasformazioni apportate: si potrebbe contestare 
infatti, che, come nel caso della temperatura la percezione di "bassa" o "alta" 
sia strettamente legata all'esperienza di ciascuno, così la definizione di stato 
''pericoloso" o "critico" potrebbe essere poco oggettiva. Questa affermazione 
sarebbe vera se ci si fosse basati esclusivamente sull'esperienza (strada che 
consiglia Messac parlando di "only expert judgements"); in realtà ogni valore 
delle penalty function è giustificato contemporaneamente dall'analisi dati, 
dalla teoria della finanza e, ovviamente, dall'esperienza stessa. Inoltre l'ap-
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Figura 4-4 Esempio di penalty function di una variabile (ROI) tratto da 
{15]. 
poco netta la separazione tra valori "buoni" e "cattivi". C'è da notare poi 
che, al contrario, il metodo proposto è adottabile soprattutto in assenza di 
un database esaustivo e in mancanza di informazioni complete sui fallimenti 
(situazione tipica delle ECAI e delle piccole e medie banche). 
É facile intuire inoltre che l'approccio fuzzy, flessibile e robusto, consente 
di trattare e modellizzare qualsiasi aspetto concernente l'analisi aziendale, 
sia esso quantitativo o qualitativo; si pensi, ad esempio, alla valutazione 
del management: sia esso capace o incompetente, sufficientemente idoneo 
o inadeguato, sarà sempre possibile associare ad ogni stato un valore nu-
merico funzione del grado di virtù o inefficienza. Nonostante questi aspetti 
non vengano rimarcati in questa tesi, essi rappresentano un complemento 
importante delle caratteristiche di MCCR: la reale integrazione di aspetti 
qualitativi e quantitativi, la loro contestuale valutazione in un indice di bon-
tà sintetico ed unico, potranno ritrarre, secondo l'opinione di chi scrive, un 
importante nuova fase di sviluppo dei metodi di credit scoring. 
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Ritornando alle caratteristiche metodologiche, non sarà sfuggito al let-
tore che la trasformata dell'indice è un valore compreso tra O e 1.8 (come si 
può osservare dalla figura 4.4); ciò è facilmente spiegabile: nella creazione 
delle penalty function, anziché associare ad ogni intervallo individuato da 
due punti "critici" un valore linguistico tipo "buono" o "cattivo", si è prefer-
ito associare la classe di rating equivalente. Facciamo un esempio: si può 
notare che solamente poche aziende (tutte solvibili) raggiungono dei livelli 
di Capitalizzazione prossimi all'unità: se dipendesse da questa sola variabile 
tali aziende dovrebbero finire nelle classi più alte di rating (dalla A in su). 
Viceversa nel caso di valori inferiori allo zero, il che equivale a parlare di 
aziende che stanno erodendo il proprio capitale sociale, si ha a che fare con 
realtà pericolose; dipendesse da solo questo fattore tali aziende dovrebbero 
''finire" nelle classi da CCC- in giù. Ecco quindi che per la definizione delle 
penalty functions ci si è riferiti alla tabella 4.2; si spiega quindi perché i valori 
delle trasformate siano compresi tra O e 1.8: 18 infatti solo le classi di rating 
adottate2 . 
Tabella 4.2: Range delle trasformate fuzzy. 
Rating Fuzzy Range Rating Fuzzy Range 
AAA 0.0 - 0.1 B+ 0.9- 1.0 
AA 0.1 - 0.2 B 1.0 - 1.1 
A 0.2 - 0.3 B- 1.1- 1.2 
BBB+ 0.3- 0.4 CCC+ 1.2 - 1.3 
BBB 0.4- 0.5 ccc 1.3- 1.4 
BBB- 0.5 - 0.6 CCC- 1.4- 1.5 
BB+ 0.6 - 0.7 cc 1.5- 1.6 
BB 0.7- 0.8 c 1.6- 1.7 
BB- 0.8 - 0.9 D 1.7- 1.8 
2llimane da precisare che delle funzioni non sono stati definiti tutti i punti: fissate 
infatti le penalità da imporre in corrispondenza dei punti critici individuati, si è ritenuto 
sufficiente interpolare linearmente nelle zone intermedie. 
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Riprendendo dunque il process ftow disegnato in figura 4.1, in seguito 
al processo di data mining ogni variabile ritenuta importante ai fini della 
valutazione è stata trasformata in un valore fuzzy compreso tra O ed 1.8 
funzione del "grado di bontà". Ma come fare per unire tutte le informazioni 
fin'ora raccolte in un unico valore sintetico di rischio? Quali le tecniche da 
adottare? Come garantire la coerenza? A queste e ad altre domande si 
troverà risposta nel prossimo paragrafo. 
4.3 La valutazione di rating 
Passare dall'analisi dei dati ad una valutazione sintetica del rischio d'impresa 
è cosa tutt'altro che facile. Gli argomenti trattati di seguito rappresentano il 
vero core della metodologia MCCR. Il seguente paragrafo sintetizza il lavoro 
congiunto di dottorandi, ricercatori e professori ordinari profuso in quasi 
tre anni. Si preferisce perciò esporre tale lavoro seguendo la cronologia delle 
innovazioni apportate, tutte nate dalla necessità di superare le difficoltà nelle 
quali ci si era trovati. 
4.3.1 I metodi MCDM 
Durante lo sviluppo della metodologia, una volta ottenute tutte le infor-
mazioni rilevanti sullo stato di salute dell'azienda (ovvero i valori degli in-
dici "penalizzati"), si è ricercato in letteratura quale fosse la via migliore da 
seguire per unire il tutto in una valutazione sintetica: il rating. Ciò che 
serviva era uno strumento che permettesse di elaborare tutte le società, val-
utando in modo coerente tutti i contributi apportati dai vari valori fuzzy, e 
aiutasse a capire non solo quale impresa fosse migliore delle altre ma anche 
perché. La scelta è ricaduta sui metodi MCDM (Multi Criteria Decision 
Making). 
Sotto il nome di metodi MCDM (ampiamente presentati e spiegati in Ap-
pendice A.l) si raccoglie una ampia serie di strumenti evoluti, sviluppati per 
permettere di risolvere, in modo conforme e complesso, problemi decisionali 
caratterizzati da svariati attributi - spesso contraddittori - tenendo conto di 
essi e del loro grado di importanza. Dagli anni '70 è pratica comune nel 
campo dell'ingegneria e della scienza più in generale, quando ci si ritrova a 
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dover valutare dei casi e quindi attuare delle scelte, fare riferimento a questa 
branca della ricerca operativa (denominata anche decision a id o, in italiano, 
"supporto alle decisioni"). 
Più in particolare per il nostro scopo era interessante valutare l'utiliz-
zo degli "outmnking methods": tali metodi, afferenti sempre alla famiglia 
dell'MCDM, presentano le seguenti caratteristiche comuni: 
• si avvalgono di due input: una "matrice decisionale" (si veda la tabella 
A. l) contenente le aziende da valutare e un vettore dei pesi. La matrice 
non è altro che una tabella che presenta su ogni riga una "alternativa" 
(nel nostro caso una azienda) e nelle colonne gli "attributi" (nel nostro 
caso i valori dei ratio trasformati con le penalty functions); il vettore dei 
pesi (di dimensione pari al numero di colonne della matrice) contiene 
informazioni sull'importanza relativa di un attributo rispetto agli altri 
(si veda il paragrafo A.l.2); 
• come output stillano una classifica basata sull'ordinamento di un valore 
vi (compreso tra zero ed uno e risultato dall'applicazione dell'algorit-
mo) che esprime di ogni società il suo grado di bontà; tali algoritmi, 
infatti, sono tali che, date ad esempio le aziende Ai e Ai caratterizzate 
da un numero k di attributi, calcolati vi e Vj i gradi di bontà, consen-
tendo di affermare che l'azienda Ai sia da preferire all'azienda Ai se e 
solo se vi >vi. 
Per le sopra citate caratteristiche, gli outmnking methods si configuravano 
come migliore strumento per sintetizzare in un unico valore le informazioni 
raccolte e trattate con le tecniche di data mining. Essi infatti: 
l. sono studiati e costruiti per determinare il grado di bontà relativa di 
una alternativa rispetto alle altre; 
2. garantiscono che vengano prese in considerazione e trattate tutte le 
variabili in gioco in modo tale da poter giungere ad un risultato coer-
ente; 
3. richiedono pochi dati di input e presentano pochi parametri da settare: 
quindi sono facilmente utilizzabili; 
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4. sono strumenti estremamente flessibili: il numero e la qualità degli 
input infatti può variare senza compromettere la qualità dell'analisi. 
Tra i metodi outranking i più famosi sono sicuramente quelli provenienti 
dalla scuola francese: fu Bernard Roy il primo infatti ad inaugurare la strada 
con i suoi metodi ELECTRE [61]; per MCCR, invece, è stato scelto CO-
DASID [77]: algoritmo che rappresenta lo stato dell'arte delle metodologie 
di supporto alle decisioni (si veda il paragrafo A.l.3.4 per i dettagli). 
Tali metodi però, nonostante si dimostrassero estremamente utili ed ef-
ficaci, soffrivano di una grave lacuna: la ripetibilità delle valutazioni. Gli 
outranking methods infatti, come più sopra ricordato, nascono per aiutare 
a comprendere quale sia il soggetto migliore o l'azione da preferire tra un 
set finito di alternative: ogni risultato ottenuto con queste metodologie, 
dunque, è valido solo nel contesto dal quale è stato ricavato. Per spiegare 
meglio questo problema si pensi ad una azienda i-esima che, una volta stu-
diata, ottenesse vi = 0.8; tale risultato ci direbbe solamente che tale azienda 
sarebbe da ritenersi peggiore di una azienda j-esima contenuta nella stessa 
tabella e con v1 > 0.8 e migliore di una azienda k-esima (anch'essa contenu-
ta nella stessa tabella) con vk < 0.8. Il risultato sarebbe quindi parziale e 
dipendente dal dataset di analisi utilizzato. Tale difetto accomuna i metodi 
di supporto alle decisioni ai metodi machine leaming nei quali il risultato 
dipende dall'ampiezza del database studiato. Come fare dunque per man-
tenere i vantaggi apportati dagli outranking methods superando questo difet-
to? La soluzione stava nel valutare ogni azienda inserendola all'interno di 
un database che contemplasse l'intero panorama delle possibili alternative. 
Come fare? Con l'introduzione delle "aziende pilota". 
4.3.2 Le aziende pilota 
Come detto sopra, solo garantendo che ogni impresa fosse paragonata ad ogni 
altra azienda ipotizzabile, presente o futura, sarebbe stato possibile contin-
uare ad usare i metodi MCDM prescelti e ottenere contemporaneamente dei 
risultati invarianti nel tempo. A tal fine, in accordo con le definizioni di 
penalty function sopra descritte, sono state definite 18 aziende pilota costru-
ite ad hoc affinché potessero abbracciare tutti i valori assumibili dalle pe-
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nalizzazioni. Tali aziende sono anche caratteristiche di ogni classe di rating 
tecnico3 . 
Processando ogni singola impresa con le pilota si ottiene una coerente ed 
invariante valutazione della classe di appartenenza della stessa: si produce 
quindi quella che in letteratura viene chiamata "Multicriteria Classification" 
(si veda [79], [81]). C'è da notare, infatti, che con la valutazione del grado 
di bontà si ottiene contemporaneamente la classe di rating di appartenenza 
della società studiata. Si pensi ad esempio alla società Ai confrontata con le 
aziende pilota Pr (con r = AAA, · · · , D); essendo ogni pilota rappresentativa 
di una classe di rating, se dall'analisi risulta che vpBBB+ <vi < vpBBB allora 
l'azienda i-esima apparterrà alla classe BBB. 
4.3.3 Il vettore dei pesi 
Come detto più sopra, gli unici due input di cui necessitano gli outronking 
methods sono una matrice di dati ed un vettore dei pesi; abbiamo già appreso 
che come matrice di dati si possono utilizzare la i-esima azienda caratteriz-
zata dai k valori degli indici penalizzati unita alle 18 aziende pilota. Rimane 
da capire come definire i pesi. 
Il vettore dei pesi ricopre un ruolo determinate: ha il compito di quan-
tificare l'importanza relativa di un attributo rispetto all'altro e quindi, nel 
nostro caso, l'influenza di un aspetto (ratio) rispetto agli altri nel particolare 
contesto considerato (settore economico). Esistono svariate tecniche di at-
tribuzione dei pesi (si veda il paragrafo A.l.2); siano esse dirette (attribuzione 
di un voto) o indirette (desunzione del peso da dei confronti binari) tutte 
garantiscono obiettività. Il più famoso (e quindi di comprovata utilità) e il 
3Su questi punti bisogna fare una precisazione: per come sono costruiti gli outranking 
methods una volta "penalizzati" i k valori degli indici di una azienda A, essi sono compresi 
in un range che va da 0.0 a 1.8; definite quindi per il paragone due aziende ''fittizie" F 
definite l'una come 1.8· {l} e l'altra come 0.0· {l}, dove {l} rappresenta un vettore di uno 
di rango k, questo accorgimento sarebbe sufficiente a garantire che la valutazione del grado 
di bontà sia invariante in quanto non sarebbe possibile trovare una azienda "peggiore" o 
"migliore" di quelle fittizie. Definendo inoltre Fc = 0.1 · {1}, Fcc = 0.2 · {l} e cosl via, 
si ottengono delle aziende ''fittizie" intermedie che stanno a cavallo tra le classi di rating e 
quindi ne tracciano i confini. 
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indice COD. 1 indice redd. 1 l indice lev. 1 indice strut. 1 
indice cop. 2 indice redd. 2 !indice lev. 2 indice strut. 2 
indice cop. 3 indice redd. 3 indice strut. 3 
indice COD. 4 indice strut. 4 
indice coD. 5 
Figura 4. 5 : Esempio di struttura gerarchica per la valutazione dei pesi. 
metodo AHP sviluppato da Thomas Lorie Saaty verso la fine degli anni 70; 
questo è il metodo che è stato implementato ed utilizzato. 
Tralasciandone la descrizione della metodologia e dell'algoritmo di risoluzione 
(che si trova a pagina l 09), rimane da dire che il primo passo del metodo 
comporta la costruzione della "gerarchia di dominanza". Una gerarchia di 
dominanza è una struttura reticolare costituita da due o più livelli. D pri-
mo livello contiene l'obiettivo generale della valutazione o goal. Il secondo 
livello contiene gli obiettivi che specificano contenuti e significati del goal. 
Ciascuno di questi può essere suddiviso a sua volta in obiettivi più specifici 
(terzo livello), e così di seguito. Thtti gli elementi subordinati allo stesso 
elemento della gerarchia vengono confrontati a coppie tra loro. Gli elementi 
di ciascuna coppia vengono comparati al fine di stabilire quale di essi è più 
importante in rapporto all'elemento sovraordinato e in quale misura. 
Ma perché usare proprio una struttura gerarchica? Per facilità di schema-
tizzazione dell'importanza dei vari fattori che contribuiscono alla definizione 
del problema si è preferito procedere come indicato in figura 4.5 ovvero è 
stata stabilità una gerarchia tra le macro-classi contenenti indici di coper-
tura, indici di redditività, indici di leva finanziaria e di struttura; una volta 
compresa quale fosse l'importanza relativa di un aspetto rispetto gli altri, si 
è proceduto ad analizzare gli indicatori contenuti in ogni macro-classe. 
Di seguito viene riportato un esempio di matrici di comparazione binaria 
per un particolare settore; ovviamente le matrici sono triangolari in quanto 
si considera che una relazione di reciprocità scaturisca dalla necessità di 
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garantire la simmetria dei giudizi di importanza. Per la definizione degli 
indici si consulti l'Appendice D. 
Tabella 4.3: Esempio di struttura gerarchica per la determinazione dei pesi. 
Settore xy copertura redditività leverage struttura 
copertura l 
reddittività 1/2 l 
leverage 5 8 l 
struttura 1/2 l 1/8 l 
Tabella 4-4 : Esempio di determinazione pesi - Indicatori di copertura 
indicatori Copertura_ Copertura_ Copertura_ 
coperture in t 2 in t 6 in t lOB - - -
Copertura_ int _ 2 l 
Copertura_ int _ 6 l l 
Copertura_ int _lOB l l l 
Tabella 4.5 : Esempio di determinazione pesi - Indicatori di redditività 
indicatori redditività ROI_pi_diMP Redd 2 ROS l ROS - -
ROI_pi_diMP l 
Redd 2 1/2 l 
ROS l 1/2 l l -
ROS 1/2 l l l 
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Tabella 4.6 : Esempio di determinazione pesi - Indicatori di leverage 
indicatori leverage Solidità _pat_ lbisB DS l Solidità pat 5 - - -
Solidità _pat_ lbisB l 
DS l 2 l -
Solidità _pat_ 5 2 l l 
Tabella 4. 7: Esempio di determinazione pesi- Indicatori di struttura 
indicatori struttura Solidità pat 6 X5 - -
Solidità _pat_ 6 l 
X5 1/2 l 
Il vettore dei pesi risultante da questa analisi è raffigurato in tabella 4.8: 
Tabella 4.8 : Vettore dei pesi finale. 
Copertura_ int _ 2 0.05105 
Copertura_ int _ 6 0.05105 
Copertura_int_lOB 0.05105 
ROI _pi _ diMP 0.032387 
Redd 2 0.016194 -
ROS l 0.016194 
ROS 0.016194 
X5 0.02699 
Solidità _pat _l bisB 0.13698 
DS l 0.27396 
Solidità _pat _ 5 0.27396 
Solidità _pat _ 6 0.053979 
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4.4 Analisi dei risultati 
Come detto in precedenza, per ogni modello di credit scoring che non sia di 
tipo machine learning si richiede di condurre una accurata analisi statisti-
ca dei risultati; questi argomenti saranno discussi ampiamente nel prossimo 
capitolo. In questo paragrafo si vuole porre l'attenzione sull'analisi qualita-
tiva dei risultati. L'assegnazione di un rating, infatti, non può e non deve 
concludersi con la mera considerazione sullo stato di salute dell'azienda ma 
deve consentire all'analista di poter capire la causa-effetto dello stato; solo 
così è possibile consigliare l'imprenditore sulle strategie da perpetrare o even-
tualmente elaborare un piano di riassesto dell'azienda. Il grosso vantaggio di 
MCCR consiste per l'appunto nel non essere una "scatola nera". Si guardi ad 
esempio alla tabella 4.9: per 11 diverse aziende operanti nello stesso settore 
si riportano alcuni indici di bilancio4 e la valutazione di rating prodotta da 
MCCR. Si nota molto chiaramente un degradare delle qualità delle società al 
decrescere della classe di rating (dalla AA alla C); più precisamente decresce 
quasi linearmente ogni rapporto tra i margini creati e gli oneri finanziari, 
aumenta l'indebitamento e diminuisce la redditività. É evidente che aziende 
poco indebitate che riescono a essere redditive e a creare margini godono 
di ottima salute (ad esempio l'az. l); aziende molto sane che creano ottimi 
margini tuttavia non possono essere ritenute a basso rischio se aumenta il 
loro indebitamento (ad es. l'az. 5); società che stanno erodendo il proprio 
capitale, infine, sono sicuramente da ritenersi ai confini del fallimento (ad 
esempio l'az. 11). 
Ovviamente l'analisi qualitativa dei risultati rappresenta una parte fon-
damentale nello sviluppo della metodologia: qualora si riscontrasse qualche 
valutazione anomala o qualche incoerenza il metodo dovrebbe essere control-
lato ed eventualmente rivisto. Questa fase, sicuramente molto dispendiosa 
in termini di tempo, deve essere condotta da personale attento e competente: 
nel caso specifico di MCCR l'accuratezza dei risultati è stata garantita dal 
4Nota: con "Acid Test" si intende il rapporto (Disponibilità - Scorte At-
tive)/(Esigibilità); per "Cash Flow'' si intende il flusso autogenerato di capitale liquido 
prima degli interessi e delle imposte; con "Leverage" si intende il rapporto di leverage 
integrale ovvero (Totale Passivo)/(Totale Patrimonio Netto). 
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controllo continuo e dalla revisione costante operata dagli analisti di Eu-Ra. 
Ecco spiegato dunque anche l'ultimo tassello visto nel process ftow di 
figura 4.1: la fase di validazione spinge a rivedere le analisi condotte e quin-
di a modificare eventualmente il modello alla base ovvero a partire dalla 
definizione delle trasformate fuzzy. 
Tabella 4.9 : Esempi di valutazioni prodotte con MCCR 
ID az. l az. 2 az. 3 az. 4 az. 5 az. 6 az. 7 az. 8 az. 9 az. 10 az.ll 
rating AA AA BEE+ BEE+ BE BE CCC+ CCC+ c c c 
score 0.93 0.92 0.81 0.81 0.59 0.58 0.31 0.31 0.10 0.10 0.07 
EBITDA/Oneri 10.51 17.83 8.80 21.06 34.37 4.43 2.18 2.74 2.31 0.88 -1.45 
Finanziari 
EBIT/Oneri 9.89 12.03 6.71 16.09 26.19 2.03 1.40 1.91 1.50 -0.12 -3.31 
Finanziari 
Cash 47.50 39.05 8.26 24.42 91.73 3.51 2.29 1.49 -4.65 -11.01 -0.21 
Flow/Oneri 
finanziari 
ROI 0.49 0.14 0.24 0.09 0.08 0.20 0.06 0.07 0.04 0.00 -0.12 
ROE 0.64 0.16 0.30 0.11 0.24 1.44 -0.07 0.04 -0.35 -0.58 -3.83 
ROS 0.65 0.11 0.08 0.07 0.05 0.14 0.04 0.05 0.02 0.00 -0.10 
Leverage 0.91 0.86 1.84 1.38 6.76 4.64 12.79 14.49 134.49 26.96 -101.50 
Acid test 2.09 2.80 1.07 1.20 0.81 0.83 0.50 0.47 0.84 0.62 0.78 
Capitalizzazione 0.52 0.54 0.35 0.42 0.13 0.18 0.07 0.06 0.01 0.04 -0.01 
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4.5 Orizzonte temporale 
Prima di cedere il passo alle metodologie da impiegare per la validazione 
statistica di un metodo di credit scoring, rimane da analizzare un ultimo 
elemento: l'orizzonte temporale. Si fa un gran discutere di quale possa 
essere la validità futura di un giudizio espresso sulla base di dati passati: il 
rating infatti è una proiezione delle aspettative di rimborso del debito da 
parte di una azienda affidata, basando la valutazione su dati già vecchi di un 
anno. Per capire meglio tale aspetto si pensi ad una azienda che debba essere 
valutata nel 2007: le ultime informazioni pubbliche disponibili (almeno per 
le ECAI) sarebbero i dati di bilancio relativi all'anno 2006; su tali dati si 
giudicherebbe la capacità di rimborso del debito entro il 2008 (se l'orizzonte 
temporale della valutazione è di un anno). 
Per superare queste difficoltà, chi si avvale di metodi machine learning 
deve comporre opportunamente il campione sul quale allena il proprio model-
lo. Ciò significa che, ad esempio, delle aziende default userà i bilanci relativi 
a uno, due o più anni precedenti l'avvenuta insolvenza. Con questa stessa 
operazione il time horizont del modello viene definito. 
MCCR, viceversa, definisce delle regole per la determinazione dello sta-
to di salute dell'impresa, indipendentemente dall'orizzonte temporale; come 
verrà dimostrato nel prossimo capitolo, con metodi di validazione quali il 
grafico CAP e l'indice di Gini o con l'osservazione dell'incidenza dei falli-
menti nelle classi di rating, tale opinione sullo stato di salute è significativa 
già tre anni prima che l'azienda possa fallire. 
Si può concludere quindi dicendo che, il rating assegnato con MCCR, 
essendo costruito sull'ultimo bilancio disponibile, ha validità di un anno: fin 
tanto che, cioè, non si abbia a disposizione dati più nuovi sui quali condurre 
analisi aggiornate. D'altronde è dimostrabile che il potere predittivo è elevato 
anche tre anni dopo che è stata compiuta l'analisi. 
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Capitolo 5 
La validazione del modello 
Timeo Danaos et dona ferentes. 
VIRGILIO 
Poeta latino 
Come conseguenza al recepimento della normativa internazionale per la 
vigilanza bancaria [11 ], a fine dicembre 2006 è stato pubblicato da Banca 
d'Italia un fascicolo contenente la nuova disciplina prudenziale per le banche 
e i gruppi bancari per tener conto dell'evoluzione nelle metodologie di ges-
tione dei rischi da parte degli intermediari nonché dei nuovi indirizzi e criteri 
che informano l'attività di supervisione [5]. Le disposizioni si basano sulle 
modifiche apportate al Testo Unico Bancario (TUB) dal decreto-legge ap-
provato dal Consiglio dei Ministri in data 22 dicembre 20061 e sui criteri 
contenuti nel decreto adottato in via d'urgenza dal Ministro dell'Economia e 
delle finanze, Presidente del CICR, su proposta della Banca d'Italia, in data 
27 dicembre 2006. Nella circolare vengono elencati anche i requisiti che la 
metodologia adottata da banche e ECAI deve soddisfare per potersi ritenere 
sufficientemente accurata e discriminante. 
In questo capitolo descriveremo le procedure da adottare per garantire 
che un metodo di credit scoring possa essere ritenuto adeguato seguen-
do le indicazioni fornite da Banca d'Italia nel sopraccitato fascicolo; pre-
1ll decreto-legge è stato pubblicato, con il numero 297, nella Gazzetta Ufficiale n. 299 
del 27 dicembre 2006. 
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stando soprattutto attenzione ai requisiti che le ECAI devono possedere, le 
caratteristiche di un buon metodo di valutazione del merito creditizio sono: 
• una adeguata distribuzione dei fallimenti tra le classi di rating; 
• un comparabilità tra le probabilità di default teoriche ed i tassi di 
default effettivi. 
• una alta capacità discriminante; 
• adeguate matrici di migrazione e conseguenti tassi di default cumulati 
triennali. 
Vediamo in dettaglio come affrontare ogni punto. 
5.1 Distribuzione dei fallimenti 
Verificare che storicamente i fallimenti hanno interessato solamente le soci-
età che avevano ricevuto un rating basso quando ancora operanti è sicura-
mente indice di affidabilità del modello. Questa analisi, come spiegato in 
precedenza, acquista una importanza capitale soprattutto per la verifica di 
metodologie euristiche come MCCR: è necessario infatti dimostrare che le 
congetture postulate e che stanno alla base del modello siano effettivamente 
valide. 
Si riportano nelle tabelle 5.1, 5.2 e 5.3 le analisi condotte su 2929 società 
fallite nel periodo 2001-2005, riportandone la valutazione di rating uno, due 
e tre anni prima che avvenisse il default (database messo a disposizione da 
Eu-Ra SpA). 
Come si può facilmente notare già tre anni prima dell'avvenimento del 
default oltre il 63% delle aziende ha ottenuto un rating pari a CCC o inferiore 
(classi estremamente rischiose come si può apprendere dalla descrizione in 
Appendice E). Si nota inoltre molto chiaramente che, all'avvicinarsi alla 
data del fallimento, vi è una migrazione dalle classi più "alte" a quelle più 
''basse". 
Indicando, come suole in letteratura, con IG (Investment Grade) l'ag-
gregazione delle classi da AAA a BBB, con NIG (Non Investment Grade) 
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Tabella 5.1 : Distribuzione del rating delle aziende fallite un anno prima del 
fallimento. Periodo 2001-2005. 
fallite AAA AA A BBB BB B ccc D 
2000 0.00% 0.00% 0.00% 0.00% 0.00% 18.75% 31.25% 50.00% 
2001 0.00% 0.00% 1.43% 0.00% 7.14% 11.43% 14.29% 65.71% 
2002 0.00% 0.00% 0.00% 0.40% 6.40% 9.60% 21.20% 62.40% 
2003 0.00% 0.13% 0.39% 3.35% 7.47% 13.40% 23.07% 52.19% 
2004 0.00% 0.00% 0.00% 2.65% 1.77% 4.87% 11.06% 79.65% 
media 0.00% 0.07% 0.30% 2.47% 6.20% 11.21% 20.33% 59.42% 
Tabella 5.2 : Distribuzione del rating delle aziende fallite due anni prima del 
fallimento. Periodo 2002-2005. 
fallite AAA AA A BBB BB B ccc D 
2000 0.00% 0.00% 0.00% 0.00% 6.94% 13.89% 43.06% 36.11% 
2001 0.00% 0.00% 0.00% 1.91% 9.57% 23.44% 36.84% 28.23% 
2002 0.00% 0.00% 0.28% 3.13% 9.94% 20.74% 29.26% 36.65% 
2003 0.00% 0.28% 0.28% 1.79% 5.50% 14.17% 30.26% 47.73% 
media 0.00% 0.15% 0.22% 2.06% 7.35% 17.28% 31.69% 41.25% 
Tabella 5.3 : Distribuzione del rating delle aziende fallite tre anni prima del 
fallimento. Periodo 2003-2005. 
fallite AAA AA A BBB BB B ccc D 
2000 0.00% 0.00% 0.53% 2.13% 11.70% 25.00% 40.43% 20.21% 
2001 0.00% 0.00% 0.00% 1.37% 13.65% 26.62% 36.86% 21.50% 
2002 0.00% 0.18% 0.53% 2.83% 8.30% 21.20% 40.64% 26.33% 
media 0.00% 0.10% 0.38% 2.29% 10.41% 23.40% 39.54% 23.88% 
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Figura 5.1 : Distribuzione delle fallite diversi anni prima del fallimento. 
le classi da BB a CCC e con D (Distressed) le classi inferiori a CCC, lari-
partizione delle fallite è quella mostrata in figura 5.1. É interessante notare 
che la porzione delle aziende ritenute rischiose ( Distressed) aumenti quasi 
esponenzialmente all'avvicinarsi dell'insolvenza. 
5.2 PD teoriche e PD reali 
Spesso per i metodi di credit scoring la probabilità teorica di insolvenza è 
ricavata dall'applicazione di una formula matematica funzione dei dati di 
bilancio: in seguito ad un processo di ottimizzazione che mira a minimizzare 
una funzione errore (o una funzione di verosimiglianza) si ottiene la cosid-
detta "probability of default" o PD. I valori della PD non solo devono essere 
validati ma, attraverso un complicato processo di calibrazione, devono essere 
modificati in modo tale che possano esprimere la reale frequenza di default 
del campione studiato. Tale processo è spesso complicato e non privo di 
insidie. 
La metodologia MCCR, non essendo di tipo machine learning ma di tipo 
euristico, non produce la stima della PD ma la desume a posteriori: come 
suggerito da numerosi ricercatori, infatti, è possibile calcolare la probabilità 
di default reale definendo una relazione tra lo score assegnato ad ogni bilancio 
e la frequenza di fallimento storica [57] . Per questa analisi è stato studiato 
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un campione estratto dalla popolazione così composto: tutte i rating di tutte 
le aziende fallite nel corso degli anni unito a tutte le aziende "sane" alle quali 
è stato sempre attribuito un rating nel periodo temporale considerato ovvero 
2000-2005. Per poter calcolare la probabilità di default uno, due e tre anni 
prima l'avvenuta insolvenza, il campione è stato organizzato in tre distinti 
panel: 
l. un panel composto dal rating di tutte le aziende fallite nel periodo 
2003-2005 (tre anni) valutate secondo il bilancio depositato l'anno di 
esercizio precedente il default (ad esempio: rating dell'anno 2002 per 
una azienda fallita nel 2003); a tali valori sono stati aggiunti i rating 
delle aziende "sane" (ovvero non andate in fallimento entro un anno) 
presenti nel campione e relativi agli stessi anni; 
2. il secondo panel è stato composto dal rating di tutte le aziende fallite 
nel periodo 2003-2005 (tre anni) valutate secondo il bilancio depositato 
due anni prima del default (ad esempio: rating dell'anno 2001 per una 
azienda fallita nel 2003); a tali valori sono stati aggiunti i rating delle 
aziende "sane" (ovvero non andate in fallimento entro due anni) presenti 
nel campione e relativi agli stessi anni; 
3. il terzo panel è stato composto dal rating di tutte le aziende fallite nel 
periodo 2003-2005 (tre anni) valutate secondo il bilancio depositato 
tre anni prima del default (ad esempio: rating dell'anno 2000 per una 
azienda fallita nel 2003); a tali valori sono stati aggiunti i rating delle 
aziende "sane" (ovvero non andate in fallimento entro tre anni) presenti 
nel campione e relativi agli stessi anni. 
Poiché la probabilità di default associata allo score (in seguito P D(score)) 
deve soddisfare due requisiti fondamentali ovvero essere monot6na e soddis-
fare il vincolo O :::; P D :::; l, generalmente si preferisce utilizzare una funzione 
esponenziale del tipo y = a · éx. Le fasi da seguire per la determinazione 
della PD(score), sono le seguenti: 
l. costruire un panel contenente lo score associato ad ogni azienda ed 
una variabile dicotomica (O o l) che indichi se l'azienda in questione è 
fallita oppure è sana; 
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2. dividere la popolazione in buckets, ognuno dei quali contenente un 
uguale numero di osservazioni (ad esempio il 2%); 
3. ad ogni score (medio nel bucket) si associa un tasso di default (DF) 
ottenuto come rapporto tra il numero di aziende fallite e quello delle 
aziende solventi; 
4. riportati i risultati in un scatter plot, si passa alla determinazione della 
migliore funzione interpolante i dati. 
La stima dei parametri liberi a e b deve essere condotta attraverso una 
ottimizzazione volta a minimizzare una funzione errore; generalmente si uti-
lizza il metodo dei minimi quadrati. Quali misure della attendibilità della 
regressione si usano le note grandezze: 
l. la somma dei quadrati degli errori: SSE = l:JYi- Yi) 2 
2. il valore di R 2: R 2 =l- ~~~ con SST = l:i(Yi- y)2 
3 "l al d" R2 . R2 _ l SSE(n-l) . 1 v ore 1 corretto. adj - - SST(n-gdl) 
4. la radice dell'errore quadratico medio: RMSE = ~ 
dove si è indicato con Yi i valori delle frequenze di default, Yi i valori calcolati 
della probabilità di default e con gdl il numero di gradi di libertà. 
Di seguito vengono riportate le immagini delle regressioni esponenziali; 
vengono tracciate sia le curve che i residui. 
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Figura 5.3 : Regressione 2 anni prima del default. 
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Figura 5.4 : Regressione 3 anni prima del default. 
In tabella 5.4 vengono riportate le statistiche delle regressioni. 
Tabella 5.4 : Valori delle statistiche delle regressioni (Goodness of Fit} 
SSE R2 R~ RMSE 
l anno prima 2.26E-05 95.20% 95.10% 0.07% 
2 anni prima 4.10E-05 90.94% 90.75% 0.09% 
3 anni prima 3.13E-05 84.23% 83.91% 0.08% 
Come si nota dalla tabella 5.4, l 'errore quadrati co medio associato ad 
ogni stima della probabilità di default PD(score) è inferiore al 0.1%. 
5.3 La capacità discriminante 
Come molti autori propongono (si veda ad esempio il paper di Oderda et 
al. [51] e le citazioni in esso riportate) la migliore misura statistica della 
capacità discriminate di un modello credit scoring è l'indice di Gini (descritto 
e commentato al paragrafo B.2). 
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Per l'analisi dei risultati prodotti da MCCR si è proceduto come descrit-
to nel precedente paragrafo 5.2 dividendo l'intero database in diversi panel 
contenenti i dati di bilancio di aziende insolventi relativi ad uno, due e tre 
anni precedenti il fallimento e dai dati delle aziende sane dello stesso anno. 
Si preferisce riportare in tabella 5.5 le statistiche condotte anno per an-
no; si dimostra infatti che le prestazioni del modello MCCR si mantengono 
costanti nel tempo: una predittività media del 90% ad un anno dal default, 
del 70% a due anni e del 60% a tre anni. 
Tabella 5.5 : Indice di Gini per anno e a diversi anni dal fallimento 
GINI INDEX l anno prima 2 anni prima 3 anni prima 
anno 2003 93.3% 66.2% 52.6% 
anno 2004 84.9% 67.0% 54.7% 
anno 2005 87.9% 72.1% 61.0% 
Ovviamente la predittività del modello è crescente all'avvicinarsi del-
l'avvenimento del default ma già tre anni prima è sufficientemente elevata: 
dall'analisi dei dati si comprende quindi che ogni azienda fallita ha attraver-
sato negli anni fasi di sofferenza che hanno condotto ad un deterioramento 
degli equilibri patrimoniali, economici e finanziari e che i segnali di dissesto 
sono rilevabili con sufficiente anticipo. 
Per completezza si riportano i grafici CAP riassuntivi del periodo studiato 
(2003-2005); la numerosità dei campioni è la seguente: 
Numerosità totale Di cui fallite 
un anno prima 165655 541 
due anni prima 166072 958 
tre anni prima 165883 769 
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Figura 5. 7 : CAP plot entro tre anni 
Tabella 5.6 : Confronto tra modelli applicati al Sistema Italia 
Modello Autore Periodo Gini a 2 anni 
CRT S&P's [69) 1999-2003 68.97% 
RiskCalc Moody's [49] 1995-1999 67.6%0 
Logit Altman [2) 2000-2003 35%b 
MCCR Ciprian et al. [15) 2003-2005 70.66% 
"Non vi sono chiare indicazioni su quale sia l'orizzonte temporale della misura 
d'accuratezza. 
bValore stimato (per eccesso) dal disegno del Cumulative Accuracy Proille rinvenibile 
a pagina 36 della rivista. Non vi sono chiare indicazioni su quale sia l'orizzonte temporale 
della misura d'accuratezza. 
É interessante confrontare i risultati ottenuti con quanto prodotto dalle 
agenzie di rating internazionali o con quanto pubblicato in letteratura al 
riguardo del Sistema Italia, che si sa essere caratterizzato da PMI e quindi 
presentare una realtà difficile da studiare; nonostante i risultati non siano 
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direttamente paragonabili in quanto non ottenuti sullo stesso database, si può 
affermare che MCCR ha una capacità predittiva in linea, se non superiore, 
agli altri modelli presenti in commercio o in letteratura (si veda la tabella 
5.6). 
5.4 Matrici di migrazione 
Come si legge in [5] al riguardo dei requisiti che le ECAI devono possedere, 
le matrici di migrazione rivestono un ruolo importante; più precisamente si 
fa notare che "le agenzie devono comunque possedere serie storiche relative 
ai tassi annuali di default - teorici, ove disponibili, ed effettivi - e di matrici 
di transizione con una profondità temporale di almeno 5 anni. Devono anche 
essere calcolati i tassi di default cumulati a 3 anni riscontrati sulla base di tali 
serie storiche. Il rispetto di tale requisito temporale viene verificato anche 
in relazione alla numerosità delle coorti per le diverse classi di rating in ogni 
anno.2" 
Per transizione o migrazione si intende la variazione del merito credi-
tizio di una controparte. Si procede, dunque, stimando le probabilità di 
migrazione da una classe di rating all'altra; tali probabilità vengono rappre-
sentate in una matrice di transizione M= [mij] di dimensione (sxs), dove s 
è il numero di classi di rating (inclusa la classe D = default). La probabil-
ità mij quantifica la probabilità che, durante un certo orizzonte temporale 
(tipicamente un anno), una controparte migri dal rating i al rating j. Le 
proprietà di M possono essere così riassunte: 
l. i suoi elementi sono non negativi; 
2. la somma degli elementi sulla riga i-esima è uguale ad uno; 
3. l'ultima colonna contiene le PD relative all'orizzonte temporale consid-
erato; 
4. il default è considerato essere uno stato assorbente, cioè l'ultima riga 
della matrice è uguale a mis = P Di; 
2TITOLO II - Capitolo l, pagina 36. 
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5. se M è la matrice di transizione relativa ad un periodo di un anno, 
la matrice di transizione relativa ad un periodo di anni n è data da 
Mn =Mn. 
Ma perché rivestono così grande importanza le matrici di migrazione? 
Perché dalla loro osservazione si possono ricavare due informazioni fonda-
mentali: 
l. la probabilità che una azienda mantenga il rating assegnato anno dopo 
anno (valori sulla diagonale); 
2. la probabilità che una azienda vada tecnicamente in default (ovvero 
ottenga un rating distressed cioè inferiore alla CCC). 
Calcolando le matrici di migrazione come suggerito in (23] su i rating 
prodotti con MCCR si ottiene quanto mostrato in tabella 5.7. 
Tabella 5. 7 : Matrice di transizione media a un anno (media degli esercizi 
1999- 2005) 
AAA AA A BBB BB B ccc Default 
AAA 40.91% 31.69% 10.10% 11.74% 4.17% 0.76% 0.38% 0.25% 
AA 7.47% 42.53% 23.78% 20.22% 4.61% 0.85% 0.29% 0.24% 
A 1.28% 15.96% 35.76% 37.49% 7.85% 1.15% 0.29% 0.22% 
BBB 0.34% 2.82% 10.36% 56.35% 24.80% 4.03% 0.80% 0.49% 
BB 0.07% 0.44% 1.36% 19.95% 52.67% 20.35% 3.36% 1.80% 
B 0.03% 0.15% 0.36% 3.56% 22.26% 46.92% 19.90% 6.81% 
ccc 0.02% 0.10% 0.17% 1.31% 5.01% 23.14% 53.43% 16.83% 
Come si può facilmente notare, i valori nella diagonale sono piuttosto 
bassi (circa 50%) rispetto a quelli presenti nelle matrici di migrazione prodotte 
dalle grandi agenzie di rating (tra 80% e 90%): si dice quindi che la matrice 
è "poco stabile". Le motivazioni di queste forti disparità sono da ricercarsi 
in due aspetti: 
l. le matrici di migrazione delle grandi agenzie sono relative al corporate 
mting emesso da quest'ultime su società molto grandi (large corpomte); 
2. MCCR è una metodologia di tipo point in time mentre le grandi agenzie 
internazionali adottano modelli through the cycle. 
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Chiariamo i due concetti sopra esposti. 
l. Ogni rating emesso da una delle tre grandi agenzie di rating inter-
nazionali (Standard&Poor's, Moody's e Fitch) si compone di molte 
parti: viene analizzato il bilancio con modelli di credit scoring, viene 
valutato il management, si guarda al mercato nel quale la società opera 
con un occhio alle prospettive future, si valuta ogni altro aspetto qual-
itativo ecc. Thtte queste informazioni vengono raccolte ed organizzate 
dagli analisti che le sintetizzano in un giudizio complessivo: il rating 
per l'appunto. Il costo di questa valutazione, come è facile intuire, è 
molto alto3 e quindi a fruirne sono soprattutto le large corporate (le 
quali richiedevano questo servizio ancor prima che esistesse l'accordo 
denominato Basilea 2). Alla luce di quanto esposto appare chiaro che 
una valutazione di questo tipo sia di lungo periodo e quindi facilmente 
invariante nel tempo a meno di grossi cambiamenti nell'ambiente nel 
quale la società opera. Ciò si traduce in matrici di migrazione più 
stabili rispetto a quelle ottenibili da una mera analisi basata sul solo 
bilancio di piccole e medie imprese. 
2. Si posso distinguere due principali metodologie di assegnazione del 
rating, denominate "through the cycle" (attraverso il ciclo di vita del 
cliente) e "point intime" (tempo attuale). La prima prende in consid-
erazione, in fase di assegnazione, solo la condizione peggiore che si può 
presentare; non si considera, quindi, la situazione attuale e prospetti-
ca né dell'impresa né del sistema economico in generale. La seconda 
metodologia considera, invece, la condizione attuale e prospettica sia 
dell'impresa sia del sistema economico. Quindi, in fase di recessione per 
l'impresa, si avranno rating peggiori e viceversa in periodi di sviluppo 
rating migliori4 . Per le sue caratteristiche, MCCR è considerabile un 
3Si tratta di valutazioni del costo variabile tra 100 e 200 mila dollari [57]. 
4 Sironi, in Modelli per la gestione del rischio di credito - i "ratings" interni curato da 
Banca d'Italia nell'aprile 2000, specifica: "É importante precisare a questo proposito che 
point in time non significa solo condizioni attuali, ma piuttosto alle condizioni attualmente 
previste per il periodo relativo al finanziamento. In altri termini, se vi sono aspettative 
di crescita economica e di espansione del settore produttivo in cui la controparte opera, 
queste saranno logicamente riflesse nella valutazione del merito di credito della stessa." 
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metodo di tipo point intime; questo aspetto influisce sicuramente sulla 
stabilità delle matrici di migrazione [3]. 
5.5 CDR (Cumulative Default Rate) triennali 
Per agevolare il compito delle autorità di vigilanza, le quali devono deter-
minare le appropriate ponderazioni di rischio cui assegnare i rating di una 
ECAI, si richiede che quest'ultime riportino i valori degli ultimi due CDR 
(Cumulative Default Rate) triennali disponibili. I CDR rappresentano una 
proxy della probabilità di insolvenza dal momento dell'emissione fino ad un 
certo anno successivo alla stessa [ 67]. 
I CDR triennali, confrontati con quelli di riferimento di lungo periodo 
proposti dal Comitato [10], devono risultare "simili": solo così le autorità pos-
sono rendere paragonabili i rating emessi dalle varie agenzie. A tal proposito 
sono stati proposti dei valori benchmark su due livelli: "monitoraggio" ed 
''intervento". 
Il superamento del benchmark CDR di "monitoraggio" indica che il valo-
re corrente del tasso di inadempienza sperimentato da un'agenzia di rating 
per un determinato grado di valutazione del rischio di credito risulta signi-
ficativamente più alto di quello rilevato a livello internazionale. Sebbene le 
valutazioni in questione continuerebbero in generale a essere associate alle 
corrispondenti ponderazioni di rischio, le autorità di vigilanza dovrebbero 
interpellare l'ECAI interessata per comprendere le ragioni alla base di una 
simile discordanza. Ove quest'ultima, a giudizio delle autorità, sia ricon-
ducibile a criteri meno solidi di valutazione del rischio di credito, la valu-
tazione dell'ECAI in questione dovrebbe essere assegnata a una categoria di 
rischio superiore. 
Il superamento del benchmark di "intervento" indica che il valore del tas-
so di inadempienza sperimentato da un'agenzia di rating per un determinato 
grado di valutazione del rischio di credito eccede in misura particolarmente 
ragguardevole quello rilevato a livello internazionale. É perciò presumibile 
che i criteri di valutazione dell'ECAI siano carenti oltre misura o non siano 
applicati in modo appropriato. Se il CDR triennale supera per due anni con-
secutivi il livello di intervento, le autorità di vigilanza dovrebbero verosimil-
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mente declassare la valutazione del rischio a una categoria meno favorevole. 
Thttavia, se a loro giudizio il superamento riscontrato non è attribuibile a 
una minore solidità dei criteri di valutazione utilizzati, esse potranno decidere 
di confermare la ponderazione di rischio originariamente assegnata. 
In tabella 5.8 si riportano sia i CDR triennali medi ottenuti con MCCR 
(seguendo la metodologia proposta in [23]} studiando un campione nel peri-
odo 1999-2005 che i valori proposti (media ventennale di CDR triennali) e 
di benchmark forniti dal Comitato di Basilea 2. Si può notare che i valori 
ottenuti con MCCR sono in linea con quanto richiesto dal Comitato. 
Tabella 5.8 : CDR triennali 
Valutazione S&P AAA-AA A BBB BB B 
Valutazione (Moody's) (Aaa-Aa) (A) (Baa) (Ba) (B) 
MCCR 0.8% 0.91% 2.21% 7.27% 20.73% 
Media ventennale 
dei CD R triennali 0.10% 0.25% 1.00% 7.50% 20.00% 
Livello di monitoraggio 0.8% 1.0% 2.4% 11.0% 28.6% 
Livello di intervento 1.2% 1.3% 3.0% 12.4% 35.0% 
5.6 Conclusioni 
Avevamo ricordato al paragrafo 5.1 che la fase di validation acquista un'im-
portanza capitale quando applicata per la verifica delle prestazioni di metodolo-
gie euristiche come MCCR5 ; è necessario infatti dimostrare che le congetture 
postulate (che stanno alla base del modello) siano effettivamente valide. 
Avendo valutato MCCR secondo i canoni imposti dalla normativa inter-
nazionale è possibile affermare con sicurezza che esso rappresenta uno stru-
mento utile ed affidabile. Si evidenziano infatti le seguenti caratteristiche: 
l. si riscontra che oltre il 63% delle aziende fallite ha ricevuto un rating 
5 Abbiamo già ricordato che MCCR, per le sue caratteristiche, può essere considerato 
un modello ibrido a forte componente euristica: le tecniche di data mining infatti vengono 
impiegate al solo fine di ausilio all'analista. 
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pari a CCC o inferiore (sinonimo di elevata rischiosità) già tre anni 
prima l'avvenimento del default; 
2. l'indice di Gini medio è in linea con quello ottenibile dai modelli di 
credit scoring elaborati dalle maggiori agenzie internazionali di rating; 
3. non solo il modello è altamente predittivo ma contestualmente rispetta 
i vincoli di omogeneità fissati dalle autorità di vigilanza. 
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Capitolo 6 
Conci usioni 
Già dagli anni sessanta i modelli di credit scoring interessano l'intera comu-
nità scientifica internazionale; una certa scuola di pensiero ha infatti sposato 
l'idea che l'analisi di alcuni fattori chiave (indici di bilancio), combinati e 
permutati in modo vario, possa fornire un meccanismo robusto ed affid-
abile di comprensione delle difficoltà finanziarie di una qualsiasi azienda; 
questo pensiero ha prodotto un'ampia proliferazione di applicazioni e articoli 
scientifici. 
Fu Edward I. Altman, professore di Finanza alla Stern School of Busi-
ness presso la New York University, il vero pioniere dell'indagine empirica 
del merito creditizio d'azienda con lo sviluppo della metodologia denominata 
Z-Score. Nonostante siano riconosciuti notevoli limiti al modello di Altman, 
esso rappresenta tutt'ora lo strumento più conosciuto, studiato ed applica-
to per l'analisi d'insolvenza delle aziende. Inoltre il lavoro di Altman già 
presentava i fattori chiave che caratterizzano ogni tecnica di credit scoring: 
l. la definizione e la scelta delle variabili; 
2. la scelta del modello; 
3. la selezione del campione sul quale costruire il modello; 
4. l'applicazione del modello a dati non utilizzati per la costruzione dello 
stesso; 
5. l'utilizzo di test per la validazione dei risultati. 
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N el corso degli anni le tecniche di credi t rating si sono notevolmente 
evolute anche sotto la spinta della Nuovo Accordo di Basilea (Basilea II), 
che definisce, a livello internazionale, i requisiti patrimoniali delle banche 
in relazione ai rischi derivanti dai crediti concessi e introduce nuove e più 
sofisticate metodologie di valutazione delle imprese che intendano accedere 
al credito. 
Nonostante le notevoli evoluzioni però, tutti i metodi di analisi del rischio 
di credito ad ora proposti mantengono alcune lacune tra le quali: 
l. É opinabile il criterio di suddivisione del campione da studiare tra im-
prese "sane" ed imprese "insolventi"; controversa è infatti la definizione 
di insolvenza (o default): per le banche un soggetto è considerabile in-
solvente anche se solo sospettato di non essere in grado di far fronte ai 
propri obblighi di rimborso del debito entro 90 giorni (180 per l'Italia). 
La precedente definizione non vale però per gli istituti non bancari (ad 
esempio le ECAI) in quanto i dati relativi ai giorni dei crediti non sono 
disponibili1 . 
2. L'importanza relativa delle variabili indipendenti di un modello potrebbe 
variare nel tempo al variare del ciclo economico, della struttura dei 
mercati e di altri elementi. 
3. I modelli di scoring, per loro stessa natura, trascurano tutti gli aspetti 
qualitativi, sicuramente rilevanti ai fini del default. 
4. Ultimo problema è rappresentato dal database che sia ha a disposizione: 
esso dovrebbe contenere il maggior numero di osservazioni possibile, 
soprattutto per le aziende insolventi. 
In questa tesi viene proposto e descritto un modello alternativo che con-
sente di superare i limiti sopra elencati: MCCR (Multi Criteria Decision 
Making). MCCR si compone di quattro fattori chiave: 
l. L'analisi del merito creditizio è condotta non sull'intero database a 
disposizione (contenente dati di bilancio relativi ad aziende solventi 
e fallite operanti nel territorio italiano) ma su delle sue "sezioni" (37 
1 In tal caso allora lo stato di insolvenza equivale al fallimento ( bankru.ptcy). 
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settori). Tale sezionamento ( clusterizzazione) è stato condotto allo 
scopo di individuare gruppi di società simili tra loro per caratteris-
tiche economico-finanziarie; infatti ciò che potrebbe risultare fisiologico 
per una società che operi in un particolare ambiente potrebbe rappre-
sentare un potenziale stato patologico per una società che appartenga 
ad un altro settore. 
2. Su ogni settore individuato è stata condotta un' analisi dei dati cosl 
profonda da consentire ad ogni analista di acquisire un visione talmente 
completa delle caratteristiche che dovrebbero discriminare le aziende 
sane da quelle rischiose da permettergli di associare al valore di ogni 
indice un giudizio sul "grado di bontà". Gli strumenti che sono stati 
approntati per la produzione di una così importante conoscenza dei 
dati (data mining) appartengono tanto alle scienze statistiche quanto 
a quelle "ingegneristiche": vengono adoperati infatti strumenti di anal-
isi univariata come le Default Frequency, il parametro t di Student, le 
curve CAPe ROC ecc. e strumenti più articolati come le Self Organiz-
ing Maps {SOM): reti neurali che permettono di scoprire, apprezzare 
ed interpretare le relazioni non-lineari che intercorrono tra le variabili 
{gli indici di bilancio) e l'output (la probabilità di default). 
3. Una volta apprese le informazioni sullo stato di salute delle aziende 
si è ritenuto necessario sintetizzare ogni contributo in una unica valu-
tazione (il rating) servendosi di una tecnica appartenente alla famiglia 
dell' MCDM (Multi Criteria Decision Making). I metodi MCDM, infat-
ti, hanno permesso di apprezzare coerentemente ogni attributo appor-
tato dalle tecniche di data mining e di pervenire, tramite un approc-
cio denominato Multicriteria Classification, direttamente alla classe 
di rating di appartenenza della società studiata. La correttezza della 
valutazione è stata garantita dall'analisi qualitativa dei risultati. 
4. Essendo MCCR un metodo ibrido a forte componente euristica (ovvero 
uno strumento che, coerentemente con l'opinione e l'esperienza del-
l'analista, permette di esplicitare nozioni sullo stato di salute di una 
azienda sfruttando tecniche di analisi dei dati) esso richiede una im-
CAPITOLO 6. CONCLUSIONI 100 
portante fase finale di validazione statistica dei risultati: è necessario 
infatti dimostrare che le congetture postulate e che stanno alla base del 
modello siano effettivamente valide. Per condurre queste analisi si sono 
seguite le indicazioni fornite da Banca d'Italia in un fascicolo pubbli-
cato a fine dicembre 2006 e contenente la nuova disciplina prudenziale 
per le banche e i gruppi bancari; prestando soprattutto attenzione ai 
requisiti che le ECAI devono possedere, le caratteristiche di un buon 
metodo di valutazione del merito creditizio sono: 
• una adeguata distribuzione dei fallimenti tra le classi di rating; 
• un comparabilità tra le probabilità di default teoriche ed i tassi 
di default effettivi. 
• una alta capacità discriminante; 
• adeguate matrici di migrazione e conseguenti tassi di default cu-
mulati triennali. 
Si è verificato che tutti questi aspetti fossero rispettati; dall'analisi dati 
è stato possibile affermare che: 
(a) oltre il 63% delle aziende fallite ha ricevuto un rating pari a CCC 
o inferiore (sinonimo di elevata rischiosità) già tre anni prima 
l'avvenimento del default; 
(b) l'indice di Gini medio è in linea con quello ottenibile dai modelli 
di credit scoring elaborati dalle maggiori agenzie internazionali di 
rating; 
(c) non solo il modello è altamente predittivo ma contestualmente 
rispetta i vincoli di omogeneità fissati dalle autorità di vigilanza. 
Concludendo, MCCR rappresenta uno strumento innovativo per l'analisi 
del merito creditizio in quanto non soffre dei problemi tipici degli altri modelli 
di credi t scoring: 
l. Non essendo di tipo machine learning i risultati a cui si perviene non 
sono influenzati dalla qualità del database utilizzato; 
2. L'integrazione di dati qualitativi e quantitativi è intuitiva e consente 







A.l Multi Criteria Decision Making 
I problemi decisionali hanno ispirato, nel corso dei secoli, il pensiero di molti 
filosofi: Aristotle, Platone e Tommaso d'Aquino, solo per citarne alcuni, dis-
cussero della capacità dell'uomo di prendere delle decisioni una volta anal-
izzato il contesto in cui opera e indicarono in questa sua dote il carattere 
principale che lo distingue dagli animali [34]. Per meglio spiegare cosa si 
intenda con il termine "problemi decisionali", mi si permetta di citare una 
lettera scritta da Benjamin Franklin a Joseph Prestly tratta da un paper di 
MacCrimmon [43]: 
London, Sept 19, 1772 
Dear Sir, 
In the affair of so much importance to you, wherein you ask my 
advice, l cannot, for want of sufficient premises, advise you what 
to determine, but if you please l will tell you how. [. .. ], my way is 
to divide half a sheet of paper by a line into two columns; writing 
over the one Pro, and aver the other Con. [. .. ] When l ha ve thus 
got them all together in one view, l endeavor to estimate their 
respective weights; and where l find two, one on each side, that 
seem equal, l strike them both out. Jf l find a reason pro equal 
to some two reasons con, l strike out the three. lf l judge some 
two reasons con, equal to three reasons pro, l strike out the five; 
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and thus proceeding I find at length where the balance lies; and 
ij, ajter a day or two of further considemtion, nothing new that 
is of importance occurs on either side, I come to a determination 
accordingly. [. .. } I ha ve found great advantage from this kind of 
equation, and what might be called moml or prudential algebm. 
Wishing sincerely that you may determine for the best, I am ever, 
my dear friend, yours most affectionately. 
B. Fmnklin 
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Effettuare una scelta corrisponde al considerare da di versi punti di vista 
il problema che si è tenuti a risolvere, confrontare tra loro le conseguenze che 
ogni azione intrapresa potrebbe comportare ed infine decidere su quale sia 
la migliore strada da percorrere; ciò significa quindi che l'atto dello scegliere 
è strettamente legato ad una pluralità di aspetti da tenere sotto controllo; 
tali particolari vengono sommariamente denominati criteri. 
Contrariamente a quanto sopra osservato, per molti anni l'unica via per-
corsa per risolvere problemi decisionali è stata quella di considerare i sistemi 
come fossero morro-criterio e quindi si potessero accorpare tutti gli aspetti 
multidimensionali in un unico obiettivo o in un'unica scala di misura. Questa 
osservazione ancor oggi rimane vera tanto nei testi di finanza [68] quanto in 
quelli di ricerca operati va: ideato un generico indice di profitto (o di costo) 
che rappresenti l'utilità di un soggetto, si richiede semplicemente di mas-
simizzare (o minimizzare) tale singolo obiettivo. Questo modo di procedere 
non solo è riduttivo ma, in un certo qual senso, innaturale. Questo è il moti-
vo per cui, negli ultimi trent'anni, una nuova filosofia di approccio a questo 
tipo di problematiche ha preso piede ed ha attirato l'attenzione di ricercatori 
e professionisti: il Multi Criteria Decision Making (MCDM). 
Con l'acronimo MCDM (oppure MCDA dova A sta per Aid) viene indi-
cata un'intera serie di strumenti evoluti allo scopo di permettere al "Decision 
Maker" (DM) (colui che è tenuto a produrre delle scelte) di risolvere, in modo 
coerente e complesso, problemi decisionali caratterizzati da svariati attributi 
-spesso contraddittori- tenendo conto di essi e del loro grado di importanza. 
Il primo fattore a cui bisogna prestare attenzione quando si trattano questo 
tipo di problemi è che non esiste, in generale, alcuna decisione (soluzione o 
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azione) che sia simultaneamente la migliore da tutti i punti di vista; i metodi 
MCDM permettono, infatti, di scegliere quella alternativa che rappresenti il 
''miglior compromesso" tra quelle disponibili. 
A.l.l Metodi MCDM: elementi base e classificazione 
Gli ingredienti base di ogni metodo MCDA sono molto semplici: un set 
finito o infinito di azioni (dette anche alternative, soluzioni, etc.) descritte 
da un numero finito di criteri o attributi1 che abbiano importanza relativa 
anche diversa e, ovviamente, almeno un decisore. Dati questi elementi base 
si può ottenere un aiuto nella scelta da effettuare sotto forma di classifica, 
ordinamento, score o simili. 
Un problema MCDA può comprendere l'utilizzo di attributi sia quanti-
tativi che qualitativi2 e i metodi devono permettere di poter trattare indis-
tintamente questi tipi di dati. 
Generalmente studiando un problema con n alternative e k attributi si 
fa riferimento ad una matrice detta matrice decisionale così composta: 
Alternative Attributes 
designs YI Y2 ... Yk 
al Yn YI2 ... Ylk 
a2 Y21 Y22 ... Y2k 
. . . . . . . . . . . . . .. 
an Ynl Yn2 ... Ynk 
Tabella A.l : Matrice decisionale. 
nella quale Yij é il valore dell'attributo Yj per l'alternativa ai (i = l, ... , n; j = 
l, ... , k). Quando invece si vogliano trattare problemi di carattere esclusi-
vamente qualitativo é necessario costruire la matrice di confronto binario 
1 Ecco perché talvolta si parla anche di MADM ovvero Multi Attribute Decision Making. 
2Problemi di valutazione qualitativa si hanno ogni qual volta che le alternative non 
sono misurabili numericamente rispetto ad ogni attributo ma comunque sono valutabili 
per mezzo di giudizi soggettivi. 
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(dall'inglese pairwise comparison matrix) M espressa nell'equazione A.l 
l m12 m1n 
M = { mit}nxn = 
m21 l m2n 
(A. l) 
mnl mn2 l 
nella quale mil rappresenta l'importanza relativa di ai rispetto ad al tenendo 
conto di ogni attributo Y1 (j =l, ... , k). 
Nonostante gli input e gli output sopra elencati siano pressappoco comuni 
all'interno del campo del multicriteria decision-aid, è stata sviluppata una 
vasta varietà di metodi, ognuno dei quali ha proprie caratteristiche e quindi 
diversamente utile a seconda della particolare esigenza. Gli specialisti in 
materia hanno preso l'abitudine di dividere i metodi in tre grandi famiglie 
(anche se le divisioni tra queste famiglie devono considerarsi labili) [76]: 
l. multiple attribute utility theory (MAUT), 
2. outranking methods, 
3. interactive methods. 
La prima famiglia, di ispirazione americana, unisce tutte quelle metodolo-
gie che aggregano i diversi punti di vista in un'unica funzione conseguente-
mente ad una ottimizzazione. Il lavoro principale consiste nello studio matem-
atico delle condizioni e della particolare funzione di aggregazione e la realiz-
zazione della costruzione del metodo. 
La seconda famiglia, di ispirazione francese, mira a creare una relazione 
detta di outranking (che si può tradurre come relazione di "superamento 
di grado") che esprima chiaramente le preferenze espresse dal decisore; tale 
relazione non è nè completa nè tanto meno transitiva. 
La terza (e più recente) famiglia propone metodi che alternano fasi di cal-
colo (che producono successive soluzioni di compromesso) e fasi di interazione 
(che mirano a produrre extra informazioni sulle preferenze del decisore). 
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Per meglio comprendere la filosofia che sta alla base di ogni metodologia 
decision-aid si consiglia la lettura del libro del prof. Bernard Roy3 [62]. 
A.1.2 Tecniche di attribuzione dei pesi 
Definire accuratamente l'importanza relativa dei criteri ovvero la rilevanza 
di un aspetto o punto di vista rispetto agli altri, è uno degli aspetti cruciali 
del MCDA. La maggior parte dei metodi traduce in numeri tale importanza 
relativa e spesso vengo appellati con il nome di ''pesi". 
Nel corso degli anni sono stati sviluppati molti metodi di creazione ed 
attribuzione dei pesi; di seguito verranno discusse alcune di queste tecniche. 
A.1.2.1 Assegnazione diretta 
Quando il decision maker è particolarmente esperto del problema nel quale è 
tenuto ad intervenire, egli potrebbe essere in grado di valutare l'importanza 
relativa di ogni attributo rispetto agli altri assegnando un voto usando una 
scala standard di valutazione. Ad esempio potrebbe usare, come suggerito 
da Hwang e Yoon nel 1981 [38], una scala a dieci punti così costruita: 
Valutazione attributo Valore 
estremamente trascurabile o 




molto importante 9.0 
estremamente importante 10.0 
Tabella A.2 : Scala a 10 punti per l'assegnazione dei pesi. 
Il risultato dell'assegnazione diretta è un vettore W = [w1 · · · wk] con k 
3 Professore Emerito presso l'Université Paris-Dauphine, è fondatore e, dal1999, diret-
tore onorario del LAMSADE, un gruppo di ricerca che si concentra sul tema del decision 
aiding. Dal1980 è consulente scientifico della RATP (l'autorità del trasporto cittadino di 
Parigi). 
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pari al numero totale degli attributi che caratterizzano il problema di natura 
decisionale. 
Il metodo sopra esposto, semplice ed intuitivo da utilizzare, nasconde 
delle insidie: ad esempio, è stato dimostrato come qualsiasi individuo sia im-
possibilitato a distinguere tra due valori di importanza relativa molto simili 
tra loro tipo 3.00 e 3.02. Esperimenti psicologici hanno portato poi alla 
luce un aspetto interessante: la maggior parte delle persone non è in grado 
di comparare simultaneamente più di sette oggetti (più o meno due) [47]. 
Questa è la ragione principale che spinse Saaty nel1980 a stabilire una scala 
diversa così come spiegato nel prossimo paragrafo A.l.2.2. 
A.1.2.2 Scala definita nell'intervallo [9, 1/9] 
Così come spiegato in precedenza, al fine di rendere più oggettiva la valu-
tazione dei pesi degli attributi, Saaty propose [63] la scala definita nell'in-
tervallo [9, 1/9] e riportata in Tabella A.3. 
Valore Definizione Descrizione 
I due attributi contribuiscono in 
l Uguale importanza egual misura alla definizione del 
problema 
Debole importanza di un indice 
L'esperienza e l'opinione del DM 
3 depone leggermente in favore di un 
rispetto all'altro 
attributo rispetto all'altro 
Importanza forte o elemento 
L'esperienza e l'opinione del DM 
5 depone fortemente in favore di un 
essenziale 
attributo rispetto all'altro 
Un attributo è fortemente da 
7 Importanza dimostrata favorire e la sua dominanza è 
dimostrata dalla pratica 
La comprovata importanza di un 
9 Importanza assoluta attributo rispetto agli altri è la più 
alta in assoluto 
2,4,6,8 
Valori intermedi rispetto ai due Quando si ritiene necessario 
giudizi adiacenti adottare un compromesso 
Se l'attributo i è già stato va-
lutato nei confronti dell'attrilr 
Valori reciproci uto j, quest'ultimo assumerà 
il valore reciproco quando con-
frontato con i. 
Tabella A.3 : Scala di pesi definita nell'intervallo [9, 1/9] da Saaty nel 1980. 
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È da notare che la scala di Saaty è composta dal set di numeri {9, 8, 7, 
6, 5, 4, 3, 2, l, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8, 1/9}, raggruppabili in due 
sotto-intervalli: il primo uniformemente distribuito [9, l] mentre il secondo 
distorto verso l'estremo destro [1, 1/9]. 
La scala di Saaty a differenza di quella presentata in Tabella A.2 non per-
mette di produrre direttamente un vettore dei pesi però può essere impiegata 
quale input in altri metodi di assegnazione come vedremo in seguito. 
A.1.2.3 Metodo degli autovettori 
Il metodo agli autovettori utilizza la matrice di confronto binario esplicitata 
dall'equazione (A.l) nella quale il valore mzh indica che l'attributo fz ha una 
importanza relativa pari a mzh volte quella dell'attributo !h; il valore mzh può 
essere fornito seguendo le indicazioni raccolte in Tabella A.3 o utilizzando 
una qualsiasi altra scala equivalente [73]. I valori m 1h devono essere forniti 
per ogni l, h= l, ... , n; l :/:-h. I pesi relativi wi possono essere ricavati dalla 
seguente equazione: 
MW=ÀmaxW (A.2) 
dove W = [w1 · · · wkjT e Àmax è il massimo autovalore per la matrice di 
confronto M. 
Nel caso ideale in cui il decision maker avesse prodotto una matrice M 
consistente, le seguenti condizioni sarebbero soddisfatte: 
m -_l_ 
lh- ffihl 
V (l,h,k) = 1, ... ,n;l :f- h 
(A.3) 
Essendo che, secondo le indicazioni di Saaty, m 1h = :!!!.L, nelle condizioni W h 
descritte dall'equazione (A.3), otterrei sostituendo (A.3) in (A.2): 
n n 
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il che equivale ad affermare che Àmax = n. Purtroppo solo raramente la 
matrice M è consistente e quindi l'autovettore deve essere determinato4 . Al 
riguardo del calcolo dell'autovettore, Saaty propose di adottare un indice 
di consistenza (CI): 
CI= Àmax- n 
n-l 
(A.6) 
La consistenza della matrice M sarebbe garantita dal rispetto del vincolo 
C I < 0.15 ; nel caso in cui il vincolo non fosse rispettato si deve invitare il 
decision maker a rivedere i propri giudizi. 
A.1.2.4 Metodo dell'entropia 
Il metodo dell'entropia è particolarmente consigliato quando si debbano 
trattare problemi decisionali caratterizzati da una matrice decisionale simile 
a quella riportata in Tabella A. l e si vogliano investigare le differenze tra set 
di dati [38]. 
La determinazione dei pesi avviene seguendo i seguenti step: 





Step 2: L'entropia Ej del set di dati per l'attributo j è dato da: 
n 
Ej = -a L Pij ln(Pij) 
i= l 
dove a è una costante definita come: 
l 
a= ln(n) 





4In [66] e soprattutto in [73], ai quali si rimanda, vi è una estesa trattazione del 
problema. 
5Per completezza, oltre a quanto riportato in questo paragrafo, si dovrebbe discutere 
anche del calcolo del consistency ration {GR} e del random consistency index (CRI), en-
trambe fattori indispensabili nel controllo della consistenza della matrice M. Poiché la 
descrizione di tale strumenti esula dagli intenti di questo lavoro, si rimanda chi fosse 
interessato a consultare quanto descritto da Triantaphyllou in [73]. 
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Vj (A. lO) 
con dj = l - Ej definito come "grado di differenziazione" dell'infor-
mazione apportata dall'attributo j-esimo. 
Step 4: Se a priori il designer, secondo le proprie competenze, ha fissato in-
vece dei pesi Wj, questi possono essere corretti per mezzo del metodo 
dell'entropia producendo i nuovi pesi wj: 
-w·w· w·- J J 
J- '"'k -
L_..i=l WjWj 
A.1.3 Alcuni metodi MCDM 
(A.ll) 
Nelle pagine che seguono verranno descritti alcuni tra i metodi MCDM più 
famosi ed utilizzati nel campo della tecnica e della ricerca operativa 6 . 
A.1.3.1 Il metodo AHP 
Studiato per simulare i processi mentali delle persone, il metodo AHP (Ana-
lytic Hierarchy Process) è stato sviluppato negli anni '70 da Thomas Saaty, 
professore alla Wharton School of Business, ed è tutt'ora il metodo più usato 
e rivisto dell'intera teoria del decision making. Il metodo AHP consiste in 
una procedura sistematica di rappresentazione gerarchica di ogni problema di 
tipo decisionale: attraverso di esso il decision maker può capire in che misura 
un elemento di un basso livello possa influenzare gli elementi governanti. 
Per meglio chiarire il concetto sopra esposto si faccia riferimento alla 
Figura 1.1 in cui è mostrata una struttura gerarchica di attributi caratter-
izzata dall'avere al massimo livello un solo elemento, ovvero l'obiettivo del 
problema, e, negli altri livelli, i restanti elementi, ognuno dei quali associato 
ad alcune o a tutte le unità poste al livello immediatamente sottostante. 
Il metodo AHP si svolge percorrendo le seguenti fasi: 
6 Tutti i metodi che verranno descritti sono stati studiati, implementati ed applicati 
negli studi e nei lavori eseguiti nel corso del dottorato. 
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Figura 1.1 : Una struttura gerarchica a multi-strato. 
Step 1: Si stabilisce una gerarchia degli attributi così come mostrato m 
Figura 1.1. 
Step 2: Seguendo le istruzioni reperibili al paragrafo A.l.2.2, si produce una 
matrice di confronto binario tra gli attributi presenti ad un certo 
livello e tutti quelli stanti al livello immediatamente superiore. 
Step 3: Si calcola il peso, w1 , dell'unico elemento presente al massimo livello. 
Si genera, utilizzando il metodo agli autovettori7 , il vettore delle 
precedenze (priority vector) per i dati relativi al secondo livello e lo 
si identifica con b21 . Terminata questa procedura si può passare alla 
determinazione del vettore dei pesi relativo agli elementi del secondo 
livello, ovvero: 
2 b 1 B 1 W = 21W = 2W (A.12) 
dove è stato posto B2 = b21· 
Step 4: Detto bqj il priority vector degli elementi al q-esimo livello rispetto 
all'elemento j-esimo del livello (q- l) (con q> 1), la matrice delle 
7Saaty, in un recente lavoro (64], spiega che è indispensabile adottare il metodo agli 
autovettori, illustrato al paragrafo A.l.2.3, quando si voglia produrre il vettore dei pesi 
relativi utilizzabile con AHP quale algoritmo di supporto alle decisioni. 
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priorità degli elementi al q-esimo livello viene definita come segue: 
(A.13) 
quindi il vetotre dei pesi relativi degli elementi al q-esimo livello 
può essere calcolato come segue: 
(A.14) 
Step 5: Tra le unità del livello q si individua l'elemento più vantaggioso in 
quello che presenta il maggior valore del peso relativo. 
A.1.3.2 Il metodo UTA 
Un numero considerevole di lavori è stato pubblicato riguardo al tema del 
Multi Attribute Utility Theory (MAUT) e utilizzato nell'ambito dell'analisi 
decisionale ( Decision Analysis); tutte le opere afferenti a questa famiglia 
sono accumunate da una base assiomatica: l'esistenza di una funzione di 
utilità additiva. 
A.1.3.2.1 La funzione d'utilità additiva (Additive Utility Ftt.nc-
tion) Come abbiamo già visto, nell'MCDM si considera di dover scegliere 
tra un set A d'azioni (dette anche alternative, design, etc.), valutabili per 
mezzo di un serie di criteri g = (gb ... , 9k)· La convinzione che si possa 
aggregare tutti i criteri in uno solo ha capeggiato per molto tempo tra i 
classici metodi di risoluzione dei problemi decisionali (61]: 
U(g) = U(g1, ... ,gk) (A.15) 
Indicando con P una relazione di preferenza stretta ( strict preference 
relation) e con I una relazione di indifferenza (indifference relation) (62], si 
considerano valide per la funzione d'utilità le seguenti regole: 
U [g(a)] > U [g(b)] {:} aPb 
U [g(a)] = U [g(b)] {:} aib 
dove la relazione R = P U I viene definita di ordine debole (39]. 
(A.16) 
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La funzione di utilità si può dire additiva se vale: 
k 
U(g) = L Ui(9i) 
i= l 
con ui(9i) "funzione di utilità marginale" dell'attributo 9i· 
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(A.l7) 
È uso comune, nelle applicazioni del metodo, normalizzare la funzione 
di utilità. Postulando la comune ipotesi che per ogni criterio 9i la funzione 
di utilità marginale sia monotona crescente, si ottiene quanto mostrato in 
Figura l. 2; usando la forma ad di ti va vista all'equazione A .17, il vincolo di 





Figura 1.2 : La funzione normalizzata di utilità marginale. 
A.1.3.2.2 Sviluppo del metodo UTA Siano Gi = [g; g:J con i 
l, ... , k gli intervalli nei quali sono definiti tutti i criteri 9i e supponiamo 
sia stato scelto un sottoinsieme di design (azioni) sia reali che immaginarie 
(che chiameremo A') e che queste siano state ordinate dal decision maker 
osservando tutti gli attributi secondo le proprie preferenze ovvero applicando 
le relazioni R =P U I esplicitate nell' equazione (A.16). 
Il metodo ora procede in due step successivi: lo studio di una funzione 
di utilità ottimale e la sua analisi di stabilità usando speciali tecniche di 
programmazione lineare. 
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Step l: Valutazione di una funzione d 'utilità ottimale U* (g) 
Assumendo che ui sia una funzione lineare localmente (piecewise 
linear function) e dividendo ogni intervallo Gi = [gi gi] in (ai- l) 
intervalli di uguale ampiezza [gf gf+1], i punti finali di ogni intervallo 
sono dati dalla seguente: 
j - j-1 * -
gi = gi + ai- l (Yi - Yi ) (A.l9) 
Le variabili da stimare però sono le ui(gf). L'utilità marginale 
di un'alternativa a è approssimabile con un'interpolazione lineare. 
Dunque, per 9i (a) E [gf gf+ 1], si ha: 
(A.20) 
Considerando le equazioni (A.l6) e (A.l7), è possibile definire: 
k 
u'[g(a)] =L Ui[9i(a)] + O"(a) Va E A' (A.21) 
i= l 
essendo O"( a) ;;o: O, a E A', un potenziale errore relativo all'utilità: 
k 
U[g(a)] =L ui[9i(a)] 
i= l 
È davvero utile riscrivere tutte le uguaglianze e disuguaglianze sopra 
descritte come: 
U'[g(a)]- u'[g(b)] ;;o: 8 {::? aPb (A.22) 
con 8 > O un numero sufficientemente piccolo8 e dipendente da lA' l 
e dal numero Q di classi di indifferenza in R. 
Per le relazioni di indifferenza analogamente si pone: 
u'[g(a)]- u'[g(b)] =o{::? alb (A.23) 
8 Siskos e Jacquet-Lagrèze in (39] consigliano di scegliere c5 in modo tale da garantire 
una separazione significativa tra due classi di R, ma esso non deve essere maggiore di 
1/Q. Si raccomanda dunque di provare diversi valori, compresi nell'intervallo [fa Q, 1/Q], 
e scegliere quello che garantisca il miglior compromesso. In letteratura, in realtà, spesso 
viene utilizzato un valore di c5 = 0.01. 
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Allo scopo di minimizzare la deviazione totale, si utilizza la seguente 
funzione obiettivo lineare: 
F = L a(a) (A.24) 
aEA' 
Inoltre è anche possibile pesare gli errori potenziali (con dei pesi 
p( a)) in modo tale da poter tenere in considerazione il diverso gra-
do di confidenza che si può avere nei confronti delle classificazioni 
effettuate: 
F = L p(a)a(a) (A.25) 
aEA1 
. Il problema di programmazione lineare è dunque il seguente (PLl): 
[min] F = LaEA' a(a) 
con i vincoli: 
{l:Z=1 ui[9i(a)]- 2:::7=1 ui[gi(b)]} +a( a)- a(b) ~ 8 se aPb 
{2:::7=1 ui[9i(a)]- l:Z=1 ui[9i(b)]} +a( a)- a(b) =O se alb 
j+1 j 
Ui(9i ) - Ui(9i) ~ St 
L7=1 Ui(gi) =l 
ui(gi) =O, ui(gf) ~ O, a(a) ~ O 
con gli indici i= l, ... , k e j = l, 2, ... , ai -l. 
\fa E A' 
(A.26) 
Step 2: Valutazione di un set di funzioni d'utilità attraverso un'analisi di 
post-processing 
Poiché il problema (A.26) può avere più soluzioni, è necessario esplo-
rare lo stesso spazio delle soluzioni alla ricerca di quelle più efficienti. 
Tralasciando ogni spiegazione formale (ampiamente descritte invece 
in [39]), basti sapere che, posto che sia F* la soluzione ottimale 
del sistema (A.26), considerando un valore di soglia k(F*) che sia 
pari ad una porzione molto piccola di F*, produrre una analisi post-
ottimizzazione equivale a esplorare i vertici di un poliedro ottenuto 
con la seguente disequazione: 
F :::;; F* + k(F*) (A.27) 
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ovvero 
- L a( a) ;? -[F* + k(F*)] (A.28) 
aEA' 
da aggiungere al set di vincoli di (A.26). 
A.1.3.3 L'algoritmo TOPSIS 
Hwang e Yoon svilupparono TOPSIS [38] (Technique for Order Preference 
by Similarity to Ideai Design), algoritmo facente parte della grande famiglia 
degli outmnking methods, basandosi sul concetto che tra tutte le possibili 
soluzioni sia da scegliere quella che presenta la minor distanza (e quindi sia 
più vicina) da un'ideale alternativa ottima e la massima da quella pessima. 
Gli unici input richiesti da TOPSIS sono una matrice decisionale (de-
scritta già in Tabella A.l) e un vettore di pesi relativi che apporti le infor-
mazioni necessarie circa le preferenze del decision maker, così come descritto 
al paragrafo A.1.2.1 e seguenti. 
Gli steps da seguire per produrre un'analisi secondo tale metodo sono: 
Step l: Supponendo che il problema possa essere rappresentato come in 
Tabella A.l, si deve costruire la matrice decisionale normalizzata 
i cui elementi sono definiti da: 
Yìj 
Zìj = VLn .. 
2
, i = l, ... , n; j = l, ... , k. 
i=l YtJ 
(A.29) 
Step 2: Si definisce la matrice decisionale normalizzata pesata i cui elementi 
sono ottenuti da: 
Xij = WjZij, i= l, ... , n; j =l, ... , k (A.30) 
dove Wj è il peso del j-esimo attributo. 
Step 3: Si definiscono un punto ottimo ideale a* ed uno pessimo (nadir) a-
come segue: 
a* {(maxxìj l j E J), (minXìj l j E J) l i= l, ... , n} 
t t 
(A.31) 
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a {(minXij l j E J), (maxxij l j E J) l i= l, ... ,n} 
t t 
(A.32) 
dove J è l'insieme degli indici da massimizzare (es. vantaggi) mentre 
J è quello degli indici da minimizzare (es. costi). 
Step 4: Si calcola poi la distanza dell'alternativa dall'ideai point a* (ovvero 
un'alternativa ideale e perfetta): 
k 2 
Si = L ( Xij - xj) i = l, ... , n (A.33) 
j=l 
e da un negative ideal point a- (ovvero l'opposto di a*): 
i= l, ... ,n (A.34) 
Step 5: Si calcola la vicinanza relativa (relative closeness) di ogni design 
dall'idea[ point 
c-:= s; 
t s-:- +S": 
t t 
i= l, ... ,n (A.35) 
Step 6: Infine, ordinando le alternative in base alla grandezza Ci, si ottiene 
il contestuale loro ordinamento dalla migliore alla peggiore; infatti, 
se c; >c; allora ai "supera di grado" aj. 
A.1.3.4 L'algoritmo CODASID 
Il metodo di supporto alle decisioni CODASID (COncordance and Discor-
dance Analyses by Similarity to Ideai Designs) [66] fa parte della famiglia 
degli "outranking methods"; tali algoritmi permettono di individuare le alter-
native migliori attraverso l'estensione del concetto di dominanza sulla base 
dei giudizi di preferenza espressi dal decisore. In CODASID, effettuando dei 
confronti binari tra le alternative, si perviene alla definizione di tre indici 
che esprimono in vario modo la dominanza di una soluzione rispetto ad ogni 
altra; l'aggregazione finale delle informazioni, che si trovano espresse esplici-
tamente negli indici, permette di ottenere l'ordinamento delle azioni dalla 
migliore alla peggiore. 
119 A.l. MULTI CRITERIA DECISION MAKING 
I tre indici generati prendono il nome di "preference concordance index", 
"evaluation concordance index" e "discordance index". Essi forniscono stime 
differenti (e tra loro indipendenti) delle caratteristiche di ogni design pro-
ducendo così un nuovo spazio nel quale condurre la ricerca dell'alternativa 
migliore. Un modello di programmazione lineare e una procedura di ag-
giustamento iterativo dei pesi dei tre indici permette infine di aggregare le 
informazioni: si ottiene così facendo una misura di distanza (definita nel 
nuovo spazio disegnato) tra ogni alternativa e due ideali design, che rapp-
resentano la migliore e la peggiore scelta attuabili. L'idea base di definire 
questa sorta di misura trae origine dal metodo TOPSIS [38] descritto al 
paragrafo A.l.3.3. 
A.1.3.4.1 Informazioni richieste e normalizzazione Definita 9 una 
matrice decisionale contenente le informazioni necessarie costruita cosi come 
mostrato in Tabella A.l nella quale Yii è l'attributo Yi rispetto all'alternativa 
ai (i= l, ... , n;j = l, ... , k), supponiamo, senza perdere in generalità, che 
tutti gli attributi siano da massimizzare. 
Supponiamo inoltre che sia dato il vettore dei pesi relativi degli attributi 
(costruito ad esempio così come descritto al paragrafo A.l.2.1): 
n 
W= [wl w2 · · · wn]T; Wj 2': O, con L Wj = l 
j=l 
dove Wj è il peso relativo normalizzato dell'attributo Yi· 
(A.36) 
Poiché gli attributi sono generalmente tra loro non confrontabili (incom-
parabilità nelle unità di misura, negli ordini di grandezza, ecc.), la matrice 
decisionale deve essere normalizzata adottando la seguente trasformazione 
lineare: 
y·· _ ymin 
r·. =--= tJ j 
t) ymax _ y'.llin 
J J 
(A.37) 
9 0ltre a quanto riportato in questo paragrafo l'algoritmo richiederebbe anche la 
definizione di un vettore delle "soglie di veto" ovvero un vettore composto da valori defini-
ti per ogni attributo e tali che, se la differenza in valore assoluto tra gli attributi di due 
alternative è maggiore della soglia di veto allora l'alternativa col valore minore non dovrà 
mai dominare l'altra. Poiché la descrizione di tale strumento, non utilizzato negli studi 
effettuati, esula dagli intenti di questo lavoro, si rimanda chi fosse interessato a [66]. 
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A.1.3.4.2 N uova analisi di concordanza e discordanza Sulla base 
della matrice decisionale, tutte le alternative vengono tra loro comparate, 
per mezzo di confronti binari, attributo per attributo. Definita l'ipotesi che 
ak sia da preferire ad az, indicata akPaz, se Yki ~ Yli allora si può affermare 
che il j-esimo attributo è concordante con (cioè supporta) tale assunzione; 
viceversa è discordante. In questo modo è possibile definire i seguenti sets: 
Ckt = {iiYki ~ Ytj,j =l,··· ,n}, Dkt = {jiYki < Yti,j =l,··· ,n} (A.38) 
PC 
In seguito a quanto descritto è possibile definire le seguenti tre matrici: 
P12 P 1m 
PC= 
P21 P 2m 
, EC= 
Pml Pm2 
dl2 d 1m 
CD= 
d21 d 2m 
dm l dm2 
{Preference Concordance Index) 
n 
Pkl = L Wj/Sp; Sp = LWj (A.39) 
jECkt j=l 
Ogni elemento Pkl della matrice misura l'ampiezza dell'assunzione che 
ak domini at in relazione al vettore dei pesi W; se Pkt > Pmn allora è 
maggiormente supportata l'ipotesi akPat rispetto a amPan. 
EC (Evaluation Concordance Index} 
ekl = L irkj- rtjl /n 
jECkt 
(A.40) 
Ogni elemento ekt della matrice misura l'ampiezza dell'assunzione che 
ak domini az in relazione al valore degli attributi; notare che ekl = l 
indica che ak è l'alternativa ideale e az è viceversa il "nadir". 
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CD (Discordance Index) 
dkz = L izkj- zzjl /Sd; 
jEDkz 
n 
Sd = L~ax{izkj- Zzjl} 
j=l ,] 
con Zij = Wjrij e i = l,··· , m; j = l,··· , n. 
(A.41) 
Il valore di dkz misura l'ampiezza dell'abbiezione all'assunzione che ak 
sia da preferire ad az (akPaz). È da notare che con dkz = l si intende 
che ak è il "nadir" e, ovviamente, az è l'alternativa ideale. 
Allo scopo di aggregare tutte le informazioni fin qui prodotte ed incluse 
in ogni elemento di PC, EC e CD in un unico indice, si definiscono i seguenti 
elementi: 
m 
Pk =p(ak) = L (Pkz-Pzk) k = 1,··· ,m 
Z=lZ# 
m 
ek=e(ak)= L (ekz-ezk) k=l,···,m 
Z=l Ztfk 
m 





I tre indici costituiscono la "preference matrix" PM così come mostrato in 
Tabella A.4. 
p( a) e( a) d( a) 
al PI el d l 
a2 P2 e2 d2 
. . . ... . . . . .. 
a m P m e m dm 
Tabella A.4 : La preference matrix. 
Per poter produrre un ordinamento di tutte le alternative (ranking), 
devono essere assegnati o determinati i pesi Ài per la preference matrix. 
L'autore dell'algoritmo consiglia di utilizzare i seguenti valori: 
(A.45) 
À1 = À2 = 0.25 .À3 = 0.5 (A.46) 
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in quanto p(a) e e(a) contribuiscono in egual misura a supportare l'ipotesi 
di dominanza ed entrambe le informazioni sono da considerarsi attendibili. 
Definito un ideal point a* (ovvero un'alternativa ideale e perfetta) e un 
negative ideal point a- (l'opposto di a*) come segue: 
(A.47) 
(A.48) 
si calcola la distanza di ogni alternativa dall'ideai point e dal negative ideal 
point: 
3 
Si= 2)xij -xj)2 i= 1,··· ,n 
j=l 
3 
s; = 2)xij- xj) 2 i= l,··· , n 
j=l 
dove Xij è il Ài elemento pesato della Preference Matrix. 
(A.49) 
(A.50) 
Entrambe le distanze sopra definite vengono usate per calcolare la vici-
nanza relativa di ogni alternativa all'idealità: 
(A.51) 
Ordinando le alternative in base alla grandezza di Ci, si ottiene il loro 
contestuale ordinamento dalla migliore alla peggiore, in quanto affermare che 
c: > c; equivale a dire che ai è da preferire a aj. 
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A.2 Self Organizing Maps 
Le Self Organizing Maps, proposte per la prima volta da Teuvo Kohonen nel 
1982 [41], prendono spunto dalla capacità del cervello umano di organizzare 
in maniera topografica gli stimoli sensoriali, in modo tale che un determinato 
tipo di stimolo venga processato in zone specifiche della corteccia cerebrale. 
Gli algoritmi che tentano di riprodurre questa caratteristica vengono det-
ti auto-organizzanti e le SOM ne sono l'esempio principale. Esse sono un 
efficace strumento sia per la visualizzazione di dati multidimensionali che 
per l'individuazione di gruppi di dati simili tra loro senza che sia neces-
sario conoscere a priori il numero ed il tipo di classi effettivamente presenti 
( clustering non supervisionato). 
Le SOM hanno trovato utile applicazione in discipline diverse, al pun-
to da essere, tra gli algoritmi generalmente classificati come parte del soft 
computing, quello che ha raccolto il maggior numero di citazioni in letter-
atura [54]. L'algoritmo, operando una regressione vettoriale non lineare a 
topologia ordinata, permette di proiettare dati a molte dimensioni su un pi-
ano bidimensionale, generalmente a pianta esagonale, in modo tale che dati 
vicini nello spazio originale siano riportati in zone contigue anche in questo 
piano. Ne risulta quindi una vera e propria mappa dei dati. Segue una 
schematica descrizione dell'algoritmo. 
Sia Xj = (xi,x2, ... ,xd) un dato in uno spazio d- dimensionale, con 
j=l, ... ,N. 
L'algoritmo: 
l. Crea una griglia con i nodi (i= 1, ... , k). A ciascun nodo vengono as-
segnati due sistemi di coordinate: uno nello spazio d- dimensionale di 
input Wi = (W1, W2 , ... , Wd), detti vettori di riferimento, l'altro nel 
sistema di riferimento bidimensionale r della griglia. 
2. Inizializza i vettori di riferimento su ciascun nodo: Wi(O); ai vettori di 
riferimento viene quindi assegnata una dipendenza temporale discreta; 
ogni ciclo dell'algoritmo incrementa la variabile temporale t. L'inizial-
izzazione può essere effettuata con numeri casuali (in questo caso, però 
a parità di altri fattori, la convergenza richiede un numero di cicli mag-
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giore) oppure con metodi che permettano di partire da una situazione 
quanto più possibile simile a quella dei dati (Principal Component 
Analysis). 
3. Definisce i parametri iniziali della neighborhood function 1 
1 = a(t)h(lri- rei /a( t), t) (A.52) 
che regola l'aggiornamento a cui vanno soggetti i vettori di riferimen-
to. a(t) è la velocità di apprendimento e regola l'entità dell'aggior-
namento: decresce linearmente o esponenzialmente con la variabile t. 
a( t) è la funzione di prossimità e determina quali nodi sono coinvolti 
nell'aggiornamento. 
4. (Ciclo) Seleziona uno dei dati di input Xj 
Calcola le distanze tra il vettore di input Xj e tutti i vettori di 
riferimento Wi; seleziona il vettore w(e) pi simile (pi vicino) a Xj 
Calcola il valore attuale della neighborhood function e aggiorna i 
vettori di riferimento dei nodi topologicamente vicini nella mappa, con 
entità direttamente proporzionale alla loro distanza lri- rei dal nodo 
w(e) 
(A.53) 
Calcola l'errore di quantizzazione Eq, che indica mediamente quan-
to i vettori di riferimento sono vicini ai dati iniziali; è calcolato come la 
radice quadrata della distanza media tra ciascun dato ed il rispettivo 
w(e) 
(A.54) 
Criterio di terminazione: numero di cicli desiderato oppure valore 
stabile di Eq 
L'algoritmo utilizza quindi un insieme di vettori-sonda (i vettori di rifer-
imento) e, con procedimento iterativo, li porta a convergere sui dati nello 
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SepalL SepalW PetalL PetalW Tipo 
4.6 3.6 1.0 0.2 Setosa 
5.1 3.3 1.7 0.5 Setosa 
6.5 2.8 4.6 1.5 Versi color 
4.9 2.5 4.5 1.7 Virginica 
6.6 2.9 4.6 1.3 Versi color 
Tabella A.5 : Schema del dataset Iris. 
Nell'ultima colonna é riportata la classificazione in uno dei tre tipi conosciuti: Setosa, Virginica, 
Versicolor. Comprende 50 misurazioni per ciascuno dei tre tipi. 
spazio d-dimensionale; contemporaneamente, assegna a ciascuno di questi 
vettori-sonda una posizione in una griglia bidimensionale che può essere uti-
lizzata come una sorta di display dei dati stessi, poiché il procedimento è 
tale per cui viene rispettata la topologia originale. 
Una possibile variante a questo algoritmo, che è la versione base di una 
SOM, è l'algoritmo SOM-batch, in cui l'aggiornamento dei vettori di riferi-
mento viene fatto solo dopo che tutti i dati sono stati presentati e tutte le 
distanze sono state calcolate. Il pregio principale della variante batch è la 
maggior velocità di convergenza, a scapito però della capacità di rispettare 
la topologia originale dei dati [30]. 
Di seguito viene presentato un esempio di utilizzo delle Self Organizing 
Maps sul dataset Iris [29], che raccoglie 150 misurazioni di quattro caratter-
istiche di questo fiore: la lunghezza e la larghezza del petalo, la lunghezza 
e la larghezza del sepalo. Si tratta di un caso puramente esplicativo, un 
problema a sole quattro dimensioni, utile però a chiarire due aspetti fonda-
mentali: possibilità di raggruppare dati simili tra loro e disponibilità di una 
visualizzazione efficace che permette di sviluppare considerazioni su corre-
lazioni non lineari tra variabili. Uno schema del dataset Iris è riportato in 
tabella A.5. 
L'algoritmo SOM applicato al dataset Iris produce i risultati illustrati in 
figura 1.3. Si possono trarre alcune conclusioni: le variabili 3 e 4 hanno una 
mappa molto simile, quindi una delle due è ridondante nella descrizione del 
problema e può essere eliminata; le variabili l e 3 hanno una forte correlazione 
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Figura 1.3 : Valori numerici delle caratteristiche 
In ciascuno dei quattro display (uno per ciascuna caratteristica) vengono rappresentati i valori 
numerici delle caratteristiche secondo una scala graduata. Component 1: lunghezza del petalo; 
Component 2: larghezza del petalo; Component 3: lunghezza del sepalo; Component 4: 
larghezza del sepalo. 
locale nella zona dei valori bassi, quindi per piccole lunghezze del petalo si 
hanno sempre piccole dimensioni del sepalo. Oltre a considerazioni che in 
questo caso particolare possono risultare banali, risulta chiara l'utilità di un 
tale approccio nel caso di dataset molto più complessi. 
Considerazioni sul raggruppamento di dati simili possono essere fatte in 
base alle mappe riportate in figura 1.4. Si noti come dati dello stesso tipo 
si vadano a raggruppare in zone contigue nella mappa; si noti altresì come 
questo sia avvenuto senza alcuna indicazione o supervisione esterna. 
La figura 1.4 non fornisce però informazioni su quanto siano effettiva-
mente distanti tra loro i dati nello spazio originale d- dimensionale; la U-
Matrix [75] è utile in tal senso ed è rappresentata in figura 1.5. Da qui si 
vede come la specie Setosa sia molto pi diversa dalle altre di quanto non lo 
siano tra loro Virginica e Versicolor, in quanto c'è una chiara separazione tra 
la zona dove sono riportate le Setosa ed il resto della mappa. 
Le Self Organizing Maps possono anche essere utilizzate per classificare 
dati nuovi, nel senso che non sono stati passati all'algoritmo nella fase di 
apprendimento; si supponga, riferendosi al dataset Iris, di voler classificare 
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Figura 1.4 : Ciascun dato viene etichettato con il suo tipo di appartenenza 
e rappresentato sul l 'unità della mappa che meglio lo rappresenta. 
Figura 1.5 : Nella U-Matrix su ciascun nodo della mappa viene riportato il 
valore medio della distanza tra il suo vettore di riferimento ed i sei vettori 
primi uicini: il rosso intenso indica grandi distanze, il giallo piccole. 
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Figura 1. 6 : La nuova misurazione viene classificata come Viryinica (in blu 
nell'immagine) 
una nuova misurazione delle caratteristiche in una delle tre tipologie di iris: 
avendo a disposizione la SOM, è sufficiente determinare il vettore W i pi 
simile al nuovo dato e posizionare quest'ultimo sul relativo nodo della mappa 
{vedi figura 1.6) 
Appendice B 
Appunti di statistica 
B.l Verosimiglianza 
Il criterio attualmente più accreditato, sia da un punto di vista teorico che 
pratico, per la stima statistica dei parametri di un modello è quello del-
la massima verosimiglianza, che sostanzialmente include quello dei minimi 
quadrati come caso particolare. 
Sia Y la variabile casuale di cui è stato osservato il valore empirico y e 
sia p( t; O) la funzione di probabilità (o di densità) parametrica dipendente 
dal parametro () che deve essere stimato dai dati a disposizione. Sotto queste 
ipotesi, si definisce funzione di verosimiglianza: 
L( O) = c · p(y; O) (B.l) 
dove c è una costante positiva arbitraria, ma fissata una volta per tutte 
(poiché c ha un ruolo rilevante solo da un punto di vista teorico ma non ha 
alcun effetto sull'utilizzo di L( O) né sulle proprietà delle tecniche inferenziali 
connesse, supporremo, senza perderne in generalità, che c= 1). 
Poiché p(y; O) viene valutata per ogni valore osservato y, la funzione di 
verosimiglianza dipende esclusivamente da O. Essendo poi essenzialmente 
positiva, ha senso definire la funzione di log-verosimiglianza (in inglese log-
likelihood function): 
log L( O) = log p(y; O) (B.2) 
ponendo eventualmente log L( O) = -oo se p(y; O) = O (questa trasformazione 
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assumerà maggior significato quando esporremo il caso particolare delle vari-
abili dicotomiche al paragrafo B.l.l). 
Supposto che il massimo di L esista e sia unico, la massimizzazione di 
(B.l) equivale alla massimizzazione di (B.2): 
1f = argmaxL(B) = argmaxlogL(B) 
e e 
(B.3) 
La massimizzazione di L rappresenta un problema decisamente compli-
cato, soprattutto perché si ricerca il massimo assoluto. 
Per la quantificazione della precisione della stima e per i problemi con-
nessi alla significatività si rimanda a [4). 
B.l.l La funzione verosimiglianza per il caso generale di un 
modello di default 
Nel caso di variabili risposta di tipo dicotomico (default/non-default) di cui 
disponiamo di n osservazioni tratte tutte nelle medesime condizioni e in-
dipendentemente le une dalle altre, la funzione di probabilità dipendente dal 
vettore di dati x è [71): 
prob(ylx) = p(x)Y[l- p(x)](l-y) (B.4) 
dove p(x) è la probabilità (di default) prevista dal modello e l' evento y è 
definito come segue: 
y= 
l se si è verificato il default 
O se l'azienda è solvente 
La funzione di verosimiglianza di un modello per un pool di dati è calco-
labile come prodotto delle singole funzioni di verosimiglianza di ogni subset 
disgiunto dei dati, ovvero: 
n n 
L(model) = Ilprob(Yilxi) = rrp(xi)Yi[l- p(xi)](l-yi) (B.5) 
i= l 
Sfruttando la trasformazione descritta dalla (B.2) si può scrivere: 
n 
log L(model) = L (Yi log[p(xi)] + (l - Yi) log[l -p( xi)]) (B.6) 
i= l 
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B.2 CAPe ROC 
Uno dei problemi applicativi più frequenti è quello di dover allocare un' unità 
a una categoria o classe tra K possibili alternative utilizzando le osservazioni 
relative a delle variabili rilevate su quella unità. Il rating è uno di questi 
esempi: l'intento è quello di capire se una azienda fallirà o meno e quindi se 
sia possibile categorizzarla nel gruppo dei "buoni" o dei "cattivi". 
Si pensi quindi alla valutazione di merito creditizio come ad un proble-
ma di classificazione caratterizzato da K = 2 unità: default e non default ; 
una volta prodotta l'analisi, rimane da testare se il criterio di classificazione 
adottato sia adeguato o meno. Si abbiano ad esempio i casi presentati in 
figura 2.1; si supponga, come caso particolare, che in blu sia stata tracciata 
la distribuzione dello score (o del valore di un ratio) calcolato al tempo t 
per aziende in stato di salute al tempo t+ l ; viceversa si pensi che in rosso 
sia rappresentato lo stesso valore per aziende che, però, sono fallite entro il 
tempo t + l. 
... 
CUT-QFF 
Figura 2.1 : Errori di classificazione di I e II tipo. 
Se al tempo t si fosse scelto quale cut - o f f (ovvero quale valore discrimi-
nate) quello disegnato in figura, al tempo t + l avremmo osservato gli scenari 
riassunti in tabella B.l , ovvero ci saremmo imbattuti nei seguenti casi: 
• TP (true positive): aziende considerate deboli e poi fallite entro t+ l; 
• TN (true negative) : aziende considerate sane ed infatti ancora in 
attività al tempo t + l ; 
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• FP (false positive): aziende considerate deboli ma ancora in attività al 
periodo t + l; 
• FN (false negative): aziende considerate sane ma fallite entro il tempo 
t+ l. 
Tabella B. t : Tabella di contingenza. 
Stato al tempo t + l 
Default Non Default 
Cattivi TP (%) FP (%) 
Buoni FN (%) TN (%) 
Le grandezze sopra descritte sono legate dalle seguenti relazioni: 
TN(%) + FP(%) = 100% aziende sane 
TP(%) + FN(%) = 100% aziende fallite 
Le grandezze FN ed FP sono una misura della inadeguatezza della classi-
ficazione operata per mezzo del modello e vengono rispettivamente chiamate 
errore di I tipo ed errore di II tipo 1. 
Le quattro misure raccolte in tabella B.1 sono funzione del punto di cut-
off scelto; se si volesse ottenere le stesse informazioni per ogni punto di 
cut-ojj, si dovrebbe ricorrere alla curva ROC. 
La curva ROC (Receiver Operating Characteristic) 2 è infatti costituita 
dai punti di coordinate (FP;TP). 
Gli step da seguire per la costruzione di una curva ROC sono i seguenti 
[71]: 
1 Appare chiaro che, nello studio del merito creditizio delle aziende, gli errori di I tipo 
siano molto più pericolosi degli errori di II tipo per le conseguenze che essi comportano; 
sarebbero infatti ritenute meritevoli di fido o prestito aziende potenzialmente pericolose. 
2La curva ROC è stata introdotta negli anni della II Guerra Mondiale nel contesto 
della teoria delle cominicazioni, in particolare di segnali radio, ed è stata poi ampiamente 
utilizzata in altri ambiti applicativi, tra cui in particolare in controllo della qualità e in 
statistica medica [4]. 
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Step 1: predisporre un archivio (o dataset) che includa i valori dello score 
relativo al merito creditizio secondo l'analisi di bilancio di aziende 
sane e fallite; 
Step 2: ordinare per score crescente le aziende sane analizzate e disporle 
idealmente lungo un asse x; 
Step 3: spostandosi sull'asse x verso valori crescenti (e quindi dall'azienda 
"peggiore" a quella "migliore"), per ogni valore di score x riportare 
in y la percentuale di aziende fallite che abbiano uno score inferiore 
(x D< x). 
Per definizione la curva ROC esplicita in ogni suo punto i valori degli 
errori di I e II tipo (raccolti nella tabella di contingenza3 ) B.1 come illustrato 







o 20 ~o 00 80 100 
Figura 2.2 : Relazione tra la curoa ROC e gli errori di classificazione di I e 
II tipo. 
Appare chiaro che, quanto più il modello (o indice) in esame ha capacità 
discriminanti, tanto più la curva ROC tenderà all'angolo di coordinate (0;1) 
ovvero punto in cui si massimizzano le ''predizioni" corrette e si annullano 
quelle errate (ovvero gli errori di I e II tipo sono nulli). 
3É detta. contingency table o confusion matrix. 
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La curva CAP (Cumulative Accuracy Pro file) differisce dalla curva ROC 
solo per un particolare: nell 'asse x non vengono riportati i valori degli score 
delle sole aziende sane ma delPintera popolazione. 
B.2.1 L'indice di Gini 
La curva CAP viene generalmente posta in raffronto alle curve che due 
ipotetici modelli, uno "perfetto" ed uno "random", traccerebbero. Per mod-
ello "perfetto" si intende un modello che lascerebbe separate esattamente le 
aziende fallite da quelle sane quando queste poste in ordine crescente di score; 
analogamente con modello "random" si intende un modello che avrebbe ca-
pacità predittiva del 50% (come il lancio della moneta). Dal raffronto delle 
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Figura 2.3 : Relazione tra la curva ROC e gli errori di classificazione di I e 
II tipo. 
Come si può notare le tre curve individuano due aree indicate in figura 
come A e B; dal rapporto tra le due aree si ottiene l'indice di Gini (detto 
anche accuracy ratio AR): 
B 2 f01 f(x )dx- l AR = - - = ----=-.:"-- --
A + B 1 - p 
(B.7) 
dove si è voluto indicare con f (x) la curva CAP e con p il tasso di default 
osservato (ovvero rapporto tra il numero di aziende fallite e il numero totale 
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di aziende nella popolazione). Ovviamente l'indice di Gini è un valore che 
varia tra O ed l. 
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Appendice C 
La classificazione ATECO 2002 
Come si può leggere in Classificazione delle attività economiche - ATECO 
2002, documento prodotto dall'Istituto Nazionale di Statistica (ISTAT) e 
disponibile online sul sito http: l /WllW. istat. i t/, "L'Istituto nazionale di 
statistica ha predisposto una nuova classificazione delle attività economiche 
(Ateco 2002) da adottare nelle rilevazioni statistiche correnti in sostituzione 
della precedente (Ateco '91). L'Ateco 2002 è la versione nazionale della 
classificazione (Nace Rev. 1.1) definita in ambito europeo e approvata con 
regolamento della Commissione n. 29/2002, pubblicato su Official Journal 
del 10 gennaio 2002. 
L'Ateco 2002 è stata sviluppata dall'lstat, con la collaborazione di esperti 
delle pubbliche amministrazioni coinvolte nella attività di classificazione delle 
unità produttive, di esperti dei principali settori economici e di rappresen-
tanti di numerose associazioni di produttori. L'obiettivo è tenere conto delle 
specificità della struttura produttiva italiana, rinnovando, rispetto all'Ateco 
1991, il dettaglio a livello di categoria (quinta cifra della classificazione), utile 
a individuare attività particolarmente rilevanti nel nostro Paese. 
L'A teco 2002 è stata creata, principalmente, per fini statistici e con essa 
si intende soddisfare l'esigenza di una comune nomenclatura per la clas-
sificazione delle unità di produzione di beni e servizi. Pertanto le pub-
bliche amministrazioni, al fine di realizzare l'omogeneità e la razionaliz-
zazione dei flussi informativi a livello centrale e locale, che costituisce uno 
degli scopi fondamentali del Sistema statistico nazionale, possono utilizzare 
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detta classificazione per definire le attività oggetto delle loro competenze 
istituzionali." 
Tabella C. t Settori produttivi classificati secondo i primi 2 digit ATECO-
1 
A TECO Descrizione 
l Agricoltura caccia silvicoltura e simili 
2 Agricoltura caccia silvicoltura e simili 
5 Pesca, piscicoltura e servizi connessi 
lO Industria estrattive 
11 Industria estrattive 
12 Industria estrattive 
13 Industria estrattive 
14 Smaltimento rifiuti e altre industrie estrattive 
15 Industria alimentare e bevande 
16 Industria del tabacco 
17 Industrie tessili 
18 Confezione articoli abbigliamento e concerie 
19 Confezione articoli abbigliamento e concerie 
20 Industria del legno (esclusi mobili) 
21 Fabbricazione carta e simili 
22 Editoria stampa e simili 
23 Smaltimento rifiuti e altre industrie estrattive 
24 Fabbricazione di materiali in gomma plastica e non metalliferi 
25 Fabbricazione di materiali in gomma plastica e non metalliferi 
26 Fabbricazione di materiali in gomma plastica e non metalliferi 
27 Industrie metallurgiche 
28 Fabbricazione di materiali in gomma plastica e non metalliferi 
29 Fabbricazione macchine e apparecchi meccanici 
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Tabella C.2 : Settori produttivi classificati secondo i primi 2 digit ATECO -
2 
A TECO Descrizione 
30 Fabbricazione apparecchiature elettroniche e simili 
31 Fabbricazione apparecchiature elettroniche e simili 
32 Fabbricazione apparecchiature elettroniche e simili 
33 Fabbricazione apparecchiature elettroniche e simili 
34 Fabbricazione mezzi trasporto 
35 Fabbricazione mezzi trasporto 
36 Fabbricazione mobili 
37 Smaltimento rifiuti e altre industrie estrattive 
40 Produzione di fonti energetiche e acqua 
41 Produzione di fonti energetiche e acqua 
45 Costruzioni 
50 Commercio e riparazione autoveicoli e motocicli 
51 Commercio all'ingrosso 
52 Commercio al dettaglio 
55 Alberghi e ristoranti 
60 Trasporti terrestri 
61 Trasporti marittimi 
62 Trasporti aerei 
63 Attività di supporto ed ausiliarie ai trasporti 
64 Poste e telecomunicazioni 
65 Intermediazione mobiliare e finanziaria 
66 Attività ausiliare all'intermediazione finanziaria e servizi assicurativi 
67 Attività ausiliare all'intermediazione finanziaria e servizi assicurativi 
70 Attività immobiliari 
71 Noleggio di macchine e attrezzature 
72 Servizi alle imprese, informatica e ricerca e sviluppo 
73 Servizi alle imprese, informatica e ricerca e sviluppo 
74 Servizi alle imprese, informatica e ricerca e sviluppo 
75 Amministrazione pubblica 
80 Istruzione e servizi di sanità e assistenza sociale 
85 Istruzione e servizi di sanità e assistenza sociale 
90 Smaltimento rifiuti e altre industrie estrattive 
91 Attività di organizzazioni associative, culturali, sportive e ricreative 
92 Attività di organizzazioni associative, culturali, sportive e ricreative 
93 Servizi alle famiglie 
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Appendice D 
Indicatori MCCR 
Di seguito l'elenco completo degli indicatori di bilancio ricavati dall'appli-
cazione della metodologia Fund Accounting (27] ed impiegati per lo studio e 
lo sviluppo di MCCR (15]. 
Tabella D.1 Elenco completo degli indicatori - 1 
Codice indice Calcolo indice 
Copertura int 2 EBITDA/Oneri Finanziari 
Copertura int 6 EBIT /Oneri Finanziari 
Copertura_ int _lOB Flusso Autogenerato di Capitale Liquido prima degli interessi 
e delle imposte/Oneri finanziari 
Copertura int 108 Flusso - - Autogenerato di Capitale Disponibile Finanziario 
Netto prima degli interessi e delle imposte/Oneri finanziari 
ROI p i diMP Utile Operating/Totale Attivo(semisomma) 
Redd 2 Utile netto/Totale Patrimonio netto(semisomma) 
ROS l EBITDA/Ricavi delle vendite 
ROS la EBITDA/Valore della produzione 
ROS Utile operating/Ricavi delle vendite 
ROSa Utile operating/Valore della produzione 
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Tabella D.2 : Elenco completo degli indicatori - 2 
Codice indice Calcolo indice 
X5 Ricavi delle vendite/Totale Attivo(semisomma) 
X5a Valore della produzione/Totale Attivo(semisomma) 
Solidità _pat_ lbisB Flusso Autogenerato di Capitale Liquido prima degli interessi 
e delle imposte/Totale Passivo(semisomma) 
Solidità _pat_ lbisS Flusso Autogenerato di Capitale Disponibile Finanziario 
Netto prima degli interessi e delle imposte/Totale Passi-
vo(semisomma) 
DS l Totale Passivo/Totale Patrimonio netto 
Solidità pat 5 Totale Attivo/Totale Passivo 
X2 Riserve e Utili accantonati/Totale Attivo 
Solidità pat 6 Disponibilità/Esigibilità 
Aci d test (Disponibilità-Scorte attive) /Esigibilità 
Solidità pat 7 Totale Attivo/Esigibilità 
Copertura int 11 Oneri finanziari/Utile operating 
Gearing_ ratio _l (Debiti aB termine+ Debiti a M/L termine)/Totale Patrimo-
nio netto 
Gearing ratio Posizione Finanziaria Netta/Totale Patrimonio netto 
Costo - storico - debito Oneri finanziarif(Debiti a B termine(semisomma)+Debiti a 
M/L termine(semisomma)) 
Riscossione - cr com m l (Crediti comm.li al netto del f.do(semisomma)*365)/Ricavi - -
delle vendite 
Riscossione cr comm 2 (Crediti comm.li al netto del f.do*365)/Ricavi delle vendite 
Riscossione db com m l (Debiti comm.li(semisomma)*365)/Costi d'acquisto 
Riscossione db comm 2 (Debiti comm.li*365)/Costi d'acquisto 
EBITDA - cov ratio _cpsc EBITDA/ (oneri finanziari+ Differenze negative di valore su -
operazioni finanziarie) 
EBIT - cov - ratio _cpsc E BIT/ (oneri finanziari+ Differenze negative di valore su 
operazioni finanziarie) 
EBITDA cov ra- EBITDA/(Gestione finanziaria+Gestione cambi) - -
ti o GestFin GestCam -
EBIT cov ra- EBIT / (Gestione finanziaria+Gestione cambi) - -
t io GestFin GestCam 
CF - co v - ra- tio _spsc Flusso Autogenerato di Capitale Liquido prima degli interessi 
e delle impostef(oneri finanziari) 
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Tabella D.3 : Elenco completo degli indicatori - 3 
Codice indice Calcolo indice 
CF - co v - ratio _cpsc Flusso Autogenerato di Capitale Liquido prima degli interessi 
e delle imposte/(oneri finanziari+Differenze negative di valore 
su operazioni finanziarie) 
CDN su Totale attivo Rimanenza finale Capitale Disponibile Netto/Totale Attivo 
Scorte - atti- Scorte attive/Totale attivo 
ve su Totale attivo 
Esigibilità su Totale passivo Esigibilità/Totale passivo 
Debiti v s ban- Debiti v.s banche a M/L termine/Totale passivo ---
che lungo su Totale passivo 
Debiti _v_s_ ban- Debiti v.s banche a B termine/Totale passivo 
che breve su Totale passivo 
Debiti - funzionamen- Debiti di funzionamento/Totale passivo 
t o su Totale passivo 
AFl su Totale attivo Imm.ni immateriali nette/Totale attivo 
AF2 su Totale attivo lmm.ni materiali nette/Totale attivo 
VA su Totale attivo Valore Aggiunto/Totale attivo(semisomma) 
VA su Di p Valore Aggiunto/Costi del personale 
VA su ValoreProduzione Valore Aggiunto/Valore della produzione 
Capitalizzazione Totale Patrimonio netto/Totale attivo 
ROS 2 Utile netto/Ricavi delle vendite 
X3 EBIT /Totale attivo(semisomma) 
DS - 2 Posizione Finanziaria Netta a M/L termine/Totale Patrimonio 
netto 
Solidita pat 4 Totale Patrimonio netto/Totale passivo 
Solidita pat 3 Totale Patrimonio netto/Totale passivo a M/L termine 
Solidita pat 2 Rimanenza finale Capitale Disponibile Netto/Disponibilità 
Solidita pat l Rimanenza finale Capitale Disponibile Netto/Esigibilità 
Soli dita pat o Disponibilità liquide/Esigibilità 
Soli dita pat 8 Disponibilità realizzabili operative/Esigibilità operative 
Solidita pat 9 Rimanenza finale Capitale Circolante Netto div. cas-- -
sa/Disponibilità realizzabili 
Gestione _operativa Flusso autogenerato Capitale Disponibile Netto prima degli 
interessi e delle imposte/Totale attivo(semisomma) 
Copertura int 3 Utile operating/Oneri finanziari 
Copertura_ int - 4 Flusso autogenerato Capitale Disponibile Netto prima degli 
interessi e delle imposte/Oneri finanziari 
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Tabella D.4 Elenco completo degli indicatori - 4 
Codice indice Calcolo indice 
redditi vita - cassa l Flusso autogenerato Capitale Liquido prima degli interessi e -
delle imposte/Totale attivo(semisomma) 
redditi vita - cassa - 2 Flusso autogenerato Capitale Liquido prima degli interessi e 
dopo le imposte/Totale attivo(semisomma) 
rotazione - CCN Rimanenza finale Capitale Circolante Netto div. cassa/Ricavi 
delle vendite 
inventory turnover Ricavi delle vendite/Scorte attive(semisomma) 
Days _ inventory (Rimanenze(semisomma)*365)/Ricavi delle vendite 
Variazione Imm.ni immateriali (Rimanenza Finale Imm.ni Immateriali-Rimanenza Iniziale 
Imm.ni Immateriali)/Rimanenza Iniziale Imm.ni Immateriali 
Variazione Imm.ni materiali (Rimanenza Finale Imm.ni materiali-Rimanenza Iniziale 
Imm.ni materiali)/Rimanenza Iniziale Imm.ni materiali 
Variazione Imm.ni finanziarie (Rimanenza Finale Imm.ni finanziarie- Rimanenza Iniziale 
Imm.ni finanziarie)/Rimanenza Iniziale Imm.ni finanziarie 
Variazione Disponibilità oper- (Rimanenza Finale Disponibilità operative-Rimanenza In-
ative iziale Disponibilità operative)/Rimanenza Iniziale Disponibil-
ità operative 
Variazione Scorte attive (Rimanenza Finale Scorte attive-Rimanenza Iniziale Scorte 
attive)/Rimanenza Iniziale Scorte attive 
Variazione Crediti di funziona- (Rimanenza Finale Crediti di funzionamento-Rimanenza In-
mento iziale Crediti di funzionamento)/Rimanenza Iniziale Crediti 
di funzionamento 
Variazione Crediti di finanzia- (Rimanenza Finale Crediti di finanziamento-Rimanenza In-
mento iziale Crediti di finanziamento)/Rimanenza Iniziale Crediti di 
finanziamento 
Variazione Disponibilità (Rimanenza Finale Disponibilità-Rimanenza Iniziale Disponi-
bilità)/Rimanenza Iniziale Disponibilità 
Variazione Totale attivo (Rimanenza Finale Totale attivo-Rimanenza Iniziale Totale 
attivo)/Rimanenza Iniziale Totale attivo 
Variazione Totale passivo (Rimanenza Finale Totale passivo-Rimanenza Iniziale Totale 
passivo)/Rimanenza Iniziale Totale passivo 
Variazione Totale patrimonio (Rimanenza Finale Totale patrimonio netto-Rimanenza In-
netto iziale Totale patrimonio netto )/Rimanenza Iniziale Totale 
patrimonio netto 
Appendice E 
Le classi di rating 
Di seguito le classi di rating nelle quali MCCR esplicita il giudizio sul merito 
creditizio aziendale affiancate dalle descrizioni fornite dagli analisti di Eu-Ra. 
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Tabella E.1 Classi di rating con descrizione. 
Rating tecnico Definizione Area 
AAA La solvibilità dell'impresa è ritenuta massima. L'impresa mostra un > 
eccellente equilibrio patrimoniale, finanziario ed economico, e la sua .... (O 
"' capacità di gestire il rischio è elevata. ~· 
AA L'impresa ha una solvibilità molto alta. Presenta una elevata solidità rg 
<+ 
patrimoniale e finanziaria e capacità di reddito. La differenza rispetto a (O 




A L'impresa ha una solvibilità alta. Presenta un'alta solidità patrimo- .... "' c.. 
niale e finanziaria e capacità di reddito. L'impresa è più sensibile ai (O 
mutamenti del quadro economico - finanziario rispetto alle imprese 
con rating superiore. 
BBB L'equilibrio patrimoniale, finanziario ed economico dell'impresa è 
considerato adeguato. Lo stato di salute dell'impresa può essere 
pregiudicato da gravi eventi economici sfavorevoli. 
BB L'impresa presenta una sufficiente solidità patrimoniale e finanziaria: > 
la capacità di gestire il rischio di impresa è maggiormente influenzato .... (O 
"' negativamente da condizioni economiche avverse. ~o 
B L'impresa manifesta segnali di vulnerabilità. La debolezza della strut- ~ 
tura patrimoniale, economica e finanziaria potrebbe essere accentuata ~· 
"' da un peggioramento dello scenario economico. <+ a 
ccc L'impresa mostra squilibri nella patrimoniale, fi- (O sua struttura ~ 
nanziaria ed economica. Una carente gestione dell'impresa, nonché 
oq .... 
"' eventi di mercato contrari sono in grado di pregiudicare con alta c.. (O 
probabilità la solvibilità dell'impresa. 
cc L'impresa mostra dei segnali di elevata vulnerabilità. La presenza di > 
già forti disequilibri potrebbe accentuarsi in condizioni di mercato ed .... (O 
"' economiche non favorevoli. tJ 
c L'impresa manifesta situazioni patologiche considerevoli: la iii' sua ..... .... 
(O 
solvibilità è ritenuta molto scarsa. "' "' (O 
D L'impresa manifesta situazioni patologiche gravi: la sua solvibilità è c.. 
nulla. 
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