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Abstract
This paper is concerned with finite difference solutions of a coupled system of reaction–
diffusion equations with nonlinear boundary conditions and time delays. The system is
coupled through the reaction functions as well as the boundary conditions, and the time de-
lays may appear in both the reaction functions and the boundary functions. The reaction–
diffusion system is discretized by the finite difference method, and the investigation is
devoted to the finite difference equations for both the time-dependent problem and its cor-
responding steady-state problem. This investigation includes the existence and uniqueness
of a finite difference solution for nonquasimonotone functions, monotone convergence of
the time-dependent solution to a maximal or a minimal steady-state solution for quasi-
monotone functions, and local and global attractors of the time-dependent system, includ-
ing the convergence of the time-dependent solution to a unique steady-state solution. Also
discussed are some computational algorithms for numerical solutions of the steady-state
problem when the reaction function and the boundary function are quasimonotone. All the
results for the coupled reaction–diffusion equations are directly applicable to systems of
parabolic–ordinary equations and to reaction–diffusion systems without time delays.
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1. Introduction
Reaction–diffusion equations with time delays have been treated by many
investigators, and various methods have been proposed for the study of different
aspects of the problem, such as the existence–uniqueness of a solution, asymptotic
behavior of the solution, and numerical algorithms for the computation of
solutions (cf. [3,4,7,8,10–20,22,23]). Most of the discussions in the literature
are devoted to reaction–diffusion equations with linear boundary conditions,
and the time delays occur only in the reaction functions. On the other hand,
there are several model problems where the reaction–diffusion equations are
coupled not only in the differential equations but also through the boundary
conditions (cf. [9,17,19,22]). In a recent article [18] the author treated a class
of time-delayed parabolic systems with coupled boundary conditions where
the time delays may appear in both the reaction functions and the boundary
functions, and they may be all distinct. Moreover, the reaction and boundary
functions are only required to be Lipschitz continuous without any quasimonotone
requirement. The main concern there is to show the existence and uniqueness
of a solution by the method of upper and lower solutions. In this paper, we
discretize a class of reaction–diffusion–convection equations consider in [18],
including its corresponding steady-state problem, by the finite difference method,
and investigate the existence, uniqueness, and the asymptotic behavior of the
discrete time-dependent solution in relation to the discrete solutions of the steady-
state problem. This investigation leads to some local and global attractors of the
time-dependent finite difference system, and under some additional condition, the
convergence of the time-dependent solution to a unique steady-state solution. It
also yields some numerical algorithms for the computation of numerical solutions
of the steady-state problem for a certain class of reaction and boundary functions.
To describe the time-dependent reaction–diffusion system we consider some
positive constants τ1, . . . , τN and τ ′1, . . . , τ ′N , representing the time delays, and
a bounded connected domain Ω in Rp with boundary ∂Ω (p = 1,2, . . .). Define
u ≡ u(x, t)= (u(1)(x, t), . . . , u(N)(x, t)),
uτ ≡ uτ (x, t)=
(
u(1)(x, t − τ1), . . . , u(N)(x, t − τN)
)
,
uτ ′ ≡ uτ ′(x, t)=
(
u(1)(x, t − τ ′1), . . . , u(N)(x, t − τ ′N)
)
,
and set τ  = max{τ, τ ′},  = 1, . . . ,N . Then the time-dependent reaction–
diffusion system is given in the form
∂u(l)/∂t −L(l)u(l) = f (l)(x, t,u,uτ ) (x ∈Ω, t > 0),
B(l)u(l) = g(l)(x, t,u,uτ ′) (x ∈ ∂Ω, t > 0),
u(l)(x, t)=ψ(l)(x, t) (x ∈Ω, −τ l  t  0), (1.1)
where for each l = 1, . . . ,N , L(l) and B(l) are the respective diffusion–convection
operator and boundary operator given by
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L(l)u(l) =D(l)∇2u(l) + v(l) ·∆u(l),
B(l)u(l) = α(l)∂u(l)/∂ν + β(l)u(l).
Here ∂u(l)/∂ν denotes the outward normal derivative of u(l) on ∂Ω , and D(l) ≡
D(l)(x, t), β(l) ≡ β(l)(x, t) and v(l) ≡ (v(l)1 , . . . , v(l)p ) with v(l)ν = v(l)ν (x, t) (ν =
1, . . . , p) are continuous functions of (x, t). It is assumed that for each l the
functions f (l), g(l) and ψ(l) are continuous in their respective domains, and
either α(l) = 0, β(l) = 1 (Dirichlet condition) or α(l) = 1, β(l)  0 (Neumann
or Robin condition). If the boundary condition is of Dirichlet type for some or all
l then g(l) ≡ g(l)(x, t) is assumed independent of u and uτ ′ . We also assume that
D(l)(x, t) is strictly positive on Ω × [0, T ] for every T > 0, and f (l)(·,u,uτ )
and g(l)(·,u,uτ ′) are locally Lipschitz continuous with respect to (u,uτ ) and
(u,uτ ′), respectively, where Ω = Ω ∪ ∂Ω (see hypothesis (H2) in Section 2).
In the system (1.1) we allow L(l) = 0 (and no boundary condition for u(l))
for some l = 1, . . . ,N0  N . This means that problem (1.1) may be a coupled
system of parabolic–ordinary equations. Furthermore, the functions f (l) and g(l)
are allowed to be independent of uτ and uτ ′ , so that problem (1.1) includes the
standard coupled reaction–diffusion equations without time delays.
In addition to the time-dependent system (1.1) we consider also the corre-
sponding steady-state system in the form
Lsu
(l) = f (l)(x,u,u) (x ∈Ω),
Bsu
(l) = g(l)(x,u,u) (x ∈ ∂Ω), (1.2)
where Ls and Bs are the respective diffusion–convection and boundary operators
with D(l) ≡D(l)(x), v(l) ≡ v(l)(x) and β(l) ≡ β(l)(x) independent of t . If L(l)s = 0
for some l then the corresponding equation in (1.2) becomes f (l)(x,u,u) = 0
without the boundary condition for u(l).
To treat the equations in (1.1) and (1.2) numerically we discretize them by the
finite difference method, and then investigate the discrete systems by the method
of upper and lower solutions. For the time-dependent system (1.1) we use the
Euler’s backward implicit method for parabolic equations to obtain a system of
nonlinear algebraic equations. The use of the Euler’s backward approximation
is critical in preserving the property of the solution of the original continuous
problem because an explicit or semi-implicit approximation may lead to incorrect
qualitative behavior of the solution (cf. [13,14]). The aim of this paper is: (1) to
show the existence (and uniqueness) of a finite difference solution to problems
(1.1) and (1.2) without any quasimonotone requirement on the reaction functions,
(2) to investigate the asymptotic behavior of the finite difference solution of
(1.1) in relation to the finite difference solutions of (1.2), and (3) to apply the
conclusions in (1) and (2) to standard reaction–diffusion systems in the form of
(1.1) and (1.2) without time delays as well as to a class of parabolic–ordinary
systems with or without time delays. The above consideration is motivated by the
model problems treated in [7–9,17,19,22].
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The plan of the paper is as follows: In Section 2 we discretize the time-
dependent and steady-state problems (1.1) and (1.2) into some nonlinear algebrac
equations by the finite difference method, and introduce the definition of
upper and lower solutions for nonquasimonotone functions. The existence and
uniqueness of a finite difference solution for the time-dependent problem is given
in Section 3, while Section 4 is concerned with the existence of finite difference
solutions for the steady-state problem, including a monotone iterative scheme
for the computation of the quasisolutions and maximal–minimal solutions. In
Section 5 we investigate the asymptotic behavior of the time-dependent solution,
and obtain some local and global attractors of the time-dependent system and the
convergence of the time-dependent solution to a unique steady-state solution. The
above results are applied to parabolic–ordinary systems and to standard reaction–
diffusion systems without time delays.
2. Finite difference systems
Let i = (i1, . . . , ip) be a multiple index with iν = 1, . . . ,Mν , and let xi =
(xi1, . . . , xip ) be a mesh point in Ω , where for each ν = 1, . . . , p, Mν is the total
number of mesh points in the xν-direction. Denote by Ωp , Λp , and Q(l)p the sets
of mesh points in Ω , Ω× (0, T ), and Ω×[−τ l,0], respectively, and by ∂Ωp and
Sp the sets of mesh points on ∂Ω and ∂Ω × [0, T ], where T > 0 is an arbitrary
constant. The sets of mesh points of Ω and Ω × [0, T ] are denoted, respectively,
by Ωp and Λp . Let kn = tn − tn−1 and hν be the time and spatial increments (in
the xiν -direction), respectively, and choose kn such that k1 + · · · + kdl = τ l for
every l, where dl is a positive integer. Define
u
(l)
i,n = u(l)(xi , tn), ui,n =
(
u
(1)
i,n , . . . , u
(N)
i,n
)
,
u
(l)
i,n−dl = u(l)(xi, tn − τl), ui,n−d =
(
u
(1)
i,n−d1 , . . . , u
(N)
i,n−dN
)
,
ui,n−d ′l = u(l)(xi , tn − τ ′l ), ui,n−d ′ =
(
u
(1)
i,n−d ′1 , . . . , u
(N)
i,n−d ′N
)
,
f
(l)
i,n (ui,n,ui,n−d )= f (l)(xi, tn,ui,n,ui,n−d ),
g
(l)
i,n(ui,n,ui,n−d ′)= g(l)(xi , tn,ui,n,ui,n−d ′) (l = 1, . . . ,N). (2.1)
Define also the difference operators
∆(ν)ui,n = h−2ν
[
u(xi + hνeν, tn)− 2u(xi, tn)+ u(xi − hνeν, tn)
]
,
δ(ν)ui,n = (2hν)−1
[
u(xi + hνeν, tn)− u(xi − hνeν, tn)
]
,
L(l)n
[
u
(l)
i,n
]= k−1n (u(l)i,n − u(l)i,n−1)−
p∑
ν=1
(
D
(l)
i,n∆
(ν)u
(l)
i,n + (v(l)i,n)νδ(ν)u(l)i,n
)
(l = 1, . . . ,N), (2.2)
C.V. Pao / J. Math. Anal. Appl. 272 (2002) 407–434 411
where eν is the unit vector in Rp with νth component one and zero elsewhere,
D
(l)
i,n = D(l)(xi , tn) and (v(l)i,n)ν = v(l)ν (xi , tn). Then by the Erler’s backward ap-
proximation for parabolic equations we approximate the time-dependent problem
(1.1) by the finite difference system
L(l)[u(l)i,n]= f (l)i,n (ui,n,ui,n−d ) in Λp,
B(l)[u(l)i,n]= g(l)i,n(ui,n,ui,n−d ′) on Sp,
u
(l)
i,n =ψ(l)i,n in Q(l)p (l = 1, . . . ,N), (2.3)
where ψ(l)i,n =ψ(l)(xi , tn) and B(l)[u(l)i,n] is a suitable approximation of the bound-
ary operator B(l)u(l) (cf. [1,5,11]). When the boundary condition is of Dirichlet
type (that is, α(l) = 0, β(l) = 1) the boundary approximation becomes u(l)i,n = g(l)i,n.
It is to be noted that the use of the Erler’s backward approximation (instead of
the forward approximation) is crucial for preserving the qualitative property of
the solution of the original system (1.1) such as the asymptotic behavior and the
blowing-up property of the solution (cf. [13,14]).
Using the same notations as that in (2.1), (2.2) without the index n, and
defining
Ls
[
u
(l)
i
]=−
p∑
ν=1
(
D
(l)
i ∆
(ν)u
(l)
i + (v(l)i )νδ(ν)u(l)i
)
, (2.4)
we approximate the steady-state problem (1.2) by the finite difference system
Ls
[
u
(l)
i
]= f (l)i (ui ,ui ) in Ωp,
Bs
[
u
(l)
i
]= g(l)i (ui ,ui ) on ∂Ωp (l = 1, . . . ,N), (2.5)
where Bs is a suitable boundary approximation of Bs .
To show the existence and uniqueness of a solution to the finite difference
system (2.3), and to study the asymptotic behavior of the solution we find it more
convenient to express (2.3) and (2.5) in vector forms. Let M =M1M2 . . .Mp be
the total number of mesh points in Ωp at which the value of the solution u(xi , tn)
(or u(xi)) is to be determined, and let q =MN . Define vectors (with a suitable
arrangement)
U
(l)
n =
(
u
(l)
1,n, . . . , u
(l)
M,n
)T
, Ψ
(l)
n =
(
ψ
(l)
1,n, . . . ,ψ
(l)
M,n
)T
,
U
(l)
n−d =
(
u
(l)
1,n−d1, . . . , u
(l)
M,n−dN
)T
, U
(l)
n−d ′ =
(
u
(l)
1,n−d ′1, . . . , u
(l)
M,n−d ′N
)T
,
Un =
(
U
(1)
n , . . . ,U
(N)
n
)T
, n =
(
Ψ
(1)
n , . . . ,Ψ
(N)
n
)T
,
Un−d =
(
U
(1)
n−d , . . . ,U
(N)
n−d
)T
, Un−d ′ =
(
U
(1)
n−d ′ , . . . ,U
(N)
n−d ′
)T
,
F (l)n (Un,Un−d )=
(
f
(l)
1,n(Un,Un−d ), . . . , f
(l)
M,n(Un,Un−d )
)T
,
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G(l)n (Un,Un−d ′)=
(
θ
(l)
1,ng
(l)
1,n(Un,Un−d ′), . . . , θ
(l)
M,ng
(l)
M,n(Un,Un−d ′)
)T
(l = 1, . . . ,N), (2.6)
where (·)T denotes the transpose of a row vector, and θ(l)j,n, j = 1, . . . ,M , are
some nonnegative values associated with the boundary approximation. Then in
vector form, u(l)i,n and ui,n are represented by U
(l)
n and Un, respectively, and the
system (2.3) may be expressed in the form
(
I + knA(l)n
)
U(l)n =U(l)n−1 + kn
[
F (l)n (Un,Un−d )+G(l)n (Un,Un−d ′)
]
,
n= 1,2, . . . ,
U(l)n = Ψ (l)n , n= 0,−1, . . . ,−dl (l = 1, . . . ,N), (2.7)
where I is the identity matrix, and for each l = 1, . . . ,N , dl = max{dl, d ′l } and
A
(l)
n is an M by M banded block matrix which is associated with the operators
L(l) and B(l). The coefficients θ(l)j,n in the definition of G(l)n are nonnegative
quantities that are nonzero only for mesh points on ∂Ωp or neighboring points of
∂Ωp, depending on the method of approximating ∂u(l)/∂ν (when α = 1). Since
our main concern is the mathematical structure of the finite difference system
(2.7), detailed formulation of the problem is omitted (cf. [1,5,12] for some more
information).
For the steady-state problem (2.5) we define the vectors
U(l) = (u(l)1 , . . . , u(l)M )T , U = (U(1), . . . ,U(N))T ,
F (l)(U,U)= (f (l)1 (U,U), . . . , f (l)M (U,U))T ,
G(l)(U,U)= (θ(l)1 g(l)1 (U,U), . . . , θ (l)M g(l)M (U,U))T (l = 1, . . . ,N), (2.8)
and approximate the system (2.5) in the vector form
A(l)U(l) = F (l)(U,U)+G(l)(U,U) (l = 1, . . . ,N), (2.9)
where A(l) has the same structure as A(l)n . In fact, if the functions D(l), v(l) and
β(l) are independent of t (as in the system (1.2)) the matrix A(l)n is independent
of n and coincides with A(l). It is to be noted that if L(l) = 0 for some l
(and without the corresponding boundary condition) then A(l)n = A(l) = O (the
zero matrix), and problem (2.7) becomes a finite difference approximation of
the parabolic–ordinary system (1.1), and problem (2.9) is the corresponding
steady-state approximation. In the following discussion we always include this
as a special case of (2.7) (or (2.9)) unless there is a need of clarification.
Our approach to the existence problem and the asymptotic behavior of the
solution is based on the method of upper and lower solutions for both quasi-
monotone and nonquasimonotone reaction functions. The definition of upper and
lower solutions for the general case of nonquasimonotone functions is given by
the following.
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Definition 2.1. Two vectors U˜n = (U˜ (1)n , . . . , U˜ (N)n )T , Uˆn = (Uˆ (1)n , . . . , Uˆ (N)n )T in
R
q are called coupled upper and lower solutions of (2.7) if U˜n  Uˆn, and if for
every Vn−d and Vn−d ′ in Sn−d ,(
I + knA(l)n
)
U˜ (l)n  U˜
(l)
n−1 + kn
[
F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′)
]
for Vn ∈ Sn with V (l)n = U˜ (l)n ,(
I + knA(l)n
)
Uˆ (l)n  Uˆ
(l)
n−1 + kn
[
F (l)n (Vn,Vn−d )+G(l)n (V,Vn−d ′)
]
for Vn ∈ Sn with V (l)n = Uˆ (l)n , n= 1,2, . . . ,
U˜ (l)n  Ψ (l)n  Uˆ (l)n , n= 0,−1, . . . ,−d (l = 1, . . . ,N). (2.10)
In the above definition, inequalities between vectors are in the sense of compo-
nentwise, Vn−d is given in the form as that in (2.6), and the sectors Sn and Sn−d
together with S(l)n are given by
Sn =
{
Un ∈Rq; Uˆn Un  U˜n
}
,
Sn−d =
{
Un−d ∈Rq; Uˆn−d Un−d  U˜n−d
}
,
S(l)n =
{
U(l)n ∈RM ; Uˆ (l)n U(l)n  U˜ (l)n
}
(l = 1, . . . ,N). (2.11)
For notational convenience we define, for any W = (W(1), . . . ,W(N))T ∈Rq with
W(l) = (w(l)1 , . . . ,w(l)M )T ∈RM , the nonnegative vectors
|W|0 =
∣∣W(1)∣∣+ · · · + ∣∣W(N)∣∣, ∣∣W(l)∣∣= (∣∣w(l)1 ∣∣, . . . , ∣∣w(l)M ∣∣)T . (2.12)
Throughout the paper we impose the following basic hypotheses.
(H1) For each l = 1, . . . ,N and n = 1,2, . . . , the matrix A(l)n ≡ (a(l)n )jk is ir-
reducible, and (a(l)n )jj > 0, (a(l)n )jk  0 for k = j and
M∑
k=1
(
a(l)n
)
jk
 0 for every j = 1, . . . ,M. (2.13)
(H2) For each l = 1, . . . ,N , there exist constants K(l)f ,K(l)g such that∣∣F (l)n (Un,Un−d )− F (l)n (Vn,Vn−d )∣∣
K(l)f
(|Un −Vn|0 + |Un−d −Vn−d |0),∣∣G(l)n (Un,Un−d ′)−G(l)n (Vn,Vn−d ′)∣∣
K(l)g
(|Un −Vn|0 + |Un−d ′ −Vn−d ′ |0)
for Un,Vn ∈ Sn, Un−d ,Vn−d ∈ Sn−d and Un−d ′ ,Vn−d ′ ∈ Sn−d ′ .
(2.14)
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In (2.14), Sn−d and Sn−d ′ are given by (2.11) with d replaced, respectively, by
d and d ′, and
|Un −Vn|0 =
∣∣U(1)n − V (1)n ∣∣+ · · · + ∣∣U(N)n − V (N)n ∣∣,∣∣U(l)n − V (l)n ∣∣= (∣∣u(l)1,n − v(l)1,n∣∣, . . . , ∣∣u(l)M,n − v(l)M,n∣∣)T ,∣∣F (l)n (Un,Un−d )−F (l)n (Vn,Vn−d )∣∣
= (∣∣f (l)1,n(Un,Un−d )− f (l)1,n(Vn,Vn−d )∣∣, . . . ,∣∣f (l)M,n(Un,Un−d )− f (l)M,n(Vn,Vn−d )∣∣)T (l = 1, . . . ,N). (2.15)
Hypothesis (H1) implies that for each l and n, A(l)n is a monotone matrix and its
smallest eigenvalue µ(l)n is nonnegative (cf. [21,24]). In fact, if strict inequality in
(2.13) holds for at least one j then µ(l)n > 0 and (A(l)n )−1 exists and is a positive
matrix (cf. [21]). In either case, (I +knA(l)n ) is a monotone matrix, and the inverse
matrix (I + knA(l)n )−1 exists and is a positive matrix. It is easy to see from the
central difference approximation (2.2) (or an upwind differencing scheme for
the convection term v · ∇u if D(l)i,n/(v(l)i,n)ν is extremely small) that the matrix
A
(l)
n obtained from the finite difference system (2.3) possesses all the properties
in (H1) (cf. [5,11,16]). The connectness assumption on Ω ensures that A(l)n is
irreducible. For parabolic–ordinary systems whereL(l) = 0 we consider A(l)n =O
so that the monotone property of (I + knA(l)n ) is trivially satisfied. On the other
hand, if f (l)(· ,u,v) and g(l)(· ,u,v) are locally Lipschitz continuous in (u,v)
then hypothesis (H2) is satisfied. Hence our main requirement for the existence
of a solution to (2.7) (and to (2.9)) is the existence of a pair of coupled upper and
lower solutions.
3. Time-dependent problem with nonquasimonotone functions
In this section we show the existence and uniqueness of a solution for
the time-dependent system (2.7) with arbitrary functions F (l)n (Un,Un−d ) and
G
(l)
n (Un,Un−d ′). Our first theorem is concerned with the existence problem.
Theorem 3.1. Let U˜n, Uˆn be coupled upper and lower solutions of (2.7), and let
hypotheses (H1), (H2) hold. Then problem (2.7) has at least one solution U∗n and
Uˆn U∗n  U˜n for every n.
Proof. Define a closed convex subset Xn in Rq by
Xn =
{
Vn =
(
V (1)n , . . . , V
(N)
n
) ∈ Sn for n= 1,2, . . . and
V (l)n = Ψ (l)n for n= 0,−1, . . . ,−d
}
, (3.1)
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where Sn is given by (2.11). Then for any Vn ∈Xn the existence of (I +knA(l)n )−1
ensures that the linear problem
(
I + knA(l)n
)
U(l)n = V (l)n−1 + kn
(
F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′)
)
,
n= 1,2, . . . ,
U(l)n = Ψ (l)n , n= 0,−1, . . . ,−d (l = 1, . . . ,N) (3.2)
has a unique solution Un ≡ (U(1)n , . . . ,U(N)n )T . For each n= 1,2, . . . , we define
a mapping Pn :Xn →Rq by
PnVn ≡
(
P (1)n Vn, . . . ,P (N)n Vn
)T = (U(1)n , . . . ,U(N)n )T ,
where P (l)n Vn = U(l)n , l = 1, . . . ,N . It is clear from hypothesis (H2) that Pn
is a continuous map on Xn for each n. We show that Pn maps Xn into itself.
Since U(l)n = Ψ (l)n and Ψ (l)n ∈ S(l)n for n= 0,−1, . . . ,−d , it suffices to show that
Uˆ
(l)
n U(l)n  U˜ (l)n for n= 1,2, . . . and l = 1, . . . ,N .
It is easily seen from (2.10), (3.1), and (3.2) that for any Vn ∈ Sn,
(
I + knA(l)n
)(
U˜ (l)n −U(l)n
)

[
U˜
(l)
n−1 + kn
(
F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′)
)]
− [V (l)n−1 + kn(F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′))]
= U˜ (l)n−1 − V (l)n−1, n= 1,2, . . . ,(
I + knA(l)n
)(
U(l)n − Uˆ (l)n
)

[
V
(l)
n−1 + kn
(
F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′)
)]
− [Uˆ (l)n−1 + kn(F (l)n (Vn,Vn−d )+G(l)n (Vn,Vn−d ′))]
= V (l)n−1 − Uˆ (l)n−1, n= 1,2, . . . . (3.3)
Consider the case n = 1 (and any l). Since U˜ (l)0 − V (l)0 = U˜ (l)0 − Ψ (l)0  0 and
V
(l)
0 − Uˆ (l)0 = Ψ (l)0 − Uˆ (l)0  0, the positivity of (I + k1A(l)1 )−1 ensures that
U˜
(l)
1 −U(l)1  0 and U(l)1 − Uˆ (l)1  0. This gives Uˆ (l)1 U(l)1  U˜ (l)1 , l = 1, . . . ,N .
(The same is true if A(l)1 = O .) Knowing U(l)1 ∈ S(l)1 , relation (3.3) (for n = 2)
and the positivity of (I + k2A(l)2 )−1 imply that U˜ (l)2 − U(l)2  0 and U(l)2 − Uˆ (l)2
 0 which yields Uˆ (l)2  U
(l)
2  U˜
(l)
2 . It follows by an induction argument that
Uˆ
(l)
n  U(l)n  U˜ (l)n for every n and every l. This shows that Pn maps Xn into
itself for every n. By the Brower’s fixed point theorem there exists U∗n such that
PnU∗n = U∗n, n= 1,2, . . . (cf. [2]). This proves that problem (2.7) has at least one
solution in Sn. ✷
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To guarantee the uniqueness of the solution in Theorem 3.1 we need to impose
some conditions on the time increment kn ≡ tn − tn−1. Let Bn be the M by M
positive matrix given by
Bn =
N∑
l=1
(
K
(l)
f +K(l)g
)(
I + knA(l)n
)−1
, (3.4)
and let ρ(Bn) be the spectral radius of Bn, where K(l)f and K
(l)
g are the Lipschitz
constants in (2.14). In terms of ρ(Bn) we have the following uniqueness result.
Theorem 3.2. Let the conditions in Theorem 3.1 be satisfied. If, in addition,
knρ(Bn) < 1, n= 1,2, . . . , (3.5)
then problem (2.7) has a unique solution U∗n in Sn.
Proof. Let Un,Un be any two solutions, and let Wn = Un − Un with its com-
ponents W(l)n =U(l)n −U(l)n , l = 1, . . . ,N . By (2.7),(
I + knA(l)n
)
W(l)n =W(l)n−1 + kn
[
F (l)n (Un,Un−d )− F (l)n (Un,Un−d )
+G(l)n (Un,Un−d ′)−G(l)n (Un,Un−d ′)
]
.
The positivity of (I + knA(l)n )−1 and the Lipschitz condition (2.14) imply that∣∣W(l)n ∣∣ (I + knA(l)n )−1[∣∣W(l)n−1∣∣+ knK(l)f (|Un −Un|0 + |Un−d − Un−d |0)
+ knK(l)g
(|Un − Un|0 + |Un−d ′ −Un−d ′ |0)]
= (I + knA(l)n )−1[∣∣W(l)n−1∣∣+ kn(K(l)f +K(l)g )|Wn|0
+ kn
(
K
(l)
f |Wn−d |0 +K(l)g |Wn−d ′ |0
)]
(l = 1, . . . ,N). (3.6)
Addition of the above inequalities over l and using relation (3.4) yield
|Wn|0  knBn|Wn|0 +
N∑
l=1
(
I + knA(l)n
)−1[∣∣W(l)n−1∣∣
+ kn
(
K
(l)
f |Wn−d |0 +K(l)g |Wn−d ′ |0
)]
, n= 1,2, . . . . (3.7)
Consider the case n= 1. Since W(l)n = Ψ (l)n − Ψ (l)n = 0 for n= 0,−1, . . . ,−d
and every l, the above inequality for n= 1 becomes
|W1|0  k1B1|W1|0.
It is well known that given any < > 0 there exists a matrix norm ‖ · ‖1 and a vector
norm ‖ · ‖1 such that
‖B1‖1  ρ(B1)− < and ‖B1V ‖1  ‖B1‖1‖V ‖1
(
V ∈RM)
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(cf. [6,24]). Using the above norms for |W1|0 yields∥∥|W1|0∥∥1  k1(ρ(B1)− <)
∥∥|W1|0∥∥1.
By condition (3.5) and a sufficiently small < we see that the above inequality is
possible only when |W1|0 = 0.
Using the result |W1|0 = 0 in (3.7) for n= 2 we obtain
|W2|0  k2B2|W2|0.
The same reasoning as that for n= 1 shows the existence of a norm ‖ · ‖2 in RM
such that∥∥|W2|0∥∥2  k2(ρ(B2)− <)
∥∥|W|0∥∥2.
This leads again to |W2|0 = 0. An induction argument yields |Wn|0 = 0 for
every n. This proves Un = Un and thus the uniqueness of the solution. ✷
It is obvious that Theorems 3.1 and 3.2 hold true for the case A(l)n =O as well
as the case
F (l)n (Un,Un−d )= F (l)n (Un) or G(l)n (Un,Un−d ′)=G(l)n (Un), (3.8)
where F (l)n and G(l)n depend only on Un. In particular, if (3.8) holds for both F (l)n
and G(l)n and for every l, then the finite difference system (2.7) is reduced to the
form (
I + knA(l)n
)
U(l)n =U(l)n−1 + kn
[
F (l)n (Un)+G(l)n (Un)
]
, n= 1,2, . . . ,
U
(l)
0 = Ψ (l)0 (l = 1, . . . ,N). (3.9)
The above system is a finite difference approximation of the coupled parabolic
problem (1.1) without time delays. Here the requirements of upper and lower
solutions become U˜n  Uˆn and(
I + knA(l)n
)
U˜ (l)n  U˜
(l)
n−1 + kn
(
F (l)n (Vn)+G(l)n (Vn)
)
for all Vn ∈ Sn with V (l)n = U˜ (l)n ,(
I + knA(l)n
)
Uˆ (l)n  Uˆ
(l)
n−1 + kn
(
F (l)n (Vn)+G(l)n (Vn)
)
for all Vn ∈ Sn with V (l)n = Uˆ (l)n ,
U˜
(l)
0  Ψ
(l)
0  Uˆ
(l)
0 (n= 1,2, . . .). (3.10)
As a consequence of Theorems 3.1 and 3.2 we have the following results for the
finite difference system (3.9):
Corollary 3.1. Let U˜n, Uˆn be coupled upper and lower solutions of (3.9), and
let hypotheses (H1), (H2) hold for F (l)n ≡ F (l)n (Un) and G(l)n ≡ G(l)n (Un), l =
1, . . . ,N . Then problem (3.9) has at least one solution U∗n ∈ Sn. If, in addition,
condition (3.5) is satisfied then U∗n is the unique solution in Sn.
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4. The steady-state problem
The method for the time-dependent problem (2.7) can be used for the steady-
state problem (2.9). Here the definition of upper and lower solutions are given as
follows:
Definition 4.1. Two vectors U˜s ≡ (U˜ (1)s , . . . , U˜ (N)s ), Uˆs ≡ (Uˆ (1)s , . . . , Uˆ (N)s ) in Rq
are called coupled upper and lower solutions of (2.9) if U˜s  Uˆs and if
A(l)U˜ (l)s  F (l)(V,V)+G(l)(V,V) for V ∈ S∗ with V (l) = U˜ (l)s ,
A(l)Uˆ (l)s  F (l)(V,V)+G(l)(V,V) for V ∈ S∗ with V (l) = Uˆ (l)s
(l = 1, . . . ,N). (4.1)
In the above definition,
S∗ = {Us ∈Rq ; Uˆs Us  U˜s},
and it includes the special case A(l) = O for some l. It is obvious that S∗ is
a closed convex subset of Rq . Here the condition in (H2) is reduced to the fol-
lowing:
(H2)′ For each l = 1, . . . ,N , there exist constants K(l)f ,K(l)g such that∣∣F (l)(U,U′)− F (l)(V,V′)∣∣K(l)f (|U−V|0 + |U′ −V′|0),∣∣G(l)(U,U′)−G(l)(V,V′)∣∣K(l)g (|U−V|0 + |U′ −V′|0)
for all U,V,U′,V′ in S∗ (l = 1, . . . ,N). (4.2)
In analogy to Theorem 3.1 we have the following existence theorem.
Theorem 4.1. Let U˜s, Uˆs be coupled upper and lower solutions of (2.9), and let
hypotheses (H1), (H2)′ hold, where A(l)n = A(l) is independent of n. Then there
exists at least one solution U∗s to (2.9) and U∗s ∈ S∗.
Proof. Let Γ (l) be any M × M nonnegative diagonal matrix such that the
diagonal elements of (A(l)+Γ (l)) are positive and satisfies the strict inequality in
(2.13) for at least one j . (In the case of A(l) =O we take Γ (l) = I .) This implies
that (A(l)+Γ (l)) is a monotone matrix and its inverse (A(l)+ Γ (l))−1 is positive
(cf. [2,21]). Define
F (l)(U,U)= Γ (l)U(l) + F (l)(U,U)+G(l)(U,U), (4.3)
and consider the equivalent system(
A(l) + Γ (l))U(l) =F (l)(U,U). (4.4)
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It is clear that given any V ≡ (V (1), . . . , V (N)) in Rq , the linear problem
(
A(l) + Γ (l))U(l) =F (l)(V,V) (l = 1, . . . ,N) (4.5)
has a unique solution U = (U(1), . . . ,U(N)) and U(l) = (A(l) + Γ (l))−1 ×
F (l)(V,V). Define a continuous mapping Q : S∗ →Rq by
QV ≡ (Q(1)V, . . . ,Q(N)V)T = (U(1), . . . ,U(N))T (V ∈ S∗).
Since by (4.1), (4.3) and (4.5),
(
A(l) + Γ (l))(U˜ (l)s −U(l))= (A(l) + Γ (l))U˜ (l)s −F (l)(V,V)

[
Γ (l)U˜ (l)s + F (l)(V,V)+G(l)(V,V)
]−F (l)(V,V)
= Γ (l)(U˜ (l)s − V (l)) 0,
the monotone property of (A(l) + Γ (l)) implies that U˜ (l)s  U(l). A similar argu-
ment, using the property of a lower solution, gives U(l)  Uˆ (l)s . This shows thatQ
maps S∗ into itself. It follows from the Brower’s fixed point theorem that Q has
a fixed point U∗ in S∗. The equivalence between (4.4) and (2.9) ensures that U∗
is a solution of (2.9). ✷
We next consider the case where the vector functions
F(U,V)≡ (F (1)(U,V, ), . . . ,F (N)(U,V))T ,
G(U,V)≡ (G(1)(U,V, ), . . . ,G(N)(U,V))T (4.6)
are mixed quasimonotone in S∗. Recall that by writing U,V in the respective split
forms
U = (U(l), [U]al , [U]bl), V = ([V]cl , [V]dl )
for each l, where al , bl , cl and dl are some nonnegative integers satisfying
al + bl =N − 1, cl + dl =N, (4.7)
the function F(U,V) is said to be mixed quasimonotone in S∗ if for each l and
any U,V in S∗ there exist nonnegative integers al , bl , cl and dl satisfying (4.7)
such that
F (l)(U,V)≡ F (l)(U(l), [U]al , [U]bl , [V]cl , [V]dl)
is nondecreasing in [U]al , [V]cl and is nonincreasing in [U]bl , [V]dl , where [W]σ
denotes σ number of components of W (cf. [11,15]). In particular, F(U,V) is said
to be quasimonotone nondecreasing in S∗ if bl = dl = 0 (that is, al =N − 1 and
bl = N ) for all l. Similar definition holds for the function G(U,V). For mixed
quasimonotone functions F and G we write (2.9) in the equivalent form
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A(l)U(l) = F (l)(U(l), [U]al , [U]bl , [U]cl , [U]dl)
+G(l)(U(l), [U]a′l , [U]b′l , [U]c′l , [U]d ′l
)
(l = 1, . . . ,N), (4.8)
where a′l , b′l , c′l and d ′l are nonnegative integers satisfying a′l + b′l = N − 1 and
c′l + d ′l = N for every l. In this situation, the requirement of upper and lower
solutions in (4.1) becomes
A(l)U˜ (l)s  F (l)
(
U˜ (l)s , [U˜s]al , [Uˆs]bl , [U˜s]cl , [Uˆs]dl
)
+G(l)(U˜ (l)s , [U˜s]a′l , [Uˆs]b′l , [U˜s ]c′l , [Uˆs]d ′l
)
,
A(l)Uˆ (l)s  F (l)
(
Uˆ (l)s , [Uˆs]al , [U˜s]bl , [Uˆs]cl , [U˜s]dl
)
+G(l)(Uˆ (l)s , [Uˆs]a′l , [U˜s]b′l , [Uˆs ]c′l , [U˜s]d ′l
)
(l = 1, . . . ,N). (4.9)
In the case of quasimonotone nondecreasing functions the inequalities in (4.9) are
reduced to
A(l)U˜ (l)s  F (l)
(
U˜ (l)s , [U˜s]al , [U˜s]bl
)+G(l)(U˜ (l)s , [U˜s]a′l , [U˜s]b′l
)
,
A(l)Uˆ (l)s  F (l)
(
Uˆ (l)s , [Uˆs]al , [Uˆs]bl
)+G(l)(Uˆ (l)s , [Uˆs]a′l , [Uˆs]b′l
)
. (4.10)
In this situation, U˜s and Uˆs are not coupled, and are often referred to as ordered
upper and lower solutions.
To study the asymptotic behavior of the time-dependent solution of (2.7) we
need to construct some monotone sequences for the steady-state problem (4.8).
Let Γ (l) = (K(l)f + K(l)g )I , where K(l)f and K(l)g are the Lipschitz constants in
(4.2). Using upper and lower solutions as a pair of coupled initial iterations
we compute two sequences {U(m)} = {(U(1))(m), . . . , (U(N))(m)}, {U(m)} =
{(U(1))(m), . . . , (U(N))(m)} from the linear iteration process
(
A(l) + Γ (l))(U(l))(m) = Γ (l)(U(l))(m−1)
+ F (l)((U(l))(m−1), [U(m−1)]
al
,
[
U(m−1)
]
bl
,
[
U(m−1)
]
cl
,
[
U(m−1)
]
dl
)
+G(l)((U(l))(m−1), [U(m−1)]
a′l
,
[
U(m−1)
]
b′l
,
[
U(m−1)
]
c′l
,
[
U(m−1)
]
d ′l
)
,
(
A(l) + Γ (l))(U(l))(m) = Γ (l)(U(l))(m−1)
+ F (l)((U(l))(m−1), [U(m−1)]
al
,
[
U(m−1)
]
bl
,
[
U(m−1)
]
cl
,
[
U(m−1)
]
dl
)
+G(l)((U(l))(m−1), [U(m−1)]
a′l
,
[
U(m−1)
]
b′l
,
[
U(m−1)
]
c′l
,
[
U(m−1)
]
d ′l
)
(l = 1, . . . ,N), (4.11)
where U(0) = U˜s and U(0) = Uˆs . (Again choose Γ (l) = I if A(l) =O .) We show
that these sequences are monotonic and converge to some limits Us ≡ (U(1)s ,
. . . ,U
(N)
s ), U s ≡ (U(1)s , . . . ,U (N)s ) that satisfy the equations
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A(l)U(l)s = F (l)
(
U(l)s , [Us ]al , [U s]bl , [Us]cl , [U s ]dl
)
+G(l)(U(l)s , [Us ]a′l , [U s ]b′l , [Us ]c′l , [U s]d ′l
)
,
A(l)U(l)s = F (l)
(
U(l)s , [U s]al , [Us]bl , [U s]cl , [Us ]dl
)
+G(l)(U(l)s , [U s ]a′l , [Us ]b′l , [Us ]c′l , [Us]d ′l
)
(l = 1, . . . ,N). (4.12)
The limits Us ,U s , called quasisolutions of (4.8), are not necessarily true solu-
tions. However, the pairs (Us,C − U s) and (U s,C − Us ), where C  U˜s is
a positive constant vector, are the maximal and minimal solutions of a suitable
extended 2N -system of (4.8) (see Lemma 5.3 in Section 5).
Theorem 4.2. Let U˜s, Uˆs be coupled upper and lower solutions of (4.8), and
let F(U,V),G(U,V) be mixed quasimonotone in S∗. Assume that hypotheses
(H1), (H2)′ hold. Then the sequences {U(m)}, {U(m)} governed by (4.11) with
U(0) = U˜s and U(0) = Uˆs converge monotonically to their respective limits Us,U s
that satisfy the equations in (4.12). Moreover,
Uˆs U(m) U(m+1) U s Us U(m+1) U(m)  U˜s (4.13)
for every m, and if Us is a solution of (4.8) in S∗ then U s Us Us .
Proof. The proof is along the line as that in [11,12] for parabolic systems, and
we give a sketch as follows: By (4.9) and (4.11)
(
A(l) + Γ (l))(U˜ (l)s − (U(l))(1))
 Γ (l)U˜ (l)s + F (l)
(
U˜ (l)s , [U˜s]al , [Uˆs]bl , [U˜s]cl , [Uˆs]dl
)
+G(l)(U˜ (l)s , [U˜s]a′l , [Uˆs]b′l , [U˜s]c′l , [Uˆs]d ′l
)
−
[
Γ (l)
(
U(l)
)(0)
+ F (l)((U(l))(0), [U(0)]
al
,
[
U(0)
]
bl
,
[
U(0)
]
cl
,
[
U(0)
]
dl
)
+G(l)((U(l))(0), [U(0)]
a′l
,
[
U(0)
]
b′l
,
[
U(0)
]
c′l
,
[
U(0)
]
d ′l
)]
= 0.
The monotone property of (A(l) + Γ (l)) ensures that U˜ (l)s  (U(l))(1), l =
1, . . . ,N . This gives U(1)  U(0). A similar argument gives U(0)  U(1).
Moreover, by (4.11), (4.2), and the mixed quasimonotone property of F and G,
(
A(l) + Γ (l))((U(l))(1)− (U(l))(1))= Γ (l)((U(l))(0) − (U(l))(0))
+ F (l)((U(l))(0), [U(0)]
al
,
[
U(0)
]
bl
,
[
U(0)
]
cl
,
[
U(0)
]
dl
)
− F (l)((U(l))(0), [U(0)]
al
,
[
U(0)
]
bl
,
[
U(0)
]
cl
,
[
U(0)
]
dl
)
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+G(l)((U(l))(0), [U(0)]
a′l
,
[
U(0)
]
b′l
,
[
U(0)
]
c′l
,
[
U(0)
]
d ′l
)
−G(l)((U(l))(0), [U(0)]
a′l
,
[
U(0)
]
b′l
,
[
U(0)
]
c′l
,
[
U(0)
]
d ′l
)
 0.
This leads to (U(l))(1)  (U(l))(1), l = 1, . . . ,N . The above conclusions show that
U(0)  U(1)  U(1)  U(0). It follows by an induction argument that {U(m)} and
{U(m)} possess the monotone property in (4.13). This property implies that the
limits
lim
m→∞U
(m) = Us , lim
m→∞U
(m) = U s (4.14)
exist and satisfy the relation in (4.13). Letting m→∞ in (4.11) shows that Us
and U s satisfy the equations in (4.12).
Now if Us ≡ (U(1)s , . . . ,U(N)s ) is an arbitrary solution of (4.8) in S∗ then by
(4.11), (4.2) and the mixed quasimonotone property of F and G we have
(
A(l) + Γ (l))((U(l))(1) −U(l)s )= Γ (l)((U(l))(0) −U(l)s )
+ F (l)((U(l))(0), [U(0)]
al
,
[
U(0)
]
bl
,
[
U(0)
]
cl
,
[
U(0)
]
dl
)
− F (l)(U(l)s , [Us]al , [Us ]bl , [Us]cl , [Us]dl )
+G(l)((U(l))(0), [U(0)]
a′l
,
[
U(0)
]
b′l
,
[
U(0)
]
c′l
,
[
U(0)
]
d ′l
)
−G(l)(U(l)s , [Us]a′l , [Us]b′l , [Us]c′l , [Us]d ′l
)
 0.
This leads to (U(l))(1)  U(l)s for every l, and therefore U(1)  Us . An induction
argument shows that U(m) Us for every m. Letting m→∞ gives Us Us . The
proof for U s Us is similar. This completes the proof of the theorem. ✷
If the functions F(U,V),G(U,V) are quasimonotone nondecreasing in S∗
then the iteration process (4.11) is reduced to
(
A(l) + Γ (l))(U(l))(m)
= Γ (l)(U(l))(m−1) +F (l)((U(l))(m−1), [U(m−1)]
N−1,
[
U(m−1)
]
N
)
+G(l)((U(l))(m−1), [U(m−1)]
N−1,
[
U(m−1)
]
N
) (4.15)
for both the maximal sequence {U(m)} and the minimal sequence {U(m)}, where
U(0) = U˜s and U(0) = Uˆs . It is obvious that in this situation the limits Us and U s in
(4.14) are true solutions of (4.8) (with bl = dl = b′l = d ′l = 0). As a consequence
of Theorem 4.2 we have the following.
Theorem 4.3. Let U˜s , Uˆs be ordered upper and lower solutions of (4.8) where
F(U,V) and G(U,V) are quasimonotone nondecreasing in S∗. Assume that
hypotheses (H1), (H2)′ hold. Then the maximal sequence {U(m)} governed by
C.V. Pao / J. Math. Anal. Appl. 272 (2002) 407–434 423
(4.15) with U(0) = U˜s converges monotonically to the maximal solution Us in S∗,
and the minimal sequence {U(m)} with U(0) = Uˆs converges monotonically to the
minimal solution U s . Moreover, relation (4.13) holds.
If f (l) ≡ f (l)(x,u) and g(l) = g(l)(x,u) are independent of v, then the elliptic
system (1.2) is reduced to the standard form
L(l)s u
(l) = f (l)(x,u) in Ω,
B(l)s u
(l) = g(l)(x,u) on ∂Ω (l = 1, . . . ,N), (4.16)
and the corresponding finite difference system (2.5), in vector form, becomes
A(l)U(l) = F (l)(U)+G(l)(U) (l = 1, . . . ,N). (4.17)
The requirements for upper and lower solutions of (4.17) are given by Defini-
tion 4.1 for nonquasimonotone functions, and by (4.9) (or (4.10)) for quasi-
monotone functions. Because of its usefulness in applications we summarize the
above results for the system (4.17) in the following theorem.
Theorem 4.4. Let U˜s, Uˆs be coupled upper and lower solutions of (4.17), and let
hypotheses (H1), (H2)′ hold. Then (i) problem (4.17) has at least one solution Us
in S∗, (ii) the sequences {U(m)}, {U(m)} governed by (4.11) (with cl = dl = c′l =
d ′l = 0) converge monotonically to a pair of quasisolutions Us ,U s that satisfy
(4.12) and (4.13) if F(U) and G(U) are mixed quasimonotone in S∗, (iii) Us and
U s are the respective maximal and minimal solutions of (4.17) in S∗ if F(U)
and G(U) are quasimonotone nondecreasing, and (iv) Us (or U s ) is the unique
solution in S∗ if Us = U s .
Remark 4.1. Since the iteration processes (4.11) and (4.15) are linear, the
maximal and minimal sequences {U(m)}, {U(m)} can be computed by the standard
method for linear system of algebraic equations, including parallel computing
when N is large. However, if the spatial domain Ω is multi-dimensional it may
be necessary to use some other iterative schemes as far as the computation of
numerical solutions is concerned. In this situation, the method of Gauss–Seidel
(or Jacobi) monotone iterations described in [11,12,14] can be used for the above
system.
5. Asymptotic behavior
To investigate the asymptotic behavior of the time-dependent finite difference
solution in relation to the steady-state problem we assume that the functions D(l),
v(l), β(l), f (l) and g(l) in (1.1) are all independent of t , and f (l)(· ,u,uτ ) and
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g(l)(· ,u,uτ ′) are mixed quasimonotone. In terms of the finite difference system
(2.7) this assumptions become the following.
(H3) For each l = 1, . . . ,N ,
A(l)n =A(l), F (l)n (U,V)= F (l)(U,V),
G(l)n (U,V)=G(l)(U,V)
and kn = k = ∆t are all independent of n, and F(U,V) and G(U,V) are
mixed quasimonotone C1-functions in S∗.
We first consider the case where F(U,V) and G(U,V) are quasimonotone
nondecreasing in S∗. Since every pair of (coupled or ordered) upper and lower
solutions (U˜s, Uˆs ) of (2.9) is also a pair of upper and lower solutions of (2.7)
whenever U˜s  n  Uˆs for n = 0,−1, . . . ,−d , we see from Theorem 3.2 that
problem (2.7) has a unique solution U∗n and U˜s U∗n  Uˆs for every n= 1,2, . . . .
Denote the solution by Un if n = U˜s , and by Un if n = Uˆs . Our first objective
is to show that as n→∞ the solutions Un,Un converge monotonically to the
maximal and minimal solutions of (2.9), respectively. To achieve this goal we
prepare a positivity lemma for the linear problem
(
I + kA(l))W(l)n W(l)n−1 + k
N∑
j=1
(
a
(l)
nj W
(j)
n + b(l)nj W(j)n−d + c(l)nj W(j)n−d ′
)
when n= 1,2, . . . ,
W(l)n  0 when n= 0,−1, . . . ,−d (l = 1, . . . ,N), (5.1)
where a(l)nj , b
(l)
nj and c
(l)
nj are bounded functions of (n, j). It is assumed that these
functions possess the following properties:
(A) For each l = 1, . . . ,N and n= 1,2, . . . ,
a
(l)
nj  0 for all j = l,
b
(l)
nj  0 and c
(l)
nj  0 for all j, and
k
N∑
j=1
a
(l)
nj < 1 and kρ(Bˆn) < 1. (5.2)
In (5.2), ρ(Bˆn) is the spectral radius of Bˆn and
Bˆn =
N∑
l=1
a(l)n
(
I + kA(l))−1 with a(l)n = max1jN
(
a
(l)
nj
)
. (5.3)
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Lemma 5.1. Let Wn = (W(1)n , . . . ,W(N)n ) be a vector function satisfying (5.1),
and let assumption (A) hold. Then Wn  0 for every n= 1,2, . . . .
Proof. We give an indirect proof by using the existence result of Theorem 3.1. It
is obvious from (5.1) that there exist functions Q(l)n  0, Ψ (l)n  0 such that Wn is
a solution of the linear system
(
I + kA(l))U(l)n =U(l)n−1 + k
N∑
j=1
(
a
(l)
nj U
(j)
n + b(l)nj U(j)n−d + c(l)nj U(j)n−d ′
)+Q(l)n
for n= 1,2, . . . ,
U(l)n = Ψ (l)n for n= 0,−1, . . . ,−d (l = 1, . . . ,N). (5.4)
The above system is a special case of (2.7) with
F (l)n (Un,Un−d )= k
N∑
j=1
(
a
(l)
nj U
(j)
n + b(l)nj U(j)n−d
)
,
G(l)n (Un,Un−d ′)= k
N∑
j=1
c
(l)
nj U
(j)
n−d ′ +Q(l)n .
By assumption (A), the above vector functions are quasimonotone nondecreasing
and satisfy the Lipschitz condition (2.14). Since by the nonnegative property
of Q(l)n and Ψ (l)n , Un = 0 is a lower solution of (5.4), Theorem 3.1 ensures
the existence of a solution to (5.4) if there exists a nonnegative upper solution
U˜n = (U˜ (1)n , . . . , U˜ (N)n ). We seek such a function in the form U˜ (l)n = ηαn = (ηαn,
. . . , ηαn)T for every l, where η and α are some large positive constants. Indeed,
since
U˜ (l)n − U˜ (l)n−1 = ηαn − ηα(n−1) = (1− η−α)ηαn,
and by hypothesis (H1), A(l)ηαn  0 for every l, we see that U˜n is an upper
solution if
(1− η−α)ηαn  k
N∑
j=1
(
a
(l)
nj η
αn + b(l)nj ηα(n−d) + c(l)nj ηα(n−d
′))+Q(l)n
= k
N∑
j=1
(
a
(l)
nj + b(l)nj η−αd + c(l)nj η−αd
′)
ηαn +Q(l)n .
In view of (5.2) and ηαn > 0 the above inequality is satisfied by taking either η
or α sufficiently large. This shows that for a sufficiently large η or α the pair
U˜n = (U˜ (1)n , . . . , U˜ (N)n )T and Uˆ = 0 with U˜ (l)n = ηαn for every l are ordered
upper and lower solutions of (5.4). In view of Theorem 3.1, problem (5.4) has
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a nonnegative solution Un ≡ (U(1)n , . . . ,U(N)n ). Since Wn is also a solution, the
vector Vn = Wn − Un satisfies the equations in (5.4) with Q(l)n = Ψ (l)n = 0. It
follows from the argument in the proof of Theorem 3.2, using the hypothesis
kρ(Bˆ) < 1, that Vn = 0 is the only solution. This proves the relation Wn =
Un  0. ✷
To apply Lemma 5.1 to problem (2.7) we define the following functions:
b
(l)
nj ≡
∂f (l)
∂uj
(ξn, θn), bˆ
(l)
nj =
∂f (l)
∂vj
(ξn, θn),
c
(l)
nj ≡
∂g(l)
∂uj
(ξ ′n, θ ′n), cˆ
(l)
nj =
∂g(l)
∂vj
(ξ ′n, θ ′n),
b
(l)
j = max
{
∂f (l)
∂uj
(ξ , θ); (ξ , θ) ∈ S∗ × S∗
}
,
c
(l)
j ≡ max
{
∂g(l)
∂uj
(ξ ′, θ ′); (ξ ′, θ ′) ∈ S∗ × S∗
}
,
a(l) ≡ max{b(l)j + c(l)j ; j = 1, . . . ,N},
Bˆ =
N∑
l=1
a(l)
(
I + kA(l))−1. (5.5)
The following theorem gives the monotone convergence of Un and Un.
Theorem 5.1. Let U˜s , Uˆs be ordered upper and lower solutions of (2.9) where
F(U,V) and G(U,V) are quasimonotone nondecreasing in S∗. Assume that
hypotheses (H1) and (H3) hold, and k ≡∆t satisfies the conditions
k
N∑
j=1
(
b
(l)
j + c(l)j
)
< 1 and kρ(Bˆ) < 1 (l = 1, . . . ,N). (5.6)
Then as n→∞, the solution Un of (2.7) converges monotonically from above to
the maximal solution Us of (2.9), while Un converges monotonically from below
to the minimal solution U s . Moreover, for arbitrary initial function n ∈ S∗ the
corresponding solution Un satisfies the relation
U s Un Us as n→∞. (5.7)
Proof. Since U˜s and Uˆs are also ordered upper and lower solutions of (2.7)
whenever n ∈ S∗ Theorem 3.1 ensures that
Uˆs Un  U˜s and Uˆs Un  U˜s for every n. (5.8)
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Consider the vectors Wn = Un −Un+1 and W(l)n = U(l)n −U(l)n+1, where n−d .
By (2.7), (5.5) and the mean-value theorem,
(
I + kA(l))W(l)n
= (U(l)n−1 −U(l)n )+ k[F (l)(Un,Un−d )− F (l)(Un+1,Un+1−d )
+G(l)(Un,Un−d ′)−G(l)(Un+1,Un+1−d ′)
]
=W(l)n−1 + k
N∑
j=1
[(
b
(l)
nj + c(l)nj
)
W
(j)
n + bˆ(l)nj W(j)n−d + cˆ(l)nj W(j)n−d ′
]
, (5.9)
where b(l)nj , c
(l)
nj , bˆ
(l)
nj , and cˆ
(l)
nj are given by (5.5) with (ξn, θn) and (ξ ′n, θ ′n) (which
may also depend on l, d and d ′) being some intermediate values in S∗ × S∗. It
is clear from the quasimonotone nondecreasing property of F(U,V) and G(U,V)
that b(l)nj  0 and c
(l)
nj  0 for j = l, and bˆ(l)nj  0 and cˆ(l)nj  0 for all j . Moreover,
by (5.8) and U(l)n = Ψ (l)n = U˜ (l)s for −d  n 0 we have W(l)n = U˜ (l)s −U(l)n+1  0
for n = 0,−1, . . . ,−d . Since by (5.6) the conditions in (5.2) are satisfied with
a
(l)
nj = b(l)nj + c(l)nj and Bˆn = Bˆ for every n we conclude from Lemma 5.1 that
Wn  0 for every n= 1,2, . . . . This proves the monotone nonincreasing property
Un+1  Un. It follows from this property and (5.8) that lim Un ≡ Us as n→∞
exists and Us ∈ S∗. Letting n→∞ in (2.7) shows that Us is a solution of (2.9).
To show that Us coincides with the maximal solution Us we consider the
vector Vn = (V (1)n , . . . , V (N)n )T , where V (l)n = U(l)n − U(l)s , l = 1, . . . ,N . Then
V
(l)
n satisfies the relation
(
I + kA(l))V (l)n = V (l)n−1 + k[F (l)(Un,Un−d )− F (l)(Us,Us )
+G(l)(Un,Un−d ′)−G(l)(Us,Us)
]
which is in the form as that in (5.9). By the same argument as that for W(l)n we
obtain Un Us for every n. Letting n→∞ shows that Us Us . It follows from
the maximal property of Us that Us = Us . This proves the monotone convergence
of Un to Us . The proof for the monotone convergence of Un to the minimal
solution U s is similar.
To show the relation (5.7) we observe that (5.9) holds for the vector W(l)n ≡
U
(l)
n − U(l)n when U(l)n+1, Un+1−d and Un+1−d ′ are replaced, respectively, by
U
(l)
n , Un−d and Un−d ′ , n = 1,2, . . . . Since W(l)n = U˜ (l)n − Ψ (l)n  0 for n =
0,−1, . . . ,−d , the same reasoning as that for W(l)n yields W(l)n  0 for every l
and n. This proves Un Un. The proof for Un Un is similar. ✷
An immediate consequence of Theorem 5.1 is the following convergence result
for arbitrary initial functions in S∗.
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Corollary 5.1. Let the conditions in Theorem 5.1 hold. If Us = U s (≡ U∗s ) then
for any n ∈ S∗ the corresponding solution Un of (2.7) possesses the conver-
gence property
lim
n→∞Un = Us . (5.10)
It is seen from Theorem 5.1 and Corollary 5.1 that for quasimonotone nonde-
creasing functions the sector between the maximal and minimal solutions Us,U s
of the steady-state problem (2.9) is an invariant set of the time-dependent problem
(2.7), and if Us = U s then the time-dependent solution Un corresponding to an
arbitrary initial function in S∗ converges to the unique solution Us as n→∞. We
now apply these results to study the invariance and convergence property of (2.7)
when F(U,V) and G(U,V) are mixed quasimonotone in S∗. For this purpose we
let Vn = C−Un ≡ (C −U(1)n , . . . ,C−U(N)n )T and transform problem (2.7) into
an extended 2N -system of the form
(
I + kA(l))U(l)n =U(l)n−1 + k[F (l)(Un,Vn;Un−d,Vn−d )
+G(l)(Un,Vn;Un−d ′,Vn−d ′)
]
,(
I + kA(l))V (l)n = V (l)n−1 + k[Fˆ (l)(Un,Vn;Un−d,Vn−d )
+ Gˆ(l)(Un,Vn;Un−d ′,Vn−d ′)
]
(n= 1,2, . . .),
U(l)n = Ψ (l)n , V (l)n = C −Ψ (l)n (n= 0,−1, . . . ,−d), (5.11)
where C = (C, . . . ,C)T is an arbitrary constant vector in Rq with C  U˜ (l)s for
every l, and
F (l)(Un,Vn;Un−d,Vn−d )
= F (l)(U(l)n , [Un]al , [C−Vn]bl , [Un−d ]cl , [C−Vn−d ]dl ),
G(l)(Un,Vn;Un−d ′,Vn−d ′)
=G(l)(U(l)n , [Un]a′l , [C−Vn]b′l , [Un−d ′ ]c′l , [C−Vn−d ′ ]d ′l
)
,
Fˆ (l)(Un,Vn;Un−d,Vn−d )
=A(l)C − F (l)(C − V (l)n , [C−Vn]al , [Un]bl , [C−Vn−d ]cl , [Un−d ]dl ),
Gˆ(l)(Un,Vn;Un−d ′,Vn−d ′)
=−G(l)(C − V (l)n , [C−Vn]a′l , [Un]b′l , [C−Vn−d ′ ]c′l , [Un−d ′ ]d ′l
)
(n= 1, . . . ,N). (5.12)
Similarly, problem (2.9) is transformed into the 2N -system
A(l)U(l) = F (l)(U,V;U,V)+G(l)(U,V;U,V),
A(l)V (l) = Fˆ (l)(U,V;U,V)+ Gˆ(l)(U,V;U,V) (l = 1, . . . ,N), (5.13)
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where F (l)(U,V;U,V), G(l)(U,V;U,V), etc. are given by (5.12) without the
subscripts n,n− d and n− d ′, respectively. For notational convenience, we write
Zn = (Un,Vn), Zn−d = (Un−d,Vn−d ), Zn−d ′ = (Un−d ′,Vn−d ′)
and define 2N -vector functions
F(Zn,Zn−d )≡
(
F (1)(Zn,Zn−d ), . . . ,F (N)(Zn,Zn−d ),
Fˆ (1)(Zn,Zn−d ), . . . , Fˆ (N)(Zn,Zn−d )
)T
,
G(Zn,Zn−d ′)≡
(
G(1)(Zn,Zn−d ′), . . . ,G(N)(Zn,Zn−d ′),
Gˆ(1)(Zn,Zn−d ′), . . . , Gˆ(N)(Zn,Zn−d ′)
)T
. (5.14)
It is easily seen that the above 2N -vector functions possess the following property.
Lemma 5.2. If the N -vector functions F(Un,Un−d ) and G(Un,Un−d ′) are
mixed quasimonotone in S∗ then the 2N -vector functions F(Zn,Zn−d ) and
G(Zn,Zn−d ′) are quasimonotone nondecreasing in S∗z , where
S∗z ≡
{
Z ∈R2q; Zˆs  Z Z˜s
} (5.15)
and Z˜s ≡ (U˜s, V˜s)≡ (U˜s,C− Uˆs ), Zˆs ≡ (Uˆs, Vˆs )≡ (Uˆs,C − U˜s ).
Proof. This follows immediately from the definition of F(Zn,Zn−d ) and
G(Zn,Zn−d ′) in S∗z and the mixed quasimonotone property of F(Un,Un−d ) and
G(Un,Un−d ′) in S∗. ✷
The quasimonotone nondecreasing property of F and G implies that Theo-
rem 5.1 is applicable to the extended time-dependent system (5.11) in relation to
the maximal and minimal solutions of the steady-state problem (5.13). To relate
these solutions to the original system we prepare the following two lemmas.
Lemma 5.3. The pairs Z˜s ≡ (U˜s,C − Uˆs ) and Zˆs ≡ (Uˆs,C − U˜s ) are ordered
upper and lower solutions of (5.13) if and only if U˜s and Uˆs are coupled upper
and lower solutions of (4.8).
Proof. Suppose U˜s ≡ (U˜ (1)s , . . . , U˜ (N)s ) and Uˆs ≡ (Uˆ (1)s , . . . , Uˆ (N)s ) are coupled
upper and lower solutions of (4.8). By (4.9) and (5.12), U˜s and V˜s ≡ C − Uˆs
satisfy the relations
A(l)U˜ (l)s  F (l)
(
U˜ (l)s , [U˜s]al , [C− V˜s ]bl , [U˜s]cl , [C− V˜s]dl
)
+G(l)(U˜ (l)s , [U˜s]a′l , [C− V˜s]b′l , [U˜s]c′l , [C− V˜s]d ′l
)
= F (l)(U˜s, V˜s; U˜s, V˜s)+G(l)(U˜s , V˜s; U˜s, V˜s),
A(l)V˜ (l)s A(l)C − F (l)
(
C − V˜ (l)s , [C− V˜s]al , [U˜s]bl , [C− V˜s ]cl , [U˜s]dl
)
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−G(l)(C − V˜ (l)s , [C− V˜s]a′l , [U˜s]b′l , [C− V˜s]c′l , [U˜s]d ′l
)
= Fˆ (l)(U˜s, V˜s; U˜s, V˜s )+ Gˆ(l)(U˜s, V˜s; U˜s, V˜s ),
where V˜ (l)s ≡ C − Uˆ (l)s , l = 1, . . . ,N . Similarly, the vectors Uˆs and Vˆs ≡ C− U˜s
satisfy the relations
A(l)Uˆ (l)s  F (l)(Uˆs, Vˆs; Uˆs, Vˆs )+G(l)(Uˆs , Vˆs; Uˆs, Vˆs),
A(l)Vˆ (l)s  Fˆ (l)(Uˆs , Vˆs; Uˆs, Vˆs)+ Gˆ(l)(Uˆs, Vˆs; Uˆs, Vˆs ).
Since the ordering relation Z˜s  Zˆs is a consequence of U˜s  Uˆs we see from
the quasimonotone nondecreasing property of F(Zs;Zs) and G(Zs;Zs) that Z˜s
and Zˆs are ordered upper and lower solutions of (5.13). The proof for the converse
is similar and is omitted. ✷
It is seen from Lemma 5.3 and Theorems 4.2 and 4.3 that if problem (2.9)
(or problem (4.8)) has a pair of coupled upper and lower solutions then it has
a pair of quasisolutions, and the extended problem (5.13) has a maximal solution
and a minimal solution in S∗z . The following lemma gives a relationship between
these solutions.
Lemma 5.4. The limits Us ,U s given by (4.14) are quasisolutions of (4.8) in S∗
if and only if Zs ≡ (Us,C − U s ) and Z s ≡ (U s,C − Us ) are the maximal and
minimal solutions of (5.13) in S∗z .
Proof. Consider the sequence {Z(m)} ≡ {U(m),V(m)} obtained from the linear
iteration process(
A(l) + Γ (l))(U(l))(m) = Γ (l)(U(l))(m−1)
+ F (l)((U(l))(m−1), [U(m−1)]
al
,
[
C−V(m−1)]
bl
,
[
U(m−1)
]
cl
,[
C−V(m−1)]
dl
)
+G(l)((U(l))(m−1), [U(m−1)]
a′l
,
[
C−V(m−1)]
b′l
,
[
U(m−1)
]
c′l
,[
C−V(m−1)]
d ′l
)
,
(
A(l) + Γ (l))(V (l))(m) = Γ (l)(V (l))(m−1) +A(l)C
− F (l)((C − V (l))(m−1), [C−V(m−1)]
al
,
[
U(m−1)
]
bl
,[
C−V(m−1)]
cl
,
[
U(m−1)
]
dl
)
−G(l)((C − V (l))(m−1), [C−V(m−1)]
a′l
,
[
U(m−1)
]
b′l
,[
C−V(m−1)]
c′l
,
[
U(m−1)
]
d ′l
)
(l = 1, . . . ,N), (5.16)
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where Γ (l) is the same diagonal matrix as that in (4.11). Since F and G are
quasimonotone nondecreasing and by Lemma 5.3, Z˜s ≡ (U˜s,C − Uˆs ) and Zˆs =
(Uˆs ,C− U˜s) are ordered upper and lower solutions of (5.13) we see from Theo-
rem 4.3 that the sequence {Z(m)} ≡ {U(m)e ,V(m)e } obtained from (5.16) with Z(0) =
Z˜s converges monotonically to the maximal solution Zs ≡ (U,V) of (5.13), while
the sequence {Z(m)} = {U(m)e ,V(m)e } with Z(0) = Zˆs converges monotonically to
the minimal solution Z s ≡ (U,V). It is easily seen from U(0) = U˜s , U(0) = Uˆs and
a comparison between the two linear iteration processes (4.11) and (5.16) that
(
U(m)e ,V(m)e
)= (U(m),C−U(m)) and(
U(m)e ,V
(m)
e
)= (U(m),C−U(m)) (5.17)
for every m= 1,2, . . . , where U(m) and U(m) are the solutions of (4.11). This im-
plies that the two iteration processes (4.11) and (5.16) are equivalent. Now if Us
and Us are the quasisolutions given by (4.14), then by (5.17)
Zs ≡ lim
m→∞
(
U(m)e ,V(m)e
)= lim
m→∞
(
U(m),C−U(m))= (Us ,C−U s ),
Z s ≡ limm→∞
(
U(m)e ,V
(m)
e
)= lim
m→∞
(
U(m),C−U(m))= (U s,C−Us).
This shows that (Us ,C − U s ) and (U s ,C − Us) are the respective maximal
and minimal solutions of (5.13). Conversely, if Z ≡ (Us,C − U s) and Z ≡
(U s,C −Us ) are the maximal and minimal solutions of (5.13), then by (5.17)
(Us ,C−U s)= limm→∞
(
U(m)e ,V(m)e
)= lim
m→∞
(
U(m),C−U(m)),
(U s ,C−Us)= limm→∞
(
U(m)e ,V
(m)
e
)= lim
m→∞
(
U(m),C−U(m)).
This implies that U(m) → Us and U(m) → U s , and therefore Us and U s are the
quasisolutions of (4.8). ✷
Based on Lemmas 5.3 and 5.4 we establish some invariance and convergence
results for the original problem (2.7). Define, for each l = 1, . . . ,N ,
∣∣b(l)j ∣∣= max
{∣∣∣∣∂f
(l)
∂uj
(ξ , θ)
∣∣∣∣; (ξ , θ) ∈ S∗ × S∗
}
, j = l,
∣∣c(l)j ∣∣= max
{∣∣∣∣∂g
(l)
∂uj
(ξ ′, θ ′)
∣∣∣∣; (ξ ′, θ ′) ∈ S∗ × S∗
}
, j = l. (5.18)
Then we have the following.
Theorem 5.2. Let U˜s , Uˆs be coupled upper and lower solutions of (2.9) where
F(U,V) and G(U,V) are mixed quasimonotone in S∗. Assume that hypotheses
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(H1), (H3) hold and condition (5.6) is satisfied with b(l)j and c(l)j replaced, re-
spectively, by |b(l)j | and |c(l)j | for j = l. Then for any initial function n in S∗ the
corresponding solution Un of (2.7) satisfies the relation
U s Un Us as n→∞, (5.19)
where Us and U s are the quasisolutions of (2.9) in S∗. Moreover, if Us = U s
(≡ U∗s ) then U∗s is the unique solution in S∗ and
lim
n→∞Un = U
∗
s . (5.20)
Proof. Let Z˜s = (U˜s ,C − Uˆs ), Zˆs = (Uˆs ,C − U˜s ), and let Zn ≡ (Un,Vn),
Zn ≡ (Un,Vn) be the solutions of (5.11) corresponding to the respective initial
functions Zn = Z˜s and Zn = Zˆs for n = 0,−1, . . . ,−d . Since the functions
F(Zn;Zn−d) and G(Zn;Zn−d ′) are quasimonotone nondecreasing in S∗z , and
by Lemma 5.3, Z˜s and Zˆs are ordered upper and lower solutions of (5.11), the
argument in the proof of Theorem 5.1 (with b(l)j and c(l)j , replaced by |b(l)j | and
|c(l)j |) ensures that the limits
lim
n→∞Zn = Z
∗
s and limn→∞Zn = Z
∗
s (5.21)
exist and are the respective maximal and minimal solutions. Moreover, for
arbitrary initial functions (n,∗n) ∈ S∗z which is equivalent to
Uˆs n  U˜s , C− U˜s ∗n C− UˆS, n= 0,−1, . . . ,−d,
the corresponding solution Zn ≡ (Un,Vn) satisfies the relation Zn  Zn  Zn for
n= 1,2, . . . . It follows from (5.21) and Lemma 5.4 that
(U s,C−Us ) (Un,Vn) (Us,C−U s) as n→∞.
This leads to the relation (5.19). If Us = U s (≡ U∗s ) then the limit in (5.20) follows
immediately from (5.19). ✷
Theorem 5.2 states that the sector between the two quasisolutions Us and U s
of the steady-state problem (2.9) is an attractor of the time-dependent problem
(2.7) for all initial functions n in S∗, and if these quasisolutions coincide then
the attractor consists of a single equilibrium point which attracts all the time-
dependent solutions with initial function n in S∗. In the following theorem we
give a sufficient condition so that the above conclusions hold true for every initial
function in Rq .
Theorem 5.3. Let the conditions in Theorem 5.2 be satisfied, and let Un ≡
(U
(1)
n , . . . ,U
(N)
n ) be the solution of (2.7) corresponding to an arbitrary initial
function n ∈Rq . If there exists an integer n∗  0 such that
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Uˆ (l)s U(l)n  U˜ (l)s for n∗ − dl  n n∗ (l = 1, . . . ,N), (5.22)
then all the conclusions in Theorem 5.2 hold true for Un.
Proof. Let W(l)n ≡ U(l)n+n∗ for all n−dl , l = 1, . . . ,N . By (2.7) and hypothesis
(H3), W
(l)
n satisfies
(I + kA)W(l)n
=U(l)n+n∗−1 + k
[
F (l)(Un+n∗ ,Un+n∗−d )+G(l)(Un+n∗ ,Un+n∗−d ′)
]
=W(l)n−1 + k
[
F (l)(Wn,Wn−d )+G(l)(Wn,Wn−d ′)
]
. (5.23)
Since by condition (5.22), Uˆ (l)s W(l)n  U˜ (l)s for n= 0,−1, . . . ,−dl , an applica-
tion of Theorem 5.2 to (5.23) ensures that Wn ≡ (W(1)n , . . . ,W(N)n )T satisfies the
relation U s Wn  Us as n→∞. This leads to U s  Un+n∗  Us as n→∞.
The conclusion of the theorem follows immediately. ✷
Theorem 5.3 implies that under the additional condition (5.22) the sector
between the quasisolutions Us and U s is a global attractor of the time-dependent
system (2.7), and if Us = U s then Us is the unique steady-state solution of (2.9)
and is globally asymptotically stable. These results hold true for the parabolic–
ordinary finite difference system (2.7) where Al = O for some l. On the other
hand, it is easy to see by the argument in the proof of Theorems 5.1 and 5.3
that all the conclusions in these theorems are applicable to the system (3.9)
which is a finite difference approximation of (1.1) without time-delays. Here
the quasisolutions of the corresponding steady-state problem (4.17) are ensured
by Theorem 4.4 and are governed by (4.12) with cl = dl = c′l = d ′l = 0 for all
l = 1, . . . ,N . This leads to the following.
Theorem 5.4. Let U˜s , Uˆs be coupled upper and lower solutions of (4.17), and
let hypotheses (H1), (H3) and condition (5.6) hold (with b(l)j and c(l)j replaced
by |b(l)j | and |c(l)j |) for F ≡ F(U) and G ≡ G(U). Then all the conclusions in
Theorems 5.1–5.3 hold true for the solution Un of (3.9) without time delays.
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