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Noise sensitivity and FK-type representations
for Gaussian and stable processes
Malin Palö Forsström
Department of Mathematical Sciences,
Chalmers University of Technology and University of Gothenburg
Abstract
This thesis contains four papers on probability theory.
Paper A concerns the question of whether the exclusion sensi-
tivity and exclusion stability of a sequence of Boolean functions are
monotone with respect to adding edges to the underlying sequence
of graphs.
In paper B, we use the tools developed in Paper A to give an
elementary proof of the behaviour of the mixing time of a random
interchange process on a complete graph.
In Paper C we discuss the relationship between the noise sensitiv-
ity, noise stability and volatility of sequences of Boolean functions. In
particular, we show that the set of volatile such sequences is dense in
the set of all sequences of Boolean functions. Moreover, we construct
a noise stable and volatile sequence of Boolean functions which is not
o(1)-close to any non-volatile sequence of Boolean functions.
Finally, in Paper D, we investigate which threshold Gaussian
and threshold stable random vectors have color representations. We
discuss this from many dierent perspectives, and results include
formulae for the dimension of the kernel of the associated linear oper-
ator, geometric conditions on the Gaussian vectors whose threshold
have color representations and explicit examples of stable vectors
with phase transitions at any stability index for the corresponding
threshold process to have a color representation for large h.
Key words: Noise sensitivity, noise stability, volatility, Bernoulli random vector,
color process, color representation, mixing time, exclusion process, interchange
process, threshold Gaussian vector, threshold stable vector, multivariate stable
distribution.
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introduction
The questions and answers discussed in the papers appended to this thesis have
occupied a large proportion of my thoughts during the last ve years. The purpose of
this rst part of the thesis is to describe the language and the setting in which these
questions were asked. To this end, in Chapter 2 we give an introduction to Markov
chains on nite state spaces. In Chapter 3 we use the denitions from Chapter 2 to
introduce concepts such as noise stability, noise sensitivity, and volatility which
will be central in several of the appended papers. Next, in Chapter 4, we dene
and briey discuss what a color representation of a binary random vector is, and
give several examples. After this, in Chapter 5 we introduce the family of so-called
stable distributions in both a univariate and multivariate setting, and compare some
of their properties to those of Gaussian distributions. Finally, in Chapter 6 we give
a summary of the appended papers.
3

markov chains
In this chapter, we will introduce Markov chains on nite state spaces in both
discrete and continuous time. Markov chains are central to this thesis since they
constitute the main component in the denitions of mixing time, noise sensitivity,
noise stability, and volatility, which are central in the appended papers. Common
for all these denitions is that the Markov chains are used to model noise in the
underlying model. One reason that Markov chains are a reasonable way to model
noise is that they are memoryless, in the sense that if you know the current state
of the process, then further knowledge of earlier behavior of the process gives no
additional information about the probabilities of future events. This behavior is
natural to assume for noise since noise is often thought of as randomly aecting
the process by chance or accident when it is at some state, as opposed to by an
intelligent agent that observes a system over time.
The rst examples of Markov chains in discrete time, were introduced by Andrei
Andreevich Markov in 1906. In 1931, Kolmogorov introduced Markov chains in
continuous time as we know them today ([12, 18]).
2.1 Discrete time Markov chains
In this section, we dene and discuss discrete time Markov chains. Two good
references on this topic are [2] and [12].
We now give a denition. To this end, let Ω be a nite set. A sequence of
Ω-valued random variables X0, X1, X2, . . . , is said to be a Markov chain with state
space Ω if for all n ≥ 1 and y, x1, x2, . . . , xn ∈ Ω we have that
P (Xn+1 = y | X1 = x1, . . . , Xn = xn)
= P (Xn+1 = y | Xn = xn).
Further, we will always assume that (Xi)i≥0 is time homogenous, meaning that for
all x, y ∈ Ω and n ≥ 0, we have that
P (Xn+1 = y | Xn = x) = P (X1 = y | X0 = x).
To simplify notation, for x, y ∈ Ω we write
P (x, y) := P (X1 = y | X0 = x)
and call this the transition probability from x to y. The matrix P = (P (x, y))x,y∈Ω
is called the transition matrix of X . One consequence of this denition is that for
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any m ≥ 0, we have that
P (Xm+1 = xm+1 | Xm = xm) = eTxmP (·, xm+1)
and hence, by induction, it follows that for any n ≥ m ≥ 0 we have that
P (Xn = xn | Xm = xm) = eTxmPn−m(·, xn).
Also, it follows that if we let pi0 be a vector of length |Ω| with pi0(x) = P (X0 = x)
for all x ∈ Ω, then for any n ≥ 0 we have that
P (Xn = xn) = pi
T
0 P
n(·, xn)
and hence the vector piT0 Pn describes the distribution at time n given that the
Markov chain has distribution pi0 at time zero.
If there is a vector pi such that
∀x, y ∈ Ω: pi(x)P (x, y) = pi(y)
then (pi(x))x∈Ω is said to be a stationary distribution of X .
We often think of the index set {0, 1, 2, . . .} as describing time, and say that
the Markov chain jumps from X0 to X1 at time one, from X1 to X2 at time two etc.
Three important properties which a discrete time Markov chain can have
is irreducibility, aperiodicity and reversibility. A Markov chain X is said to be
irreducible if
∀x, y ∈ Ω, ∃n : P (Xn = y | X0 = x) > 0
aperiodic if
∀x ∈ Ω: gcd{n ≥ 1: P (Xn = x | X0 = x) > 0} = 1,
and reversible if
∀x, y ∈ Ω: pi(x)P (X1 = y | X0 = x) = pi(y)P (X1 = x | X0 = y).
Heuristically, aperiodicity means that the Markov chain is not periodic, irreducibility
means that for any current state of the Markov chain, any other state can be attained
at some future time, and reversibility means that for any x1, x2 ∈ Ω, the events
(X1, X2) = (x1, x2) and (X1, X2) = (x2, x1) are equally likely. One can show
that any Markov chain has at least one stationary distribution, which is unique if
X is irreducible (see e.g. Proposition 1.14 on page 12 and Corollary 1.18 on page 14
of [12]).
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2.2 Continuous time Markov chains
A continuous time Markov chain diers from a discrete time Markov chain in
that the time between two consecutive jumps is not xed, but instead a random
variable whose law is an exponential distribution. The following denition makes
this precise. For more background and theory on the contents in this section, we
refer the reader to [13].
Denition 2.2.1. Let Ω be a nite set. A right-continuous Ω-valued stochastic
process (Xt)t≥0 is a continuous time Markov chain if
(i) (Xt)t≥0 changes its value at most nitely many times in any bounded interval,
and
(ii) for all x1, x2, . . . , xn−1, y ∈ Ω and 0 ≤ t1 < t2 < . . . < tn,
P (Xtn = y | Xt1 = x1, . . . , Xtn−1 = xn−1)
= P (Xtn = y | Xtn−1 = xn−1).
The continuous time Markov chains we consider will always be homogenous in
time, in the sense that we will always assume that for all 0 ≤ t1 < t2 and x, y ∈ Ω
P (Xt2 = y | Xt1 = x) = P (Xt2−t1 = y | X0 = x).
This motivates the denition of Pt; for x, y ∈ Ω and t ≥ 0, we dene Pt(x, y) :=
P (Xt = y | X0 = x) is continuous in t. Since Ω is nite, the limits{
qxy := limt→0 Pt(x, y)/t
qxx := limt→0(Pt(x, x)− 1)/t
exist, and for x, y ∈ Ω and t > 0, we have that
P (Xinf{s>t : Xs 6=x} = y | Xt = x) =
qxy∑
z∈Ω\{x} qxz
.
Moreover, given the assumptions above, then for all x ∈ Ω and t ≥ 0 we have that
inf{s > t : Xs 6= x | Xt = x} − t ∼ exp
− ∑
y∈Ω\{x}
qxy
.
In other words, if the Markov chain is at x ∈ Ω at time t, then the time until it
jumps to another state follows an exponential distribution with rate
∑
y∈Ω\{x} qxy .
For this reason, qxy is called the transition rate from x to y, and the matrix Q :=
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(qxy)x,y∈Ω, called the generator of (Xt)t≥0, is a continuous analogue to the tran-
sition matrix of a discrete time Markov chain. The ratios qxy/
∑
z∈Ω\{x} qxz are
called the jump probabilities of the Markov chain.
If pi is a probability distribution on Ω which is such that for all x ∈ Ω and all
t > 0,
pi(x) =
∑
y∈Ω
pi(y)Pt(y, x)
then we say that pi is a stationary distribution of (Xt)t≥0.
A continuous time Markov chain X is said to be reversible if for all x, y ∈ Ω
we have that
pi(x)qxy = pi(y)qyx
and irreducible if for all t > 0 and x, y ∈ Ω we have that
P (Xt = y | X0 = x) > 0.
As in the discrete case, if (Xt)t≥0 is irreducible then there will always exist a unique
stationary distribution. If not otherwise stated, we will choose X0 according to this
distribution.
A rich source of examples of continuous time Markov chains is so called con-
tinuous time random walks.
Denition 2.2.2. Let G be a graph with vertex set V (G) and edge set E(G). We
say that a continuous time Markov chain with state space S = V (G) is a continuous
time random walk on G if there is α > 0 such that for any two distinct vertices
x, y ∈ V (G), we have
qxy =
{
0 if (x, y) 6∈ E(G)
α if (x, y) ∈ E(G).
The constant α is called the rate of the random walk.
The following example of a continuous time random walk will be central in
several of the appended papers.
Example 2.2.3. Let n ≥ 1 and let Gn be the graph with V (Gn) = {−1, 1}n
which is such that for distinct x, y ∈ Ω we have (x, y) ∈ E(Gn) if and only if∑n
i=1 |x(i) − y(i)| = 2. Then Gn is said to be an n-dimensional hypercube. The
continuous time random walk (Xt)t≥0 with rate one on Gn can also be described
as follows. Let X0 ∈ {−1, 1}n. Then for any ε > 0, consider the binary string
obtained by rerandomizing each bit X0(i), i ∈ [n], using a uniform distribution
on {−1, 1}, with probability 1− e−ε. Then the distribution of this binary string is
exactly L(Xε).
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We end this section by using the denition of a continuous time random walk
to dene what we mean by an exclusion process.
Denition 2.2.4. Let G be a connected graph with vertex set V (G) and edge set
E(G). Dene another graph G′ with vertex set V (G′) = {−1, 1}V (G) and edge
set E(G′) such that the following hold. For x, y ∈ V (G′), let (x, y) ∈ E(G′) if and
only if there are distinct v1, v2 ∈ V (G) such that
1. x(v) = y(v) for all v ∈ V (G)\{v1, v2},
2. (v1, v2) ∈ E(G), and
3. x(v1) = y(v2) and y(v1) = x(v2).
We say that a continuous time Markov chain X is an exclusion process on G if it
is a continuous time random walk on G′. In other words, and exclusion process
on G is a continuous time Markov chain on {0, 1}V (G) which at the event times
of a Poisson process picks an edge in the graph at random and interchanges the
{0, 1}-valued labels at its endpoints. The rate of the continuous time random walk,
or equivalently of the Poisson process, is also said to be the rate of the resulting
exclusion process.
2.3 Measuring speed of convergence – mixing
times and relaxation times
In this section, we will dene the mixing time and the relaxation time of a Markov
chain. An excellent introduction to this topic is given in Chapters 4 and 12 in [12].
As a motivation for this topic, we rst mention the following theorem, which says
that an irreducible continuous time Markov chain will converge to its stationary
distribution if it is run for long enough.
Theorem 2.3.1 (The Convergence Theorem). Suppose that X is an irreducible
continuous time Markov chain on a nite state space Ω with stationary distribution pi.
Then there are constants C > 0 and α ∈ (0, 1) such that for each t > 0,
max
x∈Ω
∑
y∈Ω
|P t(x, y)− pi(y)| ≤ Cαt.
The convergence theorem above motivates the following denition. The total
variation distance between two probability distribution µ and ν on a nite space Ω
is dened by
‖µ− ν‖TV = max
A⊂Ω
|µ(A)− ν(A)|.
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One can with some work (see e.g. Proposition 4.2 in [12]) show that
‖µ− ν‖TV = 1
2
∑
x∈Ω
|µ(x)− ν(x)|.
One motivation for introducing the mixing time is to try to be more precise
about the speed of convergence in Theorem 2.3.1. To this end, we dene a distance
function d(t) by
d(t) := max
x∈Ω
‖P t(x, ·)− pi‖TV .
Using this function, we dene
tmix(ε) := min{t : d(t) ≤ ε}
and nally the mixing time of a Markov chain (Xt)t≥0 by
tmix := tmix(1/4).
The constant 1/4 above is completely arbitrary, and could be replaced by any
number in (0, 1/2). If fact, one can show that for any ε ∈ (0, 1/2),
tmix(ε) ≤ dlog2 ε−1etmix.
We now give a few examples.
Example 2.3.2 (Random walk on a hypercube). The mixing time of a continuous
time rate one random walk on a n-dimensional hypercube (see Example 2.2.3) is of
order log n (see Theorem 18.3 in [12]).
Example 2.3.3 (Random walk on an n-cycle). Let Gn be the graph with V (Gn) =
Zn which is such that for distinct x, y ∈ Zn we have that (x, y) ∈ E(Gn) if and
only if x − y = ±1 in Zn. Let X(n) be a continuous time rate one random walk
on Gn. Then the mixing time of X(n) is of order n2 (see e.g. Subsubsection 5.3.1
in [12]).
Another measure of how long we need to run a Markov chain until it is well
mixed is the so-called relaxation time of a Markov chain. While the mixing time is
the time required on average for the worst possible (binary) function and the worst
possible starting position, the relaxation time is instead the time required for the
worst possible function if we choose a starting point according to the stationary
distribution of the Markov chain. We now do this formally. To this end, let (Xt)t≥0
be a reversible and irreducible continuous time Markov chain on Ω and let Q be its
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generator. The spectral gap of X is dened as the second smallest eigenvector of
−Q.
λ2 := inf
f : Ω→R, f 6≡0,
E[f(X0)]=0
〈f,−Qf〉
〈f, f〉 . (2.1)
The quotient in (2.1) is called the Rayleigh quotient of −Q. As
〈f,−Qf〉 =
∑
x∈Ω
pi(x)f(x)
∑
y∈Ω
−qxyf(y)
=
∑
x∈Ω
pi(x)f(x)
∑
y∈Ω\{x}
qxy(f(x)− f(y))
=
∑
x∈Ω
pi(x)
∑
y∈Ω\{x}
qxyf(x)(f(x)− f(y))
=
1
2
∑
x∈Ω
pi(x)
∑
y∈Ω\{x}
qxy(f(x)− f(y))2
(2.2)
we can directly deduce that λ2 ≥ 0. Next, if f : Ω→ R satises E[f(X0)] = 0 and
f 6≡ 0, then there must be at least two distinct x, y ∈ Ω such that f(x) 6= f(y).
Since (Xt) is irreducible, there must be a sequence of states x1, x2, . . . , xn such
that qx,x1 > 0, qx1,x2 > 0, qx2,x3 > 0, . . . , qxn−1,xn > 0 and qxn,y > 0, and hence
it follows from (2.2) that in fact λ2 > 0. This implies in particular that λ−12 is well
dened. Using the eigenvalues and eigenvectors of −Q and the fact that Pt = eQt
one can show that
Cov(f(X0), f(Xt)) ≤ e−λ2t Var(f(X0)).
This suggests that if one want to study the decorrelations of a function f of a
continuous time Markov chain, it would be natural to pick t = O(1/λ2). For this
reason, we dene the relaxation time trel of X by trel := λ−12 .
One can show that (see e.g. Theorems 12.3 and 12.4 in [12]) for any reversible
and irreducible Markov chain, we have that
− log 2ε · (trel − 1) ≤ tmix(ε) ≤ − log
(
εmin
x
pi(x)
)
trel. (2.3)
This implies that the relaxation time can also be used to get upper and lower bounds
for the mixing time of a Markov chain, which is one of the tools we use in Paper B
to determine the mixing time of the so called interchange process.
We now give an example.
Example 2.3.4 (Random walk on a hypercube). Let Gn be the n-dimensional
hypercube (see Example 2.2.3) and let X be a continuous time rate one random
walk on Gn. Then the relaxation time of X is equal to 1/2 (see e.g. Example 12.15
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in [12]). Interestingly, this is of a strictly smaller order than the mixing time, which
is of order log n (see Example 2.3.2). Comparing this with (2.3) and using that the
unique stationary distribution pi of X is given by pi(x) = 2−n for all x ∈ V (Gn),
we see that in this case, the leftmost inequality in (2.3) gives the wrong order for
the mixing time while the rightmost inequality in (2.3) gives the correct order for
the mixing time.
functions of markov chains and measures of noise
As humans, we ask questions all the time, such as “Do a majority of all people like
classical music?”, “Are there any birds visible from my bedroom window?” or “Will
I freeze today if I do not put my hat on?”. Common for all these questions is that
the answer we get when we ask the question might be dierent a week, day, hour
or even second later. Also, the degree to which an answer we got in the past can
help us predict the answer at a future time decreases over time. Naturally, the speed
at which such facts change depends on both the questions we ask and on how fast
the object about which we ask the question evolve. In this chapter, we will describe
some dierent ways in which this type of questions can be asked, and have been
asked, within a mathematical framework. To this end, we will look at sequences of
Boolean functions dened on state spaces of Markov chains , and use the Markov
chains as a source of noise to their input. The goal of this chapter is to introduce
ways to describe how sensitive dierent sequences of functions, describing answers
to questions, are to such noise.
3.1 Noise sensitivity and noise stability
The noise sensitivity and noise stability of a sequence were rst dened in [4] as mea-
sures of how sensitive sequences of Boolean functions fn : {−1, 1}n → {−1, 1}
were to rerandomizing the sign of a small proportion of the bits in their domains.
If we let (X(n)t )t≥0 be a continuous time random walk on the n-dimensional hy-
percube with rate one, then running this Markov chain for a short time will have
exactly this eect.
Denition 3.1.1. For each n ≥ 1, let (X(n)t )t≥0 be a continuous time random walk
on then-dimensional hypercube with rate one. A sequence (fn)n≥1 of Boolean func-
tions, fn : {−1, 1}n → {−1, 1}, is said to be noise sensitive (wrt. ((X(n)t )t≥0)n≥1)
if for all ε > 0,
lim
n→∞Cov(fn(X0), fn(Xε)) = 0.
The noise sensitivity of a sequence of Boolean functions, as dened above, was
rst introduced by Benjamini, Kalai and Schramm in [4]. In the same paper, the
authors also introduced the concept of noise stability, which captures a possible
opposite behaviour.
Denition 3.1.2. For each n ≥ 1, let (X(n)t )t≥0 be a continuous time random walk
on the n-dimensional hypercube with rate one. A sequence (fn)n≥1 of Boolean
13
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functions, fn : {−1, 1}n → {−1, 1}, is said to be noise stable (wrt. ((X(n)t )t≥0)n≥1)
if
lim
ε→0
sup
n
P (fn(Xε) 6= fn(X0)) = 0.
We now give a few examples.
Example 3.1.3 (The Dictator function). For n ≥ 1, dene Dictn : {−1, 1}n →
{−1, 1} by Dictn(x) := x(1). In other words, the function Dictn returns the value
of the rst bit of its input. Since we for any n ≥ 1 and ε > 0 have
P (Dictn(Xε) 6= Dictn(X0)) = P (Xε(1) 6= X0(1)) = 1− e
−ε
2
it follows that the sequence (Dictn)n≥1 is noise stable.
Example 3.1.4 (The Parity function). For n ≥ 1, dene Parityn : {−1, 1}n →
{−1, 1} by Parityn(x) :=
∏n
i=1 x(i). In other words, Parityn returns the parity
of its input. Since we for any n ≥ 1 and ε > 0 have
Cov(Parityn(Xε), Parityn(X0)) = e−εn
it follows that the sequence (Parityn)n≥1 is noise sensitive.
Example 3.1.5 (The Majority function). For n ≥ 1, dene Majn : {−1, 1}n →
{−1, 1} by Majn(x) := I(
∑n
i=1 x(i) ≥ 0). In other words, Majn returns the value
held by the majority of the bits in its input. One can show (see e.g. Theorem 2.45
in [15]) that the sequence (Majn)n≥1 is noise stable.
Example 3.1.6. There are several ways to construct sequences (fn)n≥1 of Boolean
functions fn : {−1, 1}n → {−1, 1} that are neither noise stable nor noise sensitive:
1. Let (fn)n≥1, fn : {−1, 1}n → {−1, 1}, be a sequence of functions such that
lim
n→∞P (fn(X0) = 1) ∈ {0, 1}.
Then (fn)n≥1 is both noise stable and noise sensitive.
2. For x ∈ {−1, 1}n, dene
fn :=
{
Majn if n is even
Parityn if n is odd.
Since (Majn)n≥1 is noise stable (and not noise sensitive) and (Parityn)n≥1
is noise sensitive (and not noise stable), it follows that (fn)n≥1 can be neither
noise stable nor noise sensitive.
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3. For x ∈ {−1, 1}n, dene
fn(x) :=
{
Majn if x(1) = 1
Parityn else.
Then it is easy to verify that (fn)n≥1 is neither noise stable nor noise sensi-
tive.
In [4], the authors exclusively studied noise corresponding to a continuous
time random walk on a n-dimensional hypercube. However, since then, similar
denitions for several other state spaces and sources of noise have been considered.
One such generalization was given in [5], where the authors considered noise being
provided by an exclusion process, and gave the following denitions.
Denition 3.1.7 (Denition 1.1 in [5]). Let (Gn)n≥1 be a sequence of graphs, and
let (αn)n≥1 be a sequence of positive numbers satisfyingαn ≤ 1/maxv∈V (Gn) deg(v)
for all n. For each n ≥ 1, let (X(n)t )t≥0 be a continuous time exclusion process
with rate αn on Gn, and let X(n)0 be chosen according to the uniform measure on
{−1, 1}Gn . A sequence (fn)n≥1 of Boolean functions, fn : {−1, 1}n → {−1, 1},
is said to be exclusion sensitive (wrt. (Gn)n≥1 and (αn)n≥1) if for all ε > 0
lim
n→∞Cov(fn(X0), fn(Xε)) = 0.
Denition 3.1.8 (Denition 1.2 in [5]). Let (Gn)n≥1 be a sequence of graphs, and
let (αn)n≥1 be a sequence of positive numbers satisfyingαn ≤ 1/maxv∈V (Gn) deg(v)
for all n. For each n ≥ 1, let (X(n)t )t≥0 be a continuous time exclusion process
with rate αn on Gn, and let X(n)0 be chosen according to the uniform measure on
{−1, 1}Gn . A sequence (fn)n≥1 of Boolean functions, fn : {−1, 1}n → {−1, 1},
is said to be exclusion stable (wrt. (X(n)t )) if
lim
ε→0
sup
n
P (fn(Xε) 6= fn(X0)) = 0.
We now give an example.
Example 3.1.9 (The Parity function). Let Parityn : {−1, 1}n → {−1, 1} be de-
ned as in Example 3.1.4. Since Parityn(X(n)t ) depends on X(n) only through∑n
i=1X
(n)(i), which is not aected by an exclusion process on any graph, it follows
that the sequence (Parityn)n≥1 is not exclusion sensitive. In fact, it is exclusion
stable. We can however quite easily dene a similar function which is exclusion
sensitive. To this end, dene Parity’n : {−1, 1}n → {−1, 1} by
Parity′n(x) := Paritybn/2c(x1, x2, . . . , xbn/2c).
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Then it is easy to verify that (Parity′n) is exclusion sensitive with respect to e.g. a
sequence of complete graphs.
In [5], the authors show that any sequence (fn)n≥1 of Boolean functions which
is exclusion sensitive with respect to some sequence of graphs is also noise sensitive,
and conversely, that any sequence of Boolean functions which is noise stable is also
exclusion stable with respect to any sequence of graphs. However, [5] does not
include any results on how the properties of being exclusion sensitive with respect
to dierent sequences of graphs relate. To obtain results in this direction was the
primary goal of Paper A.
3.2 Volatility
Suppose that you are planning for a full day outside. Then it is probably more
relevant to ask “How likely is it that it starts raining at some point during the day?”
than “How likely is it that it rains at lunch, given that it does not rain now?” This
observation motivates the denition of volatility.
The volatility of a sequence of Boolean functions was rst introduced in [10],
as a measure of the stability of a sequence of Boolean functions complementing the
denitions of noise sensitivity and noise stability. One motivation for introducing a
new denition was that both noise sensitive and noise stability, although giving in-
formation about fn(Xt) at two distinct times t = 0 and t = ε, gives no information
about whether fn changed its value at any intermediate time t ∈ (0, ε).
Denition 3.2.1 (Denition 1.3 in [10]). For each n ≥ 1, let (X(n)t ) be a continuous
time random walk on the n-dimensional hypercube with rate one. A sequence
(fn)n≥1 of Boolean functions, fn : {−1, 1}n → {−1, 1}, is said to be volatile if for
all δ > 0,
lim
n→∞P (τ∂fn > δ) = 0,
where τ∂fn is the hitting time of the set {x : fn(x) 6= fn(X0)}.
In words, a sequence of functions is volatile if for any small time interval, the
probability that fn(X(n)t ) has changed its value at least once in that time interval
tends to one as n tends to innity. In [10] the authors show that any noise sensitive
sequence of Boolean functions is also volatile. However, the converse is not true,
and in Paper C we give an example which shows that there are sequences of Boolean
functions which are both noise stable and volatile. Such examples can quite easily
by constructing sequences of functions which, in the limit, changes their value
innitely often, but only for such short time periods that if you look at the value of
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the function at any xed set of times, it is extremely unlikely that you will see that
the function ever changed its value at all.

color representations
In this chapter, we dene and discuss the concept of color representations which is
the main topic of Paper D. To this end, consider the following construction. Let S
be an index set, let P(S) be the set of all partitions of S and let µ be a probability
measure on P(S). Then Y ∼ µ is a random partition of S. Given such a random
partition Y , we obtain a {0, 1}S-valued process X by for each partition element
of Y , independently for dierent partition elements, assigning all elements in the
partition element the value one with probability p1 and value zero with probability
p0 := 1− p1. We write Φp1(ν) to denote the law of X .
Denition 4.0.1 (Section 1.2 in [19]). Let ν be a probability measure on {0, 1}S
with marginal distributions (p0, p1). If there is a probability measureµ onP(S) such
that Φp1(µ) = ν we say that ν is a color process and that µ is a color representation
of ν.
Even though color representations as described above were rst dened in [19],
the concept had arisen earlier. One of the most prominent examples of this is the
coupling between the Ising model with p = 1/2 and the Fortuin-Kastelyn random
cluster model (see Figure 4.2(d)). It is well known that the random cluster model is, in
fact, a color representation of the Ising model (see, e.g. [8] and [19]). This coupling
has been used extensively to better understand the Ising model. Another example is
the so-called divide and color model dened in [9] (see Figure 4.2(b)). This random
model is constructed by rst performing independent bond percolation on some
graph G, and then coloring the resulting connected components independently
according to some probability measure on a set of colors C . If there are exactly two
colors, then the resulting model has a color representation by denition, namely
the measure of the connected components in bond percolation. In [9], Häggström
studied the properties of the resulting measure on CV (G).
Given Denition 4.0.1, one might ask the following questions.
(i) Are there any natural conditions on ν that guarantee the existence or non-
existence of a color representation?
(ii) If ν has a color representation, what does that tell us about ν?
In [19], the authors primarily studied the second of these questions, while the focus
of Paper D, and hence the discussion below, is the rst. Note that by denition,
there clearly are probability distributions which have color representations. The
following example however, shows that this does not always hold, hence motivating
the question of existance.
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(a) A possible index set S. (b) A partition σ of S (i.e. an element
σ ∈ P(S)).
(c) A coloring of S which is compati-
ble with the partition σ.
(d) The color process obtained from
the coloring in (c).
(e) A coloring of S which is compati-
ble with the partition σ.
(f) The color process obtained from
the coloring in (e).
Figure 4.1: In Figures (a)-(f) above we give an example of a possible set S, a partition
σ of S, two possible colorings of S which are compatible with σ, as well as the
correspong color processes.
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(a) A simulation of bond percolation on a
subset of Z2 using edge probability p =
1 − e−1/4. Bond perculation induces a
partition of the same subset by letting two
elements of Z2 be in the same partition
elements exactly if there is a set of edges
connecting them.
(b) An example of a divide and color model,
using the partition in (a) and color distri-
bution (1/2, 1/2).
(c) An example of the Fortuin-Kastelyn
random cluster model, using parameters
p = 1 − e−1/4 and q = 2. As in (a), the
corresponding partition of Z2 is exactly
the connected components of this graph.
(d) An example of the Ising model, with no
external eld and β = 1/4, on a subset of
Z2, obtained as a color process using the
partition in (c) using p1 = 1/2.
Figure 4.2: In Figures (a)-(d) above we show simulations of bond percolation, the
color and divide model, the Fortuin-Kastelyn random cluster mode and the Ising
model.
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Example 4.0.2. Let ν be the probability distribution on {0, 1}2 which gives mass
1/2 to (0, 1) and mass 1/2 to (1, 0). Then ν have marginal distributions (2−1, 2−1)
and hence p1 = 2−1. We claim that ν has no color representation. To see this,
simply note that if ν had had a color representation µ, then we would have that
ν((0, 0)) = 2−1µ((12)) + 2−2µ((1, 2)) > 0
which is a contradiction. By generalizing this argument, we see that if for any
index set S, having ν(0S) ≥ p|S|0 is in fact a necessary condition for ν having a
color representation. Using this fact, it follows that for any index set S there are
many distributions ν on {0, 1}S which do not have a color representation. We will
obtain many more interesting examples of distributions which do not have color
representations in Paper D.
Now x some index set S and σ ∈ P(S). If ρ ∈ {0, 1}S can be obtained by
assigning the value zero or one to each partition element in σ we say that ρ and
σ are compatible and write ρ C σ. Next, for σ ∈ P(S), let ‖σ‖ be the number of
partition elements of σ, and if ρCσ, let c(σ, ρ) be the number of partition elements
of σ which will have to be assigned the value one to obtain the binary string ρ. Using
this notation, we see that a probability measure ν = (ν(ρ))ρ∈{0,1}S has a color
representation if and only if there is a non-negative solution µ = (µ(σ))σ∈P(S) to
the system of linear equations
ν(ρ) =
∑
σ : σCρ
p
c(σ,ρ)
1 p
‖σ‖−c(σ,ρ)
0 µ(σ), ρ ∈ {0, 1}S . (4.1)
Since these equations are all linear, one can apply methods from linear algebra to
nd a solution. However, the problem of knowing if there is a non-negative solution
is not naturally solved by the use of linear algebra, and this is also one of the main
diculties in answering (ii).
To make the discussion above more concrete, we now give another example.
Example 4.0.3. Let S = {1, 2, 3}. Then there are exactly ve partitions of S,
namely (123), (12, 3), (13, 2), (1, 23) and (1, 2, 3). Let ν = (ν(ρ))ρ∈{0,1}3 be
a probability vector with marginals (p0, p1). To simplify notation slightly, for
ρ ∈ {0, 1}3 and σ ∈ P({1, 2, 3}), we write νρ := ν(ρ) and µσ := µ(σ). Then the
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system of equations in (4.1) reads
ν000 = p0 µ123 + p
2
0 µ12,3 + p
2
0 µ13,2 + p
2
0 µ1,23 + p
3
0 µ1,2,3
ν001 = p0p1 µ12,3 + p
2
0p1 µ1,2,3
ν010 = p0p1 µ13,2 + p
2
0p1 µ1,2,3
ν100 = p0p1 µ1,23 + p
2
0p1 µ1,2,3
ν011 = p0p1 µ1,23 + p0p
2
1 µ1,2,3
ν101 = p0p1 µ13,2 + p0p
2
1 µ1,2,3
ν110 = p0p1 µ12,3 + p0p
2
1 µ1,2,3
ν111 = p1 µ123 + p
2
1 µ12,3 + p
2
1 µ13,2 + p
2
1 µ1,23 + p
3
1 µ1,2,3.
One can quite easily verify that when p1 6∈ {0, 1/2, 1} there is a unique (possible
not non-negative) solution given by
µ1,2,3 =
ν100−ν011
p0p1(p0−p1)
µ12,3 =
p0ν110−p1ν001
p0p1(p0−p1)
µ13,2 =
p0ν101−p1ν010
p0p1(p0−p1)
µ1,23 =
p0ν011−p1ν100
p0p1(p0−p1)
µ123 = 1− p1ν000−p0ν111p0p1(p0−p1)
and that when p = 1/2 there are innitely many (possible not non-negative)
solutions given by 
µ1,2,3 = 2− 2t = 1
µ12,3 = 4ν001 − 1 + t
µ13,2 = 4ν010 − 1 + t
µ1,23 = 4ν100 − 1 + t
µ123 = 4ν000 − t
where t ∈ R is a free variable. In [19], the authors show that there is a non-negative
solution in this case if and only if ν has non-negative correlations. However, one
can show that having non-negative correlations is not a sucient condition on ν to
have a color representation neither when |S| ≥ 4 nor when p 6= 1/2.

stable distributions
One of the most important probability distributions is the Gaussian distribution.
The Gaussian distribution is popular for two very good reasons. Firstly, a sum,
and even a weighted sum, of two normally distributed random variables is again
normally distributed, and secondly, because of the central limit theorem, stating in
its simplest form that a sum of many small independent eects will often look like
a Gaussian distribution. Each of these two properties, independently, when stated
formally, completely characterizes the larger family of so called stable distributions.
The rst to study the set of stable distributions as a concept was Lévy, in two
monographs from 1925 and 1937 respectively. However, some of the probability
distributions in this family had been studied much earlier. The Gaussian cumulative
distribution function appeared as a function already in works by d’Moivre in 1733 as
an approximation of certain binomial sums. It was rst thought of as a probability
distribution by Gauss in 1809. A rst version of the central limit theorem appeared
rst in works by Laplace in 1810 (see e.g. [17]). Poisson, and later Cauchy, studied
the distribution with density function fλ(x) = λpi(λ2+x2) for λ > 0 and x ∈ R,
today known as the Cauchy distribution. Another early appearance of stable distri-
butions was in the works by Holtsmark, a Danish astronomer. In 1919 Holtsmark
observed patterns which followed a probability law with Fourier transform given
by exp(−λ|t|3/2), t ∈ R3. This distribution is today known to be a spherically
symmetric three-dimensional stable distribution with stability index 3/2.
For a more thorough exposition of the history of the development of the theory
of stable distributions, see e.g. [20]. In the remainder of this chapter, we will dene
the family of stable distributions and describe some of their properties.
5.1 One-dimensional stable distributions
We rst consider stable distributions in a one-dimensional setting.
Denition 5.1.1 (Denition 1.1.1 on p. 2 in [16]). A real-valued random variable
X is said to have a stable distribution if for any positive numbers A and B there is a
positive numberC and a real numberD such that ifX1 andX2 are two independent
copies of X , then
AX1 +BX2
D
= CX +D.
Since this is well known to hold for any random variable with a Gaussian
distribution, it follows that the set of Gaussian distributions is a subset of the set
of all stable distributions. One can show (see e.g. Theorem 1.1.2 on p. 3 in [16])
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that for every stable random variable X there is a number α ∈ (0, 2] such that
Cα = Aα + Bα . The number α is called the stability index of X , and if X has
stability index α we say that X is α-stable. If α = 2, then X follows a Gaussian
distribution.
An alternative way to characterize the family of stable distributions is the
following, which can be said to generalize the central limit theorem.
Denition 5.1.2 (Denition 1.1.5 on p. 5 in [16]). If X1, X2, . . . is a sequence of
i.i.d. random variables, (an)n≥1 and (dn)n≥1 are two sequences of real numbers
and
X1 +X2 + . . .+Xn
dn
+ an
converges in distribution to a random variable X , then X is said to have a stable
distribution.
Note in particular that if a sequence of normalized sums of i.i.d. real-valued
random variables converges to another random variable in distribution, then the
previous denition says that the limit is a stable random variable, and hence the
collection of stable distributions is exactly the distributions that can arise as such
limits. One can show that dn = n1/αh(n) for some slowly varying function
h(n) and some α ∈ (0, 2] which will be the stability index of the limiting stable
distribution (see p. 575 in [7]).
A third way to dene stable distributions is through their characteristic func-
tions.
Denition 5.1.3 (Denition 1.1.6, p. 5 in [16]). A real-valued random variable X
is said to have a stable distribution if there is α ∈ (0, 2], σ ≥ 0, β ∈ [−1, 1] and
µ ∈ R such that the characteristic function of X is given by
E[exp iθX] =
{
exp
(−σα|θ|α(1− iβ sgn θ tan piα2 ) + iµθ) if α 6= 1
exp
(−σα|θ|(1 + iβ 2pi sgn θ log |θ|) + iµθ) if α = 1.
If X , α, β, µ and σ are as in Denition 5.1.3, we write X ∼ Sα(σ, β, µ). Here
α is the stability index, µ is a location parameter, σ is a scale parameter and β is a
symmetry parameter. If β = 0, then the distribution of X is symmetric. Note that if
α = 2, then the parameter β plays no role.
The probability density functions of stable distributions exist and are continu-
ous, but are not known in closed form except in a few very special cases described
in the examples below (see e.g. page 9 in [16]).
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Example 5.1.4. Whenα = 2, the characteristic function simplies toE[exp iθX] =
exp
(−σ2θ2 + iµθ). This is exacty the characteristic function of a normally dis-
tributed random variable with mean µ and variance 2σ2. Hence S2(σ, β, µ)
D
=
N(µ, 2σ2) and it follows that the corresponding probability density function is
given by
x 7→ 1√
4piσ2
e−(x−µ)
2/4σ2 , x ∈ R.
Example 5.1.5. S1(σ, 0, µ) is the so called Cauchy distribution, with probability
density function given by
x 7→ σ
pi((x− µ)2 + σ2) , x ∈ R.
The Cauchy distribution arises naturally as the distribution of intersection between
the x-axis and a line passing through (µ, σ) at a uniformly distributed angle. The
Cauchy distribution with µ = 0 and σ = 1 is also the distribution of the ratio of
two independent standard Gaussian random variables.
Example 5.1.6. S1/2(σ, 1, µ) is the so called Lévy distribution, whose density is
given by
x 7→
( σ
2pi
)1/2 1
(x− µ)3/2 exp
(
− σ
2(x− µ)
)
, x > µ.
If µ = 0 and σ = `2, then the corresponding Lévy distibution describes the hitting
time of level ` by a Brownian motion starting at the origin.
In Figures 5.1 and 5.2 we draw the probability density functions of some stable
distributions as α and β varies.
When α = 2 it is well known that the tails of the cumulative density function
of an α-stable random variable X decays at an exponential rate. When α < 2
however, the tails decay much slower, and in fact if X ∼ Sα(σ, β, µ), then
lim
h→∞
hαP (X > h) = Cα
1 + β
2
σα (5.1)
and
lim
h→∞
hαP (X < −h) = Cα 1− β
2
σα
where C−1α :=
∫∞
0
x−α sinx dx (see Property 1.2.15 on p. 16 in [16]). This in
particular implies that if X is α-stable and α < 2, then E[|Xp|] <∞ if and only if
p ∈ (0, α) (see Property 1.2.16 on p. 18 in [16]). Hence the variance of a α-stable
random variable is only dened if α = 2. Similarly, the expected value is only
dened if α > 1, in which case it is equal to µ (see Property 1.2.19 on p. 19 in [16]).
We now continue to the multivariate case.
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Figure 5.1: In the gure above we draw the probability density function of a stable
distribution with µ = 0, σ = 1 and β = 0 for four dierent values of α, including
α = 2 which corresponds to a Gaussian distribution with mean zero and variance
two. Note in particular that the plot suggests that smaller α corresponds to fatter
tails.
β=0.0β=0.5β=1.0
-10 -5 5 10
0.05
0.10
0.15
0.20
0.25
0.30
Figure 5.2: In the gure above we draw the probability density function of a stable
distribution with µ = 0, σ = 1 and α = 1.2 for three dierent values of β, including
β = 0 which corresponds to a symmetric distribution and β = 1 which corresponds
to a so called totally skewed distribution. Interestingly, when α ≥ 1, a totally skewed
stable distribution has full support and when α < 1 it is supported only on [µ,∞).
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5.2 Multivariate stable distributions
The following generalizes Denition 5.1.1 to a multivariate setting.
Denition 5.2.1 (Denition 2.1.1 on p. 57 in [16]). A Rn-valued random vector
X = (X1, X2, . . . , Xn) is said to be a stable random vector if for any positive
numbers A and B there is a positive number C and a vector D ∈ Rn such that if
X(1) and X(2) are two independent copies of X , then
AX(1) +BX(2)
D
= CX +D.
One can show that there is a unique constant α ∈ (0, 2] such that Cα =
Aα +Bα, and this is called the stability index of X (see e.g. Theorem 2.1.2, p. 58
in [16]). If X has stability index α we say that X is an α-stable random vector.
The following theorem gives another characterization of an α-stable random
vector.
Theorem 5.2.2 (Theorem 2.3.1 on p. 65 in [16]). If X = (X1, . . . , Xn) is an α-
stable random vector then there exists a nite measure Λ on Sn−1 and a vector µ ∈ Rn
such that
E[exp i〈θ,X〉]
= exp
(
−
∫
Sn−1
|〈θ, s〉|α(1 + iν(〈θ, s〉))Λ(ds) + i〈θ, µ〉
)
,
(5.2)
where
ν(y, α) =
{
− sgn y · tan piα2 if α 6= 1
2
pi sgn y · log |y|) if α = 1.
If α < 2, the measure Λ is unique, and conversely, every nite measure on the unit
sphere Sn−1 and µ ∈ Rn−1 uniquely denes an α-stable distribution.
The measure Λ appearing in (5.2) is called the spectral measure of X . If µ = 0
and X has spectral measure Λ, we write X ∼ Sα(Λ).
Interestingly, Theorem 5.2.2 implies that when α < 2 and n ≥ 2, the parameter
space of an n-dimensional α-stable random vector is innite dimensional, contrary
to when α = 2 when it is well know to have dimension 2n +
(
n
2
)
. Another
consequence of (5.2) is that if X1 ∼ Sα(Λ1) and X2 ∼ Sα(Λ2), then X1 +X2 ∼
Sα(Λ1 + Λ2). If Λ is nitely supported, it follows that we can represent the random
variable X ∼ Sα(Λ) as follows.
Theorem 5.2.3 (Example 2.6.3 on p. 69 in [16]). Let Λ be a nitely supported
symmetric measure on Sn−1 with weight γj at ±xj ∈ Sn−1 for j = 1, 2, . . . ,m,
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and let AΛ be a matrix with columns given by {(2γj)1/αxj}1≤j≤m. Moreover, let
S = (S1, S2, . . . , Sm) be a random vector with i.i.d. entries, each with distribution
Sα(1, 0, 0). Then
X := AΛS ∼ Sα(Λ).
For general spectral measures, we have the following result, which is called
the Poisson representation of a stable random vector. We present it here only for
symmetric spectral measures Λ, but similar representations exist also in the general
case.
Theorem 5.2.4 (Theorem 3.10.1 on p. 149 in [16]). Fix α ∈ (0, 2) and n ≥ 1 and
let Λ be a symmetric measure on Sn−1. Further, let Cα be as in (5.1), let (Γi) be the
arrival times of a rate one Poisson process and let Wi be chosen according to the
normalized spectral measure Λ/Λ(Sn−1). Then
C1/αα Λ(S1)1/α
∞∑
i=1
Γ
−1/α
i Wi
converges almost surely to an α-stable random vector with spectral measure Λ.
Yet another way to understand stable random vectors is as follows. If X is a
n-dimensional α-stable random vector then for any u ∈ Rn\{0}n the projection
〈u, X〉 is an α-stable random variable with some location parameter µ(u), scale
parameter σ(u) and skewness β(u). One can show that (see e.g. Example 2.3.4 on
p. 67 in [16])
σ(u) =
(∫
Sn−1
|〈u, s〉|αΛ(ds)
)1/α
(5.3)
β(u) = σ(u)−α
∫
Sn−1
|〈u, s〉|α sgn〈u, s〉Λ(ds)
and
µ(u) =
{
〈u, µ〉 if α 6= 1
〈u, µ〉 − pi2
∫
Sn−1〈u, s〉 log |〈u, s〉|Λ(ds) if α = 1.
This is called the projection parametrization of X , and one can show that these
functions determine Λ (see e.g. [1]). Using this parametrization with n = 1 and
u = 1, it follows that if µ = 0, then the spectral measure with mass λ− at −1 and
mass λ+ at 1 corresponds to
σ = (λ+ + λ−)1/α
and
β =
λ+ − λ−
λ+ + λ−
.
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We now give a few examples.
Example 5.2.5. Suppose that X1, X2, . . . , Xn ∼ Sα(1, 0, 0) are independent.
Then X := (X1, X2, . . . , Xn) has independent components, and using Theo-
rem 5.2.3 we see that the corresponding spectral measure has mass 1/2 at ±ei
for i = 1, 2, . . . , n. Clearly the distribution of X is symmetric and permutation
invariant. However, using (5.3) one sees that the probability density function is not
rotation invariant unless α = 2. We draw the density of (X1, X2) in Figure 5.3.
Example 5.2.6. Let Λ be the uniform measure on Sn−1 with∫
Sn−1
|s(1)|αdΛ(s) = 1.
Then Xα(Λ) is a stable random vector whose distribution is permutation invariant
and symmetric. Interestingly, this example coincides with the previous example
when α = 2, but not when α < 2.
Example 5.2.7. Let S0, S1, . . . , Sn ∼ Sα(1, 0, 0) be independent, let a ∈ (0, 1),
and for i = 1, 2, . . . , n dene Xi by
Xi := aS0 + (1− aα)1/αSi.
By denition, the distribution ofX = (X1, X2, . . . , Xn) is symmetric and permuta-
tion invariant. Using Theorem 5.2.3 we see that the corresponding spectral measure
has nite support, with mass (a
√
n)α/2 at±(1, 1, . . . , 1)/√n and mass (1−aα)/2
at ±ei for i = 1, 2, . . . , n. When α = 2, this corresponds to the multivariate
Gaussian vector with covariance matrix A = (aij) with aii = 2 and aij = 2a2 for
i, j = 1, 2, . . . , n.
In Figures 5.3 and 5.4 we draw the probability density function for a few dierent
spectral measures to illustrate how the stability index and spectral measure aects
the shape of the probability density function of the corresponding random vector. In
both gures, we use only nitely supported spectral measures. One can show that
if we x α ∈ (0, 2], then the set of probability density functions corresponding of
to α-stable random vectors and nitely supported spectral measures is in fact dense
in the set of all probability density functions corresponding to α-stable random
vectors, both when compared pointwise, but also when integrated over Borel sets
([6]).
If X is a multivariate stable vector with stability index α < 2 and spectral
measure Λ, then Figures 5.3 and 5.4 suggest that if r > 0 is large then X‖X‖ | ‖X‖ >
r is concentrated near the points where Λ has support. This observation turns out
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(a) α = 2 (b) α = 1.2
(c) α = 0.8 (d) α = 0.4
Figure 5.3: The four gures above illustrate how the shape of the probability density
function is aected by the stability index α. In all four gures above we have
drawn the probability density function of a multivariate stable vector (X1, X2)
with independent components having distribution Sα(2, 0, 0), corresponding to a
spectral measure with unit mass at ±(0, 1) and ±(1, 0). Note in particular that the
probability density function is not rotation invariant unless α = 2.
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(a) Unit mass at ±(1, 0) and ±(0, 1). (b) Unit mass at ±(1, 1)/√2 and
±(1,−1)/√2.
(c) Unit mass at ±(1, 1)/√2 and mass 0.5
at ±(1,−1)/√2.
(d) Unit mass at ±(1, 1)/√2, mass 0.4 at
±(1,−1)/√2 and mass 0.6 at ±(1, 0).
Figure 5.4: The four gures above illustrate how the spectral measure aects the
shape of the probability density function of a multivariate stable vector X =
(X1, X2). In all cases above µ = 0 and α = 0.8. Note that the gures suggests that
if we would condition X on ‖X‖ being large, then X would be close to a multiple
of a vector where the spectral measure has support. . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . .. . . ... . . .. . .. .. . . .. .. . . . .. . . . . .
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to be valid, and in fact for any E ⊆ Sn−1 and α ∈ (0, 2), we have that (see e.g.
Corollary 6.20 in [3])
lim
r→∞P (X/‖X‖ ∈ E | ‖X‖ > r) = Γ(E)/Γ
(
Sn−1
)
.
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5.3 Properties of threshold stable vectors
Our main interest in Gaussian and stable random vectors comes from using them as a
source of positively correlated probability measures on {0, 1}n. We obtain such mea-
sures by xing some h ∈ R and dening a random vectorXh := (Xh1 , Xh2 , . . . , Xhn)
by, for i ∈ [n] , letting
Xhi := I(Xi > h).
If X is a stable random vector, we say that Xh is a threshold stable vector, and
similarly, if X is a Gaussian random vector we say that Xh is a threshold Gaussian
vector. The idea is that for any xed α ∈ (0, 2], the set of measures on {0, 1}n
which can be obtained as the law of a threshold α-stable random vectors is a
natural subclass of all Bernoulli measures on {0, 1}n which one might be able to say
someting about for certain questions due to the underlying dependency structure.
If we x the marginals (pi) of a Bernoulli measure µ, it is easy to see that we
get 2n−n−1 degrees of freedom. If we further assume that µ is symmetric, in that
µ(x) = µ(−x) for any x ∈ {−1, 1}n, this reduces to 2n−1 − 1 degrees of freedom.
If we consider the set of Gaussian random vectors whose marginals have mean
zero and variance one, then we get exactly
(
n
2
)
parameters, namely the covariances
between the marginals. From this it follows that the set of probability measures
on {−1, 1}n which can be constructed as threshold Gaussian vectors is a proper
subset of the set of all Bernoulli measures on the same space. If we instead consider
threshold stable random vectors for some xed index of stability α ∈ (0, 2], one
can show that the set of probability distributions one can obtain from threshold
stable vectors is increasing as α decreases. Moreover, one can show that by taking
α suciently close to zero, we can get arbitrarily close to any Bernoulli disribution.
In particular, this shows that the family of threshold stable distributions is much
richer than the set of threshold Gaussian distributions.

summary of appended papers
Paper A: Monotonicity properties of exclusion
sensitivity
When studying whether or not a particular sequence of functions is exclusion
sensitive, it is natural to ask how dependent this property is on the sequence of
graphs on which we run the exclusion process. In particular, one could ask whether
a sequence of functions which is exclusion sensitive given a sequence of graphs is
still exclusion sensitive if we add edges to that graph. One reason to suspect that
this would be true is that adding more edges to a graph intuitively should make
the Markov chain more diusive. In [5], the authors asked if this would be true
if one adds all possible edges to obtain a complete graph, and conversely if any
sequence of Boolean functions which is exclusion stable with respect to a sequence
of complete graphs will be exclusion stable for any sequence of graphs with the
same number of vertices but possibly fewer edges. In this paper, we answer both
these questions armatively. Conversely, we show that if we add only some, but
not all, edges then the answer to both questions is no in general.
Paper B: The spectrum and convergence rates of
exclusion and interchange processes on the
complete graph
In this paper, we further develop the ideas used in Paper A to give bounds on
the convergence rates of exclusion and interchange processes on the complete
graph. These bounds were already known, but our proof is more elementary than
previously known proofs.
Paper C: Denseness of volatile and nonvolatile
sequences of functions
In this paper, we investigate the relationship between the concepts of volatility,
noise stability and noise sensitivity of sequences of Boolean functions. In particular,
we show that the set of volatile sequences of Boolean functions is dense in the set
of all sequences of Boolean functions, as well as in the set of noise stable sequences
of Boolean functions. Conversely, by constructing a sequence of functions inspired
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by the Cantor set, we also show that the set of non-volatile sequences of Boolean
functions is not dense in the set of volatile sequences of Boolean functions.
Paper D: Fortuin-Kastelyn representations for
threshold Gaussian and stable vectors
In this paper, our main objective is to investigate which threshold Gaussian and
threshold stable random vectors have color representations. While this is the goal
of the paper, by considering several dierent approaches to this problem, we also
obtain methods which can be used to tackle similar questions for other families
of processes and also give some necessary and sucient conditions for a color
representation to exist. The results of this paper include formulas for the rank of
the corresponding linear operator, a formula for the tail behavious of multivariate
stable random vectors, necessary conditions to have a color representation in a
non-fully dimensional setting and positive results for discrete Gaussian free elds
— both for when the threshold is zero and when it is very large.
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