In the paper we find new inequalities involving the intersections A ∩ (A − x) of shifts of some subset A from an abelian group. We apply the inequalities to obtain new upper bounds for the additive energy of multiplicative subgroups and convex sets and also a series another results on the connection of the additive energy and so-called higher moments of convolutions. Besides we prove new theorems on multiplicative subgroups concerning lower bounds for its doubling constants, sharp lower bound for the cardinality of sumset of a multiplicative subgroup and its subprogression and another results.
Introduction
There are two general ideas in additive combinatorics which are opposite to each other in some sense. The first one is the following. Let G = (G, +) be a group and A be an arbitrary subset of G. If we want to obtain an information about the additive structure of our set A then it is useful to consider "more smooth" and larger objects like sumsets A + A, A − A, A + A + A and so on (see [26] ). Finding good additive structure in sumsets can be used to get useful information about the original set A. The second idea is to consider smaller objects like A ∩ (A − x) and its generalizations to obtain some required properties of A again. The latter approach is presented brightly in papers [5] , [6] and once more time, recently, in [18] . In the article we concentrate on the last method and find new connections between the sets A x := A ∩ (A − x) and the original set A.
The paper based on so-called eigenvalues method (see papers [22] and [21] ) as well as Proposition 16 . To obtain the proposition we develop the method from [19, 20, 24] choosing some weight optimally and use a simple fact that x belongs to A − A s iff s belongs to A − A x . The eigenvalues method can be represented, very roughly speaking, as follows. The important role in additive combinatorics plays so-called the additive energy of a set A, that is the sum E(A) := x |A x | 2 . We rewrite the sum as the action of a matrix
where χ A is the characteristic function of A, by χ A • χ A we denote the convolution of χ A (see the definition in the section 2) and the square matrix T is T x,y := (χ A • χ A )(x − y), x, y ∈ A. Studying the eigenvalues and the eigenfunctions of T, we obtain the information about the initial object E(A). Another idea here is an attempt to use "local" analysis on A in contrast to Fourier transformation method which is defined on the whole group. Our approach is especially useful in the situation when A coincide with a multiplicative subgroup of the finite field. The reason is that we know all eigenvalues as well as eigenfunctions in the case.
The simplest consequences of the results are unusual inequalities
and x,y,z∈A
These formulas combining with another ingredient, so-called Katz-Koester inequality (see [11] )
allow us to prove a series of applications (see sections 6, 7). Here we give just two of them. First of all recall the previous results. In [7] (see also [12] ) the following theorem was obtained.
Theorem 1 Let p be a prime number, and Γ ⊆ (Z/pZ) \ {0} be a multiplicative subgroup, |Γ| = O(p 2/3 ). Then E(Γ) = O(|Γ| 5/2 ).
Recall that a set A ⊆ R is called convex if it is the image of a convex map. In paper [8] a result similar to Theorem 1 for convex sets was proved.
Theorem 2 Let A ⊆ R be a convex set. Then
It is known that statistical properties of multiplicative subgroups and convex sets are quite similar (see, e.g. section 3). In particular, both objects have very small characteristic E 3 , that is the sum x |A x | 3 . The last situation exactly the case when our method works very well. Besides we exploit some additional irregularity properties of multiplicative subgroups and convex sets (see e.g. general Theorem 49 of section 7). Using our approach we prove that the constant 5/2 in Theorems 1, 2 can be replaced by 5/2 − ε 0 , where ε 0 > 0 is an absolute constant. The question was asked to the author by Sergey Konyagin. Certainly, the result implies that |Γ±Γ| ≥ |Γ| 3/2+ε 0 and |A±A| ≥ |A| 3/2+ε 0 for any subgroup and a convex set, correspondingly. Nevertheless another methods from papers [14, 19, 20, 24] and also Corollary 29 of section 6 give better bounds for the doubling constant here. Further applications of inequalities (1), (2) can be found in sections 6, 7.
The paper is organized as follows. We start with definitions and notations used in the article. The instruments from section 4 concern to sumsets estimates, basically. Here we give our weighted version of Katz-Koester trick. On the other hand the tools from the next section 5 will be applied to obtain new bounds for the additive energy. The main principle here is the following. Basically, an upper bound for E 3 (A) does not imply something nontrivial concerning the additive energy (up to Hölder inequality, of course) but if we know a little bit more about irregularity of A then it is possible to obtain a nontrivial upper bound for E(A). The rigorous statements are contained in sections 6 and 7. Besides inequalities (1), (2) and Katz-Koester trick we extensively use the methods from [21] in our proof.
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Definitions
Let G be an abelian group. If G is finite then denote by N the cardinality of G. It is wellknown [16] that the dual group G is isomorphic to G in the case. Let f be a function from G to C. We denote the Fourier transform of f by f ,
where e(x) = e 2πix . We rely on the following basic identities
y∈G x∈G
and
If
where for a function f :
The k-fold convolution, k ∈ N we denote by * k , so * k := * ( * k−1 ). It is unimportant but write for definiteness
We use in the paper the same letter to denote a set S ⊆ G and its characteristic function S : G → {0, 1}. Write E(A, B) for additive energy of two sets A, B ⊆ G (see e.g. [26] ), that is
If A = B we simply write E(A) instead of E(A, A). Clearly,
and by (6) ,
Let
Notice that for a symmetric set A that is A = −A one has σ 2 (A) = |A| and σ 2k (A) = T k (A). For a sequence s = (s 1 , . . . ,
be the higher energies of A and B. The second formulas in (11), (12) can be considered as the
Clearly,
where
We also put ∆(x) = ∆({x}), x ∈ G. Quantities E k (A, B) can be written in terms of generalized convolutions.
Definition 3 Let k ≥ 2 be a positive number, and f 0 , . . . , f k−1 : G → C be functions. Write F for the vector (f 0 , . . . , f k−1 ) and x for vector (x 1 , . . . , x k−1 ). Denote by
For a positive integer n, we set [n] = {1, . . . , n}. All logarithms used in the paper are to base 2. By ≪ and ≫ we denote the usual Vinogradov's symbols. If p is a prime number then write F p for Z/pZ and F * p for (Z/pZ) \ {0}.
Preliminaries
Suppose that l, k ≥ 2 be positive integers and
. . , R l−1 and C 0 , . . . , C k−1 be rows and columns of the matrix, correspondingly. The following commutative relation holds.
Lemma 4
For any positive integers l, k ≥ 2, we have
P r o o f. Let
. . , l − 1 and x 0 = 0. We have
Changing the summation, we obtain
as required. ✷ Corollary 5 For any functions the following holds
P r o o f. Take k = 2 in (14) . Thus F is a l × 2 matrix in the case. We have
.
, we obtain (15) . Applying the last formula (k − 2) times and after that formula (15), we get (17) . Finally, taking F ij = f j , i = 0, . . . , l − 1; j = 0, . . . , k − 1 and putting all variables in (14) equal zero, we obtain (16) . This completes the proof. ✷
We need in the Balog-Szemerédi-Gowers theorem in the symmetric form, see [26] section 2.5.
where p is a prime number. In the situation the following lemma which is a consequence of Stepanov's approach [25] can be formulated (see, e.g. [24] ).
Lemma 7
Let p be a prime number, Γ ⊆ F * p be a multiplicative subgroup, and Q, Q 1 , Q 2 ⊆ F * p be any Γ-invariant sets such that |Q||Q 1 ||Q 2 | ≪ |Γ| 5 and |Q||Q 1 ||Q 2 ||Γ| ≪ p 3 . Then
Using Lemma 7, one can easily deduce upper bounds for moments of convolution of Γ (see, e.g. [19] ).
Corollary 8 Let p be a prime number and Γ ⊆ F * p be a multiplicative subgroup, |Γ| ≪ p 2/3 . Then
and for all l ≥ 4 the following holds
Certainly, the condition |Γ| ≪ p 2/3 in formula (20) can be relaxed.
The same method gives a generalization (see [12] ).
In particular
and similar
We need in a lemma about Fourier coefficients of an arbitrary Γ-invariant set (see e.g. [19] ).
Lemma 10 Let Γ ⊆ F * p be a multiplicative subgroup, and Q be an Γ-invariant subset of F * p , that is QΓ = Q. Then for any ξ = 0 the following holds
Recall that a set A = {a 1 , . . . , a n } ⊆ R is called convex if a i − a i−1 < a i+1 − a i for every 2 ≤ i ≤ n − 1. Convex sets have statistics similar to multiplicative subgroups, in some sense. We need in a lemma, see e.g. [20] or [14] .
Lemma 11 Let A be a convex set, and B be an arbitrary set. Then
Now consider quantities (A * k−1 A)(x). By a classical result of Andrews [1] , we have for any
k+1 .
The following result was proved in [8] .
Theorem 12 Let A be a convex set, and k ≥ 2 be an integer. Then arranging
As was realized by Li [14] (see also [21] ) that subsets A of real numbers with small multiplicative doubling looks like convex sets. More precisely, the following lemma from [21] holds.
Lemma 13 Let A, B ⊆ R be finite sets and let
Weighted Katz-Koester transform
In the section we have deal with so-called Katz-Koester trick [11] based on inequality (3), which has recently found many applications, see [10, 14, 15, 17, 18, 19, 20, 21, 24] . We collect all required tools in the section. First of all let us recall Lemma 2.4 and Corollary 2.5 from [24] . We gather the results in the following proposition.
be positive integers, and let A 1 , . . . , A k , B be finite subsets of an abelian group. Then
Hence, we obtain the following formula
The next lemma is a very special case of Lemma 2.8 from [24] .
Lemma 15 Let A, B ⊆ G be sets, and k, l be positive integers. Then
Now we obtain the main proposition of the section.
Proposition 16 Let A, B ⊆ G be two sets, k, l be positive integers, and q : G k → C be an arbitrary function. Then
P r o o f. We have
Applying Cauchy-Schwartz twice, Lemma 15 and formula (29), we get
and formula (30) with minus follows. To get the remain formula with plus consider
It is easy to see that formula (31) takes place for such sets. Besides as in Proposition 14, we have
). Thus, we obtain an analog of formula (29)
and the result is proved. ✷ Let us derive simple consequences of the result above. Consider the case A = B. If we take k = l = 1 and q(x) = (A − A)(x) then we obtain Corollary 3.2 from [19] as well as Lemma 2.3 from [24] . If we take k = l = 1 and q(x) = (A • A) 1/2 (x) then we get Lemma 2.5 from [14] . Let us derive further consequences.
Corollary 17 Let A, B ⊆ G be two sets, and k, l be positive integers. Then
)(x) and applying Corollary 5, we obtain the first formula. Choosing q(x) optimally, that is
we get (33). ✷ Until the end of the section suppose, for simplicity, that B = A. Corollary 5 implies that
Combining the identity with formula (33), we obtain Corollary 18
For example (k = l = 1)
The same arguments give
Corollary 19
In the case k = l = 1, we obtain
Finally in the case k = l = 1, let us obtain an useful corollary.
Corollary 20 Let α, p be real numbers, p > 1. Then
Eigenvalues of some operators
We make use of some operators, which were introduced in [22] . These operators have found some applications in additive combinatorics and number theory (see [22] and [21] ).
Definition 21
Let G be an abelian group, and ϕ, ψ be two complex functions. By T ϕ ψ denote the following operator on the space of functions
where f is an arbitrary complex function on G.
Suppose that G is a finite abelian group, and A ⊆ G is a set. Denote by T 
where u, v are arbitrary functions such that supp u, supp v ⊆ A. Further
If ϕ is a real function then as was noted before T ϕ A is a symmetric matrix. In particular, it is a normal matrix and we get
We will deal with just nonnegative definite symmetric operators. In the case we arrange the eigenvalues in order of magnitude
Further properties of such operators can be found in [22] . The connection of such operators with higher energies E k (A) is discussed in [21] . Now we consider the situation when A equals some multiplicative subgroup. It turns out that in this case we know all eigenvalues µ j as well as all eigenfunctions.
Let p be a prime number, q = p s for some integer s ≥ 1. Let F q be the field with q elements, and let Γ ⊆ F q be a multiplicative subgroup. We will write F * q for F q \ {0}. Denote by t the cardinality of Γ, and put n = (q − 1)/t. Let also g be a primitive root, then Γ = {g nl } l=0,1,...,t−1 . Let χ α (x), α ∈ [t] be the orthonormal family of multiplicative characters on Γ, that is
Clearly, products of such functions form a basis on Cartesian products of Γ.
The following proposition was obtained, basically, in [21] (except formula (42)). We recall the proof for the sake of completeness. 
In particular, for any function u with support on Γ, we have
P r o o f. We have to show that
as required. Formula (43) follows from (42) if one take v = δ 0 . We give another independent proof. Because of ψ(x) ≥ 0 the operator T ψ Γ is symmetric and nonnegative definite. Thus all its eigenvalues are nonnegative. Put
and we obtain (43). Finally, for any function F : Γ × Γ → C, we have
and we just need to check that
and the result follows. ✷
In particular, for any k ≥ 1
Remark 23 It is not difficult to replace a multiplicative subgroup Γ in the previous proposition onto arbitrary coset (see [21] ). Indeed, for every ξ ∈ F * q /Γ and α ∈ [|Γ|], let us define the functions χ
Using the argument from Proposition 22 it is easy to see that the functions χ ξ α are orthonormal eigenfunctions of the operator T ψ ξΓ . Thus, we can replace Γ onto ξΓ.
Proposition 22 has an interesting corollary about Fourier coefficients of functions with supports on Γ. In particular, it gives exact formula for exponential sums over multiplicative subgroups.
Corollary 24 Let Γ ⊆ F * q be a multiplicative subgroup. Suppose that u is a function with support on Γ. Then for any λ ∈ F q the following holds
and, in addition, for any v : F q → R + , we have
where the minimum is taken over all nonzero Γ-invariant functions.
P r o o f. Taking ψ = h • h in formula (43) of Proposition 22 and using Fourier transform, we obtain that
for any function u with support on Γ. Considering h ≡ 1 we make sure that formula (50) is actually equality. Now taking u(x)e(−λx) instead of u(x), we have formula (48). Equality (49) is a consequence of (42) and can be obtained by similar arguments. This completes the proof.
It is easy to see that µ α (g) = µ α (g c ) = µ −α (g). Multiplicative properties of the functions χ α allow us to prove formula (51) below, which shows that the numbers µ α (gh) and µ α (g), µ α (h) are connected.
Proposition 25 Let g, h : F q → C be two Γ-invariant functions. Then
P r o o f. We have 1
where ̟(x, y, w) equals 1 iff w, w + y ∈ Γ and, more importantly, (z + x)/z = (w + y)/w for some z such that z, z + x ∈ Γ. It is easy to see that the last situation appears exactly when xy −1 ∈ Γ, provided by y = 0. Besides y = 0 iff x = 0. Thus by Γ-invariance of the function g
and we obtain formula (51). One can derive (52) from (51). Another way is to use formula (44) of Proposition 22. We propose one more variant. Consider µ α (g) = f (α) as a function on α and compute the Fourier transform of f . Now write e(x) for e 2πix/|Γ| . We have for α = 0
Besides the last formula holds in the case α = 0 because we have general identity (39). Finally, using the inverse formula (7), we obtain
This completes the proof. ✷ In particular, taking α = 0, l = 2 and g = h in formula (51), we obtain formula (40) for operators T ϕ Γ , where ϕ(x) = q −1 g and Γ is a multiplicative subgroup.
where * the normalized convolution over |Γ|. In particular, numbers
Now consider for a moment the case of prime q = p.
Remark 27 Suppose that g(x) = (Γ • Γ)(x) and µ l (α) = µ α (g l ). By Corollary 8 and formulas (39), (40), we get for any |Γ| ≪ p 2/3 and l ≥ 2 that
Thus, we have an asymptotic formula for all l ≥ 2
Using the arguments from the proof of Proposition 22, we obtain a general inequality.
Proposition 28 Let A ⊆ G be a set, and ψ be a symmetric function such that ψ ≥ 0. Then 
where by Corollary 5
To get the last identities we have used the arguments from the proof of formula (46) and the fact that ψ = ψ c . Further, because of f α is the eigenfunctions of the operator T
Thus in view of f α 2 2 = 1, we obtain d α = µ 2 α . Note also a trivial lower bound for the largest eigenvalue µ 0 , namely
Hence, applying the last inequality and the assumption ψ = ψ c once more, we get
and the first inequality in (55) is proved. To get the second and the third ones, we use the obtained formula σ = α∈A µ 3 α , identities (39), (40), correspondingly, and Hölder inequality. This completes the proof. ✷ Another way to prove (55) is to write Ψ(x, y) = ψ(x − y)A(x)A(y) as
and note that all terms in the last sum except α = β vanish. Further, clearly, c α,α = µ α . Thus, substitution Ψ(x, y) into (55) gives the result. In principle, this method gives further generalization of inequality (55) onto larger number of variables in the case of multiplicative subgroups because its eigenfunctions χ α have multiplicative properties (see the proof of Proposition 25).
In the general situation we have just the following generalization, where each variable appears twice
where k ≥ 1. Here ψ is a symmetric function and ψ ≥ 0 (k ≥ 3). For k = 1, k = 2 these are general identities (39), (40). If one use the singular-value decomposition lemma for C k+1 ( x, y), k ≥ 3 (see section 8 of [21] ) then some functions ψ in (57) can be replaced by its moments. In the case of multiplicative subgroups one can replace ψ in (57) by different symmetric Γ-invariant functions with nonnegative Fourier transform. Finally, note also that the condition ψ ≥ 0 is vitally needed in the proposition above. Indeed if we consider a dense symmetric subset Q ⊆ G having no solutions of the equation α + β = γ, α, β, γ ∈ Q and put A = G, ψ = Q then inequality (55) does not hold. The phenomenon that such sets must have (large) negative and positive Fourier coefficients was considered in [23] , see section 5.
Let ψ be a nonnegative function on an abelian group Γ, and A ⊆ G be a set. Consider the operator T N −1 ψ A and its orthonormal eigenfunctions {f j } j∈ [|A|] . The condition ψ ≥ 0 implies that f 0 ≥ 0, and µ 0 ≥ 0. The next lemma shows that the function f 0 is close to A(x)/|A| 1/2 in some weak sense.
Lemma 29 Let A ⊆ G be a set, and ψ be a nonnegative function, µ 0 be the first eigenvalue of the operator T
and for the first eigenfunction of T N −1 ψ A , f 0 2 = 1 the following holds
If ψ ≥ 0 then
Thus
Formula (61) implies that
Applying Cauchy-Schwarz and (63) (or just Cauchy-Schwarz), we obtain g 2 ≤ |A|. Further, bound g 2 ≥ µ ψ −1 ∞ easily follows from (62). Using the formula once more, we get
and we obtain (58). Returning to (61) and applying the same argument, we have (59). It remains to prove (60). Because of ψ ≥ 0 there is ψ 1 such that ψ = ψ 1 • ψ 1 . Applying (61) and using Cauchy-Schwarz, we get for any
where formula (62) and the fact ψ = ψ 1 • ψ 1 have been used. This completes the proof. ✷
We will use Lemma 29 in section 7.
Applications : multiplicative subgroups
We begin with an application of Corollary 17.
Theorem 30 Let p be a prime number, and Γ ⊆ F * p be a multiplicative subgroup, |Γ| = O(p 2/3 ) and
P r o o f. Let Q = Γ ± Γ. We can assume that
because otherwise inequality (65) is trivial. Applying formula (32) of Corollary 17 with k = l = 1 and using inequality
(see [11] or just Proposition 14), we obtain
If we prove that
then substituting the last formula into (67) and using the bound E 3 (Γ) = O(|Γ| 3 log |Γ|) from Corollary 8, we get formula (65). The term with x = 0 is E 3 (Γ)|Q||Γ| 2 and can be handed easily. From (67) it follows that the summation is taken over nonzero x such that
Hence, it is sufficient to prove that
. . , where nonzero ξ 1 , ξ 2 , . . . and η 1 , η 2 , . . . belong to distinct cosets. Applying Lemma 7 once more, we get As for the difference set it is known (see [24] ) at the moment that |Γ − Γ| ≫ |Γ| [19] or Lemma 10) we have ρ ≤ p 1/8 E 1/4 (Γ). If F * p ⊆ 6Γ then for some λ = 0, we obtain
Therefore, by the estimate ρ ≤ p 1/8 E 1/4 (Γ) and Parseval identity we get
Now applying formula (65) and m ≫ n 5/3 log −1/2 n (see [24] ), we obtain the required result. To obtain the same without condition −1 ∈ Γ just use formula (71), combining with formula (65) and apply the lower bound for Γ + Γ from Corollary 31. ✷
Remark 33
The inclusion F * p ⊆ 6Γ was obtained in [21] under the assumption κ > 99 203 . Even more stronger results than containing in Corollary 32 were obtained by A. Efremov using further development of our method (unpublished).
Now we obtain a result about the additive energy of multiplicative subgroups. 
We need to find the lower bound for K and the upper bound for T k . Put
By Cauchy-Schwarz 
In other words
because if α, β or α − β equals zero then
which implies K ≫ t 2/3 log −1/3 t and the result follows. Further the summation in (78) can be taken over nonzero α such that
because of for other α, we have
with contradiction. In the last formula we have use the fact that Γ is a subgroup. Thus suppose that formula
takes place, where d is defined by (77). By one more application of the Cauchy-Schwarz, we obtain
Put
To estimate the inner sum in (80) we use Lemma 7. Suppose that for all i, j, k ∈ [l] the following two inequalities hold
Then by Lemma 7
We can suppose that K ≪ t 5/9 log −2/3 t because otherwise the result is trivial. Note also a trivial upper bound for the size of any S i , namely
or in other words
because of t ≪ p 27/41 . In view of (84), a trivial inequality |S i |t 2 ≪ t 5 , and Lemma 7, we obtain
A little bit worse bound
but for all t ≪ p 2/3 follows from the estimate of E 3 , see Corollary 8. Substituting (85) into (80) gives us
and after some calculations we obtain K ≫ t 5/9 log −2/3 t. It is remain to check (81), (82). Applying (83) and K ≪ t 5/9 log −2/3 t, we have
and inequality (81) holds. Finally
provided by t ≪ p 9 17 and K ≪ t 5/9 log −2/3 t. Now let us prove the same for larger t. Returning to (80), applying the first bound from estimate (24) of Lemma 10 and using Fourier transform, we obtain
We have used the first formula of Lemma 10 it is the most effective in the choice of parameters. If the maximum from (89) is attained on the first term then by (80), and trivial inequality
we get
and if it is attained on the second term, we have by (90)
Simple computations show that having (91) we easily get (72) for t ≪ p 3/5 log −6/5 t ≪ p 21/47 . Further by (90) we have an analog of (88)
Thus substitution (92) into (93) gives t ≪ p 3/5 log −6/5 t. This completes the proof of inequality (73). Bound (72) is obtained by accurate calculations using inequality (86) in the wide range t ≪ p 2/3 and estimate (91).
To get (74) take ψ(x) = ((Γ * k−1 Γ) • (Γ * k−1 Γ))(x) and use previous arguments. We have
and if α, β or α − β equals zero then by Theorem 9, we get
and the result follows. As above
Consider the sets S i similar way, we obtain by Theorem 9 that
provided by inequalities (81), (82) hold. Inequality (94) implies that
and we are done. Using Theorem 9 it is easy to check that (81) takes place. Hence, because of t < √ p inequality (82) holds automatically. This completes the proof. ✷ Thus, inequality (74) is better then Theorem 9 for k = 2 and for k = 3, namely, T 3 (Γ) ≪ t 151/36 log 2/3 t. Using more accurate arguments from [12] one can, certainly, improve our bounds for large k. We do not make such calculations.
Note, finally, that inequality (73) gives bounds for E(Γ) which are better than Theorem 9 if |Γ| ≪ p Now we formulate Corollary 39 from [21] , which was obtained by eigenvalues method of section 5 also.
Corollary 35 Let p be a prime number, Γ * ⊆ F * q be a coset of a multiplicative subgroup Γ. If Q (y) ⊆ Q k , y ∈ Γ ′ is an arbitrary family of sets, then
In particular for every set A ⊆ Γ * , and every Γ-invariant set Q, we have
Corollary above combining with Theorem 34 say that multiplicative subgroups have strong expanding property.
Corollary 36 Let p be a prime number, Γ * ⊆ F * q be a coset of a multiplicative subgroup Γ, |Γ| ≪ p 6 11 . Then for any A ⊆ Γ * , we have
Ordinary application of Cauchy-Schwarz gives |A + Γ| ≫ |A| 1/2 |Γ| 7/9 log −1/3 |Γ| for any set A and any multiplicative subgroup Γ, |Γ| ≪ √ p.
Theorem 34 gives a direct application to the exponential sums over subgroups.
Corollary 37 Let p be a prime number, Γ be a multiplicative subgroup, |Γ| ≪ p
Corollary 2.5 from [19] or Lemma 10), applying Theorem 34, we obtain (96). This completes the proof. ✷
Using the eigenvalues method, we want to find some relations between T × k (A) and another characteristics of an arbitrary subset A of a multiplicative subgroup. We need in a simple lemma.
Lemma 38 Let Γ ⊆ F * q be a multiplicative subgroup. Suppose that f (x) = α c α χ α (x) is an arbitrary function with support on Γ. Then
P r o o f. By the multiplicative property of the functions χ α (x), we have
as required.
✷ q be a multiplicative subgroup, and
|Γ| .
Now formulate a result on a relation between T × k (A) and some another characteristics of an arbitrary subset A of a multiplicative subgroup.
Proposition 40 Let Γ ⊆ F * q be a multiplicative subgroup, and A be any subset of Γ. Then for an arbitrary integer k ≥ 2, we have
where the minimum is taken over all nonzero Γ-invariant functions. In the case k = 2, we also have
for any l ≥ 2. ). By Hölder, we have
Applying Lemma 38, we get
On the other hand
where a trivial estimate
and a particular case of formula (39), namely,
were used. Substituting (101) and (102) into (100), we get
and (97) is proved.
To obtain (98), we just note that in the case k = 2 the sum α µ 2 α from (102) can be computed. Indeed by formula (40)
and after using the same arguments as above, we have
Optimizing the last inequality over h (taking h(x) ≡ 1), we obtain (98). To get (99) take
, use formula (104) and repeat the arguments from (100), (104). After some computations, we have
as required. This completes the proof of the proposition. Below we will deal with the field F p , where p is a prime number. There are plenty results about the quantity T × k for arithmetic progressions in F p .
the number of solutions of the congruence xyz ≡ λ (mod p) , λ = 0 , x, y, z ∈ P does not exceed |P | o(1) (uniformly over λ).
3) If ν is a positive integer, |P | ≪ p c(ν) , where c(ν) > 0 is some constant depends on ν only. Then [2] the number of solutions of the congruence
where c ′ (ν) > 0 depends on ν only.
Corollary 42 Let Γ ⊆ F * q be a nontrivial multiplicative subgroup. Then for any progression P ⊆ Γ the following holds
Suppose that |Γ| ≪ p 2/3 and l ≥ 3. Then
P r o o f. Suppose that P ⊆ Γ is an arbitrary progression. By Theorem 41, we have
If the first term is dominated then applying (98), we get
with contradiction. Thus the second term in (108) is dominated and using (98), we obtain (106). Applying Theorem 41 once again, formula (99) and Corollary 8, we get (107). This completes the proof. ✷ Clearly, the condition |Γ| ≪ p 2/3 can be relaxed for large l. Obviously, inequality (107) is the best possible up to |P | o(1) factor.
Remark 43
The arguments from the proof of Proposition 40 give (we consider the simplest case l = 2) the following asymptotic formula
where |θ| ≤ 1 and E * 3 (Γ) = α =0 µ 2 α . Here P ⊆ Γ is an arithmetic progression. The asymptotic formula works just for large subgroups of size p 1−δ , δ > 0.
Remark 44 Certainly, inequality
follows from (107) by Cauchy-Schwartz and one can obtain analog of formula (109) for l larger than two, namely, |Γ l−1 + ∆ l−1 (P )| ≫ |P | 1−o(1) |Γ| l−1 . Nevertheless in the case l > 2 a more exact and general bound was obtained in [21] (see Corollary 39, the case k ≥ 2), namely,
for any A ⊆ Γ.
Finally, for the sake of completeness and because of it is difficult to find in the literature, we add a very simple result on progressions in small subgroups.
Proposition 45 Let p be a prime number, δ ∈ (0, 1) is a real number. Suppose that Γ ⊆ F * p is a multiplicative subgroup, |Γ| = p 1−δ , and P = {a, 2a, . . . , sa} ⊆ Γ, a = 0. Then there is an absolute constant C > 0 such that for all p ≥ p 0 (δ), we have
Moreover for any such arithmetic progression P , log |P | ≫ δ −1 log(1/δ) log p the following holds
P r o o f. Suppose for a moment that P = {1, 2, . . . , s} ⊆ Γ. If log |P | ≪ δ −1 log(1/δ) log p then it is nothing to prove. On the other hand we can take s ≥ 1 as small as we want. Thus suppose that log s ∼ δ −1 log(1/δ) log p. Because of we take p ≥ p 0 (δ) sufficiently large we can choose minimal k ≥ 2 such that k ≥ log p/ log s. One can quickly check that k ≪ log s. Using Dirichlet's method (see [9] ) it is easy to prove
where C > 0 is an absolute constant. By Corollary 39 and formula (113), we have
In other words log s ≤ k log(Ck −1 log s) + k −1 log |Γ| .
Put x = log 2 s · log −1 p. Then the last inequality can be rewritten as x ≪ δ −1 log Cx. In other words x ≪ δ −1 log(1/δ) and we have formula (111) because of our method equally works for progressions of the form {a, 2a, . . . , sa} as well.
Thanks to Lemma 38 we can obtain estimate (112) using similar arguments as above. Indeed, let A = P ∩ Γ, and suppose that |A| ≥ s 1−δ/4 . Here P as before, |P | = s. Thus T × k (A) ≥ |A| 2k /|Γ| and we obtain log |A| ≤ 1 2 log s + log s 2 log p log |Γ| + log p 2 log s log C log 2 s log p + log 2 s log 2 p log |Γ| .
Hence by |A| ≥ s 1−δ/4 and |Γ| = p 1−δ , we have
where C ′ > 0 is another absolute constant. In other words x ≪ δ −1 log C ′ x as above. This completes the proof. ✷ Thus, the statement above is nontrivial if |Γ| ≪ p/(log p) C 1 , where C 1 > 0 is a sufficiently large constant. Using Theorem 41 one can obtain a similar result for arithmetic progressions of general form.
Further results on arithmetic progressions in subgroups can be found in [2] .
Applications : general sets
Now we find applications of Proposition 28 to some further families of sets. Let us begin with the convex subsets of R.
Theorem 46 Let A ⊆ R be a convex set. Then
P r o o f. Let E = E(A), E 3 = E 3 (A). In view of Lemma 11, as in the proof of Theorem 34, we have
. The last inequality implies an analog of (80), i.e.
One can suppose that the summation in the last formula is taken over i ≤ j ≤ k. Applying Lemma 11, we have
By formula (25) of Theorem 12 with k = 2, we obtain |S i | ≪ |A| 3 /(d 3 2 3i ). Combining the last bound with (117) and (116), we get
Finally, by Andrews' inequality 2 l ≪ |A| 2/3 d −1 . Using Lemma 11 once more after some calculations we obtain the result. This completes the proof. ✷ Corollary 47 Let A ⊆ Z be a convex set and
Remark 48 It can be appear that the argument from the proof of Theorem 46, namely, an application of an upper bound (A • A)(x) ≪ |A| 2/3 , x = 0 is quite rough. Nevertheless it is optimal modulo our current knowledge of convex sets. Indeed, let i = j = k = l in formula (116). By Theorem 12, we just know that |S i |, |S j |, |S k | ≪ |A|. Further to estimate the sum α S i (α)(S j * S k )(α) the only one can apply is estimate (117). Substituting all bounds in (116), we obtain exactly (114).
Using Theorem 12 instead of Theorem 9 and apply the arguments from the proof of Theorem 34 one can obtain new upper bounds for T k (A) in the case of convex A. We do not make such calculations. As in the situation of multiplicative subgroups using the weighted Szemerédi-Trotter theorem would provide better bounds, probably. Now we formulate a general result concerning the additive energy of sets with small multiplicative doubling. 
P r o o f. By Lemma 13, we have E 3 (A) ≪ M 2 log 2 M · |A| 3 log |A|. Thus E 3 (A) is small for small M and we can apply the arguments from the proofs of Theorems 34, 46. Using the second bound from Lemma 13, and a consequence of the first estimate, namely, |S i | ≪ (M log M ) 2 |A| 3 / (d 3 2 3i ) , we obtain the required bound (120). We just need to check two inequalities. The first is that all three terms which appeared in the cases α = 0, β = 0, and α − β = 0 (see the arguments from formula (78)), namely (M log M ) are less than our upper bound (120). One can easily assure that this is the case. The second inequality is that the sum over nonzero x such that (A • A)(x) ≥ |A| 1−ε is small. Denote by S ε the set from (119). If was known before (see [21] ). Clearly, Theorem 49 implies Theorem 46, because for ε = 1/3 the set from (119) is empty by Andrews result. Note also that upper bound (119) is quite rough and just shows the main idea.
Apply Theorem 49 for a new family of sets A with small quantity |A(A + 1)|. Such sets were considered in [10] , where the following lemma was proved.
Lemma 50 Let A, B ⊆ R be two sets, and τ ≤ |A|, |B| be a parameter. Then |{s ∈ AB : |A ∩ sB −1 | ≥ τ }| ≪ |A(A + 1)| 2 |B| 2 |A|τ 3 .
Lemma above implies that for any A ⊆ R the following holds E × (A) ≪ |A(A + 1)||A| 3/2 . We obtain better upper bound for E × (A) (see inequality (123) of Corollary 52 below). Also in [10] a series of interesting inequalities were obtained. Here we formulate just one result.
Theorem 51 Let A ⊆ R be a set. Then 
and E 3 (A) = η 3 M |A| 6 /|D| 2 . Then there is a set A ′ ⊆ A such that
for every n, m ∈ N. 
Because of ψ ≥ 0, we obtain 
Let us estimate ω 0 . We have µ 0 f 0 (x) = A(x)(D * * f 0 )(x) .
By Cauchy-Schwarz, we get 
