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Abstract
Bidimensional empirical mode decompositions (BEMD) have been developed to decom-
pose any bivariate function or image additively into multiscale components, so-called intrinsic
mode functions (IMFs), which are approximately orthogonal to each other with respect to the
￿2 inner product. In this paper, a novel optimization problem is designed to achieve this de-
composition which takes into account important features desired of the BEMD. Speciﬁcally,
we propose a data-adapted iterative method which we call Opt-BEMD which minimizes in
each iteration a smoothness functional subject to inequality constraints involving the strictly
local extrema of the image. In this way, the method constructs a sparse data-adapted basis
for the input function as well as an envelope in a mathematically stringent sense. Moreover,
we propose an ensemble version of Opt-BEMD to strengthen its performance when applied
to noise-contaminated images or images with only few extrema.
Key words: Bidimensional empirical mode decomposition, intrinsic mode functions, Opt-EMD,
envelope surface, convex optimization, ensemble method.
AMS subject classiﬁcation (MSC2000): 65Dxx, 65K10.
1 Introduction
Originally, the empirical mode decomposition (EMD) method was designed to additively decom-
pose one-dimensional (1-D) nonlinear, nonstationary, or even nonuniform data [5]. Comparing
to other data processing methods, like the ones based on the Fourier or Wavelet transform, the
EMD does not employ any pre-deﬁned basis. Instead, it constructs this basis (in which then the
signal data is very sparse) in a data-adaptive fashion. Naturally, this remarkable characteristic
has attracted researchers to investigate extensions of the EMD method for multi-dimensional
functions, e.g., for images.
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1Generally, bidimensional empirical mode decompositions (BEMD) aim to additively decom-
pose a given bivariate function or image f(x,y) into multiscale components gj(x,y), i.e.,
f(x,y)=
J ￿
j=1
gj(x,y)+rJ+1(x,y) for all x,y ∈ [0,1], (1)
where g1(x,y) represents the smallest scale of f(x,y) and the residual rJ+1(x,y) the largest one
[3]. These components called 2-D intrinsic mode functions (IMFs) are constructed in a certain
iterative process combining an outer loop (for the scale j, up to a highest level J determined by
the input data or the user) with an inner loop (to determine gj), with the surprising outcome
that the components are approximately orthogonal to each other with respect to the ￿2 inner
product.
To extract the characteristic in each scale, the BEMD mimicks the idea of sifting processes
(SP) from the traditional EMD. In the ith iteration, SP generates a pair of upper and lower
envelope surfaces of an intermediate function denoted by hi−1(x,y), based on its local extrema
(details in Section 2.1). Subtracting the mean surface of both envelopes from hi−1(x,y)y i e l d s
the next iterate hi(x,y). Finally, SP terminates when hi(x,y) is an 2-D IMF, i.e., a zero-mean
2-D AM-FM component [11]
gj(x,y): =aj(x,y)cos(θj(x,y)) for all x,y ∈ [0,1]. (2)
Here, aj(x,y), θj(x,y), and cos(θj(x,y)) are amplitude, phase and carrier function of the jth
IMF gj,r e s p e c t i v e l y .
In contrast to the 1-D EMD, one faces two problems with BEMD: a) how to take into ac-
count the global 2-D structure in the SP, and b) how to generate the envelope surfaces from the
extrema. To solve a), the diﬀerent approaches for BEMD may be classiﬁed into three categories:
1) the pseudo BEMD which employs a tensor-product technique [10]; 2) modiﬁed pseudo BEMD
which decomposes the image into N ×N components by using 1-D ensemble EMD [14] in hori-
zontal and vertical directions separately, and then generates N IMFs by combining appropriate
components on similar scales [15]; 3) the genuine BEMD in which the envelope surface is gener-
ated based on all extrema of the image. Considering problem b), approach 3) has brought about
many realizations. In fact, there are a number of envelope surface generation methods such as
radial basis functions (RBF) [1,11], thin-plate splines [9], Delaunay triangulations [3], ﬁnite ele-
ments [16], adaptive spline-wavelets [7] and smoothing splines [8]. However, since all the above
mentioned methods have problems with over/under shootings, the generated envelope does not
satisfy the stringency deﬁnition derived from (2), i.e., a+
j (x,y) ≥ gj(x,y) or a−
j (x,y) ≤ gj(x,y)
for all x,y ∈ [0,1], where +/− denotes the upper/lower envelope, respectively.
Recently, an optimization based EMD method was proposed in [6] to overcome these prob-
lems in the 1-D case, generating a smooth envelope for any given univariate function under both
equality and inequality constraints. In this letter, its extension, the Optimization based BEMD
(Opt-BEMD), is proposed and investigated for images. We wish to point out that this is not
a straightforward generalization of the 1-D case since the 2-D optimization problem and the
deﬁnition of local extrema is much more complicated. Moreover, to improve the performance of
the proposed method for noise-contaminated images, we introduced an Ensemble Opt-BEMD.
Experimental results show that the proposed methods outperform several existing BEMD meth-
ods for both synthetic and real images. Furthermore, we show that the Ensemble Opt-BEMD
extremely reduces mode mixing for real image decomposition, and it is orientation-independent
which we demonstrate by decomposing a Dirac delta function.
22 The Genuine Opt-BEMD
2.1 Genuine BEMD and Its Variations
The genuine BEMD generates an envelope surface based on all local extrema of the image during
the sifting process. In other words, the genuine method considers the global feature of the image
but not horizontal and vertical features successively as in the pseudo BEMD method. A typical
algorithm of the genuine BEMD is as follows:
Algorithm 1: Genuine BEMD
1: Initialize r1(x,y)=f(x,y) and set j = 1;
2: Extract jth IMF by SP procedure:
(a) Set intermediate image hj,0(x,y)=rj(x,y) and i = 0;
(b) Detect local minima and maxima of hj,i(x,y);
(c) Generate upper/lower envelope surface, ˜ a
+
j,i(x,y)/˜ a
−
j,i(x,y), based on local maxima/minima
of hj,i(x,y);
(d) Set median surface mj,i(x,y)=1
2(˜ a
+
j,i(x,y)+˜ a
−
j,i(x,y));
(e) Update hj,i+1(x,y)=hj,i(x,y) − mj,i(x,y) and i = i + 1;
(f) Calculate stopping criterion SDj,i;
(g) Repeat steps (b) to (f) until SDj,i ≤ SDThr, or a pre-deﬁned iteration number is met; obtain
the jth IMF gj(x,y): =hj,i(x,y);
3: Update rj+1(x,y)=rj(x,y) − gj(x,y), and j = j + 1;
4: Repeat steps 2 to 3 until number of extrema in rj(x,y) is less than 2 or an expected IMF index is
met, i.e., j = J.
In step 2(c), we use the notation ˜ a(x,y) to distinguish the generated envelope surface with
over/under shooting problems from the ideal one, a(x,y), from (2). Diﬀerent variants of the
genuine BEMD can be created in this step by using diﬀerent envelope generation methods,
i.e., by using interpolation or approximation schemes based on diﬀerent deﬁnitions of local
extrema. In step 2(f), the stopping parameter SDj,i is originally deﬁned based on a Cauchy
type convergence test [1]. However, this may cause the algorithm to be sensitive to the pre-
deﬁned threshold SDThr. To increase its robustness, [12] introduces a new criterion which aims
to guarantee globally small ﬂuctuations in the mean surface while taking into account locally
large deviations.
2.2 Genuine Opt-BEMD
Deﬁnition (2) requires that the upper/lower envelope is greater/lower than the function itself
pointwise and that they intersect at the positions where cos(θ(x,y)) = ±1. To approximate such
mathematically meaningful envelope, the Opt-BEMD proposed next shall generate a smooth
envelope surface while strictly maintaining its inequality constrains.
For enforcing the smoothness of a function, we employ a quadratic functional as the square
of a Sobolev norm, or seminorm of nth order [13]. For instance, it could be the square of the
Frobenius norm of the nth (weak) derivative of the bivariate function X, X(n),
S(X): =￿X(n)￿2
F. (3)
3In the 2-D discrete case on uniform grids, (3) can be simpliﬁed to a quadratic form if X is
assembled into a 1-D vector v. Then (3) is equivalent to the ￿2 norm of D(n)v where D(n)
represents the 2-D nth order ﬁnite diﬀerence matrix,
S(v): =￿D(n)v￿2
￿2 = vTHv = S(X). (4)
Here H := (D(n))TD(n) can be ﬁxed beforehand as soon as the amount of desired smoothness n
is chosen.
Since the relationship between the envelope and the saddle point or ridge or trough structure
is not clear, we consider in our method only strict local extrema, i.e., only points which are
strictly greater or smaller than other elements in their r-neighborhood (r ∈ N+). Although [4]
argues that the local extrema may not be the correct tangent points in (2), its modal is the IMF
itself but not an arbitrarily given function, e.g., hj,i(x,y) in the SP. Traditionally, the strict local
extrema are assumed to be approximated intersections between envelope and the given function.
To generate the envelope in the ith SP iteration of Algorithm 1, we formulate the optimization
problem as:
(P1) Minimize S(X) over all X(x,y),
subject to hj,i(x,y) ≤ X(x,y),
and hj,i(x+
k ,y+
k )=X(x+
k ,y+
k ), for all k;
(P2) Minimize S(X) over all X(x,y),
subject to hj,i(x,y) ≥ X(x,y),
and hj,i(x−
k ,y−
k )=X(x−
k ,y−
k ), for all k.
Here, (x+
k ,y+
k ) and (x−
k ,y−
k ) denote the positions of the strict local maxima and minima, respec-
tively. Since problems (P1) and (P2) are both constrained quadratic programming problems,
they can be solved by interior point method [2]: the inequalities are appended to the quadratic
functional by means of a barrier function, and the conditions for optimality lead to a coupled
system of nonlinear equations where in each iteration step Newton’s method is applied. The
corresponding minimizers which are by construction upper and lower envelopes are denoted by
a+
j,i(x,y) and a−
j,i(x,y). Now, the genuine Opt-BEMD algorithm can be obtained by replacing
step 2(c) in Algorithm 1 with the following step:
Algorithm 2: Genuine Opt-BEMD
2: Extract jth IMF by SP procedure:
(c) Solve (P1) with hj,i(x
+
k ,y
+
k ), denote minimizer by a
+
j,i(x,y);
Solve (P2) with hj,i(x
−
k ,y
−
k ), denote minimizer by a
−
j,i(x,y).
2.3 Ensemble Opt-BEMD
A typical problem of BEMD is mode mixing. This means either that an ideal IMF partly shows
at least in two decomposed components on diﬀerent scales, or one component from one scale
resides in more than one ideal IMFs [15]. In short, the decomposition components resulting
from BEMD may not be the desired IMFs.
An eﬀective way to reduce the mode mixing problem is the noise-assisted ensemble approach.
This was ﬁrst introduced in the 1-D EMD method [14] and further extended to images [15].
However, the latter belongs to the class of pseudo BEMD methods which do not consider the
global structure of the image.
4The ensemble approach is based on the following considerations. Let us rewrite (1) as
f(x,y): =
￿J+1
j=1 gj(x,y)w i t hgJ+1(x,y): =rJ+1(x,y). One adds to f some artiﬁcial random
perturbation which might be Gaussian white noise. Thus, we consider an ￿th “artiﬁcial” obser-
vation for the given function f as
f￿(x,y)=f(x,y)+ε￿(x,y),￿ =1 ,2,...,L. (5)
Here, ε￿(x,y) is the added noise deﬁned by ε￿(x,y): =αn ￿(x,y)i nt h e￿th measurement. The
positive constant α controls the amplitude of the noise and is assumed to be small. After each
measurement, f￿(x,y) is decomposed by BEMD, f￿(x,y): =
￿J+1
j=1 g￿,j(x,y). Assuming that the
added noise is also decomposed into ε￿,j(x,y) at the jth scale, the relationship between gj(x,y)
and g￿,j(x,y)i sg￿,j(x,y)=gj(x,y)+ε￿,j(x,y). Finally, the decomposed IMF can be deﬁned by
¯ gj(x,y): =E[g￿,j(x,y)] = gj(x,y)+E[ε￿,j(x,y)], (6)
where E means the mathematical expectation. Since the BEMD method acts like a selective
ﬁlter bank [3], E[ε￿,j(x,y)] vanishes as L →∞in which case ¯ gj(x,y) approximates the ideal
gj(x,y).
Next we give the algorithm of the Ensemble Opt-BEMD in which a cancellation strategy,
following [15], is employed to reduce E[ε￿,j(x,y)] more eﬀectively.
Algorithm 3: Ensemble Opt-BEMD
1: Given image f(x,y), initialize ￿ = 1, constants L and α;
2: Add Gaussian white noise by setting
f
+
￿ (x,y)=f(x,y)+ε￿(x,y), f
−
￿ (x,y)=f(x,y) − ε￿(x,y);
3: Decompose f
+
￿ (x,y) and f
−
￿ (x,y) by applying Algorithm 2 with a ﬁxed number of IMFs,
f
+
￿ (x,y)=
￿J+1
j=1 g
+
￿,j(x,y), f
−
￿ (x,y)=
￿J+1
j=1 g
−
￿,j(x,y);
4: Set g￿,j(x,y)=( g
+
￿,j(x,y)+g
−
￿,j(x,y))/2 for j =1 ,2,...,J+ 1, and ￿ = ￿ + 1;
5: if ￿ = L + 1, then stop and output gj(x,y)=E[g￿,j(x,y)] for j =1 ,2,...,J+ 1; otherwise, go to
step 2.
3 Numerical Studies
To compare our proposed method with existing ones, we designed three experiments covering a
simulated image, a real image and a special one with few extrema. To realize the algorithm, we
selected in (4) the 3rd order derivative based on the experience in [6]. The strictly local extrema
are found in an 8-neighborhood; if the point to be processed is in the corner or on the boundary,
this is reduced to 3 or 5. In the ensemble approach, we chose the constants as α =0 .2 and
L = 1000. All implementations are performed using Matlab 7.14.0.739 (R2012a).
3.1 Synthetic Bivariable Function
Deﬁne the function f :[ 0 ,1]2 → R as f(x,y): =c1(x,y)+c2(x,y) := cos(10x−y)+cos(20000xy)
which is sampled at diﬀerent resolutions, controlling the size of the synthetic image. The re-
sulting functions fs are indexed by the sampling frequency. Fig. 1 illustrates the image, its two
components and the corresponding IMFs by using genuine Opt-BEMD.
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Figure 1: Top row: the synthetic image f(x,y) and its two components c1(x,y) and c2(x,y); Bottom
row: decomposed IMFs g1(x,y),g 2(x,y) and g3(x,y) by using genuine Opt-BEMD.
Table 1: Error Ratio Comparison of Diﬀerent BEMD Methods
fs
e1j/e2j,j=1 ,2,3.
FE TPS ASW RBF Opt-BEMD
f100 0.25/1.10 0.28/0.38 0.21/0.31 0.11/0.07 0.07/0.05
f120 0.33/1.13 0.21/0.28 0.23/0.29 0.10/0.08 0.07/0.05
f140 0.31/1.15 0.24/0.34 0.24/0.26 0.12/0.09 0.07/0.06
f160 0.47/1.12 0.18/0.21 0.25/0.26 0.11/0.08 0.06/0.06
f180 0.39/1.10 0.24/0.30 0.20/0.26 0.11/0.09 0.06/0.06
f200 0.45/1.10 0.17/0.18 0.18/0.19 0.12/0.11 0.06/0.05
To evaluate the performance of the proposed method quantitatively, we deﬁne an error ratio
as
eij =
￿ci(x,y) − gj(x,y)￿￿1
￿ci(x,y)￿￿1
,i,j=1 ,2,3. (7)
Here, i denotes the index of the original component ci(x,y), and j denotes the IMF gj(x,y)
which is similar to ci(x,y). In fact, the error ratio measures the normalized diﬀerence between
the original component and its corresponding IMF.
In Table 1, we compare the performance of the proposed method with four other existing
genuine BEMD methods which are based on ﬁnite elements (FE), thin-plate splines (TPS),
adaptive spline wavelets (ASW), and radial basis functions (RBF). Therein, the index j for each
error ratio is determined such that the jth IMF is closest to the ith component for diﬀerent
BEMD methods. The results of ﬁrst three methods have been shown already in [7]. The numer-
ical results show that Opt-BEMD outperforms all others at all selected sampling frequencies.
3.2 Real Image
We selected the photo “Barbara” of size 256 × 256 as a test image. Fig. 2 illustrates the
decomposition results by using our genuine Opt-BEMD, our Ensemble Opt-BEMD and the
Ensemble BEMD from [15]. In the top row, we can clearly observe mode mixing since many
light or dark areas exist in each IMF. There may be two main reasons: the photo is noise-
contaminated, and part of the image consists in diﬀerent components that may have intersections
at the same scale, i.e., skin, shade and illumination with varying gray scale. However, with the
ensemble approach, this problem is extremely reduced in both middle and bottom rows.
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Figure 2: Original Barbara and its three IMFs by using our genuine Opt-BEMD (top row), our Ensemble
Opt-BEMD (middle row), and the Ensemble BEMD from [15] (bottom row). Two patches of the ﬁrst
IMFs are placed in the ﬁrst column.
į(x,y) g1(x,y) g2(x,y)
g3(x,y) g4(x,y) g5(x,y)
Figure 3: 2-D Dirac delta function and its ﬁve decomposed IMFs by using Ensemble Opt-BEMD.
Comparing the decomposition results in the lower two rows, we ﬁnd that the ﬁrst IMF in the
middle row extracts more local features than the one in the bottom row, and the last IMF in the
middle row is more like an approximation at the large scale of the original photo. To illustrate
the diﬀerence between both ﬁrst IMFs generated by the ensemble approaches, two small patches
are placed in the column for the ﬁrst IMF g1. As one can see, the local feature of hair, face and
hand in the middle row is more clearly visible than the one in the bottom row.
3.3 2-D Dirac delta function
In [15], the ensemble BEMD decomposes a 2-D Dirac delta function into several orientation-
dependent components. Here, the function is sampled as a discrete image, δ(x,y) of size 128 ×
128, in which all values are zero except the one at the center position which is chosen as 10. The
original image together with its ﬁve IMFs by using our Ensemble Opt-BEMD are illustrated in
Fig. 3. The decomposition results show that our proposed method is orientation-independent,
in contrast to the results in [15].
74 Conclusion
We proposed in this paper a genuine, non-tensor product Opt-BEMD method in which the en-
velope surface is interpolated in a rigorously mathematical sense based on strict local extrema
of the image. The proposed method overcomes the over/under shooting problem existing in
traditional BEMD methods. To improve the performance of the proposed method on noise-
contaminated data, our method is enhanced by an ensemble approach. The numerical experi-
ments illustrate that the ensemble Opt-BEMD is more competitive than existing methods and
it is orientation-independent.
References
[1] S.M.A. Bhuiyan, N.O. Attoh-Okine, K.E. Barner, A.Y. Ayenu-Prah and R.R. Adhami,
“Bidimensional empirical mode decomposition using various interpolation techniques,” Adv.
Adapt. Data Anal. 1(2), pp. 309–338, 2009.
[2] S. Boyd, and L. Vandenberghe, Convex Optimization, Cambridge University Press, 2004,
[Online]. Available: http://www.stanford.edu/~boyd/cvxbook/.
[3] C. Damerval, S. Meignen, and V. Perrier, “A fast algorithm for bidimensional EMD,” IEEE
Signal Process. Lett. 12(10), pp. 701–704, 2005.
[4] X. Hu, S. Peng, and W.-L. Hwang, “EMD revisited: a new understanding of the envelope
and resolving the mode-mixing problem in AM-FM signals,” IEEE Trans. Signal Process.
60(3), pp. 1075–1086, 2012.
[5] N.E. Huang, Z. Shen, S.R. Long, M.C. Wu, H.H. Shih, Q. Zhang, N.-C. Yen, C.C. Tung and
H.H. Liu, “The empirical mode decomposition and the Hilbert spectrum for nonlinear and
non-stationary time series analysis,” Proc. R. Soc. London A 454, pp. 903–995, 1998.
[6] B. Huang, and A. Kunoth, “An optimization-based empirical mode decomposition scheme,”
J. Comp. Appl. Math., in press, 2012.
[7] G. Jager, R. Koch, A. Kunoth, and R. Pabel, “Fast empirical mode decompositions of
multivariate data based on adaptive spline-wavelets and a generalization of the Hilbert-
Huang-Transform (HHT) to arbitrary space dimensions,” Adv. Adapt. Data Anal. 2(3), pp.
337–358, 2010.
[8] D. Kim, M. Park, and H.-S. Oh, “Bidimensional statistical empirical mode decomposition,”
IEEE Signal Process. Lett. 19(4), pp. 191–194, 2012.
[9] A. Linderhed, “Image empirical mode decomposition: A new tool for image processing,”
Adv. Adapt. Data Anal. 1(2), pp. 265–294, 2009.
[10] Z. Liu, and S. Peng, “Boundary processing of bidimensional EMD using texture synthesis,”
IEEE Signal Process. Lett. 12(1), pp. 33–36, 2005.
[11] J.C. Nunes, Y. Bouaoune, E. Delechelle, O. Niang, and P. Bunel, “Image analysis by
bidimensional empirical mode decomposition,” Image Vis. Comput. 21(12), pp. 1019–1026,
2003.
8[12] G. Rilling, P. Flandrin and P. Gon¸ calves, “On empirical mode decomposition and its algo-
rithms,” in IEEE-EURASIP Workshop on Nonlinear Signal and Image Processing NSIP-03,
2003, Grado, Italy.
[13] W. Stefan, R. Renaut, and A. Gelb, “Improved total variation-type regularization using
higher-order edge detectors,” SIAM J. Imaging Sci. 3(2), 232–251, 2010.
[14] Z. Wu, and N.E. Huang, “Ensemble empirical mode decomposition: a noise-assisted data
analysis method,” Adv. Adapt. Data Anal. 1(1), pp. 1–41, 2009.
[15] Z. Wu, N.E. Huang, and X. Chen, “The multi-dimensional ensemble empirical mode de-
composition method,” Adv. Adapt. Data Anal. 1(3), pp. 339–372, 2009.
[16] Y. Xu, B. Liu, J. Liu, and S. Riemenschneider, “Two-dimensional empirical mode decom-
position by ﬁnite elements,” Proc. R. Soc. London A 462, pp. 3081–3096, 2006.
9