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ABSTRACT
We introduce a novel loss function for training deep learning ar-
chitectures to perform classification. It consists in minimizing the
smoothness of label signals on similarity graphs built at the output of
the architecture. Equivalently, it can be seen as maximizing the dis-
tances between the network function images of training inputs from
distinct classes. As such, only distances between pairs of exam-
ples in distinct classes are taken into account in the process, and the
training does not prevent inputs from the same class to be mapped
to distant locations in the output domain. We show that this loss
leads to similar performance in classification as architectures trained
using the classical cross-entropy, while offering interesting degrees
of freedom and properties. We also demonstrate the interest of the
proposed loss to increase robustness of trained architectures to devi-
ations of the inputs.
1. INTRODUCTION
In machine learning, classification is one of the most studied prob-
lems. It consists in finding a function that associates inputs (typically
tensors) with labels in a finite alphabet, by training on a finite number
of examples. When a lot of training data is available, deep learning
networks are a standard solution. A deep learning architecture is
an assembly of trainable linear functions composed with nontrain-
able nonlinear functions. It is typically trained using variants of the
Stochastic Gradient Descent (SGD) algorithm. The objective is to
minimize a loss function, measuring the gap between the output of
the network and the provided expected output.
Cross-entropy is the most popular loss function for computer vision
tasks. It is often preferred over mean squared error because it con-
verges faster and tends to reach better accuracy. However, cross-
entropy requires the outputs of the network to be one-hot-bit encoded
vectors of the classes. This comes with noticeable drawbacks:
• The dimension of the output vectors has to be equal to the
number of classes, preventing an easy adaptation to the in-
troduction of new classes. In scenarios where the number of
classes is large, this also causes the last layer of the network
to contain a lot of parameters.
• Inputs of the same class are forced to be mapped to the same
output, even if they belong to distinct clusters in the input
space. This might cause severe distortions in the topological
This work was supported in part by the Brittany region. Computations
were performed using a Titan-V, courtesy of NVIDIA. ⋆ Authors with equal
contribution
space that are likely to create vulnerabilities to small devia-
tions of the inputs.
• The arbitrary choice of the one-hot-bit encoding is indepen-
dent of the distribution of the input and of the initialization
of the network parameters, which can slow and harden the
training process.
To overcome these drawbacks, authors have proposed several solu-
tions. In [1], the authors propose to train using triplets, where the
first element is the example to train, the second belongs to the same
class and the last to another class. The objective is to minimize the
distance to the element of the same class while maximizing the dis-
tance to the one of the other class. In [2], the authors replace one-
hot-bit encoded vectors with soft decisions given by a pre-trained
classifier. In [3], the authors propose to smooth the outputs of the
training set. In [4], the authors propose to use error correcting codes
to generate outputs of the network.
In this paper, we tackle the problem of training deep learning archi-
tectures for classification without relying on arbitrary choices for the
representation of the output. We introduce a loss function that aims
at maximizing the distances between outputs of different classes. It
is expressed using the smoothness of a label signal on similarity
graphs built at the output of the network. The proposed criterion
does not force the output dimension to match the number of classes,
can result in distinct clusters in the output domain for a same class,
and builds upon the distribution of the inputs and the initialization
of the network parameters. We demonstrate the ability of the pro-
posed loss function to train networks with state-of-the-art accuracy
on common computer vision benchmarks and its ability to yield in-
creased robustness to deviations of the inputs.
The outline is as follows: in Section 2, we present related work. In
Section 3, we define formally the proposed loss and discuss its prop-
erties. In Section 4, we derive and discuss experiments. Section 5 is
a conclusion.
2. RELATEDWORK
We propose to train deep learning architectures for classification,
by learning an embedding of the inputs that maps examples corre-
sponding to distinct classes to points away from each other in the
embedded space. This idea can be linked to metric learning methods
for k-nearest neighbors classification [5, 6].
Such objectives are particularly interesting for some types of clas-
sifications. An example is the problem of person re-identification,
where deep metric learning methods have been proposed [7, 8]. One
of them, that is known to obtain state-of-art performance, is called
triplet loss [9, 10, 1]. In triplet loss, the idea is to enforce the dis-
tances between outputs corresponding to elements of a same class to
be smaller than the ones between elements of distinct classes. This is
similar to the idea of the loss introduced in this paper. The main dif-
ference is that while we aim to maximize distances between elements
of distinct classes, we do not enforce any constraints on the distances
between elements in a same class. In a similar fashion, in [11] the
authors propose the soft nearest neighbor loss, which measures the
entanglement over the labeled data, and has been recently used as a
regularizer in [12]. In [13], the authors define a peer regularization
layer, where latent features are conditioned on the structure induced
by the graph.
Other approaches propose to replace the one-hot-bit encoding of the
outputs with soft values. For example in [2], the authors use the
outputs of a pre-trained big network as “soft labels” to train a smaller
one. In [3, 14], the outputs are smoothed to ease the training process.
Other works propose to replace the classical one-hot-bit encoding of
the outputs with binary codewords of an error correcting code [15,
4], thus enlarging the distance between “class vectors”.
Our proposed method uses the notion of graph signal smoothness
defined in the domain of Graph Signal Processing [16, 17]. There
has been a growing interest to apply graph theories to deep neural
networks, for example to interpret them [18], to study their robust-
ness [19], or to measure the separation of classes in intermediate
representations of the network [20]. In particular, in [20] the authors
suggest that graph smoothness is a good measure of class separation.
3. METHODOLOGY
3.1. Basic concepts
Consider a classification function f that we aim at training using a
dataset Xtrain = {(xµ,yµ)} made of n elements, where xµ refers
to an input tensor and yµ to the corresponding output vector. We
denote C the number of classes.
In the context of deep learning, yµ is typically a one-hot-bit encoded
vector of its class (yµ ∈ R
C) and the network function f is trained
to minimize the cross-entropy loss defined as:
Lce(f) = −
∑
µ
yµ log(f(xµ)) . (1)
In this paper, we will consider graphs, defined G = 〈V,W〉, where
V is the finite set of vertices and W is the weighted adjacency ma-
trix: W[µν] is the weight of the edge between vertices µ and ν, or
0 if no such edge exists. The (combinatorial) Laplacian of a graph
G = 〈V,W〉 is the operator L = D − W where D is the degree
matrix of the graph defined as:
D[µν] =


∑
k∈V
W[µk] if µ = ν
0 otherwise
.
Given a graph G = 〈V,W〉 and a vector s ∈ RV , referred to as
a signal in the remaining of this work, we define the graph signal
smoothness [16] of s as:
sG(s) = s
⊤
Ls
=
∑
µ,ν∈V
W[µν] (s[µ]− s[ν])2 ,
where ⊤ is the transpose of s.
Finally, we call label signal associated with the class c the binary
indicator vector sc of elements of class c. Hence, sc[µ] = 1 if and
only if xµ is in class c.
3.2. Proposed graph smoothness loss
We propose to replace the cross-entropy loss with a graph smooth-
ness loss. Consider a fixed metric ‖ · ‖. We compute the distances
between the representations f(xµ),∀µ. Using these distances, we
build a k-nearest neighbor graph Gnnk = 〈Vk,Wk〉 containing n
vertices. We apply a kernel parameterized by α to obtain each ele-
ment of W:
Wk[µν] 6= 0 ⇒ Wk[µν] = exp (−α‖f(xµ)− f(xν)‖),∀µ,∀ν .
We call the resulting graph Gk = 〈Vk,Wk〉 the similarity graph of
f of parameter k.
Definition 1. We call graph smoothness loss of f the quantity:
LGk (f) =
C∑
c=1
sGk (sc)
=
∑
xµ,xν ,Wk[µν] 6=0
sc[µ]sc[ν]=0,∀c︸ ︷︷ ︸
sum over inputs of distinct classes
exp (−α‖f(xµ)− f(xν)‖) .
In the following subsection, we motivate the use of this loss.
3.3. Properties
The cross-entropy loss introduced in (1) aims at mapping inputs of
the network to arbitrarily chosen one-hot-bit encoded vectors repre-
senting the corresponding classes. Our proposed loss function differs
from the cross-entropy loss in several ways:
• The cross-entropy loss forces a mapping from the input to
a single point for each class. This might force the network
to considerably distort space, for example in the case where a
class is made of several disjoint clusters. The use of k-nearest
neighbors gives more flexibility to the proposed loss: using a
small value of k it is possible to minimize the graph smooth-
ness loss with multiple clusters of points for each class.
• The cross-entropy loss requires to arbitrarily choose the out-
puts of the network, disregarding the dataset and the initial-
ization of the network. In contrast, the proposed loss is only
interested in relative positioning of outputs with regards to
one another, and can therefore build upon the initial distribu-
tion yielded by the network.
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Fig. 1. Embeddings of CIFAR-10 training set learned using the proposed graph smoothness loss with d = 2 (top row) compared with the
ones obtained using a bottleneck layer and cross-entropy with the same architecture (bottom row).
• The cross-entropy loss forces to use an output vector whose
dimension is the number of classes of the problem at hand.
It is thus required to modify the network to accommodate for
new classes (e.g. in an incremental scenario). The dimension
of the network output d is less tightly tied to the number of
classes with the proposed classifier.
It is important to note that the capacity and the dimension of the
output space should be bound to the problem to be solved. On the
one hand, if the dimension of the output domain is too low, it is
likely that the network will fail to converge: consider a toy example
where we try to separate n data points so that they are all at the same
distance in the output space. This is only possible if the dimension of
the output space is at least n− 1. On the other hand, if the capacity
of the output space is too large, a trivial solution to minimize the
loss consists in arbitrarily scattering the inputs, so that the distance
between the image of any two inputs becomes large. This relation
between the dimension of the output space and the ability of the
network to classify is further discussed in the next section.
4. EXPERIMENTS
4.1. Experimental set-up
We evaluate the performance of the proposed loss using three com-
mon datasets of images, namely CIFAR-10/CIFAR-100 [21] and
SVHN [22]. For each dataset, we follow the same experimental pro-
cess: a) We pick an optimized network architecture for the dataset;
b) We build a network with the same architecture (number of lay-
ers, number of features per layer) and hyperparameters (number
of epochs, learning rate, gradient descent algorithm, mini-batch
size, weight decay, weight normalization), but we replace the cross-
entropy loss with the proposed graph smoothness loss; c) We tune
the loss additional hyperparameters (k, α, d). When performing
classification, we add a simple classifier on top of the network to
measure its accuracy. All networks are using PyTorch [23]. Note
that all input images are normalized before being processed. It is
important to keep in mind that by choosing this methodology, we
bias the experiments in favor of using the cross-entropy loss, since
the chosen architectures have been designed for its use.
The network architecture we use for CIFAR-10, CIFAR-100 and
SVHN is PreActResNet-18 [24], as implemented in [25]. The net-
work is trained for 200 epochs using 100 examples per mini-batch.
SVHN and CIFAR-10 networks are trained with SGD, using a learn-
ing rate that starts at 0.1 and is divided by 10 at epochs 100 and 150,
with a weight decay factor of 10−4 and a Nesterov momentum [26]
of 0.9. On the other hand, CIFAR-100 is trained with the Adam opti-
mizer [27], using a learning rate that starts at 0.001 and is divided by
10 at epochs 100 and 150. Note that a graph is built for each mini-
batch (graph smoothness is calculated on a graph of 100 vertices).
We do not use dropout or early stopping in any of our experiments.
In the two above networks, the linear function of the last layer out-
puts a C dimensional vector on which a softmax function is applied.
When using the proposed loss, the linear function outputs a d di-
mensional vector (d is an hyperparameter), normalized with respect
to the L2 norm. We use this normalization to constrain the outputs
to remain in a compact subset of the output space. As discussed in
Section 3, if we did not, and since we use the L2 metric to build
the graphs in our experiments, the network would likely converge to
a trivial solution that would scatter the outputs far away from each
other in the output domain, regardless of their class.
4.2. Visualization
We first compare the embedding obtained using the proposed loss
and d = 2 with the one obtained when putting a bottleneck layer
of the same dimension d = 2 using the cross-entropy loss. Results
on CIFAR-10 are depicted in Figure 1. Exceptionally, for this ex-
periment we do normalize the output of the last layer of the network
using batch norm instead of L2 norm. This is because using d = 2
with a L2 normalization would reduce the output space dimension
to 1, which would likely be too small to allow the training loss to
descend to 0. We observe that in the third column of Figure 1, our
method creates clusters whereas the baseline method creates lines.
This reflects the choice of the distance metric: our method uses the
L2 distance, whereas the baseline seems to use the cosine distance
instead. Figure 1 shows that training examples are better clustered
at the end of the training process when using the proposed loss than
with the cross-entropy loss.
4.3. Classification
We evaluate the influence on classification performance of the three
hyperparameters of the proposed loss: the number of neighbors k
to consider in the similarity graph Gk, the number of dimensions
d coming out of the network and the scaling parameter α used to
define the weights of the graph. When varying k, we fix d to be
the number of classes and α = 2; when varying d, we fix k to the
maximum value and α = 2 and when varying α, we fix d to be
the number of classes and k to the maximum value. The results are
summarized in Figures 2, 3, 4. Note that a 10-NN classifier was used
to obtain the accuracy. We observe that the higher k is, the higher the
test accuracy is, even if the sensitivity to k is lower when k is larger
than the number of classes. As soon as d becomes large enough
to accommodate for the number of classes, we observe that the test
accuracy starts dropping slowly. Therefore, because using a larger
value of d does not seem particularly harmful, applications where
the number of classes is unknown (such as in incremental learning)
should use a high d. Similarly, there is almost no dependence to α as
long as its value is small enough. Indeed, when α is large, the loss
tends to be close to 0 even if the corresponding distances are still
relatively small.
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Fig. 2. Test set accuracy as a function of k.
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Fig. 3. Test set accuracy as a function of d.
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Fig. 4. Test set accuracy as a function of α.
We next evaluate the performance of the graph smoothness loss for
classification. To this end, we compare its accuracy to that achieved
with optimized network architectures using a cross-entropy loss
(CE). We use various classifiers on top of the graph smoothness
loss-trained architectures: a 1-nearest neighbors classifier (1-NN), a
10-nearest neighbors classifier (10-NN) and a support vector classi-
fier (SVC) using radial basis functions. The results are summarized
in Table 1. We observe that the test error obtained with the pro-
posed loss is close to the CE test error, suggesting that the proposed
loss is able to compete in terms of accuracy with the cross-entropy.
Interestingly, we do not observe a significant difference in accu-
racy between the classifiers. Besides, both losses require the same
training time.
Loss - Classifier CIFAR-10 CIFAR-100 SVHN
CE - Argmax 5.06% 27.92% 3.69%
Proposed - 1-NN 5.63% 29.17% 3.84%
Proposed - 10-NN 5.48% 28.82% 3.34%
Proposed - RBF SVC 5.50% 30.55% 3.40%
Table 1. Test errors on CIFAR-10, CIFAR-100 and SVHN datasets.
The top contains the test error of the optimized network architectures
for a cross-entropy loss (CE). The bottom contains the test error of
the same network architectures for our proposed graph smoothness
loss, associated with three different classifiers.
4.4. Robustness
We evaluate the robustness of the trained architectures to deviation
of inputs in Table 2. We first report the error rate on the clean test
set for which we observe a small drop in performance when using
the proposed loss. However, this drop is compensated by a better
accommodation to deviations of the inputs, as reported by the Mean
Corruption Error (MCE) scores (see [28]). Such a trade-off between
accuracy and robustness has been discussed in [29]. For this exper-
iment, we fixed k to its maximum value, d = 200, α = 2 and we
used 10-NN as a classifier when using the graph smoothness loss.
Method Clean test error MCE relative MCE
Cross-entropy 5.06% 100 100
Proposed 5.60% 95.28 90.33
Table 2. Robustness comparison on the 15 corruptions benchmarks
from [28] on the CIFAR-10 dataset.
5. CONCLUSION
In this work, we introduced a loss function that consists in minimiz-
ing the graph smoothness of label signals on similarity graphs built
at the output of a deep learning architecture. We discussed several
interesting properties of this loss when compared to using the clas-
sical cross-entropy. Using experiments, we showed the proposed
loss can reach similar performance as cross-entropy, while provid-
ing more degrees of freedom and increased robustness to deviations
of the inputs.
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