We propose a measure for interaction for factorial designs that is formulated in terms of a probability similar to the effect size of the Mann-Whitney test. It is shown how asymptotic confidence intervals can be obtained for the effect size and how a statistical test can be constructed. We further show how the test is related to the test proposed by Bhapkar and Gore [Sankhya A, 36:261-272 (1974) 
however, does not take this change in variability into account.
To take this change in variability into account, we propose to quantify the interaction by β := P Z Z * ≡ P Z < Z * + 0.5P Z = Z * .
For a continuous outcome, β simplifies to P (Z < Z * ), i.e. the probability that the effect outcome of A at B = 2 exceeds the effect outcome at B = 1. The general definition (2) allows for discrete outcomes as well.
Probabilities of the from (2) have a long history. In a two-sample design, it corresponds to the summary measure associated with the Wilcoxon-Mann-Whitney (WMW) test (Wilcoxon, 1945; Mann and Whitney, 1947; Kruskal, 1952) . Several authors have argued that this probability is well suited as a summary measure, mainly because 1) it often has an informative and intuitive interpretation, 2) it provides a general measure for the difference between two groups, and 3) it is robust. Bamber (1975) considered this quantity as a measure of the size of the difference between two populations, while Brumback et al. (2006) discussed its meaning as a treatment effect. For a more detailed discussion on this probability as an effect size see, for example, Laine Senn (2011); Thas et al. (2012) ; Kieser et al. (2013) . Several names have been proposed for the probability that one outcome exceeds another: the non-parametric treatment effect, the Mann-Whitney functional, the individual exceedance probability, the stress-strength measure, measure of a generalized treatment effect, the relative effect or the probabilistic index (Wilcox, 2003; Acion et al., 2006; Senn, 2006; Kieser et al., 2013; Thas et al., 2012; Nussbaum, 2014) . Note that the term 'probabilistic index' is not unambiguous since it may have a different meaning in other research disciplines; in ecology, for example, it is used to denote the water quality (Cordoba et al., 2010) , while Billinton and Kuruganty (1980) use it in the context of transient stability. Similar as in Grissom and Kim (2005) we will use the term Probability of Superiority (PS) to denote the probability that one outcome exceeds another.
We refer to β as defined by (2) as the interaction probability of superiority (IPS). The major difference with the summary measure of the WMW test is that in the current approach transformations of the outcomes Under location-shift and when α = 0, Z and Z * are identically distributed so that β = 0.5. For the bottom left panel of Figure 1 we have β = P (Z Z * ) = 98%, i.e. with a 98% probability, the effect of 3
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A is larger when B = 2 as compared to when B = 1. For the bottom right panel, when location-shift does not hold, this probability decreases to β = P (Z Z * ) = 70%. There is still an interaction effect, but it is less pronounced as compared to the left panel because of the increase in variability. Note that since
, β also represents the probability that the effect outcome of B at A = 2 is greater than at A = 1. So the interaction effect can be interpreted in both directions.
The remainder of the paper is organized as follows. In Section 2 we provide an estimator for β and derive its asymptotic distribution; we propose a hypothesis test and its Pitman asymptotic relative efficiency is calculated relative to the ANOVA F-test. We further show how the test is related to the test of Bhapkar and Gore (1974) . In Section 3 several interactions tests are discussed which are used as competitors in Section 4
to compare with the new test in a simulation study. Section 5 illustrates how the summary measure and test can be used in practice and Section 6 presents the conclusions and discussion.
Estimation and asymptotics

Two-by-two design
Let Y abi , a, b = 1, 2, i = 1, . . . , n ab denote an i.i.d. sample. An unbiased estimator of β is given bŷ β = 1 n 11 n 21 n 12 n 22
where I (y 1 y 2 ) := I (y 1 < y 2 ) + 0.5I (y 1 = y 2 ), with I (•) the indicator function. Instead of deriving the asymptotics forβ, we consider the asymptotics for g(β) where g(•) is a smooth link function mapping the unit interval onto the real line, for example the logit link
with Φ(•) the standard normal distribution function. This will allow us to construct confidence intervals for β which are guaranteed to be within the unit interval. A sketch of the proof can be found in the Appendix.
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Furthermore, σ 2 can be consistently estimated by Nσ 2 β , wherê
It is now straightforward to propose a Wald-type test for testing H 0 : β = 0.5 as well as to construct confidence intervals.
Corollary 1. Under the conditions of Theorem 1 and under H
Corollary 2. Under the conditions of Theorem 1, an approximate (1 − α) confidence interval for β is given
General two-way layout
Consider the general two-way layout where factor A has K ≥ 2 levels and factor B has L ≥ 2 levels. Bhapkar and Gore (1974) proposed a score-type test statistic under the location-shift model
where ε abi are i.i.d. with median zero and common distribution F ε and a δ a 
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denote the estimator of the IPS when considering levels a and a of factor A and levels b and b of factor B.
The test statistic of Bhapkar and Gore can then be expressed as
withν an estimate of the nuisance parameter ν = F 2 ε+ε −ε (x)dF ε (x) where F ε+ε −ε is the distribution of
They showed that IPS BG has an asymptotic chi-squared null distribution 
347).
For the special case where K = L = 2, it follows that IPS BG = (β − 0.5) 2 /σ 2 0 , whereσ 2 0 is an estimator for the variance ofβ under location-shift model (5). The test based on IPS (4), however, does not assume the location-shift model and its consistent variance estimator allows the construction of a confidence interval for β. Furthermore, the test based on IPS does not assume that the cell frequencies are proportional to row and column marginal totals.
Asymptotic relative efficiency
The Pitman ARE of the IPS BG test versus the ANOVA F-test under location-shift and under a sequence of local alternatives η ab = κ ab / √ N with κ ab constants, is given by
where σ 2 ε = Var (ε), τ = f ε−ε (x) 2 dx with f ε−ε the density of ε − ε ; see Bhapkar and Gore (1974) .
Since for K = L = 2 both IPS and IPS BG are based onβ, expression (7) 
Other interaction tests
In this section we describe several interaction tests and briefly discuss their properties. These tests will be used in a simulation study in Section 4. For simplicity, we restrict the discussion to a balanced two-by-two design with n = n 11 = n 12 = n 21 = n 22 replicates.
The ANOVA F-test
The ANOVA F-test statistic is equivalent to
whereα is an estimator of (1) obtained by replacing the population means μ ab by their sample counterparts,
Under the null hypothesis H 0 : α = 0, F follows an F-distribution with 1 and 4(n − 1) degrees of freedom when ε d = N(0, σ 2 ε ). When normality is not fulfilled and if n is large enough, the null distribution of F can be approximated by a chi-squared distribution with 1 degree of freedom. Similar as for IPS, the interpretation of F is clear since the statistic is constructed based on an estimator of a population parameter (here α). However, unlike IPS, F is sensitive to outliers.
A robust version of the F-test can be constructed by estimating α based on rank regression; see e.g. McKean and Hettmansperger (1976). Patel and Hoel (1973) proposed a difference between two PS's as a measure of interaction. More specifically, they defined
The rank test of Patel and Hoel
Hence, γ gives the difference in effect of A (in terms of the PS) for the two levels of B, and γ the difference in effect of B for the levels of A. Note that, in general, γ γ . To test the null hypothesis of no interaction
equals a variance estimator due to Sen (1967) .
Asymptotically, PH has a standard normal null distribution. For more information on this test statistic, we refer to Patel and Hoel (1973) ; Marden and Muyot (1995); Wilcox (1999) . Conover and Iman (1981) proposed the rank transform method to construct rank tests for a variety of designs.
The rank transform test
In its simplest form, a test for testing interaction can be obtained by applying the ANOVA interaction F-test on the ranks of the outcomes. Let R abi denote the rank associated with Y abi where the ranking is performed within the pooled sample. LetR ab denote the sample average of the ranks of group A = a and B = b, and
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The interpretation of the test statistic, however, is not always clear. Furthermore, the rank transform approach is not always suited for testing interaction. For example, Brunner and Neumann (1986) and later Thompson (1991) have shown that the expected value of the rank transform test statistic can tend to infinity with increasing sample size in the absence of interaction.
Since the introduction of the rank transform approach, the properties of the related statistics have been studied in more detail; see, for example, Akritas (1990) . Thompson (1991) has shown that for two-bytwo designs, RT asymptotically follows a χ 2 1 -distribution. However, for other two-way layouts with main effects of both factors, this does not longer hold. Several authors have worked out the correct hypotheses and asymptotics for the rank transform method, see for example Akritas (1990) 
The aligned rank test
Since the rank transform method may not always be suitable for testing interaction, Mansouri and Chang (1995) , among others, proposed an aligned rank test. They assume an ANOVA decomposition of the population means
and estimate the parameters by means of least-squares. We denote these estimators asμ,δ a ,ζ b , andη ab .
Instead of ranking the outcomes, as in the rank transform approach, they rank the aligned outcomes:
Let AR abi denote the corresponding rank within the pooled sample of the aligned outcomes and AR ab the sample average of these ranks for A = a and B = b.
The aligned rank transform test statistics is given by
Note that Mansouri and Chang (1995) propose more sophisticated aligned rank tests as compared to (12). Instead of least squares, robust rank regression estimators for δ and ζ can be used; see, for example, McKean and Hettmansperger (1976) . Note that, unlike the IPS-test, the aligned rank test is restricted to linear models. 4 Simulation study
Row and column rank test
Estimation
To empirically evaluate the asymptotic approximations of Theorem 1, we set up a simulation study where we simulate data according to a 2 2 full factorial design with n replicates, where
with X A ∈ {−1, 1} and X B ∈ {−1, 1} denoting the groups, and for several distribution functions F ε : the standard normal distribution N(0, 1), the t-distribution with 3 degrees of freedom t 3 , the exponential distribution with rate 1 Exp(1), and the logistic distribution Logistic(0,1). All distributions are centred to have a mean of zero and scaled to have a variance of one. Furthermore, θ 1 = θ 2 = 1, θ 3 = −2, and several choices of θ 4 are considered, resulting in different values of β in equation (2). Table 2 gives the results based on 10000 Monte-Carlo simulations. All simulations were performed in R (R Core Team, 2016).
The results confirm that for all choices of n and F ε , β is unbiasedly estimated. For n = 5,σ 2 β underestimates the true variance, but this underestimation is less pronounced when β tends to 0.5. The empirical coverage is close to 95% for β = 0.5, but anti-conservative for the other choices of β. As n increases the bias ofσ 2 β decreases, particularly for β = 0.5 for which the true coverage is close to 95% for n = 10. For n = 20 the coverage of the 95% approaches the nominal level except for β = 0.903 and β = 0.884 for which the coverage is less than 95%. Note that these are the β-values closest to the boundaries.
Hypothesis testing 4.2.1 Two-by-two design
To study the empirical properties of the IPS-test (4), data are simulated for a two-by-two design according to model (13). The following choices of F ε are considered: N(0, 4), t 3 , LN(0, 4.67) the centred log-normal distribution with mean zero and variance 4.67, the normal distribution with mean 0 and variance 4 but with the first observation in (A, B) = (1, 1) replaced by an outlier (the value 1000) which is denoted by N(0, 4) + outlier, and a heteroscedastic mean-zero normal distribution with variance Table 3 gives an overview of the values of
and the different error distributions used in the simulation set-up. Overall, the empirical type I error rate of the IPS-test is close to its nominal level for all choices of n, error distributions and independent of the main effects. The RT -test does not correctly control the type I error when there are moderate to large main effects, while both the ART and F-test are sensitive to the outlier. Both ART and RART -tests are anti-conservative for heteroscedastic data, but the latter is robust against the outlier. The PH-test is anti-conservative for n = 10 for heterescedastic data and moderate main effects, while it is biased for all F ε when there are large main effects. The GA-test does not correctly control the type I error for n = 5. For n = 10 and in the absence of main effects, the type I error of the GA-test is close to its nominal level, except for heteroscedastic data. For moderate main effects the test is anticonservative except for the t-distributed error for which it is slightly conservative and for the heteroscedastic data for which there is a substantial inflation of the type I error. For large main effects, the test is biased for
Balanced design
11
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all error distributions.
Overall the IPS-test has a stable power. The RT -test has no power in the presence of large main effects. This is not surprising since the RT -test does not test the hypothesis H 0 : θ 4 = 0 (Akritas, 1990) . One can
show that the RT -test is equivalent to testing H 0 : ϑ 4 = 0 in the model
where F(y) denotes the weighted average of all conditional distributions P (Y ≤ y | X A , X B ), see e.g. Akritas This is in line with the findings of Sawilowsky (1990) . Hence, interaction defined in terms of the expected outcome is not equivalent to interaction defined in terms of relative treatment effects.
The RART -test has good power properties and it outperforms the IPS-test when F ε = t 3 and F ε = LN(0, 4.67). The IPS-test has a higher power than the RART -test when there is an outlier. For a normally distributed error with n = 5 the IPS-test is slightly more powerful as compared to the RART -test, while for n = 10 the performances are similar. As mentioned earlier, the RART -test does not correctly control the type I error for heteroscedastic data, making comparisons of powers impossible. For n = 10 and in the absence of main effects, the GA-test has a similar to superior performance over the IPS-test. For n = 10, moderate main effects and a t-distributed error, the IPS-test is superior over the GA-test, while for large main effects and all error distributions, the GA-test has no power.
Similar conclusions hold for smaller (θ 4 = 0.3) and larger interaction effects (θ 4 = 1.1); see the Appendix for more simulation results. Table 5 gives the simulation results for an unbalanced design where n [i, j] denotes the sample size for cell
Unbalanced design
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X A = i and X B = j, i, j ∈ {−1, 1}. For the heteroscedastic error E = 5 in Table 3 , we consider two settings:
for E = 5a the sample sizes are inversely proportional to the variances, while for E = 5b the sample sizes are proportional to the variances. For setting E = 5a, all tests except the PH-test have an inflated type I error, while for the setting E = 5b the type I error of the IPS-test is close to its nominal level. For a total sample size of 20, the IPS-test has an inflated type I error in the presence of an outlier, while the for a total sample size of 40, the type I error is closer to its nominal level. Note that the RT -test has different properties as compared to the balanced setting. This is a consequence of the definition of the relative treatment effect size E (F(Y) | X A , X B ) which depends on the sample sizes (Brunner and Puri, 2001 ).
Two-by-three design
To study the empirical properties of the IPS BG -test (6) for the general two-way layout, we simulate data for a two-by-three design according to
where X Table 3 gives an overview of the values of θ and the error distributions where for E = 5 the variance is given by σ 2 (X A , X B ) = (1.5 + X A − 1.3X B1 − 1.3X B2 + 0.4X A X B1 + 0.4X A X B2 ) 2 . For the IPS BG -test,ν in (6) is replaced by its upper bound. Table 6 displays the empirical rejection rates at the 5% level of significance based on 1000 Monte-Carlo simulations. The PH-test is not included since it is restricted to the two-by-two design. The IPS BG -test is slightly conservative for all settings, which is expected due to the conservative choice ofν in (6). The test becomes less conservative with increasing sample size. The RT -test has an inflated type I error in the presence of main effects, which is in agreement with the conclusions of Thompson (1991) . The ART has an inflated type I error when an outlier is present and for heteroscedastic data. The RART -test correctly controls the type I error rate, except for heteroscedastic data for which the test is anti-conservative. The
GA-test has an inflated type I error for all settings, except when there are large main effects for which the test is conservative.
13
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Overall the IPS BG -test has a stable power. The RART -test outperforms the IPS BG -test for all settings, while the performance of both tests becomes more similar with increasing sample sizes, since the IPS BGtest then becomes less conservative. The GA-test has no power in the presence of large main effects.
Example
To illustrate the interaction probability of superiority as an effect size measure, we consider the cross sectional part of the childhood respiratory disease study as provided by Rosner (1999) . It is of interest to study the association between smoking and the lung capacity of children. The outcome is the Forced Expiratory Volume (FEV in litres), which is an index for the pulmonary function and we consider the Age (in years) and the Smoking status of the child as predictors. We consider children that are 11 or 15 years old. There are 81 children of 11 years that did not smoke and 9 that smoked. At the age of 15, there are 9 non-smokers and 10
smokers. The left panel in Figure 2 gives the boxplots and stripcharts of the FEV according to age and smoking status. The right panel of Figure 2 gives the effect outcome of smoking (i.e. Z = FEV NS,11 − FEV S,11
and Z * = FEV NS,15 − FEV S,15 , where S stands for smoker and NS for non-smoker) obtained by constructing all pairwise differences in FEV of non-smoker compared to smokers and according to age. Larger effect outcomes correspond to smaller FEV's for the smokers. This plot suggests that at the age of 11, there are no systematic differences between the smokers and the non-smokers in terms of the FEV. At the age of 15, however, the FEV of the non-smokers tends to exceed that of the smokers. The estimated interaction probability of superiority P FEV NS,11 − FEV S,11 FEV NS,15 − FEV S,15 is 74% (95% confidence interval ranging from 50% to 89% upon using the logit link), i.e. it is more likely that the effect outcome of smoking at the age of 15 is larger than at the age of 11. Since the IPS can be interpreted in both directions, it also suggests that the age effect of smokers is less pronounced than the age effect of non-smokers.
The interaction average (μ NS,11 − μ S,11 ) − (μ NS,15 − μ S,15 ) is estimated by −0.93 (95% confidence interval ranging from −1.65 to −0.22). From a WMW-test it further follows thatP(FEV NS,11 FEV S,11 ) = 58% (95% confidence interval ranging from 41% to 74%) andP(FEV NS,15 FEV S,15 ) = 26% (95% confidence interval ranging from 12% to 47%) confirming the larger effect outcome at the age of 15.
Discussion
We have proposed a measure for interaction based on the probability of superiority. We provide an unbiased and consistent estimator and work out the asymptotic distribution which can be used to construct confidence intervals and a hypothesis test. The test has a superior Pitman efficiency over the ANOVA F-test for a variety of distributions under location-shift. We further show how the test is related to the test of Bhapkar and Gore (1974) which is valid under the location-shift model. The current paper extends their work by providing the probability of superiority interpretation without assuming location-shift, by constructing confidence intervals for this population parameter, and by providing a Wald-type test. Upon using simulations we studied the small sample behavior of the estimators and tests. For a two-by-two design, the test correctly controls the type I error, even for small samples and the test has a good and stable performance in terms of power. For unbalanced designs, the type I error is inflated for small samples when the outcome variability is inversely proportional to the sample size. The empirical coverage of the confidence interval is close to its nominal level except when the probability of superiority is close the boundaries of the unit interval.
However, increasing the sample size improves the empirical coverage. For a two-by-three design the test is slightly conservative which results in some loss of power. However, the test becomes less conservative with increasing sample size.
In addition to the interaction probability of superiority, the magnitude of the interaction effect, say τ, can be defined as the value such that P (Z Z * + τ) = 0.5, where τ can be estimated by a Hodges-Lehmann type The method proposed in this article makes use of ranks computed on the pairwise differences of the outcomes. This implies that the method is not invariant under monotone transformations and only applies to metric data (since we consider differences). In this respect, it is not a genuine rank-test which is typically invariant under monotone transformations and applies to ordinal outcomes as well.
A.1 Sketch of the proof of Theorem 1
Upon using Hájek projections, one can show that
so that σ 2 =ġ(β) 2σ2 . The consistent estimator forσ 2 follows from noting that e.g.
and where F 2 is replaced by the empirical distribution function and the expectation by the sample mean. Similar for the other terms. Table 7 gives the empirical powers for a small interaction effect (θ 4 = 0.3) and a large interaction effect (θ 4 = 1.1). Table 2 : Empirical evaluation of the asymptotic properties of Theorem 1 for a full factorial design with n replicates, and according to several standardized (i.e. mean-zero and variance one) distribution functions F ε and several choices of θ 4 in (13).Ê(β) denotes the empirical mean ofβ based on 10000 Monte-Carlo simulations,V ar(β) is the empirical variance,Ê(σ 2 β ) is the empirical mean of the estimated variances as given in Theorem 1, and 95% CI is the empirical coverage of a 95% confidence interval for β with g(•) the logit link. Table 3 : Several settings of the parameters associated with models (13) and (14). T = 1 corresponds to no main effects, T = 2 to moderate main effects, and T = 3 to large main effects. Under the E heading, the five error distributions are listed. two-by-three design Table 4 : Empirical type I error rates and empirical powers (%) at the 5% level of significance and based on 1000 Monte-Carlo simulations for the two-by-two design. Table 3 gives the coding for T and E; n denotes the number of observations in each cell. Table 5 : Empirical type I error rates and empirical powers (%) at the 5% level of significance and based on 1000 Monte-Carlo simulations for the unbalanced two-by-two design. Table 3 gives the coding for T and E where 5a denotes the setting where the sample size is inversely proportional to the variance, while for 5b the sample size is proportional to the variance. Here n [i, j] denotes the number of observations when X A = i and X B = j. Table 7 : Empirical powers (%) at the 5% level of significance and based on 1000 Monte-Carlo simulations for θ 4 = 0.3 and θ 4 = 1.1 for the two-by-two design. 
A.2 Additional simulation results
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