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Abstract. In any ab initio molecular orbital (MO) calculations, the major task involves the com-
putation of the so-called molecular multi-center integrals. Multi-center integral calculations is a
very challenging mathematical problem in nature. Quantum mechanics only determines which inte-
grals we evaluate, but the techniques employed for their evaluations are entirely mathematical. The
three-center nuclear attraction integrals occur in a very large number even for small molecules and
are among of the most difficult molecular integrals to compute efficiently to a high pre-determined
accuracy.
In the present contribution, we report analytical expressions for the three-center nuclear attraction
integrals over exponential type functions. We describe how to compute the formula to obtain an
efficient evaluation in double precision arithmetic. This requires the rational minimax approxi-
mants that minimize the maximum error on the interval of evaluation. The numerical tests show a
substantial gain in efficiency over the state-of-the-art.
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1 Introduction
Molecular electronic structure theory is a highly interdisciplinary research topic whose progress
depends crucially on the progress in numerical analysis, mainly numerical integration, and it is
unfortunate that only a very few mathematicians were interested in this challenging mathematical
problem as well as other interesting mathematical problems occurring in this context. In this
regards, Sack has played a prominent role with his work in the 1960s on addition theorems [1–5].
Hellmann’s book [6] has a section dealing with the evaluation of these extremely difficult integrals.
The pursuit of accurate and efficient algorithms for the numerical evaluation of molecular integrals
for the purpose of electronic structure calculations has led to a substantial body of work. While
molecular integrals with Gaussian type functions (GTFs) [7,8] as a basis have been for a long time
the most easily calculated, their theoretical deficiency both in the long and short ranges [9, 10] has
led to a renewed interest in an exponential type function (ETF) basis. ETFs are better suited than
GTFs to represent electron wave functions near the nucleus and at long range, provided that multi-
center integrals using such functions could be computed efficiently. Examples of such a basis include
the Slater type functions (STFs) [11], the Laguerre type functions, and the B functions [12–14]. We
note that many researchers hope that the next generation of ab initio programs will be based on
the usage of ETFs. Indeed much effort is being made to develop efficient molecular algorithms for
integrals over conventional ETFs (STFs or B functions) [15–20] and references therein.
The B function basis has been at the forefront of recent developments [21–26], as their simple
Fourier transform leads to compact analytical expressions for the integrals. Unfortunately, through
the expansions, some of the resulting semi-infinite integrals have integrands composed of the Bessel
functions. As the most complicated part of the analytical expressions, the semi-infinite integrals
have become the bottleneck of the calculations in the B function approach. Since the identification
of this computational problem, a large body of work is devoted to dealing with this bottleneck. The
most common element to most algorithms [27–34] involves an intense integration-then-extrapolation
approach, which is usually characterized by subdividing the integral between the oscillatory Bessel
function’s zeros, by integrating by a quadrature, and using the resulting sequence to estimate the
remainder of the integral. Of course, many improvements to the general extrapolation procedure
are documented and indeed some of the most recent of these improvements are considered state-of-
the-art for multi-center integrals. While these methods and their refinements are generally highly
accurate and efficient, there are some ranges of parameters where either failure is inevitable or the
computation becomes extremely heavy.
In the comparative study [35] of the most popular extrapolation methods and sequence transfor-
mations for computing semi-infinite integrals, the authors conclude that having asymptotic series
representations for integrals and applying sequence transformations to accelerate their convergence
or to sum their divergence leads to the most efficient algorithms for computing the integrals. How-
ever, when such asymptotic series representations do not exist, refinements to either the numerical
steepest descent method [36–41] or the extrapolation methods [42–46] must be made to obtain
a desirable outcome. This conclusion does not particularly challenge any preconceived notions.
However, it does emphasize that the ultimate goal in computing semi-infinite integrals is to find
analytical expressions. Several examples of this approach have been documented in the literature
on molecular integrals in the B function basis [23, 47]. The expressions that are obtained have
greatly simplified the calculation of one- and two-center integrals. The pursuit of such analytical
expressions stopped in the 1990s at the three-center integrals because of the increased complexity
of the integrands.
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In this work, we report a significant breakthrough for the three-center nuclear attraction integrals.
This breakthrough takes the form of an analytical expression for the semi-infinite integrals. In
section 2, we introduce the general definitions and properties required for the discussion. In section
3, we prove our main result. In section 4, we hold a numerical discussion on its performance and
compare it to the state-of-the-art. Our comparison leads us to believe that the analytical expression
is useful in a numerical setting and performs extremely well. Indeed, the decrease in calculation
time is substantial compared with the state-of-the-art.
2 General definitions and properties
The functions Bmn,l(ζ,
#—r ) are defined by [13,14]:
Bmn,l(ζ,
#—r ) =
(ζr)l
2n+l(n+ l)!
kˆn− 1
2
(ζr)Y ml (θ #—r , ϕ #—r ), (1)
where n, l, and m are the quantum numbers such that n = 1, 2, . . . , l = 0, 1, . . . , n − 1, and
m = −l,−l+1, . . . l−1, l and where Y ml (θ, φ) denotes the surface spherical harmonic, and is defined
explicitly using the Condon-Shortley phase convention as [48]:
Y ml (θ, φ) = i
m+|m|
√
(2l + 1)(l − |m|)!
4pi(l + |m|)! P
|m|
l (cos θ)e
imφ, (2)
where Pml (x) is the associated Legendre polynomial of l
th degree and mth order:
Pml (x) = (1− x2)m/2
dl+m
dxl+m
(
(x2 − 1)l
2l l!
)
. (3)
The radial part of the B functions is given by the reduced Bessel functions kˆn− 1
2
(ζr). For half-
integral orders, the reduced Bessel functions can be represented by an exponential multiplied by a
terminating confluent hypergeometric function [13,14]:
kˆn+ 1
2
(z) = 2n(1/2)ne
−z
1F1(−n;−2n; 2z), (4)
where (x)n stands for the Pochhammer symbol, which may be defined in terms of the Gamma
function Γ(z) as [49]:
(x)n =
Γ(x+ n)
Γ(x)
. (5)
Reduced Bessel functions satisfy the three-term recurrence relation [49]:
kˆν+1(z) = 2νkˆν(z) + z
2kˆν−1(z), (6)
and are related to the modified Bessel functions of the second kind Kν(z) by [50]:
kˆν(z) =
√
2
pi
zνKν(z). (7)
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The modified Bessel functions satisfy the following properties for some m ∈ N0 [49]:
Kν(xz)
zν
=
1
2
∫ ∞
0
e−
x
2
(t+ z
2
t
)
tν+1
dt
Kν+1(z) =
2ν
z
Kν(z) +Kν−1(z)(
d
z dz
)m (
z±νKν(z)
)
= (−1)mz±ν−mKν∓m(z). (8)
The normalized STFs are defined by [11]:
χmn,l(ζ,
#—r ) = N (ζ, n) rn−1 e−ζr Y ml (θ #—r , ϕ #—r ), (9)
where N(ζ, n) stands for the normalization factor and it is given by:
N (ζ, n) =
√
(2ζ)2n+1
(2n)!
. (10)
STFs can be expressed as finite linear combinations of B functions [14]:
χmn,l(ζ,
#—r ) =
N (ζ, n)
ζn−1
n−l∑
p=p˜
(−1)n−l−p 22p+2l−n (l + p)!
(2p− n+ l)! (n− l − p)! B
m
p,l(ζ,
#—r ), (11)
where:
p˜ =

n− l
2
if n− l is even
n− l + 1
2
if n− l is odd.
(12)
A given function f(~r) and its Fourier transform f¯(~k) are connected by the symmetric relation-
ships [51]:
f¯(~k) = (2pi)−3/2
∫
~r
e−i~k·~r f(~r) d~r and f(~r) = (2pi)−3/2
∫
~k
e i
~k·~r f¯(~k) d~k. (13)
Consequently, the Rayleigh expansion of the plane wavefunctions is useful [52]:
e±i~p·~r =
∞∑
l=0
l∑
m=−l
4pi(±i)ljl(|~p||~r|)Y ml (θ~r, φ~r)[Y ml (θ~p, φ~p)]∗, (14)
where the spherical Bessel function jn(x) of order n ∈ N0 is defined by [49]:
jn(x) = (−x)n
(
d
x dx
)n(sin(x)
x
)
. (15)
Spherical Bessel functions satisfy the three-term recurrence relation [49]:
xjn−1(x) + xjn+1(x) = (2n+ 1)jn(x), (16)
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and are related to the Bessel functions of the first kind Jn+1/2(x) by [49]:
jn(x) =
√
pi
2x
Jn+1/2(x), (17)
The Bessel functions satisfy the following properties [49]:
Jη(z) =
∞∑
k=0
(−1)k
k! Γ(k + η + 1)
(z
2
)2k+η
Jη+1(z) =
2η
z
Jη(z)− Jη−1(z)(
d
z dz
)m
(zηJη(z)) = z
η−mJη−m(z) for m ∈ N0. (18)
Due to the Rayleigh expansion, the B functions have a relatively simple Fourier transform [23]:
B¯mn,l(ζ, ~p) =
√
2
pi
ζ2n+l−1
(−ip)l
(ζ2 + p2)n+l+1
Y ml (θ~p, φ~p). (19)
The Fourier integral representation of the Coulomb operator is given by [53]:
1
|~r − ~R1|
=
1
2pi2
∫
~p
e−i~p·(~r−~R1)
p2
d3~p. (20)
The Gaunt coefficients are defined as [54–57]:
〈l1m1|l2m2|l3m3〉 =
∫ 2pi
0
∫ pi
0
[Y m1l1 (θ, φ)]
∗Y m2l2 (θ, φ)Y
m3
l3
(θ, φ) sin θ dθ dφ. (21)
These coefficients linearize the product of two spherical harmonics:
[Y m1l1 (θ, φ)]
∗Y m2l2 (θ, φ) =
l1+l2∑
l=lmin,2
〈l2m2|l1m1|lm2 −m1〉Y m2−m1l (θ, φ), (22)
where the subscript l = lmin, 2 in the summation implies that the summation index l runs in steps
of 2 from lmin to l1 + l2, and the constant lmin is given by:
lmin =
{
max(|l1 − l2|, |m2 −m1|) if l1 + l2 + max(|l1 − l2|, |m2 −m1|) is even
max(|l1 − l2|, |m2 −m1|) + 1 if l1 + l2 + max(|l1 − l2|, |m2 −m1|) is odd. (23)
The three-center nuclear attraction integrals over B functions are given by:
In2,l2,m2n1,l1,m1 =
∫
~R
[
Bm1n1,l1(ζ1,
~R−−→OA)
]∗ 1
|~R−−−→OC|
Bm2n2,l2(ζ2,
~R−−−→OB) d3 ~R, (24)
where A, B, and C are three arbitrary points of R3, and O is the origin. By performing a translation
of
−→
OA and by substituting the integral representation of the Coulomb operator in the above equation,
the integrals can be re-written as:
In2,l2,m2n1,l1,m1 =
1
2pi2
∫
~x
ei~x·~R1
x2
〈
Bm1n1,l1(ζ1, ~r)
∣∣∣e−i~x·~r∣∣∣Bm2n2,l2(ζ2, ~r − ~R2)〉~r d3~x, (25)
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where:〈
Bm1n1,l1(ζ1, ~r)
∣∣∣e−i~x·~r∣∣∣Bm2n2,l2(ζ2, ~r − ~R2)〉~r =
∫
~r
[
Bm1n1,l1(ζ1, ~r)
]∗
e−i~x·~rBm2n2,l2(ζ2, ~r − ~R2) d3~r, (26)
and where ~r = ~R−−→OA, ~R1 = −−→OC, and ~R2 = −−→AB.
Using all of the above properties, the three-center nuclear attraction integrals over B functions have
the representation [58,59]:
In2,l2,m2n1,l1,m1 =
8 (4pi)2 (−1)l1+l2 (2l1 + 1)!! (2l2 + 1)!! (n1 + l1 + n2 + l2 + 1)! ζ2n1+l1−11 ζ2n2+l2−12
(n1 + l1)!(n2 + l2)!
×
l1∑
l′1=0
l′1∑
m′1=−l′1
(i)l1+l
′
1
〈l1m1|l′1m′1|l1 − l′1m1 −m′1〉
(2 l′1 + 1)!! [2 (l1 − l′1) + 1]!!
×
l2∑
l′2=0
l′2∑
m′2=−l′2
(i)l2+l
′
2 (−1)l′2 〈l2m2|l
′
2m
′
2|l2 − l′2m2 −m′2〉
(2 l′2 + 1)!! [2 (l2 − l′2) + 1]!!
×
l′2+l
′
1∑
l=l′min,2
〈l′2m′2|l′1m′1|lm′2 −m′1〉Rl2 Y m
′
2−m′1
l (θ~R2 , ϕ~R2)
×
l2−l′2+l1−l′1∑
λ=l′′min,2
(−i)λ〈l2 − l′2m2 −m′2|l1 − l′1m1 −m′1|λµ〉
×
∆l∑
j=0
(
∆l
j
)
(−1)j
2n1+n2+l1+l2−j+1 (n1 + n2 + l1 + l2 − j + 1)!
×
∫ 1
s=0
sn2+l2+l1−l
′
1 (1− s)n1+l1+l2−l′2 Y µλ (θ~v, ϕ~v)
×
[∫ +∞
x=0
xnx
kˆν [R2γ12(s, x)]
[γ12(s, x)]nγ
jλ(v x) dx
]
ds, (27)
where :
~v = (1− s)~R2 − ~R1. v and R2 stand for the modulus of ~v and ~R2 respectively.
nγ = 2(n1 + l1 + n2 + l2)− (l′1 + l′2)− l + 1
[γ12(s, x)]
2 = (1− s)ζ21 + sζ22 + s(1− s)x2
ν = n1 + n2 + l1 + l2 − l − j + 12
µ = (m2 −m′2)− (m1 −m′1)
nx = l1 − l′1 + l2 − l′2
∆l = [(l′1 + l′2 − l)/2].
The bottleneck in the numerical evaluation of this expression is the semi-infinite integral:
I(s) =
∫ +∞
x=0
xnx
kˆν [R2γ12(s, x)]
[γ12(s, x)]nγ
jλ(v x) dx, (28)
which has varying degrees of oscillation and attenuation depending upon the values of the parame-
ters.
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The semi-infinite integrals I(s) (28) involves spherical Bessel functions jλ(v x) and this is why their
accurate and rapid numerical evaluation emerge as the critical calculation in the analytical expres-
sions, in particular for values of s close to 0 or 1. If we make the substitution s = 0 or 1 in Is,
γ12(s, x) becomes a constant and the integrand will be reduced to xnx jλ(v x), because the exponen-
tial decreasing part kˆν of the integrand becomes a constant and consequently the rapid oscillations
of jλ(v x) cannot be damped and suppressed as it can be seen from figures (1). In addition, when
the value of v is large, the zeros of the integrands become closer and the oscillations become strong
and the accurate numerical evaluation of the semi-infinite integrals becomes extremely challenging.
-200000
-150000
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100000
150000
200000
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Figure 1: The integrand Is (28). s = 0.001, ν = 152 , nγ = 6, nx = λ = 4,ζ1 = 2.5, ζ2 = 1.5,
R1 = 75.0, R2 = 1.50 and v = 73.5015.
Originally, Gauss-Laguerre quadrature is used [58,59], almost completely ignoring the possible effects
of the oscillations.
The semi-infinite integrals can be transformed into an infinite series:
I(s) =
+∞∑
n=0
∫ jn+1λ,v
jnλ,v
xnx
kˆν [R2γ12(s, x)]
[γ12(s, x)]nγ
jλ(v x) dx, (29)
where j0λ,v = 0 and j
n
λ,v = j
n
λ+ 1
2
/v (v 6= 0) for n = 1, 2, . . . which are the successive positive zeros of
jλ(vx).
Unfortunately, these infinite series are slowly convergent. The use of Levin’s u transform [60] or
the epsilon algorithm of Wynn [61], which are considered among the most powerful convergence
accelerators, could improve convergence of the infinite series. Unfortunately, the calculation times
are still prohibitive for a high pre-determined accuracy. Then, the extrapolation methods are
implemented [27–34], which use numerical integration of successive intervals, usually the Bessel
function’s zeros, to construct approximations the semi-infinite integral.
7
3 The analytical development
We begin by considering integrals of the form:∫ ∞
0
Jη(β x)
Kν
(
α
√
x2 + z2
)
√
(x2 + z2)ν
xη+1 dx, (30)
where ν ∈ R, Re η > −1, α > 0, β > 0, and | arg z| < pi2 .
In these integrals, some of the parameters are related to one another, and cylindrical Bessel functions
are used instead of spherical Bessel functions. These integrals have an analytical expression in
Watson’s Treatise on the Theory of Bessel functions [50, §13.47] that can be proved easily.
We begin by inserting the integral representation of the modified Bessel function into the expression
and we reverse the order of integration:∫ ∞
0
Jη(β x)
Kν
(
α
√
x2 + z2
)
√
(x2 + z2)ν
xη+1 dx =
1
2
∫ ∞
0
∫ ∞
0
Jη(β x)x
η+1 e
−α
2
(t+x
2+z2
t
)
tν+1
dtdx (31)
=
1
2
∫ ∞
0
e−
α
2
(t+ z
2
t
)
tν+1
∫ ∞
0
e−
αx2
2t Jη(β x)x
η+1 dx dt, (32)
By using the convergent series for the Bessel function, the inner integrals are all readily obtain-
able [50, §6.22]:∫ ∞
0
e−
αx2
2t Jη(β x)x
η+1 dx =
∫ ∞
0
e−
αx2
2t
∞∑
k=0
(−1)k
k! Γ(k + η + 1)
(
β
2
)2k+η
x2k+2η+1 dx
=
∞∑
k=0
(−1)k
k! Γ(k + η + 1)
(
β
2
)2k+η ∫ ∞
0
e−
αx2
2t x2k+2η+1 dx
=
∞∑
k=0
(−1)k
k! Γ(k + η + 1)
(
β
2
)2k+η Γ(k + η + 1)
2
(
2t
α
)k+η+1
=
βηtη+1
αη+1
∞∑
k=0
(−1)k
k!
(
β2t
2α
)k
=
βηtη+1
αη+1
exp
(
−β
2t
2α
)
. (33)
Then, the outer integral is evaluated by recognizing it as a modified Bessel function, and we obtain:∫ ∞
0
Jη(β x)
Kν
(
α
√
x2 + z2
)
√
(x2 + z2)ν
xη+1 dx =
βη
2αη+1
∫ ∞
0
e−
α
2
(t+ z
2
t
)−β2t
2α
tν−η
dt
=
βη
αν
(√
α2 + β2
z
)ν−η−1
Kν−η−1
(
z
√
α2 + β2
)
. (34)
3.1 The semi-infinite integral I(s) (28)
Now, the semi-infinite integrals in the expression for the three-center nuclear attraction integrals
are formulated using the spherical and reduced Bessel functions. In a simplified notation, they are
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given by:
Iν,µλ,r (α, β, z) =
∫ ∞
0
xλ+2r+2
kˆν
[
α
√
x2 + z2
]
(x2 + z2)ν−µ
jλ(β x) dx, (35)
and the simpler case:
Iν,0λ,0(α, β, z) =
∫ ∞
0
xλ+2
kˆν
[
α
√
x2 + z2
]
(x2 + z2)ν
jλ(β x) dx. (36)
This simpler case is the essential starting point because identities can be used to increase the r and
µ parameters to obtain an expression for Iν,µλ,r (α, β, z). Applying the identities:
1
βλ+1
(
∂
β∂β
)r (
βλ+r+1jλ+r(β x)
)
= xrjλ(β x), (37)
and:
(−1)µα2ν
(
∂
α∂α
)µ (
α2µ−2ν kˆν−µ
[
α
√
x2 + z2
])
= kˆν
[
α
√
x2 + z2
]
, (38)
to the integral:
Iν−µ,0λ+r,0 (α, β, z) =
∫ ∞
0
xλ+r+2
kˆν−µ
[
α
√
x2 + z2
]
(x2 + z2)ν−µ
jλ+r(β x) dx, (39)
we obtain:
Iν,µλ,r (α, β, z) =
(−1)µα2ν
βλ+1
(
∂
α∂α
)µ( ∂
β∂β
)r (
α2µ−2νβλ+r+1Iν−µ,0λ+r,0 (α, β, z)
)
. (40)
Upon changing the Bessel functions to their spherical and reduced counterparts in (34), we obtain:
Iν,0λ,0(α, β, z) =
βλ(α2 + β2)
ν−λ−3/2
2
zν−λ−3/2
Kν−λ−3/2
(
z
√
α2 + β2
)
, (41)
and:
Iν−µ,0λ+r,0 (α, β, z) =
βλ+r(α2 + β2)
ν−µ−λ−r−3/2
2
zν−µ−λ−r−3/2
Kν−µ−λ−r−3/2
(
z
√
α2 + β2
)
. (42)
Then, upon inserting the expression for Iν−µ,0λ+r,0 (α, β, z) into (40), we obtain:
Iν,µλ,r (α, β, z) =
(−1)µα2νzγ
βλ+1
(
∂
α∂α
)µ( ∂
β∂β
)r(
α2µ−2νβ2λ+2r+1
Kγ(z
√
α2 + β2)
(α2 + β2)γ/2
)
, (43)
where γ = λ+ r + µ− ν + 3/2.
Evidently, all that remains to do is to expand the derivations in (43), and the expression will be
obtained. We start with the derivations with respect to β.
Using the identities:(
∂
β∂β
)r−s (
β2λ+2r+1
)
= (−2)r−s(−λ− r − 1/2)r−sβ2λ+2r−2(r−s)+1(
∂
β∂β
)s(Kγ(z√α2 + β2)
(α2 + β2)γ/2
)
= (−z)sKγ+s(z
√
α2 + β2)
(α2 + β2)(γ+s)/2
, (44)
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for some s ∈ N0, the product rule yields:(
∂
β∂β
)r(
β2λ+2r+1
Kγ(z
√
α2 + β2)
(α2 + β2)γ/2
)
=
r∑
s=0
(
r
s
)(
∂
β∂β
)r−s (
β2λ+2r+1
)( ∂
β∂β
)s(Kγ(z√α2 + β2)
(α2 + β2)γ/2
)
=
r∑
s=0
(
r
s
)
(−2)r−s(−λ− r − 1/2)r−sβ2λ+2r−2(r−s)+1 (−z)sKγ+s(z
√
α2 + β2)
(α2 + β2)(γ+s)/2
= (−2)rβ2λ+1
r∑
s=0
(
r
s
)(
β2 z
2
)s
(−λ− r − 1/2)r−sKγ+s(z
√
α2 + β2)
(α2 + β2)(γ+s)/2
. (45)
We continue with the derivations with respect to α. Using the identities:(
∂
α∂α
)µ−m (
α2µ−2ν
)
= (−2)µ−m(ν − µ)µ−mα2µ−2ν−2(µ−m)(
∂
α∂α
)m(Kγ+s(z√α2 + β2)
(α2 + β2)(γ+s)/2
)
= (−z)mKγ+s+m(z
√
α2 + β2)
(α2 + β2)(γ+s+m)/2
, (46)
for some m ∈ N0, the product rule yields:(
∂
α∂α
)µ(
α2µ−2ν
Kγ+s(z
√
α2 + β2)
(α2 + β2)(γ+s)/2
)
=
µ∑
m=0
(
µ
m
)(
∂
α∂α
)µ−m (
α2µ−2ν
)( ∂
α∂α
)m(Kγ+s(z√α2 + β2)
(α2 + β2)(γ+s)/2
)
=
µ∑
m=0
(
µ
m
)
(−2)µ−m(ν − µ)µ−mα−2ν+2m(−z)mKγ+s+m(z
√
α2 + β2)
(α2 + β2)(γ+s+m)/2
= α−2ν
µ∑
m=0
(
µ
m
)(
α2z
2
)m
(ν − µ)µ−mKγ+s+m(z
√
α2 + β2)
(α2 + β2)(γ+s+m)/2
. (47)
Then, combining these results and inserting them in (43), we obtain:
Iν,µλ,r (α, β, z) = (−2)rα−2νzγβλ+1
r∑
s=0
(
r
s
)(
β2z
2
)s
(−λ− r − 1/2)r−s
×
µ∑
m=0
(
µ
m
)(
α2z
2
)m
(ν − µ)µ−mKγ+s+m(z
√
α2 + β2)
(α2 + β2)(γ+s+m)/2
. (48)
Finally, replacing γ by its original value, we obtain:
Iν,µλ,r (α, β, z) = (−2)rα−2νzλ+r+µ−ν+3/2βλ+1
r∑
s=0
(
r
s
)(
β2z
2
)s
(−λ− r − 1/2)r−s
×
µ∑
m=0
(
µ
m
)(
α2z
2
)m
(ν − µ)ν−m
Kλ+r+µ+s+m−ν+3/2(z
√
α2 + β2)
(α2 + β2)(λ+r+µ+s+m−ν+3/2)/2
. (49)
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The case r = −1 corresponding to nx = λ in (28) is also required for some values of the parameters
in (27). In this case, we use the identity:
(1/2− λ)−s−1 = (−1)
s+1
(λ+ 1/2)s+1
, (50)
to obtain infinite series:
Iν,µλ,−1(α, β, z) = 2µ−1zλ+µ−ν+1/2βλ
∞∑
s=0
(
β2z
2
)s
1
(λ+ 1/2)s+1
×
µ∑
m=0
(
µ
m
)(
α2z
2
)m
(ν − µ)µ−m
Kλ+µ−ν+s+m+1/2(z
√
α2 + β2)
(α2 + β2)(λ+µ−ν+s+m+1/2)/2
. (51)
Using the asymptotics of the modified Bessel function [62, §8.446]:
Kn(z) ∼ 1
2
n!
(z/2)n
as n→∞, (52)
then if as is the sth term in the infinite series (51), it satisfies:
as = O
{
sµ−ν+m
(
β2
α2 + β2
)s}
as s→∞. (53)
If β <
√
α2 + β2, then the series is convergent. Since α = 0 corresponds with s = 0, 1 in (27), the
convergence will be the fastest at the midpoint s = 0.5 of the integration over s. To accelerate the
convergence of the series, we employ the Levin transformation t(0)n (1) computed by the recursive
algorithm introduced in [63].
In Table 1, we listed values for I(s) (28) with r = −1 obtained using the infinite series (51) to which
we applied Levin transformation t(0)n (1) to improve convergence. Our proposed algorithm leads to
a high accuracy and a substantial gain in efficiency compared to existing methods.
Since the order of the Bessel function is always an integer in (49) and (51), the accuracy and
efficiency of these two formulae are directly related to that of the algorithm for the calculation of a
sequence of Bessel functions {K`(·)}`∈N0 .
Given the recurrence relation (8) is stable in the upward direction, and given the reflection formula
Kν(z) = K−ν(z) an efficient algorithm would provide the seed values K0(z) and K1(z) and compute
the remaining values by recurrence. In [64, §6.5], a very fast algorithm for these seed values is derived
based on the use of rational minimax approximants. These approximants are rational functions with
unknowns that are designed to minimize the maximum error on an interval. The algorithm achieves
double precision accuracy by expressing K0(z) and K1(z) for z ≤ 1 as:
K0(z) ≈ p
(0)
4 (z
2)
q
(0)
2 (1− z2)
− log(z) r
(0)
4 (z
2)
s
(0)
2 (1− z2)
and K1(z) ≈ z p
(1)
4 (z
2)
q
(1)
2 (1− z2)
+
z log(z) r
(1)
4 (z
2)
s
(1)
2 (1− z2)
+
1
z
,
(54)
and for z > 1 as:
K0(z) ≈ exp(−z)√
z
u
(0)
7 (z
−1)
v
(0)
7 (z
−1)
and K1(z) ≈ exp(−z)√
z
u
(1)
7 (z
−1)
v
(1)
7 (z
−1)
, (55)
where p(m)n (z) stands for a polynomial of degree n in z and where m = 0, 1 serves to distinguish
between the polynomial for K0(z) and that for K1(z). The coefficients of these approximants are
given in [65].
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4 Numerical Discussion
Tables 1, 2, 3 and 4 contain values obtained for the semi-infinite integrals I(s) (28). The calculations
for values s = 0.05 which is close to 0, s = 0.99 which is close to 1, and for s = 0.25.
Table 5 contains values obtained for the three-center nuclear attraction integrals In2,l2,m2n1,l1,m1 for dif-
ferent values of the quantum numbers.
In the numerical evaluation of I(s) and In2,l2,m2n1,l1,m1 , reference values are obtained using the infinite
series with the spherical Bessel functions (29). These values are listed in the numerical tables
as I(s)§. The infinite series is summed up to the order nmax which leads to the pre-determined
accuracy. The order of the summation nmax should satisfy the following test:∣∣∣∣∣
∫ jnmax+1λ,v
jnmaxλ,v
xnx
kˆν [R2γ12(s, x)]
[γ12(s, x)]nγ
jλ(v x) dx
∣∣∣∣∣ ≤ . (56)
In our calculation, we set  at 10−15.
The following methods were used to compute the semi-infinite integral I(s):
• Analytic expressions presented in this work. These values are listed in the numerical tables
as I(s)†". Error† is given by:
Error† =
∣∣∣∣I(s)† − I(s)§I(s)§
∣∣∣∣ , (57)
in case we use the relative error. The absolute error is given by:
Error† =
∣∣∣I(s)† − I(s)§∣∣∣ . (58)
• We used the combination S with D¯. See [27, 66] for more details on this methods. These
values are listed in the numerical tables as I(s)‡. Error‡ is given by:
Error‡ =
∣∣∣I(s)‡ − I(s)§∣∣∣ . (59)
• We used the W algorithm [67, 68] combined with D¯ [67]. These values are listed in the
numerical tables as I(s)]. Error] is given by:
Error] =
∣∣∣I(s)] − I(s)§∣∣∣ . (60)
As can be seen from the numerical tables, the analytic expressions are highly accurate and they
lead to a considerable gain in the calculation time. In the case where s is close to 0 and 1, the gain
in efficiency if of the order of 8 × 102.
The case where nx = λ is presented in Table 1. The infinite series (51) is used to compute the
semi-infinite integral I(s). Levin transformation t(0)n (1) is used for the summation of the infinite
series (51). As can be seen from the numerical table, the proposed algorithm leads to a considerable
gain in efficiency compared to extrapolation methods.
In the computation of the complete three-center nuclear attraction integrals In2,l2,m2n1,l1,m1 , the analytic
expressions not only provide a more stable and robust computation compared to existing meth-
ods, but they also lead to higher accuracies and a gain in efficiency by a factor 102 to 102.5 over
extrapolation methods.
12
5 Conclusion
In this work, we report the analytical expression (49) for the semi-infinite integral bottleneck occur-
ring in the three-center nuclear attraction integrals over B functions. We describe how to compute
the formula to obtain an efficient evaluation in double precision arithmetic. This requires the ra-
tional minimax approximants that minimize the maximum error on the interval of evaluation. The
numerical tests show a substantial gain in efficiency over the state-of-the-art.
6 Numerical tables
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