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Objective of the Thesis and Contribution
The aim of this dissertation is to provide more realistic models for valuation and risk management
of energy contracts and optimization of power plants. The structure of the thesis is as follows:
1. Chapter 1 investigates the behaviour of electricity futures prices observed at the European
Energy Exchange (EEX). We propose an Electricity Lévy-driven Market Model for electricity
futures and forwards contracts. The dynamic of these derivatives is modelled as multi-factor
market model where the idea is to match the observed volatility term structure and corre-
lation surface among different electricity futures deliveries. Empirical analysis shows that
the distributions of electricity forward log-returns are non-normal. Therefore, a Lévy multi-
factor model for electricity futures contracts with non-overlapping delivery periods, and in
the particular case of normal inverse Gaussian (NIG), is proposed in order to capture the
heavy tails. The large deviation from normality of electricity futures price returns produces
an unbiased volatility estimation by Principal Component Analysis (PCA). For this rea-
son, we consider a method to decompose the correlation/covariance matrix that can handle
leptokurtic data: the Independent Component Analysis (ICA). Therefore, this is the first
study where a signal processing technique known as independent component analysis or blind
source separation for estimation a Libor Market Model to describe futures price dynamics.
In addition, we are also the first to propose a Lévy-based model to describe electricity fu-
tures price dynamics with a deterministic component including long–term variations and
seasonality.
This chapter is a paper that is forthcoming on The Journal of Energy Markets :
Di Poto, G. and Fanone, E., Estimating a Lévy Multifactor Market Model for Electricity
Futures Market by Using ICA, The Journal of Energy Markets, Forthcoming, (2012).
2. Chapter 2 examines the behaviour of German (EEX) intra-day electricity price. We propose
an arithmetic Lévy-based FAR model to describe an important feature of the price process
which is peculiar to electricity markets: prices can be negative. This model permits us to
capture the standard characteristics of electricity, namely seasonality, mean reversion, fat
tails, positive spikes and, additionally, negative spikes. By doing so, we contribute to the
literature in various ways. First, to the best of our knowledge, we are the first to conduct
a detailed study on the problem of negative spikes in electricity markets. Second, we are
also the first to propose an arithmetic Lévy-based fractional autoregressive (FAR) model
to describe electricity price dynamics with negative prices and negative spikes. Third, our
paper contributes to the empirical literature as we are the first to study the EEG’s effects
on hourly German day-ahead spot prices.
This chapter is a paper published on Energy Economics :
Fanone, E., Gamba, A. and Prokopczuk, M., The Case of Negative Day–Ahead Electricity
Prices, Energy Economics, doi:10.1016/j.eneco.2011.12.006, (2011).
3. In Chapter 3 we propose a real option model to evaluate power plant operating decisions.
This model considers the day-ahead market effects in the evaluation of a power plant. We
apply the proposed model to evaluate a financial power plant and analyse different mathe-
matical techniques that can be used to obtain a numerical solution for the control problem
for power plant decision.
This chapter is a paper published on International Journal of Financial Markets and Deriva-
tives :
Fanone, E., Pricing and Hedging Wholesale Energy Structured Products: a Comparison of
Numerical Methods for VPP, International Journal of Financial Markets and Derivatives, 1,
175-195, (2010).
Chapter 1
Modelling of electricity futures
prices: a Lévy Multifactor Market
Model
In this chapter we conduct a study of financial electricity futures/forwards contracts. These
derivatives are the major contracts traded by energy trading companies and banks. Thus, we
consider an electricity portfolio, when it consists of forwards and futures contracts1 traded in
electricity markets according to the Libor Market Model (LMM) approach suggested in interest
rate theory by Brace–Gatarek–Musiela (1997). We call the following model Electricity Market
Model (EMM) because we model the futures prices, which are directly observable in the market,
rather than the instantaneous futures prices (like in the Heath-Jarrow-Morton (HJM) framework
(1992)).
A Libor Market Model for energy trading companies has been proven to be useful for risk
management purposes. In particular, they need to measure financial and physical risks. The com-
mon energy risk measures can be divided into Value Based Risk Measures (VRM) (Value-at-Risk
(VaR), Expected Shortfall and Conditional VaR) and Flow Based Risk Measures (FRM) (Profit
at Risk (PaR) and Cash Flow at Risk (CFaR)). The first class of risk measures are particularly
suitable when we want to measure the risk embedded in standard derivative contracts, when mar-
ket liquidity allows to close the actual position in the market at every moment without incurring
any additional cost. Unlike, the second ones are used when it is not possible to calculate the fair
value of a product because we do not have for it a liquid reference. Therefore, it is quite difficult
to close a position without incurring expensive penalties or high liquidity costs.
In this chapter, we focus our attention on VRM. Traditional VRM calculation methods can
essentially be divided into two groups: analytical and numerical (simulation-based) methods. The
analytical methods are based on some theoretical assumptions such as the normality distribution
of underlying returns; this is clearly not realistic for electricity markets, for instance, due to price
spikes. Thus, for this reason the numerical methods should be preferred in the case of electricity
derivatives portfolios.
The dynamic of electricity futures prices is modelled as multi-factor market model where the
idea is to match the observed volatiliy term structure and correlation surface among different
electricity futures deliveries. Empirical analysis show that the distributions of electricity forward
log-returns are non-normal with fat-tails. In order to capture this feature, we analyse a LMM
model by introducing a component with a Normal Inverse Gaussian (NIG) distribution.
The non-normality distribution of electricity futures returns doesn’t allow to fit the historical
volatilities when we apply the Principal Component Analysis (PCA). For this reason, we consider
a method for decomposition of correlation/covariance matrix that can handle leptokurtic data:
the Independent Component Analysis (ICA).
Following this second approach, we are able to simulate the electricity forward term structure
and identify its features like seasonality, mean reversion and fat-tails.
By doing so, we contribute to the literature in various ways. First, to the best of our knowledge,
we are the first to apply a signal processing technique known as independent component analysis or
1We will define these contracts in the subsection 1.3.1 by focusing our attention on the problem of modelling
futures price dynamics. We will assume a deterministic interest rate. This means that forwards and futures have
no difference, so we will refer them with same term.
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blind source separation, for estimation a Libor Market Model to describe futures price dynamics.
The ICA methodology has already been used in financial applications to the problem of selecting
portfolio, e.g. Clémencon and Slim (2007). Second, we are also the first to propose a Lévy-based
model to describe electricity futures price dynamics with a deterministic component including
longï¿12 term variations and seasonality.
The rest of this chapther is structured as follows. Section 2 introduces a short literature
review of the models used in the Electricity Futures Market by distinguishing between HJM
and LMM approach. In Section 3 we discuss the ICA procedure which is used to estimate the
non-observable components of the model. Section 4 describes the numerical implementation of
the model, focusing on the estimation procedure of the individual components of the model, in
particular we show numerical results for EEX and Powernext futures markets. In the section 1.4
we present an important risk management application of the model, which is also a test for the
goodness of the model itself. Finally, section 1.5 contains some concluding remarks.
1.1 Review of electricity futures price models
Like in fixed-income markets modelling, we can roughly divide the electricity futures models into
two groups: the HJM and the LMM.
Most of the existing literature focuses the attention on stochastic models of futures contracts
based on the HJM approach. Bjerksund et al. (2000) were the first to consider the HJM-approach
in electricity markets. A discussion of HJM-type models in the context of power futures is given
in Koekebakker (2003), Koekebakker and Ollmar (2005), Fanelli and Musti (2008).
Following these authors, a general representation of the instantaneous futures prices, in the
risk-neutral settings, with a deterministic volatility function proportional to the futures prices
level is given by
df(t, T )
f(t, T )
=
p∑
k=1
Σk(t, T )dBk(t) , (1.1)
where f(t, T ) indicates the futures price at date t for delivery of the commodity at time T , with
t < T , where c = 1, .., C the number of different electricity futures contracts and Bk, k = 1, . . . , n
are independent standard Brownian motions. This means that the natural log of the futures price
is distributed
ln f(t, T ) ∼ N
(
ln f(0, T )− 1
2
p∑
k=1
∫ t
0
Σk(s, T )
2ds,
p∑
k=1
∫ t
0
Σk(s, T )
2ds
)
(1.2)
where N (m; v) is a normal distribution with mean m and variance v. An important problem in
(1.1) is choosing the volatility function that represents an input of model with the initial term
structure of the futures prices. In particular, it is chosen to answer three basic questions: which
are the number of basic deformations that are allowed by the model (i.e. the number of factors)?
Which are the shapes of the basic deformations? Which are the correlations between the basic
deformations (i.e. the correlation structure generated in the dynamics of futures log-prices)?
In the interest rate theory, these volatility functions can then be specified according to different
aims: functions giving Markov spot rates, functions to fit implied volatility surface (for instance a
model calibrated to caps and swaptions), functions constructed ad-hoc for fitting loading factors
coming from the Principal Component Analysis (PCA).
Focusing our attention to HJM for electricity markets, Bjerksund et al. (2000) propose two
different kinds of volatility function, a one and three factor model, respectively, for evaluating and
risk management purposes.
Koekebakker (2003) and Koekebakker and Ollmar (2005) propose an exponentially decaying
volatility function, consistent with Lucia and Schwartz’s (2002) spot price model, that allows to
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capture the Samuelson effect.2
Finally, Fanelli and Musti (2008) have proposed a HJM two-regime model for Italian electricity
swap prices assuming that the forward price dynamics are characterized by two different kinds
of movements: in normal stable periods they fluctuate around some long run average, and in
turbulent periods they experience jumps and short-lived spikes.3
Unlike stochastic models based on the HJM approach, forward models based on the LIBOR
models in interest rate theory were not highly regarded in the academic literature. From what we
know, there are only three studies which apply market models to electricity markets: Benth and
Koekebakker (2005), Kiesel et al. (2006) and Börger (2008).
Benth and Koekebakker provide a mathematical framework to model the swap curve using
Nord Pool data. They use several volatility functions in one-factor models. In particular, they
show that seasonality is an important feature of volatility in the futures market; therefore, they
introduce a seasonality function in the volatility specifications by modelling it as a truncated
Fourier series.
Kiesel et al. provide a two-factor (log-normal) model for electricity futures to fit the market
implied volatilities of EEX 4 futures options by minimizing procedure.
To our knowledge just one attempt has been made to describe the electricity forward and
futures dynamics directly based on Lévy processes: Böeger (2008) (which can be considered as
an extension of Kiesel et al. (2006)). He considers a two-factor NIG (Normal Inverse Gaussian)
process for electricity futures prices, and calibrates the model using Fourier option pricing formulas,
since the characteristic function of the log-price, described by a two factor Lévy process, is known
analytically.
1.2 Modelling electricity Futures
1.2.1 Libor Market Model for modelling of futures
Following Kiesel et al. (2006) and Börger (2008), a simple log-normal market model representation
in the filtered probability space (Ω,F , (Ft)t∈[0,T ′],P) is given by the following stochastic differential
equation:
d lnFc(t) = Ψc(t)dt+
n∑
k=1
Σc,k(t)dBk(t) (1.3)
where Fc(t) = Fc(t, τ
c
s , τ
c
e ) is the price at time t for an electricity future with delivery period[
τcs , τ
c
e
]
. We assume Ψ and Σ to be sufficiently regular functions such that the swap dynamic lnFc
is square integrable.
From (1.3), two parameters have to be defined: n, the number of factors necessary to explain
the variance for each contract c (i.e. n=2 means a two factor model) and the volatility function,
Σc,k.
The first parameter can be defined using a reduction technique (i.e. PCA), where n is chosen
in such a way to explain a fixed amount of volatility; for the second one we have to assume a
functional form that depends on the time to the start of the delivery period, τs − t, and that
allows to capture the volatility’s term structure movements, such as the level, the slope and the
curvature.
An ad hoc functional form of volatility that allows to consider these changes is given by (1.4)
Σc,k(t) = σ
(k)
0 +
(
σ
(k)
1 + σ
(k)
2
(
τsc − t
))
e−λ
(k)
(
τsc−t
)
(1.4)
2Futures contracts with shortest maturities show higher volatility levels than longest ones.
3Empirical analysis of the futures term structure show, in term of intensity and size, less spikes than the spot
one.
4European Energy Exchange.
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The next step is to estimate for each factor n the parameters of (1.4). A common and very
popular method to estimate models with several products (Multi-Factor Models) is the Principal
Component Analysis (PCA).
A PCA is mathematically defined as an orthogonal linear transformation that transforms the
data to a new coordinate system such that the greatest variance by any projection of the data
comes to lie on the first coordinate (called the first principal component), the second greatest
variance on the second coordinate, and so on.
The main hypothesis to apply this method is the Gaussian distribution of the returns. Even
though it is not the case in the financial markets, PCA is used for dimensionality reduction in a
data set, C, by retaining those characteristics of the data set that contribute most to its variance,
by keeping the first few principal components, n, and ignoring higher-order ones. Therefore, PCA
allows to obtain n < C needed to explain the dynamic of the variables.
Considering a sample of N observations and C futures price returns, the N × C data matrix
XN×C is specified as
XN×C =


x11 x12 . . . x1C
x21 x22 . . . x2C
...
...
. . .
. . .
...
...
. . .
. . .
xN1 xN2 . . . xNC

 . (1.5)
The corresponding sample covariance matrix Ψ of dimension C × C is
ΨC×C = PΛP ′, (1.6)
where
PC×C =


p11 p12 . . . p1C
p21 p22 . . . p2C
...
...
. . .
. . .
...
...
. . .
. . .
pC1 pC2 . . . pCC


and
ΛC×C =


λ11 0 . . . 0
0 λ22 . . . 0
...
...
. . .
. . .
...
...
. . .
. . .
0 0 . . . λCC

 .
Matrices P and Λ are the diagonal matrix of eigenvalues lambdaii with i = 1, . . . , C of Ψ and
the orthogonal matrix of eigenvector pi corrisponding to lambdaii, respectively, which satisfies
PP
′=IN where I is the identity matrix.
Performing the PCA returns C uncorrelated factors zi of size N × 1, Z = (z1z2 . . . zC), called
the principal components of X , each component being a simple linear combination of the original
normalised returns
zi = Xpi = x1p1i + x2p2i + · · ·+ xMpMi
The sample covariance of the principal components follows
var(Z) = P ′ΛP = P ′PΛP ′P = Λ. (1.7)
Hence, the principal components are uncorrelated and the variance of the i− th component zi
is λii.
The principal components are of convention ordered according to the size of eigenvalue so
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that λ11 ≥ λ22 . . . ≥ λCC. The first principal component, the one corresponding to the largest
eigenvalue, explains most of the variation. To explain all the variation in X, all C principal
components are needed. In particular, the theoretical covariance matrix in Eq. (1.6) can be
approximated using only the first M < C eigenvalues in Λ while putting the remaining equal to
zero. Thus, it is possible to measure the propotion of total variance by a simple criterion called
percentage of variance criterion.5 This criterion is based on the following procedure: additional
factors are added until the cumulative percentage of the variance explained,
∑M
i=1 λi∑
C
i=1 λi
, reaches a
prespecified level.
The PCA method can not be applied for all commodity markets. For example, in the case
of ICE6 Brent Futures term structure,7 we are able to explain 99.96% of the variance of 12
monthly contracts by using only three factors of the model (1.3). The Figure 1.1 displays the
PCA results considering the Brent futures term structure. In the top portion of Figure 1.1 we
plot the eigenvalues and the cumulative contribution of first M factors. We see that the first
three factors account for 99.96% of the total randomness. The middle and lower graphs display
the fitting of first three loading factors to the data and a comparison between theoretical and
empirical maturity volatilities, respectively.
The theoretical maturity volatilities can be computed by using the eigenvectors pMi corre-
sponding to the eigenvlaues λii, as follows:
σˆi(t, tm) =
√
λiipMi
where (tm) is the time to delivery of i− th futures contract.
This simple application of PCA to the oil market permits to assert that it is enough the
shifting, tilting and bending factors to model the term structure of this commodity. The other
moments of the data are not considered here, because the PCA is a second order method, it tries
to capture only the variance of the process, since it is the unique factor needed to model the
return, by hypothesis normal distributed. Unfortunately this is not the case for the electricity and
gas markets.
Figure 1.2 displays the PCA results for TTF futures term structure. From the upper graph,
we can look that more than three factors are needed to explain the same amount of variance
that we have explained for Brent. This means that the volatility parametrization (1.4) is not
useful anymore, and for this reason we will introduce a more general one; in particular, we use a
polynomial function of degree 5.8 In the lower graph we plot the histogram of the observed values
of each factor, which is a proxy for their respective marginal distributions, with a normal density
function. From a visual ispection we cannot model the joint distribution of the factors as a normal
distribution. Thus, we introduce a Lévy multi-factor model to deal with not normal returns.
5In statistical litereature does not exist a solid criterion as for how many factors should be used to approximate
the theoretical covariance well enough. Hair et al. (1992) discuss three possible criteria that can be used to select
the number of loading factors:
1. Eigenvalue criterion: Only eigenvalues greater than one are considered;
2. Scree test criterion: A graphical method where the eigenvalues are plotted as a diminishing series and where
the position of relatively sharp breaks in the series determines the number of factors.
3. Percentage of variance criterion.
6InterContinentalExchange.
7We can make the same considerations analysing Gasoil or Emissions Futures term structures.
8We apply the polyfit function in Matlab. The polynomial degree is chosen in such a way to reach the desired
fitting of volatility term structure.
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Figure 1.1: Principal component analysis. Results of the PCA on Brent futures price returns.
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1.2.2 Lévy Market Model for modelling of futures
Following the same approach of the LMM for interest rates, the model (1.3) can be generalized in
the framework of Lévy processes as follows:
d lnFc(t) = Ψc(t)dt +
n∑
k=1
Σc,k(t)dLk(t) (1.8)
where, as in the Brownian case we assume Ψ and Σ to be sufficiently regular functions such that
lnFc is square integrable, and dLk, k = 1, . . . , n are independent Lévy increments. Furthermore
we assume the following form for the mean reverting component Ψc(t):
Ψc(t) =
dsc(t)
dt
+ αc(sc(t)− lnFc(t)) (1.9)
This component allows us to capture the typical behaviour that we will analyse in detail in
the subsections 1.3.2, that is, the mean reversion in the direction of seasonality.
The model (1.8) describes the electricity futures prices dynamic; for this reason, we will refer
to it as a mean reverting Electricity Market Model (EMM).
We assume a NIG process, Barndorff–Nielsen (1998), for the independent increments dLk(t),
which means a Normal Inverse Gaussian distribution for increments; it is a particular case of a
more general one: the Generalized hyperbolic (GH), Barndorff–Nielsen (1977) and Eberlein and
Keller (1995).
The GH density is
f(x;λ, µ, α, β, δ) = c
(
δ2+ (x− µ)2)(λ−1/2)/2 exp(β(x− µ))×
Kλ−1/2
(
α
√
δ2 − (x− µ)2
) (1.10)
where Kλ is the modified Bessel function of the third kind with index λ, µ is the location param-
eter, α controls the steepness, β represents the skewness and δ the scaling parameter. The NIG
distribution is derived by setting λ = −1/2 in (2.4).
In order to have finite variance of the returns lnFc, we impose the integrability condition:
E
[ ∫ t
0
∫
R\{0}
| lnFc(s)|2ℓ(ds, dz)
]
<∞, (1.11)
where ℓ(ds, dz) is the Lévy-measure:
ℓ(ds, dz) = ds ℓ˜NIG(dz) = ds
αδ
π|z|K1(α|z|)e
βzdz. (1.12)
We point out that the Lévy-measure (1.12) is the product between the time and jump activity axis;
thus, the existence condition (1.11) is satisfied for δ > 0 and |β| ≤ α, which are the conditions
for the existence of the NIG-measure. In fact, we can go deeper in the analysis defining our
deseasonalized process:
X(t) = lnFc(t)− sc(t), (1.13)
which solves the SDE
dX(t) = −αX(t)dt+Σ(t)dL(t). (1.14)
We focus this analysis on n = 1 Lévy component. The generalization for more components is
straightforward. By using Ito’s formula we obtain the solution
X(t) =
∫ t
0
e−α(t−s)Σ(t)dL(s) (1.15)
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given X(0) = 0. The characteristic function of the process (1.15) is:
ψ ≡ E
[
exp(iθX(t))
]
= exp
[∫ t
0
φNIG(θe
−α(t−s)Σ(s))ds
]
, (1.16)
where φNIG is the log-characteristic of the NIG process L(1):
φNIG(θ) = δ(
√
α2 − β2 −
√
(α2 − (β + iθ))). (1.17)
Given the characteristic function (1.16) for the process (1.15), we are able to write the second
moment, which is:
m2 ≡ (−i)2 d
2ψ(0)
dθ2
=
[∫ t
0
φ′NIG(0)e
−α(t−s)Σ(s)ds
]2
+∫ t
0
φ′′NIG(0)Σ
2(s)e−2α(t−s)ds. (1.18)
If φ′NIG(0) and φ
′′
NIG(0) are finite, the second moment (1.18) is finite as well, as in the case
δ > 0 and |β| ≤ α. These are the conditions to have a finite variance process (1.15).
By assuming the Lévy dynamic (1.8) for the returns, PCA cannot be applied to estimate the
model since the main assumption is violated and the Independent Component Analysis (ICA)
must be used.
1.2.3 Independent Component Analysis applied to EMM estimation
ICA method is used to separate the independent components that build up the observed process.
Let’s assume to have the vector s ∈ Rn and a matrix A which is the mixture constant n × m
matrix. Using s and A, we can construct the observed random vector x ∈ Rm:
x = As (1.19)
The only assumption of this model is:
1. non Gaussianity of each independent component sj , j = 1, . . . , n, with just one exception
allowed,
2. the number of observed variables has to be greater than the number of independent compo-
nents m ≥ n,
3. the mixture matrix A has to be of full column rank.
In our case, and for the rest of this paper, we assume to have m = n. The aim of ICA is to
solve the system, finding the sources s and the mixing matrix A. In general ICA provides a vector
of independent component y and demixing matrix W such that:
y = Wx
= WAs
(1.20)
When W = A−1, ICA provides a perfect separation and y = s. There are different ways
to find out the independent components, but they all have the main purpose to maximize the
non Gaussianity of the sources and minimize the mutual information of each component. These
methods differ one from each other by the objective function and the algorithm used for the
optimization. It is possible to build up the objective function by using the differential entropy of
a random variable y distributed with law f(y). The entropy definition is given by the equation
(1.21):
H(y) = −
∫
f(y) log f(y)dy (1.21)
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As explained in Cover and Thomas (1991), information theory indicates that a Gaussian variable
has the largest entropy among all the random variables with equal variance, so we can define the
negentropy J(y) like a “distance” from Gaussianity by:
J(y) = H(yGaussian)−H(y) (1.22)
where yGaussian is a Gaussian random vector with the same covariance matrix as y. J is always
non negative, and it is zero if and only if y is a Gaussian random variable, Comon (1992). By
using negentropy it is possible to take into account the mutual information by definition (1.23)
I(y1, . . . , yn) = J(y)−
n∑
i=1
J(yi) +
1
2
log
∏
Ci,i
|C| (1.23)
where C is the covariance matrix of yi, and
∏
Ci,i is the product of the its diagonal elements. The
third term vanishes when C is diagonal, that is yi are uncorrelated: this does not mean they are
statistically independent. In fact, to make the optimization algorithm simpler, y are decorrelated
by a linear transformation. This step is called whitening.
Given equation (1.23) without the third term, it is possible to find the ICA formulation,
Hyvärinen (2000), as minimization of mutual information, I(y), which is equivalent to find the
directions J(yi) alongside the negentropy J(y) is maximized. .
The estimation of the negentropy is a difficult task. To solve this problem, we might use an
approximation of the negentropy, for example in Hyvärinen (1998) the author uses the approxi-
mation:
J(y) ≈ c[E[G(y)]− E[G(yGaussian)]]2 (1.24)
whereG(.) could be any of non-quadratic function and c is a constant that is irrelevant to maximise
J(y). In this paper, we use the algorithm developed in Hyvärinen (1997, 1999).9
In order to estimate the model (1.8) in applying ICA, it is useful to write it as
d lnFc(t)−Ψc(t)dt =
n∑
k=1
Σc,k(t)dLk(t) (1.25)
Equation (1.25) has to be read in the same way as (1.19), where the Lévy increment vector
dLk(t) is the source, which are mixed with the volatility matrix Σc,k(t), to obtain the observed
log-returns (clean of the mean-reverting component) d lnFc(t)−Ψc(t)dt.
1.3 Estimation of EMM by ICA
1.3.1 Data description
In this section, we estimate model (1.8) under the real world measure, using real data of EEX and
Powernext futures market.10 In general, electricity futures contracts have the distinctive feature
to provide a constant volume of power over a period rather than the whole volume at maturity,
paying the fixed futures price. According to the nature of the contracts, they represent an exchange
of fixed for floating electricity price. There are different kinds of futures contracts. They can be
classified as weekly, monthly, quarterly and yearly contracts, depending on the delivery period. For
example 1MW baseload Feb09 is a monthly futures contract that gives the holder the obligation
to buy 1MWh of energy for each hour of February, paying the futures price in Euros/MWh.
The seller provides the buyer the amount of energy of 1MW × 24h × 28. In addition to this
contracts, called baseload, there are peakload contracts that have a daily delivery from 8am to
8pm, Monday-Friday. In this paper we will consider only baseload futures.
9A MatLab algorithm, that permits to estimate the negentropy, can be downloaded from the following web site
www.cis.hut.fi/projects/ica/fastica/
10EEX and Powernext are the exchanges where German and French futures are listed, respectively.
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Another main feature of the electricity markets, which makes these markets completely different
from others, is the overlapping of delivery periods; for each date in fact, the next seven months,
ten quarters and six years are listed. This means that a position in a quarterly futures can
be replicated with a portfolio of three monthly futures positions, and in an analogous way, a
yearly contract can be replicated with four quarterly futures. In the HJM framework the model
describes the continuous forward curve dynamics, and the swaps obtained by the forward curve
have to satisfy all the no-arbitrage conditions, that makes the HJM approach complicated to deal
with Benth and Koekebakker (2005). This problem could be resolved by describing directly the
swap dynamics in a Market Model framework, because in this case the non-overlapping swaps are
directly modelled by choosing the appropriate building block : monthly, quarterly or yearly.
There is another problem we have to consider using the real data in the EMM estimation. For
the sake of clarity we propose two extreme cases, the first case is when we have a futures contract
with a delivery starting in one month, and the second case when the same futures contract is
closed at the delivery starting. Both refer to the same front month futures price, but they are
basically very different from a rigorous point of view: the former provides a pay-off in one month,
the latter in few days. In other words, they refer to different time to delivery period, even though
they are the same front month contract.
We face these problems through a smoothing algorithm. Different smoothing procedures were
developed in the academic literature, Fleten and Lemming (2003), Benth et al. (2007) and Borak
and Weron (2008). In this section, we apply the smoothing algorithm developed in Benth et al.
(2007) where the forward curve can be written as the sum of a seasonal function and an adjustment
function that measures the forward curve deviation from the seasonal component respectively.
f(t) = s(t) + ε(t) (1.26)
By using the forward curve (1.26), we might build the swap prices of any delivery period [τs, τe]
by the following:
F (t, τs, τe) =
∫ τe
τs
duf(u)w(u, τs, τe) (1.27)
where w(u, τs, τe) is some kind of normalized weight function. The objective function of this
algorithm is to maximize the smoothness of the adjustment function, which means:
min
∫ τe
τs
dt[ε′′(t)]2. (1.28)
In this way, the swap market price indicated in the (1.27) shall be obtained. The objective
function (1.28) means that the algorithm goal is to find out a continuous forward curve that
smoothes according to the market, as far as possible. This algorithm allows to build up swap
prices for every delivery period that needs to be highlighted and not only for those traded in the
market.
Furthermore, we can create swaps for any building block and in that way, they refer to the
same time of the delivery period.
We use a fourth-order polynomials for adjusting function ε(t). This means that we can write
the adjustment function as
ε(t,x) =


a1u
4 + b1u
3 + c1u
2 + d1u
1 + e1 t ∈ [t0, t1]
a2u
4 + b2u
3 + c2u
2 + d2u
1 + e2 t ∈ [t1, t2]
...
...
anu
4 + bnu
3 + cnu
2 + dnu
1 + en t ∈ [tn − 1, tn]
and the parameters
x
T =
[
a1, b1, c1, d1, e1 a2, b2, c2, d2, e2, ......., an, bn, cn, dn, en
]
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are estimated solving the convex quadratic programming problem (1.28) with the following con-
straints:

(
aj+1 − aj
)
u4j +
(
bj+1 − bj
)
u3j +
(
cj+1 − cj
)
u2j +
(
dj+1 − dj
)
uj +
(
ej+1 − ej
)
= 0
4
(
aj+1 − aj
)
u3j + 3
(
bj+1 − bj
)
u2j + 2
(
cj+1 − cj
)
uj +
(
dj+1 − dj
)
= 0
12
(
aj+1 − aj
)
u2j + 6
(
bj+1 − bj
)
uj +
(
cj+1 − cj
)
= 0
ε′(Tn,x) = 0
Fmkti =
∫ T ei
T s
i
w(r, t)(s(t) + ε(t,x))
(1.29)
with j=1,...,n-1.
We don’t consider a seasonality function because it does not reduce the error. This is due to
the fact that the seasonality is not important for the deliveries where the swaps are listed, the
market quotes can be obtained just through out the adjusting functions. Those periods for which
the delivery is not quoted, the condition on the adjusting function is ε′(t) = 0 and the seasonality
becomes the only important function to obtain the extrapolated prices.
We show the result of the smoothing algorithm applied for the EEX closing futures prices of
10th March 2009 in Figure 1.3. The RMSE11 between the swap market prices and the extrapolated
ones is equal to 0.3%. This is not a one way procedure; in fact this is exactly how to come back
from the model to the market prices.
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Figure 1.3: Smoothing forward curve. Example of the smoothing procedure for EEX futures
in March 10, 2009.
1.3.2 Estimating the EMM for individual contracts
In order to estimate the model (1.8), we use the EEX term structure evolution during the period
2006–2008. By considering all futures contracts traded on EEX during the sample period and
applying the smoothing procedure showed in the previous section, we build up a data set made
on a basis of six monthly, six quarterly and three yearly swap contracts. In this way, instead of
11Root Mean Square Error.
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modelling all electricity futures in the market, we divide it in three segments according to the
length of the delivery period.
The main features of the three data sets are: seasonality, trend and non Gaussianity. We
model the trend and seasonal component by using a parametric periodical function:
sc(t) = β0 + β1t+ β2cos
(
2π
(
t− β3
)
/250
)
(1.30)
We estimate the parameters in (1.30) by using a least square approach for each futures contract.
For example, we show in the left side of the Figure 1.4 the fit result for the fifth monthly and
second quarterly ahead future contract; in particular, an annual periodicity can be observed in
the log-price.
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Figure 1.4: Seasonality and fitted Normal density. Estimated seasonalities (left graphs) and
histograms (right graphs) of the fifth month (upper graphs) and second quarter (lower graphs)
ahead futures residuals with normal density curve after trend, seasonal and AR(1) component
have been removed.
Differently, we can see from Figure 1.5, there is no evidence of annual seasonality for the yearly
contracts, therefore, we use only the linear trend of (1.30). After the seasonal estimation function,
we remove the effect of this component by subtracting it from the log-price. The acf12 of the
deseasonalized log price, see Figure 1.6, shows a strong memory effect. Figure 1.6 refers just to
the first monthly contract, but this is a common feature among all the contracts. As suggested
by the pacf13 in the bottom graph of the Figure 1.6, we remove the AR(1) component.
Having removed the AR(1) component we obtain the ACF in Figure 1.7 with no evidence of
a long memory effect.
12Autocorrelation function (acf).
13Partial autocorrelation function (pacf).
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Figure 1.5: Historical yearly futures prices. Time series of yearly EEX futures prices (in e),
with different delivery periods, from January 2, 2006 to December 31, 2008.
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Figure 1.6: Autocorrelation of prices. The panel plots the autocorrelation (acf - upper graph)
and partial autocorrelation (pacf - lower graph) of the first deseasonalized monthly futures log–
prices. The red dashed line is the 5% of confidence interval.
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Figure 1.7: Autocorrelation of residuals. The upper panel plots the autocorrelation of residuals
of the first deseasonalizedmonthly futures log–prices after the AR(1) component has been removed.
The lower panel shows the partial autocorrelation of the filtered prices. The red dashed line is the
5% of confidence interval.
Now we have completely estimated the mean-reverting component (1.9) of our model.
The estimated mean-reversion parameters αˆi are very close to zero, meaning that the speed of
mean reversion is rather slow. The parameters are reported in Tab. 1.1.
We have to point out that not all of the estimated parameters are significantly (5% confidence
level) different from zero. This means that we cannot reject the unit root hypothesis for the time
series of the deseasonalized log price, and in fact the Augmented Dickey-Fuller test (ADF) confirms
this for several forward contracts. Nevertheless, we decided to use a mean reversion model for
two main reasons. First, the mean reversion component allows to force the prices to stay close
enough to the seasonal level. Second, we have tested the power of the ADF test by Monte Carlo
simulation. We simulated mean reverting samples with parameters of same order of magnitude of
those estimated, and we made an ADF test for each of 10,000 paths simulated. The test rejected
afterwards the null hypothesis twelve times over one hundred, basically saying that according to
a sample of 750 observations involved, included in our historical sample, we obtained an error of
second type with 88% of probability. Consequently, we prefer to use a mean reverting model.
Once we have removed the seasonal and the autoregressive components, we have to manage
the residuals. In order to reduce the dimensionality of the model we could apply PCA. Figure
1.8 shows the variance explained by the number of principal factors for monthly and quarterly
contracts, and we can see the explanation of only 90% of variance observed by using the first three
factors; this means that we should expect roughly 10% error between the observed and fitted
volatility. For yearly contracts the situation is slightly better because the number of contracts is
lower than the monthly and quarterly ones.
We could consider all the factors involved to increase the accuracy of fitting. Even for all the
components, we do not need to improve it too much, because we are using the volatility structure
(1.4) to fit the loading factors. This is an ad–hoc parametrization used to fit suitably the first
three factors: level, slope and curvature. By applying the ICA method, these three movements
are lost. Therefore, a more general parametrization should be defined. We decided to use a
polynomial parametrization to fit the loading factors by fixing the degree n in order to get the
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Figure 1.8: Principal component analysis. Principal component analysis (PCA) for EEX
monthly and quarterly futures contracts.
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desired approximation.
Furthermore, the residuals x = d lnFc(t)−Ψc(t)dt are far from being normally distributed, as
shown in the two examples inside the Figure 1.4, with kurtosis values14 equal to 6.68 (upper case)
and 6.08 (lower case). The non normality hypothesis of residuals is confirmed by the Jarque-Bera
test. The large deviations from normality of the residuals produce a biased volatility estimation
by PCA. For all these reasons we assume a Lévy type process for the source component s = dLk,
and we apply the ICA algorithm to the residuals x, analysed in detail in the section 1.2.3, to
decompose them in the mixing matrix A = Σc,k and source s.
Figure 1.9 shows independent components (ICs) obtained by applying the FastICA algorithm
on the residuals of monthly futures. In Figure 1.10, we fit the first three sources, obtained from
the application of ICA on monthly futures, with the NIG and Normal distribution. This figure
shows a better fitting of NIG distribution than the Normal one. The Kolmogorov-Smirnov test
confirms that we cannot reject the NIG distribution for the residuals.
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Figure 1.9: Independent component analysis. Independent components (ICs) of EEX monthly
futures returns.
The sources dLk(t) within each market segment (monthly, quarterly and yearly) are indepen-
dent by definition, therefore, we estimate the NIG distribution for each independent source. The
parameters are estimated by maximum likelihood method and the results are shown in Tab. 1.2.
Once we have estimated the model, we are able to compare the observed volatilities with those
obtained by the estimated model.
Figures 1.11 shows the results for monthly, quarterly and yearly futures.
These figures show a good fitting for monthly and yearly forwards; in fact the RMSE are 1.3%
and 1.5% respectively. For the quarterly case the fitting is worse than the others, with a RMSE
equal to 6.2%. The main error comes from the volatility of the first quarter.15 A deeper analysis
on this mismatch shows that the error comes from the NIG estimation of the first IC, which is the
most important component for the first quarter due to the structure of the mixing matrix. The IC
14The kurtosis value assumes different ranges according to the length of the delivery period. For monthly futures
the kurtosis value assumes values between 4.52 and 11.05; for quarterly futures the range of value is between 6.08
and 41.34 and the last but not least for yearly futures is 9.90 and 12.94
15This error disappears when we analyse the French futures.
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Figure 1.10: Fitted Normal and NIG density. Comparison of empirical density to the fitted
Normal and NIG distributions of the first three sources dLk(t) computed on EEX monthly futures.
should have a variance close to one, but we get 0.57 by using the estimated parameters. We have
tried to add further constraints on the parameters in the maximum likelihood procedure, but the
algorithm becomes extremely time consuming.
Regarding the correlation among the EEX contracts, we sum up the results in Tabs. 1.3–1.5.
From those observed in the market we can realize a decreasing correlation with the lag period
of the contracts, for the monthly and the yearly case. This monotone behavior is lost for the
quarterly case.
Comparing the Tabs. 1.3–1.5 we can realize that the results are similar to those obtained for
the volatilities. We get quite a good fitting for the monthly and yearly forwards contracts, but
not for the quarterly ones. This is strictly related to the volatility mismatch.
We have applied the same estimation procedure to the French futures listed on the Powernext
exchange, with the same time window as for the EEX. The volatility fitting in Figure 1.11 and
the correlation matrices in Tabs. 1.6–1.8 show results similar to those obtained for the German
market, meaning that the two markets have similar features captured by the EMM.
We conclude this section with a simulation study where futures price paths are simulated by
using the model (1.8) and the estimated parameters as given in the Tabs. 1.1 and 1.2. In Figures
1.12-1.17 we compare the historical and simulated EEX paths realizing a very similar evolution;
joined to the volatility and correlation fitting makes the EMM suitable to manage the risk of
Electricity futures portfolios.
1.4 Application to Value-at-Risk computation
In this section, we make an important application of the EMM to the EEX energy market. This is
not only a simple risk management application, but it is also a test for the goodness of this model.
In particular, we consider three virtual German futures portfolios and compute their VaRs using
the estimated model for each of the three market segments. We have considered all the futures
prices listed on EEX market, from Jul 2002 to Sep 2009. The statement of this test is presented
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Figure 1.11: Empirical and fitted volatilities. This figure displays empirical and fitted volatility term structures for EEX (upper graphs) and Powernext
(lower graphs) monthly (left graphs), quarterly (middle graphs) and yearly (right graph) futures contracts.
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Figure 1.12: Observed and simulated EEX monthly term structure.
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Figure 1.13: Cross-sectional analysis of monthly futures. This figure displays simulated
prices paths of German futures prices with monthly delivery period.
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Figure 1.14: Observed and simulated EEX quarterly term structure.
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Figure 1.15: Cross-sectional analysis of quarterly futures. This figure displays simulated
prices paths of German futures prices with quarterly delivery period.
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Figure 1.16: Observed and simulated EEX yearly term structure.
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Figure 1.17: Cross-sectional analysis of yearly futures. This figure displays simulated prices
paths of German futures prices with yearly delivery period.
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in the Figure 1.18.
Figure 1.18: Statement of the back testing analysis. This figure is the graphical represen-
tation of the back testing analysis computed to evaluate the performance of the proposed Lévy
Market Model and the estimation methodology by ICA for estimating the Value-at-Risk.
We consider every trading day between 1st Jul 2004 and 11th Sep 2009 and for each of those
days we estimate the model using two years of data backwards with respect to the running trading
day. Once we have the estimated model, we compute the daily-VaR at the 95% confidence level for
a virtual portfolio build up by positions of different futures contracts. This allows us to compare
the computed daily-VaR with the MTM (Mark-to-Market) variations due to the daily historical
variation of the futures prices. This is done for every trading day of our time windows. We show
the results in Figure 1.19.
In these Figures we plot the variation of MTM (∆-MTM), the green line, and two daily-VaRs
at the 95% confidence level. The red line refers to VaR measures computed by assuming model
(1.3) with volatility function (1.4). The model parameters are estimated by PCA. The blue line
is the VaR values obtained by the model (1.8) and estimated by ICA.
At a glance we observe in this figure a higher daily-VaR for the Lévy type model than for the
Brownian one and a trend more sensitive to the daily ∆-MTM. In order to evaluate the goodness
of the models considered in this section, we analyse the outcomes of two tests: Kupiec (1995) and
Christoffersen (2004). With respect to the VaR ,the former tests have the break down frequency
of the ∆-MTM equal to the theoretical one.
We sum up the results in Tab. 2.5. In particular, we can see that the Lévy type model
(1.8) estimated by ICA provides a more consistent measure of VaR considering the three market
segments. In fact, the ICA exceedance frequencies (second column) of MTM (first lines of the
three different deliveries) are not statistically different from the theoretical 5%, since the Kupiec
statistics (second lines) are lower than 2.71, which is the critical value of a chi-square distribution
with degree one and 10% significance level. For the Brownian case, we are able to accept the null
hypothesis only for the monthly case. This confirms the better risk management performance of
model (1.8) with respect to (1.3).
1.5 Conclusions and future developments
In this chapter, we have proposed a multifactor Lévy model for the electricity future market with
the aim of capturing the main features of these markets, like seasonality, fat tails, and to fit the
observed volatility term structure and correlations. The correlation structure in place between
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Figure 1.19: Performance results. This figure displays the Value-at-Risk measure computed
for three portfolios with positions on EEX monthly (upper graph), quarterly (middle graph) and
yearly (lower graph) futures contracts, respectively. The Value-at-Risk is computed assuming that
the dynamics of electricity futures are described with a Lévy and Gaussian Market Model. EMM
parameters are estimated by ICA procedure; Gaussian Market Model ones by PCA. In this last
case, we assume that the volatility structure (1.4) to fit the loading factors.
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futures is achieved combining independent Lévy type process in a linear combination. Each ICs
are separated by the Independent Component Analysis in the estimation step. This is a technique
similar to the Principal Component Analysis, but unlike that, it can deal with non Gaussian
processes. We have seen that the estimated model fits the observed volatilities and correlations
reasonably well.
This model provides a natural application in risk management framework, in particular to
manage risk of power future portfolios.
A possible and very challenging development is to estimate models on different markets, for
example EEX and Powernext, and to fit the cross correlations between those different markets.
The correlation structure between two markets might be reached by setting the right correlation
between the ICs of the two different markets. It is true that every IC of the Lévy process is
independent from the other within the same market, but it does not preclude to be correlated
with the IC of the other market.
Furthermore, it could be interesting to calibrate the model on the option market prices, but
this is a very difficult task for a multifactor Lévy model. Börger (2008) calibrates a two factor
Lévy model on electricity futures options, but no attempt has been made for a multifactor one,
and maybe it is not feasible.
There is also an open issue we do not face in this article, which is the existence of an equivalent
martingale measure. It seems a complicated subject but, since we are not interested in pricing
derivatives contracts, like options, we do not face it and leave it for future works.
1.6 Tables
Parameter Monthly Quarterly Yearly
α1 0.0082 0.0051 0.0069
α2 0.0056 0.0069 0.0053
α3 0.0036 0.0089 0.0037
α4 0.0031 0.0072
α5 0.0046 0.0085
α6 0.0092 0.0105
Table 1.1: Estimated mean reversion parameters. Estimated parameters of the AR(1)
process for futures contracts with different maturity.
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Product Maturity µˆ αˆ βˆ δˆ
1M 1.810−3 0.422 2.110−3 0.360
2M 0.138 0.814 −0.147 0.749
Monthly 3M 0.072 1.048 −0.073 1.024
4M 0.076 0.954 −0.076 0.942
5M −0.012 1.066 0.012 1.056
6M 0.146 1.595 −0.147 1.580
1Q 0.011 0.931 −0.028 0.275
2Q −0.075 0.969 0.075 0.959
Quarterly 3Q 0.011 0.616 −0.012 0.591
4Q −0.129 0.714 0.172 0.517
5Q 3.810−3 0.745 −3.910−3 0.730
6Q −0.040 1.045 0.039 1.038
1Y −0.007 0.436 0.007 0.456
Yearly 2Y −0.011 0.718 0.013 0.638
3Y 0.127 1.169 −0.134 1.103
Table 1.2: Estimated GH parameters. Estimated parameters of the NIG distribution divided
by product and maturity.
Maturity 1M 2M 3M 4M 5M 6M
1M 1
2M 0.7143 1
Empirical 3M 0.6834 0.7722 1
4M 0.5969 0.7115 0.7509 1
5M 0.5664 0.6320 0.6839 0.7384 1
6M 0.3926 0.5081 0.4925 0.5923 0.5599 1
1M 1
2M 0.7202 1
Model 3M 0.6830 0.7746 1
4M 0.6044 0.7111 0.7565 1
5M 0.5641 0.6334 0.6873 0.7455 1
6M 0.4291 0.5342 0.5323 0.6121 0.6070 1
Table 1.3: Empirical and fitted correlation matrix for EEX monthly futures.
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Maturity 1Q 2Q 3Q 4Q 5Q 6Q
1Q 1
2Q 0.4661 1
Empirical 3Q 0.6003 0.8256 1
4Q 0.4604 0.8096 0.8327 1
5Q 0.5745 0.7843 0.8405 0.8443 1
6Q 0.4101 0.8078 0.8009 0.8298 0.8081 1
1Q 1
2Q 0.6115 1
Model 3Q 0.6506 0.8404 1
4Q 0.5670 0.8058 0.8369 1
5Q 0.6363 0.7950 0.8355 0.8420 1
6Q 0.5389 0.8002 0.8090 0.8211 0.8100 1
Table 1.4: Empirical and fitted correlation matrix for EEX quarterly futures.
Product Maturity 1Y 2Y 3Y
1Y 1
Empirical 2Y 0.9086 1
3Y 0.8459 0.9431 1
1Y 1
Model 2Y 0.9179 1
3Y 0.8554 0.9461 1
Table 1.5: Empirical and fitted correlation matrix for EEX yearly futures.
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Maturity 1M 2M 3M 4M 5M 6M
1M 1
2M 0.4765 1
Empirical 3M 0.5238 0.6873 1
4M 0.4149 0.5628 0.6044 1
5M 0.4219 0.5261 0.5042 0.5905 1
6M 0.3906 0.5072 0.5042 0.5131 0.5686 1
1M 1
2M 0.5345 1
Model 3M 0.5142 0.7032 1
4M 0.4455 0.5705 0.6159 1
5M 0.4471 0.5383 0.5150 0.6009 1
6M 0.3989 0.5088 0.5007 0.5159 0.5793 1
Table 1.6: Empirical and fitted correlation matrix for Powernext monthly futures.
Maturity 1Q 2Q 3Q 4Q 5Q 6Q
1Q 1
2Q 0.6920 1
Empirical 3Q 0.5446 0.6960 1
4Q 0.4762 0.6259 0.4796 1
5Q 0.5883 0.6335 0.6871 0.5214 1
6Q 0.5372 0.6557 0.5875 0.5711 0.6458 1
1Q 1
2Q 0.6955 1
3Q 0.5528 0.6960 1
4Q 0.4836 0.6309 0.5177 1
5Q 0.5915 0.6357 0.6840 0.5569 1
6Q 0.5404 0.6537 0.6001 0.5663 0.6525 1.
Table 1.7: Empirical and fitted correlation matrix for Powernext quarterly futures.
Product Maturity 1Y 2Y 3Y
1Y 1
Empirical 2Y 0.8983 1
3Y 0.8144 0.9303 1
1Y 1
Model 2Y 0.9014 1
3Y 0.8168 0.9300 1
Table 1.8: Empirical and fitted correlation matrix for Powernext yearly futures.
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Product PCA ICA
Monthly 5.61% 4.47%
0.997 0.7981
Quarterly 7.20% 5.50%
11.92 0.568
Yearly 6.29% 5.91%
4.30 2.19
Table 1.9: Back test results. The first line within each market segment is the exceed frequency
of MTM vs daily VaR at confidence level, the second line refers to the Kupiec statistic.
Chapter 2
Modelling of negative day-ahead
electricity prices
2.1 Introduction
Following the liberalization of markets, electricity is now traded in a similar fashion to other
commodities. During the last two decades, spot and forward markets have been established in
many countries. Consequently, the behaviour of electricity prices has been discussed and analyzed
by practitioners and academics for the purposes of structuring, pricing and trading, implementing
hedging strategies, and estimating the risks of energy portfolios.
Due to the special features of electricity, most notably its non-storability, the modeling of
electricity prices is far from trivial. For many applications such as risk management it is however,
essential to be able to properly describe the complex price behavior.
Therefore, a detailed analysis of historical data is necessary to accurately build up a model that
permits us to capture the characteristics of the dynamics of electricity prices. Several models have
been proposed for electricity price dynamics. In general, we can roughly divide these electricity
models into two groups: spot price models and forward price models. In this paper, we introduce
a model within the first category.
Stochastic processes driving the spot price dynamics proposed in the extant literature are
designed to model seasonality, mean reversion, high volatility, and occasional positive spikes.
Positive spikes are referred to upward jumps followed shortly by a downward jump and are the
result of occasional outages, capacity limits of generation and transmission facilities or sudden,
unexpected and substantial changes in demand or supply. In the following, we introduce a model
that is able to generate also negative spikes. These can (but do not have to) generate negative
prices.1
Thus, we consider another important feature of the price process which is peculiar to electricity
markets: prices can be negative. In particular, we base our analysis on German intra-day prices
from the European Energy Exchange (EPEX).2 Covering the French and German markets, the
EPEX could be considered the most important trading venue in Europe.
Analyzing the EPEX market, we can observe positive and negative price spikes.3 For example,
we observe a negative spike with size -99.93 e/MWh on November 24, 2009 from 3 am (-50.01
e/MWh) to 4 am (-149.94 e/MWh) and -34.05 e/MWh on January 6, 2008 from 6 am (36.07
e/MWh) to 7 am (2.02 e/MWh), and a positive one on November 25, 2008 with size +359.48
1For example, a drop from 100 e/MWh down to 10 e/MWh within one hour and a subsequent upward jump
can be considered a negative spike of -90 e/MWh. However, when analyzing electricity markets, negative spikes
can also be observed at or to a negative price level, e.g. a drop from 25 e/MWh down to -100 e/MWh within one
hour and a subsequent upward jump.
2EPEX is a is a joint venture owned by Powernext (50%) and EEX (50%). In May 2008, EEX and Powernext
announced the cooperation of their electricity markets, resulting in the creation of two new companies:
• EPEX Spot SE: based in Paris, the joint venture EPEX Spot facilitates power spot market trading 365 days
a year on the French, German/Austrian and Swiss hubs;
• EEX Power Derivatives: based in Leipzig, the company facilitates German and French power derivatives
trading for futures and options.
3Negative spot prices are a new phenomenon in European power markets. Nordpool electricity prices have
exhibited this feature since the end of 2009. In the US, this phenomenon has also been observed; furthermore,
negative spikes can be also observed, as analyzed in Knittel and Roberts (2005).
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e/MWh from 5 pm (+134.78 e/MWh) to 6 pm (+494.26 e/MWh).4 Figure 2.1 shows the price
series for these three dates.
Although occurring infrequently, these spikes appear often enough that disregarding them
might be grossly negligent. Most likely, they are a result of the growth of electricity production
from renewable sources enforced by the German Renewable Energy Act (Erneuerbare-Energien-
Gesetz - EEG).5 Negative spikes can also occur in periods of very low demand or interconnection
failure.
Negative electricity prices pose a substantial challenge in energy risk management activities
and for optimization and realistic valuation of generating facilities. We propose a non-Gaussian
process to model German intra-day prices that permits us to capture the standard characteristics of
electricity, namely seasonality, mean reversion, fat tails, positive spikes and, additionally, negative
spikes. Furthermore, we propose a simple and practical estimation procedure for our model.
By doing so, we contribute to the literature in various ways. First, to the best of our knowledge,
we are the first to conduct a detailed study on the problem of negative spikes in electricity markets.
Second, we are also the first to propose an arithmetic Lévy-based fractional autoregressive (FAR)
model to describe electricity price dynamics with negative prices and negative spikes. Although
Knittel and Roberts (2005) observe negative prices when studying the distributional and temporal
properties of hourly electricity prices from California, they do not investigate them from a modeling
standpoint. Third, our paper contributes to the empirical literature as we are the first to study
the EEG’s effects on hourly German day-ahead spot prices.
The rest of the paper is structured as follows. In Section 2, we describe the EEG and discuss
its effects on day-ahead spot prices in the German market. Section 3 provides a literature review
of electricity spot price models. In Section 4, we introduce a model for the dynamics of electricity
spot prices allowing for positive and negative price spikes. In Section 5, we describe the data used
and develop the estimation procedure for our model. In Section 6, we demonstrate the ability of
our model to capture the features of the data. Section 7 concludes.
2.2 The German electricity market and the effects of the
EEG
In Germany, coal, nuclear, and gas power are the most important resources to produce electricity.
However, renewable sources for electricity production have become more and more important.
Wind represents the major renewable source of electricity in Germany. According to information
provided by the German government, electricity consumption generated by wind turbines was 37.8
TWh in 2009, which equals 6.5% of Germany’s total electricity consumption in that year. From
1995 to 2009 the renewable capacity has grown by an average rate of 10.95% per year.6
The development of wind-based generation technologies has been mainly driven by a guaranteed
feed-in tariff due to the Electricity Feed-In Act (Stromeinspeisungsgesetz - StrEG), which has been
in place since 1990. The aim of feed-in tariffs (FITs) has been to support the market development
of renewable energy technologies for electricity generation. The StrEG was modified in several
ways in April 1998 with the adoption of the Energy Supply Industry Act and in 2000 with the
EEG.
The growth of renewable energy sources has produced two different effects. The first effect
concerns the selling price of electricity to final customers, which is among the highest of all
European countries. The producers of green energy are assigned a fixed tariff per unit of electricity
produced to fund their contributions to renewable electricity generation; in exchange, they are
obliged to feed their electricity production into the public grid for a certain period of time, usually
20 years. The funds needed to guarantee the fixed feed-in price are refinanced by a variable levy
4The identification of a spike (whether positive or negative) can be done using some statistical procedure (see
Section 5.2).
5See Section 2.2 for a description of the EEG and its consequences for electricity prices.
6This information can be found on the webpages of the German Federal Ministry for the Environment, Nature
Conservation and Nuclear Safety (BMU): www.bmu.de/english.
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Figure 2.1: Negative and positive spikes. Time series of hourly EPEX day-ahead electricity
prices (in e) for the German market in November 2009 (top graph), January 2008 (middle graph),
and November 2008 (bottom graph).
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imposed on the final customers. In 2008, the subsidy of renewable energy sources implied an extra
cost of about e 4.5 billion to final consumers. The EEG levy has had major effects on large
industrial consumers, with a growth of electricity costs and a reduction of their competitiveness.
For this reason, the German government has tried to mitigate the effects of the EEG on these
consumers by introducing a cap on the levy (hardship clause) on their bills and applying the full
levy only for the first 10% of their total electricity consumption.7
The second effect concerns the influx of renewable electricity sales on intra-day prices.8 In the
old EEG, Transmission System Providers (TSOs) purchased renewable power from producers at
fixed tariffs. Producers provided the TSOs with a schedule of renewable electricity to be delivered
at each day of the month. The TSOs then traded this schedule on the exchange against the
real renewable electricity production. Under this EEG version, TSOs were able to establish the
volume of green electricity production to be sold on the spot market. Therefore, hypothetical
imbalances generated by renewable electricity production as differences between scheduled and
realized production were mitigated by the TSOs.
However, under the latest German renewable law, German TSOs are obliged to take wind
production with priority and to sell it directly on the exchange. Therefore, TSOs are not able to
avoid potential order imbalances, which substantially increase the possibility of negative prices,
as the grid operator may bid a negative price to achieve market clearing. At the same time, the
EEG has increased the use of wind energy technologies for electricity generation. This means that
negative spikes are more likely to be observed as it is more likely to have high wind production.
Negative spikes are not solely due to the effects of the EEG. Other factors also contribute to
generate them. In general, negative spikes occur at times when very low demand meets high supply.
Therefore, in addition to the EEG, such spikes can also be generated by factors contributing to
exceptional slumps in demand (e.g., sudden drops in industrial activities), limited flexibility of
power plant operations (e.g., sudden interruptions, high start-up costs, low flexibility of power
plants such as lignite and nuclear baseload plants), and limited transmission capacities.
From a statistical standpoint, Genoese et al. (2010) analyze the relationship between negative
electricity prices (negative spikes are considered implicitly) observed on the German day-ahead
spot market for the years 2008 and 2009, and the contingent factors (system load, wind generation,
net export, residual load) that characterize them. Although the empirical correlation between
negative market prices and contingent factors is relatively weak, Genoese et al. (2010) show
that either low system load combined with moderate wind generation or a moderate system load
combined with high wind generation are sufficient for the occurrence of negative prices.
Therefore, the occurrence of negative prices and spikes can not be deemed a residual phe-
nomenon,9 but is instead related to the current structure of the German electricity market. This
explains why the EPEX has introduced a lower price limit of -3,000 e/MWh for the German
TSO zones.10 And negative prices and negative spikes are not even disappearing. Although the
number of negative prices has decreased in 2010, they still occur regularly. The sample period
used in the present paper stops at Q3 2010. However, we have also observed them in Q4 2010
(two occurrences) and Q1 2011 (eight occurrences). Therefore negative prices and spikes must be
considered when modeling the process of electricity prices. Overlooking this phenomenon would
make a substantial difference in valuations (e.g., when valuing a power off-peak position). More-
over, since the standard logarithmic conversion is not possible with negative prices, they pose a
serious problem to electricity price modelling.
7For a detailed description of the EEG levy, refer to www.bmu.de/english.
8See also Genoese et al. (2008) for a detailed analysis of this aspect.
9This was suggested by Knittel and Roberts (2005) and Geman and Roncoroni (2006).
10Interestingly, the lower price limit for delivery in the French TSO zone is 0.01 e/MWh, documenting the
structural differences in terms of regulations and composition of generating sources between these two markets and
the ensuing possibility that negative prices will occur.
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2.3 Review of electricity spot price models
In this section, we discuss several stochastic models proposed in the extant literature to describe
the electricity spot price. The physical peculiarities of electric power, most notably its non-
storability, confer a special dynamic behavior on electricity prices: high volatility levels, fat tails,
complex periodic behaviors, and spikes. These features make electricity price dynamics difficult
to compare with those of traditional financial assets.
Although there exists a variety of spot price models, none of these has been widely accepted
as industry standard. There is, however, little disagreement that a typical model to describe
electricity price dynamics should have at least three components: a seasonal component, a mean
reverting component, and a spike component.
Lucia and Schwartz (2002) suggest one- and two-factor Gaussian Ornstein–Uhlenbeck (OU)
processes to model daily electricity prices. Barlow (2002) builds on this pure diffusion approach
and proposes a model based on non-linear OU processes (NLOU), motivated by the structural
non-linear relationship between load and prices. Fiorenzani (2007) develops an extension of this
structural model, proposing a mixture of an NLOU process and a standard OU process.
However, these early models do not allow for jumps/spikes in the price process. Therefore,
Cartea and Figueroa (2005) propose an extension of the Lucia and Schwartz (2002) mean reverting
model by introducing jumps. Knittel and Roberts (2005) and Seifert and Uhrig-Homburg (2007)
conduct an extensive analysis of modeling electricity prices using Gaussian diffusions and Poisson
jump components with Gaussian jump sizes.11 Besides a constant jump intensity they also consider
a non-constant deterministic and a stochastic jump intensity to account for jump clustering.
Geman and Roncoroni (2006) consider all the specific features that a probabilistic electricity
price model should have and propose a regime switching (RS) process particularly suitable to
model spiky price behavior. RS models have been also proposed by Huisman and Mahieu (2003),
de Jong (2006) and Weron (2009). Bierbrauer et al. (2007) provide a detailed analysis of RS
models. They conduct an empirical study of daily spot price modeling for the German power
market and examine the goodness of fit of various RS model specifications and benchmark them
against a set of Gaussian mean reversion and jump diffusion models.
Finally, models based on Lévy jump diffusions have been proposed by Benth et al. (2007),
Meyer-Brandis and Tankov (2008), Klüppelberg et al. (2010), and Borovkova et al. (2009).
These models seem better suited than Gaussian jump diffusions to capture the erratic behavior of
electricity prices.
Benth et al. (2007) are the forerunners of Lévy-based approaches for modeling electricity
prices. They propose an additive model described by the sum of non-Gaussian OU processes. Each
component consists of a pure jump process with only positive jumps as a source of randomness
which are described by Gamma distributions. The individual components are mean reverting with
different rates. Their model is designed to reproduce path and distributional properties of spot
prices, among them spike behavior, while preserving analytical tractability. Benth et al. (2007)
obtain closed form formulas for electricity futures and other derivatives prices but leave open
the question of how to estimate the model statistically. Klüppelberg et al. (2010) answer this
question, proposing an estimation procedure for the additive non-Gaussian OU model of Benth
et al. (2007). In particular, they focus their attention on modeling (positive) price spikes that
are considered as rare events and for this reason tools from Extreme Value Theory (EVT) can
be applied to identify them. Klüppelberg et al. (2010) assume a three-factor non-Gaussian OU
process: two OU Gamma processes to capture the multiscale autocorrelation and another process
to describe the spike component of prices where the source of randomness is described by a Pareto
distribution. However, as the original model of Benth et al. (2007), negative prices, and, in
particular, negative spikes, are not possible in their model.
11Knittel and Roberts (2005) also consider GARCH models in their analysis.
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2.4 An arithmetic Lévy-based FAR model
In the previous section, we have investigated some electricity models proposed in the extant
literature. Almost all of these electricity price models have been designed and tested to reproduce
the features of daily baseload prices, i.e. daily average prices, while most traded products are
exposed to intra-day price behavior, i.e. hourly prices. To the best of our knowledge, only Burger
et al. (2004), Knittel and Roberts (2005), Huisman et. al (2007) and Fiorenzani (2007) attempt
to describe the hourly spot dynamics of electricity.
The complexity of the price dynamics increases substantially with the frequency of price ob-
servations. Modeling hourly prices is more difficult than daily baseload prices because intra-day
behaviors have to be considered in the stochastic process that describes the spot price dynamics.
Benth et al. (2007) and Klüppelberg et al. (2010) consider a continuous-time three-factor non-
Gaussian OU process for modeling electricity spot prices. The first factor describes short-term
spike behavior with high mean reversion, the second factor captures medium-term behavior, and
a third factor the long–term variation with low mean reversion. However, as Klüppelberg et al.
(2010) state, estimating a multi-factor Lévy OU model is a difficult problem since mixture models
are always difficult to decompose statistically into their different factors.
Furthermore, Meyer-Brandis and Tankov (2008) and Klüppelberg et al. (2010) observe that the
autocorrelation of electricity spot prices displays a hyperbolic rather than an exponential decay,
or equivalently, prices exhibit a multiscale autocorrelation structure. This means that electricity
spot price time series have long memory. They model this behavior by fitting the autocorrelation
function using the sum of two exponential functions. Unlike their approach, we model the presence
of long memory in the time series of prices by a first order fractional autoregressive process, or
FAR(1) for short.
We propose a model that is able to reproduce the characteristics of electricity prices together
with a relatively simple and feasible estimation procedure to calibrate it to historical data. We
present this in a discrete-time setting, as we are interested in risk management applications of our
model.
Following Benth et al. (2007), we assume that the hourly electricity spot price E(t) can be
described by two parts, E(t) = s(t)+S˜(t), where s(t) is a deterministic component including long–
term variations and seasonality, and S˜(t) is the adjusted (for long–term variations and seasonality)
spot price following the (discrete-time) process
S˜(t) = µS˜(t− 1) + (1− L)−d(∆L(t) + ∆J(t)) (2.1)
where ∆L(t) = L(t) − L(t − 1) and ∆J(t) = J(t) − J(t − 1) are the discrete-time increments of
two independent Lévy processes, which we specify below.12 The first Lévy process, L(t), describes
the fluctuations around the long–term price level s(t), and the second Lévy process J(t) captures
positive and negative price spikes.
A distinctive feature of the proposed model is the component
(
1−L)−d; L is the lag operator,13
and d the fractional integration parameter, which describes the multiscale autocorrelation of prices.
We assume 0 < d < 0.5.14
We do not model a logarithmic transformation of the price, as is often done with other asset
prices in order to allow for potentially negative prices. Since there is no logarithmic transformation
to somehow smooth out extreme prices, a very heavy-tailed distribution must be used for spikes.
They can not be captured simply by the first Lévy component; for this reason we suggest modeling
12Lévy processes are defined as stochastic processes (i) whose increments are independent and stationary, (ii)
whose sample paths are, with probability one, right continuous functions of time with left limit. See Cont and
Tankov (2004) for a detailed analysis of Lévy processes.
13In general, LdY (t) = Y (t − d).
14We restrict the value of d in the interval (0, 0.5) to capture the long memory behaviour of spot prices. As we
show in Section 2.5.4, the observed autocorrelations are all positive and decay monotonically and hyperbolically as
the lag increases. This excludes the case with short memory, −0.5 < d < 0. When d = 0, the model reduces to an
AR(1) process (though with Lévy noise), whose autocorrelation decays exponentially. Although ruled out by the
data, we analyze the latter as a limiting case, given the popularity of OU model for electricity prices.
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spikes by the second Lévy process, J(t), separately. In what remains of this section, we present a
detailed analysis of the components of the proposed model.
The model described in Equation (2.1) is an autoregressive fractional integrated moving-
average (ARFIMA) process with Lévy noise. An ARFIMA process15 is the solution of
Φ(L)Y (t) = Θ(L)(1 − L)−dε(t), (2.2)
where d > −1, Φ(L) = 1−∑pi=1 φiLi and Θ(L) = 1−∑qi=1 θiLi are polynomials of degree p and
q, respectively; ε(t) is a process with finite variance, and the operator (1− L)−d is defined as
(1− L)−dε(t) =
∞∑
k=0
Γ(k + d)
Γ(k + 1)Γ(d)
ε(t− k) (2.3)
where Γ(·) is the Gamma function.16 The triplet (p, d, q) is used to specify the ARFIMA process.
In our case, p = 1 and q = 0, so that Y (t) = φ1Y (t − 1)(1 − L)−dε(t) which is called first order
fractional autoregressive (or FAR(1)) process. Hence, letting Y (t) = S˜(t) and φ1 = µ, we obtain
Equation (2.1), where ε(t) is a Lévy process.
In general, for every Lévy process X(t) there exist: a vector γ˜, a positive definite matrix A,
and a positive measure ℓ˜ that uniquely define its distribution,17 so that (γ˜, A, ℓ˜) is the Lévy
triplet of X(t). The Lévy–Itô decomposition entails that X(t) can be represented as the sum
of two independent Lévy processes: a continuous process, Xc(t), with triplet (γ˜, A, 0);18 and a
discontinuous one, Xd(t), with triplet (0, 0, ℓ˜).
According to the Lévy–Itô decomposition, the proposed deseasonalized discrete-time Lévy
model in Equation (2.1) can also be represented as the sum of independent processes: one
continuous Lévy process with covariance matrix A = 0 and a sum of discontinuous Lévy pro-
cesses. Since L(t) and J(t) are independent Lévy processes, we define L˜(t) = (1 − L)−dL(t) and
J˜(t) = (1 − L)−dJ(t), with Lévy measures ℓ˜L˜ and ℓ˜J˜ , respectively.19 Thus, the Lévy triplet
characterizing the process S˜(t) is (µ˜S˜ , 0, ℓ˜S˜) where ℓ˜S˜ = ℓ˜L˜ + ℓ˜J˜ and
µ˜S˜ = µL˜ + µJ˜ −
∫
[−√2,1]U [1,√2]
yℓ˜S˜(dy).
Describing the Lévy components L(t) and J(t) in more detail, we make the following assump-
tions. For L(t), we suggest to use a Lévy process with marginal distributions in the class of
Generalized Hyperbolic (GH) distributions. This is a very flexible family of distributions which
can model skewness and heavy tails. The GH density is given by
f(x;λ, υ, α, β, δ) = c
(
δ2 + (x− υ)2)(λ−1/2)/2 exp(β(x− υ))×
Kλ−1/2
(
α
√
δ2 − (x− υ)2
)
(2.4)
whereKλ(·) is the modified Bessel function of the third kind with index λ; the normalizing constant
c is given as
c =
(α2 − β2)λ/2
√
2παλ−0.5δλKλ
(
δ
√
α2 − β2
) . (2.5)
υ is the location parameter of the distribution; α controls the steepness; β represents the skewness;
and δ denotes the scaling parameter. The GH Lévy process is a pure jump process with the Lévy
15See Robinson (2003) and Palma (2007) for a more detailed description.
16See Palma (2007), Equation 3.13.
17See Benth et al. (2008). The Lévy measure ℓ˜ is also defined as the unique positive measure on R that counts
the number of jumps of all sizes per unit of time.
18If ℓ˜ = 0, then the Xc(t) process has no jumps; i.e., the process reduces to a Brownian motion with drift γ˜ and
covariance matrix A.
19These results follow from Cont and Tankov (2004), Theorem 4.1, Example 4.1 and Proposition 5.3.
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measure
ℓ˜GH = |z|−1eβz
{
1
π2
∫ ∞
0
exp(−
√
2y + α2|z|)
J2λ(δ
√
2y) + Y 2λ (δ
√
2y)
dy
y
+ λe−α|z|
}
dz (2.6)
if λ ≥ 0, and
ℓ˜GH = |z|−1eβz 1
π2
∫ ∞
0
exp(−
√
2y + α2|z|)
J2−λ(δ
√
2y) + Y 2−λ(δ
√
2y)
dy
y
+ λe−α|z|dz (2.7)
if λ < 0. Jλ(·) and Yλ(·) denote the Bessel functions of the first and second type with index λ,
respectively.20
Regarding the second Lévy component, we assume J(t) to be the sum of two homogeneous
compound Poisson (CP) processes
J(t) = J+(t) + J−(t). (2.8)
Let {Ψ+}∞i and {Ψ−}∞i be sequences of independent and identically distributed random variables.
We define the cumulative jump sizes as follows:
J±(t) =
N±(t)∑
i=1
Ψ±i , (2.9)
where N± are Poisson processes with intensities φ± that are also independent of Ψ±i .
The Lévy measures of the processes J±(t) are given by
ℓ˜±CP = φ
±FΨ(dz), (2.10)
where FΨ denotes the distribution of Ψi. Therefore, J(t) is equal to the sum of two independent
Lévy processes, J+(t) and J−(t); thus J(t) is also a Lévy process with Lévy measure ℓ˜J = ℓ˜+CP +
ℓ˜−CP .
Finally, Equation (A.2) is properly defined when the Lévy component has finite variance. The
variance of L(t), i.e. the variance of a generalized hyperbolic distribution, is21
Var(L(t)) = δ2
(
Kλ+1(ξˆ)
ξKλ(ξˆ)
+
β2
α2 − β2
[
Kλ+2(ξˆ)
Kλ(ξˆ)
−
(
Kλ+1(ξˆ)
Kλ(ξˆ)
)2])
, (2.11)
where ξˆ = δ
√
α2 − β2. The variance is finite for δ ≥ 0 and |β| < α if λ > 0, δ > 0 and |β| ≤ α if
λ = 0 and δ > 0 and |β| ≤ α when λ < 0.22
The variance of the second Lévy component, J(t), is the sum of the variances of the independent
components J+(t) and J−(t). For each of them,
Var
(
J±(t)
)
= φ± t
(
Var(Ψ±(t)) + E
[
Ψ±
]2)
. (2.12)
In Section 2.5.2, we will use a generalized Pareto distribution to model Ψ±, i.e. Ψ± ∼
GPD(ψ±, ξ±, u±) with E
[
Ψ±(t)
]
= u± + ψ
±
1−ξ± and Var
(
Ψ±(t)
)
= ψ
±
(1−ξ±)2(1−2 ξ±) , which are
finite when ξ± < 1 and ξ± < 12 , respectively.
23
20Because L(t) has marginal distributions in the class of GH distributions, it follows that ℓ˜L= ℓ˜GH .
21See Prause (1999), Proposition 1.14.
22In Section 2.5.5, we estimate the GH parameters for λ < 0 (NIG) and λ > 0 (HYP). In both cases (see Table
2.4) the conditions for a finite variance are satisfied.
23In Section 2.5.2, we estimate the GPD parameters (see Table 2.2) and the condition for a finite variance is
satisfied.
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2.5 Empirical analysis
Having introduced our model, we can explain in detail the procedure to estimate it. The calibration
to market data can be divided into five steps:24
1. De-meaning the data (making the series mean-stationary).
2. Identifying positive and negative extreme price spikes.
3. De-seasonalizing the data.
4. Estimation of the mean reversion and the long memory parameters.
5. Estimation of the GH parameters.
First, we briefly describe the German electricity spot market data, on which we focus in this study.
2.5.1 Data description
The EPEX spot power market is a day-ahead market; for every day we observe 24 hourly prices for
delivery the day after the market session took place. Each hour from 8.00 am to 8.00 pm, Monday
to Friday, is considered a peak-hour; the remaining hours are off-peak. In the following we analyze
the time series of hourly day-ahead prices for the period from January 1, 2007 to September 28,
2010 yielding 32,808 observations. This price data can be obtained directly from the webpage of
the EPEX.25
Figure 2.2 shows the hourly price evolution whereas Table 2.1 reports summary statistics of the
hourly price data. By visual inspection of the time series in Figure 2.2, the presence of positive and
negative price spikes can not be overlooked. This observation strongly suggests the introduction of
a negative spike component. Moreover, the time series shows a time-varying average, as confirmed
in the fourth column of Table 2.1: the average level of prices in 2008 is roughly twice as high as
the average level of 2007 and 2009. This means that we could have a nonstationary time series
of prices. For this reason, we will identify price spikes after de-meaning (on an annual basis) the
historical data (piecewise constant line in Figure 2.2).26
Table 2.1 reports also the number and the percentage of non-positive prices. It can be observed
that the number of non-positive prices has substantially increased from 28 in 2007 up to 73 in
2009 and decreased in 2010. Furthermore, the price spikes occurred in 2007 and 2008 in the winter
seasons unlike in 2009. The fifth and sixth columns display a decrease of the minimum price as
well as the maximum price (the minimum price in 2007 is 0 e/MWh versus -500.02 e/MWh in
2009; the maximum price in 2007 is 821.90 e/MWh versus 88.07 e/MWh in 2010). Moreover, it
can be observed that the volatility of prices has decreased over the years.
2.5.2 Identifying price spikes
The presence of spikes in the de-meaned time series of electricity prices influences the analysis of
seasonality and mean reversion in the data. For this reason, it is best to identify and remove these
extreme prices before proceeding with the estimation of the other components.
24An alternative to our four step procedure would be to estimate all parameters of the model simultaneously.
One possible approach of doing so is a Markov Chain Model Carlo (MCMC) estimation that has been used in recent
studies of equity indices, such as Eraker et al. (2003). We do not follow this approach for two reasons: (i) since the
model estimated by Eraker et al. (2003) consists mainly of Gaussian distributions it is possible to use conjugate prior
distributions, yielding closed form expressions for the posterior distributions and therefore the possibility to use a
Gibbs sampling approach. This is not possible in our case, where many non-Gaussian distributions are involved.
Therefore, we would need to use a Metropolis algorithm for almost every parameter. This is computationally
extremely time consuming and not feasible in reasonable time. (ii) as the MCMC estimation of Levy processes
is relatively unexplored, one would need to conduct extensive simulation experiments before one could rely on
the results; this is in contrast to our approach where we only employ well-known techniques for which extensive
experience exists.
25See www.epexspot.com/en.
26In unreported analysis, we have de-meaned the prices using quarterly averages, yielding no significant differences
in our conclusions. The results of this robustness check are available upon request.
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Year Period NOBS Average Median Min Max Std Dev Skew Kurt Neg Neg(%) Neg.Sp Pos.Sp
Q1 2160 29.74 27.37 0 300.01 14.89 3.46 54.23 20 0.93 0 5
Q2 2184 33.21 27.02 1.15 387.11 22.63 5.13 53.27 0 0 0 50
2007 Q3 2208 31.00 28.33 3.97 100.06 13.09 0.80 4.17 0 0 0 3
Q4 2208 57.75 46.18 0 821.90 47.24 5.39 64.87 8 0.36 0 310
Total 8760 37.98 30.09 0 821.90 30.35 6.87 115.39 28 0.32 0 368
Q1 2184 56.19 54.99 0 149.92 19.00 −0.14 3.10 18 0.82 120 1
Q2 2184 65.54 63.72 0 213.08 27.51 0.97 5.90 1 0.05 119 83
2008 Q3 2208 73.17 70.33 0 274.95 27.85 0.46 4.78 1 0.05 92 137
Q4 2208 68.01 62.11 −101.52 494.26 35.14 1.51 15.58 15 0.68 152 159
Total 8784 65.75 63.30 −101.52 494.26 28.65 1.16 11.85 35 0.40 483 380
Q1 2160 47.35 44.05 −109.97 159.92 19.92 0.51 6.77 9 0.42 12 50
Q2 2184 32.38 34.96 −151.67 74.91 13.55 −2.12 22.87 25 1.14 44 0
2009 Q3 2208 37.03 37.00 −29.92 117.99 14.46 0.47 5.44 5 0.23 11 7
Q4 2208 38.76 38.28 −500.02 182.05 25.00 −6.29 114.79 34 1.54 47 15
Total 8760 38.85 38.07 −500.02 182.05 19.40 −3.23 83.97 73 0.83 114 72
Q1 2160 41.01 40.66 −18.10 88.07 12.78 −0.22 3.85 5 0.23 18 0
Q2 2184 41.51 43.35 −0.08 83.89 13.00 −0.64 3.67 5 0.23 24 0
2010 Q3 2160 43.40 45.44 1.55 75.84 11.81 −0.79 3.77 0 0 5 0
Total 6504 42.01 43.27 −18.10 88.07 16.60 −0.55 3.73 10 0.15 47 0
Total 32808 46.45 42.03 −500.02 821.90 27.13 2.88 57.55 146 0.45 644 820
Table 2.1: Summary statistics. Hourly prices from January 2007 to September 2010 divided into quarters. “NOBS” is the number of observed prices.
“Neg” and “Neg(%)” are the number and the percentage of non-positive prices, respectively. “Neg.Sp” and “Pos.Sp” are the number of prices above (positive
spikes) and below (negative spikes) the thresholds determined in our estimation procedure.
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Figure 2.2: Historical day-ahead prices. Time series of hourly EPEX day-ahead electricity
prices (in e) for the German market from January 1, 2007 to September 28, 2010 (blue line) and
the annual mean price (red line).
To identify the extreme price spikes, we follow Klüppelberg et al. (2010) and apply results from
EVT.27 In general, EVT is concerned with the modeling of extreme events (such as price spikes).
There are two related ways of identifying extreme values in the data. The first approach, called
Block-maxima, considers the maximum the variable takes in successive periods – for example,
months or years. The delicate point of this method is the appropriate choice of the periods
defining the blocks. The selected observations constitute the extreme events, also called block (or
per period) maxima. Following this approach, the extreme events can be described by a generalized
extreme value (GEV) distribution. The second approach, called the Peak Over Threshold (POT)
method, focuses on the realizations exceeding a given threshold u, which can be well approximated
by a generalized Pareto distribution (GPD). In this paper, we follow this second approach to filter
out the distributional properties of the spike processes.
The implementation of the POT method involves the following two steps: (i) select the thresh-
old u, and (ii) fit the GPD function to the exceedances over u. In order to identify the threshold u,
different techniques and plotting strategies can be employed to assess the appropriateness of the
selected model for the price spikes.28 We employ a useful graphical procedure to identify the value
of u: the sample mean excess function. Suppose pn ≥ .... ≥ p1 are the observed prices ordered by
size; the sample mean excess function is defined by
en(u) =
∑n
i=1
(
pi − u
)
I(pi>u)∑n
i=1 I(pi>u)
(2.13)
where I{·} denotes the indicator function. Equation (2.13) is the sum of the excesses (ph −
u), ..., (pn−u) over the threshold u divided by the number of data points that exceed the threshold
u.
The sample mean excess function describes the expected excess over the threshold given that
an exceedance occurs. In this way, we obtain an empirical estimate of the mean excess function.
27See Embrechts et al. (1997) for a rigorous treatment of EVT.
28Embrechts et al. (1997) provide a detailed analysis of techniques that can be used to select the threshold.
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Figure 2.3: Mean excess plots. Sample mean excess plot for the left tail (top graph) and the
right tail (bottom graph) of the hourly spot prices.
The points over the threshold can follow three different patterns: an upward, a constant, or a
downward trend. An upward or downward trend indicate heavy- or short-tailed behavior, which
implies that the data follow a GPD whereas a constant pattern indicates that the tail follows an
Exponential distribution.29
The selection of an appropriate threshold u is a critical issue. Indeed, if the threshold is set
too high, there will not be enough data over u to obtain good estimates of the GDP parameters;
furthermore, we do not want u to be too low because we want to analyze prices spike. The sample
mean excess plot can be very helpful for the selection of the threshold u, which is selected such
that the mean excess plot becomes linear.30
We apply the POT methodology to the right and left tails. In the latter case, we simply change
the sign of the prices so that the methodology can be applied without changes. Figure 2.3 shows
the sample mean excess plots corresponding to the day-ahead spot prices.
From an inspection of the plots in Figure 2.3, a clear positive trend is detected after u− =
-37.99 e/MWh31 for the threshold of the left tail and u+ = 54.21 e/MWh for the threshold of
the right tail. These values are located at the beginning of a portion of the sample mean excess
29The interpretation of these three patterns is explained in McNeil (1997).
30See McNeil et al. (2005), p. 280.
31In Figure 2.3, the value of u− is positive because we change the sign of prices when we apply the POT method
to the left tail.
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plot that is roughly linear, leaving 2% and 2.5% of the observations in the tails, i.e. 644 and 820
prices, respectively.
Finally, we need to estimate the parameters of the GPD distributions
Pr
(
p ≤ u+ y|p > u
)
≈ 1−
(
1 +
ξ
(
p−u
)
ψ
)−1/ξ
p ≥ 0
(2.14)
by maximizing the log-likelihood function L(·, ·) for the sample of observations exceeding the
threshold u:
maxψ,ξ L(ψ, ξ) =


−nu lnψ −
(
1
ξ + 1
) nu∑
i=1
ln
(
1 +
ξ
ψ
(pi − u)
)
if ξ 6= 0
−nu lnψ − 1ξ
( nu∑
i=1
pi + nuu
)
if ξ = 0
(2.15)
where nu is the number of observations exceeding the threshold u; ψ > 0 is the scale parameter;
and ξ is the shape parameter.
GPD + –
threshold level 2.5% 2%
u 54.21 −37.99
ξ 0.4154 0.4312
(0.0003) (0.0033)
ψ 18.1907 8.5517
(0.0003) (0.0059)
Table 2.2: Estimated GPD parameters. Estimated parameters for the GPD. Standard errors
are reported in parenthesis.
Estimating the GPD parameters for the left and right tails by Equation (2.15) yields the results
reported in Table 2.2. Based on the results of Pickands (1975) and Balkema and de Haan (1974)
the exceedance distribution converges to either a GPD or an Exponential distribution.32 In order
to verify that the GPD is the appropriate choice in our case, Figure 2.4 compares, for the left and
right tail, the fit of these two possible distributions with the empirical distribution of exceedances.
The graphs demonstrate that the fit of the GPD is far superior.
From these plots, we can conclude that the GPD, with the estimated values of u− and u+,
permits to capture the behavior of the highest positive and negative observed prices. However,
we can see that the GPD fitting is better for positive price spikes than for negative ones, which
can also be observed from the QQ-plots in Figure 2.5.
All prices lower than negative and higher than positive thresholds are considered negative and
positive spikes, respectively. The last two columns of Table 2.1 report the number of spikes for
the entire sample period. Figure 2.6 shows the same spikes, although for a specific year (2008),
for convenience divided into quarters.33
From Figure 2.6, it is clear that there is no seasonal pattern in the frequency of extreme price
spikes. In particular, we observe a downward trend in the occurrence of positive spikes, which has
already been documented in the descriptive analysis; the frequency of positive spikes decreases
during the four years of our data set; differently, the frequency of negative spikes increases during
the first three year, and decreases in the last year.
Since we do not observe any well defined seasonal behavior for the occurrences of spikes in the
32See also Embrechts et al. (1997).
33We do not report the plots of the other years for brevity. They are available from the authors on request.
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Figure 2.4: Empirical versus GPD and Exponential distribution. Empirical and esti-
mated GPD and Exponential distributions for the left (top graph) and right (bottom graph) tail
exceedances above the thresholds u− and u+.
data, we assume a monthly constant spike intensity denoted by φ±m, which is estimated as
34
φ±m =
number of spikes over the threshold in month m
total number of observations in the month m
. (2.16)
Figure 2.7 plots the estimated spike frequencies on a quarterly basis. It confirms that the spike
occurrences have neither a constant nor a seasonal behavior but we observe a stochastic pattern
of negative spikes over the years.
2.5.3 Periodic component
The next step is to identify the deterministic component including long-term variations and sea-
sonality in the time series. Typically, it is assumed that high (hourly) and low (annual or sea-
sonal) periodic components characterize electricity spot price series. Different parametric and
34This is different from the approach taken by Geman and Roncoroni (2006) and Benth et al. (2007), who
consider a time dependent frequency of positive spikes by introducing a seasonal intensity function.
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Figure 2.5: QQ-plots. QQ-plots for the left (top graph) and right (bottom graph) tail exceedances
above the thresholds u− and u+.
non-parametric techniques can be used to filter out the periodic component from the hourly data
set before concentrating on the study of its statistical properties. To identify the structure of the
cyclical behavior, we conduct a Fast Fourier Transform (FFT) analysis.35
Figure 2.8 shows the different frequency components of periodic behavior for the hourly day-
ahead prices. This spectral analysis identifies two main components in the historical data: high
frequency peaks corresponding to a well defined intra-week periodicity, and a low frequency struc-
ture related to a more complex monthly behavior. We can observe peaks at high frequencies
corresponding to 12-hours (peak), 24-hours (daily), and a lower frequency of 168-hours (weekly),
respectively.
Once we have identified the frequencies of the periodic structure, it is possible to use different
approaches to model the weekly, seasonal, and yearly components.
Analyzing daily observations, usually an annual and a semi-annual periodicity is observed in
electricity spot prices; this pattern can be parsimoniously removed by employing time dependent
35See Weron (2006). The author also provides an extensive analysis of other techniques available to filter out the
seasonal components in electricity prices and loads.
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Figure 2.6: Price spikes. Identified spikes (red points) in the observed (de-meaned) hourly spot prices from January 1 to December 28, 2008, divided
into quarters (dates are in the month/day format).
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Figure 2.7: Spike frequencies. Frequencies of observed positive (upper graph) and negative
(lower graph) spikes on a quarterly basis.
parametric functions containing sine and cosine components.36 As we work with hourly and not
daily data, a parametric approach such as in Geman and Roncoroni (2006) becomes very difficult
to implement as the number of parametric components and parameters required gets very large.
Therefore, we follow a non-parametric approach.
We employ a simple clustering mean week method to identify the deterministic component.
This method consists of finding the average weekly pattern for each month m of our data set by:
sm(t) =
1
w
w∑
j=1
Sm,j(t), (2.17)
where w is the number of weeks within month m and Sm,j(t), t = 1, .., 168, is the price vector, of
length 168, observed for week j of month m.
We determine the deterministic seasonality function of the model computing Equation (2.17)
for each month of our hourly data set. Using this simple method, a constant seasonal function
is assumed for each week of the same month. Although our approach is relatively simple, it is a
parsimonious way to capture the cyclical behavior of the observed prices.37
2.5.4 Estimation of the FAR component
After the application of the above filtering methodology, a de-meaned, de-spiked and de-
seasonalized time series of prices is obtained. This residual is not a white noise but it follows
a more complex stochastic process, with a mean reversion behavior. In Figure 2.9, the autocor-
relation structure is investigated using the autocorrelation function (ACF), upper panel; and the
partial autocorrelation function (PACF), lower panel.
The ACF of the filtered (de-spiked and de-seasonalized) data (black), and the PACF of the
filtered data clearly indicate that we need a mean-reverting component to explain the evolution
of the time series. By fitting an AR(1) process, the autocorrelation after 20 lags should be less
36See, for example, Geman and Roncoroni (2006) or Klüppelberg et al. (2010).
37Alternatively, one could use more sophisticated non-parametric approaches such as the Hodrick–Prescott filter.
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Figure 2.8: Periodogram from the de-spiked price series
than 0.1 (from Yule-Walker equation). However, from the graph (black line) we observe that the
actual autocorrelation after 20 lags is about 0.4, and in general it is much higher than the one
given by an AR(1) for any lag. This is the reason why we adopt a process featuring long memory,
i.e. a FAR(1) process.
Several estimators are available for the parameter d.38 Following Whittle (1953), we estimate
d and µ by maximum likelihood. The results are provided in Table 2.3. The red line in Figure 2.9,
upper panel, is the ACF of prices after the annual mean, spike, seasonal and FAR components are
removed.
FAR Estimates
d 0.4690
(0.0015)
µ 0.3905
(0.0017)
Table 2.3: Estimated FAR parameters. Estimated parameters of the FAR(1) process. Stan-
dard errors are reported in parenthesis.
Having identified these three components, we can now deal with the residuals, which are
random but not normal.
2.5.5 Estimation of the GH parameters
The empirical density of the residuals, plotted in Figure 2.10, displays fat tails and non-
Gaussianity, which is confirmed by performing the Jarque–Bera test. The null hypothesis of
normality can be rejected at any reasonable significance level. For this reason, we suggest model-
ing the residuals with a density function from the class of the GH distribution defined by Equation
38Estimators of d can be categorized into two groups: parametric, like the ones based on likelihood maximization,
as proposed by Whittle (1953) (described also in Robinson (2003), Palma (2007), and Brockwell and Davis (1991)),
and semiparametric, as the approach proposed by Geweke and Porter-Hudak (1983).
2.5. Empirical analysis 53
0 20 40 60 80 100 120 140 160 180
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
lags − 168 hours
a
u
to
co
rre
la
tio
n
 
 
prices
filtered prices
residuals
0 20 40 60 80 100 120 140 160 180
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
lags − 168 hours
pa
rti
al
 a
ut
oc
or
re
la
tio
n
Figure 2.9: Autocorrelation. The upper panel plots the autocorrelation of observed prices
(blue line), de-spiked and de-seasonalized prices (black line) and the residuals after the FAR(1)
component has been removed (red line). The lower panel shows the partial autocorrelation of the
filtered prices.
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λ υˆ αˆ βˆ δˆ KS
NIG −0.5 0.0899 0.1815 −0.0059 2.7549 0.0055
(-) (0.0228) (0.0089) (0.2028) (0.265)
HYP 1 0.0005 0.3813 −0.0004 0.4005 0.0131
(-) (0.0147) (0.0088) (0.3269) (0.000)
Table 2.4: Estimated GH parameters. Estimated parameters of the NIG and the HYP distri-
butions. Standard errors are provided in parenthesis. KS is the Kolmogorov-Smirnov test statistic
with the corresponding p-values in brackets computed at the 5% significance level.
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Figure 2.10: Fitted GH densities. Comparison of empirical density to the fitted GH distribu-
tions, for λ = −0.5 (NIG) and λ = 1 (HYP).
(2.4). In particular, we consider two special cases of the GH distribution, which have both been
studied in a financial context: the Hyperbolic distribution (HYP) with λ = 1, proposed by Eber-
lein and Keller (1995); and the Normal Inverse Gaussian distribution (NIG) with λ = −1/2,
introduced by Barndorff-Nielsen (1998). The parameters of the GH distributions are fitted using
maximum likelihood. The estimation results are reported in Table 2.4.39 Checking the significance
of parameters using a standard t-test, we can observe that the estimated parameters αˆ and δˆ of
the NIG distribution are statistically significant at the 1% level, whereas βˆ is not. For the HYP
parameters only the steepness parameter αˆ is significant. From the t-test results we can conclude
that, as expected, the distribution of residuals is not asymmetric since we have preprocessed, i.e.
de-meaned, de-spiked and de-seasonalized, the data. Figure 2.10 shows the empirical density of
the residuals together with the fitted NIG and HYP distributions using a logarithmic scale in
order to emphasize the heavy-tailed nature of the data.
We can observe that the NIG fitting is better than the HYP one. This is confirmed by the
results of the Kolmogorov–Smirnov (KS) test. Whereas the HYP distribution is rejected with a
p-value below 0.0001, the NIG distribution is not. For this reason, we use the NIG distribution to
model the remaining stochastic component. This completes the estimation of the proposed model.
39See also Oigard et al. (2005) on the estimation of GH distributions.
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2.6 Model performance
2.6.1 Simulation
In this section, we demonstrate how to simulate our model. This serves two purposes. First, if
a model provides a good description of reality, simulating from the model should produce time
series with similar properties as the observed data. Thus, we can analyze whether our model is a
reasonable description of the considered hourly electricity prices. Second, simulation is a powerful
tool for risk management. By describing an efficient algorithm to simulate our model, we therefore
provide the end-user with everything needed to employ the model in practice.
To simulate the de-seasonalized spot price E(t) − s(t) using the model specification given in
Equation (2.1), the Lévy components is simulated,40 and added to the deterministic components
(seasonality s(t) and mean reversion µS(t − 1)). The Lévy component L(t) is represented by
a NIG distribution; therefore, we need a sampling method to draw random numbers from this
distribution. This can be achieved by the algorithm proposed by Rydberg (1997):
L = υ + βZ +
√
ZY
∼ NIG(α, β, υ, δ) (2.18)
∼ NIG(0.1815,−0.0059, 0.0899, 2.7549), (2.19)
where Z is drawn from the Inverse Gaussian (IG) distribution, IG(δ2, α2 − β2), and Y from the
standard Normal distribution.
The sampling of Z consists of first drawing a random variable V , which follows a χ2 distribution
with one degree of freedom, defining a new random variable
W = ζ +
ζ2V
2δ2
− ζ
2δ2
√
4ζδ2V + ζ2V 2 (2.20)
and letting
Z = W IU1≤ ζζ+W +
ζ2
W
IU1≥ ζζ+W , (2.21)
with U1 being uniformly distributed and ζ = δ/
√
α2 − β2. The above procedure generates random
numbers from a NIG(α, β, υ, δ) distributed random variable L.
The second component that has to be sampled are the two spike processes, J+(t) and J−(t),
i.e. we need to implement Equations. (2.8) and (2.9). The sampling of J+(t) and J−(t) consists of
drawing from two different random components each. The first variable N counts the numbers of
spike events in the simulation period and is drawn from a Poisson (Poi) distribution with intensity
φ; therefore, N+ ∼ Poi(φ+) and N− ∼ Poi(φ−). The second component is the set Ψ, where Ψi is
the size of the i-th jump. The elements of Ψ are iid GPD variables (Ψ ∼ GPD(ψ, ξ, u)) that are
independent from the Lévy process L and the basic Poisson process N . Sampling from the GPD is
straightforward (see, e.g., Tankov and Voltchkova (2009)). Using the values estimated in Section
2.5.2, we have Ψ+i ∼ GPD(18.1907, 0.4154, 54.21) and Ψ−i ∼ GPD(8.5517, 0.4312,−37.99).
2.6.2 Results
Figure 2.11 displays a simulated path for the proposed model: the lower plot shows the deter-
ministic component and the Lévy component L. The middle plot displays the simulated spikes J
with intensities φ± and jump sizes following Pareto distributions with parameters ψ± and ξ±. By
adding all the components together, we obtain the simulated spot prices which are shown in the
upper plot.
Comparing the price path of Figure 2.11 with the historical pattern of spot prices, we can
observe that the proposed Lévy-based FAR model is capable of reproducing quite consistently the
qualitative features of the data. To test this more formally, we simulate 1,000 price paths and
40For this purpose, the infinite Taylor expansion in Equation (A.2) is truncated at a large number of terms.
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Data L-FAR L-AR L-PS L-NS FAR
Mean 46.45 46.46 46.88 46.59 46.09 47.11
(0.00) (0.03) (0.03) (0.01) (0.01)
Std. Dev. 27.13 26.33 24.71 25.21 26.63 26.62
(0.09) (0.02) (0.30) (0.03) (0.01)
Skewness 2.88 3.00 2.90 4.14 1.27 1.20
(0.07) (0.04) (0.14) (0.01) (0.00)
Kurtosis 57.55 57.77 62.02 88.46 32.21 7.41
(2.06) (1.95) (7.32) (2.18) (0.01)
Table 2.5: Simulation results. First four moments computed from a sample of 1,000 simulated
price paths. Standard errors are provided in parenthesis. L-FAR refers to the full Lévy-based
FAR model; L-AR is the L-FAR process assuming d = 0, so that the fractional autoregressive
component reduces to an AR(1) process; L-PS is the L-FAR model without the negative spike
component; L-NS is the L-FAR model without the positive spike component; and AR is the L-FAR
process without both negative and positive spikes. Each nested model is estimated individually.
Standard errors are reported in parenthesis.
compute the first four moments of these simulations. The first two columns of Table 2.5 provide
these moments as well as the moments of the observed data. All four moments are matched
very well by the simulated data. In particular, we want to point out the ability of the proposed
model to fit the skewness and kurtosis which is important for several purposes, e.g. estimating the
Value-at-Risk; the matching of third and fourth moments is a difficult task in terms of modeling
electricity spot prices, especially when models are calibrated to prices with hourly frequency.41
The observed prices exhibit a very high kurtosis of 57.55, but the proposed Lévy-based model does
match it. The statistical results provide evidence that the proposed model is capable of replicating
the properties of the hourly day-ahead electricity spot prices.
Considering the definition of the Lévy-based FAR (L-FAR henceforth) model, we analyze the
effects of the second stochastic component of the price process, i.e. the spike component. To
appreciate the contribution of each component of the model, four different nested variants of the
L-FAR model are analyzed: the first, denoted L-AR, is obtained by setting d = 0; the second,
denoted L-PS, is like the base case but with positive spikes only, i.e. without negative (J−)
spikes; the third, denoted L-NS, is again like the base case but without positive (J+) spikes,
i.e. considering only negative spikes; the last one, denoted FAR, is the base case without all
spikes. Since models tend to adapt to the data, each model is individually estimated to make the
comparison fair.42
Table 2.5 provides the first four moments of the five different versions of the model. All of
them fit the mean reasonably well. As for the standard deviation, the fitting of the L-FAR process
without negative and positive spike components is better than the other versions. The main
differences among the five models relate to skewness and kurtosis. As expected, the skewness
of L-PS and L-NS is higher and lower than the empirical one, respectively. This indicates that
the tail on the right and on the left side of the price distribution is correctly described by the
presence of spikes. Omitting one of the spike components results in a significant bias (either way)
on skewness. On the other hand, the skewness of the proposed L-FAR model is very close to the
empirical one.
The inability of the L-PS, L-NS, and FAR models to describe the original prices is confirmed
by the kurtosis, which measures the heaviness of the tails of the price distribution. The L-NS
model yields a kurtosis value which is much lower than the empirical kurtosis, whereas the L-
PS model shows higher values which means that the tails of the simulated price distribution are
41See Geman and Roncoroni (2006).
42Each model is estimated following the same procedure as for the general model, omitting the steps not relevant
for the particular model variant.
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Figure 2.11: Simulated price path. This figure displays a simulated price path of hourly
electricity prices for one quarter. The lower panel shows the seasonal and GH components. The
central panel shows the spike components. The top panel displays the entire process.
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heavier than the empirical distribution. The FAR model (without spikes) exhibits a kurtosis of
7.41, way lower than 57.55, which means that this model is unable to properly describe the tails
of the empirical price distribution. The L-AR model (without fractional integration) matches the
first four moments fairly well, however, the proposed L-FAR model is superior as it better matches
the mean, the standard deviation, and the kurtosis.
Thus, hourly electricity prices can not be described by a single Lévy process only. The two
extreme spike components (positive and negative) are necessary to capture the extreme positive
and negative price spikes. By conducting this analysis, we implicitly made a comparison with
existing electricity price models proposed in the literature. For instance, the AR process is very
similar to the one factor Gaussian model of Lucia and Schwartz (2002) where the noise component
is a Levy distribution. Moreover, we have shown that the residuals are non-Gaussian, which is
confirmed by performing the Jarque–ï¿ 12Bera test in Section 5.5. Thus, we think that it is apparent
that the model of Lucia and Schwartz (2002) will not provide good results. In addition, the L-PS
process (the L-FAR model without negative spike component) is very similar to the models of
Klüppelberg et al. (2010) and Meyer-Brandis and Tankov (2008). However, negative prices and
spikes are not considered in their models. Based on the results of Table 2.5, we show that a Levy
process that captures negative prices and spikes is necessary for obtaining a good fitting of the
first four moments.
2.7 Conclusions
We have proposed an arithmetic Lévy model for hourly EPEX day-ahead spot prices with the aim
of capturing the main features of the German electricity spot market, which exhibits seasonality,
mean reversion, long memory, excess kurtosis, negative prices, and, most importantly, positive
and negative price spikes. Our model is able to capture all these features and to provide an
adequate description of the data, while remaining relatively simple and parsimonious compared
to other models suggested in the literature. This is important, as the applicability of a model is
an important aspect. Therefore, we have developed and outlined an estimation and simulation
approach which can easily be applied in practice. Being able to fit higher moments, our model
has been proven to be useful for risk management purposes.
The estimation procedure of the arithmetic Lévy-based FAR model is conducted in four steps.
The first step identifies and filters out positive and negative price spikes using the POT method.
The second identifies and filters out the hourly seasonal component using a non-parametric ap-
proach based on a simple clustering mean week method. The third step is the estimation of the
fractionally first-order autoregressive process of the de-spiked and de-seasonalized price process
using linear regression. The fourth step fits a NIG distribution to the independent and identically
distributed residuals from the third step.
To simulate the model, we first generate the Lévy components; we then simulate a FAR(1)
process with Lévy noise generated previously and add them to the seasonal component. As for
the Lévy part, we draw a random sample from a NIG, using an Inverse Gaussian time-changed
Brownian motion with drift. To model the extreme positive and negative price spikes we generate
two samples from homogeneous compound Poisson distributions with Generalized Pareto jump
size.
Chapter 3
A real options approach for
production decisions in electricity
markets
3.1 Introduction
In the last years on OTC energy markets are traded different derivative products. We can divide
these products in two categories: financial standardized and structured products.
Many utilities, in order to hedge themselves against extreme price fluctuations of electricity,
buy forward and futures contracts which give them the right and the obligation to purchase a fixed
amount of the electricity for a predetermined price. However, for some market participants this
reduction of risk is not sufficient, since they do not know their exact future electricity volume; this
is a serious problem with commodities, as electricity, that cannot be stored. Financial standardized
products, as plain vanilla1 and swing2 options, permit to delete volumetric risks.
Differently to financial derivatives, energy structured products are traded with the scope of
replicating some typical features of the underlying industrial world. They are bought as an alter-
native to a real asset investment, either are traded as way of diversifying portfolio of real assets
or for trading activity.
Different energy structured products are traded by energy utilities; virtual power plants (Tseng
and Barz (1999) and Gardner and Zhuang (2000)), virtual asset swaps, virtual transmission line,
virtual gas storages (Boogert and de Jong (2006) and Ludkovski and Carmona (2007)) and virtual
refineries (Fiorenzani (2006)).
Common feature of these structured contracts is their complexity about underlying price mod-
elling of power and fuel prices and mathematical techniques for derivative price calculation; it
comes from the fact that the correct pricing of such kind of instruments is strictly related to opti-
mal exercise strategy of their flexibilities and constraints. This optimization problem is a classical
stochastic dynamic optimization problem that can be solved using real option methodology.
Traditionally, real options methodology consists in the application of financial option models
for the evaluation of real asset flexibilities (Gamba (2003)). The real options approach has been
proposed in literature and implemented in business practice in order to integrate traditional in-
vestments evaluation methods based on the Net Present Value (NPV) concept. The revolutionary
aspect of the real options method is that of being able capture "the value of uncertainty", which
is ignored by traditional deterministic models such as NPV.
The aim of this chapter is that to analyse pricing and hedging processes for a particular virtual
asset contract, virtual power plant.
In order to calculate the value of a virtual power plant, different approaches can be used
according to the level of sophistication we want to achieve and the time we need to perform the
calculation.
1What distinguishes traded energy options from other is the diversity in the underlying commodity, and partic-
ularly delivery conditions; in the case of power, for example, we have on-peak, off-peak, round-the-clock, according
to the block of hours in the day. The holder of the electricity option is exposed to the risk of a differential between
the strike price and the spot price inside the delivery period.
2Swing contracts give to the holder a certain flexibility with respect to the amount purchased in the future,
Lavassani et al. (2000), Jaillet et al. (2001).
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Basically the following methods can be used to price a VPP contract: Perfect Foresight methods
(deterministic dynamic programming), analytical methods based on PDE solution, Naïve Monte
Carlo methods, Least Squares Monte Carlo, Ordinal Optimization.
In this chapter, we compare results of different application methods to virtual power plant.
The chapter is organized as follows. Section 2 describes some energy structured products
which are traded on OTC energy markets. Section 3 describes the underlying theoretical frame-
work describing briefly VPP features and the main principles of stochastic dynamic programming
computing for these structured products. Section 4 contains an extension of classical virtual power
plant. Section 5 reviews some spot price models to simulate electricity and fuel prices. Section
6 then contains numerical examples; VPP’s value, risk measures and a back-testing analysis of
different dynamic programming methods to evaluate a virtual power plant are presented as results.
Section 7 concludes.
3.2 Energy structured products
A general and commonly accepted definition of structured derivative does not exist. Not necessar-
ily an exotic derivative, a derivative with a non standard pay-off function, is a energy structured
product. We may identify some general features to define a structured derivative: medium/long
maturity and physical delivery; furthermore it can be seen as the sum of many different options
(not all these options are plain vanilla one) and its pay-off depends on several risk factors.
In the last years, some complex financial instruments called virtual assets, have been traded in
the over-the-counter energy markets. Among virtual asset contracts we can mention: virtual power
plants (VPP), virtual asset swaps (VAS), virtual transmission line (VTL), virtual gas storages
(VGS) and virtual refineries (VR).
These products are traded in wholesale energy market, between utilities or investment banks,
in order to replicate some typical features of the underlying industrial world. Common features
referring to these instruments are medium term maturity (1-5 years), volumetric flexibilities and
constraints, inter-temporal constraints, multi-risks exposure.
In a very simplistic vision, thermal power generation assets are "black boxes" useful to trans-
form fuel into electricity. Hence, they can be thought as a string of spark-spread options (Deng
et al., 1999). The simplicity of the spark-spread approach is of course appealing but due to
operational constraints, the unit commitment decision is not always an option.
VPP can be considered an investment used to penetrate a commodity market in non intensive
way, but also an instrument to diversify a portfolio of real assets. Considering electricity utilities
with an asset generation portfolio based on coal technology, VPP can be traded in order to
diversify the asset generation portfolio, for instance by a CCGT (cycle combined gas turbine),
without necessarily investing in a new technology. However, as for options, virtual asset buyer
has to pay a premium, upfront or periodic fee, to enter in a contract which represents a monetary
investment.
A good way of using virtual asset contracts for portfolio diversification without incurring in
monetary investments is represented by VAS. As for equity asset swaps, the two parts agree to
exchange two virtual asset contracts without the payment of any premium. The deal should be
structured in such a way to result fair, subjectively, at the initial time.
Asset swaps permit to diversify the utilities portfolio on different dimensions. Geographical
diversification is obtained entering a new electricity market, while technology and commodity
diversification is achieved through physical assets which use a different fuel, to produce electricity,
respect to fuel used by asset generation portfolio of utilities.
The correct pricing of these contracts is based on the ability of assess, from a risk/reward
perspective, the structure of the two deals involved in the swap.
VTL is a virtual product used by energy companies to make a cross border trading activ-
ity. Energy companies frequently exchange a commodity at one location for the same commodity
at another location, using the transmission lines or grid, permitting to replicate the features of
physical assets portfolio of cross-border interconnections. Therefore, cross-border interconnections
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move electricity between interconnected countries. They have the form of physical transmission
rights to import and export, assigned by auction operators (e.g. TERNA, APG, SWISSGRID,
RTE). From a financial point of view, VTL is a spark-spread between two power prices of inter-
connected countries. Considering, for example, IPEX price and Powernext price, VTL permits to
replicate an interconnection between France and Italy.
VGS is a virtual product developed in the recent years in the gas industry. A physical gas
storage gives the possibility to capture market opportunities by transforming over time the avail-
ability of a physical gas flow. Time transformation is performed by injecting and withdrawing gas
in/from the storage during a certain horizon. From a financial point of view a gas storage can be
though as a stream of asymmetric straddles. In this case, asymmetry is essentially due to physical
constraints related to injection capacity and maximum stock capacity. Virtual gas storages are
aimed to replicate financial flexibility of physical gas storages by giving the owner the possibility
of nominating gas previously stored for sale in the spot market or storing gas for future delivery.
This contract presents several features which determine its value: the maximum storage capacity
of the facility, the maximum injection and withdrawal rate as a function of the inventory level.
Concerning refinery activity, we can mention virtual refineries. This activity is composed of a
complex series of processes for the manufacturing of finished petroleum products.
Under a trading and risk management perspective a refinery process is often represented as an
instrument to transform a certain quantity of crude oil into a basket of refined products such as
naphtha, gasoline or fuel oil, accordingly with the efficiency properties of the transformation asset
itself (refinery yield). It is natural to assume that crack-spreads3, for each product, represent the
refiners risk/reward most representative index and crack swaps or options represent the natural
instruments to hedge refiners market risk exposure.
Obviously, as every industrial transformation process, refinery is subject to operational flexi-
bilities and constraints: timing flexibilities/constraints, input flexibilities/constraints, output flex-
ibilities/constraints, minimum/maximum production regimes.
In the next section we will focus our attention on VPP contracts; in particular we will resume
the VPP’s features, flexibilities and constraints, explaining how these traits have been considered,
during an evaluating process of these structured products, for a correct pricing and hedging of
theirs.
3.3 Real option framing of VPP
3.3.1 Definition of a virtual power plant contract
A VPP can be represented as a string of spark-spread call options (Deng et al. (1999)) with the
following cash flows:
R(t, Et, Ft) =
T∑
t=1
max (Et −HR× Ft − C, 0) (3.1)
where Et is the electricity price at time t, Ft is the fuel price, HR
4 is the heat rate parameter
and C are fixed costs to transform fuel into power.
Hence, in order to maximise profits, when Et > HR × Ft, the electricity producer should
purchase fuel and selling electricity in the market. Virtual asset buyer should exercise single call
option when there is a positive spread. On the other hand, when the spread is negative, that is
the fuel cost is too high, than the plant should not run and virtual asset buyer should not exercise
the option.
The simplicity of the spark-spread approach is of course appealing, but if we exclude the case
of an extremely flexible power generation unit, in many cases power plants are characterised by
3Crack spread is defined as the price differential between the outputs of a refine plant and the input (crude oil)
used.
4Heat Rate is the number units of the input fuel required to generate one kilowatt hour (kWh) of electricity.
For a good reference Eydeland et al. (2003).
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many operational constraints, which prevents from a straightforward application of this simple
option pricing valuation approach. Due to operational constraints, the unit commitment decision
is not always an option. A brief description of plant operational flexibilities and constraints is
fundamental to understand why an approach based on stochastic dynamic programming has to
be used.
In general, operational constraints can be classified in the three generic categories. Timing
constraints are referred all those operational characteristics of the generation plant which affect
the commitment and de-commitment decisions. In fact, a particular time-frame is required from
the moment the commitment decision has been made and the moment the de-commitment decision.
Assuming that in time t the plant has been turned on, then it can’t turn off in t+1, but for a
minimum number of periods the unit must remain on-line (tOn constraint). The total number of
hours that the plant must remain on-line equals the sum of tUp, time required to bring the unit on-
line, and tOn. Once that on-line constraint has been achieved then the plant can remain in on-line
or go off-line. Before to go off-line, a tDn constraint has to be respected; it represents additional
time required to bring the unit off-line. After that the plant has been turned off, rationally when
the spread is negative, a minimum time is necessary after a shut-down of the process of power
production and before a new start tOff constraint. After the plant has been turned off, an extra
number of hours can be requiring, tCold, to fully cool down the boiler of plant.
Once the power production process has been committed it can produce a variable quantity
of the final output bounded by a minimum and a maximum level, (minimum and maximum
generation capacity constraints).
Minimum/maximum production regimes represent at the same time a technical flexibility and
constraint. In fact, they determine the range of variation of the production regime (operational
flexibility) within certain limits represented by the minimum and maximum thresholds (opera-
tional constraints), qMax and qmin. Minimum/maximum production regimes refer to plant when
it’s in tOn states. Tseng and Barz (1999) support that in these states the output can be ad-
justed in real time as prices are observed and therefore the optimal output can be computed as a
deterministic sub-problem:
maxqt (Et qt −HR× Ft qt) (3.2)
s.t. : qmin ≤ qt ≤ qMax
where HR is a quadratic function with the following form: (a0 + a1qt + a2q
2
t ). The solution of
this deterministic sub-problem is qt that it’s a function of electricity and fuel price and a1 and a2
parameters5. In this chapter we assume a constant HR and the output can’t be adjusted in real
time. This assumption is formulated in order to estimate the VPP value as an energy financial
structured product and not as a capital budgeting problem. In this way, the buyer will exercise
his option looking for maximise his profit value. Therefore, during tOn hours, virtual asset buyer
will nominate qMax quantity of power when spread is positive, while he will nominate qmin, and
not qmin = 0 (t
On constraints), when spread is negative.
When the commitment decision is done, and we are not in t ∈ tOn, there are some hours where
the plant can’t produce its maximum production; in these hours, tUp and tDn, a qUp and qDn
quantity is produced respectively.
Three categories of costs can influence the plant value; fixed costs (cFix) that represent the
maintenance costs, fuel costs and switching costs. Switching costs represents the generating costs
of a thermal unit; they include start up (cOn) and shut down (cOff ) costs. They are costs to
reactivate an idle production process and to suspend production process respectively. These costs
depend on the temperature of the boiler. Gardner and Zhuang (2000) assume that the cost of
starting up a plant is an increasing function of the time spent off-line and the prevailing fuel price;
Tseng and Barz (1999) assume that the boiler cools at an exponential rate inversely proportional
to a cooling constant computing in this way the start-up cost function. In this study we assume
that shut-down and start-up costs are constant.
5Tseng and Barz (1999), equation 1 and 11.
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A last element which influences the output level and in general the power plant value is emission
constraint. Environmental regulations require a generation unit to purchase emission right or invest
in pollutant scrubbers.
Inter-temporal and quantity constraints and costs that influence the power plant’s value are
summarised in Table 4.1.
Parameter Description Unit
tCold minimum cold time hours
tOff minimum down time hours
tUp additional time necessary to bring the
unit productive to max operation level hours
tOn minimum up time hours
tDn additional time necessary to bring the
unit productive to shut-down time hours
qUp production level in tUp MW
qMax maximum production level
(level when the asset is on) MW
qmin minimum production level
(level when the asset is on) MW
qDn production level in tDn MW
cFix fixed costs EUR
cOn start up costs EUR
cOff shut down costs EUR
Et electricity price in time t EUR/MWh
Ft fuel price in time t EUR/MWh
HR heat rate fuel units/MWh
Table 3.1: Characteristics of power plant.
3.3.2 Bellman dynamic programming for VPP
The benchmark model for the valuation of a VPP contract is the Margrabe model 6, a classical
Black-Scholes-Merton model, which considers the case of an option to exchange one asset for
another, as in the spark-spread option. Of course, the close formulation of the Margrabe model
is a good feature of model; indeed it has a lot of success in business practice for its simplicity.
Unfortunately, it has some negative features7; it doesn’t take into account physical constraints,
which instead belong to virtual power plant contract.
Therefore, the evaluation of VPP and the structured contracts around them must implic-
itly consider the flexibility and the physical constraints that we have described in the previous
subsection. Such problems can be often best described by the theory of stochastic dynamic
programming8 (SDP). This theory has been used in the traditional financial field for the solu-
tion of sequential problems, such as dynamic portfolio optimisation and American-style options
optimal exercise, Longstaff and Schwartz (2001).
Stochastic dynamic programming is a special type of optimisation technique to make decisions
in an uncertain context. The decision strategy is represented by a particular choice of a set of
control variables, i(t), which we can manipulate to achieve our optimisation (for example switch
on/off the plant). On the other hand, the other set of variables, called state variables, s(t),
6For more detail see Margrabe (1978) and Eydeland and Wolyniec (2003).
7A first negative feature is the hypothesis about the distribution of the electricity and fuel prices. The Margrabe’s
model assumes that the underlying of exchange option have a joint log-normal distribution. This assumption is of
course not realistic.
8See Ross (1983) for a detailed introduction to stochastic dynamic programming
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determine the exact state of our system as a function of time. The last group of variables are the
set of stochastic variables, Et and Ft. The combination of the three mentioned groups of variables
generates a cash flow which can be written as a stochastic function of time, FC (t)= K( i(t), s(t),
Et, Ft).
State variables is made up of two disjoint sub-sets:
s = sON ∪ sOFF (3.3)
sON = sUp ∪ sOn ∪ sDn (3.4)
sOFF = sOff ∪ sCold (3.5)
where sON and sOFF are the on-line and off-line state spaces respectively:
Off − line =
{
sOff =
[−1, ...,−tOff]
sCold =
[
min
(
sOff
)
, ...,− (tOff + tCold)] (3.6)
On− line =


sUp =
[
1, ..., tUp
]
sOn =
[
max
(
sUp
)
, ...,max
(
sUp
)
+ tOn
]
sDn =
[
max
(
sOn
)
, ...,max
(
sOn
)
+ tDn
]
.
(3.7)
Constraints Hours
tCold 2
tOff 2
tUp 2
tOn 6
tDn 2
Table 3.2: Example of inter-temporal constraints for a power plant.
Considering inter-temporal constraints of Table 4.2, state variables assume the following re-
sults:
Off − line =
{
sOff = [−1,−2]
sCold = [−3,−4] (3.8)
On− line =


sUp = [1, 2]
sOn = [3, ..., 8]
sDn = [9, 10] .
(3.9)
Therefore, when state variables assume negative values it means that the plant is off-line or
the plant is in cooling time and virtual asset buyer does not exercise his option.
Control variables define the optimal decision for each instant of time. These variables can be
described as follows:
it =


1 if st > 0
0 if −tOff < st < 0
0− 1 if −tOff ≥ st ≥ −
(
tCold + tOff
)
0− 1 if st = tUp + tOn and tDn = 0.
(3.10)
The aim of virtual asset buyers is that to maximise a weighted sum of expected cash flows over
a certain time horizon, subject to physical constraints. In substance, he has choose variables it
such that
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max{it}Tt=0
{
E0
[
T−1∑
s=0
π (it, st, Et, Ft)
(1 + r)
t +
Ω(iT , sT , ET , FT )
(1 + r)
T
]}
(3.11)
where
• pi(it,st,Et,Ft)
(1+r)t
represents the discount option payoff for each istant time t;
• Ω(iT ,sT ,ET ,FT )
(1+r)T
is the discount final option value after iT decision, the last date where the
option holder can choose.
Equation (3.11) is the stochastic optimal control problem. Let us assume F (t, st, Et, Ft) as
the optimal value or function value of the stochastic optimal control problem in t, then
F (t, st, Et, Ft) = max{it}Tt=0
{
Et
[
T−1∑
t=0
π (it, st, Et, Ft)
(1 + r)
t +
F (iT , sT , ET , FT )
(1 + r)
T
]}
(3.12)
F (t, st, Et, Ft) is computed in correspondence of the optimal choice i
∗
t , i
∗
t+1, ......., i
∗
T
F (t, st, Et, Ft) = Et
[
T−1∑
t=0
π (i∗t , st, Et, Ft)
(1 + r)
t +
F (i∗T , sT , ET , FT )
(1 + r)
T
]
. (3.13)
For an optimal control problem, the Bellman’s equation, Ross (1983), is
F (t, st, Et, Ft)︸ ︷︷ ︸
max production value
= maxit

π (it, st, Et, Ft)︸ ︷︷ ︸
local value
+
1
1 + r
E [F (t, S (st, it) , Et+1, Ft+1) |Et, Ft]︸ ︷︷ ︸
expected continuation value


(3.14)
where
S (st, it) = st+1, (3.15)
it’s an equation of motion, which describes the evolution of the system state given a particular
choice of the control variables.
The simplest way to solve this kind of optimisation problem is through backwards induction.
Given the value function of the system in a future instant of time T, F (T, sT , ET , FT ), it can
be substituted in the right-hand side of the Bellman equation, which can then be solved for
F (T − 1, sT−1, ET−1, FT−1), and then recursively until F (t, st, Et, Ft). From Bellman’s equation,
every one of the t time steps and (s × i) system states, the optimal policy will be the one that
maximises the sum of net revenue in that step (local max value) plus the expected net revenue in
the subsequent remaining stages (expected continuation value).
Bellman’s equation is a recursive equation of optimal control problem. Applying the Bellman’s
equation to VPP in time T, the maturity date of structured deal, the Bellman’s equation can
assume the following values:
F (T, sT , ET , FT ) = π (iT , sT , ET , FT )
with
π (iT , sT , ET , FT ) =
{
−cFix if 0 > sT ≥ −(tOff + tCold)
q × (ET −HR× FT ) if sT > 0
(3.16)
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where : 

q = qUp if 0 < sT ≤ tUp
qmin ≤ q ≤ qMax if tUp < sT ≤
(
tUp + tOn
)
q = qDn if
(
tUp+ tOn
) ≤ sT ≤ (tUp + tOn + tDn).
(3.17)
For t < T , the VPP’s value changes in function of t, st, Et, Ft:
if st = t
Up + tOn (this case shows that the plant has been on for the minimum on-time and it
may either turn off, if tDn = 0, or starting the ramp down hours or stay on)
F (t, st, Et, Ft) = q × (Et −HR× Ft) + E [F (t, st+1, Et+1, Ft+1)]− cFix (3.18)
where:
E [F (t, st+1, Et+1, Ft+1)] = max
{
E
[
F
(
t, tOn, Et+1, Ft+1
)]
;E [F (t, at+1, Et+1, Ft+1)− C]
}
ifst > 0 and st 6= tUp + tOn (the minimum up time or additional time necessary to bring the
unit productive to shut-down time have be achieved; therefore, the plant must proceed to the next
operating state)
F (t, st, Et, Ft) = q (Et −HR× Ft) + E [F (t, st+1, Et+1, Ft+1)]− cFix (3.19)
if −tOff ≥ st ≥ −
(
tOff + tCold
)
(the plant is currently in the final off-line or cold-time state
and it may either start-up or remain in that state)
F (t, st, Et, Ft) = max
{
E [F (t,+1, Et+1, Ft+1)]− cOn;E [F (t, st+1, Et+1, Ft+1)]
}− cFix (3.20)
if st < −tOff (the minimum down time has be achieved; in which case it proceeds to the next
off-line state)
F (t, st, Et, Ft) = E [F (t, st+1, Et+1, Ft+1)]− cFix (3.21)
In the (3.19), (3.19), (3.21), the equation of motion can assume the following values:
min[tUp + tOn + tDn;max(st, 0) + 1]
if it = 1 and
max[−(tOff + tCold);min(st, 0)− 1]
if it = 0.
In the next subsection we analyse different approaches, which can be used according to the
level of sophistication that we want to achieve, in order to the described VPP’s stochastic dynamic
programming.
3.3.3 Different dynamic programming methods to evaluate a virtual
power plant
Different approaches based on dynamic programming exist to estimate the value of VPP contract.
We focus our attention on three dynamic programming methods: Perfect foresight methods, Naïve
Monte Carlo methods and Least squares Monte Carlo.
Perfect foresight methods (deterministic dynamic programming, DDP) is the simplest way of
approaching the VPP problem tackling it in a simplistic representation. Basically, we can try to
solve the problem reducing the stochastic dynamic program to a deterministic dynamic program.
This can be done solving the Bellman’s problem given a certain deterministic expectation of future
price realisation. This assumption is usually called the perfect foresight assumption because we
assume to know exactly future electricity and fuel prices for the whole optimization period. In
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particular case, we consider the actual forward curves as price forecast for solving our optimisation
problem. The resulting value, and optimal associated policy, is usually referred as the "intrinsic
value" of the power plant.
Naïve Monte Carlo methods (NMC) is a particular Monte Carlo methods we mean the repeti-
tion of a deterministic optimization exercise, DPP, over different, simulated, prices scenarios. The
global output will be obtained as an average of the outputs of deterministic exercises.
This method even if considers the stochastic nature of electricity and fuel prices doesn’t rep-
resent the influence that simulated market prices have on decisions taken by VPP buyer. In
particular, the NMC method tends to overestimate the power plant value because it implicitly
assumes that the decision-maker knows future commodity prices and consequently takes unit com-
mitment decisions ignoring prices uncertainty; this means that the continuation value of (14) is
known.
The method that considers the influence of stochastic market prices on VPP buyer’s decision
it is represented Least squares Monte Carlo (LSMC). Considering this method, the main problem
is the computation of continuation value. It must be computed using some numerical methods.
Longstaff and Schwartz (2001) provide a valuation algorithm, called Least Squares Monte Carlo,
to determine the optimal stopping time of an American-like claim. Main intuition of this method
is that of estimating conditional continuation values from cross sectional information contained
in Monte Carlo simulations of power and fuel spot price. In particular, the procedure is based on
Monte Carlo simulation to generate the paths of prices and in estimating, at all possible decision
dates, the continuation value by a least squares regression of the discounted value of the pay-off
at future dates over a linear combination of a set of basis functions of the stochastic variables at
time t:
E [Ft] ≈
L∑
l=1
βlϕl (Ft) (3.22)
where L is the number of basis functions used in the regression, βl is the estimated coefficient
relative to the l-th function and ϕl is a specific function of the state variables
9.
Frequently, the LSMC method has been used for valuation of capital budgeting decisions
and virtual assets because it is a versatile technique that allows to manage multivariate state
variables, ameliorating the high dimensionality that affects others numerical procedures, like the
lattice approaches.
3.4 A modified VPP: the case of a "downswing" option
In the previous section, we have analysed like to evaluate a classical virtual power plant using
stochastic dynamic programming. The aim of VPP holder is that to maximise his profit value,
respecting physical constraints, by exercising a sequence of American call spark spread options.
In this section, assuming that we are a VPP seller, we show like a financial VPP can be modified
from standard structure inserting a down-swing option. A down-swing option is an option that
guarantees the holder a number of selling back rights on power for a fixed strike price. From a
financial point of view, therefore, a down-swing option is a strip of American put option.
Each down-swing right consists in the double option to select timing and quantity to be deliv-
ered under certain limitations. A first limitation is represented by timing to exercise each right;
indeed, each single down-swing option can be exercised any time that the buyer decides to exercise
virtual asset that is when variable states assume positive values, st ∈ sON .
9Longstaff and Schwartz argue that, theoretically, since the conditional expectation of the continuation value
belongs to a Hilbert space, it can be represented by a combination of orthogonal basis functions. Orthogonality
can be interpreted as a lack of correlation (or collinearity) between the terms of a polynomial. As they noted, the
choice of the basis functions has an important impact in the significance of the individual coefficients, increasing
the probability of finding the numerical inaccuracies described above, but has little impact on the LSM accuracy,
because the fitted value is what matters. Typical choices of the basis functions are: Power, Legendre, Chebyshev,
Laguerre, Hermite.
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The number of down-swing rights represents an other constraint for option holder; in particular,
if all option rights have been already exercised, the down-swing contract is worthless because the
option holder can not exercise his option.
A down-swing option can be inserted in a virtual power plant contract in order to give the
holder a further flexibility with respect to the amount purchased in the future and to capture
profitable market opportunities.
Let us assume that n represents the number of down-swing options and Kswing the down-swing
strike price exercise. The option holder, manages his option through control variables dt signalling
the exercise times and qswing . The control signal is defined by
dt =
{
1 if st > 0 and t is an exercise time
0 otherwise
(3.23)
while the quantity that the option holder can sell back to VPP seller are defined by equation
(3.17).
The down-swing option value is a function V = V (t, n, Et,Kswing,t) and its evaluation can be
carried out by dynamic programming. The resulting value, V (0, n, E0,Kswing,0), depends on the
number of down-swing rights and the market evolutions of underlyings, Et and Kswing,t.
Some properties can be tried out about the number of down-swing rights:
1. n=1, the value of " selling back" option is that of a Bermudan option;
2. n> 1 the value of down-swing option is that of a strip of Bermudan option which can be
only exercised when virtual power plant is on line.
About evaluation of this option, in the same manner of VPP valuation that it analysed in
subsection 3.3.2, the dynamic programming can be computed using a backward procedure which
starts at the VPP maturity T. The " selling back" option value at the VPP maturity is
V (T, n,Et,Kswing,t) = q(Kswing,T − ET )+ (3.24)
if n > 0 and st > 0, while in time t < T , V (t, n, Et,Kswing,t) assumes the following form:
if n = 0 and st > 0
V (t, n, Et,Kswing,t) = E[V (t, n, Et+1,Kswing,t+1)] (3.25)
if n > 0 and st > 0
V (t, n, Et,Kswing,t) = max q(Kswing,t − Et)+ + E[V (t, n− 1, Et+1,Kswing,t+1)];
E[V (t, n, Et+1,Kswing,t+1)]
(3.26)
Equation (3.25) and (3.26) represent the down-swing option value every time that the VPP is
on line, according to the remaining number of "‘selling back"’ rights.
Every time that the VPP holder exercises the virtual asset option, therefore he decided to buy
power from VPP seller, he has the double right to choose either holding or selling back power to
VPP seller by exercising down-swing right provided that down-swing rights are still available.
For this reason, for each instant time t the " down-swing virtual power plant" value, G, is
G (t, st, Et, Ft, n,Kswing,t)︸ ︷︷ ︸
down-swing virtual power plant value
= max

F (t, st, Et, Ft)︸ ︷︷ ︸
VPP value
, V (t, n, Et,Kswing,t)︸ ︷︷ ︸
down-swing option value


where F (t, st, Et, Ft) is represented, according to st state variable, by Equations (3.19), (3.20),
(3.21), and V (t, n, Et,Kswing,t) by equation (3.25) and (3.26) according to the number of residual
down-swing rights, n. Therefore, the " down-swing virtual power plant" value depends on the
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pair (s,n); so it is necessary to represent the feasible state transition from state (s,n) at time t to
state (st+1, nt+1) at time t+1.
3.5 Application
3.5.1 Example of VPP contract
We consider, like example for our application, a financial gas-fired power plant (CCGT); it burns
gas to produce electricity and in the process CO2 is released.
This particular VPP financial contract is considered from the perspective of the seller. We
assume the contract is signed at time t = 0 and settled at time t = T and allows the buyer to
take a desired action at any discrete date t = 1,. . . ,T after the power and fuel spot prices, Pt,E
and Pt,F , are revealed. The basic time unit is a hour. Every hour the holder of a VPP contract
can choose to exercise or not his strip options, within certain volumetric and timing limitations.
The valuation of gas-fired power plant is done considering Italian electricity prices, PUN10.
The price of gas, the fuel of gas-fired power plant, is linked deterministically to the oil price. Let
us assume that the link formula is
Gas
(
Euro
MWh
)
= k + α×Brent
(
Euro
Bbl
)
+ β × CO2
(
Euro
Ton
)
(3.27)
Therefore, the (3.27) implies that the seller of the contract has a long position in IPE Brent
and CO2 and a short position in power.
We will simulate PUN and ICE Brent Crude Oil prices, respectively, by Barlow’s (2002) and
Ornstein-Uhlenbeck (OU) model. CO2 will not be simulated; we assume that CO2 price is fixed
for the calendar (Cal) year as the closing price as of 30th November in the previous Cal year, of
the ICE ECX CFI 1st line future contract emissions contract, expiring in December, traded on the
European Carbon Exchange (ECX). About the exchange rate11, we assume that it is the simple
average value for each day of publication of the US/eforeign exchange rate as published by the
European Central Bank.
As an example we will use a financial VPP contract with timing constraints given in Table 4.2
and fixing all operational costs, cFix, cOn, cOff equal to e100. Volumetric constraints are: qUp=
10 (first hour) and 15 (second hour), qmin= 20 and qMax= 40, qDn= 20 and 15 in the last two
hours immediately preceding a shut-down time.
About the " down-swing virtual power plant" we assume, for simplicity, that the down-swing
strike price, Kswing, is equal to VPP strike (30), and the option holder can sell back to buyer a
quantity, qswing, equal to 100% of the nominated quantity
12. Recognizing a major flexibility to
VPP buyer by down-swing option, the VPP seller applies a local penalty13, every time that this
option is exercised; so, this penalty affects each single exercise. The local penalty has the form of
lower buy-back cost as for PUN prices quoted in down-swing exercise times. In fact, every time
that down-swing option is exercised, the price that VPP seller will pay to option buyer for such
quantity sold back will be
PUN − P
(
Euro
MWh
)
where P represents the local penalty. Therefore, the pay-off of down-swing option buyer, when all
down-swing rights have not been already exercised, is qswing(Kswing − PUN − P )+.
10Italian electricity prices are called "Prezzo Unico Nazionale" as defined by " Integrated Text of the Electricity
Market Rules"’ published by GME.
11ICE Brent is quoted in US dollar; so we have to convert Brent price in e.
12For example, if in the first hour of tUp VPP buyer has a negative pay-off, he can sell back a quantity qswing
equal qUp
13The local penalty affects the revenue from exercising the option depending on the exercised quantity qswing ;
otherwise it is possible to define a global penalty that it is applied to the overall exercised quantity Q =
∑
i qswing,i
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3.5.2 Numerical results and back testing analysis for a standard VPP
contract
In this subsection we present some results about a "standard" VPP contract value.
The estimation VPP values are referred to M = 500 price paths, for PUN and IPE Brent, based
on forward curves observed at 2th January 2008. Simulation period contains 8760 observations
relative to the period 2th January 2008 until 31th December 2008.
The PUN forward curve, quoted by TFS Energy brokers, assumes the following values: 114.80
and 63.18 e/MWh (peak and off-peak price, respectively, of Q1 (first quarterly) period), 98.45
and 54.95 e/MWh (Q2 period), 118.15 and 58.65 e/MWh (Q3 period) and 108.05 and 59.65
e/MWh (Q4 period).
The average forward price of ICE Brent, for relative period considered, is about 64.92 e/Bbl.
CO2 value, quoted on ECX market, is fixed constant for the all period to 22.35 e/Ton.
According to above forward curve, we define the gas strike price (3.27) and its parameters (k,
α, β) calibrating the formula on an average price of e100.
DDP NMC LSMC LSMC
polynomial Laguerre
Value (e) 148.537 1.879.084 1.607,161 1.643.549
Run time (seconds) 2 5 205 329
Table 3.3: Simulation results.
Table 3.3 reports values for the examined financial VPP contract according to the different
dynamic programming methods (see subsection 3.3.3).
We observe, as suggested by Table 3.3, that the intrinsic value is lower than Monte Carlo
methods. This permits to maintain that intrinsic value seems unrealistic since it doesn’t properly
consider the value of the flexibility; it decreases when the deterministic price scenario used is
piecewise constant. This is the case when no difference is made between peak and off peak
forward curve.
Differently to DDP method, Monte Carlo methods assume higher values; in partucular, NMC
method produces higher VPP value, about 17% respect to LSMC polynomial and 14% to LSMC
Laguerre, since they assume perfect foresight on every single scenario (over-optimality). This
difference increases as the volatility level (price uncertainty) increases; therefore, when price un-
certainty is high the impact of perfect foresight, even on a hour to hour basis, is growing.
Two LSMC values are reported in Table 3.3 (third and fourth column). The difference of these
two values are in the choice of basis functions that are necessary to compute the continuation value.
LSMC polynomial value is obtained using a simple quadratic polynomial like a basis function:
E [F (t, st, Et, Ft)] ≈ a1 + a1Et + a2E2t
LSMC Laguerre value is referred to a more complex basis function. A total of eight basis functions
in the regression is used; it is costitued by a costant, the first two Laguerre polynomials evalutated
at the power price, the first two Laguerre polynomials evalutated at the fuel price and the cross
products of these Laguerre polynomials up to third-order term:
E [F (t, st, Et, Ft)] ≈ a1 + a1Et + a2E2t + a3 Ft + a4 F 2t + a5EtFt + a6E2t Ft + a7EtF 2t
LSMC Laguerre assumes a little taller value than LSMC polynomial one because it considers the
effect of fuel stochastic prices.
The variation between NMC and LSMC increases with increasing number of timining con-
straints.
Table 4.4 shows VPP value when tOn constraint is increased to 10 hours.
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DDP NMC LSMC LSMC
polynomial Laguerre
Value (e) 94.548 1.774.943 1.493.353 1.529.500
Run time (seconds) 4 7 255 376
Table 3.4: Power plant values with tOn = 10 hours..
From the results of Table 4.4, an increase of the timing constraints determines an increase in
the time required for evaluating the virtual asset regardless of the valuation method that we use.
Moreover, the variation between NMC and LSMC is about 26% respect to LSMC polynomial and
23% for LSM Laguerre.
A back testing analysis permits to identify which is the better technique to price a VPP financial
contract. It consists in testing the reliability of VPP models by evaluating the difference between
the values estimated by different dynamic programming methods and the ex-post mark-to-market
(MTM) VPP value.
The back testing analysis is considered for a shorter period: 2th-31th January 200814.
MTM DDP NMC LSMC LSMC
polynomial Laguerre
Value (e) 242.600 53.070 267.113 251.800 252.655
Table 3.5: Back testing results.
Table 4.5 reports back testing values on January month. The back testing analysis permits
to draw the following considerations: LSMC methods are more efficient than other dynamic pro-
gramming methods that we have considered in this paper because they assume values nearest to
ex-post MTM value.
The distance of DDP method from MTM value is higher because assumes to know exactly
future electricity and fuel prices for the whole optimization period and no power and fuel features.
For this reason, the optimal operating policies of DDP method can not be an issue for hedging
purposes.
NCM tends to overestimate the power plant value about e25.000 (+ 10% respect to MTM
value) because it ingnores prices uncertainty; this means that NCM and LSMC also produce
different exposure profiles.
LSMC methodology, therefore, is surely superior and more correct but is difficult to implement
on a portfolio basis since computational times increase sensibly.
3.5.3 Numerical results of a "downswing" virtual asset
n Penalty DDP NMC LSMC LSMC
e/MWh polynomial Laguerre
10 1 142.523 377.144 377.054 376.892
10 5 142.123 376.744 376.654 376.492
10 7 141.923 376.544 376.454 376.292
10 10 141.623 376.244 376.154 375.992
Table 3.6: Power plant value with downswing option at a varying local penalty.
14For the back testing analysis, we calibrate the power and fuel prices on ex-post observated values.
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Table 4.6 reports the downswing VPP values referred to the back testing period. As we can
see from the results, the downswing option has a particular importance in the fair value of virtual
asset. Let us assume a number of downswing rights equals to n = 10 and a local penalty, P, equals
to 1 e/MWh. Comparing with reusults of Table 4.5, the downswing VPP contract assumes higher
values than a "standard" VPP, why the strucurated product has inside two options.
We also examine how the downswing virtual asset fair price modifies across varying local
penalty, namely 1, 5, 7 and 10 e/MWh. As we can expect, as the penalty grows the downswing
virtual asset decrease.
n Penalty DDP NMC LSMC LSMC
e/MWh polynomial Laguerre
1 1 139.331 370.315 370.217 370.202
5 1 140.041 371.866 371.771 371.716
3 1 140.750 373.394 373.300 373.212
10 1 142.523 377.144 377.054 376.892
Table 3.7: Power plant value with downswing option at a varying selling back rights.
Table 4.7 reports "downswing" VPP values at a varying number rights. VPP value grows when
the number of downswing rights increase.
From table 4.6 and 4.7, we can observe that NCM method assumes higher value than LSMC
methods like it was evidenced in subsection 3.5.2.
Let us assume to assess, for the back testing period, the downsing option and VPP separately,
using LSMC Laguerre. The input parameters of put option, are: n = 10, P = 1. The values of
single options are respectively e252.655 for VPP (Tab. 4.5) and e4.800 for downswing option.
The total value of the downswing VPP is e376.892.
From these results, it is interesting to note that total value of the downswing VPP is greater
than the maximum and sum of current values of single options, VPP and put option. This can be
explained by recalling that the choice of the best among the VPP and downswing option is not
done at the value date, but every time that the VPP is in on-line states. In fact, in each VPP
time, the buyer can be choose to exercise the hourly call option OR put option; therefore, the OR
operator is related to single payoffs rather than to value of options.
Furthermore, the total value of downswing VPP is not equal to the sum of the values of
individual options why are not mutually independent; in fact, the exercise of each of them does
not affect the possibility exercise the other.
3.6 Conclusions
In this chpter we have focused the attention on some particular wholesale energy structured
products, virtual power plant, that are traded by utilities with the scope of replicating some
typical features of the underlying industrial world. VPP are characterized by volumetric and
intertemporal constraints that have be to consider in a pricing process.
Different mathematical techniques, based on dynamic programming, can be used. A detail
description of Bellman equation applied to these "exotic" instruments and a comparison of three
different methodologies, that can be used by practitionars for the correct pricing and hedging, is
made. In particualar, the more correct methodology is that on Least Square Monte Carlo (LSMC).
This consideration is supported by a back testing analysis based on the difference between the
values estimated by different dynamic programming methods and the ex-post mark-to-market
(MTM) VPP value.
The disadvantage of using the LSMC method is expressed in terms of computational time; it
increases considerably when timing constraints increase why a higher number of state variables
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have be considered in optimal stochastic control problem. The choice of basis function required
to compute the continuation value of Bellman equation, influences on computational time.
A modified VPP, called "downswing" option, has been considered including a selling back
option for buyer. From a financial point of view, downswing option a put option that the buyer
can exercise only if the VPP option has been exercised. A time that the buyer has been decided
to exercise the VPP option, he can choose to exercise the hourly call option OR put option.
As we can expect, a downswing virtual asset asssumes a higher value that a standard VPP
because the option holder has, in each hour, two options: one call and put option.
Downswing VPP value varies in function of the number of selling back rights and the ammount
of local penalty.
Appendix A
Whittle estimator
Let y(t) an autoregressive fractionally integrated moving-average (ARFIMA) processes defined as
Φ(L)y(t) = Θ(L)(1− L)−dε(t), (A.1)
where −0.5 < d < 0.5, Φ(L) = 1−∑pi=1 φiLi and Θ(L) = 1−∑qi=1 θiLi are polynomials of degree
p and q, respectively; ε(t) is a process with finite variance, and the operator (1− L)−d is defined
as
(1− L)−dε(t) =
∞∑
k=0
Γ(k + d)
Γ(k + 1)Γ(d)
ε(t− k) (A.2)
where Γ(·) is the Gamma function.
When−0.5 < d < 0 and 0 < d < 0.5, y(t) is a process with short and long memory, respectively.
When d = 0, the process reduces to an AR(1) one.
Assuming ε(t) normally distributed with zero mean and variance Ωϑ, the parameters of process
(A.1) can be estimated by maximum likelihood function
L(ϑ) = − 1
2n
log det Ωϑ − 1
2n
y′ Ω−1ϑ y (A.3)
where Ωϑ is the variance–covariance matrix and ϑ = (d, φ, θ, σ).
The process y(t) has the following properties: it stationary for d < 0.5 and invertible for
d > −1. The stationarity hypothesis permits to write Ωϑ in terms of spectral density
(Ωϑ)ij = γϑ(i − j) i, j = 1, 2, . . . , n.
where
γϑ(k) =
∫ pi
−pi
fϑ(λ) exp(iλk) dλ
is the autocovariance function with a lag k and
fϑ(λ) =
σ2
2π
∣∣1− eiλ∣∣−2d ∣∣θ eiλ∣∣2|φ eiλ|2
is the spectral density of the process y(t).
In order to obtain the Whittle estimator, the first and second terms of (A.3) are approximated
as follows
1
2n
log det Ωϑ ≈ 1
4π
∫ pi
−pi
log[2 π fϑ(λ)] dλ,
1
2n
y′ Ω−1ϑ y ≈
1
4π
∫ pi
−pi
I(λ)
fϑ(λ)
dλ,
where
I(λ) =
1
2π n
∣∣∣∣∣∣
n∑
j=1
yje
i λ j
∣∣∣∣∣∣
2
is the periodogram of the series yt.
76 Appendix A. Whittle estimator
Thus, the log-likelihood function is approximated, up to a constant, by
L(ϑ) =
1
4π
[ ∫ pi
−pi
logfϑ(λ) dλ +
∫ pi
−pi
I(λ)
fϑ(λ)
dλ
]
. (A.4)
The evaluation of the previous log-likelihood function requires the calculation of integrals by
Riemann. Solving the two integrals, a discrete of the log-likelihood function is obtained:
L(ϑ) =
1
2n
[ n∑
j=1
logfϑ(λj) +
n∑
j=1
I(λj)
fϑ(λj)
]
(A.5)
where λj = 2 πj/n are the Fourier frequencies.
Other versions of the Whittle likelihood function are obtained by making additional assump-
tions. For instance, if the spectral density is normalized as∫ pi
−pi
logfϑ(λ) dλ = 0,
then the Whittle log-likelihood function is reduced to
L(ϑ) = − 1
4π
∫ pi
−pi
I(λ)
fϑ(λ)
dλ (A.6)
with the corresponding discrete version
L(ϑ) = − 1
2n
n∑
j=1
I(λj)
fϑ(λj)
. (A.7)
In this thesis, we applied Eq. (A.7) for estimating the parameters of an ARFIMA(1,d,0).
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