Mhaskar-Saff found a kind of universal behavior for the bulk structure of the zeros of orthogonal polynomials for large ¢ . Motivated by two plots, we look at the finer structure for the case of random Verblunsky coefficients and for what we call the BLS condition:
Prologue: A Theorem of Mhaskar and Saff.
A recurrent theme of Ed Saff's work has been the study of zeros of orthogonal polynomials defined by measures in the complex plane. So I was happy that some thoughts I've had about zeros of orthogonal polynomials on the unit circle (OPUC) came to fruition just in time to present them as a birthday bouquet. To add to the appropriateness, the background for my questions was a theorem of Mhaskar-Saff [25] and the idea of drawing pictures of the zeros was something I learned from some of Ed's papers [32, 21] . Moreover, ideas of Barrios-López-Saff [4] 
). I will follow my book [36, 37] for notation and urge the reader to look there for further background.
A measure is described by its Verblunsky coefficients ( We note that both this result and the one of Nevai-Totik [28] I will mention in a moment define by q p r ¥ s q 9d q G t 9 g k k G and the Mhaskar-Saff result holds for
. I want to say a bit about the proof of Theorem 1.1 in part because I will need a slight refinement of the first part (which is from Nevai-Totik [28] ) and in part because I want to make propaganda for a new proof [36] of the second part.
The proof starts with ideas from Nevai-Totik [28] that hold when o n u C Mhaskar-Saff complete the proof by using potential theory to analyze the limit points of the p G . Instead, I will sketch a different idea from [36, Section 8.2 ] that exploits the CMV matrix (see [5] and [36, 
It is not hard to see that (1.6) implies that on account of the structure of´, the right side of ( One critical feature of the Mhaskar-Saff theorem is its universality. So long as we look at cases where (1.5) and (1.6) hold, the angular distribution is the same. Our main goal here is to go beyond the universal setup where the results will depend on more detailed assumptions on asymptotics. In particular, we will want to consider two stronger conditions than root asymptotics, (1.5), namely, ratio asymptotics
and what we will call BLS asymptotics (or the BLS condition): 
. Another proof of Theorem 1.2 can be found in [36, Section 7.2] where it is also proven that
We summarize the contents of the paper after the next and second preliminary section. I'd like to thank Mourad Ismail, Rowan Killip, Paul Nevai, and Mihai Stoiciu for useful conversations. ). My initial thought was that the roughness was trying to emulate the pure point spectrum.
Two Pictures and an
I now think I was wrong in both initial reactions.
Proof. [Expectation 1: Poisson Behavior] For Figure 2 .2, I should have made the connection with work of Molchanov [27] and Minami [26] who proved in the case of random Schrödinger operators that, locally, eigenvalues in a large box had Poisson distribution. This leads to a conjecture. First some notation:
We say a collection of intervals 
3.
é means expectation and ï probability.
I base the precise
on the results of Stoiciu [39] , but I would regard as very interesting any result that showed, except for a small fraction (even if not as small as [27] and Minami [26] are the analog of Con-
, which I would call a local Poisson structure. That there is independence of distant intervals is conjectured here but not proven in the Schrödinger case. That this is really an extra result can be seen by the fact that Figure 2 As far as Figure 2 .1 is concerned, it is remarkably regular so there is an extra phenomenon leading to
Proof. 2. This is only claimed for local behavior. We will see that, typically, errors in the distance between the zeros are Ì © I C 4 4 R and will add up to shift zeros that are a finite distance from each other relative to a strict clock.
3. Clock behavior has been discussed for OPRL. Szegő [40] has 4 upper and lower bounds (different 's) in many cases and Erdös-Turan [11] prove local clock behavior under hypotheses on the measure, but their results do not cover all Jacobi polynomials. In Section 6, we will prove a clock result for a class of OPRL in terms of their Jacobi matrix parameters (ü e G j g W I k 9 G V 9 c u 9ç S G Ð e q C S 9R " n s ), and in Section 7, a simple analysis that proves local clock behavior for Jacobi polynomials. I suppose this is not new, but I have not located a reference. Figure 2 I should emphasize that the two structures we suspect here are very different from what is found in the theory of random matrices. This is most easily seen by looking at the distribution function for distance between nearest zeros scaled to the local density. For the Poisson case, there is a constant density, while for clock, it is a point mass at a point Ç l â ) ¥ i depending on normalization. For the standard random matrix (GUE, GOE, CUE), the distribution is continuous but vanishing at i (see [24] ). Since any unitary with distinguished cyclic vector can be represented by a CMV matrix, CUE has a realization connected with OPUC, just not either the totally random or BLS case. Indeed, Killip-Nenciu [19] have shown that CUE is given by independent d i 's but not identically distributed.
A closer look at
In Section 3, we describe a new result of Stoiciu [39] on the random case. In Section 4, we overview our various clock results: paraorthogonal OPUC in Section 5, OPRL proven in Sections 6 and 7, and BLS in Sections 8-13. We mention some examples in Section 13.
Stoiciu's Results on the Random Case. Recall that given
, a set of orthogonal polynomials, the paraorthogonal polynomials (POPs) [18, 16] 
. Then (2.1) holds. This differs from Conjecture 2.1 in two ways: The zeros are of the POPs, not the OPUC, and the result is only local (i.e., all Ç 's are equal). While the proof has some elements in common with the earlier work on OPRL of Molchanov [27] and Minami [26] , there are many differences forced, for example, by the fact that rank one perturbations of selfadjoint operators differ in many ways from rank two perturbations of unitaries. Since the proof is involved and the earlier papers have a reputation of being difficult, it seems useful to summarize here the strategy of Stoiciu's proof.
Following Minami, a key step is the proof of what are sometimes called fractional moment bounds and which I like to call Aizenman-Molchanov bounds after their first appearance in [2] . A key object in these bounds is the Green's function which has two natural analogs for OPUC:
These are related by 
, so the second resolvent formula implies 
where we recall that if U ô Þ and is even, then (see [36, Section 4.4] ) and ideas of Aizenman, Schenker, Friedrich, and Hundertmark [3] , but the details are specific to OPUC and exploit the rotation invariance of the distribution in an essential way. Part 3 uses the strategy of Molchanov-Minami with some ideas of Aizenman [1] , del Rio et al. [9] , and Simon [38] . But again, there are OPUC-specific details that actually make the argument simpler than for OPRL. Part 4 is a new and, I feel, more intuitive argument than that used by Molchanov [27] or Minami [26] . It depends on rotation invariance. Part 5, following Molchanov and Minami, is fairly standard probability theory. Here are some of the details.
In the arguments below, we will act as if ² % ³ ® 
with an a priori bound Step 2.1 (Conditional expectation bounds on diagonal matrix elements). Let
Then a simple argument shows that for
, and in that case, the denominator vanishes only on 
Raise this to the § -th power and average over
, they come out of the conditional expectation which can be bounded by (3.12) .
After that replacement has been made, the other two factors are independent. Thus, if we integrate over the remaining d 's and use the structure of ¢ , we get 
for, by (3.17) and its 
Step 3.4 (Bound on the distribution of » ). If
, and thus,
Step 3.5 (Decoupling except for bad eigenvalues). Let The key is that for small, (3.27) is small compared to the probability thatcG has at least one eigenvalue which is order . This completes Part 4.
Step 5.1 (Completion of the proof). It is essentially standard theory of Poisson processes that an estimate like (3.27) for a sum of a large number of independent point processes implies the limit is Poisson. The argument specialized to this case goes as follows. Use 
. Thus the probability of any single POP having two
The probability of any of the ² E ³ ® POPs having two zeros is
, so each interval is described by precisely the kind of limit where the Poisson distribution results. Since, except for a vanishing probability, no interval has eigenvalues from a POP with an eigenvalue in another, and the POPs are independent, we get independence of intervals. This completes our sketch of Stoiciu's proof of his result.
Overview of Clock
Theorems. The rest of this paper is devoted to proving various theorems about equal spacings of zeros under suitable hypotheses. In this section, we will state the main results and discuss the main themes in the proofs. It is easiest to begin with the case of POPs for OPUC: THEOREM 4. . But when one looks at true OPUC, we will not have this a priori information and will need stronger hypotheses on the , shows uniqueness is a more difficult problem.
There are essentially two ways to get uniqueness. One involves control over derivatives and/or complex analyticity which will allow uniqueness via an appeal to an intermediate value theorem or a use of Rouché's theorem. These will each require extra hypotheses on the Verblunsky coefficients or Jacobi parameters. In the case of genuine OPUC where we already have to make strong hypotheses for existence, we will use a Rouché argument.
There is a second way to get uniqueness, namely, by counting zeros. Existence will imply an odd number of zeros near certain points. If we have such points and zeros, we will get uniqueness. This will be how we will prove Theorem 4.1. Counting will be much more subtle for OPRL because the close zeros will lie in ± e ¥ r 
and
1. We will see that "usually," the right side of (4.6) can be replaced by . This completes the description of clock theorems we will prove in this article, but I want to mention three other situations where the pictures in [36] suggest there are clock theorems plus a fourth situation: (A) Periodic Verblunsky Coefficients. As Figures 8.8 and 8.9 of [36] suggest, if the Verblunsky coefficients are periodic (or converge sufficiently rapidly to the periodic case), the zeros are locally equally spaced, but are spaced inversely proportional to a local density of states. We will prove this in a future paper [35] . For earlier related results, see [22, 29, 30] 
, that is, 
the Chebyshev polynomials of the second kind. The zeros are precisely at
. In addition, We will make heavy use of the construction of the Jost function in this case. For Jacobi matrices, Jost functions go back to a variety of papers of Case and collaborators; see, for example, [6, 15] . I will follow ideas of Killip-Simon [20] and Damanik-Simon [7, 8] , as discussed in [37, Chapter 13] .
First, we note some basic facts about the zeros of 
This follows from the Bargmann bound for Jacobi matrices as proven by Geronimo [13, 14] and Hundertmark-Simon [17] .
(c) That there is at most one zero in any interval disjoint from
is a standard fact [12] .
(d) By a simple variational argument, using the trial functions in (1.2.61) of [36] , each ¢ ¡ i is a limit point of zeros. This and (c) imply that each interval has a zero for large . 
. By the boundedness of È , (6.4), and (6.5), (6 [34] , we will prove a variant of this result that only needs ratio asymptotics as an assumption.
Proof. Define
Then, Szegő recursion says
Iterating, we see that . There are at most a finite number of singular points. In this section, we will analyze zeros of T ® G t I 3 B R near regular points. In the next section, we will analyze the neighborhood of singular points.
We will use Rouché's theorem to reduce zeros of upper and lower bounds (different 's) when the measure is purely absolutely continuous and the weight is bounded and bounded away from zero, and these hypotheses follow from (4.1) and Baxter's theorem.
