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Abstract
Managed aquifer recharge (MAR) is widely applied for sustainable groundwater management.
Despite its apparent simplicity, the evaluation of MAR schemes can be challenging especially
with regard to feasibility assessment, planning but also operation. The absence of proper eval-
uation methods hinders the optimal operational management, reduces the level of public trust
and raises questions about the impact of MAR on the affected ecosystem. The development of
appropriate tools could help water utilities to maximize the use of groundwater while satisfy-
ing physical, financial, and sustainability constraints. As overall objective, the application of new
and advanced tools can increase the understanding of the underlying processes and in that way
increase the confidence in MAR and foster the successful implementation of MAR schemes.
The thesis consists of three main parts which objectives are to: 1) understand the role of
modelling in MAR and identify information gaps by a review of available modelling studies; 2)
increase the availability of efficient database and analytical tools including their development
and web-based implementation; and 3) improve and contribute to new advances in numerical
modelling of MAR.
A survey of conducted modelling studies, mainly based on numerical methods, revealed that
groundwater flowmodels aremost frequently applied to assessMAR schemes. Modelling objec-
tives comprise the planning and optimization of the design and operation of a MAR facility as
well as its impact on the groundwater system. Simulations help to assess the achievable recov-
ery efficiency and occurring geochemical processes to minimize the risk of failure of a planned
facility, also with regard to long-term impacts. Furthermore, site-selection and the influence of
MAR on seawater intrusion are frequently analysed by modelling.
The literature review served as a basis for theMARmodel selection tool which enables, depen-
dent on objectives, methods and model types, to extract suitable models and case studies.
Based on analytical equations to determine groundwater mounding, saltwater intrusion or the
pumping-induced river drawdown, further tools were developed and compiled on a web-based
platform for easy access and utilization. The web-based applications can be used as screening
tools to assess MAR-related issues.
For a more detailed analysis, numerical models represent useful instruments to analyse MAR
schemes on various scales.
On regional scale, the feasibility of MAR implementation at proposed locations is often a chal-
lenging question due to the lack of detailed knowledge of the local groundwater system and its
response toMAR. Consequently, an approach combining numerical groundwater flowmodelling
and GIS-based multi-criteria decision-analysis (MCDA) was formulated and subsequently tested
for the city centre of Hanoi, Vietnam. The results indicate that MAR could help to reduce the
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local overexploitation of groundwater and stop land subsidence.
For existingMAR schemes on local scale, the residence time in the subsurface is a critical para-
meter determining e.g. the removal of pathogens. As the influence of viscosity on the seasonal
residence time is not fully clear, a numerical groundwater flow and heat transport model was
set up for a MAR scheme in Berlin, Germany to evaluate the seasonal impact of viscosity. The
results suggest that the consideration of viscosity in the numerical modelling scheme has an
influence on the subsurface travel time and results in shorter residence times.
At point scale, clogging represents a critical issue with regard to the long-term viability of a
MAR scheme which is frequently neglected in numerical models. The numerical unsaturated
flow model HYDRUS-1D/2D was enhanced to enable the simulation of time-variable hydraulic
conductivities as an approximation of clogging. With the help of the time-variable scaling factor
in combination with the reservoir boundary condition, the increasing water head in the labora-
tory aquifer well and infiltration basin due to clogging was reproduced.
The presented tools and numerical modelling approaches are useful to assess a wide range
of MAR-specific issues, to manage the risks associated with implementation and operation and
improve the overall performance and reliability of MAR schemes. Through the application of
suitable data-based, analytical and numerical tools, the thesis contributes to the perception of
MAR as a suitable and reliable technique for water resource management.
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Zusammenfassung
Grundwasseranreicherung (engl.ManagedAquifer Reharge,MAR)wird oftmals für ein nachhalti-
ges Grundwassermanagement eingesetzt. Trotz der scheinbaren Einfachheit von MAR, kann die
Bewertung insbesondere in Bezug aufMachbarkeitsstudien, Planung, aber auch Betrieb heraus-
fordernd sein. Das Fehlen geeigneter Bewertungsmethoden hindert ein optimales Betriebsma-
nagement, reduziert das Vertrauen der Öffentlichkeit und wirft Fragen über die Auswirkungen
von MAR auf das betroffene Ökosystem auf. Die Entwicklung geeigneter Instrumente könnte
daher Wasserversorgern helfen, die Nutzung des Grundwassers zu maximieren und gleichzeitig
physische, finanzielle und nachhaltige Bedingungen einzuhalten. Als übergeordnetes Ziel kann
die Anwendung neuer und fortschrittlicher Instrumente das Verständnis für die zugrunde liegen-
den Prozesse verbessern und so das Vertrauen in MAR stärken und die erfolgreiche Umsetzung
von MAR-Anlagen fördern.
Die Arbeit besteht aus drei Hauptteilen, deren Ziele es sind: 1) die Rolle der Modellierung von
MAR zu verstehen und Informationslücken durch eine Überprüfung der verfügbaren Modellie-
rungsstudien zu identifizieren; 2) die Verfügbarkeit effizienter datenbankbasierter und analyti-
scher Instrumente einschließlich ihrer Entwicklung und webbasierten Implementierung zu er-
höhen; und 3) mit Hilfe von neuen Fortschritten die numerische Modellierung vonMAR-Anlagen
zu verbessern und zu unterstützen.
Eine Literaturrecherche bereits durchgeführter Modellierungsstudien, die vor allem auf nu-
merischen Modellen beruhen, ergab, dass Grundwasserströmungsmodelle am häufigsten zur
Beurteilung von MAR-Anlagen eingesetzt werden. Die Modellierungsziele umfassen die Planung
und Optimierung des Aufbaus und des Betriebs einer MAR-Anlage sowie deren Auswirkungen
auf dasGrundwassersystem. Simulationenhelfen, die erreichbare Rückgewinnungseffizienz und
die auftretenden geochemischen Prozesse zu beurteilen, um das Ausfallrisiko einer geplanten
Anlage auch im Hinblick auf langfristige Auswirkungen zu minimieren. Darüber hinaus wird die
Standortauswahl und der Einfluss von MAR auf das Eindringen von Meerwasser häufig durch
Modellierung analysiert.
Die Literaturrecherche diente als Grundlage für das MAR-Modellauswahl-Tool, bei dem in Ab-
hängigkeit von Zielen, Methoden und Modelltypen geeignete Modelle und Fallstudien extra-
hiert werden können. Weitere Werkzeuge, die auf analytischen Gleichungen zur Bestimmung
von Grundwasseraufwölbung, Salzwasserintrusion oder der pumpinduzierten Durchflussredu-
zierung im Fließgewässer basieren, wurden entwickelt und auf der webbasierten INOWAS-Platt-
form für einen einfachen Zugang undNutzung zusammengestellt. Die webbasierten Anwendun-
gen können als Screening-Instrumente zur Beurteilung von MAR-bezogenen Problemen einge-
setzt werden.
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Für eine detailliertere Analyse stellen numerische Modelle nützliche Instrumente zur Analyse
von MAR-Anlagen auf verschiedenen Skalen dar.
Auf regionaler Ebene ist die Machbarkeit der Umsetzung von MAR an den vorgeschlagenen
Standorten oft eine schwierige Frage, da das lokale Grundwassersystem und seine Reaktion auf
die Anwendung vonMAR nicht hinreichend bekannt sind. Dazu wurde ein Ansatz entwickelt, der
numerische Grundwasserströmungsmodellierung und GIS-basierte multikriterielle Entschei-
dungsanalyse (MCDA) kombiniert, um die Machbarkeit und mögliche Auswirkungen der MAR-
Implementierung zu bewerten. Der kombinierte Ansatz wurde im Stadtzentrum von Hanoi, Viet-
nam, getestet, wo die Ergebnisse darauf hindeuten, dass MAR dazu beitragen könnte, die lokale
Übernutzung zu reduzieren und die Bodensenkung zu stoppen.
Auf lokaler Ebene bei bestehenden MAR-Systemen ist die Verweilzeit im Untergrund ein kriti-
scher Parameter, der z.B. die Entfernung von Krankheitserregern bestimmt. Da der Einfluss von
Viskosität auf die saisonale Verweildauer nicht eindeutig ist, wurde für eineMAR-Anlage in Berlin
ein numerisches Grundwasserströmungs- und Wärmetransportmodell erstellt, um die saisona-
len Auswirkungen des Prozesses zu bewerten. Die Ergebnisse deuten darauf hin, dass Viskosität
einen Einfluss auf die unterirdische Verweilzeit hat und zu einer Verkürzung der Aufenthaltszei-
ten führt.
Auf kleiner Skala stellt die Kolmatierung ein wichtiges Thema dar, das den Erfolg eines MAR-
Systems erheblich bestimmt, jedoch in numerischen Modellen häufig vernachlässigt wird. Das
numerische ungesättigte Strömungsmodell HYDRUS-1D/2D wurde erweitert, um die Simulation
von zeitlich variablen hydraulischen Leitfähigkeiten als vereinfachte Näherung von Kolmatie-
rung zu ermöglichen. Mit Hilfe des zeitlich variablen Skalierungsfaktors in Kombination mit der
Speicherrandbedingung konnte der im Labor gemessene, durch Kolmatierung verursachte, an-
steigende Wasserspiegel im Brunnen und Infiltrationsbecken reproduziert werden.
Die vorgestellten Werkzeuge und numerischen Modellierungsansätze sind nützlich, um eine
breite Palette von MAR-spezifischen Fragen zu bewerten, um die mit der Implementierung und
dem Betrieb verbundenen Risiken zu managen und die Gesamtleistung und Zuverlässigkeit von
MAR-Anlagen zu verbessern. Durch den Einsatz geeigneter empirischer, analytischer und nu-
merischer Werkzeuge trägt die Arbeit dazu bei, dass MAR als eine geeignete und zuverlässige
Technik für das Wasserressourcenmanagement angesehen wird.
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1 INTRODUCTION
Climate change, urbanization and population growth lead to rising water demand and increas-
ing stress on groundwater resources worldwide (Bouwer, 2002; Vanderzalm et al., 2010; Ringleb
et al., 2016). Groundwater exploitation often exceeds natural recharge rates and causes, amongst
others, decreasing groundwater levels, increasing salinization and land subsidence. Although
surplus water is widely stored in surface reservoirs, many disadvantages such as the accumula-
tion of sediments, high land requirements, risk of structural failures, high vulnerability of con-
tamination and high evaporation losses exist (Bouwer, 2002; Maliva et al., 2006; Minsley et al.,
2011).
An emerging alternative is to store excess water underground during times of low demand or
high availability to use it later during times of water shortages (Maliva et al., 2006; Händel et al.,
2014; Pyne, 2005). The intentional recharge of water into aquifers for future recovery or envir-
onmental benefits is termedmanaged aquifer recharge (MAR) (Dillon, 2005). In contrast to MAR,
other recharge types such as incidental or unintentional recharge imply that the aquifer is re-
charged coincidentally by undertaking activities not directly designed to enhance recharge rates
such as excess irrigation or leakage fromwater systems (Bouwer, 2002; Gale, 2005). Themain ob-
jective when applying MAR is to increase the local groundwater storage and thereby overcome
the temporal imbalance between availability and local water demand so that the irrigation or
drinking water supply can be secured throughout the year (Dillon, 2005; Bouwer, 2002). MAR is
also applied to mitigate seawater intrusion in coastal aquifers, improve the source water qual-
ity through Soil Aquifer Treatment (SAT), avoid the direct potable reuse of treated wastewater
and to prevent land subsidence (Dillon, 2005; Bouwer, 2002). A global inventory of MAR iden-
tified about 1200 case studies in 62 countries demonstrating that MAR is a viable solution for
sustainable groundwater resources management worldwide (Stefan and Ansems, 2017).
Despite its financial and ecological benefits, the contribution of MAR to safe water supply at
global scale is still limited. As indicated by a review of Dillon et al., 2018, the growth rate of
MAR has not kept pace with the global groundwater exploitation rate in the last 60 years. The
reasons include lack of data on MAR technological costs, hydrogeological site-specific character-
istics, the associated risks with operational challenges (e.g. unpredictable quality and quantity
of the recharged and recovered water) and partly the lack of national regulations (Dillon et al.,
2018). Additionally, the absence of propermonitoring and evaluationmethods reduces the level
of public trust, raises questions about the impact of MAR on the affected ecosystem and hinders
an optimal operational management.
The application and advancement of appropriate tools could thus help to improve the plan-
ning, management and control of the recharge and recovery processes and reduce the asso-
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ciated risks. Especially numerical modelling provides the distinct advantages of scenario ana-
lysis, feasibility assessment, optimization and data-based predictions. However, even simple ap-
proaches based on empirical or analytical equations are valuable screening tools in data-scarce
environments. Nevertheless, site-specific, fit-for-purpose tools and an adequate database are
usually required.
In general, new or enhanced methods are required, e.g. regarding the assessment and pre-
diction of clogging as well as the fate of viruses in aquifers, which can help to advance the safe
and reliable planning, management and operation of MAR (Dillon et al., 2018). These tools could
help water utilities to maximize the use of groundwater while satisfying physical, financial, and
sustainability constraints and increase the confidence in MAR.
This work presents new advancements in the assessment ofMAR schemes throughmodelling.
The complexities of the considered tools range from database approaches to the application of
analytical equations and numerical models. Also, the scale of the considered case studies varies
between small-scale laboratory experiments, local-scale MAR facilities and regional evaluations.
1.1 Objectives and structure of the thesis
The main objective of this thesis is to develop, improve and apply various tools as instruments
to plan, optimize and evaluate MAR facilities. The specific objectives encompass:
• analyse existing tools and methods which have been used to evaluate MAR facilities and
identify research needs,
• develop new data-based and analytical tools in a web-based environment to improve the
assessment of MAR schemes,
• develop site-specific, fit-for-purpose tools that are scale-dependent and apply those to spe-
cific case studies:
– combineGIS-based analysis with numericalmodelling for amore effective assessment
of MAR feasibility at regional scale,
– integrate viscosity effects to simulate seasonal travel times at local scale, and
– advance numerical modelling strategies to better represent clogging at point scale.
The developed tools range from a database to analytical equations which were implemented
on the web-based INOWAS platform (https://inowas.hydro.tu-dresden.de/) as well as new ap-
proaches and advances in numerical modelling. The complexity of the used tools as well as the
scales considered in the thesis are displayed in Figure 1.1.
Empirical
(database)
Ch.3
Analytical
Ch. 3
Tool
complexity
Case study
scale
Regional
Ch.4
Local
Ch. 5
Point 
(laboratory)
Ch. 6
Numerical
Ch. 4,5,6
Figure 1.1: Overview of considered tool complexities and case study scales to assess MAR
throughout the thesis including the corresponding chapters.
The thesis is structured into the following chapters:
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1.1 Objectives and structure of the thesis
Ch.1 The first chapter defines the outline of the thesis, the research objectives and gives
a short introduction into MAR.
Ch.2 A literature review gives an overview of already conducted numerical modelling
studies including the regarded MAR methods, MAR objectives and applied models.
With the help of the literature review, the most common objectives, modelling tools
as well as areas where more research is required to adequately simulate the occur-
ring processes were identified.
Ch.3 Based on the results of chapter 2, a database tool was developed to help MAR de-
velopers in the model selection process. In addition to numerical models, analytical
equations represent valuable tools to assess MAR-related issues. Analytical equa-
tions are especially helpful for an initial site-screening or if data availability is low and
offer a basic assessment of the issue. Three different analytical tools with various
sub-tools are developed to evaluate groundwatermounding underneath infiltration
basins, pumping-induced river drawdown or saltwater intrusion in coastal aquifers.
The literature-based MAR model selection database tool as well as the analytical
tools were implemented on the web-based INOWAS platform to foster an easy and
straight-forward application.
The next three chapters present site-specific and fit-for-purpose numerical tools to assess vari-
ous MAR-related issues at various scales from point to local to regional scale. The applied tools
comprise numerical groundwater flow modelling using MODFLOW (Harbaugh, 2005), ground-
water flow and heat transport modelling using SEAWAT (Langevin et al., 2008) and unsaturated
flow modelling using HYDRUS (Šimůnek et al., 2016). The considered approaches are enhanced
to allow for better planning, optimization of operation or more realistic numerical representa-
tion of the considered MAR systems and then applied to theoretical, laboratory and real-world
case studies.
Ch.4 The combination of site suitability mapping and numerical modelling is presented
as an approach to estimate the feasibility of MAR in a proposed study area and
is applied for the city centre of Hanoi, Vietnam. First, a numerical groundwater
flow model is set up and calibrated using groundwater head data. Multi-criteria de-
cision analysis (MCDA) based on Geographical Information Systems (GIS) is applied
to identify suitable locations to implement MAR in the study area. As a last step, a
scenario analysis is conducted to assess the implementation of MAR and the impact
on the local groundwater flow system. The approach comprising of GIS-basedMCDA
analysis and numerical groundwater flow modelling demonstrates its usefulness to
make decisions regarding the location and method of a planned MAR scheme and
evaluate its possible impact on the groundwater system.
Ch.5 For water authorities, the seasonal travel time between the infiltration and extrac-
tion location atMAR facilities is often a critical parameter influencing the attenuation
of hygienic parameters whose determination can be challenging. In addition, it is
unclear to what extent viscosity influences the seasonal residence time in the sub-
surface. At a MAR site of the Berlin Water Works, the seasonal flow paths between
the various infiltration basins and pumping wells need further exploration to more
reliably quantify the residence time in the subsurface before recovery. Therefore,
a 2D-cross sectional groundwater flow and heat transport model is set up and cali-
brated using available temperature and groundwater level measurements.
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Ch.6 The MAR system efficiency and its success highly depend on the resulting clogging
rates whose evaluation and simulation is still an area of research to better predict
maintenance cycles and costs during MAR operation. To further the understanding
of clogging, the numerical unsaturated flow and transport model HYDRUS is adap-
ted to include hydraulic conductivity changes over time. The numerical simulation
of clogging is enhanced by including time-variable scaling factors for hydraulic con-
ductivity changes in HYDRUS simulations and by the combination of time-variable
hydraulic conductivities with the reservoir boundary condition enabling amore real-
istic numerical representation. The approach is first applied to theoretical examples
and then to two laboratory experiments simulating MAR via infiltration basins and
recharge wells respectively.
Ch.7 The last chapter synthesizes the research and discusses the implications and poten-
tial applications of the results for future MAR assessment.
The research methodology is described separately for each chapter as it is diverse and does not
substantially overlap between chapters.
Parts of this thesis have been published in peer-reviewed journal articles (Ringleb et al., 2016;
Glass et al., 2018a,b) and presented on various conferences (see Appendix A.3). If applicable,
the relevant corresponding journal articles are mentioned at the beginning of each chapter.
1.2 Managed aquifer recharge
Enhancing groundwater recharge by storing surplus water in the subsurface in times of high
availability followed by recovery in times of high demand represents a low cost technology that
increases the resilience of water supply infrastructures to extreme hydro-climatic events (Pavelic
et al., 2015). This technique, referred to as managed aquifer recharge (MAR), represents a viable
adaptation solution for sustainable water resources management while it reduces the impact of
water scarcity by increasing seasonal water availability.
MAR can improve food security and reduce harvest failure risks as the resilience against ex-
treme weather events such as droughts is increased (Scanlon et al., 2016). By increasing the
local groundwater storage, drinking and irrigation water supply can be secured. MAR can also
be applied to mitigate flood events or augment low river flows (Dillon et al., 2009). In coastal
aquifers, saltwater intrusion e.g. due to extensive pumping or sea level rise, is a threat to the
local freshwater resources and MAR can be applied to reduce or mitigate the intrusion (Luyun
et al., 2011; Masciopinto, 2013; Pauw et al., 2015; Zuurbier et al., 2014; Tzoraki et al., 2018). Due
to the vast exploitation of groundwater resources, groundwater levels are declining which can
cause land subsidence if compressible aquifer materials are present. By increasing or securing
groundwater levels through the implementation of MAR, land subsidence can be stopped or
further avoided (Phien-Wej et al., 1998; Zhang et al., 2015b; Phillips et al., 2002). Especially for
surface infiltration systems, the improvement of the influent water quality through the passage
of the unsaturated zone, also termed Soil Aquifer Treatment (SAT), is an additional objective fol-
lowed by the implementation of some MAR facilities (Abel, 2014). In addition, the often publicly
not well-accepted toilet-to-tap connection can be overcome through the underground passage
(Bouwer, 2002). Hence, MAR is successfully applied worldwide for the restoration of affected
groundwater-dependent ecosystem services, including freshwater production and availability,
flood mitigation, prevention of saltwater intrusion, restoration of depleted aquifers, seasonal
water storage, improvement of water quality, land renaturation, and the increase of the aes-
thetic values of water bodies (Stefan and Ansems, 2017).
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In Europe, MAR plays an important role in the development of water supply systems and con-
tributes substantially to the drinking-water production. In Germany, 59 active MAR schemes
produce about 750 Mm3 of freshwater per year, mainly through river bank filtration and direct
surface infiltration (Sprenger et al., 2017). Besides Europe, MAR is alsowidely applied in Australia
and the USA while the implementation in Asia, Africa and Latin America is rather low (Stefan and
Ansems, 2017).
A wide range of MAR methods can be applied which suitability depends on a range of factors
including the site-specific hydrogeological setting, land use, hydrology, topography, quality of
the source and ambient groundwater as well as the intended use of the recovered water (Dillon
et al., 2009). For each site, the suitability needs to be evaluatedmeticulously (Ringleb et al., 2016).
In general, five main MAR techniques can be distinguished (Table 1.1) which either refer to tech-
niques where water gets infiltrated comprising of well, shaft and borehole recharge; spreading
methods; and induced bank filtration or to techniques wherewater is primarily intercepted com-
prising of in-channel modifications and runoff harvesting (Hannappel et al., 2014; Huber and
Scheibler, 2013).
Table 1.1: Managed Aquifer Recharge (MAR) classification system stating fivemainmethods and
associated specific MARmethods (adapted from International Groundwater Resource
Assessment Centre (IGRAC), 2007; Ringleb et al., 2016).
Main MAR Method Specific MAR Method
Techniques referring
primarily to getting water
infiltrated
Well, shaft and borehole recharge
Aquifer Storage and Recovery
(ASR) / Aquifer Storage, Transfer
and Recovery (ASTR)
Shallow well/shaft/pit infiltration
Spreading methods
Infiltration ponds & basins
Flooding
Ditch, furrow, drains
Irrigation
Induced bank infiltration
River/lake bank filtration
Dune filtration
Techniques referring
primarily to intercepting
the water
In-channel modifications
Recharge dams
Subsurface dams
Sand dams
Channel spreading
Runoff harvesting
Rooftop rainwater harvesting
Barriers and bunds
Trenches
Aquifer Storage and Recovery (ASR) and Aquifer Storage Transfer and Recovery (ASTR) encom-
pass wells where water is directly infiltrated into the saturated zone. In contrast to that, shallow
wells, pits and shafts recharge thewater by gravitation (Hannappel et al., 2014). Spreadingmeth-
ods infiltrate water from the ground level into the unsaturated zone by infiltration ponds and
basins; flooding; and ditch, furrow and drainage systems. Induced bank filtration involves the
infiltration of river or lake water through a subsurface passage by well pumping to improve the
recovered water quality (Gale, 2005; Hannappel et al., 2014). Check-dams, sub-surface dams,
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sand dams, channel spreading and recharge releases are directly built in the stream network
and are combined in the MAR technique in-channel modifications (Gale, 2005). Rainwater and
runoff harvesting comprises the harvesting and infiltration of roof or surface runoff by bunds,
barriers and trenches (Dillon et al., 2009). For detailed definitions of the aforementioned MAR
methods see Gale, 2005; Dillon, 2005; Hannappel et al., 2014.
Depending on the type of aquifer available for storage, MAR projects can appear quite di-
verse but most MAR projects include seven components (Figure 1.2). For unconfined aquifers,
as shown in Figure 1.2, the infiltration via infiltration basins through the unsaturated zonemight
be suitable. In confined aquifers, recharge via injection wells is necessary (Dillon et al., 2009).
In addition, water sources, pre-treatment and end uses are quite diverse. Water sources for
infiltration involve surface water from lakes or streams, stormwater runoff and reclaimed water
that is captured e.g. via pipes, tanks, wetlands or dams (Dillon et al., 2009; Gale et al., 2002). De-
pending on the influent water quality, the native groundwater quality, the recharge process and
subsurface treatment as well as the intended use of the recovered water, water pretreatment
e.g. via filters or wetlands might be necessary before recharging to the aquifer (Ringleb et al.,
2016). The end use of the recovered water are diverse and include drinking water, industrial
water or irrigation (Dillon et al., 2009).
This thesis focuses on the processes that occur during the recharge, subsurface storage and
recovery (components 3, 4 and 5). These are the three central components of aMAR project that
are mainly influenced by natural processes.
Unsaturated zone
(permeable soil layer)
Saturated zone
(unconfined aquifer)
Pre-
treatment
End usePost-treatment
Infiltration unit
Recharge
Recovery
Groundwater table
1 2 5 6
3
4
7
Subsurface storage
Capture zone
Figure 1.2: Common components of a MAR scheme (after Dillon et al., 2009). As an example, the
infiltration via infiltration basins into the unsaturated zone in an unconfined aquifer is
displayed. The focus of this thesis is on the components recharge, subsurface storage
and recovery.
1.2.1 Processes influencing MAR operation
The critical operational component ofMAR systems is the interaction between the infiltratingwa-
ter and the aquifer. Previous studies investigated the risk associated with the removal of patho-
gens during storage, the behaviour of organic compounds, chemical processes influencing the
recovered water quality and the reduction of infiltration capacity due to clogging (Sprenger et al.,
2017). Especially the recovery efficiency and clogging are critical parameters which determine
the success of a MAR scheme (Lowry and Anderson, 2006).
The recovery efficiency is defined as the portion of the infiltratedwaterwhich can be recovered
meeting the desired water quality (Lowry and Anderson, 2006; Pyne, 2005). It highly depends
on the mixing between the infiltrated and ambient groundwater (Lu et al., 2011). In addition,
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operational parameters, e.g. the volume, quality and rate of injected water, injection and stor-
age duration, cycle number as well as hydrogeological parameters, e.g. groundwater gradient,
aquifer hydraulic conductivity, groundwater quality (salinity), aquifer storage coefficient, thick-
ness, and heterogeneity, influence the achievable recovery efficiency and define which and to
what extent local processes occur in the aquifer (Brown, 2005; Sedighi et al., 2006; Ward et al.,
2007).
The infiltrated water is exposed to the naturally-occurring physical, chemical and biological
processes in the unsaturated and saturated zone leading to the fact that the injected water can
never be fully recovered (Bakker, 2010). Natural attenuation processes can also lead to an im-
provement of the infiltrated water quality and provide an opportunity for further treatment, e.g.
of reclaimed water (Maliva et al., 2011; Azaroual et al., 2013; Vandenbohede et al., 2013).
Along the natural groundwater flow, the infiltratedwater volume is transported down-gradient
due to advection, leading to a limited recovery of the infiltrated water up to the point where the
infiltrated water can not be reached anymore (Ward et al., 2009). If water with a different quality
than the ambient groundwater is infiltrated, dispersion and as a consequence mixing influences
the recovery efficiency. Dispersion is dependent on the flow velocity of the injected water and
the length of the storage period (Misut and Voss, 2007). Preferential flow paths which comprise
themovement of water through high-permeability zones aswell as aquifer heterogeneities influ-
ence the general flow, mixing, the shape and extent of the freshwater plume, and lead to faster
transport, especially relevant for contaminants and pathogens (Händel, 2014; Vacher et al., 2006;
Izbicki et al., 2010; Guo et al., 2015). In brackish and saline aquifers where high density differ-
ences between the injected and ambient groundwater are present, also density- and buoyancy-
induced flow influence the recovery efficiency (Zuurbier et al., 2015;Miotliński et al., 2014;Maliva
et al., 2006; Ward et al., 2009; Guo et al., 2015).
Chemical processes between the infiltration and local groundwater are highly dependent on
the quality of the infiltration water as well as the local aquifer properties (Händel, 2014). The
dissolution of metals such as arsenic (As), manganese (Mn) and iron (Fe) out of the solid matter
of the aquifer during the storage period can lead to elevated concentrations in the recovered
water (Wallis et al., 2010). Often the infiltration of oxidised water leads to pyrite (FeS2) oxida-
tion which is causing the elevated As or Fe concentrations (Brown and Misut, 2010; Mirecki,
2006b; Wallis et al., 2010). By the infiltration of chlorinated water into the aquifer, disinfection-
by-products such as trihalomethanes, which are suspected to be cancerous, can arise leading to
elevated concentrations in the recovered water (Izbicki et al., 2010). Dissolution and precipita-
tion of carbonate minerals can occur when pH-differences between the injectant and ambient
groundwater exist or oxidized water is infiltrated into an anoxic aquifer (Antoniou et al., 2012;
Gutiérrez-Ojeda et al., 2006). The transport, degradation and removal of nutrients and organic
micropollutants such as pathogens and pharmaceuticals are important aspects especially rele-
vant for surface spreading methods with reclaimed water (Greskowiak et al., 2007; Nham et al.,
2015; Toze et al., 2010; Rahman, 2011; Rahman et al., 2013; Greskowiak et al., 2006; Kloppmann
et al., 2012). Chemical reactions can also have negative influences on the performance of a MAR
system as the reduction of the infiltration capacity, also termed clogging, might occur (Anderson
et al., 2006; Page et al., 2014; Stuyfzand et al., 2007; Willis-Jones and Brandes de Roos, 2013;
Youngs et al., 2012).
Clogging in general represents, besides the achievable recovery efficiency, themost important
issue during the operation ofMARwhich can highly reduce the system efficiency or even leads to
failure of a MAR facility. During its operational time, every MAR facility will experience some kind
of clogging (Martin, 2013). Therefore the estimation of the clogging potential and appropriate
application of mitigation and remediation measures through engineering design or operational
management is required (Martin, 2013). In infiltration basins, the water quality of the recharge
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water and the soil hydraulic conductivity influence the extent of the resulting clogging rate which
occurs mainly at the infiltration surface. In recharge boreholes, clogging occurs especially at
the well-aquifer-interface. Four main clogging types can be distinguished: physical, chemical,
biological and mechanical clogging involving a wide range of processes which can be extracted
from Table 1.2 (Martin, 2013).
Table 1.2: Clogging type and involved processes (after Martin, 2013).
Clogging type Clogging process
Chemical
Geochemical reactions causing precipitation of minerals
Aquifer matrix dissolution (can also increase hydraulic conductivity)
Ion exchange
Ion adsorption
Oxygen reduction
Formation of insoluble scales
Formation dissolution
Physical
Accumulation of suspended solids
Flow velocity induced damage
Clay swelling
Clay deflocculation
Invasion of drilling fluids (emulsifiers( deep into formation
Temperature
Mechanical
Entrained air/gas binding
Hydraulic loading causing formation, aquitard or casing failures
Biological
Algae growth and accumulation of biological flocs
Microbiological production of polysaccharides
Bacterial entrainment and growth
1.2.2 Planning and assessment of MAR facilities
Various countries including India (Government of India, 2007), USA (Environmental and Water
Resources Institute (EWRI), 2001), Mexico (Secretaría de Medio Ambiente y Recursos Naturales
(SEMARNAT), 2008) and Australia (Natural Resource Management Ministerial (NRMMC), Envir-
onment Protection and Heritage Council (EPHC), and Australian Council and Health Ministers’
Conference (NHMRC), 2009) implemented guidelines that specifically regulate the requirements
for risk assessment during the planning of MAR facilities. The Australian guidelines suggest a
stepwise assessment of environmental and health risks associated with the planning of new
MAR facilities (NRMMC-EPHC-NHMRC, 2009). The guidelines provide an excellent basis that have
already been successfully applied outside of Australia, e.g. in Berlin, Germany (Seis and Spren-
ger, 2015) and Castellón, Spain (Gibert et al., 2015). The framework is divided into four main
stages comprising of 1) desktop-study, 2) investigations and assessment, 3) construction and
commissioning and 4) operation (Figure 1.3). Table 1.3 gives an overview of the issues which are
addressed at each investigation stage.
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Figure 1.3: Risk assessment stages in managed aquifer recharge project development (NRMMC-
EPHC-NHMRC, 2009).
Field and laboratory investigations are frequently conducted to plan a MAR site but the ex-
perimental set-up can be cost- and time-expensive (EWRI, 2001; NRMMC-EPHC-NHMRC, 2009;
Sallwey et al. 2018b). The accompanying use of numerical models to the practical investiga-
tions can be advantageous. Parameters and processes that have the greatest influence on the
groundwater system can be identified by modelling which also helps to define the scope for
future data collection.
To define the requirements and constraints or to optimize a MAR facility with respect to mon-
itoring, dimensions and operational parameters, pilot sites and preliminary studies are required
(EWRI, 2001; NRMMC-EPHC-NHMRC, 2009). According to EWRI, 2001, modelling can be helpful
to understand hypothetical hydrogeological questions, to develop management strategies that
optimize defined objectives and to assess predictive scenarios. Groundwater and geochemical
modelling are useful and often necessary tools to evaluate e.g. the recovery efficiency and the
residual risk of the occurrence of metals, organic chemicals and pathogens in the recovered
water (NRMMC-EPHC-NHMRC, 2009).
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Table 1.3: Issues addressed at each stage of investigation (NRMMC-EPHC-NHMRC, 2009).
Investigation stage Issues addressed
1. Desktop
• Type and scale of scheme
• Source-water availability
• Compatibility with catchment and groundwater management plans
• Intended uses of recovered water
• Existence of a suitable aquifer
• Source water, native groundwater and end-use environmental values
• Similarity to successful projects
• Management capability
• Planning and development requirements
• Preliminary evaluation of project viability and degree of difficulty
2. Investigations,
drilling, basic
modelling
• Source-water quality
• Source-water catchment land use assessment
• Groundwater quality
• Soil, aquifer and aquitard characteristics, and fate of recharged water
• Aquifer storage competence
• Groundwater pressures and gradients
• Reactions between recharge water, groundwater and aquifer minerals
• Water treatment options and effectiveness
• Management of clogging
• Biodegradation and inactivation of contaminants
3. Trials, detailed
modelling
• Effectiveness of preventive measures and operational controls
• Suitability of recovered water for intended uses
• Size of attenuation and impact zones
• Recovery efficiency
• Targeted studies covering identified hazards
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AQUIFER RECHARGE THROUGH
MODELLING
This chapter is based on the following research article:
Ringleb, J., Sallwey, J., Stefan, C., 2016. Assessment of Managed Aquifer Recharge through Modeling
- A Review. Water 8:579. doi: 10.3390/w8120579.
2.1 Introduction
MAR is apparently an easy approach and is widely implemented worldwide (Stefan and Ansems,
2017). Nevertheless, an understanding of the response of the system to the suggested mea-
sures is required because of the occurring scale-dependent processes, the complexity of site-
specific hydrogeological conditions and the various objectives (Ringleb et al., 2016). Field exper-
iments allow for system characterization including heterogeneities and preferential flow paths,
e.g. Maliva et al., 2015; Clark et al., 2004. The investigation of occurring processes are often done
by laboratory experiments but boundary limitations and scale-related issues occur. In contrast,
modelling is a valuable tool to estimate the feasibility at a given location as well as to compare
various MAR methods and operational schemes. As it provides the unique opportunity for sce-
nario and sensitivity analysis and future predictions, model-based preliminary assessment is
often recommended prior to field experiments and required by some guidelines that regulate
the risk assessment for new MAR facilities (Maliva et al., 2015; Kloppmann et al., 2012; NRMMC-
EPHC-NHMRC, 2009; EWRI, 2001).
This chapter encompasses a literature review to analyse the state-of-the-art of the modelling
of MAR and the specific objectives include:
• identify which MAR techniques are most frequently modelled and which ones are only
rarely assessed through modelling so far,
• identify the most common applied models including their limitations and advantages,
• assess the role of modelling in the general planning process,
• analyse the main objectives to conduct a modelling study, and
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• identify research needs in the application field.
The literature review gives an overview of the state-of-the-art of the assessment ofMAR schemes
through modelling, identifies research needs in that application field and in that way sets the
overall frame of the thesis.
2.2 Overview of case studies
Case studies were collected from scientific reports, conference proceedings and reviewed arti-
cles written in English. The search was conducted via search engines and online databases and
was limited to MAR and artificial recharge. Saturated and unsaturated flow, solute and reactive
transport as well as water management and water balance models were included. The data was
analysed with respect to the evaluated main and specific MAR techniques, the used model tools
and approaches as well as the reason for modelling. Furthermore, it was distinguished between
field site including the respective country, laboratory experiments and theoretical analysis. In
that way general trends in model utilization for MAR assessment were identified. Depending
on site-specific conditions, various model approaches and software tools are discussed which
were applied during the planning, first pilot experiments or the optimization of MAR facilities
and cover MAR-related processes and their influence on system performance. In addition, the
review focused on the different evaluated MAR methods to allow a more detailed look into the
objectives for modelling and applications in the various fields of MAR (Ringleb et al., 2016).
A number of 223 publications covering 237 modelling MAR case studies were collected from
widely available literature published between 1985 and 2017 (after Ringleb et al., 2016, Ap-
pendix A.1). The reviewed articles include 209 modelling studies which evaluate field-scale MAR
schemes or sites in 38 countries (Figure 2.1). Most studies were carried out in the USA (47 liter-
ature studies) and Australia (41) followed by the Netherlands (20) and India (15). In addition, 10
modelling studies were gathered which evaluate laboratory experiments and 18 studies assess-
ing theoretical issues.
Figure 2.1: World map including number of modelling studies per country which evaluate field-
scale MAR schemes or sites.
Except for theNetherlands, the aforementioned countries implemented guidelines that specifi-
cally regulate the requirements for risk assessment of new MAR facilities (EWRI, 2001; NRMMC-
EPHC-NHMRC, 2009; Government of India, 2007; Miret et al., 2012). The Australian guidelines
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require the application of groundwater flow, transport and geochemical models on a hazard-
specific basis during the investigation and trial phase of a planned MAR facility (NRMMC-EPHC-
NHMRC, 2009). The standard guidelines published by the American Society of Civil Engineer-
ing also suggest to conduct a modelling study during the feasibility assessment or preliminary
design phase (EWRI, 2001). Only the Indian guidelines do not mention modelling so far (Govern-
ment of India, 2007). In addition, Mexico implemented regulations that require the application of
numerical models to determine geochemical processes, the impact of the system on surround-
ing well fields and the resulting phreatic levels during aquifer recharge of treated wastewater
(SEMARNAT, 2008).
Although a significant number of MAR schemes are reported in South America and Africa
(Stefan and Ansems, 2017), hardly any modelling study is published in these regions (Figure
2.1). The reason for that could be that particularly governmental reports are only written in the
official language of the country. Also a publication barrier due to data restrictions or the lack of
motivation could have caused this distribution. On the contrary, institutions particularly dealing
with MAR publish regularly leading to publication hotspots in countries such as Australia and
USA.
2.3 Simulated MAR methods
Most modelling studies were conducted for the MAR techniques well, shaft and borehole re-
charge (57%) and spreading methods (29%) (Figure 2.2). Those are also the twomost commonly
applied MAR methods worldwide as shown by the global MAR inventory (Stefan and Ansems,
2017). In contrast to the global MAR inventory, most identified modelling studies were per-
formed for well, shaft and borehole recharge whereas spreading methods is the most common
MAR technique worldwide. Well, shaft and borehole recharge is technically demanding and re-
quires a thorough investigation of the environmental setting and possible hazards and thus is
often accompanied by modelling. For rainwater and runoff harvesting, only a few case stud-
ies are published as the method is mainly applied in rural areas, not technically demanding and
thus seldomly accompanied by scientific studies ormonitoring (Glendenning and Vervoort, 2011;
Perrin et al., 2012). Modelling is mostly used for the MAR subtypes ASR / ASTR (53%), infiltration
ponds and basins (23%) and induced bank filtration (6%).
Figure 2.2: Distribution of modelling studies (%) for the main MAR techniques and MAR sub-
types used (after Ringleb et al., 2016). Literature studies may involve multiple MAR
techniques.
Numerical modelling can help to compare various MAR methods and sites to depict the most
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suitable MAR method as well as to analyse their advantages and disadvantages at a proposed
location (Händel et al., 2014; Jha and Pfeiffer, 2006; Valley et al., 2006). For example, Valley et al.
(2006) compared different artificial recharge scenarios in Italy by using the transient groundwa-
ter flowmodel MODFLOW. Jha and Pfeiffer, 2006 compared the feasibility of theMAR techniques
subsurface barrier, recharge dam, channel spreading and river modifications in Japan. The fea-
sibility of small diameter wells compared to surface infiltration basins was evaluated by Händel
et al., 2014.
2.4 Survey of applied models
For the evaluation of MAR, a variety of models are used in the literature. The models were
grouped into five categories comprising groundwater flow, unsaturated flow, solute transport,
reactive transport as well as watershed or water balance models (Ringleb et al., 2016). Ground-
water flow models characterize the flow in the saturated zone and are commonly based on
Darcy´s law (Darcy, 1856). In the unsaturated zone, flow is mainly described by the Richards’
equation (Richards, 1931). The processes advection, dispersion, sorption, diffusion and decay
are considered in solute transport models. For the simulation of more complex geochemical
and biogeochemical reactions, the application of reactive transport models is necessary. Mod-
els that consider surface water and partly apply an integrated water resources management
approach were assigned to watershed or water balance models.
One of the first applications to assess MAR-related processes through modelling dates back
to 1985 (Merritt, 1985, 1986). Since the mid 90´s a fast and continuous increase in the applica-
tion of modelling to assess MAR can be observed which reflects, e.g. the fast development and
increasing public availability of computer capacities as well as the rising MAR application world-
wide (Stefan and Ansems, 2017, Figure 2.3). Saturated flow models are most commonly used
but since 2006 also the application of other model types keeps increasing.
Figure 2.3: Historical development of differentmodel types (after Ringleb et al., 2016). Literature
studies often involve multiple or combine different model types.
An overview of the applied software tools is given in Table 2.1. Themajority of software tools was
not specifically developed to simulate MAR-related issues and are generally used in hydrogeo-
logical studies. The most commonly applied groundwater flow model is MODFLOW (Harbaugh,
2005), followed by FEFLOW (Diersch and Kolditz, 2002), HST3D (Kenneth, 1997), PHAST (Parkhust
et al., 2004) and SEAWAT (Langevin et al., 2008). Solute transport is mainly simulated by using
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FEFLOW, MT3DMS (Zheng andWang, 1999), SEAWAT or CXTFIT (Nützmann et al., 2006). Reactive
transport codes comprise PHREEQC (Parkhust and Appelo, 1999), MT3DMS, PHT3D
Table 2.1: List of modelling software tools which were applied more than once in literature stud-
ies arranged in alphabetical order including the number of applications, themainMAR
method analysed and the model type covered (after Ringleb et al., 2016) [Note that
some software tools can also be feasible for other MAR methods and might solve fur-
ther model types].
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CFEST (Gupta et al., 1987) 2 x x x
COMSOL(COMSOL, 2011) 2 x x x x x
CXTFIT (Nützmann et al., 2006) 6 x x x x
EASY-LEACHER(Stuyfzand, 1998) 5 x x x x
Eclipse (Schlumberger, 2011) 3 x x x
FEFLOW (Diersch and Kolditz, 2002) 17 x x x x x x
HST3D (Kenneth, 1997) 3 x x x
HYDRUS (Šimůnek et al., 2016) 3 x x x
MARTHE (Thiéry, 1990) 4 x x x x x
MIKE-11 (Szylkarski, 2002) 2 x x x
MIKE-SHE (Sahoo et al., 2006) 3 x x x x x
MOCDENS3D (Oude Essink, 1998) 2 x x x
MODFLOW (Harbaugh, 2005) 73 x x x x x
MT3DMS (MT3D) (Zheng and Wang, 1999) 16 x x x x x
NASRI-BF Simulator (Holzbecher et al., 2008) 3 x x
PHAST (Parkhust et al., 2004) 2 x x x x
PHREEQC (Parkhust and Appelo, 1999) 30 x x x x
PHT3D (Prommer et al., 2003) 13 x x x x
SEAWAT (Langevin et al., 2008) 11 x x x x
SUTRA (Voss, 1984) 5 x x x x x
SWIFT(Reeves et al., 1986) 2 x x x
TOUGH2 (Pruess et al., 2012) 2 x x x x x
WaterCress (Clark et al., 2015) 2 x x x
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(Prommer et al., 2003) and EASY-LEACHER (Stuyfzand, 1998). For unsaturated flow modelling,
HYDRUS (Šimůnek et al., 2016), MARTHE (Thiéry, 1990) and MIKE-SHE (Sahoo et al., 2006) were
used. A variety of models were applied for watershed and water balance modelling but Water-
Cress (Clark et al., 2015) was the only model that was used in more than one case study.
Besides the generalmodelling tools, a number of software tools were specifically developed to
simulateMAR. For the planning andoperation of bank filtration sites aswell as an initial feasibility
assessment, the NASRI BF Simulator was developed (Holzbecher et al., 2008). Various water
quality issues that can occur during ASR can be simulated by EL-ASR, which is a derivative of the
transport model EASY-LEACHER adjusted for ASR (Stuyfzand et al., 2006). The three-dimensional
finite element (FE) code CLOG accounts for five major clogging mechanisms including physical,
biological, chemical clogging, gas formation and compaction and helps during the planning and
operation of MAR facilities to prevent clogging and improve system efficiency (Pérez-Patricio,
2001). Simple empirical tools were particularly developed for the application as MAR screening
tools. TheASRRisk Index (ASSRI) helps as a screening tool to predict the contaminant attenuation
potential during ASR and ASTR (Miller and Correll, 2002). For the evaluation of negative effects of
lateral flow, density effects or dispersive mixing on the recovery efficiency in brackish or saline
aquifers, the ASR Performance Index can be applied (Ward et al., 2009).
2.5 Modelling objectives
Modelling objectives for MAR assessment are manifold and were grouped into 13 categories
(Ringleb et al., 2016). As required by various guidelines (EWRI, 2001; NRMMC-EPHC-NHMRC,
2009), modelling is often performed during the planning or approval phase of a MAR facility to
determine its feasibility at a proposed site. The optimal design of a MAR scheme is assessed
to evaluate if it meets performance objectives prior to the construction of field-scale systems
(Maliva et al., 2006, 2015). Furthermore, the location of pumping andmonitoringwells is defined.
The assessment of optimal infiltration and recovery schemes is an important aspect, e.g. in MAR
planning and helps to optimize a MAR facility (optimization).
Modelling is also performed to assess the performance of a MAR facility by quantifying the
amount of water that can be recovered with desired water quality (recovery efficiency) and its
residence time. The mixing with ambient groundwater and the migration of the infiltration water
needs to be assessed to estimate the storage and infiltration capacity. Modelling studies fo-
cusing on water quality changes consider the injected water, the ambient groundwater or the re-
covered water. During the evaluation of water quality changes, the arising geochemical processes
that influence the recovered water quality are evaluated because of their particular importance
for risk assessment. Mobilization and release of metals, micropollutant breakthrough, nutrient
removal as well as the fate of chemicals including disinfection-by-products are examined. Clog-
ging, which can be caused e.g. by physical, chemical and biological processes, is an important
issue that influences the infiltration capacity and hence the system performance of a MAR facil-
ity. Possible environmental and health hazards such as pathogen breakthrough can arise during
MAR application and are evaluated by risk assessment approaches.
Modelling is used to depict the impact of MAR on the local groundwater system including
groundwater level changes and the area of influence (groundwater management). The sustain-
able river discharge that is restricted due to environmental or economic constraints is assessed
by modelling (river flows). The influence of MAR to mitigate saltwater intrusion is an important
issue in coastal aquifers.
The objectives for model utilization to assess MAR cannot be generalized for the individual
MAR types and in the subsequent sections the different MAR methods are discussed separately
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as each method poses diverse requirements on the modelling study and various objectives are
pursued (Ringleb et al., 2016).
2.5.1 Well, shaft and borehole recharge
Well, shaft and borehole recharge comprises the direct injection of water into the saturated soil
zone or the infiltration of water into the unsaturated zone by gravity. The performance and suc-
cess of the system depends on a variety of hydrogeological and operational factors including
the groundwater gradient, aquifer heterogeneity as well as the water volume that is being re-
charged. Hence, its application is quite complex. Numerical groundwater flowmodels are often
used to investigate the feasibility of well, shaft and borehole recharge encompassing various
design options such as well locations and their arrangement (Pyne, 2005; de la Orden-Gómez
and Murillo, 2002; Masciopinto, 2013; Missimer et al., 2015; Virtue, 2013; Niazi et al., 2014; Eber-
lein and Peterson, 1992; Pavelic et al., 2006, 2004) (Figure 2.4). Niazi et al., 2014 used the system
dynamic model VENSIM (Eberlein and Peterson, 1992) by integrating a reservoir and groundwa-
ter flowmodel to evaluate the feasibility of ASR and to design a dam in Iran under consideration
of social and economic benefits and costs. The optimal well field design for an ASTR system at
Salisbury, Australia was determined by applying a semi-analytical model as well as the FE based
numerical model FEFLOW (Pavelic et al., 2004, 2006).
Figure 2.4: Distribution of well, shaft and borehole rechargemodelling studies by objective (after
Ringleb et al., 2016). Literature studies may involve multiple modelling objectives.
Besides the design of the system, the operational management including injection and pump-
ing rates is tested as well as optimized bymodelling (Pyne, 2005; de la Orden-Gómez andMurillo,
2002; Pavelic et al., 2006, 2004; Phillips et al., 2002; Mosch, 1998; Maliva et al., 2015; Ebrahim,
2013; Herrmann, 2006). As an example, a simulation-optimization approach was used to deter-
mine the location of injection wells including pumping rates (Ebrahim, 2013). Besides ground-
water flow models, water management models are applied to assist in the effective planning
and design of subsurface infiltration systems. An ASR water supply model was used in Florida,
USA to determine the most cost-effective facility expansion path which meets projected water
demands with an acceptable reliability (Pyne, 2005). Gómez Gómez et al., 2006 showed by using
a management simulation code that ASR would lead to an increase in guaranteed water sup-
ply and a reduction of water deficits especially in the summer months in a hydrologic basin in
Spain. Furthermore, stormwater harvesting reliability under climate change and effects of ur-
banizationwere addressed by scenario analysis using thewatermanagementmodelWaterCress
(Clark et al., 2015; Wallbridge&Gilbert, 2009).
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Groundwater flow modelling assists in quantifying the migration of infiltration water in the
aquifer, the resulting groundwater levels and the amount of water that can be stored under-
ground (Valley et al., 2006; Pyne, 2005; Sheng, 2005; Moorman et al., 2002; Martin et al., 2012;
Legg and Sagstad, 2002; Landini et al., 2006; Banton and Klisch, 2007; Holländer et al., 2009).
The impact of ASR on land subsidence, nearby production wells and their possible interference
was examined by applying groundwater flow, solute transport models or a stochastic analysis
(Brown and Nevulis, 2006; Brown, 2007; Hutchinson, 1998; Martin et al., 2012). The application
in coastal aquifers requires the utilization of density-dependent flow models to determine the
extent of seawater intrusion and the location of the fresh-saltwater interface (Masciopinto, 2013;
Misut and Voss, 2007; Rowland, 2015; van Ginkel et al., 2012).
The influence of operational and hydrogeological factors on the resulting recovery efficiency
was widely investigated using groundwater flow and solute transportmodels (Yobbi, 1996, 1997;
Streetly, 1998; Quinones-Aponte and Wexler, 1995; Maliva et al., 2006; Brown, 2005; Guo et al.,
2012; Lowry and Anderson, 2006). In one of the earliest studies by Merritt, 1985, 1986, a three-
dimensional finite difference (FD) saturated flow and solute transport model was applied to es-
timate the sensitivity of the recovery efficiency of ASR wells to a range of hydrogeological para-
meters in Florida, USA. A key parameter that influences the recovery rate is the aquifer dispersity
which controls mixing between injected and ambient groundwater (Lowry and Anderson, 2006;
Pavelic and Dillon, 2002; Streetly, 1998; Ward et al., 2009). When infiltrating into brackish or
saline aquifers, density-driven and buoyancy-induced flow must be taken into account (Maliva
et al., 2006; Ward et al., 2008, 2007, 2009; Yobbi, 1997; Guo et al., 2015). Considering these ef-
fects, Zuurbier et al., 2014 and van Ginkel et al., 2012 used SEAWAT to comparemultiple partially
penetrating wells with fully penetrating wells. Both studies concluded that freshwater losses are
reduced when utilizing multiple partially penetrating wells and thus recovery efficiencies can be
increased (Zuurbier et al., 2014; van Ginkel et al., 2012). By applying a density-dependent dual-
porosity model using the software Eclipse, Levannier, 2012 demonstrated that fully penetrating
monitoring wells led to misinterpretations when wellbore cross-flow effects and mixing due to
vertical heterogeneities and groundwater gradients were present in an aquifer. In this case,
the author recommends the use of multi-level monitoring wells. Besides aquifer dispersity, the
aquifer heterogeneity has a distinct impact on the shape of the injected freshwater bubble in
brackish storage zones and needs to be considered for more reliable prediction of recovery ef-
ficiency (Maliva et al., 2006; Vacher et al., 2006). Guo et al., 2015 and Maliva et al., 2006 demon-
strated that the recovery efficiency is influenced especially by high variations of permeability and
the presence of dual-porosity zones, which can lead to high dispersive mixing and buoyancy-
driven flow and thus low recovery efficiencies. For an assessment of the ASR performance in
saline or brackish aquifers preceding numerical modelling, Ward et al., 2009 developed a simple
screening tool.
Geochemical processes are a major issue influencing not only the recovered water quality but
also clogging. They are caused by water-rock-interactions or differences in the chemical com-
position of the injectant and the ambient groundwater (Figure 2.4). The geochemical processes
during injection and recovery are frequently identified using reactive transport models (Brun
et al., 1998; Vanderzalmet al., 2010; Page et al., 2009; Petkewich et al., 2004; Prommer et al., 2013;
Prommer and Stuyfzand, 2006; Saaltink et al., 1998). Besides complex numerical models, analyt-
ical transport models such as EASY-LEACHER can be applied to analyse geochemical processes
duringwell injection (Stuyfzand and Pyne, 2012; Stuyfzand, 1998; Stuyfzand et al., 2006). Themo-
bilization of metals during ASR or ASTR can lead to elevated concentrations in the recovered wa-
ter, often exceeding drinking water guidelines and therefore requiring further costly treatment.
The reasons for elevated concentrations of arsenic (As), manganese (Mn), iron (Fe), fluoride (F),
and chromium (Cr) in the recovered water can be identified by using reactive transport mod-
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els. Wallis et al., 2010, 2011, 2012 applied PHT3D and Mirecki, 2006b,a PHREEQC to prove that
the aquifer injection of oxygenated water often leads to pyrite oxidation, the formation of Fe-
oxides and, as a consequence, to the mobilization of As. By using PHREEQC, Descourvieres et al.
(2012) also identified pyrite oxidation as the key geochemical reaction and the reason for the
release of trace metals. Zhang et al., 2015a applied TOUGHREACT (Xu et al., 2006) to an artificial
recharge site in China and concluded that the transformation from an anaerobic to an aerobic
system due to the infiltration of oxidized water is the reason for the dissolution of As, Cr and
Fe. Using PHREEQC, the dissolution of F minerals was identified as the reason for the elevated
F concentrations in the recovered water (Gaus et al., 2002). Antoniou et al., 2012, 2013 showed
by reactive transport modelling that the acidification in the aquifer was caused by injection of
oxidized water and resulted in the dissolution of carbonate minerals as well as desorption of Fe
and Mn from Fe-Hydroxides. Scenario simulations revealed that the dissolution of Fe and Mn
can be controlled by adding a pH-buffer to the injection water and by enriching it with oxygen
(Antoniou et al., 2013) .
Besides mineral dissolution also mineral precipitation can have a negative influence on the
performance of the MAR system as chemical clogging might occur (Anderson et al., 2006; Page
et al., 2014; Stuyfzand et al., 2007; Willis-Jones and Brandes de Roos, 2013; Youngs et al., 2012).
Gutiérrez-Ojeda et al., 2007 identified precipitating calcite as the major cause for the permeabil-
ity reduction around an injection site in Mexico. In Australia, the precipitation of Fe-oxides or hy-
droxides contributed to chemical clogging (Vanderzalm et al., 2013a). The numerical code CLOG
can assess different aspects of clogging taking into account the accumulation of suspended sed-
iments, bacterial growth, chemical reactions and the generation of gas as well as compaction
(Pérez-Patricio and Carrera, 1998). CLOG was applied to a field and various laboratory exper-
iments demonstrating that the main spatial and temporal trends in porosity reduction caused
by clogging can be reproduced (Pérez-Patricio, 2001). Masciopinto, 2013 applied a simple phys-
ical clogging model to predict the time span for clogging of fractures in Lebanon. Furthermore,
FEFLOW was used to evaluate transmissivity changes caused by clogging (Dillon et al., 2010;
Rinck-Pfeiffer et al., 2013).
The fate of organic contaminants during ASR was evaluated using various risk assessment
tools (Miller and Correll, 2002; Page et al., 2007; Vanderzalm et al., 2007; Dillon et al., 2006, 2016;
Page et al., 2015;Masciopinto et al., 2008; Vanderzalmet al., 2013b). The incorporation of biogeo-
chemical reactions in the modelling framework can help to analyse the influence of bacteria on
the local well geochemistry (Greskowiak et al., 2005, 2006).
Various aspects are considered when applying models to evaluate well, shaft and borehole
recharge and modelling objectives were combined in two thirds of the analysed case studies.
Modelling is often used to test the feasibility of injecting water into an aquifer at a proposed
location. The resulting groundwater levels, the storage capacity and the interference with other
groundwater users are frequently estimated by using models. In coastal aquifers the influence
of injected water on the extent of seawater intrusion is of particular interest. In general, the
recovery efficiency is an important parameter evaluated by modelling. Geochemical processes
such as themobilization and the precipitation of As, Mn and Fe as well as the fate of organic con-
taminants are assessed by modelling due to their influence on the performance of subsurface
infiltration systems. The most commonly used simulation tools encompass MODFLOW (37 ap-
plications), PHREEQC (22 applications) and FEFLOW (16 applications) for well, shaft and borehole
recharge. For more details on the modelling objectives and the corresponding applied models
see Ringleb et al., 2016.
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2.5.2 Spreading methods
Spreading methods require, in contrast to other MAR techniques, large quantities of land and
specific land use types as well as geology. Therefore, the selection and evaluation of suitable
sites and the optimization of their design for infiltration ponds and basins are key aspects as-
sessed by modelling (Lacher et al., 2014; Mirlas et al., 2015; Rahman et al., 2012; Rastogi and
Pandey, 2002; Smith and Pollock, 2012; Rahman et al., 2013; Namjou and Pattle, 2002). Multi-
criteria GIS analysis has been combined with groundwater flowmodelling to select and compare
different proposed sites in Northern Gaza (Rahman et al., 2013). Multiple local analytical mod-
els were used to predict the potential for surface infiltration of a large region covering more
than 5000 km² while considering its hydraulic potential (Smith and Pollock, 2012). Furthermore,
Rastogi and Pandey, 2002 analysed the influence of infiltration basin shapes on the resulting
groundwater mound and showed that under rectangular basins a smaller groundwater mound
builds up compared to other basin shapes.
In general, the influence of the recharged water on the groundwater is of interest, especially
with regard to the resulting groundwater levels (Hashemi et al., 2014; Jorgensen and Helleberg,
2002; Legg and Sagstad, 2002; Ting et al., 2006; Namjou and Pattle, 2002; Abbo and Gev, 2008)
(Figure 2.5). On Bribie Island, Australia, groundwater flowmodelling was used to investigate the
impact of infiltrated treated wastewater on seawater intrusion, to predict recharge flow paths
and to test different management options (Evans and Arunakumaren, 2012; Pipe-Martin, 2006).
Zeelie, 2002 used a simulation-optimization model to test the impact of planned infiltration
basins on the aquifer behaviour in the Namib Desert. The viability of using treated wastewa-
ter in infiltration basins with respect to the resulting groundwater mound and plume migration
has been studied by applying a groundwater flow model (Knapton et al., 2004). The combina-
tion of the groundwater flow model MODFLOW and the solute transport code MT3DMS helped
to estimate the spread of infiltrated treated wastewater in the aquifer and to evaluate different
operation scenarios at Shafdan, Israel (Abbo and Gev, 2008).
Figure 2.5: Distribution of spreadingmethodsmodelling studies by objective (after Ringleb et al.,
2016). Literature studies may involve multiple modelling objectives.
In particularmodelling can help in the planning anddesign of the groundwatermonitoring net-
work for surface infiltration systems (Fox et al., 2007; Kupfersberger, 2012; Pipe-Martin, 2006;
Rahman, 2011; Yin et al., 2006). MODFLOW and MT3DMS helped to determine the optimal hy-
draulic load which is defined as the volume of water applied per time period and to improve
the layout of groundwater monitoring wells at a SAT site in China (Yin et al., 2006). Fox et al.,
2007 applied a geostatistical simulation technique to generate various hydrogeological fields
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under an infiltration basin and combined it with three-dimensional groundwater flow and two-
dimensional solute transport simulations. They showed that due to the heterogeneity of the
subsurface, the first wave of infiltration can only be captured by a certain level of likelihood and
the definition of locations of groundwater monitoring wells is therefore difficult.
Numerical modelling can also help to determine the origin and composition of the extracted
water and the recovery rate (Kupfersberger, 2012). Flow paths of the infiltrated water in basins
and ponds and capture zones of the abstraction wells were often estimated by using groundwa-
ter flow models (Kupfersberger, 2012; Jorgensen and Helleberg, 2002; Lundh et al., 2006; Pipe-
Martin, 2006; Tompson et al., 1999; Vandenbohede et al., 2008; Vandenbohede and Van Houtte,
2012; Pauw et al., 2015). Vandenbohede et al., 2008 were able to calculate not only the capture
zone but also the residence and travel times from SAT infiltration ponds in dunes in Belgium by
applying a density-dependent groundwater flow and solute transport model (MOCDENS3D). At
the same site, the influence of seasonal temperature variability on the infiltration capacity and
residence time was studied by Vandenbohede and Van Houtte, 2012 using SEAWAT. Colder in-
filtration water resulted in a decrease of infiltration capacity and an increase of residence time
of the infiltrated water within the aquifer.
Physical, chemical and biological processes arising during the percolation of treated wastewa-
ter through the vadose zone are of particular interest as further water purification can be
achieved through the soil passage (Abel, 2014; Azaroual et al., 2013; Vandenbohede et al., 2013;
Goren, 2009; Hasan et al., 2013; Azaroual et al., 2011, 2012). The density-dependent groundwa-
ter flowmodel SEAWAT coupledwith the reactive transportmodel PHT3Dwas used to character-
ize the geochemical processes that occurredwhen infiltrating treatedwastewater into a brackish
aquifer in Belgium (Vandenbohede et al., 2013). Azaroual et al., 2011, 2012 also used a reactive
transport model (PHREEQC) to identify the driving forces of geochemical and biogeochemical re-
actions in an experimental SAT soil column. Analytical and numerical models assisted to identify
and quantify the processes that control Mn mobilization and breakthrough during SAT (Goren,
2009). Stuyfzand, 1998 used the analytical transport model INFOMI to determine breakthrough
curves of radionuclide and trihalomethanes during basin recharge in dunes. Simulations with
PHREEQC revealed thatMARhas beneficial effects on the groundwater quality in India as F, which
is accumulated in the groundwater due to high evaporation rates, is diluted by the recharged
water (Pettenati et al., 2014). By using PHREEQC, Jensen et al., 2006 observed that the calcite
buffer capacity in the unsaturated zone under an infiltration basin in Denmark is not depleted
in the long-term. This indicates that problems associated with aggressive CO2 are not likely. Ap-
plying a numerical unsaturated flow and transport model, Hasan et al., 2013 showed that with
respect to ammonium degradation only certain soils were suitable for purification of treated
wastewater.
Often, the transport and degradation of organic micropollutants such as pathogens or phar-
maceuticals are studied by reactive transport modelling (Greskowiak et al., 2007; Nham et al.,
2015; Toze et al., 2010; Rahman, 2011; Rahman et al., 2013; Greskowiak et al., 2006; Kloppmann
et al., 2012). MODFLOW and MT3DMS were used to determine optimal infiltration pond op-
eration and to investigate the transport of diazepam in an aquifer in Greece (Rahman, 2011).
The same models were used by Nham et al., 2015 to investigate the sorption and biodegrada-
tion parameters of 16 emerging organic contaminants under SAT measures. Greskowiak et al.,
2006 examined the fate of phenazone in the recharged groundwater using reactive multicom-
ponent transport simulations by applying MODFLOW and PHT3D. The study showed that the
temperature of infiltrated water has an effect on the redox zonation in the aquifer and there-
fore also on the phenazone degradation, which was demonstrated to be redox-sensitive. The
one-dimensional conservative unsaturated flowmodel MARTHE was used to study the degrada-
tion of sulfamethoxazole in column experiments (Kloppmann et al., 2012). The model was sub-
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sequently extended to two dimensions to study the sulfamethoxazole concentration at a recov-
ery well after a hypothetical accidental spill in an aquifer in Belgium. Hence, the understanding
of the occurring biogeochemical reactions in the soil at complex SAT systems is essential for a
thorough risk assessment (Kloppmann et al., 2012).
Although clogging of surface water spreading facilities is a major concern, modelling of issues
related to clogging has been limited so far (Hutchinson et al., 2013). With the help of EASY-
LEACHER, an analytical two-dimensional reactive transport spreadsheet model, accumulation
rates and chemical composition of the sludge layer can be predicted, thus helping to minimize
clogging in relation to basin recharge (Stuyfzand, 2002). A simple mathematical model was de-
veloped by Phipps et al., 2007 to predict the reduction of percolation rates in infiltration basins
over time. The analytical transport code CXTFIT in combination with MODFLOW-MT3DMS also
helped to determine clogging of infiltration basins by simulating tracer experiments of a tech-
nical scale experimental field (Grützmacher et al., 2006).
Overall, modelling is widely used to select and evaluate possible sites for spreading meth-
ods and to design their monitoring network. Furthermore, the resulting groundwater levels and
the composition of the recovered water including the occurring geochemical processes are as-
sessed by modelling. For MAR systems using treated wastewater particular attention needs to
be paid on the behaviour of organic contaminants. In addition, modelling can help predicting the
clogging of surface infiltration systems. The most commonly applied simulation code to model
surface infiltration systems is the groundwater flowmodel MODFLOW (Ringleb et al., 2016). The
solute and reactive transport models PHREEQC, MARTHE, CXTFIT, MT3DMS and EASY-LEACHER
are frequently used to evaluate water quality changes and geochemical processes (Ringleb et al.,
2016).
2.5.3 Induced bank filtration
The induced infiltration through pumping wells from a surface water body such as streams and
lakes usually improves the surface water quality by the underground passage. Therefore the
separation of flow paths, the source of bank filtrate as well as the amount and quality of the
leakage water is of particular interest during riverbank filtration.
Those issues are mainly evaluated by groundwater flow modelling using usually MODFLOW
(Wett, 2006; Henzler et al., 2014; Wiese and Nützmann, 2006; Sharma et al., 2012b; Ray and
Prommer, 2006; Schafer, 2006, Table 2.2). Schafer, 2006 compared various well design options
and quantified the leakage over time reduced by clogging and compaction of riverbed sediments
applying MODFLOW. Furthermore, solute transport modelling, using e.g. CXTFIT (Licht et al.,
2006; Nützmann et al., 2006), MT3D(MS) (Wett, 2006; Henzler et al., 2014) or PHREEQC (Eckert
et al., 2006; Horner et al., 2006), is frequently applied to assess riverbank filtration sites. The
NASRI-BF Simulator was specifically designed for an initial feasibility assessment of induced bank
filtration sites. It was applied to compare different available sites in Kenya and Malawi, to define
the optimal position and number of wells and to determine the proportion of bank filtrate and
local groundwater in the pumped water (Holzbecher et al., 2008; Youngs et al., 2012).
Most modelling studies conducted for induced bank filtration apply solute transport models
as water quality improvement is the main objective (Table 2.2). The analytical transport code
CXTFIT was used to predict the fate and transport behaviour of contaminants during riverbank
filtration (Licht et al., 2006; Nützmann et al., 2006). By fitting breakthrough curves to meas-
ured values, retardation coefficients and degradation rates of pharmaceutics and algae toxins
were determined (Licht et al., 2006; Nützmann et al., 2006; Grützmacher et al., 2006). Wett,
2006 examined the clogging of a riverbank filtration system in Austria by simulating tracer tests
using MODFLOW and MT3D. The hydraulic conductivity decreased by one order of magnitude
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through clogging resulting in a halving of infiltration rate during one year of operation. The beha-
viour of emerging organic contaminants during riverbank filtration was studied by Henzler et al.,
2014 using MODFLOW in combination with non- and reactive transport modelling (MT3DMS).
Using the same models, Ray and Prommer, 2006 studied the chemical transport of ethylene
dibromide to extraction wells during a hypothetical emergency spill in Illinois, USA. They further
investigated the transport of the herbicide atrazine throughout a flooding event during river-
bank filtration. More complex chemical interactions can be studied with PHT3D, which incorpo-
rates PHREEQC into MT3DMS. The code was applied not only to study single-species but also
multispecies biochemical reactions such as the mineralization of dissolved organic carbon and
the microbial-mediated atrazine degradation during a flooding event at the same site in Illinois
(Ray and Prommer, 2006). For the identification of the governing biogeochemical processes and
redox conditions during conceptual column studies, PHREEQC was applied (Horner et al., 2006).
PHREEQC also helped to characterize the hydrogeochemical processes during bank filtration at
the river Rhine, Germany and to demonstrate that together with the varying composition of the
river water themicrobiological activity had a significant impact on the water quality (Eckert et al.,
2006).
Table 2.2: Induced bank filtration modelling studies (after Ringleb et al., 2016). The following ab-
breviations are used for the coveredmodelling objectives: Groundwatermanagement
(GM), Residence time (RT), Design (D), Feasibility (F), Recovery efficiency (RE), Water
quality (WQ), Geochemical processes (GP), Clogging (C), Optimization (O).
Country Publication
Year
Model Used Modelling
Objectives
Reference
Austria 2006 MODFLOW, MT3D GP, C Wett, 2006
Germany 2006 PHREEQC WQ, GP Eckert et al., 2006
Germany 2006 MODFLOW-MT3DMS,
CXTFIT
GP, C Grützmacher et al., 2006
Germany 2002 FEFLOW RT, RE, C Fritz et al., 2002
Germany 2014 MODFLOW, MT3DMS WQ Henzler et al., 2014
Germany 2006 MODFLOW RT, GM Wiese and Nützmann,
2006
Kenya 2012 MODFLOW, NASRI Bank
Filtration Simulator
F, WQ, GM Sharma et al., 2012b
L. E.* 2006 PHREEQC GP Horner et al., 2006
L. E. 2006 CXTFIT WQ, GP Licht et al., 2006
L. E. 2006 CXTFIT GP Nützmann et al., 2006
Malawi 2012 MODFLOW, NASRI Bank
Filtration Simulator
F, WQ, GM Sharma et al., 2012b
T. A.* 2008 NASRI Bank Filtration
Simulator
F, D, O Holzbecher et al., 2008
USA 2006 MODFLOW, PHT3D GP, C Ray and Prommer, 2006
USA 2006 MODFLOW RE Schafer, 2006
*L. E. = laboratory experiment, T. A. = theoretical analysis.
The ability to simulate complex bio- and geochemical reactions facilitates the understanding
of the transport and degradation processes of chemicals during the subsurface passage during
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induced riverbank filtration (Ringleb et al., 2016). This helps MAR utilities to manage riverbank
filtration schemes more efficient as flow paths, infiltration sources and travel times of the bank
filtrate can be determined. Especially the quality of the recovered water influenced by the oc-
curring geochemical processes in the underground is of importance because it determines the
need for further water treatment of the abstraction water.
2.5.4 In-channel modifications
Subsurface dams are built to keep the underground flow by rising the water table whereas re-
charge and check dams are built in a river bed to enhance recharge from streams (IGRAC, 2007).
Channel spreading in general increases recharge to the groundwater by prolonging the flow
length as well as the residence time (Ringleb et al., 2016).
Most in-channel modification studies focus on groundwater management issues (Table 2.3).
Table 2.3: In-channel modifications modelling studies (after Ringleb et al., 2016). The following
abbreviations are used for the covered modelling objectives: Groundwater manage-
ment (GM), seawater intrusion (SI), Residence time (RT), Design (D), Feasibility (F), Re-
covery efficiency (RE).
Country Publica-
tion
Year
Specific MAR
Type
Model Used Modelling
Object-
ives
Reference
Australia 2002,
2007
Channel
spreading
SUTRA GM, SI Charlesworth et al.,
2002; Narayan et al.,
2007
China 2012 Recharge dam FEFLOW, MIKE-SHE,
SIWA, WBalMo, MIKE-11
GM, SI, O Monninkhoff and
Kaden, 2012
China 2015 Recharge dam FEFLOW GM Zheng et al., 2015
India 2014 Recharge dam FEFLOW, MIKE-11, NAM GM, SI Bhola et al., 2014
India 1998 Recharge dam MODFLOW GM Gore et al., 1998
India 2010 Recharge dam MODFLOW GM Gore et al., 2010
India 2006 Recharge dam MODFLOW, analytical
spreadsheet model
RE Neumann et al.,
2006
Italy 2006 Recharge dam MODFLOW RE Valley et al., 2006
Japan 2006 Subsurface dam 2D FEM model D Jha and Pfeiffer,
2006
Namibia 2012 Recharge dam MODFLOW GM Samma et al., 2012
Russia 2006 Channel
spreading
hydrogeological model RT, GM Glushchenko et al.,
2006
Turkey 2012 Subsurface dam SEEP/W (2D) GM, D Sayit and Yazicigil,
2012
USA 2012 Recharge dam MODFLOW GM Marston and
Heilweil, 2012
Uzbek-
istan
2010 Channel
spreading
MODFLOW F Karimov et al., 2010
In the Burdekin Delta system, one of the oldest and largest artificial recharge schemes of Aus-
tralia, in-channel modification is used to prevent seawater intrusion by keeping groundwater
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levels high (Charlesworth et al., 2002; McMahon et al., 2000; Narayan et al., 2007). The two-
dimensional variable-density flow and solute transport model SUTRA was used to test the ex-
tent of seawater intrusion under various recharge conditions and pumping schedules in the
delta (Charlesworth et al., 2002; Narayan et al., 2007). Monninkhoff and Kaden, 2012 applied an
integrated water resourcemanagement approach in a catchment in China. They used a coupled
groundwater and surface model (FEFLOW and MIKE-11) to investigate the reduction of seawa-
ter intrusion and to optimize the existing MAR facilities consisting of recharge dams, infiltration
wells and an underground dam. Bhola et al., 2014 also used FEFLOW and MIKE-11 as a coupled
surface-groundwater flow model to determine the impact of existing and future check dams on
groundwater recharge and seawater intrusion. MODFLOW was used to test whether construct-
ing an underground dam in Namibia (Samma et al., 2012) and increasing the river stage with a
dam in an Italian catchment (Valley et al., 2006) have a positive effect on artificial recharge rates.
The code was also used to simulate the movement of recharged water from a reservoir through
the underground in Utah, USA (Marston and Heilweil, 2012). Jha and Pfeiffer, 2006 tested differ-
ent artificial recharge techniques such as a subsurface barrier, recharge dam, channel spread-
ing and river modification in Japan by applying a transient two-dimensional groundwater flow
model.
Other studies comparing different recharge techniques were conducted to quantify the im-
pact of water harvesting structures such as check dams, cement plugs and recharge dams on
groundwater in India by using a FD groundwater flowmodel (Gore et al., 1998, 2010). The impact
of low-technology recharge structures like check dams on the groundwater mound in India was
also quantified by an analytical spreadsheet model (Neumann et al., 2006).
In conclusion, for the simulation of in-channel modification facilities especially groundwater
flow models are utilized to quantify the impact on the groundwater and to plan or optimize
the proposed MAR facility (Table 2.3). Coupled surface and groundwater models are used for
integrated water resource management often focusing on the extent of seawater intrusion in a
catchment (Bhola et al., 2014; Kupfersberger, 2012).
2.5.5 Rainwater and runoff harvesting
Rainwater and runoff harvesting is widely applied in rural areas and in general not accompa-
nied by scientific studies to monitor and manage the structures as it is a cost-effective and easy
to apply method to recharge an aquifer artificially (Glendenning and Vervoort, 2011). Perrin
et al., 2012 estimated the contribution of artificial recharge through percolation tanks to the
total aquifer recharge in Gajwel, India by applying a simple rainfall-runoff model and a tank
water balance model (Table 2.4).
Table 2.4: Rainwater and Runoff Harvesting modelling studies (after Ringleb et al., 2016). The
following abbreviations are used for the covered modelling objectives: Groundwater
management (GM), Optimization (O).
Country Publication
Year
Specific
MAR Type
Model Used Modelling
Objectives
Reference
India 2011 Trenches water balance model GM Glendenning and
Vervoort, 2011
India 2012 Trenches rainfall-runoff model GM, O Perrin et al., 2012
Simulations showed that 5 – 8% ofmonsoon rainfall is recharged artificially and that most run-
off is already captured in the catchment, limiting the possibility to build new recharge structures.
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Nevertheless, the possibilities to increase artificial recharge included enhancing the percolation
efficiencies of the existing tanks, which are at the moment 40 – 65%, by increasing the hydraulic
gradient nearby or by desludging the tanks (Perrin et al., 2012). Glendenning and Vervoort, 2011
also reported a limit regarding the area that can be used for rainwater harvesting structures in a
catchment in India. They used a conceptual water balance model to study the trade-offs of rain-
water harvesting structures with regard to sustainable agricultural irrigation. The simulations
revealed that rainwater harvesting increases the resilience against drought and the sustainabil-
ity of groundwater resources in the studied catchment only up to a certain limit above which
new rainwater harvesting structures do not generate additional benefits.
Until now, rainwater and runoff harvesting is rarely assessed by using models although appli-
cations demonstrate that modelling can be valuable to estimate the contribution of rainwater
and runoff harvesting to the local water balance and to evaluate further implementation of re-
charge structures in a catchment (Ringleb et al., 2016).
2.6 Discussion and conclusions
A total of 223 publications addressing the modelling of MAR published mainly in the USA, Aus-
tralia, the Netherlands and India in the last 30 years have been evaluated.
Most modelling studies evaluate the MAR techniques well, shaft and borehole recharge as
well as spreading methods. According to Stefan and Ansems, 2016, these are also the most
frequently applied MAR techniques worldwide. Implementing a MAR scheme at a proposed
location includes studying the often complex local hydrogeology to mitigate hazards, such as
clogging or low recovery efficiencies which can result in a system failure. Therefore, modelling
is frequently conducted to plan or optimize the design and operation of a MAR system and to
quantify its impact on the groundwater system. With the help of scenario analysis the achievable
recovery efficiency and occurring geochemical processes can be assessed, minimizing the failure
risk of the planned facility. Modelling can also be used to predict long-term impacts regarding
the influence on the local groundwater, the geochemical processes and the recovery efficiency.
In coastal areas, the influence of MAR on the mitigation of seawater intrusion is frequently ana-
lysed by modelling. Various MAR methods and locations can be compared by modelling to eval-
uate their respective advantages and disadvantages. Furthermore, scenario analysis assists in
the design of the well-field and monitoring network or the adjustment of operational parame-
ters. Conducting modelling studies can help to reduce laboratory or field work that is otherwise
required (Ringleb et al., 2016). Sensitivity studies can help to identify the most sensitive opera-
tional and hydrogeological parameters that influence the system performance. Purposive field
and laboratory experiments can subsequently be conducted to reduce the uncertainties in the
identified sensitive parameters. In addition, the simulation of best-case or worst-case scenarios
is possible which replication in laboratory or field experiments is challenging. Modelling offers
the unique opportunity to include climate change prognosis, future water demand as well as
various management scenarios into the study (Ringleb et al., 2016).
Various model types are applied to simulate MAR systems depending on the objective and
data availability. Groundwater flow models, frequently combined with solute or reactive trans-
port models, are most widely used for the assessment of MAR. In recent years, publications
using unsaturated flow, watershed or water balance models are increasing. The reviewed stud-
ies show that commonly known modelling tools are mainly used for MAR assessment as they
meet the general requirements for MAR modelling. The utilization of well-established simu-
lation codes such as MODFLOW, PHREEQC or MT3DMS is favourable due to the existing wide
application field and comprehensive documentation (Ringleb et al., 2016). The development of
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MAR-specific modelling tools is especially relevant for MAR-related processes which are not yet
well reproduced in the existing simulation tools. Specifically developed simulation tools help
e.g. in the operational design for riverbank filtration schemes (Holzbecher et al., 2008) or ASR
(Stuyfzand et al., 2006).
At complex sites, sophisticated models which account for aquifer heterogeneity, include dual-
porosity, or accurately simulate reactive geochemical reactions are needed for a more reliable
prediction of MAR performance (Guo et al., 2015; Maliva et al., 2006; Maliva, 2015). At MAR
facilities that have an effect on the whole water cycle such as in-channel modifications, there
is a need for holistic modelling aproaches integrating groundwater, water in the unsaturated
zone and surface water in order to represent the systems adequately. Since clogging is an im-
portant process determining the success of a MAR facility, modelling of that issue needs further
research. In addition, the incorporation of biologically enhanced reactions into biogeochemical
models is especially relevant at complex MAR systems using stormwater or treated wastewater
(Kloppmann et al., 2012).
Nevertheless, the rising complexity of applied models requires a more detailed site charac-
terization as additional parameters are needed. To predict the MAR system performance more
reliable bymodelling, a thorough site-specific parameter determination and uncertainty analysis
are essential (Maliva, 2015). Various sources of errors and uncertainty exist in models as they
are only a simplified representation of the complex natural system (Ringleb et al., 2016). Model
parameters, observation data and the conceptual model are sources of uncertainty in models
which can lead to unsuccessful modelling (Wu and Zeng, 2013). Failures in MAR modelling have
not been communicated but general reasons include: insufficient data availability, wrong inter-
pretation of available data, incorrect model conceptualization, oversimplification of the complex
natural system and unsuccessful calibration (Ringleb et al., 2016). In particular model calibration
including sensitivity analysis can be demanding if a high number of parameters exist. Inverse
modelling using specific tools such as PEST (Doherty, 2015) or UCODE (Poeter et al., 2014) can aid
but besides a reliable calibration dataset, a good knowledge of the incorporated mechanisms
is required. As a consequence, calibration is very time-consuming and complex and defines
the quality and reliability of the model results. Model uncertainties and limitations need to be
properly communicated so that decision-makers can interpret the results correctly.
Modelling helps to improve the planning, design, management and operation of MAR systems
and is often integrated into feasibility studies. It offers the unique possibilities to evaluate future
scenarios and to predict the performance prior to the building of pilot facilities. Various numer-
ical models as well as other approaches and tools can be applied depending on the objective
of the modelling study and its scale as well as the site-specific properties of the MAR scheme
including the MAR method.
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3 WEB-BASED EMPIRICAL AND
ANALYTICAL TOOLS FOR INITIAL
MAR-RELATED ASSESSMENT
This chapter is based on the following research article:
Glass, J., Jain, R., Junghanns, R., Sallwey, J., Fichtner, T., Stefan, C., 2018. Web-based tool compila-
tion of analytical equations for groundwater management applications. Environmental Modelling &
Software 108, 1–7. doi: 10.1016/j.envsoft.2018.07.008.
3.1 Introduction
As chapter 2 demonstrates, various numerical methods exist to assess MAR-related issues. Nev-
ertheless, especially at proposed sites where the first stages of the planning process of a new
facility are underway, the application of numerical models is often too complex due to the high
data requirements and time expenditure. Flexible tools and methods, based for example on
empirical or analytical equations, are frequently applied to depict the inherent hydrogeological
processes (Carleton, 2010; Callander et al., 2011; Halford and Kuniansky, 2002). Various spread-
sheets have been developed by governmental agencies, environmental service operators and
researchers to facilitate the use of these equations and assess a wide range of groundwater-
related problems (Glass et al., 2018a). These help e.g. to determine the hydraulic conductivity
from grain size analysis (Devlin, 2015), to analyse pumping and slug test data (Halford and Kuni-
ansky, 2002), to estimate the hydraulic gradients and flow velocities using groundwater head
data (Beljin et al., 2014; Devlin, 2003) and to simulate transient or time-dependent groundwater
models (Karahan and Ayvaz, 2005a,b). But also for the assessment of more specific issues, such
as the quantification of groundwater mounding beneath an infiltration basin (Carleton, 2010)
or the characterization of saltwater intrusion in coastal aquifers (Callander et al., 2011), spread-
sheets have been developed.
Despite the simplicity and high compatibility of spreadsheets with personal computers, which
often run under different versions ofMicrosoft Excel, they have the typical limitations of desktop-
based software including the requirement for software installation, system dependence and
manual updating (Glass et al., 2018a). Only a few attempts have been made so far to overcome
this by developing web-based tools which has been facilitated by the recent advances in com-
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putational speed, improved networks and internet accessibility. Web-tools hold the distinct ad-
vantage of increased software availability, location and device independence, easymaintenance,
hardware and platform independence and resource pooling (Glass et al., 2018a). The main dis-
advantage is the dependence on a stable internet connection. STRMDEPL08 is an example of a
web-based version of a spreadsheet developed by the United States Geological Survey (USGS)
that utilizes various analytical equations to calculate the pumping-induced streamflowdepletion
(Reeves, 2008). It requires the user input of various operational and hydrogeological parame-
ters and gives out a table of stream flow depletion over time. Various online calculators, which
can be used as preliminary screening tools, are provided by the Environmental Software Online
Company (http://www.groundwatersoftware.com/calculator.htm, 10.09.2018). The implemen-
ted tools cover groundwater mounding calculations, a one-dimensional transport model based
on the advection-dispersion equation as well as the estimation of hydraulic conductivity from
slug tests or grain size analysis (Glass et al., 2018a). For the application in introductory university
courses, Valocchi and Werth, 2004 developed a web-based interactive simulator for groundwa-
ter pollutant fate and transport. The effect of variable contaminant input concentrations and
groundwater age distributions on contaminant trends in wells or other groundwater discharges
can be quantified using the web-tool GAMACTT (Böhlke et al., 2014). It is also designed for edu-
cational purposes as it is based on a highly simplified aquifer model.
The described web-based tools represent a major step forward from classical desktop-based
spreadsheets to easily accessible educational or screening tools. Nevertheless, in the available
web-based tools parameter storage and hence a later proceeding of calculations is not possible.
Here, the INOWAS platform aims to close this gap by combining the functionality and features of
cloud-based computing with the graphical representation of results commonly found in spread-
sheets (Glass et al., 2018a). The platform is the result of the joint work of the members of the
Junior Research Group INOWAS at Technische Universität Dresden and was developed to eas-
ily solve groundwater-related issues with a special focus on MAR. It comprises of a variety of
tools with complexities ranging from very simple empirical and literature-based tools to ana-
lytical equations and numerical groundwater flow and transport modelling (Glass et al., 2017).
The INOWAS platform is a free web-service where account-based simulations with tool sav-
ing options for later continuation is possible. In addition, the intuitive graphical user interface
(GUI) with extensive tool documentations and example applications foster the easy and straight-
forward application. The website can be accessed under https://inowas.hydro.tu-dresden.de/,
free user registration is required.
In the frame of this thesis, the literature-based MAR model selection tool was developed and
implemented on the web-based platform. Although a wide range of mainly numerical models
are used to assess various MAR-related issues, the selection of suitable models for a particular
problem is often challenging. A tool was therefore developed to help in the model selection
process. It is based on the database developed in chapter 2 and allows interactive filtering and
model comparison. The web-based implementation allows for the easy accessibility for a wide
range of users and can ease the search for a suitable computer code to analyse a wide range of
site-specific MAR-related issues.
In addition, three analytical tools were conceptualized, designed and prepared for online im-
plementation. The actual web-based programming of the analytical tools was carried out by
othermembers of the Junior ResearchGroup INOWAS (Ralf Junghanns,MartinWudenka, Raman-
deep Jain). The tools can be used to determine the groundwater mounding underneath infiltra-
tion basins, the pumping-induced river drawdown considering various boundary conditions as
well as saltwater intrusion due to pumping or sea level rise in coastal aquifers. The latter one
does not directly assess a MAR issue but is useful to evaluate where saltwater intrusion might
be a problem and measures such as MAR arise as an alternative to mitigate it. The analytical
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tools serve as educational or initial screening tools where data availability is low or only a basic
estimate is required.
The specific objectives of this chapter are to:
• introduce the INOWAS tools that were conceptualized, designed and partly implemented
in the frame of this thesis,
• give information about their theoretical background,
• verify the web-based implementation, and
• describe examples that demonstrate the applicability of the implemented tools.
3.2 Methodology
3.2.1 MAR model selection
Numerous models have been applied to evaluate the processes occurring during the design,
implementation and optimization of MAR schemes. The literature-based MAR model selection
tool provides a comprehensive overview of suitable models which have already been applied to
assess MAR-related topics and is based on the review presented in the previous chapter. The
database of Ringleb et al., 2016 was extended to also cover articles published after 2015 and
includes currently 223 case studies (see Appendix A.1). As the selection of a suitable model suite
for a particular problem is often challenging, the tool facilitates interactive filtering and model
comparison. The user can define criteria to limit the list of suitable models. In that way it helps
the user to depict more easily a suitable model to evaluate his MAR-specific issue.
The filter criteria are divided into two categories: general and specific. The following general
filter criteria can be used:
• Main MAR technique
• General modelling objective
• Model type
The specific filter criteria cover the following two categories:
• Specific MAR technique
• Specific modelling objective
Depending on the number of filter criteria specified and the definiteness of the user-specified
criteria, the number of suitablemodels, which have already been applied, varies. If the list of suit-
able models is too long for the user to consider, more specific filter criteria such as the specific
MARmethod or the specific objective of the modelling study should be defined. If the list shows
no suitable model, the user should broaden and generalize the chosen filter criteria. Especially
for some MAR methods such as rainwater and runoff harvesting only a very small number of
modelling studies have been conducted so far. Here it is better to first filter the objective of
the modelling study and suitable model types and not specify the MAR method to get a better
overview of suitable models.
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3.2.2 Groundwater mounding
For surface infiltration systems, the resulting groundwater mound is an important parameter
that needs to be determined before system implementation. If the groundwater table is rising
too high, negative consequences on construction foundations in the nearby are possible. The
analytical equationdevelopedbyHantush, 1967 canbeused to calculate the groundwatermound
underneath an infiltration basin (Figure 3.1). The aquifer is assumed infinite in areal extent and
has a finite thickness with an impermeable base which is horizontal (Carleton, 2010). Further-
more, the Hantush equation assumes that the aquifer is isotropic and homogeneous, the flow is
only horizontal (Depuit assumption), the infiltration rate is constant and the increase of saturat-
ed thickness due to infiltration is small compared to the original saturated thickness. Ground-
water mounding is a function of the duration and rate of recharge, size of the infiltration basin
as well as subsurface parameters such as the initial groundwater level, the specific yield and hy-
draulic conductivity of the aquifer. It needs to be considered that if vertical anisotropy is present
in an aquifer, the groundwater mounding is underestimated (Carleton, 2010). The groundwa-
ter mounding is overestimated if water storage or delayed yield in the unsaturated zone occurs
(Carleton, 2010).
Figure 3.1: Conceptual setting for calculating the groundwatermound underneath an infiltration
basin (Glass et al., 2018a). Top: plan view of recharge basin. Down: cross section
of the aquifer with resulting groundwater mound (blue) due to recharge from the
infiltration basin.
For the calculation of the groundwater mound, the horizontal soil permeability K [LT -1], the
saturated aquifer thickness hi [L], the specific yield Sy [-], the average aquifer thickness b [L], the
width W [L] and length L [L] of the recharge basin as well as the duration t [T] and magnitude
w of the recharge rate [LT -1] are required (Hantush, 1967).
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and
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v =
Kb
Sy
(3.3)
α =
0.5L+ x√
4vt
or
0.5L− x√
4vt
(3.4)
β =
0.5W + x√
4vt
or
0.5W − x√
4vt
(3.5)
where τ is the dummy integration variable, x,y are the distance from the centre of the recharge
basin in the respective direction andh [L] specifies the height of thewater table above the aquifer
base.
3.2.3 Pumping-induced river drawdown
Bankfiltration, which covers the pumping fromwells besides streams, can lower the local ground-
water level as well as the stream discharge if hydraulically connected. Especially for small rivers,
this can have negative consequences on the stream flora and fauna. Therefore, the determi-
nation of the stream depletion rate is important to understand the surface water-groundwater
interaction which can help in the planning of new well locations as well as pumping rates to
minimize these effects (Hunt, 1999).
Various boundary conditions types are available to determine the river drawdown induced by
pumping (Figure 3.2) and are explained in detail in the following sections.
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Figure 3.2: Boundary condition types to determine pumping-induced river drawdown: A) fully
penetrating streamwith no streambed resistance (Jenkins, 1965), B) fully penetrating
stream with streambed resistance (Hantush, 1965), C) partially penetrating stream
with streambed resistance (Hunt, 1999), and D) partially penetrating stream in an
aquitard overlying a pumped aquifer (Hunt, 2003) (after Glass et al., 2018a).
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3.2.3.1 Fully penetrating stream with no streambed resistance
The equation developed by Jenkins, 1965 covers a fully penetrating stream with no streambed
resistance between the stream and the aquifer (Reeves, 2008).
∆Q = QWerfc
(
√
d2swS
4Tt
)
(3.6)
where Qw is the constant pumping rate [LT -1], ∆Q is the stream depletion rate [LT -1], dsw
is the shortest distance between the stream edge and the well [L], T is aquifer transmissivity
[L 2T -1], S is the effective porosity, specific yield or storage coefficient of the aquifer.
The equation is valid for a homogeneous and isotrope aquifer with a constant saturated thick-
ness and an infinite extension away from the stream. The aquifer is confined or hydraulic head
changes in the aquifer are small compared to the saturated thickness. In addition, mainly hori-
zontal flow is occurring and the Dupuit assumption is valid. The stream is assumed to be straight
and infinitely long and fully penetrates the aquifer. The well pumps at a constant rate and there
is no stream bank storage (Reeves, 2008).
3.2.3.2 Fully penetrating stream with semipervious layer
When the stream and aquifer are separated by a semipervious layer along the stream edge, the
stream depletion can be calculated with the following equation developed by Hantush, 1965:
∆Q
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= erfc
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Sd2sw
4Tt
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− exp
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SL2S
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dsw
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√
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SL2S
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Sd2sw
4Tt
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(3.7)
where LS is the streambed leakance [L] which can be calculated as follows:
LS =
K
K´
B´ (3.8)
K´ is defined as the permeability [LT -1] andB´ as the thickness of the semipervious layer [L].
The equation is based on the same assumptions as equation 3.6 except that the streambed has
a lower conductivity than the surrounding aquifer and thus facilitates flow resistance.
3.2.3.3 Partially penetrating stream with streambed resistance
In a partially penetrating stream with streambed resistance, the streamflow depletion can be
calculated according to Hunt (1999) (Figure 3.2):
∆Q
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= erfc
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Sd2sw
4Tt
)
− exp
(
Ω2t
4ST
+
Ωdsw
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)
erfc
(
√
Ω2t
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√
Sd2sw
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(3.9)
If the streambed conductance Ω [LT -1] is set to Ω = 2
T
LS
, equation 3.9 yields the same as 3.7.
In general Ω is defined as
Ω =
K´WS
B´
(3.10)
whereWS is the stream width [L].
In comparison to the assumptions of equations 3.6 and 3.7, the stream is narrow and extends
only a small distance into the aquifer. It is therefore regarded as a straight line crossing an
infinite aquifer in the horizontal direction. The streamflow depletion is calculated with the help
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of Darcy´s law. The aquifer is supposed to remain in hydraulic contact with the stream although
drawdown can occur caused by pumping. As a consequence, the hydraulic head is not allowed
to drop below the streambed due to pumping (Reeves, 2008).
3.2.3.4 Partially penetrating stream in an aquitard overlying a pumped aquifer
Hunt (2003) developed the following equation to calculate the streamflowdepletion rate in a par-
tially penetrating stream which is located in an aquitard laying above a pumped aquifer (Figure
3.2).
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B´´ is defined as the aquitard thickness [L],K´´ is the aquitard permeability [LT -1], Sy is the
specific yield of the aquitard [-], b´ is the distance between the stream and the top of the leaky
aquifer [L], τ is the integration variable, I0( ) is the modified zero order Bessel function,
(
2n
n
)
the
binomial coefficient and P ( ) the incomplete Gamma function.
The drawdown in the aquitard and leaky aquifer are assumed to be small compared to the sat-
urated thickness (Dupuit assumption). The aquifer is homogeneous, infinite and has a constant
thickness. The flow between the leaky aquifer and the aquitard can be described by Darcy´s
law. The pumping rate must be constant and the stream is infinitely long and stream width
must approach zero so that the stream can be modelled as a line crossing the aquifer (Reeves,
2008).
3.2.4 Saltwater intrusion
Especially in coastal aquifers, groundwater exploitation needs to be evaluated carefully as it
can cause saltwater to intrude further inland contaminating the groundwater reservoir and well
field with saltwater. The location of the freshwater-saltwater interface is therefore an important
parameter for the appropriate management of coastal aquifers. In addition, the determination
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of upconing caused by pumping in a freshwater aquifer underlain by saltwater and the cor-
responding maximum well pumping rate helps to avoid saltwater intrusion. Sea level rise also
causes the inland migration of saltwater which needs to be considered in future water extrac-
tion planning. The analytical equations do not directly assess MAR but indicate where saltwater
intrusion is a problem now or in the near future and could be mitigated by the implementation
of MAR .
3.2.4.1 Depth of saltwater interface (Ghyben-Herzberg Relation)
A very simple approximation of the location of the saltwater-freshwater interface under static
conditions is the Ghyben-Herzberg relation which considers the density differences between
salt- and freshwater (Callander et al., 2011).
z =
ρf
(ρs − ρf )
hf (3.16)
where hf is the freshwater thickness above the sea level [L], z is the freshwater thickness
below sea level [L], ρf is the freshwater density [ML -3] and ρs is saltwater density [ML -3] (Figure
3.3).
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Figure 3.3: Schematic illustration of the freshwater-saltwater interface in a coastal aquifer as de-
scribed by the Ghyben-Herzberg relation (Glass et al., 2018a).
3.2.4.2 Freshwater-saltwater interface (Glover equation)
The Glover equation (Bear, 1999) provides an approximate of the extent and shape of the
saltwater-freshwater interface under consideration of the freshwater gradient (Figure 3.4). The
concept considers the freshwater discharge towards the sea along an area rather than a line as
in the Ghyben-Herzberg relation (equation 3.16).
As Bear, 1999 indicates, the basic equation behind the Glover equation is the following:
z2 =
2qoutxρf
K(ρs − ρf )
+
[
qoutρf
K(ρs − ρf )
]2
(3.17)
where K is the hydraulic conductivity [LT -1], x,y are distances from the shoreline and qout is
the freshwater outflow rate per unit length of shoreline [L 2T -1].
The equation can be rewritten with the help of the Darcy law:
z(x) =
√
2ibxρf
(ρs − ρf )
+
[
ibρf
(ρs − ρf )
]2
(3.18)
with b the aquifer thickness [L] and i the hydraulic gradient [-].
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Figure 3.4: Shape and extent of the saltwater-freshwater interface in a coastal aquifer as de-
scribed by the Glover equation (Glass et al., 2018a).
The following equation describes the shape of the freshwater table hf [L]:
hf (x) =
√
2ibxρf
(ρs − ρf )
(3.19)
Freshwater flows into the sea (z=0) along the following width of the zone Lout [L]:
Lout =
ibρf
2(ρs − ρf )
(3.20)
and the corresponding depth of the freshwater-saltwater interface beneath the shoreline
(x=0) is defined as:
z0 =
ibρf
(ρs − ρf )
(3.21)
The equations can be used to estimate the location of the freshwater-saltwater interface in
coastal aquifers without pumping.
3.2.4.3 Upconing of saltwater below pumping well
In a coastal freshwater aquifer underlain by saltwater, pumping can cause the upconing of the
saltwater interface (Figure 3.5).
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Figure 3.5: Upconing of the freshwater-saltwater interface by well pumping (Glass et al., 2018a).
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To avoid saltwater intrusion into the well, upconing caused by pumping at a new equilibrium
as well as the maximum recommended pumping rate can be calculated using the equations by
Dagan and Bear, 1968; Schmork and Mercado, 1969. The pumping well is hereby considered as
a point.
z(0) =
QW
2πdK∆ρ
(3.22)
where z [L] is the new equilibrium elevation defined as the distance between the upconed and
original saltwater-freshwater interface, d is the pre-pumping distance from the well base to the
interface [L]. In addition,∆ρ is defined as:
∆ρ =
ρs − ρf
ρf
(3.23)
The saltwater-freshwater interface is supposed to stay stable if the upconed height z does not
exceed the critical elevation which was suggested by Dagan and Bear, 1968 as one-third of the
distance between the original saltwater-freshwater interface and the well base (Callander et al.,
2011). Hence, the permitted well pumping rateQmax should not be exceeded:
Qmax ≤
0.6πd2K
∆ρ
(3.24)
Under transient conditions, the upconing at any distance from the well x [L] can be calculated
with the following equation (Bear, 1999):
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(3.25)
where t is time [T] and n is the aquifer porosity [-].
3.2.4.4 Critical well discharge
In a coastal aquifer, seawater can also intrude landward due to pumping (Figure 3.6). Strack,
1976 developed the concept of a critical well abstraction rate. If that pumping rate is exceeded,
an unstable situation is created and seawater will migrate inland to the well.
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Figure 3.6: Pumping well in a coastal aquifer (after Strack, 1976; Glass et al., 2018a).
The position of the toe of the freshwater-saltwater interface under steady conditions can be
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determined as follows (Callander et al., 2011).
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]
(3.26)
where qout is the uniform freshwater flow per unit length of shoreline [L 2T -1], z0 is the depth
of the aquifer base below mean sea level [L], xW is the distance between the shoreline and the
well [L] and x, y are coordinates of the toe of the interface.
Between the coast and the pumping well exists a stagnation point (xs, ys) which marks the
divide between groundwater flow towards the coast and the well (Figure 3.6b).
xs = xW
[
1− QW
πqoutxW
]
; ys = 0 (3.27)
The critical point of instability for the saltwater interface occurs if the toe of the interface xT
passes the stagnation point. As a consequence, saltwater can move directly to the well. The crit-
ical well pumping rate which causes saline water to pass the stagnation point can be determined
depending on the aquifer type as follows (Callander et al., 2011):
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With the help of χ calculated by equation 3.28, the following equation can be solved for ε:
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As a next step, the critical well pumping rateQcrit can be calculated:
Qcrit = εqoutxW (3.30)
The presented analytical equations are only valid for steady state conditions in an isotropic,
homogeneous aquifer with a connection between the freshwater aquifer and the saltwater (Cal-
lander et al., 2011).
3.2.4.5 Influence of sea level rise on saltwater intrusion (vertical cliff)
Werner and Simmons, 2009 developed equations to quantify the effects of sea level rise on salt-
water intrusion in coastal aquifers. The inland migration of the toe of the freshwater-saltwater
interface caused by sea level rise can be determined in dependence on the existence of a con-
stant head boundary or a constant flux inland (Figure 3.7).
For a constant head boundary, the offshore discharge as well as the groundwater through-
flow will decrease in response to sea level rise. Despite the sea level change, surface features
or groundwater abstractions leave the head condition in the aquifer constant. Sea level rise will
cause the increase of the water table height if a constant flux boundary exists but the ground-
water discharge remains constant.
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Figure 3.7: Inland migration of the freshwater-saltwater interface due to sea level rise in a) flux-
controlled system and b) head-controlled system (Glass et al., 2018a).
Werner and Simmons, 2009 analytical solution assumes that the location of the surface coastal
boundary is stationary. The coast is thus represented as a vertical cliff with an inclination of 90°.
As a consequence, if a low inclination of the sea shore exists, the solution by Werner and Sim-
mons, 2009 underestimates sea water intrusion due to sea level rise. Hence, in cases where the
sea level rise causes an inland progression of the sea boundary, the application of the analytical
solution developed by Chesnaux, 2015 (Section 3.2.4.6) is advised which considers the degree of
inclination of the coast.
The following three equations need to be solved iteratively to determine the position of the
toe of the interface xT (Werner and Simmons, 2009). The freshwater head hf in the zone of the
freshwater-saltwater interface (0 < x < xT ) can be determined as follows:
hf =
√
2qoutx− wx2
K(1 +∆ρ)
(3.31)
where xT is the inland extent of the toe of the freshwater-saltwater interface at the aquifer
base [L], x is the distance inland from the position of the coast line [L] and w is surface recharge
to the aquifer [LT -1].
The point of intersection between the aquifer base and the toe of the freshwater-saltwater
interface can be determined with equation 3.32.
xT =
qout
w
−
√
qout
w
− K(1 +∆ρ)z
2
0
w∆ρ2
(3.32)
where z0 is the depth to the aquifer base below sea level [L]. The reference point for this
parameter is mean sea level and hence, it increases when sea level is rising.
Furthermore, the following equation of the freshwater head hf on the inland side of the toe
of the freshwater-saltwater interface (x > xT ) must be valid.
hf =
√
2
K
(x− xT )
(
qout −
w
2
(x+ xT )
)
+ (hT + z0)2 (3.33)
where hT is the freshwater head at the toe of the saltwater-freshwater interface [L].
When solving the equations 3.31, 3.32 and 3.33 iteratively, the following constraints need to
be met to determine the change of the position of the toe of the saltwater interface due to sea
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level rise:
Instead of an realistic inland position of the freshwater head, equations 3.31 - 3.33 create awa-
ter tablemoundat a distance defined asxm =
qout
w
where qout(xm) = 0. Theparameters in equa-
tions 3.31 - 3.33 must always ensure that xm > xT as the area of interest is between the coast
and the inlanddistancexT . This can be ensuredwhen q > qminwhere qmin =
√
wK(1 +∆ρ)z20
∆ρ2
.
In general, steady-state conditions (e.g. aquifer recharge is constant), an isotropic and homo-
geneous aquifer and a sharp saltwater-freshwater interface are assumed.
3.2.4.6 Influence of sea level rise on saltwater intrusion (inclined coast)
In a sloped coastal aquifer, the inland migration of the toe of the freshwater-saltwater interface
due to sea level rise can be estimated using the analytical equation by Chesnaux, 2015. In con-
trast to the solution by Werner and Simmons, 2009 (section 3.2.4.5) where a vertical cliff and a
stationary sea boundary is assumed, the equation by Chesnaux, 2015 considers a low inclina-
tion of the sea shore and hence, a progression of the sea boundary inland due to sea level rise
(Figure 3.8).
The solution is only valid for a no-flow, fixed-location (fixed flux) boundary in a continental
unconfined aquifer (Morgan andWerner, 2016) and as a consequence the geological aquifer limit
is used as the inland boundary. Other cases such as a head-dependent boundary e.g. through
evapotranspiration, pumping, river or drains are not considered. The impact of sea level rise in
fixed-head aquifers, which are according to Morgan and Werner, 2016 more prone to sea level
rise than fixed-flux aquifers, can be accessed by utilizing the solution by Werner and Simmons,
2009 assuming a vertical cliff or using the more general solution by Ataie-Ashtiani et al., 2013.
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Figure 3.8: Inland migration of the freshwater-saltwater interface due to sea level rise consid-
ering the low inclination of the sea shore (after Chesnaux, 2015, as in Glass et al.,
2018a).
The initial position of the toe of the freshwater-saltwater interface is defined as follows (Chesnaux,
2015):
xT =
√
L20 −
(
z0
αβ
)2
(3.34)
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with α =
√
w∆ρ
K(ρf +∆ρ)
and β =
ρf
∆ρ
.
z0 is defined as the initial depth below sea level to the aquifer basement (impermeable bottom)
[L], K is aquifer hydraulic conductivity [LT -1], w is surface recharge to the aquifer [LT -1], L0 is
initial aquifer width [L], ρf is freshwater density [ML -3], ρs is sea water density [ML -3],∆ρ [ML -3]
is the density difference between fresh and saltwater which can be calculated as∆ρ = ρf − ρs.
As a consequence of the changing sea level, the fluctuation of the height of the aquifer at any
position x can be calculated using the following equation (Chesnaux, 2015):
I(x) = ∆z0 +
√
−α2∆z0
tanγ
∗
(
2L0 −
∆z0
tanγ
)
+ h0(x)2 − h0(x) (3.35)
with h0(x) = α
√
L20 − x2 where γ is the slope of the coastal aquifer [°], x [L] is the inland
distance from the position of the coast line, h0(x) is the initial water table at position x in the
aquifer [L], and∆z0 is sea level change [L].
The position change of the sea water toe caused by sea level change is defined as follows
(Chesnaux, 2015):
∆xT =
√
(
L0 −
∆z0
tanγ
)2
−
(
z0 +∆z0
αβ
)2
−
√
L20 −
(
z0
αβ
)2
(3.36)
3.2.5 Web-based implementation on INOWAS platform
The described tools are incorporated on the web-based INOWAS platform which is an open
source web-service to solve groundwater related issues with a special focus on the manage-
ment, optimization and planning of MAR schemes. The platform is freely accessible via stand-
ardwebbrowser (https://inowas.hydro.tu-dresden.de/) and encompasses a pooling of toolswith
open-access availability to enhance the usability of already existing and new applications. The
platform offers, in contrast to conventional approaches such as spreadsheets, the collaboration
among multiple users such as researchers and stakeholders through the web-based implemen-
tation which holds the potential to enhance the decision-making process (Glass et al., 2018a).
The cloud-based implementation furthermore allows the worldwide accessibility of project data.
The detailed online documentation and application examples help the user to effectively utilize
the tools on the INOWAS platform.
The technical infrastructure of the INOWAS platform is based on the CLIENT which represents
the user terminal with internet access via a web browser and the SERVER where the applica-
tion is running (Figure 3.9). The SERVER consists of a standard Linux Server which is hosted by
the Centre of Information Services and High Performance Computing (ZIH) of Technische Uni-
versität Dresden. The web-based user interface is based on two JavaScript libraries: ReactJs
(https://d3js.org/, 10.09.2018) and Redux (https://redux.js.org/#license, 10.09.2018). When the
user opens or saves existing tool instances, the communication between the CLIENT and the
SERVER is initiated through REST-API and HTTP commands (Glass et al., 2018a). For calculation
of the analytical equations and the results visualisation, third-party libraries such as D3.js
(https://d3js.org/, 10.09.2018) are used.
All tools can be accessed via the personal dashboard where available tools and saved tool
instances are displayed (Glass et al., 2018a).
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Figure 3.9: Technical infrastructure of the INOWAS platform (Glass et al., 2018a).
3.2.5.1 MAR model selection tool
TheMARmodel selection tool was programmedusing R Statistical Software (Team, 2017) and the
shiny package (Chang et al., 2017) to build the web-based GUI. The code is attached in Appendix
A.2. The deployment of the app on thewebwas done using shinyapps.io and can be accessed via
standard web browser at https://inowas.shinyapps.io/mar_model_selection/. The website was
incorporated into the web-based INOWAS platform using an inline frame also called iframe by
Ralf Junghanns, researcher at the research group INOWAS at Technische Universität Dresden.
3.2.5.2 Analytical tools
The analytical equations were implemented by Ralf Junghanns as well as Martin Wudenka and
Ramandeep Jain (assistant researchers at the research group INOWAS at Technische Universität
Dresden) into the web-based INOWAS platform.
From the dashboard, the user has several options when selecting an analytical tool from the
menu: start a new instance of a selected tool, open a previously saved tool instance and continue
working on it, or duplicate an existing tool instance and use it as a basis for a new project (Glass
et al., 2018a). The system offers two levels of confidentiality. Tool instances can be either saved
as private where only the project owner can access it or as public where any registered user has
access to the data and can utilize it. By this means it is guaranteed that sensible or restricted
data is protected.
The GUI was standardized for the implemented analytical tools and is comprised of the follow-
ing components: a) tool sketch where the underlying conceptual model is illustrated, b) graph
displaying the results including the calculated parameter(s), c) the data input panel with sliders
for easy parameter input aswell as variation, and d) themessage boxwith additional information
such as results analysis, warning messages and further settings (Glass et al., 2018a). Further-
more, each tool has a default example which is always displayed upon creation of a new project
and can be easily set back to default by clicking the corresponding button. The user can also
access the documentation to find out more about the theoretical background, limitations and
parameters of the analytical equations. As the GUI is standardized for all analytical equations, it
is easy for a user to get familiar and apply the individual tools.
43
3 WEB-BASED EMPIRICAL AND ANALYTICAL TOOLS
3.3 Example application and verification
In the following sections, the application of the developed web-based tools and sub-tools is
demonstrated with the help of examples. Furthermore, the online implementation is verified
using existing Excel Spreadsheets or external third-party websites.
3.3.1 MAR model selection tool
The user can specify the filter criteria by selecting check boxes on the left side of the app (Figure
3.10). If no filter is checked, the entire database is displayed. It should be noted that the data is
based on the conducted literature review in Chapter 2, which means that the scope is restricted
to conducted case studies.
Figure 3.10: Interface of MAR model selection tool with the key GUI components: general filter-
ing (main MAR technique, general modelling objective, model type), specific filtering
(specific MAR technique, specificmodelling objective), results view (figure frequency
ofmodel use, table further information aboutmodels, table list of case studies), doc-
umentation link and export options for results (csv, png).
The filter criteria are divided into two columns: the first column comprises general filters such
as themainMAR techniques, general modelling objectives andmodel types. The second column
comprises specific filters including the specific MAR technique and the specific modelling ob-
jective. The results are shown in the right side of the app and are getting updated on-the-fly,
which means as soon as a user changes a filter criterion, the displayed output tab gets updated.
The user can switch between three different tabs to display various results. In the first tab, a
plot of models and their frequency can be displayed and exported as a png or csv file using the
44
3.3 Example application and verification
download buttons. In the second tab, a table with further information on the appliedmodels can
be displayed. The information covers the model dimension, equation type (empirical, analytical,
numerical including solution scheme), type of available license and GUI (free, commercial), the
link to the model homepage as well as the time of the last model update. In the third tab, a list
of case studies including their MAR type, models applied, country and the full reference can be
displayed for the chosen filter criteria and exported as a csv file.
In Figure 3.10, the frequency of model applications for the whole data base without any filter
restrictions is shown. It can be seen that the most frequently applied models for MAR assess-
ment comprise MODFLOW, PHREEQC and FEFLOW.
3.3.2 Groundwater mounding
An infiltration basin with the size of 40 m x 20 m is planned to increase the local groundwater
storage. The following aquifer parameters are assumed: specific yield Sy of 0.085, hydraulic
conductivity K 0.5 md-1, initial aquifer thickness of 35 m and a groundwater level 15 m below
land surface. During infiltration, the groundwater is not allowed to rise above 8 m below land
surface due to a close-by underground parking garage. The mean recharge rate w is estimated
to be 0.35 md-1 over a duration of 1 year. The resulting groundwater mound calculated on the
INOWAS platform according to section 3.2.2 equals 7.8 m (Figure 3.11).
Figure 3.11: Example application of the INOWAS platform to calculate groundwater mounding
below an infiltration basin (after Glass et al., 2018a).
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Therefore, the groundwater table will rise up to 7.2 m below land surface in the centre of the
infiltration basin. This is above the given threshold of 8 m and the recharge rate needs to be
lowered. The highest feasible recharge rate meeting the constraint is 0.312 md-1.
Verification For verification, the default example of the web-based INOWAS platform was
used and the results were compared to an existing Excel spreadsheet (Carleton, 2010). The
Excel spreadsheet requires the input of parameters in imperial units (feet) whereas the INOWAS
web-tool is based on metric SI units. Table 3.1 displays the input parameters and the respective
calculated groundwater mound. The groundwater mound in the centre of the infiltration basin
calculated by the Excel spreadsheet is 0.471 feet. By converting the result into SI units, the Excel
spreadsheet yields the same as the INOWAS tool (0.14 m).
Table 3.1: Input parameters for verification of the INOWAS web-tool “Groundwater mounding”
in SI-units and the Excel Spreadsheet developed by Carleton, 2010 (in feet).
Input parameter INOWAS tool Excel (Carleton, 2010)
Percolation rate w 0.045 md-1 0.148 ftd-1
Basin length L 40 m 131.234 ft
Basin widthW 20 m 65.617 ft
Initial groundwater level hi 35 m 114.829 ft
Specific yield Sy 0.085 0.085
Hydraulic conductivityK 1.83 md-1 5.906 ftd-1
Infiltration time t 1.5 d 1.5 d
Resulting groundwater mound 0.14 m 0.471 ft (=0.14 m)
3.3.3 Pumping-induced river drawdown
In a fully penetrating stream with streambed resistance, pumping from a well causes stream
flow to deplete. Figure 3.12 shows a screenshot of the INOWAS platform displaying the default
example including the input parameters. A pumping well with a rate of 150m3d-1 is installed at a
distance of 500m to a partial-penetrating streamwith a colmatation layer thickness of 1m and a
hydraulic conductivity of 0.1 md-1. The aquifer has a transmissivity T of 1500 m2d-1, a hydraulic
conductivity of 60 md-1 and a storage coefficient of 0.2. The estimated river drawdown after one
year of operation of the pumping well is 97.6 m3d-1 which was calculated using the Hantush,
1965 equation (see section 3.2.3.2).
Verification The results received by the INOWAS web-tools were verified against an available
Excel Spreadsheet (Hunt, 2014) and the web-based implementation of the program
STRMDEPL08 (Reeves, 2008, https://mi.water.usgs.gov/software/groundwater/CalculateWell/
index.html). The respective input parameters for the verification of the different boundary con-
ditions and the corresponding results are displayed in Table 3.2. It should be noted that different
units are used throughout the tools. STRMDEPL08 uses the streambed leakance [ft] (equation
3.8) for the calculation of the stream depletion in a fully penetrating stream with streambed re-
sistance and the streambed conductance [ftd-1] (equation 3.10) for a partially penetrating stream
with streambed resistance.
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Figure 3.12: GUI for calculating the river drawdown in a fully penetrating streamwith streambed
resistance induced by pumping using the default example on the INOWAS platform.
As the results are given with the precision of one decimal point in the Excel Spreadsheet, this
causes a difference in the absolute stream depletion between the INOWAS implementation and
the Excel results (Table 3.2). Minor differences in the results between the INOWAS results and the
online implementation of Reeves, 2008 are also probably due to rounding during the calculation.
The relative stream depletion coincides between all quantification methods.
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Table 3.2: Verification of web-based implementation of pumping-induced river drawdown equations. A) fully penetrating stream without streambed
resistance, B) fully penetrating stream with streambed resistance, C) partially penetrating stream with streambed resistance and D) partially
penetrating stream in an aquitard overlying a pumped aquifer. The results were compared to an Excel Spreadsheet by Hunt, 2014 and a
web-based application by Reeves, 2008, ( https://mi.water.usgs.gov/software/groundwater/CalculateWell/index.html).
Parameter A B C DINOWAS Hunt Reeves INOWAS Reeves INOWAS Hunt Reeves INOWAS Hunt Reeves
Pumping rateQw 150
m3d-1
1.74 Ls-1 27.52 ga
min-1
150
m3d-1
27.52
gamin-1
150
m3d-1
1.74 Ls-1 27.52
gamin-1
150
m3d-1
1.74 Ls-1 27.52
gamin-1
Pumping duration t 365 d 365 d 365 d 365 d
Aquifer storage
coefficient S
0.2 0.2 0.2 0.2
Aquifer
Transmissivity T
1500 m2d-1 16145.87
ft2d-1
1500
m2d-1
16145.87
ft2d-1
1500 m2d-1 16145.87
ft2d-1
1500 m2d-1 16145.87
ft2d-1
Distance stream to
well dsw
500 m 1640.42 ft 500 m 1640.42 ft 500 m 1640.42 ft 500 m 1640.42 ft
Aquifer permeability
K
- 60 md-1 196.85
ftd-1
- -
Streambed
permeabilityK´
- 0.1 md-1 0.33 ftd-1 0.1 md-1 0.33 ftd-1 -
Streambed thickness
B´
- 1 m 3.28 ft 1 m 3.28 ft -
Width of streamWS - - 2.5 m 8.20 ft 2.5 m 8.20 ft
Aquitard thickness
B´´
- - - 10 m 32.81 ft
Aquitard sp. yield Sy - - - 0.1
Aquitard
permeabilityK´´
- - - 0.5 md-1 1.64 ftd-1
Distance streambed
to aquifer top b´
- - - 7 m 22.97 ft
Absolute stream flow
depletion∆Q
124.6
m3d-1
1.4 Ls-1
(121.0
m3d-1)
0.05
ft3s-1(124.5
m3d-1)
97.6
m3d-1
0.04
ft3s-1(97.62
m3d-1)
15.8
m3d-1
0.2
Ls-1(17.3
m3d-1)
0.007
ft3s-1(15.9
m3d-1)
8.5 m3d-1 0.1 Ls-1
(8.6
m3d-1)
0.0036
ft3s-1
(8.2 m3d-1)
Relative stream flow
depletion∆Q
83% 83% 83% 65% 65% 11% 11% 11% 6% 6% 6%
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3.3.4 Saltwater intrusion
Exemplary, Figure 3.13 displays the web-implementation of the sub-tool “Upconing” where the
rise of the saltwater-freshwater interface due to pumping in a freshwater aquifer underlain by
seawater can be calculated. The screenshot displays the default example with a pumping rate
of 2000 m3d-1 and a distance of 30 m to the saltwater.
Figure 3.13: GUI for calculating the upconing of saltwater underneath a pumping well in a fresh-
water aquifer underlain by saltwater using the default example on the INOWAS plat-
form.
Verification The verification of the web-version of the analytical tools to analyse saltwater in-
trusion was conducted using an Excel spreadsheet developed by Pattle Delamore Partners Ltd
(Callander et al., 2011) except for the estimation of sea water intrusion due to sea level rise as-
suming an inclined coast. For that equation, the web-based implementation was compared to
an example given by Chesnaux, 2015.
• Ghyben-Herzberg relation
With the help of the first sub-tool, the depth of the saltwater-freshwater interface using the
Ghyben-Herzberg relation can be determined. If the density of freshwater ρf is assumed to be
1 gcm-3and the density of saltwater ρs 1.025 gcm-3, the thickness of the freshwater underneath
the sea level is always 40 times the freshwater thickness above the sea level. This relationship
is also confirmed via the INOWAS web-tool.
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• Glover equation
The Glover equation helps to determine the course of the saltwater-freshwater interface de-
pending on the aquifer thickness, the hydraulic gradient and the freshwater and saltwater dens-
ity. The Excel spreadsheet yields for ρf = 1 gcm-3, ρs=1.025 gcm-3, a hydraulic gradient of 0.001
and an aquifer thickness of 50 m an interface depth of 2 m below the coastline and a 1 m off-
shore freshwater discharge zone. This is in accordance with the web-based tool implementation
where in addition the inland extent of the toe of the saltwater interface at the base of the aquifer
is given as 624.0 m for the specified input parameters.
• Upconing
The default example of the web-based INOWAS sub-tool “Upconing” (Figure 3.13) yields an up-
coning of the saltwater interface of 8.5 m with a pumping rate of 2000 m3d-1, a hydraulic con-
ductivity of 50md-1and a pre-pumping distance of 30m. As the critical elevation is 9m, saltwater
should not enter thewell. Themaximumrecommendedpumping rate is 2120.6m3d-1. The Excel
spreadsheet by Callander et al., 2011 yields the same results as the web-based implementation.
• Critical well discharge
The online implementation of the sub-tool “Critical Well Discharge” was verified using the input
parameters in Table 3.3a. The results of the Excel spreadsheet are in agreement with the results
of the INOWAS web-implementation for the unconfined aquifer type (Table 3.3b). The confined
aquifer type could not be verified as a compiling error occurred in the Excel spreadsheet due to
an outdated version of Microsoft Visual Basic used in the script.
Table 3.3: Input parameters and results to verify the web-based implementation of the INOWAS
tool “Critical well discharge” with the help of an Excel spreadsheet (Callander et al.,
2011).
(a) Input parameters
Aquifer type K [md-1] b [m] q [m2d-1] Qw [m3d-1] xw [m] ρf [gcm
-3] ρs [gcm
-3]
unconfined 50 20 1 5000 2000 1.0 1.025
confined 50 20 1 5000 2000 1.0 1.025
(b) Results (*no solution due to compiling error in Excel Spreadsheet).
Output parameter unconfined aquifer confined aquifer
Excel INOWAS Excel* INOWAS
Distance to the toe of the freshwater-saltwater
interface from the coast [m]
2 322 2322 n/a 2322
Critical well discharge [m3d-1] - (as already
intruded)
4 288 n/a 4319
• Sea level rise (vertical cliff)
Seawater intrusion due to sea level rise can be calculated either by using a constant head or con-
stant flux inland boundary condition. The input parameters to verify the online implementation
are provided in Table 3.4a. As can be seen in Table 3.4b, the results of the Excel spreadsheet are
in accordance with the online implementation .
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Table 3.4: Verification of the web-based implementation of the INOWAS tool “Sea level rise” with
the help of an Excel spreadsheet (Callander et al., 2011).
(a) Input parameters
Aquifer type K [md-1] z0 [m] L [m] w [md
-1] xw [m] hi [m] i [-] ∆z0 [m]
constant head 10 25 2000 0.0001 2000 1.0 - 1.0
constant flux 10 30 2000 0.0001 2000 - 0.001 1.0
(b) Results
Output parameter constant head constant flux
Excel INOWAS Excel INOWAS
Distance to toe pre sea level rise [m] 260 260 236 236.2
Offshore discharge rate pre sea level rise [m2d-1] 0.32 0.32 0.50 -
Distance to toe post sea level rise [m] 516 516 253 252.6
Offshore discharge rate post sea level rise [m2d-1] 0.19 0.19 - -
Inland movement of toe of interface [m] 256 256.2 16 16.4
• Sea level rise (inclined coast)
The following example was defined by Chesnaux, 2015 and is used to verify the online imple-
mentation. The aquifer thickness is 50 m and the hydraulic conductivity 10 md-1. The recharge
rate is defined as 1.4*10-3 md-1. The initial distance to the inland boundary, the aquifer width L
is 1000 m and the aquifer has a slope of 2°. A sea level rise of 1 m is assumed.
The initial toe of the saltwater freshwater interface is located 263.5m from the coast or 736.5m
from the inland boundary, respectively. The toe of the interface will move 52.8 m inland due to
sea level rise. The toe of the interface is thus located 683.7 m from the inland boundary. The
initial water table head at a distance of 500 m to the coast is 1.6 m above sea level and due to
sea level rise the water table will increase about 1.001 m at that position. The results of the web
implementation are the same as the results described by Chesnaux, 2015.
3.4 Discussion and conclusions
One of the first steps in a newmodelling study consists in the often difficult selection of a suitable
model set for the particular MAR-related problem which is overcome by the developed MAR
Model Selection Tool. The set of models is filtered depending on the user-defined filter criteria
including the general or specific MAR technique, the general or specific modelling objective as
well as the appliedmodel type. In thatway, the user can easily get an overviewof suitablemodels
that have already been applied to study similar problems including additional information on the
simulation codes. Furthermore, a list of conducted case studies helps to identify examples with
similar objectives.
With the help of the implemented analytical equations, a variety of MAR-related issues can
be assessed using the free web-based platform. The tools cover the estimation of the resulting
groundwater mound underneath an infiltration basin caused by aquifer recharge, river draw-
down due to pumping in a close-by well and saltwater intrusion due to well pumping or sea level
rise. The implementationwas verified by comparingweb-based results to existing spreadsheets.
Furthermore, examples demonstrated the applicability of the various tools.
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The platform is useful for a wide range of hydrogeologists ranging from teachers that might
use the platform as teaching material to hand out exercises and assignments to students, stu-
dents themselves, as well as professionals and practitioners both from the private industry or
public service. Especially for practitioners in developing countries who may not have access to
commercial software, the platform provides freely available tools.
In hydrogeology, analytical solutions are still frequently applied. Although the presented equa-
tions are restricted to a distinct environmental setting and subject to various assumptions which
are explained in the documentation pages of the INOWAS platform. If the assumptions are met
for the study area, analytical equations provide useful instruments to assess problems related
to groundwater at low computational and financial effort and can quickly provide solutions to
various problems with relatively low data requirement. This is a distinct advantage compared to
numerical models, where a good data basis is a prerequisite for their application and accuracy of
the results. This is often hindered by the inherent uncertainties in the hydrogeological parame-
trisation for numerical models which makes them not necessarily more accurate than analytical
equations. On the other hand, analytical solutions are only valid under the set assumptions
which are often not met in reality and represent only a simplification of the natural processes.
The implemented tools can be used as educational tools, for direct applications and as screen-
ing tools before more extensive methods such as numerical modelling or field and laboratory
experiments are conducted (Glass et al., 2018a). Taking into account the assumptions they in-
volve, the tools can also be used for verification and validation of numerical models.
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4 MANAGED AQUIFER RECHARGE
FEASIBILITY ASSESSMENT USING
GIS-BASED SUITABILITY MAPPING
AND NUMERICAL MODELLING
This chapter is based on the following research article:
Glass, J., Rico, D.A.V., Stefan, C., Nga, T.T.V., 2018. Simulation of the impact of managed aquifer
recharge on the groundwater system in Hanoi, Vietnam. Hydrogeology Journal 1–16.
doi: 10.1007/s10040-018-1779-1.
4.1 Introduction
The feasibility to implement MAR at a proposed location is often a challenging question due to
the lack of knowledge about the local groundwater system and its response to MAR implement-
ation.
To identify suitable sites for the implementation of MAR to minimize failure risks of a planned
facility, an initial site-screening using Geographic Information System (GIS) and widely available
surface or subsurface spatial data can be conducted (Russo et al., 2015). The approach is very
flexible as social, economic and physical factors are chosen site-specific depending on the pro-
posed MAR method and available data in the study area. As discussed in Chapter 2, numerical
modelling can be applied to assess the feasibility and quantify the impact of MAR at sugges-
ted locations. The combination of GIS-based site suitability mapping and numerical modelling
is an appropriate tool to identify locations for the implementation of MAR and to study various
operational and placement options (Rahman et al., 2012; Patwal, 2015; Russo et al., 2015).
Hanoi, the capital of Vientam, faces rapid population growth and urbanization leading to in-
creased pressure on the water infrastructure and supply system. The water demand of Hanoi,
which is mainly covered by groundwater especially from the Pleistocene aquifer, was about
1.05 M m3d-1 in 2010 and is projected to increase further (Stefan, 2014; Duc, 2012; Phi and
Strokova, 2015). The increasing impervious areas due to the fast urbanization causes frequent
flooding as well as a reduction of natural recharge rates (Stefan et al., 2012). Most of the urban
wastewater is directly discharged to surface water bodies, leading to deterioration of ground-
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water quality by leaking water (Montangero et al., 2007; Dang et al., 2014). As natural replen-
ishment of the groundwater is not enough to meet the high water demand, groundwater levels
are declining in some parts of Hanoi (Nguyen and Helm, 1995; Fischer et al., 2011). The ground-
water drawdown reaches up to 35 m and the decrease continues with a rate of about 0.3 m per
year (Bui et al., 2012a; Fischer et al., 2011). As a consequence of the vast groundwater exploita-
tion, land subsidence occurs in various districts where highly compressible quarternary soils are
present (Nguyen and Helm, 1995; Thu and Fredlund, 2000; Duc, 2012). Highest land subsidence
rates occur in districts with high groundwater exploitation and thick layers of highly compress-
ible Quaternary soils (Nguyen and Helm, 1995; Thu and Fredlund, 2000; Duc, 2012). In 2013,
total land subsidence reached as much as 100 cm in parts of the old city centre of Hanoi and will
continue if groundwater exploitation is not limited (Phi and Strokova, 2015).
Caused by the mobilization of geogenic As, the often high As concentrations in drinking water
exceeding the WHO-guidelines (10 μgL-1) poses a risk to the health of people drinking untreated
groundwater from private wells in Hanoi (Norrman et al., 2008; Berg et al., 2001). Further spread
of As contamination is expected due to ongoing groundwater exploitation (Norrman et al., 2008).
This is mainly caused by the increased gradient and as a consequence also increased leakage
between the upper Holocene aquifer comprised of reduced groundwater having high As con-
centrations and the lower Pleistocene aquifer (Norrman et al., 2008)
To compensate the negative effects of groundwater overexploitation, mitigation measures
are highly needed to overcome the quantitative and qualitative water management issues. As
discussed in Chapter 1.2, MAR might serve as a potential solution as part of a sustainable water
management concept to limit further groundwater exploitation and land subsidence.
This chapter evaluates the feasibility of MAR as a solution for sustainable groundwater man-
agement in the city centre of Hanoi by combining GIS analysis and numerical modelling. The
specific objectives include to:
• analyse the present groundwater situation by numerical groundwater flow modelling and
identify locations especially prone to overexploitation,
• identify suitable sites to implementMARbyGIS-basedmulti-criteria decision analysis (MCDA)
in the city centre of Hanoi, and
• simulate different management scenarios which include various MAR measures and ana-
lyse the impact on the groundwater system.
In the frame of the master thesis of Via Rico, 2015, an initial numerical groundwater flow model
of the study area was set up and calibrated using MODFLOW-NWT (Niswonger et al., 2011). The
groundwater flowmodel was subsequently revised and re-calibrated to improve themodel con-
ceptualization. The main objective was to understand the local groundwater system and assess
the present situation. As a second step, a GIS-based MCDA was conducted integrating multiple
criteria such as land use and aquifer parameters to identify suitable locations for the two eval-
uated MAR methods injection wells and riverbank filtration. As a last step, a scenario analysis
using the calibrated groundwater flowmodelwas conducted. The results of theGIS-basedMCDA
and the groundwater flow model were used to design three different simulation scenarios in-
cluding various MAR measures to determine the potential impact on the groundwater system.
The focus was set on the influence of potential MAR schemes to reduce the existing groundwa-
ter depletion cones while maintaining the total water withdrawal, to stop declining groundwa-
ter levels and to compensate overexploitation by the infiltration of surplus water (Glass et al.,
2018b). Therefore, only quantity aspects in the form of a groundwater flowmodel were included
in the study.
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4.2 Study area
Hanoi is located in the Red River delta, one of Vietnam´s most industrialized and urbanized
regions. In themetropolitan area of Hanoi, around 7.7million people live in an area of 3 324 km2
(Bui et al., 2012b). The study area comprises a part of the old city centre of Hanoi with an area of
138 km2 and expands over seven urban districts (Figure 4.1). Even though it covers only 5% of
the total metropolitan area of Hanoi, roughly 30% of the population live there. The area is due
to its high population density and the ongoing rise of water demand especially prone to further
groundwater exploitation.
The topography of the area is dominated by the flat floodplain of the Red River with elevations
ranging between 3 and 17 m above sea level (a.s.l.). The Red River also serves as a natural
boundary to the east and north of the study area (Figure 4.1). The average river discharge is
3 970 m3s-1 during the rainy season and 1160 m3s-1 during the dry season (Nguyen et al., 2014).
The north of Vietnam is characterized by two distinctive seasons due to the tropical monsoon.
The wet season lasts from May to October and the dry season from November to April. The
annual average precipitation is about 1 600mmper year and three quarters fall in thewet season
(Nguyen et al., 2014). The annual average evaporation is 900mm at amean annual temperature
of 24 °C (Nguyen et al., 2014).
Figure 4.1: Satellite image of the urban area of Hanoi, Vietnam with location of district boundar-
ies (black) and extent of study area (red) (Glass et al., 2018b).
Due to the fast urban development, several ponds and lowlands were transformed to con-
struction and buildings. The high amount of impervious areas leads to reduced natural ground-
water replenishment rates (Bank, 2008). In addition, surface water bodies are severely polluted
because of discharge of untreated wastewater and direct dumping of waste (Bui et al., 2012b).
As a consequence, groundwater is themain water supply in Hanoi and groundwater exploitation
is causing groundwater level decline, land subsidence and groundwater pollution (Nguyen and
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Helm, 1995; Fischer et al., 2011; Bui et al., 2012b; Duc, 2012; Phi and Strokova, 2015).
The geology of the area is characterized by unconsolidated alluvial Quaternary deposits above
metamorphosed consolidated Neocene bedrock (Nguyen and Helm, 1995; Jusseret et al., 2009).
Twoquarternary aquifers existwhich are inmanyparts of the city separatedby a low-permeability
silt and clay layer (Jusseret et al., 2010). The upper aquifer is of Holocene origin and often re-
ferred to as Holocene unconfined aquifer (HUA). The deeper aquifer, fromwhich themain water
demand of the city is covered by nine large public pumping stations, is of Pleistocene origin and
referred to as Pleistocene confined aquifer (PCA). Industrial wells pump additional water from
the PCA and private wells extract water mainly uncontrolled from the HUA.
4.3 Methodology
4.3.1 Flow in the saturated zone
4.3.1.1 Governing equations
The following partial-differential equation describes the non-equilibrium three-dimensional sat-
urated flow through an anisotropic, heterogeneous porous medium with constant density
(Harbaugh, 2005):
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(4.1)
whereKxx,Kyy andKzz are hydraulic conductivities in the x, y and z direction [LT-1], h is the
potentiometric head [L], Sq is the volumetric flux per unit volume which represents sources or
sinks of water [T-1], Ss is specific storage of the porous medium [-] and t is time [T].
Except for very simple systems where analytical solutions can be used, numerical methods
are required to obtain an approximate solution of the groundwater flow system. The finite dif-
ference (FD) method is such an approach, where the continuous system described by equation
4.1 is replaced by a discretization of space and time into a set of finite points (Harbaugh, 2005).
For each cell of the system, a FD equation, which is based on the continuity equation, describes
the relationship between the hydraulic head of the cell and the six neighbouring cells at the end
of a time step. For each time step, the set of FD equations for each cell of the model grid needs
to be solved simultaneously.
4.3.1.2 MODFLOW-NWT
With the help of MODFLOW-NWT, three-dimensional groundwater flow through unconfined
aquifers can be simulated. During the simulation, all model cells are kept active and upstream
weighting is used to calculate intercell conductance. Compared to e.g. MODFLOW-2005, where
dry cells become inactive when they fall dry during the simulation, MODFLOW-NWT in that way
removes the most common reasons for convergence failures while the simulation of dewatered
cells is realistically carried out (Niswonger et al., 2011). According to Niswonger et al., 2011, the
main modifications to MODFLOW-2005 include: upstream weighting is used to calculate the ho-
rizontal conductance in unconfined aquifers which in addition was modified to smooth storage
changes during wetting and drying, active variable-head cells at the beginning of the simulation
remain active throughout the simulation and no storage changes occur when the head changes
beneath the cell bottom.
The upstream weighting (UPW) package smooths the horizontal-conductance and storage-
change functions by using a quadratic function (Niswonger et al., 2011). This leads to a small
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error compared to other MODFLOW packages (e.g. BCF, LPF, HUF) that calculate the horizontal
conductance and storage change by a linear function. The UPWPackage keeps the dry cell active
and calculates the head but does not allow water to flow out of a dry cell by setting the conduc-
tance to zero (Niswonger et al., 2011). In addition, a cell with a head below the cell bottom has no
stored water and hence, the change in storage is also zero (Niswonger et al., 2011). The Newton
linearisation method in combination with unstructured, asymmetric matrix solvers are used to
calculate the groundwater head.
4.3.2 Setup of numerical groundwater flow model
A numerical groundwater flow model is developed using MODFLOW-NWT (Niswonger et al.,
2011) to study the present groundwater flow system in the study area. For model calibration,
groundwater observation data for the years 2005 - 2007 are available.
The groundwater flow model is divided into four layers in contrast to an earlier study by
Jusseret et al., 2009 (Table 4.1, Figure 4.2). Underneath the surface layer, the HUA follows. The
upper HUA and lower PCA are separated by a low-permeability layer with a thickness between
1m and 31m. In total, 90 boreholes are used to determine the thickness of each layer, the satur-
ated hydraulic conductivityK , the specific yield Sy and the specific storage Ss (Center for Water
Resources Warning and Forecastings, 2015; National University of Civil Engineering, 2015).
Table 4.1: Aquifer layer description for the study area (after Jusseret et al., 2010 and borehole
information National University of Civil Engineering, 2015) (Glass et al., 2018b).
Layer Name Layer type Description Average
thickness
[m]
K
[md-1]
Sy [-] Ss
[m-1]
1 Surface layer - silt, silty clay, loam 7.8 1 - 20 0.2 -
2 HUA Unconfined
aquifer
silt, silty clay, clay,
fine sand
19.1 1 - 80 0.2 -
0.3
-
3 Low-
permeability
layer
Aquitard clay, silt 8.1 0.001 -
0.2
0.03 -
4 PCA Confined
aquifer
gravel, coarse and
middle sand, silt
and clay lenses
40.3 7 - 80 - 0.0004
With the help of the borehole data, the layer limits are interpolated. In case of negative layer
thicknesses, layer boundaries are adjusted by hand to receive continuous layers as required by
MODFLOW. The hydraulic parameters are defined with the help of homogeneous zones. High
gradients between adjacent parameter zones are smoothed by including transition cells. The
study area has a total size of 138 km² and the grid size is set to 100 x 100 m² (Figure 4.2). The
northern and eastern boundary of themodel is defined as head-dependent flux utilizingmonthly
water level stages measured between 2005 and 2007 by three gauging stations in the Red River
(PSH2, PSH3, PSH4). The urban development of Hanoi and the availability of hydraulic head ob-
servations (HPT_4, Q_62, Q_68, H9) defines the location of the southern and western boundary
of the study area which are set to time-variant specified head boundary conditions. A previ-
ous study by Fatkhutdinov, 2013 demonstrates that only 5% of precipitation is recharging to
the groundwater in the Long Bien district of Hanoi, which is located adjacent to the east of the
study area (Figure 4.1). This percentage is taken as recharge for the green areas including parks,
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pasture and agricultural land as well as the lakes (White Silt Lake, West Lake) and the Red River
(Figure 4.2). The rest of the study area is assumed impervious due to buildings and infrastruc-
ture.
(a) Model grid including the boundary conditions: time-variant specified head (purple) defined by observation well heads
(CHD wells); head-dependent flux (blue) defined by gauging stations of the Red River; and recharge (specified flux, green)
assigned to green areas and surface water bodies. Pumping wells categorized into public high capacity wells (turquoise),
industrial low capacity wells (dark blue) and private pumping wells (white, locations by random and number (100) as-
sumed). Observation wells (yellow) used for calibration (Center for Water Resources Warning and Forecastings, 2015).
(b) Cross-sectional view of hydraulic conductivity [md-1] including boundary of the active model area (black).
Vertical exaggeration: 20.
Figure 4.2: Setup of the numerical groundwater flow model in Hanoi, Vietnam (Glass et al.,
2018b).
As themain water resource is groundwater, many pumping wells exist in the study area which
can be classified into three categories. The first category covers 157 public high capacity wells
which are distributed among nine different pumping stations and cover the main part of the
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city´s water demand from the PCA (Table 4.2, Figure 4.2). The second category corresponds to
106 industrial low capacity wells, which also pumpmainly from the PCA. Monthly pumping rates
are available for the first two pumping well categories (Center for Water Resources Warning and
Forecastings, 2015). The third category covers unofficial or private low capacity wells. For that
category no information about the number of wells, location and pumping rates is available.
Therefore, 100 private wells are distributed at random in the study area assuming a pumping
rate of 150 m3d-1 each from the HUA (Table 4.2). All pumping wells are defined with the help of
the well package to simulate the specified flux.
Table 4.2: Categories for pumpingwells including the exploited aquifer, the total number ofwells
within the study area and the average total pumping rate for the years 2005-2007
(Center for Water Resources Warning and Forecastings, 2015; Glass et al., 2018b).
Category Aquifer Total number of wells Average pumping rate [m3d-1]
Public high capacity wells PCA 157 509 528
Industrial low capacity wells PCA 106 56 074
Private low capacity wells HUA 100* 15 000*
Total 363 580 602
*estimated (each well pumps 150 m3d-1)
The initial water table head for the model is determined with the help of a quasi-steady-state
simulation which covered a transient simulation with a single month-long stress period (January
2005) and 1000 time steps. The subsequent transient simulation comprises 36 monthly stress
periods with daily time steps for three years (2005 - 2007).
A manual trial and error calibration is performed using the monthly measured observation
heads of eight observationwells in the PCA (Figure 4.2). Themodel calibration and hence also the
model results are constrained by the lack of additional observation data such as groundwater
heads in the HUA or flow measurements. During the calibration procedure, hydrogeological
parameters such as hydraulic conductivities and the specific yield are adjusted individually for
parts of themodel, maintaining the range provided in Table 4.1. The goodness of fit of themodel
is evaluated using the Root Mean Square Error (RMSE) and the Normalized Root Mean Square
Error (NRMSE):
RMSE =
√
∑n
i=1(ysim − yobs)2
n
(4.2)
NRMSE =
RMSE
ymax − ymin
(4.3)
with yobs the observed value, here hydraulic head [L], ysim the simulated value and ymax the
maximum, ymin the minimum observed value and n the number of observations. For an overall
RMSE of less than 2 m and an NRMSE < 10%, the calibration is regarded acceptable (Waterloo
Hydrogeologic Inc., 2006). In addition, the residuals height (difference between ysim and yobs)
and a classical graph of ysim versus yobs helps to evaluate the model performance.
ZONEBUDGET (Harbaugh, 1990) is used as a post-processor to calculate sub-regional water
budgets to analyse the aquifer connectivity and the interaction between the Red River and the
two aquifers.
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4.3.3 GIS-based MAR suitability mapping
Suitable locations to implement MAR in the city centre of Hanoi are identified using the GIS-
based MCDA method (Rahman et al., 2012). The approach includes specified decision rules to
integrate geographical data, data manipulation as well as decision maker´s preferences (Mal-
czewski, 2004). The combination of GIS and MCDA allows the optimal use of GIS features such
as data acquisition, manipulation, analysis and storage as well as MCDA capabilities including
the combination of geographical data and users preferences into uni-dimensional values (Mal-
czewski, 2004; Rahman et al., 2012). The chances to miss important information is minimized
by integrating user-specified factors such as various project sites, MAR techniques and potential
risks as well as limiting geological, environmental, social and political parameters (Rahman et al.,
2012).
The overall workflow contains three main steps namely problem definition, constraint map-
ping and suitability mapping (Figure 4.3). Suitability mapping is restricted to two MAR methods
(problem definition): riverbank filtration along the Red River induced by wells located frommain
depression cones in the PCA and injection wells to infiltrate storm water in the HUA. As in the
urban centre of Hanoi land is not widely available, spreading methods such as infiltration basins
are not considered feasible because of the required large land surface areas.
1) Problem definition
2) Constraint Mapping
3) Suitability Mapping
3.2) Definition of minor and major effects (MIF)
3.3) Determination of relative weights
3.4) Standardization of thematic maps
3.5) Overlay using linear combination technique
3.1) Choice of influencing factors
Figure 4.3: Workflow of GIS-based MCDA method for MAR suitability mapping using modified
multi-influence factormethod (MIF) to determine relative weights (adapted fromRah-
man et al., 2012)
For the identification of suitable riverbank filtration sites, Patwal, 2015 integrated factors such
as geology, land use, slope and stream network. In addition, Grischek et al., 2003 identified the
aquifer thickness, the infiltration area in the river and the flow path length as key parameters for
the selection of riverbank filtration sites. The flow path length and hence the residence time in
particular affects the water quality of the recovered water and controls the removal and atten-
uation of biodegradable organic compounds, suspended solids, particles, bacteria and viruses
(Grischek et al., 2003). Brown, 2005 identified the aquifer transmissivity and heterogeneity as
well as the concentration of total dissolved solids as key aspects that influence the site suitability
of infiltration wells.
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To eliminate areas where riverbank filtration and injection wells are not feasible, a constraint
map is created which serves as a mask for the suitability map. The constraint criteria for ri-
verbank filtration cover the distance to the Red River and the proximity to high capacity as well
as industrial wells (Table 4.3a). The impact of the seasonal river discharge fluctuations on the
groundwater head is decreasing with increasing distance from the Red River. Therefore, areas
further than 1500m are excluded where the seasonal groundwater head fluctuations was smal-
ler than 1.5 m. In addition, a minimum distance of 200m to public high capacity wells and 100m
to industrial wells is chosen as constraint to avoid negative interference among pumping wells.
Furthermore, the buffer around existing pumpingwells is extendedperpendicular from thewells
towards the Red River.
Table 4.3: Criteria considered for GIS-basedMCDA to select sites for theMARmethods riverbank
filtration and injection wells: a) constraint and b) suitability criteria. Relative and ab-
solute weights were defined according to the interaction between influencing factors
(Figure 4.4) (Glass et al., 2018b).
(a) Constraint criteria
Constraint Criteria Riverbank Filtration Injection Wells
Proximity to high capacity pumping wells > 200 m, flow path vertical towards river > 500 m
Proximity to industrial wells > 100 m, flow path vertical towards river > 250 m
Distance to Red River < 1500 m -
(b) Suitability criteria
Suitability Criteria Riverbank Filtration Injection Wells
Absolute
Weight
Relative
Weight [%]
Absolute
Weight
Relative
Weight [%]
Distance to Red River 1.5 37.5 - -
Hydraulic conductivity of the aquifers 2 50 2.5 45.5
Aquifer thickness 0.5 12.5 1 18.2
Hydraulic gradient - - 1 18.2
Minimum storage capacity - - 1 18.2
Sum 4 100 5.5 100
For infiltration wells, a buffer zone of 500 m around high capacity wells and 250 m around in-
dustrial wells is defined as constraint to ensure sufficient residence time of the infiltrated water
in the aquifer and thus to avoid contamination risks of the extracted water. In general, it is as-
sumed that the infiltration water, e.g. stormwater gathered by the vast urban discharge system,
is sufficiently treated before it is recharged to the aquifer to minimize clogging of the infiltration
wells and reduce the contamination risk of the groundwater.
The influencing factors for suitability mapping are chosen dependent on data availability and
if those have already been integrated in other published site suitability studies. For riverbank
filtration, the distance to the Red River and the hydraulic conductivity as well as the aquifer
thickness of the PCA are included as influencing factors (Figure 4.4). For injection wells, the
hydraulic conductivity, aquifer thickness, minimum storage capacity and hydraulic gradient of
the HUA encompass the influencing factors. The minimum storage capacity is determined by
the difference between the top elevation and the maximum simulated water table in the HUA
multiplied by the specific yield.
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The absolute and relativeweights are determinedwith the help of themodifiedmulti-influence
factor (MIF) method (Shaban et al., 2006; Magesh et al., 2012). For that, the interrelationships
between the chosen influencing factors are divided into minor and major effects (Figure 4.4).
Contrary to Shaban et al., 2006 and Magesh et al., 2012, every MAR method, which corresponds
to the objective to be analysed, is included into the scheme. As a next step, a value of 1 is
assigned to major effects and a value of 0.5 to minor effects (Shaban et al., 2006). The absolute
weight is calculated by adding up the individual values for each major and minor effect of that
influencing factor (Table 4.3b). By dividing the absolute weight of the influencing factor by the
sum of all absolute weights, the relative weights are determined (Table 4.3b).
Aquifer 
thickness
Hydraulic 
conductivity
Riverbank
filtration
Distance to 
Red River
a)
Residence time
Major effect
Minor effect
Aquifer
thickness
Hydraulic
conductivity
Minimum 
storage
capacity
b)Hydraulic
gradient
Injection
wells
Figure 4.4: Influencing factors including major and minor effects for a) injection wells and b)
riverbank filtration to determine weights for overlaying suitability maps (Glass et al.,
2018b).
Figure 4.5: Standardization used for MCDA including the slope equation for the influencing
factors (a) aquifer thickness [m], (b) hydraulic gradient [%], (c) distance to Red River
[m], (d) storage capacity [m³], and (e) saturated hydraulic conductivity K [md-1] (Glass
et al., 2018b).
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Before the overlay of the thematic maps using linear combination technique is performed,
the maps have to be standardized (Figure 4.5). After standardization, the values of the various
thematic maps are in the range of 0 and 1. As an example, the standardization process is de-
scribed for the distance to the Red River (Figure 4.5c). A value of 1 is assigned to distances below
1000 m. Between 1000 m and 1500 m, the standardized value decreases from 1 to 0 as the
seasonal influence of the Red River on the groundwater head decreases to less than 1.5 m at
1 500 m. Distances higher than 1500 m are already excluded from the suitability map by con-
straint mapping.
With the assistance of the relative weights, the standardized thematic maps are overlaid using
the weighted linear combination technique to receive the resulting suitability map of the study
area for the two MAR methods riverbank filtration in the PCA and injection wells in the HUA.
4.3.4 Scenario simulation and analysis to assess impact of MAR
The results of the GIS-based MCDA and the transient numerical groundwater flow model are
combined to study the impact of the proposed MAR facility on the local groundwater system.
For this, three predictive scenarios including the implementation of MAR at suitable locations
are simulated.
As a first scenario, ten high capacity wells are relocated from the main depression cones to-
wards the PCA close to the RedRiver to induce bank filtration. The pumping rates of the relocated
wells are kept constant so that the overall water withdrawal is maintained.
Natural recharge rates are decreasing in the city centre of Hanoi due to the high urbaniza-
tion rates and the fast-disposing discharge system. Injection of surplus water into the HUA via
injection wells could store excess water during the wet season and locally increase the ground-
water levels. During times of high demand, the stored water could be recovered without further
exploiting the groundwater resources. The second scenario thus covers the implementation
of two well galleries consisting of ten injection wells each in the HUA. During the rainy season
(May-October each year), each injection well infiltrates 500 m3d-1of water, equalling a total infil-
tration of 1.84 Mm3 per year. For the location of the two well galleries, areas are chosen which
were identified as very suitable to recharge the aquifer via injection wells with the help of the
GIS-MCDA. In addition, the proximity to the next surface water body should be low so that long
transport distances of the source water to the injection location are avoided. Injection of water
into the PCA aquifer is not considered feasible as it is themain source for drinkingwater and only
highly treated water meeting drinking water guidelines could be recharged (Glass et al., 2018b).
The measures of the first and second scenario are combined in the third scenario to test the
joint impact. The time-variant head, specified flux (recharge) and head-dependent flux bound-
ary conditions as well as the hydrogeological parameters are kept constant during the scenario
simulations.
4.4 Results
4.4.1 Groundwater flow model - base case scenario
4.4.1.1 Calibration
Figure 4.6b displays the seasonal groundwater head fluctuations over time which are simulated
satisfactory for most observation wells (e.g. Q_23, P_17). For some of the observation wells (e.g.
Q_65, P_32), only the general trends are in agreement with the observations, but the seasonal
fluctuation are not reproduced well. A reason could be unaccounted drainage system leakages
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which could recharge water during the rainy season as well as additional pumping from private
wells especially during the dry season where no information is available.
Most residuals are smaller than 2 m, but the maximum residual is 3.32 m for observation well
Q_67 (Figure 4.6a). The absolute mean difference between the simulated and observed heads
is 0.84 m. The overall RMSE is 1.03 m and the NRMSE is 3.8%. When considering the large size
of the model domain, the scarce data available for calibration and the assumptions that had to
be made, the calibration results are regarded sufficient for scenario analysis.
Figure 4.6: Results of the groundwater flow model calibration: a) Simulated versus observed
hydraulic groundwater heads for the groundwater model during the study period
2005-2007, b) Water table [m a.s.l.] during study period (points) for groundwater
observation wells and the corresponding simulated heads (line) obtained via trial and
error calibration (Glass et al., 2018b).
4.4.1.2 Groundwater levels
The calibrated transient groundwater flow model shows that two main groundwater depletion
cones exist in the study area due to intensive pumping (Figure 4.7). For further analysis, six
locations are chosen spread throughout the model area (Figure 4.7). During the study period
from beginning of 2005 to end of 2007, groundwater heads in the HUA are declining with a
mean of 1 m. However, groundwater heads are not declining in the whole study area. During
the simulation period, groundwater levels increase locally up to 8.3 m especially along the Red
River and in the southern part of the study area around location 4 (Figure 4.7). In the centre of
the study area (e.g. around location 5 and northeast of location 4), groundwater heads decrease
up to 7.4 m.
In the PCA, groundwater heads are declining with a mean of 2.2 m during the simulated three
years (Figure 4.7). Due to the reduction of pumping rates by the local water supply company
around location 1, groundwater levels increase up to 8.7 m in the groundwater depression
cone. Despite the reduction of pumping rates in that area, the groundwater depression cone
still reaches -31 m a.s.l. Similar to the upper aquifer, groundwater levels drop in particular in the
central part of the study area northeast of location 4 (7.4 m) and around location 5 (8.1 m). The
biggest depression cone exists in the southwest of the study area, reaching -49 m a.s.l. around
location 2 at the end of the study period. The transient groundwater flow model indicates that
groundwater levels are declining regionally (e.g. around location 5, north of location 4) in the
study area despite the local groundwater level rise in the depression cones (locations 1, 2, 4).
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Figure 4.7: Distribution of water table [m a.s.l.] at the beginning (1. January 2005, left) and end of
simulation period (31. December 2007, middle) for the HUA (top) and PCA (bottom)
as well as groundwater head difference [m] (right) for the two time steps. Locations
for groundwater head analysis are numbered (black circles), observation wells in the
PCA named (red circles) and white areas represent dry cells (Glass et al., 2018b).
Although the HUA and PCA are separated by a low-permeability layer, the head difference
patterns are comparable which indicates that both aquifers are hydraulically connected. The
analysis of water budgets using ZONEBUDGET shows that water is mainly flowing from the top
layer to the HUA and from there to the PCA probably due to the varying aquitard thickness in the
study area with thicknesses as low as 1m. The high leakage between the HUA and PCA is further
facilitated by the increased gradient caused by the decreasing groundwater levels and existing
groundwater depression cones. As a result, cells fall dry in the HUA but extents and locations of
the areas cannot be validated as no observation data is available in the HUA.
Especially close to the Red River, groundwater levels in the PCA are in general high and show
seasonal fluctuations just as the discharge of the river. This demonstrates that the PCA is also
hydraulically connected to the Red River similar to the HUA. The seasonal river discharge fluctu-
ations are reflected in the river leakage rates and as a result also in the leakage rates to the HUA
and PCA as indicated by the water budgets calculated with ZONEBUDGET. The simulations in-
dicate that due to the high connectivity between both aquifers and the river, water withdrawals
close to the Red River can be increased to further induce bank filtration (Glass et al., 2018b).
4.4.2 GIS-based site suitability mapping
Suitable locations to implement the MAR methods riverbank filtration in the PCA and injection
wells in the HUA are depicted using the GIS-based MCDA method.
Suitabilitymapping for riverbank filtration highly depends on the defined constraints. Asmany
pumping wells exist along the Red River, 85% of the study area is excluded from suitability map-
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ping by constraint mapping (Figure 4.8a). For the MAR method injection wells, 35% of the study
area is excluded by constraint mapping due to the proximity to industrial and high capacity
pumping wells (Figure 4.8b).
Figure 4.8: Constraint map for a) riverbank filtration in the PCA and b) injection wells in the HUA.
Thematic maps of the chosen influencing factors for the two different MAR methods for suit-
ability mapping are created. The identification of suitable sites for riverbank filtration comprise
the thickness and hydraulic conductivity of the PCA and the distance to the Red River as influ-
encing factors (Figure 4.9). The hydraulic conductivity in the PCA ranges between 7 and 80 md-1
with a mean of 40 md-1. The aquifer thickness varies between 12 and 89 m and has a mean of
40 m in the study area.
Figure 4.9: Thematic maps used for the identification of suitable sites for riverbank filtration: a)
aquifer thickness of the PCA, b) Hydraulic conductivity of the PCA, and c) distance to
the Red River.
Four influencing factors are included for the identification of suitable sites to implement injec-
tion wells (Figure 4.10). The hydraulic gradient in the HUA is included for the end of the study
period and ranges between 0 - 5%, with a mean of 0.5%. The hydraulic conductivity (7 - 80 md-1,
mean 30 md-1) and the aquifer thickness (0 - 40 m, mean 19 m) of the HUA are considered for
suitability mapping as well as the minimum storage capacity of the HUA (0 - 69 000 m3).
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Figure 4.10: Thematic maps used for the identification of suitable sites for the MAR method in-
jection wells: a) Hydraulic gradient in the HUA, b) Hydraulic conductivity of the HUA,
c) Aquifer thickness of the HUA, and d) Minimum storage capacity of the HUA.
The thematic maps are standardized according to Figure 4.5 and overlaid to receive the final
suitability maps (Figure 4.11).
Figure 4.11: Suitability maps for a) riverbank filtration in the PCA and b) infiltration wells in the
HUA. A score of 1 means that the area is very suitable to conduct MAR, a score of 0
that it is unsuitable dependent on the identified influencing factors and constraints
(Glass et al., 2018b).
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Most of the areas that are considered for suitability mapping can be classified as suitable
(0.6 - 0.8, 7.8%) or very suitable (0.8 - 1.0, 4.5%) to implement riverbank filtration in the PCA.
As the suitability for riverbank filtration decreases with increasing distance from the Red River,
especially areas further away from the river are classified moderate (0.4 - 0.6, 1.9%) or poorly
suitable (0.2 - 0.4, 0.6%).
For the MARmethod injection wells in the HUA, around 26% of the study area is classified suit-
able or very suitable. Especially in the south-central part of the study area, the highest potential
for well recharge exists (Figure 4.11). One fifth of the study area (19.6%) is classified asmoderate
suitable and another fifth (19.1%) as poorly suitable or unsuitable (0.0 - 0.2).
4.4.3 Scenario analysis
The impact of alternative management options such as MAR on the groundwater flow system in
the old city centre of Hanoi is tested by building three scenarios based on the calibrated numer-
ical groundwater flow model (base case scenario). For the first scenario, ten high capacity wells
are relocated from the depression cones towards the Red River to induce riverbank filtration
(Figure 4.12). Infiltration well galleries are implemented for the second scenario which infiltrate
surplus water in the HUA. The third scenario combines measures of the aforementioned scen-
arios.
Figure 4.12: Scenario setup: relocation of public high capacity wells (red) towards the Red River
(yellow) to induce riverbank filtration and infiltration well galleries (orange) in the
HUA (Glass et al., 2018b).
4.4.3.1 Scenario 1: riverbank filtration
As the RedRiver is themain recharge source in the study area, the relocation of pumpingwells to-
wards the river could decrease the prominent depression cones and induce bank filtration. The
distribution of public wells in Hanoi suggests that the concept of riverbank filtration is already
utilized as a water supply technique. Additional wells along the Red River could aid in amore effi-
cient management of the aquifer while the ecological sustainability of the river is not threatened
due to its highmean discharge of 1 160m3s-1 during the dry season (Nguyen et al., 2014). There-
fore, ten public wells with a total pumping capacity of about 32000m3d-1 are relocated from the
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three depression cones in the PCA towards the areas which were identified as very suitable with
the help of the GIS-based MCDA (Figure 4.12).
As a result of scenario 1, groundwater heads in the HUA only slightly change (Figure 4.13). The
introduction of a well gallery along the Red River around location 6, causes a groundwater head
decline of up to 2 m in the HUA. In contrary, groundwater heads are slightly increasing at the
original pumping locations caused by the smaller abstraction rates in the PCA. In the south of the
study area (location 4), groundwater heads in the HUA are increasing up to 1.5m. The relocation
of wells from the main depression cones towards the river results in a mean groundwater head
decrease of 0.12 m in the HUA.
Figure 4.13: Water table difference [m] for December 2007 in a) HUA and b) PCA between the
base case scenario and scenario 1 riverbank filtration; scenario 2 injection wells;
and scenario 3 combination of riverbank filtration and injection wells. Locations for
groundwater head analysis are marked and numbered. White areas indicate cells
with no head change. After Glass et al., 2018b.
In the PCA, scenario 1 has especially locally a larger impact than in theHUA.Groundwater levels
increase up to 13 m in the depression cone at location 2 and almost 5 m in the southwest of the
study area at location 4 (Figure 4.13, 4.14). In the northwestern depression cone, groundwater
heads increase up to 2m by the relocation of two wells from that area. At the riverbank filtration
sites (location 6), groundwater heads decrease up to 2.7 m caused by the increased pumping in
that area. Overall, the first scenario causes a mean groundwater level increase of 0.1 m in the
PCA at the end of the study period.
River leakage along the Red River increases by 1.4% for scenario 1 compared to the base
case scenario, which indicates that riverbank filtration is indeed induced by the wells reloca-
tion. ZONEBUDGET results also show that the leakage between the HUA and PCA is increased
by 3.6% for the first scenario compared to the base case scenario.
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Figure 4.14: Groundwater head fluctuation over time for the PCA at different locations defined
in Figure 4 for the Base Case Scenario, Scenario 1 riverbank filtration, Scenario 2
injection wells and scenario 3 combination of riverbank filtration and injection wells
(Glass et al., 2018b).
4.4.3.2 Scenario 2: injection wells
The infiltration of surplus water into the HUA results in local groundwater mounding in that
aquifer (Figure 4.13). The local groundwater rises up to 3.8 m at the infiltration galleries and
overall groundwater heads in the HUA increase by 0.13 m.
For the second scenario, groundwater head in the PCA increases by 0.11 m compared to the
base case scenario (Figure 4.13). At the infiltration galleries, groundwater heads increase up to
0.9m in the PCA. The infiltration of water in the HUA has only a small influence on the groundwa-
ter heads in the PCA and especially on the depression cones (Figure 4.14). As water is infiltrated
quite some distance from the depression cones, the result is not surprising. In addition, the
leakage between both aquifers stays constant compared to the base case scenario.
Simulations show that when doubling the recharged water amount by including 20 injection
wells per infiltration well gallery, the groundwater levels increase further. The groundwater
heads increase on average by 0.25 m in the HUA and by 0.23 m in the PCA. The maximum head
increase around the infiltration galleries correspond up to 6.00 m in the HUA and up to 1.68 m
in the PCA. This improvement can only be achieved by drilling more injection wells and treating
additional surface water resulting in higher costs.
4.4.3.3 Scenario 3: combination of riverbank filtration and injection wells
The combination of the twoprevious scenarios shows a spreading of the groundwatermounding
beneath the infiltration galleries in the HUA (Figure 4.13). Along the Red River, groundwater
heads also decrease in the HUA as simulated previously for the first scenario (Figure 4.14). The
mean groundwater level in the HUA is not changing compared to the base case simulation.
For the third scenario, mean groundwater levels increase in the PCA by 0.2 m at the end of
the study period. In the depression cone at location 2, the groundwater head rises up to 13.1 m
and around location 4 up to 5.2 m compared to the base case scenario. In comparison with the
first scenario, this is also a small improvement where groundwater levels rise up to 13.0 m at
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location 2 and 5.0m at location 4. At the riverbank filtration site at location 6, groundwater levels
decrease up to 2.6m compared to the base simulation which is in accordance with the riverbank
filtration scenario (2.7 m). River leakage is not enhanced by the combination of MAR measures
in the third scenario (1.3%) compared to the first scenario (1.4%). However, the overall leakage
between the aquifers slightly increases from 3.6% for the first scenario to 3.7% for scenario 3.
4.5 Discussion
Suitabilitymapping by GIS-basedMCDAhelped to limit suitable locations for the implementation
of the MAR methods injection wells and riverbank filtration in the study area. Constraint map-
ping significantly influences the suitability map for riverbank filtration as 85% of the study area
is excluded due to the defined constraints which included a maximum distance to the Red River
and a buffer around already existing wells. The majority of the remaining areas are classified as
either suitable or very suitable for riverbank filtration in the lower aquifer. For the MAR method
well injection in the HUA, 35% of the area is excluded by constraint mapping from further ana-
lysis. With the help of suitability mapping, two fifth of the study area are classified suitable or
very suitable. The suitability map also indicates that the highest potential is located in the south-
central part of the study area. Nevertheless, the created suitability maps do not consider social
and economic criteria and can therefore only give an initial indication where the implementation
of MAR could be feasible from a hydrogeological point of view. In addition, land availability and
its costs as well as water quality and treatment costs need to be taken into account before a
decision about the location can be made.
The calibrated numerical groundwater flow model shows for the years 2005-2007 two main
depression cones in the study area which is in accordance to a study by Phi and Strokova, 2015.
The scenario analysis indicates that the local overexploitation in the PCA could be decreased by
the implementation of MAR. Especially the relocation of wells from the main depression cones
towards the Red River to induce riverbank filtration as simulated in the first scenario, results in
an increase of groundwater heads in the critical areas in the southwest of the study area. At the
same time, groundwater heads along the Red River and the HUA are only decreasing slightly. As
a consequence of the higher permeability of the upper aquifer along the river, the groundwater
extraction affects a larger area and results in shallower depression cones. Because riverbank
filtration is already used as a water supply technique in Hanoi, further extraction wells could
be easily implemented after a detailed hydrogeological exploration. Special attention needs to
be drawn towards the water quality of the extraction water as elevated As concentrations are
already occurring at riverbank filtration sites in the Hanoi region (Berg et al., 2001; Norrman
et al., 2008). The highly reducing aquifer conditions due to oxidizing peat material causes the
mobilization of geogenic As (Berg et al., 2001). A higher hydraulic gradient between the Red River
and the aquifer could be a result of the expansion of riverbank filtration and induce leakage of
contaminated water towards the lower aquifer which is taken as themain water supply resource
in the city of Hanoi. Before the construction of new riverbank filtration wells, also other water
quality concerns besides As need to be eliminated by field investigation.
The infiltration of surplus water via injection wells into the HUA is simulated as a second sce-
nario. The simulation indicates that the measure can be useful to slow down overall groundwa-
ter depletion but was not effective to increase the groundwater head in the depression cones. In
addition, only water meeting high quality requirements could be recharged to avoid contamina-
tion risks of the underlying aquifer as well as tominimize clogging of the recharge wells. Hanoi´s
discharge system simultaneously carrieswastewater aswell as rainwater. Before recharge of the
surface water, a preliminary treatment is required which is expensive.
71
4 MANAGED AQUIFER RECHARGE FEASIBILITY ASSESSMENT
The highest simulated groundwater heads are received for the combination of induced bank
filtration and injection wells. However, the simulated water tables improve only slightly com-
pared to the first scenario but the same disadvantages apply as discussed for the second sce-
nario. Hence, the most promising MAR method for implementation is riverbank filtration in the
old city centre of Hanoi in terms of effort required for implementation and results that can be
achieved.
The extensive groundwater exploitation in combination with the local geology result in land
subsidence in the city centre of Hanoi (Phi and Strokova, 2015). The scenario analysis indicates
that especially the relocation of pumping wells from the main depression cones could stop fur-
ther groundwater decline in that area while keeping the total water withdrawal constant. Thus,
to stop further land subsidence in those parts of the city, the smart relocation of wells could be
a management strategy. However, at the new pumping locations, land subsidence is facilitated
by groundwater exploitation and depends on the local geology. The high aquifer permeability
along the central part of the river induces only shallow groundwater extraction cones spread
over a wider area which is beneficial with regard to land subsidence. Future groundwater de-
cline should be in general avoided for areas with thick layers of easily compressible soil material
which are vulnerable to land subsidence.
As indicated by the scenario analysis, the implementation ofMAR in the old city centre of Hanoi
has merely a small influence on the overall groundwater budget and the mean groundwater
head as well as the river leakage which can only be slightly improved. The simulations show that
the smart relocation of wells towards the Red River can increase the groundwater levels in the
main groundwater depression cones and thus stop further land subsidence while the overall
water demand is met. With regard to the projected water demand rise (Phi and Strokova, 2015),
the smart relocation of wells in combination with riverbank filtration provides an opportunity for
additional water withdrawal while avoiding further decreasing groundwater levels at the already
existing deep depression cones which would lead to further high land subsidence rates (Glass
et al., 2018b).
4.6 Conclusions
Although MAR can only contribute few to the overall water budget of Hanoi, it could help to
combat the existing deep groundwater depression cones by a smart relocation of wells towards
the river. As the simulations show, groundwater levels could be locally increased which stops
further land subsidence and secures sufficient water supply at the same time. Nevertheless, the
present study represents only a first step to study the feasibility of MAR as part of a sustainable
water management concept for Hanoi. To implement MAR, also with regard to the rising water
demand, a detailed hydrogeological study including water quality aspects is required.
The applied approach can be transferred to other study areas where the implementation of
MAR is considered as a solution to combat groundwater overexploitation or for sustainable
groundwatermanagement. The approach holds the potential to compare variousMARmethods
at various sites and evaluate the impact of the proposedmeasures prior to expensive laboratory
or field pilot studies. The results of each step of the approach build on one another. Groundwa-
ter flow modelling yields information about the hydraulic gradient and the storage capacity for
the GIS-based suitability mapping. Scenarios are developed based on the calibrated groundwa-
ter flowmodel as well as the identified suitableMAR locations. In that way, the approach enables
a comprehensive evaluation of the MAR feasibility on regional scale. Nevertheless, it represents
only a first step to evaluate the MAR feasibility at a proposed location and further investigations
such as field trials especially with regard to water quality are indispensable.
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5.1 Introduction
A critical parameter forMAR schemes is the subsurface travel time between the area of recharge
and the abstraction location as it influences the attenuation of hygienic parameters, chemical
reactions and the progress of SAT (Vandenbohede and Van Houtte, 2012).
Temperature is an inexpensive but excellent tracer that has already been used to determine
subsurface travel times at MAR sites. Henzler et al., 2016 simulated the dependence of redox
zonation and seasonality of temperature on bank filtration at Berlin, Tegel. Sharma et al., 2012a
examined the effects of temperature on seasonally varying biogeochemical reaction rates at a ri-
verbank filtration site along the Rhine river. Vandenbohede and VanHoutte, 2012 demonstrated
by using SEAWAT that the residence time between infiltration ponds and abstraction wells was
longer in winter compared to summer due to the varying temperature in the infiltration water
combined with fluctuating infiltration and extraction rates. Greskowiak et al., 2006 analysed the
fate of the pharmaceutical residue phenazone at aMAR site using infiltration basins nearby Lake
Tegel, Berlin. They concluded that especially the infiltrationwater temperature, which affects the
redox conditions in the aquifer, determines the fate of phenazone. However, the influence of
viscosity on the seasonal residence time due to varying infiltration temperatures is not yet fully
understood.
A recent study at a MAR scheme operated by the Berlin Water Works determined travel times
between infiltration basins and extraction wells based on seasonal temperature fluctuations
(Sprenger et al., 2016). Temperature time series from infiltration basins and abstraction wells
were fitted to sinusoidal functions. The seasonal peak values were used to determine travel
times between the basins and the abstraction wells as a cheap and reliable proxy. Monte Carlo
simulations of the fitted curves helped to assess uncertainty, whichwas in the range of 7-19 days.
Considering the uncertainties in the determined travel times, theminimum residence time of 50
days, which is required by German regulations (DVGW, 2006), is not always ensured (Sprenger
et al., 2016). Furthermore, the summer peaks arrived on average 10-15% earlier than the winter
peaks which could be due to viscosity effects (Sprenger et al., 2016).
In the course of this chapter, the influence of viscosity effects due to the seasonally varying
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temperatures on the residence time and flow paths at a MAR scheme in Berlin will be evaluated
numerically. The specific objectives include to:
• set up and calibrate a two-dimensional cross-sectional numerical saturated flow and heat
transport model of a part of the MAR scheme,
• determine flow paths and travel times considering the seasonally varying infiltration water
temperatures, and
• evaluate the influence of viscosity on the residence time of the water in summer andwinter
between the two infiltration basins and the extraction well.
As part of this chapter, a master thesis (Li, 2018) was conducted to set up the numerical cross-
sectional groundwater flow and heat transport model at the MAR site operated by the Berlin
Water Works. The model was subsequently revised and recalibrated to improve the model con-
ceptualization.
5.2 Study area
The study area is located in the north-western part of Berlin, Germany operated by the Berlin
WaterWorks (Figure 5.1). About 25-30Mm3year-1 of groundwater are abstractedwhich ismainly
recharged through infiltration basins and a system of natural lakes and ditches (Sprenger et al.,
2016). The recharge water is abstracted from the River Havel and after pre-treatment by floccu-
lation and rapid sand filtration discharged to the basins and lake system.
Pumping wells
Observation wells
Cross Section
Infiltration basins
OpenStreetMap
Legend
0 100 200 300 m
Figure 5.1: Overview of the central infiltration structures at the MAR scheme in Berlin, Germany
including pumping and observation wells and the location of the simulated cross sec-
tion.
The study focuses on a cross section perpendicular to the well gallery between well 5 and well
6. The abstraction wells are located centrally between the elongated infiltration basin 3 on the
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western side and the squared infiltration basin 1+2 on the eastern side (Figure 5.1). The distance
between the abstraction wells and the infiltration basins is about 90 m. A lower groundwater
abstraction rate (about 7.1 Mm3year-1) compared to the infiltration rate (about 7.55 Mm3year-1)
and the central location of the well gallery ensures that the pumped water completely consists
of basin infiltrate (Sprenger et al., 2016).
The two infiltration basins, basin 1+2 and basin 3, receive about the same amount of water
(Table 5.1). Due to the different surface area as well as the hydrogeological properties such as
transmissivities and operational practices such asmaintenance intervals, basin 3 has a 2.5 times
higher hydraulic loading rate than basin 1+2 (Sprenger et al., 2016). The maximum infiltration
rate for basin 3 is about 3.3md-1, whereas basin 1+2 only reaches infiltration rates up to 0.5md-1.
The infiltration basins are regularly cleaned by scraping, washing and refilling of the technical
sand layer (about 20 cm) at the bottom of the basins (Sprenger et al., 2016).
Table 5.1: Hydraulic properties and geometry of the infiltration basins (Sprenger et al., 2016)
Basin
ID
Sur-
face
area
(m2)
Peri-
meter
(m)
Perimeter/
surface
area ratio
(m-1)
Average basin
inflow rate
1995-2015
(Mm3a-1)
Hydraulic
loading
rate
(md-1)
Infiltra-
tion rate
2015-2016
(md-1)
Average
water-use
efficiency
(%)
Basin
1+2
21900 613 0.028 2.44 0.31 0-0.5 99.6
Basin 3 8082 650 0.080 2.42 0.82 0-3.3 99.8
The geology of the study site consists of quaternary sediments of various glacial periods result-
ing in an aquifer which is characterized by various heterogeneous layers of glacial valley deposits
(Brühl and Limberg, 1985). Brühl and Limberg, 1985 investigated in detail the hydrogeological
parameters including borehole profiles and sediment probes around the infiltration basins (Fig-
ure 5.2). The results suggest that a confining low-permeability layer below infiltration basin 1+2
exists which reduces the infiltration capacity. In addition, an unsaturated zone of 1-1.5 m is
present underneath infiltration basin 1+2 whereas saturated conditions below basin 3 support
Figure 5.2: Geological overview profile at the MAR scheme in Berlin, Germany (Brühl and
Limberg, 1985).
75
5 INFLUENCE OF VISCOSITY ON SEASONAL RESIDENCE TIME
the higher infiltration rates.
The Berlin Water Works (Berliner Wasserbetriebe) which operates the water works and the in-
vestigated MAR facility in Berlin, provided various data sets including pumping rates, infiltration
rates in the basins, groundwater head measurements in observation wells as well as tempera-
ture time series in the basins andpumpingwellswith different time resolution andmeasurement
frequency.
Groundwater level was measured monthly from 2005 to 2009 and automatically on a daily
basis from 2009-2015 in the observation wells Spa 101, Spa 165, Spa 168 and Spa 157 (Figure
5.2). Pumping well data was provided on a daily basis measured by flow meters from 2005-
2017. Infiltration rates to the basins were measured monthly from 2005-2007 and daily from
2007-2016. Water temperatures in infiltration basin 1+2 and the pumping wells were measured
manually on a fortnightly basis from 2007-2011. For 2008 to 2009, the water temperature mea-
surements in the infiltration basins were suspended for a longer time period.
5.3 Methodology
5.3.1 Flow and heat transport in the saturated zone
5.3.1.1 Governing equations
The three-dimensional saturated flow is based on the FD equation 4.1 given in section 4.3.1.1.
In addition, the three-dimensional heat transport equation is defined as follows:
δT
δt
=
λb
ρbcb
∇2T − ρF cF
ρbcb
∇ ∗ (Tq) (5.1)
whereT is temperature [°C], t is time [T],λb describes the bulk thermal conductivity of the rock-
fluid matrix [ML 3T -2°C -1], ρb and ρF are the density of the rock-fluid matrix and fluid [ML -3], cb
and cF are the specific heat of the rock-fluid matrix and the fluid [L 2T -2 °C -1] and q is the Darcy
velocity or specific discharge [LT -1]. The first term on the right side of equation 5.1 represents
conductive heat transport and the second term represents convective heat transport (Vanden-
bohede and Van Houtte, 2012).
5.3.1.2 SEAWAT
SEAWAT version 4 (Langevin et al., 2008) is used to simulate three-dimensional, variably-density
saturated flow as well as solute and heat transport. It is a combination of the groundwater flow
model MODFLOW-2000 (Harbaugh et al., 2000) and the mutli-species transport model MT3DMS
(Zheng and Wang, 1999). Temperature is treated as one of the species in MT3DMS which is
based on the analogy between solute and heat transport as discussed e.g. in Anderson, 2005.
The variable-density flow (vdf) process and the viscosity (vsc) package account for changes in
fluid density and viscosity due to temperature variations (Langevin et al., 2008).
The following solute transport equation is adapted to simulate heat transport in SEAWAT
(Langevin et al., 2008):
(
1 +
1− ne
ne
ρsoilcs
ρF cF
)
δ(neT )
δt
= ∇
[
ne
(
λb
neρF cF
+ α
q
ne
)
∇T
]
−∇(qT )− q´sTs (5.2)
where ne is effective porosity [-], ρsoil is the density of the soil [ML -3], cS is the specific heat
of the solid [L 2T -2 °C -1], α is the dispersivity tensor [L], q´s a source or sink [L -1] and Ts is the
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sink/source temperature [°C].
To represent thermal equilibriumbetween the fluid and solid, heat conduction and the specific
heat flux, the following specific relations are required (Vandenbohede and Van Houtte, 2012):
The retardation coefficient is the consequence of the equilibration of temperature between
the fluid and the solid and causes the temperature front to move slower than the average flow
velocity (Vandenbohede and Van Houtte, 2012). For that, a linear sorption isotherm is utilized in
the chemical reaction package of MT3DMS (Vandenbohede and Van Houtte, 2012). The thermal
distribution coefficientKDT [L 3M -1] is defined as:
KDT =
cS
ρF cF
(5.3)
From which the thermal retardation R [-] can be calculated:
R = 1 +
ρb
ne
KDT (5.4)
The solute transport process of molecular diffusion is mathematically similar to thermal con-
duction. Hence, the thermal diffusion coefficient is used for the temperature species which is
also called the bulk thermal diffusivityDT [L 2T -1]:
DT =
λb
neρF cF
where λb = neλF + (1− ne)λS (5.5)
where λF is the thermal conductivity of the fluid, λS of the solid phase and λb the bulk thermal
conductivity [ML 3T -2°C -1].
The viscosity µ [ML -1T -1] is considered to be solely a function of temperature (Langevin et al.,
2008). The following relation is often stated in the literature and has been used throughout this
chapter (Voss, 1984):
µ(T ) = 293.4 ∗ 10−7 ∗ 10
(
248.37
T+133.15
)
(5.6)
FloPy, an open-source Python package, was used to create, run and post-process MODFLOW,
MT3DMS and SEAWAT models (Bakker et al., 2016). FloPy also supports MODPATH (Pollock,
2016), a particle-tracking post-processing program, whichwasused to determine residence times
and flow paths.
The RMSE and NRMSE (see equations 4.2 and 4.3 in Section 4.3.2) are used to evaluate the
goodness of fit of the model.
5.3.2 Model setup of 2D cross section
The study focuses on the 2D cross section which goes through infiltration basin 3, between the
pumping wells 5, 6 and through infiltration basin 1+2 (Figure 5.1). It is assumed that the dom-
inating groundwater flow is perpendicular to the lineament of the extraction wells. For simpli-
fication, it is presumed that the infiltration basins are in direct contact with the groundwater,
which means that no unsaturated zone exists below the recharge basins.
5.3.2.1 Groundwater flow model
The model is set up using weekly time steps from May 2005 to December 2014 for the ground-
water flow model resulting in 505 stress periods. The first stress period is simulated as steady
state and the subsequent stress periods are defined as transient. The model discretization in-
cluding flow boundary conditions is displayed in Figure 5.3. In the horizontal direction, the grid
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resolution is 10 m resulting in 95 columns. Vertically, the model is discretized into 9 layers of
varying depth to account for the heterogeneous aquifer properties.
Figure 5.3: Schematic model profile in MODFLOW with boundary conditions which include the
eastern and western boundary as constant head (turquoise, CHD Package, 1st type),
the infiltration basins as general head (blue, GHB Package, 3rd type), the pumping
well (green, WEL Package, 2nd type) and observation wells (orange).
The eastern and western boundaries are defined as constant head boundary conditions. For
the western boundary, the groundwater headmeasurements from observation well Spa 101 are
taken (Figure 5.1, Li, 2018). The eastern boundary is set to a constant height of 29.5 m due to the
lack of observation data. In the thesis of Li (2018), it was examined how the distance between
the constant head boundaries and the infiltration basins influences the groundwater head in the
area. At a distance of 300 m to the infiltration basins, the constant head boundaries have only a
small impact on the groundwater head in the centre of the model area and hence, that value is
taken to set up the model.
The infiltration basins are specified as general head boundary conditions with varying water
levels and conductances dependent on infiltration amounts to the basins (Figure 5.4).
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Figure 5.4: Weekly infiltration amounts [m3] in infiltration basin 1+2 (top) and 3 (bottom).
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The hydraulic conductivities and specific yields are defined in the range given by Brühl and
Limberg, 1985 for the model area and calibrated using the groundwater level measurements of
the observation wells Spa 165, Spa 168 and Spa 157 (Figures 5.1, 5.3).
The pumpingwell is located centrally in themodel cross section. The averagewell of the pump-
ing rate of wells 5 and 6 is taken to represent the influence of both wells on the flow regime in
the cross section (Figure 5.5). Due to geometric reasons, radial flow caused by pumping wells
can not be easily transferred to 2D cross sections (Anderson et al., 2015). As a consequence,
the pumping rate has to be scaled to 2D by an empirical factor which is obtained during calibra-
tion (Anderson et al., 2015; Xanke et al., 2016). The additional calibration parameter affects the
uniqueness of hydraulic conductivities and storage parameters and limits the model to predict
exact groundwater level fluctuations (Xanke et al., 2016). But as the correlation of abstraction
and drawdown is still correct, the approach is considered feasible (Xanke et al., 2016).
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Figure 5.5: Pumping rate [m3d-1] of pumping well 5 (top), pumping well 6 (middle) and the aver-
age of both wells (bottom).
5.3.2.2 Heat transport model
For the heat transport model, MT3DMS in combination with SEAWAT is used to incorporate vis-
cosity effects and retardation. The heat transport model is restricted fromMay 2005 to Septem-
ber 2010 due to the lack of temperaturemeasurements in the infiltration basin outside that time
period. Temperature is defined as an ideal tracer species. The average temperature measure-
ments in pumping wells 5 and 6 are used for calibration of the heat transport parameters.
The temperature of the infiltration water is interpolated using yearly sinusoidal functions as de-
scribed by Li, 2018 to get daily values (Figure 5.6) and taken as the input temperature signal for
the general head boundary condition. In contrast to Sprenger et al., 2016, all observation data
points are used for the sinusoidal fitting. For the constant head boundaries, the ambient ground-
water temperature (10 °C) is assumed. The ambient groundwater temperature is also used to
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define the initial temperature for the model area from the infiltration basins to the constant
head boundaries. For the central part between the infiltration basins 1+2 and 3, the tempera-
ture of the infiltration water and the measured temperature in the pumping well is interpolated
for the initial stress period.
2006 2007 2008 2009 2010 2011
Date [Year]
0
5
10
15
20
25
Te
m
pe
ra
tu
re
 [°
C]
RMSE = 1.74
T = 10.79 × sin (t + 9.74)179.18 + 10.91
T = 8.59 × sin (t + 26.33)185.63 + 13.09
T = 9.56 × sin (t + 32.16)182.89 + 12.09
T = 10.12 × sin (t 49.74)173.44 + 12.70
T = 10.77 × sin (t + 63.57)189.54 + 12.55
T = 11.36 × sin (t 360.10)146.53 + 11.62
Observation data
Figure 5.6: Interpolated input temperature signals for the infiltration water to the basins (after
Li, 2018). The measured temperatures are interpolated by the given sinusoidal func-
tions to receive daily measurements as input for the heat transport model.
The heat transport model is used to evaluate the effect of viscosity on the seasonal travel
time in detail. For this, the seasonal peak arrival times between the various simulations are
compared. In addition MODPATH is used to determine the residence time and flow paths by
particle tracking. For this 1 440 particles are given equally into the infiltration basins and tracked
forward towards the pumping well.
5.4 Results and discussion
5.4.1 Groundwater flow model
The average rate of pumping wells 5 and 6 is used as the cross section is located between the
twowells and scaled due to the simulation of the 2D cross section. The factor determined during
calibration is 67. As this value is quite high, it needs to be assumed that the well receives also
water from outside the simulated cross section and the flow paths are not strictly perpendicular
to the well gallery. The groundwater levels over time are in general well reproduced by the
calibrated groundwater flow model (Figure 5.7). The groundwater levels for observation wells
Spa 165 and Spa 168 are overestimated by themodel especially during the lower levels in winter
2009/2010 and partly up to the low peak in 2011. This could be caused by higher pumping rates
of the surrounding wells which is not considered in the cross-sectional model. In contrast to
that, the model underestimates the peak groundwater levels for observation well Spa 157 by up
to 1 m. Underneath the right edge of infiltration basin 1+2, a low permeability layer is situated
which has unknown extent and might have been over- or underestimated in the model.
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(a) Simulated vs. observed groundwater heads for observation well Spa 165 (RMSE=0.48 m, NRMSE=0.10).
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(b) Simulated vs. observed groundwater heads for observation well Spa 168 (RMSE=0.67 m, NRMSE=0.12).
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(c) Simulated vs. observed groundwater heads for observation well Spa 157 (RMSE=0.45 m, NRMSE=0.12).
Figure 5.7: Simulated versus observed groundwater heads over time in the various observation
wells used for groundwater flow model calibration including the achieved RMSE and
NRMSE.
The calibrated hydraulic conductivity field and the corresponding specific yields are displayed
in Figure 5.8. The hydrogeological model is characterized by the fluvial deposits which cause the
heterogeneous distribution of low permeability zones (e.g. till) beneath high permeability zones
(e.g. course sand, gravel) on a small scale.
Despite the limitations inherent to the 2D cross-sectional simulation, the groundwater flow
model setup is regarded feasible considering themain objective of themodelwhich is to evaluate
the influence of viscosity on seasonal residence time.
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Figure 5.8: Model cross section including calibrated hydraulic conductivities (Kf) and correspond-
ing specific yields (Sy).
5.4.2 Influence of viscosity on temperature in the subsurface
The simulated temperature curve in the pumping well was fitted to the temperature observa-
tions by varying the effective porosity ne, the longituginal dispersivity and the density of the
rock-fluidmatrix ρB. The heat transport parameters are displayed in Table 5.2. Values aremainly
taken from a previous study by Henzler et al., 2016 in Berlin, Tegel. The reference viscosity µwas
set to 0.00115 kgm-1°C-1 .
Table 5.2: Heat transport parameters assumed for the MAR site in Berlin. Values are mainly
taken from a previous study by Henzler et al., 2016 in Berlin, Tegel. The parameters
neand ρB were calibrated.
Para-
meter
ρsoil
[kgm-3]
ρF
[kgm-3]
ρB
[kgm-3]
cS
[J°C-1kg-1]
cF
[J°C-1kg-1]
λF
[Wm-1°C-1]
λS
[Wm-1°C-1]
ne
[-]
Value 2.60*103 1.00*103 1.87*103 1.00*103 4.20*103 0.58 3.00 0.28
From the heat transport parameters, the resulting bulk thermal diffusion coefficient DT , the
thermal distribution coefficientKDT and the thermal retardation R can be calculated. The cal-
ibrated diffusion coefficient is comparable to the study of Henzler et al., 2016 at Lake Tegel in
Berlin, Germany and Ma and Zheng, 2009 in Washington State, USA (see Table 5.3). Whereas
Vandenbohede and Van Houtte, 2012 used smaller diffusion coefficients for Quaternary sands
in a Belgium dune area. The calibrated retardation factor of 2.87 is higher than the ones used in
the studies of Henzler et al., 2016 and Vandenbohede and Van Houtte, 2012 as a higher thermal
distribution coefficient KDT and a lower effective porosity ne was assumed. In Ma and Zheng,
2009, comparable retardation factors between 2.3 - 2.8 were defined.
The temperature fluctuation in the pumping well is simulated much smoother compared to
themeasured average temperatures in pumping wells 5 and 6 (Figure 5.9). This is mainly caused
by the interpolated sinusoidal temperature input in the infiltration basins. The influence of vis-
cosity on the temperature breakthrough is clearly visible and results in a slightly better model
fit compared to the simulation without viscosity. The integration of viscosity causes in general
higher temperatures in the pumping well.
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Table 5.3: Comparison of calibrated heat transport parameters at the Berlin site to other heat
transport modelling studies (Vandenbohede and Van Houtte, 2012; Henzler et al.,
2016; Ma and Zheng, 2009)
Study DT [m2d-1] KDT [m3kg-1] R [-]
Berlin-Spandau 0.170 2.8*10-4 2.87
Henzler et al., 2016 0.199 1.1*10-4 1.87
Vandenbohede and Van Houtte, 2012 0.089 - 0.113 1.7*10-4 - 2.0*10-4 1.6 - 2.4
Ma and Zheng, 2009 0.085 - 0.23 1.7*10-4 - 2.2*10-4 2.3 - 2.8
Average obervation 5&6 
Simulation (RMSE = 1.12 °C, NRMSE = 0.15)
Simulation viscosity (RMSE = 1.10 °C, NRMSE = 0.15)
Figure 5.9: Temperature over time in the pumping well including the average observed temper-
ature in pumping wells 5 and 6, the simulated temperature considering viscosity and
the simulated temperature without viscosity.
The distribution of temperature in the subsurface is displayed for four time steps representing
the various seasons throughout a year at the Berlin MAR scheme (Figure 5.10).
In summer, the coldwater from the previouswinter arrives at the pumpingwell whereaswarm
water infiltrates via the basins. In summer 2009, especially water from infiltration basin 3 is in-
filtrating as can be seen by the size of the warm infiltration bubble. The warmwater is spreading
towards the pumping well in autumn and mixes with the ambient groundwater. In winter, the
warm water infiltrated in summer is recovered from the pumping wells. During spring, the cold
water front is slowly propagating in the subsurface, replacing but also mixing with the warmer
water. As can be seen by the cold water bubble, more water was infiltrated in infiltration basin
1+2 during winter 2010, now moving towards the pumping well.
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(a) Summer (13.08.2009)
(b) Autumn (12.11.2009)
(c) Winter (25.02.2010)
(d) Spring (03.06.2010)
Figure 5.10: Temperature distribution [°C] in the subsurface at various seasons for the cross-
sectional model considering viscosity. Vertical exaggeration of 3.
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5.4.3 Residence times and flow paths
Two methods are used to evaluate the residence time in the subsurface. Particle tracking with
MODPATH is employed to analyse the arrival of particles in the pumpingwell for the various tem-
perature peaks. MODPATH uses the results of the groundwater flow model, therefore the influ-
ence of viscosity is integrated. As a second method, the seasonal temperature breakthroughs
in the pumping well are evaluated. With the help of the seasonal temperature breakthroughs
only a mean residence time in contrast to particle tracking is evaluated but the results can be
compared to the previous study by Sprenger et al., 2016.
5.4.3.1 Particle tracking with MODPATH
Particle trackingwithMODPATH is used to evaluate the seasonal travel times (Table 5.4). For this,
1 440 particles are inserted equally in the infiltration basins at the same time as the minimum
and maximum temperature peaks of the infiltration water.
Table 5.4: Overview of travel times between the infiltration basins and the pumping well deter-
mined by forward particle tracking (1 440 particles) using MODPATH.
Particle
Input
date
Arrival at pumping
well without viscosity
Arrival at pumping
well with viscosity
Difference due to
viscosity
First
particle
[d]
50% of
particles
[d]
First
particle
[d]
50% of
particles
[d]
First
particle
[d]
50% of
particles
[d]
Su
m
m
er
29.07.2005 85.7 156.4 69.0 167.2 -16.7 10.8
23.07.2006 61.6 131.4 45.5 140.7 -16.1 9.3
10.07.2007 57.8 137.5 43.9 154.2 -13.9 16.7
06.07.2008 52.1 144.9 43.3 234.2 -8.8 89.3
27.07.2009 43.9 123.9 33.4 130.2 -10.5 6.3
Average summer 60.2 138.8 47.0 165.3 -13.2 26.5
W
in
te
r
23.01.2006 41.4 96.1 39.0 108.4 -2.4 12.3
23.01.2007 71.3 153.5 83.5 166.2 12.2 12.7
05.01.2008 56.1 115.6 52.9 109.9 -3.2 -5.7
15.01.2009 59.8 155.4 54.6 182.2 -5.2 26.8
13.02.2010 42.8 124.9 49.2 124.2 6.4 -0.7
Average winter 54.3 129.1 55.8 138.2 1.5 9.1
The first particles arrive at the pumpingwell on average after 60 days in summer and 54 days in
winterwithout considering viscosity and after 47 days (summer) and 56 days (winter) considering
viscosity. Especially in summer, viscosity causes the first particles to arrive about 2 weeks earlier
at the pumping well whereas in winter viscosity has almost no influence on the residence time.
The mean travel time (arrival of 50% of particles that move till the end of the simulation to the
well) is 129 days in winter without considering viscosity and 138 days when considering viscosity.
In summer, the mean travel time increases from 139 days for the simulation without viscosity
to 165 days when considering viscosity. Hence, the mean travel time increases by 9 - 26 days
when considering viscosity which is in contrast to the arrival of the first particles (Figure 5.11). Al-
though the first particles arrive in summer about 9 days earlier than in winter when considering
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viscosity, the mean travel time is 27 days longer. In contrast to a previous study by Vandenbo-
hede and Van Houtte, 2012, the winter residence time at the Berlin MAR scheme is shorter than
the summer residence time (Table 5.5). This behaviour is not only caused by viscosity but mainly
due to the varying infiltration amounts and pumping rates over the years at the MAR scheme.
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(a) Arrival at pumping well for the summer peaks.
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(b) Arrival at pumping well for the winter peaks.
Figure 5.11: Cumulative particles [%] vs. arrival time for the particles that finish in the pumping
well till the end of the simulation for the simulation without viscosity and including
viscosity (vis). Forward particle tracking with MODPATH6 was used inserting 1440
particles in the infiltration basins at the specified time.
The visualisation of flow paths shows that the majority of particles are flowing from the infil-
tration basins to the centrally located pumping well (Figure 5.12). Depending on the operation
of the MAR facility, the flow paths are quite diverse. Particles released at the summer peak 2006
move towards the pumping well but also towards the constant head boundaries on the eastern
and western edge of themodel domain. In contrast to that, particles released at the winter peak
2008 are more directly moving towards the infiltration basin. As a consequence, the mean res-
idence time of the particles released on 23.07.2006 was 141 days. The mean residence time for
the particles released on 05.01.2008 was 110 days due to the more direct particle movement.
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(a) Flow paths in summer. Particles released on 23.07.2006.
(b) Flow paths in winter. Particles released on 05.01.2008.
Figure 5.12: Flow paths determined by forward particle tracking at the MAR scheme in Berlin
considering viscosity. Pathlines are shown for the first 250 days after release. Grey
represents the pumping well, blue the infiltration basins. Vertical exaggeration of 3.
5.4.3.2 Seasonal temperature breakthroughs
The analysis of temperature peak breakthrough indicates that the peaks arrive in general earlier
by the inclusion of viscosity (Table 5.5). On average, viscosity causes the temperature peak in
summer to arrive 16 days earlier in the pumping well compared to the simulation without vis-
cosity. In winter, the temperature peak arrives on average 11 days earlier. Travel times mainly
depend on the infiltration amounts in the basins and the pumping rates in the well. For example
in summer 2006, not much water was infiltrated via the infiltration basins and as a result, the
temperature peak took much longer (228 days) to move to the pumping well.
By comparing themean residence times determined by particle tracking and the temperature
breakthrough, the influence of viscosity can not be generalized. The temperature breakthroughs
indicate that the residence time, when including viscosity, is shorter whereas particle tracking
revealed that despite the first particles arrive in most seasons earlier, the mean travel time is
higher when considering viscosity in the simulations. A reason for the difference could be that
particles and solute heat transport react differently on varying infiltration and pumping rates.
The residence times determined by sinusoidal fitting (Table 5.5, Sprenger et al., 2016) are
throughout lower than the residence times determined by the simulated temperature break-
throughs. As can be seen in Figure 5.9, there is often a shift between the minimum / maximum
measured temperatures and the simulated ones which could be the reason for the different
residence times. In addition, the residence times determined by Sprenger et al., 2016 using si-
nusoidal fitting are between the first particle arrival and the 50% arrival in the pumping well
determined by particle tracking.
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Table 5.5: Peak arrival times for the pumping well dependent on model setup and season in-
cluding the residence times determined in a previous study using sinusoidal fitting by
Sprenger et al., 2016.
Infiltra-
tion basin
peak
Peak arrival
without
viscosity
Peak arrival
with viscosity
Difference
due to
viscosity
[d]
Residence time
determined by
Sprenger et al.,
2016
Date [d] Date [d] Well 5 [d] Well 6 [d]
Su
m
m
er
29.07.2005 11.12.2005 135 27.10.2005 90 -45 41 (±18) 71 (±14)
23.07.2006 07.02.2007 199 11.01.2007 172 -27
10.07.2007 23.12.2007 166 24.12.2007 167 1 99 (±15)
06.07.2008 19.02.2009 228 19.02.2008 228 0
27.07.2009 10.01.2010 167 03.01.2010 160 -7
Average Summer 179 163 -15.6
W
in
te
r
23.01.2006 27.07.2006 185 02.08.2006 191 6 87 (±18) 87 (±14)
23.01.2007 18.07.2007 176 26.06.2007 154 -22
05.01.2008 25.06.2008 172 12.06.2008 159 -13 112 (±15)
15.01.2009 28.06.2009 164 04.06.2009 140 -24
13.02.2010 21.07.2010 158 15.07.2010 152 -6
Average Winter 171 159 -11.4
In general, differences can be caused by preferential flow paths and aquifer heterogeneities
which are not reproduced by the numerical model. Due to the limited number of observation
wells which are all located around infiltration basin 1+2 the calibration of hydrogeological para-
meters between infiltration basin 3 and the pumping well was challenging.
5.5 Conclusions
With the help of the numerical groundwater flow and heat transport model covering a part of
a MAR scheme in Berlin, Germany, the groundwater levels and seasonal temperature fluctu-
ations are reproduced. The model fit is acceptable considering the limited data availability of
the observation data and the heterogeneous aquifer hydrogeology.
By the integration of viscosity into the numerical model, the temperature breakthrough in the
pumpingwell is slightly better reproduced compared to the simulationwithout viscosity. Particle
tracking was used to determine the minimum and mean residence time in the subsurface for
the two simulations, with and without viscosity. Results suggest that by the integration of vis-
cosity, the minimum residence is 13 days lower in summer whereas the mean residence time
increases by 27 days. In winter, viscosity has almost no influence on the minimum residence
time but the mean residence time also increases by 9 days. The minimum residence time over
the simulation periods is 47 days in summer and 56 days in winter. The mean residence time
over the simulated time period is 165 days in summer and 138 days in winter. Although the first
particles arrive earlier in summer, the mean residence time is higher. The comparison of the
seasonal temperature breakthroughs suggest that viscosity reduces the residence time in the
subsurface by 11 to 16 days resulting in peak arrival times of 159 days in winter and 163 days
in summer. Hence, the influence of viscosity can not be generalized and the residence time is
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highly influenced by the operation of the MAR facility with varying infiltrated water amounts in
the recharge basins and well pumping rates.
The numerical modelling study at a MAR site in Berlin indicates that by using temperature
as a tracer, the subsurface flow paths and residence times between the recharge basin and
extraction well could be determined. To enhance the reliability and accuracy of the modelling
results, an improved hydrogeological characterisation of the heterogeneous subsurface and ad-
ditional monitoring data are required. This could encompass the drilling of a new observation
well between infiltration basin 3 and the pumping well and temperature measurements in the
existing observation wells. Tracer tests using other substances than temperature such as iso-
topes or pumping tests could provide additional insight into subsurface properties including
porosity, transmissivity and hydraulic conductivity.
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6 SIMULATION OF HYDRAULIC
CONDUCTIVITY CHANGES OVER
TIME DURING MAR OPERATION
6.1 Introduction
Clogging represents one of the most important issues during the operation of MAR schemes
as it reduces the infiltration capacity of the system, which can significantly decrease the system
efficiency and can lead to the failure of the whole system. The assessment, quantification and
prediction of clogging is not trivial and highly depends on multiple, causing processes which are
specific for each MAR scheme. As chapter 2 demonstrated, a number of studies already tried
to estimate the occurring clogging in injection wells (e.g. Page et al., 2014; Anderson et al., 2006;
Rinck-Pfeiffer et al., 2013; Pérez-Patricio, 2001; Vanderzalm et al., 2013b; Gutiérrez-Ojeda et al.,
2007; Dillon et al., 2010) and infiltration basins (e.g. Stuyfzand, 2002; Hutchinson et al., 2013;
Phipps et al., 2007; Grützmacher et al., 2006). Nevertheless, modelling of that issue especially for
surface spreading methods has been limited although it is of major concern (Hutchinson et al.,
2013). For a realistic simulation of processes occurring at the infiltration interface for surface
spreading methods and unsaturated zone wells, the use of a model that is able to simulate un-
saturated water flow and solute transport is required. However, the application of unsaturated
zone models, compared to the wide application of saturated flow studies, has been given little
attention so far (Sallwey et al., 2018b). In addition, as stated by Sallwey et al., 2018b, “[...]clogging
is neglected during vadose zone simulations and hydraulic parameters are kept constant over
time.”
The main objective of this chapter comprises the application of the unsaturated zone model
HYDRUS in combination with hydraulic conductivity changes over time to more realistically sim-
ulate the occurring processes in the vadose zone at infiltration basins and recharge wells. As
indicated in Chapter 2 and by the review of Sallwey et al., 2018b, HYDRUS has already been
applied to simulate MAR schemes but hydraulic conductivity changes over time were so far neg-
lected.
The specific objectives of this chapter include to:
• integrate an exponential function with a time-variable scaling factor into HYDRUS 1D and
2D to change the soil hydraulic conductivity during the simulation,
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• test the implementation of the time-variable scaling factor by the simulation of four dif-
ferent theoretical experiments with increasing complexity, e.g. in combination with the
reservoir boundary condition (Šimůnek et al., 2018) in HYDRUS 1D and 2D,
• simulate 2D cross-sections of two 3D laboratory experiments exposed to clogging repre-
senting recharge by infiltration basins and injection wells, and
• analyse whether the new concept can improve model simulation.
This chapter represents a first step to improve the ability to characterize clogging during the
numerical simulation of MAR.
6.2 Methodology
6.2.1 Flow and transport in the unsaturated zone
6.2.1.1 Governing equations
The Darcy-Buckingham equation is an extension of Darcy´s law to describe the unsaturated flow
in porous media as follows:
qw = −K(h)
δH
δz
(6.1)
where qw is the volumetric flow rate of water per unit cross-sectional area [LT -1]. The unsat-
urated hydraulic conductivity is either dependent on the negative pressure head h or the water
content θ (Radcliffe and Šimůnek, 2010). The total potentialH [L] is the sum of the gravitational
potential z and the matric potential Ψ.
By combining equation 6.1 with the continuity equation, the governing equation to describe
variably saturated flow is obtained which is also referred to as the Richards equation (Radcliffe
and Šimůnek, 2010; Richards, 1931).
δθ(Ψ)
δt
=
δ
δz
(
K(Ψ)
δΨ
δz
)
+
δK(Ψ)
δz
− Sq (6.2)
Because the Richards equation is a nonlinear partial-differential equation, a numerical solu-
tion is usually required (Radcliffe and Šimůnek, 2010).
The water retention curve is used to describe the relationship between the water content and
thematric potential and is dependent on the pore size distribution (Radcliffe and Šimůnek, 2010).
The shape of the water retention curve varies between the drying curve, which is determined by
the dewatering of a saturated soil sample and the wetting curve where a dry soil sample gets
saturated. The behaviour is called hysteresis which ismainly caused by the different wetting and
drying of various soil pores (ink-bottle effect) and soil hydrophobicity (Radcliffe and Šimůnek,
2010). The most widely used equation for the soil water retention curve was developed by van
Genuchten, 1980:
θ(Ψ) =



θr +
θs − θr
[1 + (−αΨ)n]m
, Ψ < 0
θs Ψ ≥ 0
(6.3)
where θs is saturated water content [-], θr is residual water content [-] and α [L -1], n [-], m [-]
are empirical fitting parameters (Šimůnek et al., 2013). Usually a fixed relationship between n
andm is assumed (Radcliffe and Šimůnek, 2010).
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m = 1− 1
n
, n > 1 (6.4)
The vanGenuchten fitting parametern characterizes the pore-size distribution andα is related
to the inverse of the air entry suction.
To describe the dependence of the unsaturated hydraulic conductivity on the pressure head
and hence the soil saturation, various hydraulic conductivity functions have been developed.
They are often based on pore-size distribution models, e.g. the equation developed by Mualem,
1976, which considers the soil as a pair of capillary tubes connected in series (Radcliffe and
Šimůnek, 2010).
K(Se) = KSS
l
e
[
´ Se
0
dSe
h(Se)
]2
[
´ 1
0
dSe
Ψ
]2 (6.5)
where Se is effective saturation, h(Se) is the water retention curve relationship and l is the
pore-connectivity parameter often assumed as 0.5 for most soils (Mualem, 1976).
The combination of the hydraulic conductivity function of Mualem, 1976 with the water reten-
tion function developed by van Genuchten, 1980 yields:
K(Se) = KSS
l
e
[
1− (1− S1/me )m
]2
(6.6)
With the help of equation 6.6, the unsaturated hydraulic conductivity function can be de-
scribed using soil water retention parameters.
Solute transport is usually described using the advection-dispersion equation (Šimůnek and
van Genuchten, 2008):
δθc
δt
+ ρ
δs
δt
=
δ
δz
(
θD
δc
δz
)
− δqc
δz
− φ (6.7)
where s is the sorbed concentration [MM -1], c is the solution concentration [ML -3], D is the
dispersion coefficient [L 2T -1], q the volumetric fluid flux density [LT -1] and φ a source-sink term
accounting for reactions [ML -3T -1].
6.2.1.2 HYDRUS
The software packages HYDRUS-1D (Šimůnek et al., 2013) and HYDRUS (2D/3D) (Šimůnek et al.,
2016) canbeused to simulate one-, two- or three-dimensional flow, solute andheatmovement in
variably-saturated porousmedia (Radcliffe and Šimůnek, 2010). HYDRUS uses the finite element
(FE)method to numerically solve the Richards equation (equation 6.2) for flow in the unsaturated
zone as well as the Fickian-based advection-dispersion equations for heat and solute transport
(equation 6.7, Šimůnek and van Genuchten, 2008). While the spatial discretization is done by
FE to easily account for irregular shapes and local refinement, the time is discretized in finite
time steps by applying an implicit FD scheme. In the following, the van Genuchten-Mualem
equation (equation 6.6) is used to describe the relationship between the unsaturated hydraulic
conductivity and the soil saturation.
The reservoir boundary condition was recently developed to better account for ponded infil-
tration often occurring at MAR facilities such as infiltration ponds or infiltration wells. According
to Šimůnek et al., 2018, three different types of reservoir boundaries exist: well, furrow and
wetland. Depending on the head in the infiltration unit, the infiltration area and hence also the
infiltration rate is calculated. HYDRUS solves the following mass balance equation to determine
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the position of the water level in the well:
πr2w
dhw
dt
= Qin(t)−Qw(t) (6.8)
where rw is the well radius [L], hw is the head in the well [L], Qin is the inflow into the well
along the soil profile [L 2T -1], and Qw is pumping rate [L 2T -1].
For the furrow reservoir boundary condition, the following mass balance equations are used
to determine the volume of water in the furrow (Šimůnek et al., 2018) :
Vf =
1
2
h(a+ bw) =
1
2
hw
(
a+ a+
hw
tanσ
)
= hwa+
h2w
2tanσ
(6.9)
dVf
dt
= Qin(t)−Qw(t) + (P − E)bw (6.10)
a
dhw
dt
+
hw
tanσ
dhw
dt
=
(
a+
hw
tanσ
)
dhw
dt
= Qin(t)−Qw(t) + (P − E)bw (6.11)
where Vf [L 3] is the volume of water in the furrow, hw is the water level in the furrow [L], a is
the half-width of the bottom of the furrow [L], bw is the width of the water surface [L], σ is the
slope of the furrow wall [°], Qin is the water infiltration rate from the furrow to the soil profile
[L2T-1],Qw is pumping rate [L 2T -1] which is positive for removal and negative for adding of water,
and P and E are precipitation and evaporation rates [LT -1], respectively.
As a second step, HYDRUS assigns a time-variable pressure head (Dirichlet) in the well and fur-
row to the part of the reservoir boundary below thewater level. Above thewater level, a seepage
face boundary condition is assigned. HYDRUS then calculates which section of the seepage face
boundary is inactive (prescribed zero flux) or active (prescribed zero pressure head) to deter-
mine the infiltration rate. As ponding in the infiltration unit is increasing, more of the side walls
is wetted and hence infiltration is also occurring at the newly wetted areas. The reservoir bound-
ary takes that into account and therefore allows to simulate a more realistic recharge rate for
MAR facilities.
The parameter estimation method implemented in HYDRUS 2D/3D which is based on the
Leven-berg-Marquardt nonlinear least-squares optimization method (Šimůnek et al., 2013) is
used to estimate several unknown unsaturated soil hydraulic parameters including the clogging
factor λ (see below). By the inverse solution of the Richards equation, the soil hydraulic para-
meters for the laboratory experiments are estimated based on pressure head or water content
measurements. The RMSE (see equation 4.2 in Section 4.3.2) and the coefficient of determina-
tion, R², are used to evaluate the goodness of fit of the model. R² can be calculated as follows:
R2 =
∑n
i=1(ysim − ȳ)2
∑n
i=1(yobs − ȳ)2
(6.12)
where yobs is the observed value, ȳ is the arithmetic mean of the observations, ysim is the
simulated value and n is the number of observations.
Implementation of time-variable scaling factor The hydraulic conductivity changes over
time in HYDRUS-1D and HYDRUS-2D are included by using an exponential function as scaling
factor:
Kt = Kstart ∗ e(−λ∗t) (6.13)
whereKt is the hydraulic conductivity [LT -1] at time t,Kstart is the initial hydraulic conductivity
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[LT -1] and λ is the hydraulic conductivity reduction parameter (λ ≥ 0) [T -1] which is dependent
on the time resolution of the simulation and subsequently named clogging factor.
6.2.2 Theoretical examples: model setup
6.2.2.1 Test problem 1: constant infiltration in HYDRUS-1D
A one-dimensional test example called “Skaggs´ column infiltration test”, distributed with
HYDRUS-1D, is used as the basis for a first validation of the implementation of the scaling factor.
The one-dimensional laboratory infiltration experiment has been already utilized as a test
problem for UNSAT2 andHYDRUS (Skaggs et al., 1970; Davis andNeumann, 1983; Šimůnek et al.,
2013). The soil column has a total length of 61 cm and is discretized into 1 cm thick layers (62
nodes). For the purpose of testing the reduction of hydraulic conductivity over time, two soil ma-
terials with the same starting properties are assigned. The sandy soil properties are displayed in
Table 6.1. Soil material 1 is assigned to the upper 5 cm of the soil column, soil material 2 to the
rest of the soil column. An initial pressure head of -150 cm is defined throughout the soil column.
The soil surface of the column is subject to ponded infiltration of 1 cm (constant pressure head)
and the lower boundary to free drainage. The simulation runs for 36000 s.
Table 6.1: Initial soil properties for HYDRUS-1D test problem 1 including the hydraulic conduc-
tivity reduction parameter to test the implementation of time-variable scaling factor.
Soil Material θr [-] θs [-] α [cm
-1] n [-] Ks [cms
-1] λ [s-1]
1 0.078 0.43 0.036 1.56 2.89*10-4 5*10-5
2 0.078 0.43 0.036 1.56 2.89*10-4 0
For the first simulation run, no change of the hydraulic conductivity during the simulation is
assumed and thus the scaling factor is set for both soil materials to 1 with λ = 0 (Table 6.1). For
the second simulation, a reduction of the hydraulic conductivity over time of soil material 1 is
assumed and an exponential function with λ = 5*10-5 s-1 is assigned. Observation nodes are
included at 10 cm, 20 cm, 30 cm, 40 cm and 50 cm depth of the soil column to evaluate the
influence of the clogging factor on the simulation results.
6.2.2.2 Test problem 2: cyclic infiltration in HYDRUS-1D
The second test problem in HYDRUS-1D covers the cyclic infiltration of water and consists of a
soil column with the same dimensions as test problem 1. The soil hydraulic parameters and the
assigned scaling factors are presented in Table 6.2.
Table 6.2: Initial soil properties for HYDRUS-1D test problem 2 including the hydraulic conduc-
tivity reduction parameter to test the implementation of time-variable scaling factor.
Soil Material θr [-] θs [-] α [cm
-1] n [-] Ks [cms
-1] λ [s-1]
1 0.045 0.43 0.145 2.68 8.25*10-3 3*10-5
2 0.045 0.43 0.145 2.68 8.25*10-3 0
Soil material 1 is assigned to the upper 20 cm of the soil column. Soil material 2 is assigned to
the remaining lower part of the soil column. The soil has an initial pressure head of -25 cm. The
soil surface of the column is set to atmospheric boundary condition. Cyclic infiltration of water
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as precipitationwith a rate of 0.005 cms-1 and a duration of 1 200 s is applied followed by a drying
phase of 2 400 s. The maximum head at soil surface is 10 cm and the lower boundary condition
is set to free drainage. The simulation runs for 36000 s which includes 10 infiltration cycles. In
addition, a tracer is included during the first infiltration cycle to evaluate the influence of the
clogging factor on the tracer breakthrough. Observation nodes are defined at 10 cm, 20 cm and
50 cm depth of the soil column.
6.2.2.3 Test problem 3: infiltration in HYDRUS-2D
The successful implementation into HYDRUS-2D is tested using the same soil column and soil
material as in test problem 1 (Table 6.1). In contrast to test problem 1, soil material 1 is assigned
at the top 20 cm of the soil column. The width of the soil column is set to 4 cm and divided
into 17 horizontal and 62 vertical nodes. The first run covers the simulation without any soil
hydraulic conductivity reduction. In the second run, soil material 1 is subject to time-variable
hydraulic conductivity reduction (λ = 5*10-4 s-1). In addition, a simulation where only a part of
the infiltration area gets clogged is executed. Here, soil material 1 is splitted into two parts: the
left half is subject to soil hydraulic conductivity reduction (λ = 5*10-4 s-1) and hence clogging, the
right part is set to soil material 2 without any change in hydraulic conductivity over time.
6.2.2.4 Test problem 4: well infiltration in HYDRUS-2D
For the simulation of well infiltration, a dry well is chosen which is frequently used to recharge
stormwater through the unsaturated zone (Edwards et al., 2016). Sasidharan et al., 2018 already
assessed two dry wells using HYDRUS-2D in combination with the reservoir boundary. So far,
the combination with time-variable scaling factors and therefore the clogging of the well screen
has not been evaluated although dry wells are especially prone to clogging due to the low inflow
water quality. Hence, in test problem 4 the combination of time-variable scaling factors and
reservoir boundary is tested.
The simulation domain is 4 m high and 3 m wide (Figure 6.1). The infiltration well has a radius
of 0.25 m and a total depth of 2 m. In the well, a seepage face boundary condition is specified
Free drainage boundary condition
Reservoir boundary condition
Z
X
4 m
3 m
2 m
rW
Soil Material 2
Soil 
Material 1
hW
Figure 6.1: Model setup for test problem4 including grid discretization, boundary conditions and
material distribution.
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to represent the reservoir boundary condition. The initial head in the well is defined as 0.2 m
above the well bottom (-1.8 m) and the well pumps at a constant rate of 0.006 mh-1. The lower
boundary condition is defined as free drainage. The soil hydraulic parameters for the two soil
materials are identical except for the hydraulic conductivity reduction factor (Table 6.3). The
total simulation time is set to 360 h.
Table 6.3: Initial soil properties for HYDRUS-1D test problem 4 including the hydraulic conduc-
tivity reduction parameter to test the implementation of time-variable scaling factor.
Soil Material θr [-] θs [-] α [m
-1] n [-] Ks [mh
-1] λ [h-1]
1 0.078 0.43 3.6 1.56 0.0104 0.01
2 0.078 0.43 3.6 1.56 0.0104 0
To determine the influence of hydraulic conductivity change over time on the water level in
the well, two simulations are carried out. In the first simulation run, the soil hydraulic conduc-
tivity is kept constant over the whole model domain. In the second simulation run, hydraulic
conductivity reduction over time is included for soil material 1 (λ = 0.01 h-1) to depict clogging
over time along the well casing (Figure 6.1).
6.2.3 Laboratory experiment: well injection
6.2.3.1 Well injection experiment
The laboratory experimental setup is presented in Figure 6.2 and is basedon thework of Bonilla Val-
verde, 2018. The original laboratory experiment tested the influence of the screen length on the
injection rate in an aquifer-well system representing a homogeneous, isotropic, uniform thick-
ness and infinite aquifer (Bonilla Valverde, 2018). The aquifer-well system consists of a 1.2 m
high cylinder of fiber glass with 0.5 m internal radius and nine piezometers at the bottom of the
tank (Figure 6.2).
1 inch well
Infiltration 
water
(chlorided tap
water)
1.0 m
0.1 m
0.1 m
0.2 m
Overflow
pressure head
measurement
Inflow
0.2 m
0.2 m
0.2 m
Sand (Ss)
Variabler
Wasser-
stand
constant
head tank
Outflow
system
Outflow
column
1.2 m
Figure 6.2: Laboratory aquifer-well-system configuration to simulate well injection in combina-
tion with physical clogging (after Bonilla Valverde, 2018).
Water is injected in the centre of the aquifer tank through a fully penetrating small-diameter,
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high-density polyethylene (HDPE) well screen (radius: 12.7 mm). A constant infiltration rate is
ensured through a constant head tank. The outflow of the system is through 0.05 m side per-
forations which are connected to the outflow system. Four side perforations on each outflow
level positioned in a 90° angle ensure radial flow. The lowest outflow level is located 0.1 m from
the tank bottom, the other outflow levels follow every 0.2 m. The aquifer material consists of a
medium to coarse sand with aKs of 6.2*10-4 ms-1 and a bulk density of 1.5 gcm-3. To maximize
radial flow, a geotextile is installed between the tank wall and the aquifer material as a drainage
system.
An additional infiltration experiment is conducted to investigate the time-variable reduction
of infiltration rate as well as the head build-up in the well due to clogging of the laboratory tank.
For this experiment, the fully open screen length is chosen, which means that infiltration can
take place along the whole well wall. To be able to examine a high head build-up in the well, the
infiltration rate is kept low at a rate of 900 mLmin-1 so that only the lowest outflow perforations
at 0.1 m from the bottom of the tank are active.
In the first part of the experiment, pure tap water is used for infiltration and the tank is op-
erated as a closed system where the outflow water is flowing back to the water storage tank as
presented by Bonilla Valverde, 2018. This part of the experiment ensures that the tank gets to
an equilibrium, where the water table in the well and the outflow stays constant. It also helps
to validate the general numerical model setup (see next section). A constant water head in the
well of 22.4 cm is established.
For the second part of the experiment which includes physical clogging of the laboratory tank,
blue clay is added to the water storage tank with a concentration of 200 mgL-1. The suspension
of clay in the water storage tank and the constant head tank is ensured through pumps which
mix the water. With the start of the clogging experiment, the overflow pipes are diverted to a
second water storage tank, referred to as discharge tank, so that the inflow water quality is kept
constant. The water level in the well is measured automatically every 5 minutes by a pressure
logger positioned at the well bottom. The measurements are corrected with the air pressure
using a barologger. In addition, manual measurements were conducted to determine the water
head in the other piezometers away from the well.
6.2.3.2 Model setup of well injection tank
The numerical simulation of the well injection experiment is carried out by setting up a two-
dimensional cross-sectional model in HYDRUS-2D (Figure 6.3a). The model domain has a total
size of 0.5 m x 1.1 m. In contrast to Bonilla Valverde, 2018 who used a 3D model and approxi-
mated the well as a high permeability soil with a constant head, the reservoir boundary is taken
as inflow boundary along the well casing. This has the advantage that the infiltration along the
well wall is dependent on the head in the well. For this, the reservoir boundary of the type well
(Šimůnek et al., 2018) is defined along the well casing with a well radius of 0.0127 m, an initial
water level in the well of 0.23 m and a recharge rate of 0.005 m3min-1 (Figure 6.3a). One ob-
servation point is included at the bottom of the well for inverse simulations. The outflow of the
tank is defined as a constant head boundary condition with a constant head of 0.127 m as mea-
sured in the laboratory experiment. It is assumed, that the head at the outflow boundary does
not change during the clogging experiment as indicated in the laboratory experiment (see Sec-
tion 6.3.2). The model domain is discretized into a two-dimensional triangular FE mesh with a
targeted FE size of 0.03 m and mesh refinements of 0.01 m along the reservoir boundary condi-
tion and the constant head boundary resulting in a total of 4 212 nodes (Figure 6.3a). The mass
balance error of all simulated scenarios is always considerably below 1% which is considered
acceptable and assures the quality of the FE mesh (Brunetti et al., 2017).
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Z
X
Reservoir boundary condition
1.1 m
0.5 m
Sand
Sand 
(exposed
to clogging)
Geotextile
Constant head (0.127 m)
0.1 m
rw=0.0127 m
Observation point
Soil material details
(a) Assigned boundary conditions, observation point for calibration and distribution of soil material.
S1 S2 S3 S4 S5
(b) Detailed distribution of clogging area (detail definition see a) for the various Scenarios (S).
Figure 6.3: Model setup of the laboratory well injection simulations.
The soil parameters are defined as in Bonilla Valverde, 2018 for the experimental sand and
the geotextile (Table 6.4). The sand is classified into two parts: one close to the well casing where
the hydraulic conductivity changes over time and the rest of the tank filling where the hydraulic
conductivity is kept constant during the simulations (Figure 6.3a). The exact distribution of the
sand which is exposed to clogging is variable for the different scenarios and shown in Figure
6.3b for the detailed window defined in Figure 6.3a. The clogging factor λ is calibrated using the
measured water head in the well.
Table 6.4: Initial soil properties to simulate the well injection tank (after Bonilla Valverde, 2018).
No Soil Material θr [-] θs [-] α [m
-1] n [-] Ks [mmin
-1]
1 Sand (exposed to clogging) 0.02 0.36 28 1.94 0.372
2 Sand 0.02 0.36 28 1.94 0.372
3 Geotextile 0.02 0.36 28 1.94 7.2
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In addition, the separation of the experiment into two phases with varying λ is tested to im-
prove the fitting between the observed and simulated water heads in the well over time.
6.2.4 Laboratory experiment: infiltration basin
6.2.4.1 Infiltration basin experiment
The stainless steel laboratory infiltration tank was built to study the occurring processes, in par-
ticular clogging, during aquifer recharge of Elbe river water in an infiltration basin. The tank has
total dimensions of 1.5 m x 1.0 m and a height of 1.0 m (Figure 6.4).
Infiltration 
water
(Elbe river
water
+ DOC-mix)
Electrical scale
Sand
Sand filter
0 cm
84 cm
Cobble filter
TDR-probe (incl. 
temperature, 
electrical
conductivity)
Tensiometer
300 m/a
15 cm
26 cm
66 cm
86 cm
98 cm
Sand exchanged at 
beginning of scenario
Control unit
Figure 6.4: Laboratory experimental setup of infiltration tank to simulate infiltration basin re-
charge (after Fichtner et al., 2018).
The infiltration basin installed in the centre of the tank has dimensions of 0.3 m x 0.45 m and
a height of 0.06 m. The bottom of the tank consists of a metal grid. The tank is filled at the
bottom with a three-layered gravel filter (10-16 mm, 8-10 mm, 4-8 mm grain diameter) with a
total thickness of 12.5 cm to reduce washing-out of fine material. The gravel filter is followed
by a 2 cm sand filter and the main soil material: a sandy sand with a bulk density of 1.6 gcm-3,
a total thickness of 84 cm and a silt content of 7.1%. Installed measurement devices include
tensiometers to measure pressure head and electrical conductivity, TDR-probes for water con-
tent measurements and fiber-optic oxygen probes which are all installed in three depths (0.15,
0.25, 0.66m) (Figure 6.4). Althoughmultiple scenarios with varying wet-dry ratios and infiltration
rates have been conducted (Fichtner et al., 2018), the simulation concentrates on one scenario
to show the applicability of the new approach to reproduce the laboratorymeasurements, espe-
cially the water level in the infiltration basin over time. The considered scenario (data provided
by Fichtner, 2018) has a wet-dry ratio of 24 h : 144 h (1:6) and hydraulic loading rate of 300 ma-1.
The inflow rate to the basin is 0.54 Lmin-1 with water quality fluctuations of the infiltration water
from the Elbe river during the experiment. The TSS concentration of the river water is between 7
and 40mgL-1 and the DOC concentration is almost constant at 30mgL-1 (5 mgL-1 in the Elbe river
water, 25 mgL-1 additionally added). At the beginning of the scenario, the sand underneath the
infiltration basin is replaced by new sand with the same soil properties up to a depth of 26 cm as
indicated in Figure 6.4. The reduction of the hydraulic conductivity over time in the laboratory is
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determined by the evaluation of tracer breakthrough curves using sodium chloride (NaCl). For
more details see Fichtner et al., 2018.
6.2.4.2 Model setup of laboratory infiltration basin tank
The numerical 2D model represents a cross section of the laboratory tank including the infil-
tration basin (Figure 6.5). The infiltration takes place through the reservoir boundary condition
with the type furrow. The infiltration basin wall has an angle of 45° and the basin is 22 cm wide
at the bottom. The lower boundary is defined as free drainage so that water can exit the model
area. Normally, that boundary should be set as seepage face as the laboratory tank is open to
the atmosphere at the bottom but the reservoir boundary condition does not allow a seepage
face boundary in themodel domain. In total, six observation points are defined (Figure 6.5). Ob-
servation point 1 is located at the bottom of the infiltration basin and enables the observation
of the head in the basin. The other five observation points correspond to the laboratory tank
measurement locations. The two-dimensional triangular FE mesh is generated using a targeted
FE size of 3.1 cm and mesh refinements of 2.5 cm along the soil material boundaries as well
as mesh refinements of 1 cm along the infiltration basin and the left model boundary until ob-
servation point 5. This results in a total of 2 656 nodes (Figure 6.5). The time is discretized into
minutes and the total simulation time is 50400 min (35 days).
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to clogging)
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5
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Figure 6.5: Conceptual model of the laboratory tank experiment representing basin recharge
including the assigned soil, boundary conditions and the observation points used for
calibration.
Five different soil materials are defined: the cobble filter at the bottom of the tank, the sand
filter, followed by the experimental soil (Table 6.5). The experimental soil is divided into three
main areas: the soil which does not get exchanged (soilmaterial 3), the soil which gets exchanged
at the beginning of each scenario (soil material 2) and the soil exposed to clogging in the first
2 cm below the infiltration basin (soil material 1). The soil material properties including the
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van Genuchten parameters α and n are calibrated using the tensiometer measurements at the
defined observation points (Table 6.5). In the first soil layer, the clogging factor λ is activated
and calibrated using the water level measurements in the infiltration basin. The soil material
properties of soil material 1 and 2 are defined the same. Due to the high initial water level in
the first infiltration cycle, the hydraulic conductivity of the surface soil layer had to be reduced
by about one order of magnitude compared to the exchanged soil (soil material 2).
Table 6.5: Initial soil hydraulic properties to simulate the laboratory tank experiment.
No Soil Material θr [-] θs [-] α [m
-1] n [-] Ks [cmmin
-1]
1 Soil (exposed to
clogging)
0.066 0.292 0.2363 1.91 0.21
2 Soil (changed at
beginning of scenario)
0.066 0.292 0.2363 1.91 3.147
3 Soil (not exchanged) 0.121 0.2275 0.2236 1.66 1.465
4 Sand filter 0.045 0.3 0.3 1.51 3.2625
5 Coarse cobble filter 0 0.3 0.05 1.35 50
6.3 Results and Discussion
6.3.1 Theoretical examples
6.3.1.1 Test problem 1: constant infiltration in HYDRUS-1D
The comparison of the two simulation runs, with and without soil hydraulic conductivity reduc-
tion over time, clearly shows the influence of the soil hydraulic conductivity decrease over time
on the infiltration rate and the pressure head at various depths (Figure 6.6).
During the simulation, the soil hydraulic conductivity of the upper soil material 1 is reduced
about one order of magnitude (Figure 6.6a) causing a decrease of infiltration rates. The cumu-
lative infiltration decreases about 40% during the simulation run. Also the wetting front propa-
gates slower in the soil columnwith hydraulic conductivity reduction compared to the simulation
without and does not reach full saturation. Overall, test problem 1 demonstrates the successful
implementation of time-variable hydraulic conductivity over time into HYDRUS-1D.
6.3.1.2 Test problem 2: cyclic infiltration in HYDRUS-1D
Test problem 2 highlights the influence of soil hydraulic conductivity reduction on the water flow
and solute transport during cyclic infiltration. The change of soil hydraulic conductivity over time
has an influence on the solute flux, the pressure head at various depths and the head at the top
and bottom of the soil column (Figure 6.7). As the soil hydraulic conductivity of the upper soil
layer is decreasing over time, the hydraulic head during infiltration is increasing. Starting with
infiltration cycle 4, ponding on the soil surface occurs and its depth increases with each sub-
sequent infiltration cycle (Figure 6.7d). As the head at the top of the soil column does not reach
10 cm, no surface runoff is generated. The decreasing infiltration rates also result in decreasing
solute input fluxes (Figure 6.7b) and decreasing pressure heads along the soil column (Figure
6.7c).
102
6.3 Results and Discussion
0.0E+00
5.0E-05
1.0E-04
1.5E-04
2.0E-04
2.5E-04
3.0E-04
3.5E-04
0 6000 12000 18000 24000 30000 36000
K
 [
c
m
s
-1
]
Time [s]
K reduction  (λ=5*10-5)
Original (λ=0)
(a) Saturated hydraulic conductivity over time.
0
2
4
6
8
10
12
14
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0 6000 12000 18000 24000 30000 36000
C
u
m
u
la
ti
v
e
 I
n
fi
lt
ra
ti
o
n
 [
c
m
]
In
fi
lt
ra
ti
o
n
 [
c
m
s
-1
]
Time [s]
Infiltration K reduction
Infiltration Original
Cumulative Infiltration Original
Cumulative Infiltration K reduction
(b) Instantaneous and cumulative infiltration rates over time.
-160
-140
-120
-100
-80
-60
-40
-20
0
20
0 6000 12000 18000 24000 30000 36000
P
re
s
s
u
r
e
 H
e
a
d
 [
c
m
]
Time [s]
Node 1_0
Node 2_0
Node 3_0
Node 4_0
Node 5_0
Node 1_K
Node 2_K
Node 3_K
Node 4_K
Node 5_K
(c) Pressure head over time at various depths along the soil column. O represents ori-
ginal without and K including hydraulic conductivity reduction.
Figure 6.6: Comparison of HYDRUS-1D simulation results for test problem 1 with and without
soil hydraulic conductivity reduction by exponential function.
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Figure 6.7: Comparison of HYDRUS-1D simulation results for test problem 2 with and without
soil hydraulic conductivity reduction by exponential function (λ = 8*10-5 s-1).
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6.3.1.3 Test problem 3: soil column in HYDRUS-2D
Test problem 3 evaluates the implementation of the time-variable scaling factor in HYDRUS-2D
and comprises three simulation runs: excluding the time-variable change of hydraulic conduc-
tivity, including the change of time-variable hydraulic conductivity in the first upper 20 cm of the
soil column and only in the left part of the first 20 cm of the soil column. The reduction of hy-
draulic conductivity over time reduces the propagation of the wetting front in the soil column as
less water can infiltrate (Figure 6.8). If the conductivity reduction develops only in the left half of
the soil column, the wetting front propagates deeper into the soil profile during the simulation
time. As less water can infiltrate in the left half of the soil column which undergoes the hydraulic
conductivity reduction, a dry soil area still exists at the end of the simulation time (Figure 6.8c).
(a) Constant soil hydraulic conductivi-
ty.
(b) Time-variable hydraulic conductiv-
ity reduction in upper soil layer.
(c) Time-variable hydraulic conductiv-
ity reduction in the left half of the
upper soil layer.
Figure 6.8: Simulation results for test problem 3 showing the influence of various inclusion
of time-variable soil hydraulic conductivity reduction by exponential function (λ =
5*10-4 s-1) in the upper soil layer for t=36 000 s.
6.3.1.4 Test problem 4: well infiltration in HYDRUS-2D
In test problem 4, a MAR-related issue arising in infiltration wells in the unsaturated zone is
considered. Due to the accumulation of suspended solids or the growth of a biofilm in the vicinity
of the well, a clogging layer can evolve. The reduction of the soil hydraulic conductivity over time
at the well bottom causes the water table to rise in the well (Figure 6.9). As no clogging in the
side walls of the well above the initial water table is assumed, the infiltration area and with
that the infiltration rate increases compared to the simulation without hydraulic conductivity
reduction where the water level stays almost constant after a short decline at the beginning of
the simulation.
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Figure 6.9: Simulation results of test problem 4 showing the influence of inclusion of time-
variable soil hydraulic conductivity reduction by exponential function (λ = 0.01 h-1)
around the infiltration well on the water level in the well over time.
6.3.2 Well injection experiment
The results of the laboratory clogging experiment show the increase of water level over time in
the well due to physical clogging induced by the infiltration of a suspension with blue clay (Figure
6.10a). It took about 320 min for the water level to rise from 22 cm to 103 cm in the well. The
water head is only rising in the close vicinity of the well and already the head 10 cm from the
well up to the outlet is not influenced by clogging (Figure 6.10b).
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(a) Water head over time in the well measured manually and
by pressure logger
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(b) Cross-section of water head at the start and at the end of
the clogging experiment measured manually.
Figure 6.10: Results of the laboratory well injection experiment
105
6 SIMULATION OF HYDRAULIC CONDUCTIVITY CHANGES
The results of the simulations demonstrate that by the inclusion of the time-variable scaling
factor, the numerical representation of clogging-induced water level rise in wells is improved
(Figure 6.11).
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(a) Water level rise dependent on clogging area (distribution of soil material 1, see Figure 6.3) and the respective best-fit
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(b) Water level rise in the well dependent on λ and constant clogging area (Scenario S4).
Figure 6.11: Simulated vs. observed water level in the well dependent on a) the clogging area
and b) the clogging factor λ [min-1].
The pressure head distribution in the laboratory tank is more realistically simulated when
including time-variable scaling factors as shown in Figure 6.12. Due to the high permeable geo-
textile at the outflow boundary impounding is occurring on the right side of the model domain
resulting in a pressure head rise. Due to clogging, the water level in the well and the pressure
head approximate to the well is rising. Nevertheless, clogging influences the pressure head only
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in the vicinity of the well. The pressure head increases only within the first 10 cm of the labora-
tory tank which is in accordance with the experimental results (Figures 6.10b, 6.12b).
Figure 6.12: Pressure head after 320 min of simulation for a) excluding time-variable hydraulic
conductivities and b) including time-variable hydraulic conductivities (λ = 0.03598
min-1). The model setup equals scenario S4.
The water level rise in the well over time due to clogging can be simulated although only in
the first part of the simulation, the course of the water level rise is reproduced well (Figure 6.11).
Especially in the second half of the simulation time, the observed and simulated water levels
deviate due to the exponential equation used for the time-variable scaling factor.
The simulated water level rise highly depends on the defined clogging factor λ as well as the
clogging area (Figure 6.11). The clogging area was in general defined as a cone which means
that the clogging area thickness is decreasing with height to better represent the progressive
clogging along the well casing as right now only for soil material 1 λ and therefore the reduction
of hydraulic conductivity over time can be included. Hence, the soil starts clogging with the
start of the simulations in the whole defined clogging area and clogging does not depend on
the water level in the well as in reality. By including a cone as clogging area, this behaviour was
approximated. The defined clogging area highly influences the simulation results, especially the
resulting water level in the well (Figure 6.11a). By including an area with an infiltration window
with higher hydraulic conductivity, the course of the water level rise was better approximated.
Nevertheless, the infiltration window highly influences the final water level in the well (Figure
6.11a). Simulation S1 represents the scenariowithout an infiltrationwindow. The constantwater
level in the well after 210 min is caused by the definition of the clogging area which was only
defined till 102 cm along the well. Hence, as soon as the water reaches that height in the well,
water can infiltrate without any resistance avoiding overflow of the injection tank. In contrast to
that, the clogging factor λ defines the start and velocity of the water level rise in the well (Figure
6.11b).
To reach a better fit between observed and simulated water levels, the simulation time is
divided into two separate parts. As can be seen in Figure 6.11, the simulated water level rise fits
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quite good in the first half of the simulation but the second part has room for improvements,
especially for scenario S1. For the first part, all simulation parameters are kept constant. For
the second part of the simulation which started at 177min, the initial pressure head distribution
is imported from the last time step of the first part as well as the initial saturated hydraulic
conductivity for the sand exposed to clogging which is equal to 0.001051 mmin-1 considering
the time-variable reduction in the first part of the simulation.
The clogging factor is fitted to the available observation data from 177 - 312min by inverse op-
timization. As a result, the clogging factorλ for the secondpart is considerably lower (0.01044min-1)
as compared to the overall simulation (0.03316 min-1) and the fitting is significantly improved as
shown in Figure 6.13. In addition, the R² over the whole simulation run increases from 0.95 for
the one-part simulation to 0.98 for the two-part simulation.
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Figure 6.13: Simulated vs. observed water level in the well for the original continuous simulation
(R² = 0.947) and the two-part simulation (R² = 0.978) based on scenario S1.
The simulation indicates that the various parts of the well casing react differently due to clog-
ging and are time-dependent. Therefore, the inclusion of multiple clogging factors or a clogging
factor that is dependent on the water content or water level in the well could further improve
the simulations.
6.3.3 Infiltration basin experiment
The experiment covering infiltration basin recharge in a laboratory tank shows an increase of
the water level with subsequent infiltration cycles due to clogging caused by the infiltration of
Elbe river water with suspended solids and nutrients.
To simulate the cyclic infiltration and drying phases as well as the water level in the infiltra-
tion basin, a cross section of the laboratory experiment in HYDRUS-2D in combination with the
reservoir boundary type furrow is set up and calibrated using tensiometer measurements. The
focus is set on the simulation of the water level in the infiltration basin.
The course of the pressure head as well as water content during the wetting and drying phase
is reproducedby the simulation (Figure 6.14). Although themaximaandminimaof themeasured
and simulated water content as well as pressure head differ from each other, the overall fit of
the simulated versus observed measurements is good (R² = 0.96, RMSE = 0.0083). Reasons for
the pressure head and water content deviations especially for the extreme values could be the
different placement of both measurement devices in the laboratory tank (various positions on
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the levels), preferential flow paths or local soil heterogeneities caused by the packing of the
laboratory tank or the installation of the measurement devices. Also the exchange of parts of
the soil material at the beginning of the scenario in the central part of the infiltration tank could
have caused the different behaviour of measurement instruments in the tank.
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Figure 6.14: Simulated and observed a) pressure head and b) water content over time for the
observation points defined in Figure 6.5 with R2 = 0.96 and RMSE = 0.0083.
To reproduce the increasing water level in the infiltration basin, the clogging factor λ is in-
cluded in the first 2 cm below the infiltration basin for soil material 1. The initial hydraulic
conductivity in the clogging layer has to be defined one order of magnitude less than for the
exchanged soil (soil material 2) to reproduce the initial water level in the infiltration basin for
the first infiltration cycle (Table 6.5). A reason for the lower initial soil hydraulic conductivity
could be an increased infiltration impedance of the soil surface due to e.g. water repellency,
air pressure or the initial low water content in the soil. The simulated versus observed water
level over time in the infiltration basin is displayed in Figure 6.15. The increase of the water level
during the infiltration experiment can be simulated by setting the time-variable scaling factor λ
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to 1.9*10-5 min-1 for the first soil layer. The exponential function, which is used for the reduction
of the hydraulic conductivity, results in a continuous increase of the water level in the infiltra-
tion basin with subsequent infiltration cycles. This trend is not clearly visible in the laboratory
experiment as the water level even decreases from infiltration cycle 2 to 3.
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Figure 6.15: Simulated versus observed water level in the infiltration basin over time.
The comparison of the hydraulic conductivity over time determined by tracer breakthrough
curves in observation point 5 and through calibration of the HYDRUS-cross-sectional model
shows that the reduction is in the same magnitude (Figure 6.16). Due to clogging, the hydraulic
conductivity is reduced by a total of 60% in the upper layer at the end of the laboratory experi-
ment which is in accordance with the measurements. Nevertheless, the model underestimates
the hydraulic conductivity reduction in the first 20 days of the experiment. Also, the simulated
water levels in the infiltration basin are lower for the second and third infiltration cycle com-
pared to the measurements. This is due to the definition of the scaling factor as an exponential
function.
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Figure 6.16: Comparison of normalized soil hydraulic conductivity over time in the upper layer
determined through tracer breakthrough curves (data provided by Fichtner, 2018)
and calibratedwith the help of thewater levelmeasurements in the infiltration basin
(λ = 1.9*10-5 min-1).
Overall, the simulation of infiltration basin recharge in HYDRUS-2D using the reservoir bound-
ary and the scaling factor for time-variable hydraulic conductivity shows that the cyclic infiltration
of water and the increasing clogging of the surface layer can be reproduced. The increasing wa-
ter level in the infiltration basin during the laboratory experiment is well simulated. In addition,
the calibrated hydraulic conductivity reduction over time corresponds well to the measured re-
duction in the laboratory experiment.
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6.4 Conclusions and outlook
Various test problems were simulated to evaluate the implementation of the time-variable scal-
ing factor in HYDRUS-1D and HYDRUS-2D.
Test problem 1 shows the influence of clogging on the pressure head and infiltration rate in a
soil column in HYDRUS-1D. Due to the inclusion of the time-variable scaling factor in soil material
1, the saturated hydraulic conductivity is decreasing over time which reproduces clogging of the
surface layer. As a result, the infiltration rate is decreasing and the wetting front propagates
slower in the soil column.
The influence of clogging on cyclic infiltration of water, frequently used at MAR schemes, is
evaluated in test problem 2. The results clearly show the head build-up in the upper soil layer
due to clogging resulting in increasing ponding over time. The lower infiltration rate also results
in a reduction of the solute flux at the top of the soil column, which decreases the solute flux
reaching the outflow.
For test problem3, test problem1was transferred to 2D. Additionally, the influence of spatially
variable clogging was evaluated. Due to clogging, the wetting front propagates slower in the soil
profile. Also the clogging of only half of the soil surface results in a slower propagation of the
wetting front during the simulation run and the evolution of a dry area underneath the clogged
soil.
The combined use of the reservoir boundary condition and the time-variable scaling factor
to reproduce clogging in unsaturated zone wells is evaluated using test problem 4. Due to the
reduction of the hydraulic conductivity over time, ponding in the well is increasing. As a con-
sequence, infiltration along the well wall is taking place which is simulated using the reservoir
boundary condition. Nevertheless, due to the restriction of the scaling factor to soil material 1,
the propagation of clogging along the well wall over time can not be reproduced. In addition,
the scaling factor is limited to exponential functions.
The simulations of test problems with increasing complexity demonstrate the successful im-
plementation of the time-variable scaling factor to represent hydraulic conductivity changes over
time in HYDRUS-1D and HYDRUS-2D. Also the combined use of the reservoir boundary condition
and the scaling factor was successfully tested. As a next step, the approach was validated for
two laboratory experiments simulating clogging over time in an injection well and an infiltration
basin, respectively.
By the inclusion of the time-variable scaling factor, the numerical simulation of the injection
well experiment is considerably improved. Clogging of the well casing results in an increase of
the ponding depth in the well which can only be reproduced by including soil hydraulic con-
ductivity reduction over time induced by the time-variable scaling factor. A simulation assigning
various clogging factors to the first and second part of the simulation further improves the fitting
between the observed and measured water level in the well.
The cyclic infiltration of Elbe river water via infiltration basins in a laboratory tank is simulated
using the reservoir boundary type furrow and the time-variable scaling factor. The pattern of the
water content and pressure head changes during the wetting and drying phase were replicated
using theHYDRUS-2Dmodel. Due to clogging, thewater level in the infiltration basin is increasing
over time which was simulated using the time-variable scaling factor. The calibrated hydraulic
conductivity reduction over time corresponds well to the reduction measured in the laboratory
experiment via tracer tests.
To conclude, the simulations clearly demonstrate that with the help of the time-variable scal-
ing factor, the numerical representation of clogging is possible in HYDRUS-1D and 2D. The new
approach was validated with the help of two laboratory experiments representing basin infiltra-
tion and well recharge. It was shown that the time-variable scaling factor, particularly in com-
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bination with the reservoir boundary condition, is useful as a simple approach to improve the
simulation of clogging of MAR schemes in HYDRUS. Each MAR system undergoes some kind of
clogging during its operational time and thus clogging represents an important issue determin-
ing the success of the system. The presented approach can be applied to numerically evaluate
the resulting infiltration capacity and help in the design and operation of a MAR scheme.
Outlook The inclusion of time-variable scaling factors is only an initial, very simple approxima-
tion to simulate clogging in a MAR system. The following aspects can be considered to further
improve the developed approach:
• MAR facilities often consist of more than one infiltration well or basin. So far, only the
cross section of one infiltration structure can be simulated using the HYDRUS-2D reservoir
boundary condition. The possibility to include various pumping wells or infiltration basins
in the numerical simulations in combination with clogging would allow to evaluate the in-
teraction among the infiltration structures and how those are altered due to clogging.
• At the moment only for one soil material λ and hence clogging can be included. It would
be advantageous to be able to define various materials with varying clogging factors to
account for different clogging rates in various areas of the simulation area.
• In the developed approach, clogging starts as soon as the simulation starts in all defined
areas of soil material 1. In that way, the soil in an infiltration well already clogs although
the water level in the well has not reached that level. Hence, making clogging dependent
on the water content or the water level in the infiltration facility would result in a more
realistic simulation. Also being able to define areas where clogging starts or occurs later
during the simulation run would take that issue into account.
• The clogging factor was implemented as an exponential function. The inclusion of other
functions to represent clogging over time would make the developed approach more flex-
ible for various situations.
• Clogging should also not only be related to the change of hydraulic conductivity over time,
but also to other relevant soil parameters such as the soil porosity. This could be reached
by including e.g. the Kozeny-Carman relationship (Kozeny, 1927; Carman, 1936) in the sim-
ulations.
To further enhance simulation capabilities, the occurring clogging processes could be simulated
depending on the soil as well as the quality of the infiltration water. For that, the application
of more complex reactive transport models such as HP1 (Jacques and Simunek, 2005; Jacques
et al., 2018), MIN3P (Mayer et al., 2002) or PHREEQC are necessary. Xie et al., 2015 simulated geo-
chemical clogging due to mineral precipitation in benchmark problems by including the poros-
ity and permeability changes using the Kozeny-Carman relationship. The approach represents
a promising step to simulate clogging which could potentially be transferred to MAR facilities.
Nevertheless, it needs to be tested whether in addition to geochemical clogging also other clog-
ging processes such as physical or biological clogging can be successfully implemented as those
are the two processes which have, in general, the most relevance for MAR schemes.
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7.1 Summary of findings and implications for the assessment
of MAR through modelling
MAR is widely applied for sustainable groundwater management. Modelling provides a valu-
able tool for the assessment of MAR schemes with regard to feasibility, planning and operation.
The application of suitable tools can foster the successful implementation of newMAR schemes
and their reliable operation. This thesis illustrates the application and improvement of various
data-based, analytical and numerical tools as instruments to plan, optimize and evaluate MAR
facilities.
The literature review (Chapter 2) of already conducted modelling studies gives an overview of
the state-of-the-art and serves as the basis for the model selection tool. In total, 223 publica-
tions are included, dealing mostly with the MAR techniques well, shaft and borehole recharge
and spreading methods. Modelling is frequently used to plan or optimize the design and opera-
tion of a MAR system and to quantify its impact on the local groundwater system. Especially the
achievable recovery efficiency and the evaluation of geochemical processes helps to minimize
the failure risk of a planned facility. Scenario analysis assists in the design of the well field and
monitoring network or the adjustment of operational parameters. With the help of sensitivity
analysis, the most sensitive operational and hydrogeological parameters influencing the sys-
tem performance can be identified. Furthermore, modelling provides the distinct advantages of
data-based predictions and performance estimation prior to the building of pilot facilities. The
most common applied model types cover groundwater flow models which are frequently com-
bined with solute or reactive transport models. Often, well-established simulation codes such as
MODFLOW,MT3DMS or PHREEQC are applied. Sophisticatedmodels are neededwhich take into
account aquifer heterogeneity, clogging, biogeochemical reactions or dual-porosity to simulate
the occurring processes at complex MAR sites with increased accuracy and reliability. The liter-
ature review reveals that various models can be applied depending on the objective and scale
as well as the particular properties of the MAR scheme. Additionally, site-specific and fit-for-
purpose tools are required to improve the planning, management and control of the recharge
and recovery processes and thereby reduce the associated risks.
In Chapter 3, various data-based and analytical tools are developed and implemented on a
web-based platform for an initial assessment of MAR-related issues. The model selection tool
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allows the user to get an overview of suitable software codes dependent on the user-specific
MAR methods, objectives and considered processes. In addition, the overview of case studies
helps to identify best-practice examples. The analytical groundwater mounding tool estimates
the resulting rise of groundwater levels underneath an infiltration basin. The pumping-induced
river drawdown subject to various boundary conditions can be calculatedwith the help of the de-
veloped tools. The simple saltwater intrusion tool quantifies saltwater intrusion due to pumping
or sea level rise in coastal aquifers. The tools implemented on the web-based INOWAS platform
are verified with the help of existing spreadsheets or other web-based implementations. Fur-
thermore, their applicability is demonstrated by adequate examples. The developed web-based
applications are useful screening tools for the assessment of MAR-related issues, especially un-
der data scarcity and when only basic evaluations are required. The web-based INOWAS plat-
form provides access to all mentioned tools after free user registration.
Besides the utilization of data-based, empirical or analytical tools to assess MAR, numerical
models are frequently applied as demonstrated by the literature review (Chapter 2). Three case
studies are presented that illustrate the application of numerical models to evaluate specific
MAR-related issues at various scales with the help of numerical flow and transport models.
At regional scale, a combination of numerical groundwater flow modelling and GIS-based
MCDA is used to analyse the feasibility of MAR implementation in Hanoi, Vietnam (Chapter 4).
Instead of a separated application, the two approaches (GIS-analysis and numerical modelling)
are combined to obtain a thorough assessment of the MAR feasibility at a proposed location
and to estimate the consequences of a possible implementation on the local groundwater sys-
tem. The assessment of the present groundwater situation combined with scenario analyses of
MAR implementations at feasible locations allows for a comprehensive evaluation of proposed
measures prior to extensive laboratory or field pilot studies. The Hanoi case study demonstrates
how MAR could be applied to combat the local groundwater overexploitation and reduce land
subsidence while keeping the current water withdrawal constant.
At local scale, a part of a MAR site operated by the Berlin Water Works is numerically assessed
using temperature as a tracer to describe flow paths and travel times as a proxy for the attenu-
ation of pathogenic substances (Chapter 5). The influence of viscosity on the seasonally varying
residence times is quantified with the help of a numerical groundwater flow and heat transport
model. By the inclusion of viscosity, the temperature breakthrough curves are slightly better
reproduced compared to the initial simulation (without viscosity). But the influence of viscosity
cannot be generalized as the residence time is highly influenced by the operation of the MAR
facility with its varying infiltration and pumping rates. Overall, the numerical model allows for a
more detailed assessment of subsurface travel times and flow paths at the MAR scheme which
supports the operational management and the design of further field investigations.
The numerical unsaturated flow model HYDRUS 1D/2D is improved to enable a simple ap-
proximation of soil hydraulic conductivity reduction over time as an approach to evaluate the
influence of clogging at a MAR facility at laboratory or point scale (Chapter 6). As a first step, the
implementation is successfully tested with four theoretical experiments with increasing com-
plexity. As a second step, the simulation of two laboratory experiments validates the applicab-
ility of the new approach. With the help of the time-variable scaling factor in combination with
the reservoir boundary condition (Šimůnek et al., 2018), it is possible to reproduce the occurring
increase of water head in the laboratory aquifer well system as well as the laboratory infiltration
basin due to clogging. The numerical representation of the occurring clogging processes with
the help of the time-variable scaling factor represents a new approach to numerical evaluation
of the resulting infiltration capacity and assists in the design and operation of a MAR scheme.
Each MAR system undergoes varying degrees of clogging during its operational time and thus
clogging represents an important issue determining the success of the system. The developed
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approach can be up-scaled from laboraotry to field scale, allowing the application to real-world
MAR facilities. Nevertheless, the high computational demand of HYDRUS FE models limits the
applicability of the approach to local scale.
Overall, the thesis demonstrates that the developed tools and approaches enable an improved
assessment of MAR which can contribute to an improved performance and reliability of MAR
schemes. This is relevant as negative or uncertain prospects often hinder the implementation
of MAR. The thesis contributes to the perception that MAR is a suitable and reliable technique
for water resourcemanagement where risks aremanageable through the application of suitable
data-based, analytical and numerical tools. The presented numerical modelling approaches can
be applied to assess awide range ofMAR-specific issues, e.g. the feasibility ofMAR at a proposed
location, to more reliably assess subsurface residence times and to optimize the operational
management.
Numerical modelling is already integrated widely into the decision-making-process of stake-
holders and water operators. Hence, the developed approaches can be used e.g. to plan new
MAR facilities or parts of it (expansion), to analyse geochemical processes and to evaluate spe-
cific operational issues such as clogging or residence times; to optimise the MAR operation or
management e.g. with regard to infiltration or pumping rates and to evaluate future land use or
climate change using scenarios analysis. Numerical modelling provides the distinct opportunity
to evaluate various management alternatives and can thereby help to reduce the chance of fail-
ure, optimize the operation and increase the performance of MAR schemes at various planning
and implementation stages.
In some countries such as Australia and the USA, guidelines regulate the planning and imple-
mentation of MAR. The application of numerical models is required to evaluate specific risks,
such as geological mobilization and low recovery efficiencies. MAR implementation is Europe-
wide only indirectly regulated, e.g. through the EUWater Framework Directive or the EUGround-
water Directive. Although some national regulations of European countries specifically address
MAR (Miret et al., 2012), the integration of harmonised European guidelines could ensure the
proper characterisation of involved processes by a combination of monitoring and hydrological
modelling and hence reduce the risk of failure of MAR facilities.
The development and application of sophisticated models that consider biogeochemical pro-
cesses, clogging or viscosity are required at complex sites which e.g. has been shown in Chapters
5 and 6. Nevertheless, with increasing complexity of the applied models, more data and further
model-specific parameters need to be gathered. In fact, there is a trade-off betweenmodel com-
plexity and data acquisation which needs to be taken into account. In addition, data availability
and the extent of monitoring influence the reliability of the model results. Parameter uncertain-
ties need to be adressed as only with an adequate data-set, numerical models can be realibly
calibrated and validated.
7.2 Research perspectives
The compilation of web-based analytical equations provides useful screening tools for an initial
MAR-related assessmentwhen data availability is low. Theweb-based implementation of further
equations could enhance the user spectrum of the platform and could provide further tools for
MAR assessment.
In order to locate suitable locations forMAR implementation, suitabilitymapping byGIS-MCDA
is increasingly used. Due to the lack of available data, only a limited number of criteria for the
selection of suitable locations for injection wells (4 criteria) and riverbank filtration (3 criteria)
in Hanoi, Vietnam was included in the analysis. A review by Sallwey et al. (2018a) shows that
115
7 SCIENTIFIC IMPLICATIONS AND RESEARCH PERSPECTIVES
the number of criteria used for MAR suitability mapping by GIS-MCDA ranges between 4-21 with
an average of 7.4 criteria. Hence, the used number of criteria for the suitability maps in Hanoi,
Vietnam is in the lower range and the integration of more criteria could improve the accuracy
of the resulting map. The resulting suitability map is to be regarded as a mere guidance tool to
set the focus for further investigations (Russo et al., 2015; Sallwey et al., 2018a) such as hydro-
geological characterization or numerical modelling as presented in Chapter 4. In addition, as
the study solely focuses on water quantity issues, further investigations should focus on water
quality before a potential MAR implementation.
By using numerical flow and heat transport modelling, the subsurface flow paths and resid-
ence times between the recharge basins and extraction well at a MAR site in Berlin are determ-
ined. To enhance the reliability and accuracy of the modelling results, an improved hydrogeo-
logical characterisation of the subsurface and additional monitoring data should be of benefit.
The drilling of a new observation well between infiltration basin 3 and the pumping well, temper-
ature measurements in the existing observation wells or tracer tests using e.g. isotopes could
provide additional insight into the heterogeneous subsurface properties.
The implementation of the time-variable scaling factor for hydraulic conductivity changes dur-
ing simulationswith HYDRUS is only a rough estimate to represent clogging in numericalmodels.
The approach is so far limited to one infiltration facility and one soil material that immediately
starts clogging at the beginning of the simulation. Integrating the possibility to simulate various
infiltration structures and soil materials would be an enhancement. Furthermore, clogging could
evolve dependent on the water content or water level in the infiltration structure to more real-
istically simulate the progressive nature of clogging along the infiltration surface. So far, only
the definition of an exponential function for hydraulic conductivity reduction is possible. The
definition of various functions to represent clogging over time would make the approach more
flexible. Furthermore, the relation of clogging to other soil parameters such as soil porosity
could improve the approach. The individual processes that cause clogging at MAR facilities ne-
cessitate further investigation and should be incorporated into the numerical simulation scheme
using e.g. complex reactive transport models. Nevertheless, this requires higher data availabil-
ity of clogging-relevant parameters which are often unknown or hard to measure and therefore
provide further uncertainty.
The numerical modelling studies show that the availability of comprehensive site-specific hy-
drogeological and monitoring data is required for a reliable simulation. Modelling results can
only be as accurate as the input data while parameter uncertainties need to be addressed e.g.
by sensitivity analysis, multiple simulation runs or enhanced hydrogeological investigationmeth-
ods.
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A.1 Database of MAR case studies
The following table encompasses the actualized supplementary table of Ringleb et al. (2016) which is the basis for Chapter 2 and the model selection
tool.
Table A.1: Overview of MAR modelling studies. The following abbreviations are used in the table: SM=Surface spreading methods, WSBR= Well, shaft
and borehole recharge, ASR= Aquifer, storage and recovery, ASTR= Aquifer storage, transfer and recovery, SZ= saturated zone flow, UZ=un-
saturated zone flow, ST=solute transport, RT= reactive transport, WM= water management, GM= groundwater management, O= Optimization,
P=Planning, GW= groundwater, GP= geochemical processes, F=feasibility, SAT= Soil aquifer treatment, WQ= water quality, RE= recovery effi-
ciency, RF= river flow , D= design, SI= saltwater intrusion, C= clogging, RA= risk assessment, RT= residence time, L.E.=laboratory experiment,
T.A.=theoretical analysis.
Author Year General MAR type Specific MAR technique Model used SZ UZ ST RT WM Specific
objective
Main
objective
Country
Abbo and Gev 2008 SM Infiltration ponds & basins MODFLOW, MT3DMS x x GM, O GW, O/P Israel
Akiyama et al. 1998 WSBR ASR/ ASTR geologic numerical analysis x GM GW Japan
Anderson et al. 2006 WSBR ASR/ ASTR PHREEQC x GP GP UK
Antoniou et al. 2012 WSBR ASR/ ASTR REACTIONS+ x GP GP Netherlands
Antoniou et al. 2013 WSBR ASR/ ASTR PHREEQC x F, GP GP Netherlands
Appelo et al. 1999 WSBR ASR/ ASTR PHREEQC x GP GP L.E.
Azaroual et al. 2012 SM Infiltration ponds & basins MARTHE, MARTHE-REACT,
PHREEQC, MIN3P
x x x SAT, WQ,
GP
GP L.E.
Bakker 2010 WSBR ASR/ ASTR radial Dupuit interface flow x x RE, SI RE T.A.
Banton and Klisch 2007 WSBR ASR/ ASTR MODFLOW x GM GW USA
Barber et al. 2009 SM, WSBR Infiltration ponds &
basins, ASR / ASTR
MODFLOW x GM, RF, F O/P USA
Bekele et al. 2006 SM Reverse Drainage method MODFLOW, MODPATH x x GM O/P Australia
Bekele et al. 2011 SM Reverse Drainage method Visual AEM x D GW Australia
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Country
Bhola et al. 2014 In-channel
modifications
Recharge dam FEFLOW, MIKE-11, NAM x xx x xx GM, SI GW India
Brandt 1998 SM Infiltration ponds & basins SHE x RE RE Denmark
Brown 2005 WSBR ASR/ ASTR MODFLOW, SEAWAT,
MT3DMS
xx xx F, RE, GM, SI RE, GW USA
Brown 2007 WSBR ASR/ ASTR stochastic analysis x GM GW USA
Brown and Misut 2010 WSBR ASR/ ASTR PHAST x x x F, GP, RE GP, RE USA
Brown and Nevulis 2006 WSBR ASR/ ASTR MODFLOW, MT3DMS x x RE, GM RE, GW USA
Browne et al. 2011 SM Infiltration ponds & basins 2D uz flow, clogging model x x x GP, C GP Australia
Brun et al. 1998 WSBR ASR/ ASTR MIKE-SHE, CXTFIT,
PHREEQC
x x x GP, WQ GP Netherlands
Charlesworth et al. 2002 In-channel
modifications, WSBR
Channel spreading, Dug
well/ shaft/ pit injection
SUTRA x x GM, SI GW Australia
Clark et al. 2015 WSBR ASR/ ASTR WaterCress x D, O O/P Australia
de la Orden-Gómez
and Murillo
2002 SM, WSBR Reverse Drainage method,
ASR/ ASTR
MODFLOW x F, RE, SI O/P, RE Spain
Descourvieres et al. 2012 WSBR ASR/ ASTR PHREEQC x GP GP Australia
Dillon et al. 2006 WSBR ASR/ ASTR ASRRI, EASY-LEACHER,
PHT3D
x WQ, GP, RA,
RT
GP Australia
Dillon et al. 2006 WSBR ASR/ ASTR analytical Nomogram x WQ, RA GP Indonesia
Dillon et al. 2010 WSBR ASR/ ASTR FEFLOW, PHREEQC x x x GP, RE, SI, C RE, GP Australia
Ebrahim 2013 WSBR ASR/ ASTR MODFLOW x F O/P Oman
Ebrahim et al. 2015 WSBR ASR/ ASTR MODFLOW x F O/P Oman
Eckert et al. 2006 Induced bank filtration Riverbank filtration PHREEQC x WQ, GP GP Germany145
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Main
objective
Country
Evans and
Arunakumaren
2012 SM Infiltration ponds & basins MODFLOW, MODPATH,
MT3DMS
xx x GM, SI GW Australia
Fernández-
Escalante
2013 SM, WSBR Infiltration ponds &
basins, ASR / ASTR
HELP x GM GW Spain
Flint et al. 2002 SM Infiltration ponds & basins TOUGH2 x x D, RT, GM,
WQ
GW, GP USA
Fritz et al. 2002 Induced bank filtration Riverbank filtration FEFLOW x x RT, RE, C GP, RE Germany
Gaus et al. 2007 WSBR Dug well/ shaft/ pit
injection
MARTHE, PHREEQC x x x x F, SAT, WQ,
GP
GP, O/P Israel
Gaus et al. 2002 WSBR ASR/ ASTR PHREEQC, SWIFT x x x GP, WQ GP UK
Gerrard 2002 WSBR Dug well/ shaft/ pit
injection
PWBM (Pit Waterbalance
model)
x GM GW Australia
Glendenning and
Vervoort
2011 Rainwater & runoff
harvesting
Trenches, Barriers and
Bunds
water balance model x GM GW India
Glushchenko et al. 2006 In-channel
modifications
Channel spreading hydrogeological model x RT,GM GW Russia
Gómez Gómez et
al.
2006 WSBR ASR/ ASTR AQUATOOL-SIMGES x GM GW Spain
Gore et al. 1998 In-channel
modifications
Recharge dam MODFLOW x GM GW India
Gore et al. 2010 In-channel
modifications, SM
Recharge dam, Infiltration
ponds & basins
MODFLOW x GM GW India
Goren 2008 SM Infiltration ponds & basins analytical and numerical
transport (MATLAB)
xx WQ, GP,
SAT
GP Israel
Goyal et al. 2009 WSBR ASR/ ASTR HYDRUS 2D, Forchheimer
analytical
xx GM, SI GW India
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Greskowiak et al. 2006 SM Infiltration ponds & basins MODFLOW, PHT3D x x x WQ GP Germany
Greskowiak et al. 2006 WSBR ASR/ ASTR MODFLOW, MT3DMS,
PHT3D
x x x GP, WQ, C GP Australia
Greskowiak et al. 2007 SM Infiltration ponds & basins MODFLOW, PHT3D x x GP, WQ GP Germany
Greskowiak et al. 2005 WSBR ASR/ ASTR MODFLOW, MT3DMS,
PHT3D
x x x GP, WQ, C GP Australia
Griffioen et al. 1998 WSBR ASR/ ASTR MODFLOW, MT3D96,
MODBIO, PHREEQC
x x GP GP T.A.
Grützmacher et al. 2006 Induced bank
filtration, SM
Riverbank filtration,
Infiltration ponds & basins
Modflow-MT3DMS, CXTFIT x xx GP, C GP Germany
Guo et al. 2012 WSBR ASR/ ASTR SEAWAT x x RE RE T.A.
Guo et al. 2015 WSBR ASR/ ASTR SEAWAT, ECLIPSE xx xx RE RE T.A.
Gutiérrez-Ojeda et
al.
2006 WSBR ASR/ ASTR PHREEQC x GP, WQ, C GP Mexico
Gutiérrez-Ojeda et
al.
2007 WSBR Dug well/ shaft/ pit
injection
MODFLOW x GM GW Mexico
Gvirtzman et al. 2008 SM Infiltration ponds & basins CPFLOW (2D) x x O O/P Israel
Händel et al. 2014 WSBR ASR/ ASTR HYDRUS 2D/3D, COMSOL xx F O/P T.A.
Händel et al. 2016 WSBR ASR/ ASTR HYDRUS x D, O, F O/P Austria
Hasan et al. 2013 SM Infiltration ponds & basins PCSiWaPro x x WQ, SAT GP L.E.
Hashemi et al. 2015 SM Infiltration ponds & basins MODFLOW, conceptual
water balance
x x F, GM GW Iran
Hashemi et al. 2013 SM Flooding MODFLOW x GM GW Iran
Heilweil et al. 2015 SM Ditch and furrow VS2DI x F, O O/P USA147
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Henzler et al. 2014 Induced bank filtration Riverbank filtration MODFLOW, MT3DMS x x x WQ GP Germany
Herrmann 2006 WSBR ASR/ ASTR ECLIPSE x O, SI O/P T.A.
Holländer et al. 2007 WSBR ASR/ ASTR MODFLOW x GM, D, RE GW, RE India
Holländer et al. 2009 WSBR ASR/ ASTR MODFLOW x GM, D, RE GW, O/P India
Holzbecher et al. 2008 Induced bank filtration Riverbank filtration NASRI BF Simulator x F, D, O O/P T.A.
Horner et al. 2006 Induced bank filtration Riverbank filtration PHREEQC x GP GP L.E.
Hu et al. 2015 SM Flooding PHREEQC-2 x WQ, SAT GP China
Hugman et al. 2017 In-channel
modifications, WSBR
Recharge dam, Dug well/
shaft/ pit injection
FEFLOW x x F, SI GW Portugal
Hutchinson 1998 WSBR ASR/ ASTR CFEST x x RE RE USA
Izbicki et al. 2010 WSBR ASR/ ASTR MODFLOW, MODPATH x GP, RT GP USA
Jensen et al. 2006 SM Infiltration ponds & basins PHREEQC x GP GP Denmark
Jha and Pfeiffer 2006 In-channel
modifications
Subsurface dam, Recharge
dam
2D FEM x D O/P Japan
Jorgensen and
Helleberg
2002 SM Excess Irrigation,
Infiltration ponds & basins
MODFLOW x GM GW Denmark
Kang et al. 2017 WSBR ASR/ ASTR variable-density gw flow x x RE,SI, F GW, O/P South Korea
Karimov et al. 2012 WSBR ASR/ ASTR MODFLOW x F GW Uzbekistan
Karimov et al. 2012 WSBR ASR/ ASTR MODFLOW x F GW Uzbekistan
Karimov et al. 2010 In-channel
modifications
Channel spreading MODFLOW x F GW Uzbekistan
Kloppmann et al. 2012 SM Infiltration ponds & basins MARTHE, MOCDENS3D x x x WQ, SAT GP, O/P Belgium
Kloppmann et al. 2012 SM Infiltration ponds & basins MARTHE 3D, MARTHE 2D ,
PHREEQC
x xx x GP, SAT GP Israel
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Kloppmann et al. 2012 WSBR Dug well/ shaft/ pit
injection
gw flow, transport x x RT, RA, O GP Italy
Knapton et al. 2004 SM Infiltration ponds & basins gw flow, particle tracking x F, SAT, WQ,
GM
GW Australia
Kohlfahl et al. 2002 WSBR Dug well/ shaft/ pit
injection
MODFLOW x GP GP, RE Germany
Konikow et al. 2001 WSBR ASR/ ASTR SUTRA x x RE, SI RE, O/P USA
Kremer et al. 2008 WSBR ASR/ ASTR FEFLOW x x RE, SI RE Australia
Kremer et al. 2010 WSBR ASR/ ASTR FEFLOW x x RE RE Australia
Kupfersberger 2012 SM Infiltration ponds & basins gw flow, particle tracking x O O/P Austria
Lacher et al. 2014 SM Infiltration ponds & basins MODFLOW x GM, RF GW USA
Landini et al. 2006 WSBR ASR/ ASTR physical model x F, GM GW Italy
Legg and Sagstad 2002 SM, WSBR Infiltration ponds &
basins, ASR / ASTR
MODFLOW x F, O GW, O/P USA
Levannier 2012 WSBR ASR/ ASTR ECLIPSE x x GM GW T.A.
Licht et al. 2006 Induced bank filtration Riverbank filtration CXTFIT x WQ, GP GP L.E.
Lowry and
Anderson
2006 WSBR ASR/ ASTR MODFLOW, MODPATH,
MT3DMS
x x RE RE USA
Lu et al. 2011 WSBR ASR/ ASTR MATLAB PDE x RE RE T.A.
Lundh et al. 2006 SM Infiltration ponds & basins MIKE-SHE x GM, RT GW Sweden
Majumdar et al. 2008 WSBR ASR/ ASTR MODFLOW + filtration x GP, C GP India
Maliva et al. 2006 WSBR ASR/ ASTR SEAWAT x x RE, SI RE T.A.
Marston and
Heilweil
2012 In-channel
modifications
Recharge dam MODFLOW x GM GW USA
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Martin et al. 2012 WSBR ASR/ ASTR MODFLOW x GM GW Australia
Masciopinto 2013 WSBR ASR/ ASTR fracture flow, physical
clogging
x x D, SI, C O/P Lebanon
Masciopinto et al. 2008 WSBR Dug well/ shaft/ pit
injection
2D fracture flow, FD
transport
x x GP, WQ, RA GP Italy
McMahon et al. 2000 SM Ditch and furrow MODFLOW, SPLASH x x GM, O GW, O/P Australia
Merritt 1985 WSBR ASR/ ASTR INTERA x x RE, SI RE USA
Merritt 1986 WSBR ASR/ ASTR INTERA x RE RE USA
Merritt et al. 1997 WSBR ASR/ ASTR SWIP x x RE, SI RE USA
Miller and Correll 2002 WSBR ASR/ ASTR ASRRI x F GP T.A.
Minsley et al. 2011 WSBR ASR/ ASTR COMSOL x x F, D O/P Kuwait
Miotlinski et al. 2014 WSBR ASR/ ASTR FEFLOW x x RE, RT, SI RE Australia
Mirecki 2006 WSBR ASR/ ASTR PHREEQC x GP, WQ GP USA
Mirecki 2006 WSBR ASR/ ASTR PHREEQC x GP, WQ GP USA
Mirlas et al. 2015 SM Infiltration ponds & basins Modflow x GM GW Kasachstan
Missimer et al. 2015 WSBR ASR/ ASTR MODFLOW x F O/P Saudi Arabia
Misut and Voss 2007 WSBR ASR/ ASTR SUTRA x x F, GM, SI GW USA
Monninkhoff and
Kaden
2012 In-channel
modifications, WSBR
Recharge dam, Subsurface
dam, Dug well/ shaft/ pit
injection, ASR/ ASTR
FEFLOW, MIKE-SHE, SIWA,
WBalMo, Mike-11
xx xx x xxx GM, SI, O GW China
Moorman et al. 2002 WSBR ASR/ ASTR MODFLOW x GM GW Netherlands
Mosch 1998 WSBR ASR/ ASTR reservoir x O O/P Netherlands
Myers et al. 2013 WSBR ASR/ ASTR PCSWMM x x GM, RA GW Australia
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Namjou and Pattle 2002 SM Flooding MODFLOW x F GW New Zealand
Narayan et al. 2007 SM Infiltration ponds & basins SUTRA x x GM, SI GW Australia
Neumann et al. 2006 In-channel
modifications
Recharge dam MODFLOW, analytical
spreadsheet model
xx RE RE India
Nham et al. 2015 SM Infiltration ponds & basins MODFLOW, MT3DMS x x x WQ, SAT GP Greece
Niazi et al. 2014 WSBR ASR/ ASTR MODFLOW, VENSIM xx x F, GM O/P, GW Iran
Nishikawa et al. 2003 SM Infiltration ponds & basins MODFLOW, MOC3D x x GM, GP, WQ GW, GP USA
Nützmann et al. 2006 Induced bank filtration Riverbank filtration CXTFIT x GP GP L.E.
Page et al. 2007 WSBR ASR/ ASTR qualitative risk assessment x GP, WQ, RA GP Australia
Page et al. 2009 WSBR ASR/ ASTR PHREEQC x WQ, GP, RA GP Australia
Page et al. 2014 WSBR ASR/ ASTR PHREEQC x GP, C GP, RE Australia
Palma et al. 2015 SM Infiltration ponds & basins CEQUEAU, MOTRIT,
WEAP21, PHREEQC
x x xx O O/P Mexico
Park et al. 2006 SM Infiltration ponds & basins FEMWATER, VS2DI xx x F, GM GW, O/P USA
Parkhust et al. 2002 WSBR ASR/ ASTR PHAST, PHREEQC x x x GP GP USA
Parsons and Hatton 2012 WSBR ASR/ ASTR 2D analytical flow x F, GM, RE,
RT
GW, RE Australia
Pauw et al. 2015 SM Ditch and furrow SEAWAT x x GM, SI GW Netherlands
Pavelic and Dillon 2002 WSBR ASR/ ASTR FEFLOW x x RE RE T.A.
Pavelic et al. 2004 WSBR ASR/ ASTR FEFLOW, semi-analytical xx x GM, RT, D,
RE, SI
O/P Australia
Pavelic et al. 2006 WSBR ASR/ ASTR FEFLOW, semi-analytical xx GM, RT, D,
RE, SI
O/P Australia
Pérez-Patricio 2001 SM Infiltration ponds & basins CLOG x x GP, C GP L.E.
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Pérez-Patricio 2001 WSBR ASR/ ASTR CLOG x x GP, C GP Denmark
Pérez-Patricio 2001 WSBR ASR/ ASTR CLOG x x GP, C GP L.E.
Pérez-Patricio and
Carrera
1998 WSBR ASR/ ASTR CLOG x x GP, C GP T.A.
Perrin et al. 2012 Rainwater & runoff
harvesting
Trenches rainfall-runoff model x GM, O GW, O/P India
Petkewich et al. 2004 WSBR ASR/ ASTR PHAST x x x GP, RE, SI GP USA
Pettenati et al. 2014 SM Infiltration ponds & basins MARTHE, PHREEQC x GP, GM, WQ GP, GW India
Phillips et al. 2002 WSBR ASR/ ASTR MODFLOW x O O/P USA
Phipps et al. 2007 SM Infiltration ponds & basins empirical model x C, GP GP USA
Pipe-Martin 2006 SM Infiltration ponds & basins MODFLOW x GM, SI GW Australia
Prommer and
Stuyfzand
2005 WSBR ASR/ ASTR PHT3D x x x GP, WQ, RT GP Netherlands
Prommer and
Stuyfzand
2006 WSBR ASR/ ASTR PHT3D x GP, WQ, RT GP Netherlands
Prommer et al. 2013 WSBR ASR/ ASTR MODFLOW, MT3DMS,
PHT3D
x x x GP, WQ, C GP Australia
Pyne 2005 WSBR ASR/ ASTR MODFLOW, ASR Water
Supply System
x x O O/P USA
Pyne 2005 WSBR ASR/ ASTR CFEST x F, GM GW USA
Pyne 2005 WSBR ASR/ ASTR MODFLOW x x O O/P, RE USA
Pyne 2005 WSBR ASR/ ASTR SEAWAT x RE O/P USA
Pyne 2005 WSBR ASR/ ASTR PHREEQC x x GP, WQ RE USA
Pyne 2005 WSBR ASR/ ASTR HST3D x F, RE, SI GP USA
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Quinones-Aponte
and Wexler
1995 WSBR ASR/ ASTR SUTRA x x RE, SI RE USA
Rahman et al. 2012 SM Infiltration ponds & basins MODFLOW, STANMOD
(CXTFIT)
x x WQ, SAT GP Greece
Rahman et al. 2013 SM Infiltration ponds & basins MODFLOW, MT3DMS x x F O/P Palestine
Rastogi and Pandey 2002 SM Infiltration ponds & basins FE gw model x GM GW T.A.
Ray and Prommer 2006 Induced bank filtration Riverbank filtration MODFLOW, PHT3D x x x GP, C GP USA
Riches et al. 2007 WSBR ASR/ ASTR PHREEQC, EQ3/6 x GP, WQ GP UK
Rinck-Pfeiffer et al. 2013 WSBR ASR/ ASTR FEFLOW x GP, C GP L.E.
Rowland 2015 WSBR Dug well/ shaft/ pit
injection
FEFLOW x O, GM, SI O/P, GW Australia
Russo et al. 2015 SM Infiltration ponds & basins MODFLOW-2005 +
FarmProcess
x F, SI O/P USA
Saaltink et al. 1998 WSBR ASR/ ASTR RETRASO x GP, WQ GP Netherlands
Saharawat et al. 2006 WSBR ASR/ ASTR HYDRUS 2D x GM GW India
Samma et al. 2012 In-channel
modifications
Recharge dam MODFLOW x GM GW Namibia
Samu and Xu 2017 WSBR ASR/ ASTR MODFLOW x F, GM O/P Namibia
Sayit and Yazicigil 2012 In-channel
modifications, SM
Subsurface dam,
Infiltration ponds & basins
SEEP/W (2D) x GM, D O/P, GW Turkey
Schafer 2006 Induced bank filtration Riverbank filtration MODFLOW x RE RE USA
Sedighi et al. 2006 WSBR ASR/ ASTR MODFLOW, SARSM,
MT3DMS
x xx RE RE USA
Sharma et al. 2012 Induced bank filtration Riverbank filtration MODFLOW, NASRI BF
Simulator
xx F, WQ, GM GP, GW Kenya153
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Sharma et al. 2012 Induced bank filtration Riverbank filtration MODFLOW, NASRI BF
Simulator
xx F, WQ, GM GP, GW Malawi
Sheng 2005 WSBR ASR/ ASTR MODFLOW x GM GW USA
Shinde et al. 2006 SM Ditch and furrow field and trench water
balance model
x GM, O GW, O/P India
Smith and Pollock 2012 SM Infiltration ponds & basins Glove Recharge Basin
Model and ArcGIS
x F O/P Australia
Stefan et al. 2012 WSBR ASR/ ASTR KOSIM 7.3, MODFLOW x x F O/P Vietnam
Stefanescu and
Dassargues
1996 WSBR ASR/ ASTR MODFLOW x GM GW Romania
Streetly 1998 WSBR ASR/ ASTR SWIFT III x x RE RE T.A.
Stuyfzand 1998 SM Infiltration ponds & basins EASY-LEACHER, INFOMI x WQ, GP GP Netherlands
Stuyfzand 2002 SM Infiltration ponds & basins EASY-LEACHER x GP, C GP Netherlands
Stuyfzand 1998 WSBR ASR/ ASTR EASY-LEACHER x GP, WQ GP Netherlands
Stuyfzand and Pyne 2012 WSBR ASR/ ASTR analytical semi-empirical
transport
x GP, WQ GP USA
Stuyfzand et al. 2007 SM Infiltration ponds & basins EASY-LEACHER x GP GP Netherlands
Stuyfzand et al. 2007 WSBR ASR/ ASTR PHREEQC x GP, C GP Netherlands
Stuyfzand et al. 2006 WSBR ASR/ ASTR EL-ASR x GP, WQ GP Netherlands
Ting et al. 2006 SM Infiltration ponds & basins TOUGH2 x x GM GW Taiwan
Tompson et al. 1999 SM Infiltration ponds & basins 2D FD gw flow, ParFlow FV
(3D), transport
x x WQ, RT, SI,
GM
GW USA
Toze et al. 2010 SM Reverse Drainage method MODFLOW, MT3DMS x x WQ, RA GP Australia
Vacher et al. 2006 WSBR ASR/ ASTR MODFLOW, MT3D x x RE RE USA
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Valley et al. 2006 In-channel
modifications, WSBR
Recharge dam, ASR/ ASTR MODFLOW x RE, GM, F RE Italy
van Ginkel et al. 2012 WSBR ASR/ ASTR SEAWAT, analytical solution xx F, GM, SI GW Egypt
Van Hoorick et al. 1998 SM Infiltration ponds & basins CXTFIT x WQ, GP GP L.E.
Vandenbohede and
Van Houtte
2012 SM Infiltration ponds & basins SEAWAT x x GM, RT GW Belgium
Vandenbohede et
al.
2008 SM Infiltration ponds & basins MOCDENS3D x x GM GW Belgium
Vandenbohede et
al.
2013 SM Infiltration ponds & basins SEAWAT, PHT3D x x x GP, RT GP Belgium
Vanderzalm et al. 2007 WSBR ASR/ ASTR @Risk x WQ, RA GP Australia
Vanderzalm et al. 2010 WSBR ASR/ ASTR PHREEQC x GP, WQ, F GP Australia
Vanderzalm et al. 2013 WSBR ASR/ ASTR PHREEQC x GP, C GP Australia
Vanderzalm et al. 2013 WSBR ASR/ ASTR probabilistic approach x WQ GP Australia
Vidanaarchchi et al. 1998 SM Reverse Drainage method MODFLOW, MODPATH x O O/P Netherlands
Virtue 2013 WSBR ASR/ ASTR MODFLOW x GM O/P, GW Australia
Wallbridge&Gilbert 2009 SM, WSBR Infiltration ponds &
basins, ASR / ASTR
MUSIC, WaterCress xx O O/P Australia
Wallis et al. 2010 WSBR ASR/ ASTR PHT3D x x x WQ, GP, GM GP Netherlands
Wallis et al. 2012 WSBR ASR/ ASTR PHT3D x x WQ, GP GP Netherlands
Wallis et al. 2011 WSBR ASR/ ASTR MODFLOW, PHT3D x x x WQ, GP GP USA
Wang et al. 2014 SM Infiltration ponds & basins PHREEQC x SAT, WQ,
GP
GW China
Ward et al. 2007 WSBR ASR/ ASTR FEFLOW x x RE, GM, SI RE, GW T.A.155
A
Appendix
Author Year General MAR type Specific MAR technique Model used SZ UZ ST RT WM Specific
objective
Main
objective
Country
Ward et al. 2008 WSBR ASR/ ASTR FEFLOW x x RE, SI RE T.A.
Ward et al. 2009 WSBR ASR/ ASTR FEFLOW x x RE, SI RE T.A.
Wett 2006 Induced bank filtration Riverbank filtration MODFLOW, MT3D x x GP, C GP Austria
Wiese and
Nützmann
2006 Induced bank filtration Riverbank filtration MODFLOW x RT, GM GW Germany
Willis-Jones and
Brandes de Roos
2013 WSBR Dug well/ shaft/ pit
injection
PHREEQC x GP, C GP Australia
Xanke et al. 2016 WSBR ASR/ ASTR FEFLOW x GM GW, O/P Jordan
Yin et al. 2006 SM Infiltration ponds & basins MODFLOW, MT3DMS x x WQ, SAT GP, O/P China
Yobbi 1996 WSBR ASR/ ASTR HST3D x x RE, O, SI RE, O/P USA
Yobbi 1997 WSBR ASR/ ASTR HST3D x x RE, SI RE USA
Youngs et al. 2012 WSBR ASR/ ASTR FEFLOW, PHREEQC x x GP, D, SI GP, O/P Australia
Zare and Koch 2014 SM Excess Irrigation MODFLOW x GM GW Iran
Zeelie 2002 SM Infiltration ponds & basins TRIWACO x GM GW Namibia
Zhang et al. 2015 WSBR ASR/ ASTR TOUGHREACT x x x GP, WQ GP, GW China
Zheng et al. 2015 In-channel
modifications
Recharge dam FEFLOW x x GM GW China
Zuurbier et al. 2014 WSBR ASR/ ASTR SEAWAT x x GM, RE, SI GW, RE Netherlands
Zuurbier et al. 2015 WSBR ASR/ ASTR SEAWAT x x D, RE, SI O/P, RE Netherlands
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A.2 R code: Model selection tool
The code was developed under R version 3.4.3 (R Core Team, 2017).
1 l i b r a r y ( shiny )
l i b r a r y ( ggplot2 )
l i b r a r y (DT)
l i b r a r y ( shinythemes )
supplementary_ table <− read . csv2 ( ” supplementary_ table _2017. csv ” )
Model_ information <− read . csv2 ( ”model_ information . csv ” )
Case_ Studies _ L i s t <− read . csv2 ( ” l i s t _ of _ case_ study . csv ” )
table _new <− c ( 0 )
11 # the GUI Components
ui <− f luidPage (
theme = shinytheme ( ” cerulean ” ) ,
t i t l ePane l ( ” T11 . ␣MAR␣MODEL␣SELECTION” ) ,
fluidRow (
column (2 , wellPanel (
h3 (p ( ” General␣ F i l t e r s ” ) ) ,
checkboxGroupInput ( ” Check_MAR_Methods ” , labe l = h4 ( ”Main␣MAR␣Technique ” ) ,
choices = leve l s ( supplementary_ table$General .MAR. type ) ,
selected = 1) ,
21 hr ( ) ,
checkboxGroupInput ( ” Check_MAR_Object ive ” , l abe l = h4 ( ” General␣Modeling␣Obejct ive ” ) ,
choices= leve l s ( supplementary_ table$Main . ob ject ive ) ,
selected =1) ,
hr ( ) ,
h4 ( ”Model␣ type ” ) ,
checkboxInput ( ” Check_Groundwater_Model ” , l abe l =( ”Groundwater␣ flow ” ) , value=FALSE ) ,
checkboxInput ( ” Check_Unsaturated_Model ” , l abe l =( ” Unsaturated␣ flow ” ) , value=FALSE ) ,
checkboxInput ( ” Check_ solute _ transport ” , l abe l =( ” Solute␣Transport ” ) , value=FALSE ) ,
checkboxInput ( ” Check_ react ive _ transport ” , l abe l =( ” Reactive␣Transport ” ) , value=FALSE ) ,
31 checkboxInput ( ” Check_Water_Model ” , l abe l =( ”Watershed␣ /␣Water␣Management” ) , value=FALSE ) ,
s t y l e = ” padding : ␣10px ; ”
) ) ,
column (2 , wellPanel (
h3 (p ( ” Spec i f i c ␣ F i l t e r s ” ) ) ,
checkboxGroupInput ( ” Check_MAR_ Spec i f i c ” , l abe l = h4 ( ” Spec i f i c ␣MAR␣Technique ” ) ,
choices = leve l s ( supplementary_ table$Spec i f i c .MAR. technique ) ,
selected = 1) ,
hr ( ) ,
h4 ( ” Spec i f i c ␣Modeling␣Object ive ” ) ,
41 checkboxInput ( ” Check_RE” , labe l =( ” Recovery␣ e f f i c i ency ” ) , value=FALSE ) ,
checkboxInput ( ” Check_GM” , labe l =( ”Groundwater␣Management” ) , value=FALSE ) ,
checkboxInput ( ” Check_ S I ” , l abe l =( ” Saltwater␣ Intrus ion ” ) , value=FALSE ) ,
checkboxInput ( ” Check_RF ” , labe l =( ” River␣Flows ” ) , value=FALSE ) ,
checkboxInput ( ” Check_F ” , labe l =( ” F e a s i b i l i t y ” ) , value=FALSE ) ,
checkboxInput ( ” Check_D” , labe l =( ” Design ” ) , value=FALSE ) ,
checkboxInput ( ” Check_WQ” , labe l =( ”Water␣Qual i ty ” ) , value=FALSE ) ,
checkboxInput ( ” Check_GP” , labe l =( ” Geochemical␣Processes ” ) , value=FALSE ) ,
checkboxInput ( ” Check_C” , labe l =( ” Clogging ” ) , value=FALSE ) ,
checkboxInput ( ” Check_SAT ” , labe l =( ” So i l ␣Aquifer␣Treatment ” ) , value=FALSE ) ,
51 checkboxInput ( ” Check_O” , labe l =( ” Optimization ” ) , value=FALSE ) ,
checkboxInput ( ” Check_RA” , labe l =( ” Risk␣Assessment ” ) , value=FALSE ) ,
checkboxInput ( ” Check_RT” , labe l =( ” Residence␣Time ” ) , value=FALSE ) ,
s t y l e = ” padding : ␣10px ; ”
) ) ,
column (8 ,
tabsetPanel (
tabPanel ( ” Figure␣Frequency␣of␣Model␣Use” ,
br ( ) ,
downloadButton ( ”Model_ appl icat ion ” , ”Download␣CSV” ) ,
61 downloadButton ( ”Model_graph ” , ”Download␣PNG” ) ,
br ( ) ,
br ( ) ,
p (em( ”The␣ f igure ␣displays␣the␣ frequency␣a␣model␣was␣applied␣ for␣the␣chosen␣ f i l t e r ␣
c r i t e r i a . ” ) ) ,
plotOutput ( ”Model_Count ” , width= ”92%” , height= ”780px ” )
) ,
tabPanel ( ” Further␣ information␣about␣models ” ,
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br ( ) ,
downloadButton ( ” L i s t _ of _Models ” , ”Download␣CSV” ) ,
br ( ) ,
71 br ( ) ,
p (em( ”The␣ table␣displays␣models␣ that␣were␣applied␣ for␣the␣chosen␣ f i l t e r ␣ c r i t e r i a . ␣
Included␣ i s ␣only␣software␣ that␣was␣applied␣ in␣at␣ l eas t ␣two␣ a r t i c l e s ␣ to␣model␣
MAR−spec i f i c ␣problems . ” ) ) ,
dataTableOutput ( ”Model_Wiki ” )
) ,
tabPanel ( ” L i s t ␣of␣case␣studies ” ,
br ( ) ,
downloadButton ( ” L i s t _ of _Case_ Studies ” , ”Download␣CSV” ) ,
br ( ) ,
br ( ) ,
p (em( ”The␣ table␣displays␣ for␣the␣chosen␣ f i l t e r ␣ c r i t e r i a ␣a␣ l i s t ␣of␣case␣studies␣
i n l c lud ing ␣the␣country␣of␣or ig in ␣and␣a␣ reference␣where␣more␣ information␣can␣be
␣found . ” ) ) ,
81 dataTableOutput ( ” Case_ studies ” )
) ) ) ) ,
fluidRow (
column(12 ,
hr ( )
) ) )
##the output func t i ons
server <− funct ion ( input , output ) {
91 table _new <− react ive ( {
table _ch1 <− supplementary_ table
i f ( i s . nu l l ( input$Check_MAR_Methods ) ) {
table _ch1 <− table _ch1
} else {
table _ch1 <− as . data . frame ( table _ch1 [ table _ch1$General .MAR. type %in% input$Check_MAR_Methods , ] ) }
i f ( i s . nu l l ( input$Check_MAR_ Spec i f i c ) ) {
table _ch2 <− table _ch1
} else {
101 table _ch2 <− as . data . frame ( table _ch1 [ table _ch1$Spec i f i c .MAR. technique %in% input$Check_MAR_ Spec i f i c
, ] ) }
i f ( i s . nu l l ( input$Check_MAR_Object ive ) ) {
table _ch3 <− table _ch2
} else {
table _ch3 <− as . data . frame ( table _ch2 [ table _ch2$Main . ob ject ive %in% input$Check_MAR_Object ive |
table _ch2$Main . ob ject ive .2 %in% input$Check_MAR_Objective , ] ) }
# evaluate Model types
i f ( input$Check_Groundwater_Model ) {
table _M1 <− as . data . frame ( table _ch3 [ table _ch3$Groundwater . flow == ” x ” , ] )
111 } else {
table _M1 <− table _ch3 [ 0 , ] }
i f ( input$Check_Unsaturated_Model ) {
table _M2 <− as . data . frame ( table _ch3 [ table _ch3$unsaturated . flow == ” x ” , ] )
} e lse {
table _M2 <− table _ch3 [ 0 , ] }
i f ( input$Check_ solute _ transport ) {
table _M3 <− as . data . frame ( table _ch3 [ table _ch3$non . react ive . solute . transport == ” x ” , ] )
121 } else {
table _M3 <− table _ch3 [ 0 , ] }
i f ( input$Check_ react ive _ transport ) {
table _M4 <− as . data . frame ( table _ch3 [ table _ch3$react ive . transport == ” x ” , ] )
} e lse {
table _M4 <− table _ch3 [ 0 , ] }
i f ( input$Check_Water_Model ) {
table _M5 <− as . data . frame ( table _ch3 [ table _ch3$Water .Management . . Watershed == ” x ” , ] )
131 } else {
table _M5 <− table _ch3 [ 0 , ] }
i f ( input$Check_Water_Model==FALSE & input$Check_ react ive _ transport==FALSE & input$Check_ solute _
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transport==FALSE & input$Check_Unsaturated_Model==FALSE & input$Check_Groundwater_Model==FALSE )
{ table _ch6 <− table _ch3
} else
{ table _ch5 <− rbind ( table _M1, table _M2, table _M3, table _M4, table _M5)
table _ch6 <− table _ch5 [ ! duplicated ( table _ch5 ) , ] }
# evaluate s p e c i f i c model l ing ob j e c t i v e s
141 i f ( input$Check_RE ) {
table _O1 <− as . data . frame ( table _ch6 [ table _ch6$RE == ” x ” , ] )
} e lse {
table _O1 <− table _ch6 [ 0 , ] }
i f ( input$Check_GM) {
table _O2 <− as . data . frame ( table _ch6 [ table _ch6$GM ==” x ” , ] )
} e lse {
table _O2 <− table _ch6 [ 0 , ] }
151 i f ( input$Check_ S I ) {
table _O3 <− as . data . frame ( table _ch6 [ table _ch6$SI == ” x ” , ] )
} e lse {
table _O3 <− table _ch6 [ 0 , ] }
i f ( input$Check_RF ) {
table _O4 <− as . data . frame ( table _ch6 [ table _ch6$RF == ” x ” , ] )
} e lse {
table _O4 <− table _ch6 [ 0 , ] }
161 i f ( input$Check_F ) {
table _O5 <− as . data . frame ( table _ch6 [ table _ch6$F == ” x ” , ] )
} e lse {
table _O5 <− table _ch6 [ 0 , ] }
i f ( input$Check_D) {
table _O6 <− as . data . frame ( table _ch6 [ table _ch6$D == ” x ” , ] )
} e lse {
table _O6 <− table _ch6 [ 0 , ] }
171 i f ( input$Check_WQ) {
table _O7 <− as . data . frame ( table _ch6 [ table _ch6$WQ ==” x ” , ] )
} e lse {
table _O7 <− table _ch6 [ 0 , ] }
i f ( input$Check_GP) {
table _O8 <− as . data . frame ( table _ch6 [ table _ch6$GP == ” x ” , ] )
} e lse {
table _O8 <− table _ch6 [ 0 , ] }
181 i f ( input$Check_C ) {
table _O9 <− as . data . frame ( table _ch6 [ table _ch6$C == ” x ” , ] )
} e lse {
table _O9 <− table _ch6 [ 0 , ] }
i f ( input$Check_SAT ) {
table _O10 <− as . data . frame ( table _ch6 [ table _ch6$SAT == ” x ” , ] )
} e lse {
table _O10 <− table _ch6 [ 0 , ] }
191 i f ( input$Check_O) {
table _O11 <− as . data . frame ( table _ch6 [ table _ch6$O == ” x ” , ] )
} e lse {
table _O11 <− table _ch6 [ 0 , ] }
i f ( input$Check_RA ) {
table _O12 <− as . data . frame ( table _ch6 [ table _ch6$RA == ” x ” , ] )
} e lse {
table _O12 <− table _ch6 [ 0 , ] }
201 i f ( input$Check_RT ) {
table _O13 <− as . data . frame ( table _ch6 [ table _ch6$RT == ” x ” , ] )
} e lse {
table _O13 <− table _ch6 [ 0 , ] }
i f ( input$Check_RE==FALSE & input$Check_GM==FALSE & input$Check_ S I==FALSE & input$Check_RF==FALSE &
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input$Check_F==FALSE & input$Check_D==FALSE & input$Check_WQ==FALSE & input$Check_GP==FALSE &
input$Check_C==FALSE & input$Check_SAT==FALSE & input$Check_O==FALSE & input$Check_RA==FALSE &
input$Check_RT==FALSE )
{
table _ch8 <− table _ch6 }
else
{ table _ch7 <− rbind ( table _O1, table _O2, table _O3, table _O4, table _O5, table _O6, table _O7, table _O8, table _
O9, table _O10 , table _O11 , table _O12 , table _O13)
211 table _ch8 <− table _ch7 [ ! duplicated ( table _ch7 ) , ] }
# output only the Model column
table _ch8 [ , ]
} )
Model_ frequency <− react ive ( {
Table <− table _new ( )
data . frame ( table ( Table [ , 5 ] ) )
} )
221
# output fo r tab f i g u r e of appl ied models and frequency
output$Model_Count <− renderPlot ( {
ggplot (Model_ frequency ( ) , aes ( Var1 , Freq ) ) +
geom_ col ( ) +
scale _y_ continuous (name=” Frequency␣of␣use ” ) +
scale _x_ d iscrete (name=”Model ” ) +
theme ( ax is . text . x=element_ text ( angle=90 , h just =1 , v jus t =0.5 , s i ze =12) , ax is . t i t l e = element_ text (
s i ze =16) )
} )
231 plot Input = funct ion ( ) {
ggplot (Model_ frequency ( ) , aes ( Var1 , Freq ) ) +
geom_ col ( ) +
scale _y_ continuous (name=” Frequency␣of␣use ” ) +
scale _x_ d iscrete (name=”Model ” ) +
theme ( ax is . text . x=element_ text ( angle=90 , h just =1 , v jus t =0.5 , s i ze =12) , ax is . t i t l e = element_ text (
s i ze =16) )
}
output$Model_ appl icat ion <− downloadHandler (
filename = function ( ) {
241 paste ( input$dataset , ” . csv ” , sep = ” ” )
} ,
content = funct ion ( f i l e ) {
write . csv (Model_ frequency ( ) , f i l e , row .names = FALSE , co l . names=c ( ”Model ” , ” Frequency␣of␣use ” ) )
} )
output$Model_graph <− downloadHandler (
filename = function ( ) {
paste ( input$dataset , ’ . png ’ , sep= ’ ’ )
} ,
251 content = funct ion ( f i l e ) {
ggsave ( f i l e , p lot = plot Input ( ) , device = ”png” , width=30 , height =25 , uni ts= ”cm” )
} )
# output fo r Model informat ion tab
Model_ freq <− react ive ( {
Model_ frequency2 <− Model_ frequency ( )
Model_ frequency2 [Model_ frequency2$Freq ! =0 ,1]
} )
261 Model_Wikis <− react ive ( {
data . frame (Model_ information [Model_ information$Software %in% Model_ freq ( ) , c ( 1 , 3 : 8 ) ] )
} )
output$Model_Wiki <− renderDataTable ( {
datatable (Model_ information [Model_ information$Software %in% Model_ freq ( ) , c ( 1 , 3 : 8 ) ] ,
options= l i s t (dom=” r t i p ” , pageLength=10) ,
rownames=FALSE )
} )
271 output$ L i s t _ of _Models <− downloadHandler (
filename = function ( ) {
paste ( input$dataset , ” . csv ” , sep = ” ” )
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} ,
content = funct ion ( f i l e ) {
write . csv (Model_Wikis ( ) , f i l e , row .names = FALSE )
} )
# Output fo r L i s t of case s tud i e s
output$Case_ studies <− renderDataTable ( {
281 Table2 <− table _new ( )
datatable ( Case_ Studies _ L i s t [ Case_ Studies _ L i s t $Reference %in% Table2 [ , 28 ] , c (1 :5 ,27 ,28 ) ] ,
options= l i s t (dom=” r t i p ” , pageLength=6) ,
rownames=FALSE ,
colnames=c ( ” Authors ” , ” Year ” , ” General␣MAR␣Technique ” , ” Spec i f i c ␣MAR␣Technique ” , ”Model ” , ”
Country ” , ” Reference ” ) )
} )
Table _Case_ studies <− react ive ( {
Table2 <− table _new ( )
data . frame ( Case_ Studies _ L i s t [ Case_ Studies _ L i s t $Reference %in% Table2 [ , 28 ] , c (1 :5 ,27 ,28 ) ] )
291 } )
output$ L i s t _ of _Case_ Studies <− downloadHandler (
filename = function ( ) {
paste ( input$dataset , ” . csv ” )
} ,
content = funct ion ( f i l e ) {
write . csv ( Table _Case_ studies ( ) , f i l e , row .names = FALSE )
} )
}
301
shinyApp ( ui = ui , server = server )
R Core Team (2017). R: A language and environment for statistical computing. R Foundation
for Statistical Computing, Vienna, Austria. URL https://www.R-project.org/.
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In der Schriftenreihe „Beiträge zu Abfallwirtschaft/Altlasten“ des Institutes für Abfall- und 
Kreislaufwirtschaft sind folgende Bände erschienen: 
 
  Preis EUR 
 zzgl. Porto und Versand 
 Erstes Abfall- und Altlastenkolloquium – Altholzseminar vergriffen 
Band 1  Möglichkeiten und Grenzen der Verbrennung von 
landwirtschaft-lichen Reststoffen und Nebenprodukten für die 
Kalkproduktion 
vergriffen 
Band 2 Steuerungsmöglichkeiten abfallwirtschaftlicher Gebühren vergriffen 
Band 3 Prozeßbezogene Silberbilanzierung bei der Diafilmentwicklung 
im Fotogroßlabor 
begrenzt 
kostenlos 
Band 4 Langzeitverhalten von Deponien vergriffen 
Band 5 Steuerungsmöglichkeiten abfallwirtschaftlicher Gebühren in 
Großwohnanlagen 
vergriffen 
Band 6 6 Jahre Verpackungsverordnung – eine Zwischenbilanz vergriffen 
Band 7 Anaerobe biologische Abfallbehandlung begrenzt 
kostenlos 
Band 8 125 Jahre geordnete Müllabfuhr in Dresden vergriffen 
Band 9 Thermische Abfallbehandlung Co-Verbrennung vergriffen 
Band 10 Ein Simulationsmodell des Kompostierungsprozesses und 
seine Anwendung auf Grundfragen der Verfahrensgestaltung 
und Verfahrensführung 
vergriffen 
 
Band 11 Auswirkungen der Konzentratrückführung nach der Membran-
filtration auf die Sickerwasserneubildung von 
Hausmülldeponien 
vergriffen 
Band 12 Anaerobe biologische Abfallbehandlung 
Erfahrungen – Konzepte – Produkte 
vergriffen 
Band 13 Stoffstrommanagement für Abfälle aus Haushalten  vergriffen 
Band 14 Langzeitemissionsverhalten von Deponien für Siedlungsabfälle 
in den neuen Bundesländern 
vergriffen 
Band 15 Untersuchungen zum Säurepufferungsverhalten von Abfällen 
und zur Stofffreisetzung aus gefluteten Deponien 
begrenzt 
kostenlos 
  
Band 16 Brennstofftechnische Charakterisierung von Haushaltsabfällen vergriffen 
Band 17 Einfluss von Deponien auf das Grundwasser 
- Gefährdung, Prognose, Maßnahmen - 
vergriffen 
Band 18 Analytical Workshop on Endocrine Disruptors  vergriffen 
Band 19 Anaerobe biologische Abfallbehandlung 
Grundlagen – Probleme – Kosten 
begrenzt 
kostenlos 
Band 20 Thermische Abfallbehandlung 2002 vergriffen 
Band 21 Einfluss der getrennten Sammlung von graphischem und 
Verpackungspapier auf den Schadstoffgehalt im Altpapier am 
Beispiel von Pentachlorphenol und Polycyclischen 
Aromatischen Kohlenwasserstoffen 
vergriffen 
Band 22 Die „ökologische Wertigkeit der Entsorgung“ unter 
Berücksichtigung des Transportaspektes am Beispiel 
Altkühlgeräte im Land Brandenburg 
vergriffen 
Band 23 Endokrin wirksame Substanzen in Abwasser und Klärschlamm 
Neueste Ergebnisse aus Wissenschaft und Technik  
begrenzt 
kostenlos 
Band 24 Ökologische Bilanzierung von Verwertungsverfahren für 
Trockenbatterien 
vergriffen 
Band 25 Untersuchungen zur Verdichtung von Restabfall mittels 
Kompaktoren  
vergriffen 
Band 26 Ein neues Probenahmemodell für heterogene Stoffsysteme begrenzt 
kostenlos 
Band 27 Schwermetalle in Haushaltsabfällen – Potenzial, Verteilung und 
Steuerungsmöglichkeiten durch Aufbereitung 
vergriffen 
Band 28 Third International Conference on Water Resources and 
Environment Research (3 Bände) 
vergriffen 
Band 29 Mikrobielles Abbaupotential im Untergrund begrenzt 
kostenlos 
Band 30 Endokrin aktive Stoffe im Klärschlamm begrenzt 
kostenlos 
Band 31 First European Conference on MTBE vergriffen 
  
Band 32 Anaerobe biologische Abfallbehandlung 
– Neue Entwicklungen – 
vergriffen 
Band 33 Potenzial technischer Abwasser- und 
Klärschlammbehandlungsverfahren zur Elimination endokrin 
aktiver Substanzen  
26,00 
Band 34 Verhalten der endokrin wirksamen Substanz Bisphenol A  
bei der kommunalen Abwasserentsorgung  
26,00 
Band 35 Trockene Tonne – Neue Wege und Chancen einer gezielten 
stofflichen Verwertung 
15,00 
Band 36 Comparative Evaluation of Life Cycle  
Assessment Models for Solid Waste Management 
10,00 
Band 37 Abfallkennzahlen für Neubauleistungen im Hochbau 10,00 
Band 38 Endokrin aktive Stoffe in Abwasser und Klärschlamm 30,00 
Band 39 Handbook on the implementation of Pay-As-You-Throw  
as a tool for urban waste management 
vergriffen 
Band 40 Thermische Abfallbehandlung 2005 vergriffen 
Band 41 Anforderungen an die Aufbereitung von Siedlungs- und 
Produktionsabfällen zu Ersatzbrennstoffen für die thermische 
Nutzung in Kraftwerken und industriellen Feuerungsanlagen 
30,00 
Band 42 Perspektiven von Deponien – Stilllegung und Nachnutzung 
nach 2005 
30,00 
Band 43 Verfahren zur Herstellung und zum Einbau Kornskelett-
integrierter-Erdstoffabdichtungen unter Vakuumeinfluss  
30,00 
Band 44 Restabfallmengen aus privaten Haushalten in Sachsen – 
Entwicklung eines abfallwirtschaftlichen Simulations- und 
Prognosemodells 
30,00 
Band 45 Effizienz-Modell zur Bewertung der Transportlogistik in der 
Abfallwirtschaft 
30,00 
Band 46 Anaerobe biologische Abfallbehandlung 
- Entwicklungen, Nutzen und Risiken der Biogastechnologie - 
30,00 
Band 47 Analytik und Freisetzungsverhalten von Chlor in 
abfallstämmigen Brennstoffen 
30,00 
  
Band 48 Das ElektroG und die Praxis     
Monitoring – Erstbehandlung – Technik 
30,00  
Band 49 Resource Efficiency Strategies for Developing Countries 30,00 
Band 50 Thermische Abfallbehandlung 2007 30,00 
Band 51 Untersuchungen zur Qualifizierung der Grundwasserimmision 
von polyzyklischen aromatischen Kohlenwasserstoffen mithilfe 
von passiven Probennahmesystemen 
30,00  
Band 52 Abfallwirtschaft und Klimaschutz    
Emissionshandel-Emissionsminderung-Klimaschutzprojekte 
30,00  
Band 53 Wirbelschichttechnik in der Abfallwirtschaft 30,00 
Band 54 EBS – Analytik – Anforderungen – Probleme – Lösungen 30,00 
Band 55 Improvements of Characterization of Single and Multisolute 
Absorption of Methyl tert-Butyl Ether (MTBE) on Zeolites 
30,00  
Band 56 Proceedings MGP 2008                                          Redevelopment, 
Site Management and Contaminant Issues of former MGP’s and 
other Tar Oil Polluted Sites 
30,00 
Band 57 Anaerobe biologische Abfallbehandlung 
-Neue Tendenzen in der Biogastechnologie 
30,00 
 
Band 58 Leitfaden Natürliche Schadstoffminderung bei Teerölaltlasten. 
KORA-Themenverbund 2 
begrenzt 
kostenfrei   
Band 59 VON NANO-TECH BIS MEGA SITES. Forschung am IAA 30,00  
Band 60 II. EBS – Analytik Workshop                                                        - 
Qualitätssicherung und Inputkontrolle -  
30,00  
Band 61 4. Symposium Endokrin aktive Stoffe in Abwasser, 
Klärschlamm und Abfällen 
30,00  
Band 62 Brennpunkt ElektroG                                                                               
Umsetzung - Defizite - Notwendigkeiten 
30,00  
Band 63 Umweltverträgliches und kosteneffizientes 
Bodenmanagementsystem 
30,00 
Band 64 Untersuchungen zur Quellstärke verschiedener 
Abfallstoffe 
30,00 
Band 65 15. Fachtagung Thermische Abfallbehandlung 2010 39,00 
  
Band 66 III. EBS – Analytik Workshop 30,00 
Band 67 Anaerobe biologische Abfallbehandlung - Aktuelle 
Tendenzen, Co-Vergärung und Wirtschaftlichkeit  
30,00 
Band 68 Untersuchungen zum anaeroben Abbau proteinreicher 
Reststoffe 
30,00 
Band 69 Schwermetalle aus Elektroaltgeräten und Batterien im  
kommunalen Restabfall      
30,00 
Band 70 German-Vietnamese Platform for Efficient Urban Water 
Management        
kostenlos 
als CD 
erhältlich 
Band 71 Siloxane in mechanisch-biologischen 
Abfallbehandlungsanlagen 
30,00 
Band 72 Charakterisierung und Verbrennung von 
Shredderleichtfraktionen in einer stationären 
Wirbelschicht 
30,00 
Band 73 Integrated Water Resources Management in Vietnam – 
Handbook for a sustainable approach 
30,00 
Band 74 
 
Quản lý tích hợp tài nguyên nước ở Việt Nam – Sách hướng dẫn 
tới phát triển bền vững   
30,00 
Band 75 
 
Bereitstellung von bioabfall für die BtL-Produktion duch eine 
nassmechanische Aufbereitung 
30,00 
Band 76 
 
Nutzung von NA-Prozessen zur Samierung MTBE-belasteter 
Grundwässer am Beispiel des Referenzstandortes Leuna, 
Sachsen –Anhalt 
30,00 
Band 77 
 
Vermeidung von Treibhausgasemissionen durch Steigerung der 
Energieeffizienz deutscher Müllverbrennungsanlagen 
30,00 
Band 78 
 
Strategic Directions and Policy Options for Hazardous Waste 
Management in Thailand 
30,00 
Band 79 
 
20 Jahre Abfallwirtschaft, Herstellerverantwortung, 
Produktpolitik / 20 years Waste Management, Producer 
Responsibility, Product Policy 
30,00 
  
Band 80 SILOXANE - Siliziumorganische Verbindungen in der 
Abfallwirtschaft 
30,00 
Band 81 8. Biogastagung Dresden - Biogas aus Abfällen und Reststoffen 30,00 
Band 82 Biogas and Mineral Fertiliser Production from Plant Residues of 
Phytoremediation 
30,00 
Band 83 Guidelines for a sustainable restoration, stabilisation and 
management of lakes in the tropics  
30,00 
Band 84 Entwicklung eines Schnelltestsystems zur Bestimmung 
brennstoffrelevanter Parameter von Ersatzbrennstoffen 
30,00 
Band 85 A Laboratory Simulation of Municipal Solid Waste 
Biodegradation in Landfill Bioreactors 
30,00 
Band 86 Potentials and Limitations of Energy Recovery from Municipal 
Solid Waste in Vietnam 
30,00 
Band 87 Risk-Based Management of Chemicals and Products in a 
Circular Economy at a Global Scale  
30,00 
Band 88 Biokunststoffe in Verwertung und Recycling 30,00 
Band 89 The effect of sediment removal on selected processes of 
nitrogen cycle in Hoan Kiem Lake (Hanoi, Vietnam) 
30,00 
Band 90 Nachhaltiger Umgang mit nicht erneuerbaren Ressourcen - 
Stoffstrommanagement als Verbindung zwischen 
Abfallwirtschaft und Chemiepolitik  
30,00 
Band 91 Evaluation of informal sector activities in Germany under 
consideration of electrical and electronic waste management 
systems 
30,00 
Band 92 9. Biogastagung Dresden - Anaerobe Biologische 
Abfallbehandlung 2013 
30,00 
Band 93 Recycling von PVC aus Kunstoffabfällen mit Hilfe des 
Carbidprozesses 
30,00 
Band 94 Modellierung von Strömungs- und Stofftransportprozessen bei 
Kombination der ungesättigten Bodenzone mit technischen 
Anlagen. 
30,00 
Band 95 Untersuchungen zur Biofiltration flüchtiger Methylsiloxane 30,00 
Band 96 Desintegration und anaerobe Verwertung bioabbaubarer 30,00 
  
Biokunststoffe 
Band 97 10. Biogastagung Dresden - Anaerobe Biologische 
Abfallbehandlung 2015 
30,00 
Band 98 n.n. (Veröffentlichung folgt)  
Band 99 Entwicklung und Implementierung einer Methodik zur 
Erfassung der Grünschnittpotenziale von Siedlungs- und 
Verkehrsflächen in kommunale Verwertungsstrukturen 
30,00 
Band 100 Review of arsenic contamination and human exposure through 
water and food in rural areas in Vietnam Hanoi  
30,00 
Band 101 11. Biogastagung Dresden (21./22. September 2017): 
Anaerobe biologische Abfallbehandlung – Innovationen und 
Internationalisierung 
30,00 
Band 102 Modellgestütztes Monitoring von Störungen der 
Prozessbiologie in Biogasanlagen  
30,00 
Band 103 Managed Aquifer Recharge Assessment to Overcome Water 
Scarcity During the Dry Season in Costa Rica 
30,00 
Band 104 Abfallvergärungstagung 11.-13. März 2019 in Dresden       30,00 
Band 105 The Impact of Membrane Fouling on the Removal of Trace 
Organic Contaminants from Wastewater by Nanofiltration   
30,00 
 
Die vergriffenen Bände 16, 27, 31, 32 und 39 können als CD zum Preis von 15,- € + 
Porto und Verpackung versendet werden. 
 
Bestelladresse: Forum für Abfallwirtschaft und Altlasten e. V. 
   c/o Technische Universität Dresden 
   Pratzschwitzer Straße 15 
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   Germany 
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