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Abstract
In this paper, we study a class of two sample test statistics based on inter-point distances
in the high dimensional and low sample size setting. Our test statistics include the well-known
energy distance and maximum mean discrepancy with Gaussian and Laplacian kernels, and
the critical values are obtained via permutations. We show that all these tests are inconsistent
when the two high dimensional distributions correspond to the same marginal distributions but
differ in other aspects of the distributions. The tests based on energy distance and maximum
mean discrepancy are mainly targeting the differences between marginal means and variances,
whereas the test based on L1-distance can capture the difference in marginal distributions.
Our theory sheds new light on the limitation of inter-point distance based tests, the impact
of different distance metrics, and the behavior of permutation tests in high dimension. Some
simulation results and a real data illustration are also presented to corroborate our theoretical
findings.
1 Introduction
In many statistical and machine learning applications, we need inference about the two popula-
tions or distributions based on the data samples collected. For example, we need to compare the
effectiveness of two newly developed drugs in clinical research, the higher educational level in two
countries in a social study and the global warming effects on two regions in environmental science.
Two sample hypothesis testing is a statistical procedure to deal with such problems. Formally
speaking, having i.i.d. p-dimensional samples X1, · · · , Xn =d X ∼ F and Y1, · · · , Ym =d Y ∼ G,
we are interested in knowing whether the underlining distributions F and G which generate the
two samples are the same, i.e. to test the following hypothesis,
H0 : F = G versus HA : F 6= G.
The study of two-sample testing dates back to Kolmogorov-Smirnov test [Kolmogorov (1933),
Smirnov (1948)], where the empirical CDFs are compared. Related work for univariate two-sample
tests includes Cramer von-Mises criterion [Von Mises (1928), Crame´r (1928)], Anderson-Darling
test [Anderson & Darling (1952)]. Extensions to comparison of multivariate distributions and also
the k-sample problem can be found in Bickel (1969), Bickel & Breiman (1983), Friedman & Rafsky
(1979), Schilling (1986), Henze (1988) among others. Some other interesting work focusing on
the “trimmed” comparison of distributions can be found in Freitag et al. (2007), Munk & Czado
(1998), Alvarez-Esteban et al. (2008) and Alvarez-Esteban et al. (2012).
However, all the afore-mentioned work focuses on the fixed dimensional case. If the dimension
exceeds the sample size or is allowed to grow, some of the above methods will fail. For example,
the density estimation based methods suffer from the curse of high dimensionality in particular.
In this paper, we study the two sample tests based on certain dissimilarity metrics that can be
expressed as functions of the interpoint distances. Two of the most popular high dimensional two-
sample tests that fall into this category are based on the Energy Distance (ED) [Sze´kely & Rizzo
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(2004)] and the Maximum Mean Discrepancy (MMD) [Gretton et al. (2012)]. The former is based
on the Euclidean distance between sample elements; while the latter is a kernel based method and
is basically a variant of ED with a user-specified kernel as distance metric. To be more specific,
both ED and MMD take the following form
EDk(F,G) = 2E[k(X,Y )]− E[k(X,X ′)]− E[k(Y, Y ′)], (1)
where k is a user-specified kernel, X ′, Y ′ are i.i.d copies of X,Y respectively. For instance, k can
be chosen as
L2-norm (Euclidean distance) : k(X,Y ) = ‖X − Y ‖2 =
√∑p
u=1(xu − yu)2,
Gaussian kernel : k(X,Y ) = exp
(
− ‖X−Y ‖222γ2
)
,
Laplacian kernel : k(X,Y ) = exp
(
− ‖X−Y ‖2γ
)
,
L1-norm : k(X,Y ) = ‖X − Y ‖1 =
∑p
u=1 |xu − yu|,
where X = (x1, · · · , xp)T , Y = (y1, · · · , yp)T and γ is a user-specified bandwidth parameter.
Then, the population version of ED is given by Equation (1) with k being the L2-norm and the
population version of MMD multiplied by -1 is given by Equation (1) with k being Gaussian or
Laplacian kernel. When k is L2-norm, Gaussian or Laplacian kernel, EDk(F,G) enjoys the property
that EDk(F,G) = 0 ⇔ F = G. In fact, EDk(F,G) = 0 ⇔ F = G holds as long as k is a strongly
negative definite kernel [Klebanov et al. (2005)]. ED and MMD based tests are both nonparametric
without any assumption on the underlying distributions and can be implemented conveniently in
practice using permutations. In this work, we aim to address the following questions
1, Can EDk based permutation test maintain its power against all kinds of alternatives in the
high dimensioanl setting?
2, What are the impact of different distance metrics?
To answer the above questions, we conduct rigorous theoretical analysis on the power of EDk(F,G)
based permutation test in the high dimensional low sample setting [Hall et al. (2005)]. Here, we
study the permutation based tests because it is frequently used for Energy Distance and its variants
in real life applications. As a main result, an upper bound for the asymptotic power of EDk based
permutation test is deduced for a large class of kernels, which include L1-norm, L2-norm, Gaussian
and Laplacian kernel. In particular, our theory shows that
1, EDk based permutation test w.r.t. L2-norm, Gaussian and Laplacian kernel suffers substan-
tial power loss if and only if the sum of component-wise mean and variance differences are
both of order o(p), i.e.,
Power Loss ⇔
{ ∑p
u=1(E(xu)− E(yu))2 = o(p)∑p
u=1(var(xu)− var(yu)) = o(p)
,
Furthermore, these tests have trivial power if E(xrux
r′
v ) = E(y
r
uy
r′
v ) where r, r
′ = 0, 1, 2 and
u, v = 1, · · · p.
2, When k is chosen as L1-norm, EDk based permutation test experiences a power drop if and
only if the accumulated differences of the marginal univariate distributions is of order o(p),
i.e.,
Power Loss ⇔
p∑
u=1
ED(Fu, Gu) = o(p),
where (F1, ..., Fp) and (G1, ..., Gp) are the p marginal univariate distributions of F and G
respectively, and ED denotes the original energy distance with L2-distance. This phenomenon
is consistent with the fact that EDk with L1-norm can characterise the discrepancies between
the marginal univariate distributions. In addition, we show that the L1-norm based test have
trivial power when X and Y have the same bivariate marginal distribution, i.e., (xu, xv) =
d
(yu, yv), u, v = 1, · · · , p.
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These findings are further corroborated in our simulation study. Throughout this paper, all the
analysis are conducted under the HDLSS setting [Hall et al. (2005)], i.e., p → ∞ and n,m fixed.
The same setting has also been used by Li (2018) and Sarkar et al. (2018) to study high dimensional
two sample tests. In the following we introduce some notations and define some frequently used
operators for later convenience.
1.1 Notations
Here, random data samples are denoted as, for each i = 1, 2, · · · , n, Xi =d X = (x1, · · · , xp)T ∈ Rp
and for each j = 1, 2, · · · ,m, Yj =d Y = (y1, · · · , yp)T ∈ Rp. Next, let X = (X1, X2, · · · , Xn)T ,
Y = (Y1, Y2, · · · , Ym)T and Z = (XT ,YT )T denote the random sample matrices. In addition, the
random component-wise samples are denoted as X1, · · · ,Xp and Y1, · · · ,Yp, which are illustrated
in the following table,
X1 X2 · · · Xp
⇓
XT1 ⇒ x11 x12 · · · x1p
XT2 x21 x22 · · · x2p
...
...
...
... ⇐ X
XTn xn1 xn2 · · · xnp
Y1 Y2 · · · Yp
⇓
y11 y12 · · · y1p Y T1
Y ⇒ y21 y22 · · · y2p Y T2
...
...
...
...
ym1 ym2 · · · ymp ⇐ Y Tm
Furthermore, let Pn+m =
{
Γ1,Γ2, · · · ,Γ(n+m)!
}
be the group containing all permutation matrices
of dimension (n +m) × (n +m) and Γ ∼ uniform(Pn+m). Moreover, let pii : {1, · · · , n +m} →
{1, · · · , n +m} denote a permutation of n+m elements associated with the permutation matrix
Γi, i.e. given a = (a1, · · · , an+m)T ∈ Rn+m, we have the following equivalence,
Γia =

 apii(1)...
apii(2)

 .
We use 1n to denote a n dimensional column vector whose entries are all equal to 1 and use 0n to
denote a n dimensional column vector whose entries are all equal to 0.
In addition, we define some operators which the rest of the work will be based upon. Notice
that both the energy distance and MMD actually use the pair-wise distances of the given samples,
thus for later convenience, we define the following difference operators w.r.t. bivariate kernel ψ(·, ·).
Definition 1.1.1. Given a bivariate kernel ψ, any matrix X of dimension n×p andY of dimension
m × p, define the difference operator D1ψ on X, D2ψ between X and Y, Dψ on the matrix
constructed by concatenating X and Y vertically as
D
1
ψ(X) =


ψ(X1, X2)
ψ(X1, X3)
...
ψ(X1, Xn)
ψ(X2, X3)
...
ψ(X2, Xn)
...
ψ(X(n−1), Xn)


,D1ψ(Y) =


ψ(Y1, Y2)
ψ(Y1, Y3)
...
ψ(Y1, Ym)
ψ(Y2, Y3)
...
ψ(Y2, Ym)
...
ψ(Y(m−1), Ym)


and D2ψ(X,Y) =


ψ(X1, Y1)
ψ(X1, Y2)
...
ψ(X1, Ym)
ψ(X2, Y1)
...
ψ(X2, Ym)
...
ψ(Xn, Ym)


Let Z = (XT ,YT )T and
Dψ(Z) = Dψ(X,Y) =

 D1ψ(X)D1ψ(Y)
D
2
ψ(X,Y)

 .
3
ψ(x, y) ϕ(x)
k
(up to a constant)
EDk(F,G)
(up to a constant)
(x− y)2
√
x L2-norm
Energy distance (ED)
[Sze´kely & Rizzo (2004)]
−e− x2γ2 Gaussian kernel
(multiplied by -1)
Maximum Mean Discrepancy (MMD)
[Gretton et al. (2012)]
−e−
√
x
γ
Laplacian kernel
(multiplied by -1)
|x− y| x L1-norm Used for some graph-based tests
[Sarkar et al. (2018)]
Table 1: Correspondence between different choices of ψ, ϕ and existing distance metrics as well as
two sample test statistics in the literature.
2 Interpoint Distance Based Two Sample Tests
In this paper, we limit our attention to EDk(F,G), where k is a user specified dissimilarity metric
[Sarkar et al. (2018)] of the following form
k(X,Y ) = ϕ
{
1
p
p∑
u=1
ψ(xu, yu)
}
, (2)
where ϕ is continuously differentiable. The reason we focus on EDk(F,G) of the above form is that
the metric k encompasses many well-known distance metrics such as L2-norm, L1-norm, Gaussian
and Laplacian kernel. Consequently, Energy Distance (ED) and Maximum Mean Discrepancy
(MMD) are just special cases of EDk(F,G). We summarize the commonly used distance metrics
in Table 1. Following the literatures [Gretton et al. (2012),Gretton et al. (2008)], we consider the
bandwidth parameter γ in Gaussian and Laplacian kernel as a fixed constant. Notice that if k
is some well-known distance metrics such as L2-norm, Gaussian kernel (multiplied by -1) and
Laplacian kernel (multiplied by -1), a nice property for EDk is that
EDk(F,G) ≥ 0 and EDk(F,G) = 0⇔ F = G. (3)
Here, it is just for the ease of presentation and notational simplicity that k is set to be Gaussian or
Laplacian kernel multiplied by -1. In fact, if k is an universal kernel (see Theorem 5 and Lemma 1
of Gretton et al. (2012)) or k is a strongly negative definite kernel (see Theorem 1.9 Klebanov et al.
(2005)), Property (3) still holds. On the other hand, using ED1(F,G) to denote EDk(F,G) when
k is the L1-distance, we observe that ED1(F,G) =
∑p
u=1 ED(Fu, Gu), from which it easily follows
that
ED1(F,G) ≥ 0 and ED1(F,G) = 0⇔ Fu = Gu for all u = 1, 2, · · · , p.
Notice that it is possible to have Fu = Gu for all u = 1, 2, · · · , p but F 6= G, under which we have
ED1(F,G) = 0 while EDk > 0 if k is L2-norm, Gaussian kernel (multiplied by -1) or Laplacian
kernel (multiplied by -1). Thus, L2-norm, Gaussian kernel or Laplacian kernel based test statistics
have advantage over L1-norm based test statistic in the low dimensional setting, but we will see
later that the story is in a sense reversed under the high dimensional setting. Next, an unbiased
estimator of EDk is given as
EDkn(Z) =
2
mn
n∑
i=1
m∑
j=1
k(Xi, Yj)− 2
n(n− 1)
∑
1≤i<j≤n
k(Xi, Xj)− 2
m(m− 1)
∑
1≤i<j≤m
k(Yi, Yj).
To study the asymptotic distribution of EDk, we make the following assumption.
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Assumption 1.
√
p
(∑p
u=1Dψ(Xu,Yu)
p
− µ(Z)
)
d→ N(0,Σ(Z)),
where
µ(Z) = lim
p→∞
1
p
p∑
u=1
E [Dψ(Xu,Yu)] and
Σ(Z) = lim
p→∞
1
p
p∑
u,v=1
cov [Dψ(Xu,Yu),Dψ(Xv,Yv)]
are assumed to exist and Σ(Z) is positive definite.
Remark 2.1. To be more specific, we can write
µ(Z) =
(
ex1
T
n(n−1)/2, ey1
T
m(m−1)/2, exy1
T
mn
)T
,
where ex, ey and exy are defined as
ex = lim
p→∞
p∑
u=1
E [ψ(x1u, x2u)]
p
, ey = lim
p→∞
p∑
u=1
E [ψ(y1u, y2u)]
p
, exy = lim
p→∞
p∑
u=1
E [ψ(x1u, y1u)]
p
.
It is also possible to give the explicit form of Σ(Z) in terms of the 9 constants defined in Table 3,
but this is not necessary for our analysis.
Remark 2.2. The above multi-dimensional CLT result is classic and can be derived under suitable
moment and weak dependence assumptions on the components of X and Y . See Li (2018) for some
recent results under strong mixing conditions [Rosenblatt (1956)]. Note that Li (2018) also apply
the CLT result to derive the asymptotic distribution of her new test statistics as well as existing
test statistics by Biswas & Ghosh (2014) and Sze´kely & Rizzo (2004).
The asymptotic distribution of EDkn(Z) under bothH0 andHA is given in the following Lemma.
Lemma 2.1. Under Assumption 1, we have
√
p
(
EDkn(Z)− µ(Z)
)
d→ N (0, σ(Z)) , (4)
where
µ(Z) = g(µ(Z)) and σ(Z) = [∇g (µ(Z))]Σ(Z) [∇g (µ(Z))]T .
Denote L = n(n− 1)/2 +m(m− 1)/2 +mn, g : RL → R is a function defined as
g(b) = αT

ϕ(b1)...
ϕ(bL)

 where α =

α1...
αL

 =

 −
2
n(n−1)1n(n−1)
2− 2m(m−1)1m(m−1)
2
2
mn1mn

 .
Remark 2.3. Under H0, the asymptotic distribution of the original sample Energy Distance is
also given by Li (2018). In this paper, our focus is on the power behavior of EDk(F,G) based
permutation test in the HDLSS setting for a large class of distance metrics. It is worth noting
that the result in (4) holds for ED with L1-norm, L2-norm, Gaussian kernel (multiplied by -1) and
Laplacian kernel (multiplied by -1), thus allows a unified treatment of asymptotic properties of the
corresponding permutation tests.
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2.1 Power Analysis w.r.t Permutation Test
As permutation test is commonly used for Energy Distance and kernel variants, we study the
behavior of its distribution under the high dimensional setting in this subsection. Notice that
under Assumption 1, for any 1 ≤ i 6= i′ ≤ n and 1 ≤ j 6= j′ ≤ m,
k(Xi, Yj)
p→ ϕ(exy), k(Xi, Xi′) p→ ϕ(ex) and k(Yj , Yj′) p→ ϕ(ey).
Thus, as p → ∞, the distance between any two samples only take one of the three values
ϕ(exy), ϕ(ex) and ϕ(ey). After we permute the data samples, i.e., permute the rows of Z as
ΓiZ for some permutation matrix Γi, what really matters to ED
k(ΓiZ) under the high dimensional
scenario is how many X samples stay in the first n rows. Formally, let |A| be the cardinality of
the set A and given a permutation matrix Γi with the corresponding permutation pii, set
N(Γi) =
∣∣{XTj : 1 ≤ j ≤ n, n+ 1 ≤ pii(j) ≤ n+m}∣∣ .
The integer n−N(Γi) actually counts the number of samples which belong to the first n rows of
Z both before and after the permutation Γi. Notice that it is possible that N(Γi) = N(Γj) for
different permutations Γi and Γj . The set Sw collects all the permutations Γi such that N(Γi) = w.
Mathematically, fix 0 ≤ w ≤ min{n,m}, set Sw = {Γi : N(Γi) = w, i = 1, 2, · · · , (n+m)!} , then
|Sw| =
(
m
w
)(
n
n− w
)
n!m!.
Intuitively, |Sw| is the number of permutations that would have n− w samples stay in the first n
rows of Z after we apply the corresponding permutation. The above process is further illustrated
in the following diagram.
Xi : n samples
Yj : m samples
Xi : n− w samples
Yj : w samples
Xi : w samples
Yj : m− w samples
⇑
Z
⇑
ΓZ
Γ ∈ Sw
Next, the explicit formula of µ(ΓZ), Γ ∈ Sw as a degree 2 polynomial of w is derived in the
following Lemma.
Lemma 2.2. For any fixed Γ ∈ Sw,
µw(Z) := µ(ΓZ) = (2ϕ(exy)− ϕ(ex)− ϕ(ey)) f(w),
where 2ϕ(exy)−ϕ(ex)−ϕ(ey) ≥ 0 when using L1-norm, L2-norm, Gaussian and Laplacian kernel;
f(w) ≤ 1 and is defined as
f(w) = 1−
(
2m− 1
m(m− 1) +
2n− 1
n(n− 1)
)
w +
(
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
w2.
Similarly, we can write σ(ΓZ), Γ ∈ Sw as a polynomial of degree 3 w.r.t. w in the following
Lemma.
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Lemma 2.3. For any fixed Γ ∈ Sw,
σw(Z) := σ(ΓZ) = c0 + c1w + c2w
2 + c3w
3,
where c0, c1, c2, c3 are constants and their exact forms in terms of n and m are displayed in the
proof of Lemma 2.3 at Appendix.
Next, we show that the asymptotic distribution of EDkn(ΓZ), where Γ ∼ Uniform(Pn+m) is
independent of the data, is a mixture of Gaussian distributions asymptotically.
Lemma 2.4. Under Assumption 1,
1, For each fixed Γ ∈ Sw,
√
p
(
EDkn(ΓZ)− µw(Z)
)
d→ N (0, σw(Z)) .
2, For Γ ∼ Uniform(Pn+m), which is independent of the data,
√
p
(
EDkn(ΓZ)− µ(ΓZ)
)
d→ N (0, σW (Z)) ,
where W ∼ Hypergeometric(m+ n,m, n).
From Lemma 2.4, we can easily see that for large p, the distributions of the set of random
variables {√pEDkn(ΓZ),Γ ∈ Sw, 1 ≤ w ≤ min{n,m}} can be roughly seen as belonging to a
location-scale family, since for each w = 1, 2, · · · ,min{n,m} and Γ ∈ Sw,
√
pEDkn(ΓZ) ≈
√
pµw(Z)︸ ︷︷ ︸
Location
+
√
σw(Z)︸ ︷︷ ︸
Scale
N(0, 1).
Intuitively, the power of the permutation test comes from the location and scale differences, that
is, the difference between µ(Z) = µ0(Z) and µw(Z), w ∈ {1, · · · ,min(m,n)}, and the difference
between σ(Z) = σ0(Z) and σw(Z). Taking the extreme case as an example, suppose we have no
location and scale differences, i.e.,
No location difference: µw(Z) = µ(Z) = 0 for any 1 ≤ w ≤ min{n,m},
No scale difference: σ0(Z) = σ1(Z) = · · · = σmin{n,m}(Z).
Then, the power of permutation test is no more than the corresponding size asymptotically. Also,
from Lemma 2.2, the relation µw(Z) = µ(Z) = 0 is determined by the following condition
2ϕ(exy) = ϕ(ex) + ϕ(ey). (5)
If Condition (5) does not hold, then µw(Z) < µ(Z) for any 1 ≤ w < min{n,m} and so the
locations drift away from each other as p → ∞ and we expect that the power of test statistics
EDkn(Z) implemented as permutation test is asymptotically equal to 1. On the other hand, if
Condition (5) is satisfied, then the power of EDk(Z) based permutation test may come from the
differences between σw(Z) and σ(Z) (scale differences), but we expect a power drop in this case.
To formally define the permutation test for EDkn(Z), let Rˆp denote the randomization distribution
of EDkn(Z), which is defined by
Rˆp(t) =
1
(n+m)!
(n+m)!∑
i=1
I{EDkn(ΓiZ)≤t}
=
1
(m+ n)!
min{n,m}∑
w=0
∑
Γ∈Sw
I{EDkn(ΓZ)≤t}.
For any distribution F , let the (1 − α)th quantile of F denoted as QF,1−α. In particular, the
(1− α)th quantile of Rˆp is QRˆp,1−α, i.e.
QRˆp,1−α = Rˆ
−1
p (1− α) = inf
{
t : Rˆp(t) ≥ 1− α
}
. (6)
7
Then, the level-α permutation test w.r.t. EDk(Z) is defined as
Reject H0 if ED
k
n(Z) > QRˆp,1−α.
Next, we are ready to state the power behaviors of EDkn(Z) (implemented as permutation test) in
the following theorem.
Theorem 2.1. Under Assumption 1 and assume that 2ϕ(exy) ≥ ϕ(ex) + ϕ(ey).
1, [Consistency] Suppose 2ϕ(exy) 6= ϕ(ex) + ϕ(ey). If we have{
n!m!
(n+m)! < 1− α m 6= n,
2(n!)2
(2n)! < 1− α m = n,
then
lim
p→∞
PHA
(
EDkn(Z) > QRˆp,1−α
)
= 1,
which means that the asymptotic power of EDk based permutation test is 1 as p goes to
infinity.
2, [No Location Difference] Suppose 2ϕ(exy) = ϕ(ex) + ϕ(ey). Then, there is no location
differences, i.e., µw(Z) = µ(Z) = 0 for w = 1, 2, · · · ,min{n,m}. Consequently,
lim
p→∞PHA
(
EDkn(Z) > QRˆp,1−α
)
≤ 1− Φ
(
QH,1−α√
σ(Z)
)
,
where H(t) := P (N (0, σW (Z)) ≤ t). Thus, we have the asymptotic power of EDk based
permutation test is bounded by 1− Φ(QH,1−α/
√
σ(Z)) when p goes to infinity.
3, [No Location&Scale Difference] Suppose
ϕ′(exy) = ϕ′(ex) = ϕ′(ey),
vxy = vx = vy,
cx,xx = cx,xy = cx,yy = cy,xx = cy,xy = cy,yy.

 (7)
Then, there is no scale differences, i.e., σ0(Z) = σ1(Z) = · · · = σmin{n,m}(Z). If we further
assume that 2ϕ(exy) = ϕ(ex) + ϕ(ey), then
lim
p→∞
PHA
(
EDkn(Z) > QRˆp,1−α
)
≤ α,
which means that the asymptotic power of EDk based permutation test is no more than the
level α when p goes to infinity.
Remark 2.4. For X = (x1, · · · , xp)T , Y = (y1, · · · , yp)T , under Assumption 1, we see that as
p→∞,
k(X,Y )
p→ ϕ(exy), k(X,X ′) p→ ϕ(ex) and k(Y, Y ′) p→ ϕ(ey).
A sufficient condition for (5) to hold is that exy = ex = ey, which also implies that k(X,Y ), k(X,X
′)
and k(Y, Y ′) are clustering together when the dimension is high. Same intuition has also been re-
ported by Sarkar et al. (2018) w.r.t. Euclidean distance for some graph-based two sample tests.
Notice that QH,1−α/
√
σ(Z) ≥ 0 when α ∈ (0, 0.5), which implies that 1−Φ(QH,1−α/
√
σ(Z)) ≤
0.5. This observation shows that there is a nontrivial power upper bound if condition (5) is
satisfied. Thus, whether EDk based permutation test can maintain a satisfactory high power in
the high dimensional setting depends on Condition (5) and the following proposition provides some
characterization about it.
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Proposition 2.1. For different distance metrics, we can characterize Condition (5) as
k Condition (5) Characterization
L2-norm
(5)⇔


∑p
u=1(E(xu)− E(yu))2 = o(p)∑p
u=1(var(xu)− var(yu)) = o(p).
Gaussian kernel
Laplacian kernel
L1-norm (5)⇔
p∑
u=1
ED(Fu, Gu) = o(p).
Remark 2.5. The above proposition indicates that
1, L1-norm can be advantageous than L2-norm, Gaussian kernel and Laplacian kernel when
the dimension is high, since L1-distance leads to high power provided that the summation
of discrepancies between marginal univariate distributions is not so small, while L2-norm,
Gaussian kernel and Laplacian kernel would result in power loss when the total of marginal
univariate mean and variance differences between X and Y is of order o(p). Notice that the
distributions of X and Y can differ in other aspects of the marginal distribution even if they
have the same marginal univariate mean and variance.
2, All the tests under examination are only capable of detecting the discrepancies of marginal
distributions. If the two high dimensional distributions F 6= G, but Fu = Gu for u =
1, 2, · · · , p, then none of them have consistent power.
Proposition 2.2. A sufficient condition for (7) is given as follows
k Sufficient Condition for (7)
L2-norm
(7)⇐

 E(x
r
ux
r′
v ) = E(y
r
uy
r′
v ),
r, r′ = 0, 1, 2;u, v = 1, · · · p.
Gaussian kernel
Laplacian kernel
L1-norm (7)⇐

 (xu, xv)
d
= (yu, yv),
u, v = 1, · · · , p.
Remark 2.6. The above proposition shows that if the two high dimensional distributions F 6= G,
but they have the same bivariate marginal distributions, i.e., (Fu, Fv) =
d (Gu, Gv) for u, v =
1, 2, · · · , p, then all the tests under examination have trivial power asymptotically.
Next we discuss some related work in the literature. Ramdas et al. (2015) first studied the
power of these two distance and kernel based two-sample tests in the high dimensional setting. They
concluded that even though ED is targeting at the discrepancy in distributions, it can be as powerful
as the testing procedures in Bai & Saranadasa (1996) and Chen & Qin (2010), which are designed
to testing the difference in the high dimensional means, when the underlying distributions indeed
only differ in the means. Also, they show that power of MMD does not depend on the bandwidth
parameter as long as it is stochastically larger than the one provided by the median heuristic. Note
that their work differs from ours in several important aspects. Firstly, the asymptotic framework
they adopt lets both the dimension and sample sizes grow to infinity whereas ours holds sample sizes
fixed. This could lead to fundamental different results as it is fairly reasonable to expect different
asymptotic limits under different limiting regimes. Secondly, we focus on the permutation test in
our asymptotics, whereas their theory does not take into account the permutation aspect although
the tests are all implemented using permutations. Lastly, their results seem more positive in the
use of ED with L2-norm and MMD with Gaussian and Laplacian kernels, in that they enjoy the
free lunch phenomenon as they are as powerful as those tests that target the mean differences in
high dimension. By contrast, our theoretical results indicate the limitation of these three tests that
are based on L2-Euclidean norms, and shed light on the superiority of L1-norm based ED test in
the high dimensional setting.
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Recently, Sarkar et al. (2018) investigated the high dimensional behavior of some graph-based
tests, which were computed using pairwise Euclidean distances among the observations. They
noticed that these tests can have poor performances when the scale-difference between two distri-
butions dominates the location-difference, in part due to the concentration of pairwise Euclidean
distances. They subsequently proposed a new class of dissimilarity indices and use it to modify
some popular graph-based tests. These modified tests use the distance concentration phenomenon
to their advantage, and as a result, they outperform the corresponding tests based on the Eu-
clidean distance in a wide variety of examples. Compared to Sarkar et al. (2018), although similar
consistency conditions for Euclidean norm based tests are derived under the HDLSS setting, our
focus is on limitations of ED and MMD based permutation tests. In particular, explicit conditions
under which these tests have just power loss or completely trivial power are given separately. In-
spired by their work, we limit our attention to the kernel class in (2) and showed the superiority of
L1-norm based ED test. Since we are dealing with permutation tests, our theory is quite different
from theirs. Another related recent work is by Li (2018), who derived the asymptotic distribution
of inter-point distances under the high dimensional low sample size setting with suitable mixing
conditions. She further proposed a new test that is consistent for location and scale differences
of marginal distributions, and showed the superiority of her new test over other existing ones in
simulation studies. We shall compare with her test in our numerical studies.
3 Numerical Studies
In this section, we consider several examples to demonstrate the finite sample performance of EDk
based permutation test for different distance metrics. In our numerical comparison, we include the
tests of Li (2018) (denoted as JL) and Biswas & Ghosh (2014) (denoted as BG) as these two were
shown to have higher power over others in Li (2018). The critical values of JL test are determined
by its asymptotic distribution, whereas BG test is also implemented as a permutation test.
3.1 Performance on simulated data
In all our simulations, we set p = 500 and α = 0.05. We perform 1000 Monte Carlo replications
and 300 permutations for each test. The first example is adopted from the simulation setting of Li
(2018) to study the size accuracy.
Example 3.1. Generate samples as
X = (V 1/2RV 1/2)1/2Z1,
Y = (V 1/2RV 1/2)1/2Z2,
where R = (rij)
p
i,j=1, rij = ρ
|i−j| and ρ = 0.5 or 0.8; V is a diagonal matrix with V 1/2ii = 1 or
uniformly drawn from (1,5). Z1, Z2 are i.i.d copies of Z with
Z = (z1, z2, · · · , zp︸ ︷︷ ︸
iid∼N(0,1)
) or Z = ( z1, z2, · · · , zp︸ ︷︷ ︸
iid∼Exponential(1)
)− 1p.
In Example 3.1, X and Y follow the same distribution and we consider cases that n = m = 50
or n = 70,m = 30. From Table 2, we can see that all the tests have quite accurate size. To
compare the power, we first use an example from Li (2018), which include the situation when X
and Y only differ in their means or only differ in their covariance matrices or differ in both, where
β ∈ [0, 1] is the percentage of the p components that differ in their distributions.
Example 3.2. Let R, V, Z1, Z2 be defined the same as in Example 3.1 and we choose ρ = 0.5 here.
Generate samples as
(i)
X = (V 1/2RV 1/2)1/2Z1,
Y = (0.125× 1βp,0(1−β)p) + (V 1/2RV 1/2)1/2Z2.
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Table 2: Size comparison from Example 3.1
ρ V
1/2
ii n m ED
L2-norm EDGaussian EDLaplacian EDL
1-norm BG JL
N
o
rm
a
l
0.5 1 50 50 0.06 0.06 0.058 0.059 0.053 0.053
0.5 1 70 30 0.07 0.07 0.068 0.073 0.047 0.057
0.5 Un(1,5) 50 50 0.052 0.052 0.05 0.051 0.056 0.057
0.5 Un(1,5) 70 30 0.059 0.059 0.061 0.05 0.049 0.045
0.8 1 50 50 0.053 0.053 0.052 0.059 0.054 0.055
0.8 1 70 30 0.045 0.046 0.046 0.05 0.052 0.055
0.8 Un(1,5) 50 50 0.045 0.045 0.049 0.048 0.054 0.054
0.8 Un(1,5) 70 30 0.05 0.05 0.049 0.046 0.051 0.051
E
x
p
o
n
en
ti
a
l
0.5 1 50 50 0.06 0.06 0.058 0.059 0.053 0.053
0.5 1 70 30 0.063 0.063 0.063 0.058 0.048 0.053
0.5 Un(1,5) 50 50 0.057 0.057 0.058 0.055 0.049 0.06
0.5 Un(1,5) 70 30 0.056 0.056 0.06 0.058 0.059 0.058
0.8 1 50 50 0.054 0.054 0.051 0.047 0.065 0.062
0.8 1 70 30 0.061 0.061 0.062 0.065 0.057 0.06
0.8 Un(1,5) 50 50 0.051 0.05 0.052 0.046 0.045 0.057
0.8 Un(1,5) 70 30 0.062 0.062 0.062 0.062 0.06 0.064
(ii) Let V ∗ be a diagonal matrix with V ∗1/2ii = 1.05 for i = 1, 2, · · · , βp and V ∗1/2ii = 1 for
i = βp+ 1, · · · , βp.
X = (V 1/2RV 1/2)1/2Z1,
Y = (V ∗1/2RV ∗1/2)1/2Z2.
(iii) Let V
∗1/2
ii = 1.04 for i = 1, 2, · · · , βp and V ∗1/2ii = 1 for i = βp+ 1, · · · , βp.
X = (V 1/2RV 1/2)1/2Z1,
Y = (0.1× 1βp,0(1−β)p) + (V ∗1/2RV ∗1/2)1/2Z2.
From Figure 1, we can see that (1) when there is a small difference in the means, EDk-based
tests and JL perform similarly, while BG barely show any power. (2) when there is a small
difference in the scales, JL and BG are consistent and EDk-based tests have very little power.
Similar phenomenon by Li (2018) were also observed, i.e., EDk based permutation test is not
sensitive to small scale differences and the method proposed by Li (2018) and Biswas & Ghosh
(2014) have dominant power in this case. Note that there is a tuning parameter involved in JL
test and its choice could have a big impact on the size and power; results not shown. (3) when
there are differences for both the means and scales, all the tests performs comparably.
Next, Example 3.3 examines the situation when X and Y have the same marginal univariate
mean and variance, but different marginal univariate distributions.
Example 3.3. Generate samples as
(i) Let Rademacher(0.5) be the Rademacher distribution with success probability 0.5, e.g. P (yiu =
−1) = 0.5 and P (yiu = 1) = 0.5.
X = (x1, ..., xp)
iid∼ N(0, 1),
Y = ( y1, y2, · · · , yβp︸ ︷︷ ︸
iid∼Rademacher(0.5)
, yβp+1, yβp+2 · · · , yp︸ ︷︷ ︸
iid∼N(0,1)
).
(ii)
X = (x1, ..., xp)
iid∼ N(0, 1),
Y = ( y1, y2, · · · , yβp︸ ︷︷ ︸
iid∼Uniform(−√3,√3)
, yβp+1, yβp+2 · · · , yp︸ ︷︷ ︸
iid∼N(0,1)
).
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Figure 1: Power comparison for example 3.2 and n = 70, m = 30, where in the top 3 figures Z1, Z2
are generated from normal distribution and in the bottom 3 figures, Z1, Z2 are generated from
exponential distribution.
From Figure 2, we see that only EDL
1-norm based permutation test has power growing as β goes
from 0 to 1. This phenomenon matches with our theories, which indicate that L2-norm, Gaussian
and Laplacian kernel can detect only marginal mean and variance differences. For EDL
1-norm
based permutation test, the power is growing more rapidly for Example 3.3 (i) than Example 3.3
(ii), which might suggest that L1-distance is more sensitive for the difference between continuous
and discrete distributions. It is also apparent that the JL and BG tests show little power in this
example. The next example examines the case where X and Y have the same marginal univariate
distributions.
Example 3.4. Generate samples as
(i) Let (y′1, y
′
2, · · · , y′βp/2)
iid∼ Bernoulli(0.5)
X = (x1, ..., xp)
iid∼ Bernoulli(0.5),
Y =
(
y′1, I{y′1=1}, y
′
2, I{y′2=1} · · · , y′βp/2, I{y′βp/2=1}, y1, y2, · · · , y(1−β)p︸ ︷︷ ︸
iid∼Bernoulli(0.5)
)
.
(ii) Let (y′1, y
′
2, · · · , y′βp/3)
iid∼ Bernoulli(0.5) and (y′′1 , y′′2 , · · · , y′′βp/3)
iid∼ Bernoulli(0.5)
X = (x1, ..., xp)
iid∼ Bernoulli(0.5),
Y =
(
y′1, y
′′
1 , I{y′1=y′′1 }, · · · , y′βp/3, y′′βp/3, I{y′βp/3=y′′βp/3}, y1, y2, · · · , y(1−β)p︸ ︷︷ ︸
iid∼Bernoulli(0.5)
)
.
Notice that in Example 3.4 (i) X , Y have the same marginal univariate distribution, but
different marginal bivariate distributions and in Example 3.4 (ii) X , Y have the same marginal
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Figure 2: Power comparison for example 3.3 and n = 70, m = 30.
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Figure 3: Power comparison for Example 3.4 and n = 70, m = 30.
bivariate distribution, but different joint distribution. Proposition 2.1 provides insights that L2-
norm, L1-norm, Gaussian or Laplacian kernel based tests all suffer substantial power loss under
Example 3.4 (i) but there is still some power left due to scale differences. On the other hand,
Proposition 2.2 suggests us that under Example 3.4 (ii), all these tests have trivial power. The
simulation results of Example 3.4 are in Figure 3 and they again corroborate our theoretical
findings.
3.2 Performance on real data
We also compare the power of the above tests on the following real data sets.
• Strawberry data: this data set contains the spectrographs of fruit purees. There are totally
two classes: one is strawberry purees (authentic samples) and the other one is non-strawberry
purees (adulterated strawberries and other fruits). Each data point is of length 235.
• SmallKitchenAppliances data: this data sets contains records of the electricity usage of some
kitchen appliances. We only use classes Kettle and Microwave. Each data point has readings
taken every 2 minutes over 24 hours.
• Earthquakes data: this data set is from Northern California Earthquake Data Center and
has classes of positive and negative major earthquake events. There are 368 negative and 93
positive cases and each data point is of length 512.
All the above data sets are downloaded from UCR Time Series Classification Archive [Dau et al.
(2018)] (https://www.cs.ucr.edu/~eamonn/time series data 2018/) and a glance of these data
sets is provided in Figure 4. For each of the three data sets, the data points have two classes and
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Figure 4: A glance of the data in Section 3.2, where we plot one point from each of the two classes
for each data set.
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Figure 5: Power comparison for real data examples in Section 3.2.
we want to compare the underlining distributions of the two classes. Following the procedures of
Biswas & Ghosh (2014) and Sarkar et al. (2018), for each m = n ∈ {10, 20, 30, 40, 50, 60}, we ran-
domly sample n points from each class and test whether the two distributions are the same using
the afore-mentioned tests. The same procedure is repeated 1000 times to calculate the power.
The experimental results for these data sets are shown in Figure 4, from which we see that all
the tests have very high power for the Strawberry data with relatively low sample size. As for the
SmallKitchenAppliances and Earthquakes data sets, the L1-norm based test demonstrate superior
power compared to other tests. It is also worth noting that BG and JL barely exhibit any power
for the Earthquakes data.
4 Discussions&Conclusion
In this paper, we study the two-sample hypothesis testing problem in a high dimension and low
sample size setting. Our focus is on the interpoint distance based permutation tests, such as
those based on Energy Distance (ED) and Maximum Mean Discrepancy (MMD). Our theory
demonstrates that all these tests under examination are unable to detect the difference between
two high dimensional distributions beyond univariate marginal distributions. In particular, the
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ED test with L2-norm and MMD with Gaussian or Laplacian kernels suffer substantial power loss
when the average of component-wise mean and variance discrepancies between two distributions
are both asymptotically zero. Thus these tests are mainly targeting mean and variance differences
in marginal distributions. By contrast, if we use L1-norm in ED test, then the non-negligible
difference in marginal univariate distributions, as quantified by cumulative energy distance of
marginal distributions, can be detected with high power. Thus the theory suggests that
1), The ED with L2-norm, and MMD with Gaussian and Laplacian kernels are of the same
category, as they all depend on the interpoint distance as measured by Euclidean distance, which
leads to undesirable power limitation.
2), Although in a low dimensional setting the use of L1-norm in ED is not preferred due to
the fact that it does not completely characterize the difference between two distributions since
ED1(F,G) = 0 does not necessarily imply F = G, it seems to have some advantage over the ED
with L2-norm and MMD with Gaussian and Laplacian kernels in the high dimensional setting, as
shown in both theory and numerical studies.
3), As shown in our simulations and data illustration, the existing interpoint distance test by
Li (2018) and Biswas & Ghosh (2014) also suffer from low power when the two distributions have
the same marginal mean and variances but different marginal distributions. So in this sense, they
are also inferior to the ED test with L1-norm.
4), The difference in marginal distributions of two high dimensional distributions can be in-
terpreted as the main effect of the distribution differences. It is a standard statistical practice to
test for the nullity of main effects first, before proceeding to the higher-order interactions. Thus
we advocate the use of L1-norm based test to test for the presence of main differences in two high
dimensional distributions.
To conclude the paper, we shall mention a few future directions. First, our theory is developed
under the setting where sample sizes n and m are fixed, as the dimension grows to infinity. If
the dimension is comparable to sample size, then the theory that allows both the dimension and
sample sizes to grow might be more interesting and relevant. Also we are holding the bandwidth
parameter in Gaussian and Laplacian kernels fixed for theoretical convenience, and it would be
interesting to relax this restriction by allowing it to be data-dependent. There might be some
intrinsic difficulty of capturing all kinds of differences in two high dimensional distributions with
limited sample sizes, so it seems natural to ask whether it is possible to detect any difference
beyond marginal univariate distributions. If possible, what would be the form of the new tests?
We leave these topics for future investigation.
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5 Technical Details
5.1 Proof of Lemma 2.1
Proof. Under Assumption 1, we have as p→∞,
√
p
(∑p
u=1Dψ(Xu,Yu)
p
− µ(Z)
)
d→ N(0,Σ(Z)). (8)
By a direct calculation, we can get the gradient of g as
∇g(b) = (α1ϕ′(b1), α2ϕ′(b2), · · · , αLϕ′(bL)) .
Then, apply multi-delta method to (8) with respect to function g, we have
√
p
(
g
(∑p
u=1Dψ(Xu,Yu)
p
)
− g (µ(Z))
)
d→ N
(
0, [∇g (µ(Z))]Σ(Z) [∇g (µ(Z))]T
)
.
5.2 Proof of Lemma 2.2
Proof. For any Γ ∈ {Γi : N(Γi) = w, 1 ≤ i ≤ (n+m)!}, we have
µ(ΓZ)
=
2
mn
((
w2 + (n− w)(m− w))ϕ(exy) + (n− w)wϕ(ex) + (m− w)wϕ(ey))
− 1
n(n− 1) (2w(n− w)ϕ(exy) + (n− w)(n− w − 1)ϕ(ex) + w(w − 1)ϕ(ey))
− 1
m(m− 1) (2w(m− w)ϕ(exy) + w(w − 1)ϕ(ex) + (m− w)(m− w − 1)ϕ(ey))
=
(
2− 2
(
1
m
+
1
n
+
1
n− 1 +
1
m− 1
)
w + 2
(
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
w2
)
ϕ(exy)
+
(
−1 +
(
2
m
+
2
n− 1 +
1
m(m− 1) −
1
n(n− 1)
)
w −
(
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
w2
)
ϕ(ex)
+
(
−1 +
(
2
n
+
2
m− 1 +
1
n(n− 1) −
1
m(m− 1)
)
w −
(
2
mn
+
1
m(m− 1) +
1
n(n− 1)
)
w2
)
ϕ(ey).
Then, we re-arrange the terms with respect to the degree of w and get
µ(ΓZ)
= (2ϕ(exy)− ϕ(ex)− ϕ(ey))
−
(
2
(
1
m
+
1
n
+
1
n− 1 +
1
m− 1
)
ϕ(exy)
)
w
+
((
2
m
+
2
n− 1 +
1
m(m− 1) −
1
n(n− 1)
)
ϕ(ex)
)
w
+
((
2
n
+
2
m− 1 +
1
n(n− 1) −
1
m(m− 1)
)
ϕ(ey)
)
w
+
(
2
(
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
ϕ(exy)
)
w2
−
((
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
ϕ(ex) +
(
2
mn
+
1
m(m− 1) +
1
n(n− 1)
)
ϕ(ey)
)
w2
=(2ϕ(exy)− ϕ(ex)− ϕ(ey))
−
((
2m− 1
m(m− 1) +
2n− 1
n(n− 1)
)
(2ϕ(exy)− ϕ(ex)− ϕ(ey))
)
w
+
((
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
(2ϕ(exy)− ϕ(ex)− ϕ(ey))
)
w2
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Then, pulling out the constant term, we have
µ(ΓZ) = (2ϕ(exy)− ϕ(ex)− ϕ(ey))×(
1−
(
2m− 1
m(m− 1) +
2n− 1
n(n− 1)
)
w +
(
2
mn
+
1
n(n− 1) +
1
m(m− 1)
)
w2
)
.
5.3 Proof of Lemma 2.3
Proof. We express σw(Z) as a polynomial of w, whose coefficients are composed of n,m. If we
further decompose Σ(ΓZ), Γ ∈ Sw, as
Σ(ΓZ) =

Σ1,1 0 Σ1,30 Σ2,2 Σ2,3
Σ1,3 Σ2,3 Σ3,3


For each r ∈ {vx, vy, vxy, cx,xx, cy,yy, cx,yy, cy,xx, cx,xy, cy,xy}, we can count the number of times
(denoted as Jri,j), that r appeared in Σi,j and the result is summarized in Table 4. Then, we set
ai =


− 2n(n−1) if i = 1
− 2m(m−1) if i = 2
2
nm if i = 3
and define the following constants
v˜x = [ϕ
′(ex)]2vx v˜y = [ϕ′(ey)]2vy v˜xy = [ϕ′(exy)]2vxy
c˜x,xx = [ϕ
′(ex)]2cx,xx c˜y,yy = [ϕ′(ey)]2cy,yy c˜x,yy = [ϕ′(exy)]2cx,yy
c˜y,xx = [ϕ
′(exy)]2cy,xx c˜x,xy = ϕ′(ex)ϕ′(exy)cx,xy c˜y,xy = ϕ′(ey)ϕ′(exy)cy,xy
Further, set V = {vx, vy, vxy, cx,xx, cy,yy, cx,yy, cy,xx, cx,xy, cy,xy}, we have
σw(Z) =
∑
r∈V
r˜


3∑
i,j=1
Jri,jaiaj

 .
After some algebra, we have
σ(ΓZ) = a
(n,m)
3 (−c˜x,xx + 2c˜x,xy − c˜x,yy + c˜y,xx − 2c˜y,xy + c˜y,yy)w3
+
(
a
(n,m)
2,3 c˜x,xx + a
(m,n)
2,3 c˜y,yy + a
(n,m)
2,2 c˜x,xy + a
(m,n)
2,2 c˜y,xy + a
(n,m)
2,1 c˜x,yy + a
(m,n)
2,1 c˜y,xx
)
w2
+
(
a
(n,m)
1,3 c˜x,xx + a
(m,n)
1,3 c˜y,yy + a
(n,m)
1,2 c˜x,xy + a
(m,n)
1,2 c˜y,xy + a
(n,m)
1,1 c˜x,yy + a
(m,n)
1,1 c˜y,xx
)
w
+
(
a
(n,m)
0,3 c˜x,xx + a
(m,n)
0,3 c˜y,yy + a
(n,m)
0,2 c˜x,xy + a
(m,n)
0,2 c˜y,xy + a
(n,m)
0,1 c˜x,yy + a
(m,n)
0,1 c˜y,xx
)
+
(
b
(n,m)
2,1 v˜xy + b
(n,m)
2,2 v˜x + b
(m,n)
2,2 v˜y
)
w2
+
(
b
(n,m)
1,1 v˜xy + b
(n,m)
1,2 v˜x + b
(m,n)
1,2 v˜y
)
w
+
(
b
(n,m)
0,1 v˜xy + b
(n,m)
0,2 v˜x + b
(m,n)
0,2 v˜y
)
,
where a
(n,m)
3 := a3(n,m), which is a function of n,m and is defined as
a
(n,m)
3 =
4
(n− 1)2n2 −
4
(m− 1)2m2 +
8
m(n− 1)n2 −
8
n(m− 1)m2
=O
(
1
n4
+
1
m4
+
1
mn3
+
1
nm3
)
=O
((
1
n3
+
1
m3
)(
1
n
+
1
m
))
,
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and a
(n,m)
2,3 := a2,3(n,m), a
(n,m)
2,2 := a2,2(n,m), a
(n,m)
2,1 := a2,1(n,m), which are functions of n,m and
are defined as
a
(n,m)
2,3 =−
12
m2(m− 1)2 −
12
n2(n− 1)2 +
8
m2n2
− 8
mn2(n− 1) −
8
nm2(m− 1)
+
16
mn(n− 1) −
4
m2n
+
12
n(n− 1)2 −
8
m2(m− 1)
=O
(
1
m3
+
1
n3
+
1
n2m
+
1
m2n
)
=O
((
1
n2
+
1
m2
)(
1
n
+
1
m
))
,
a
(n,m)
2,2 =
8
m2(m− 1)2 +
8
n2(n− 1)2 +
8
mn2(n− 1) +
8
nm2(m− 1) +
8
m2(m− 1)
− 8
n2(n− 1) +
8
m(m− 1)2 −
16
n(n− 1)2 +
8
mn(m− 1) −
24
mn(n− 1) −
8
mn2
=O
((
1
n2
+
1
m2
)(
1
n
+
1
m
))
,
a
(n,m)
2,1 =
4
m2(m− 1)2 +
4
n2(n− 1)2 −
8
m2n2
+
8
n2(n− 1)
+
4
n(n− 1)2 −
8
m(m− 1)2 +
8
mn(n− 1) −
8
mn(m− 1) +
8
mn2
+
4
m2n
=O
((
1
n2
+
1
m2
)(
1
n
+
1
m
))
.
In addition, a
(n,m)
1,3 := a1,3(n,m), a
(n,m)
1,2 := a1,2(n,m), a
(n,m)
1,1 := a1,1(n,m), a
(n,m)
0,3 := a0,3(n,m), a
(n,m)
0,2 :=
a0,2(n,m), a
(n,m)
0,1 := a0,1(n,m), which are functions of n,m and are defined as
a
(n,m)
1,3 =
8
m2(m− 1)2 −
8
n2(n− 1)2 +
4
m2
+
8
m2(m− 1)
− 12
(n− 1)2 +
24
n(n− 1)2 −
8
m2n
− 8
m(n− 1) +
8
mn(n− 1)
=O
((
1
n
+
1
m
)2)
,
a
(n,m)
1,2 =−
8
m(m− 1)2 −
8
m(m− 1) +
8
(n− 1)2 +
8
m(n− 1) −
8
n2(n− 1)
+
8
mn
− 8
n(n− 1)2 +
16
n(n− 1) −
8
mn(n− 1)
=O
((
1
n
+
1
m
)2)
,
a
(n,m)
1,1 =
4
(m− 1)2 −
4
m(m− 1)2 −
4
n2
+
4
mn2
+
4
m2n
− 8
mn
− 4
n(n− 1)2 −
8
n(n− 1)
=O
((
1
n
+
1
m
)2)
,
a
(n,m)
0,3 =−
12
(n− 1)2 +
8
n(n− 1)2 +
4n
(n− 1)2 = O
(
1
n2
)
,
a
(n,m)
0,2 =−
8
n− 1 +
8
n(n− 1) = O
(
1
n
)
,
a
(n,m)
0,1 =
4
n
− 4
mn
= O
(
1
n
)
.
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Similarly, b
(n,m)
2,1 := b2,1(n,m), b
(n,m)
2,2 := b2,2(n,m), b
(n,m)
1,1 := b1,1(n,m), b
(n,m)
1,2 := b1,2(n,m), b
(n,m)
0,1 :=
b0,1(n,m), b
(n,m)
0,2 := b0,2(n,m) are functions of n,m and are defined as
b
(n,m)
2,1 =
8
m2n2
− 4
(m− 1)2m2 −
4
(n− 1)2n2 = O
(
1
n4
+
1
m4
)
,
b
(n,m)
2,2 =−
4
m2n2
+
2
(m− 1)2m2 +
2
(n− 1)2n2 = O
(
1
n4
+
1
m4
)
,
b
(n,m)
1,1 =−
4
m2n
− 4
mn2
+
4
(m− 1)2m +
4
(n− 1)2n = O
((
1
n2
+
1
m2
)(
1
n
+
1
m
))
,
b
(n,m)
1,2 =
4
m2n
− 2
(m− 1)2m2 +
2
(n− 1)2n2 −
4
(n− 1)2n = O
((
1
n2
+
1
m2
)(
1
n
+
1
m
))
,
b
(n,m)
0,1 =
4
mn
= O
(
1
mn
)
,
b
(n,m)
0,2 =
2
(n− 1)2 −
2
(n− 1)2n = O
(
1
n2
)
.
In conclusion, σw(Z) = σ(ΓZ) = c0 + c1w + c2w
2 + c3w
3.
5.4 Proof of Lemma 2.4
Proof. Firstly, we can rewrite the distribution of
√
p(EDkn(ΓZ)−µ(ΓZ)), where Γ ∼ uniform(Pn+m)
and is independent of data, as the following,
P
(√
p
(
EDkn(ΓZ) − µ(ΓZ)
)
≤ t
)
=
min{n,m}∑
w=0
∑
Γ∈Sw
P (Γ = Γ)P
(√
p
(
EDkn(ΓZ) − µ(ΓZ)
)
≤ t
∣∣∣Γ = Γ)
=
min{n,m}∑
w=0
∑
Γ∈Sw
1
(m+ n)!
P
(√
p
(
EDkn(ΓZ)− µ(ΓZ)
)
≤ t
)
=
min{n,m}∑
w=0
∑
Γ∈Sw
1
(m+ n)!
P
(√
p
(
EDkn(ΓZ)− µw(Z)
)
≤ t
)
.
Then, under Assumption 1, for each w = 0, 1, · · · ,min{n,m} and any fixed Γ ∈ Sw, using the same
method as proving (4), we have
√
p
(
EDkn(ΓZ) − µw(Z)
)
d→ N (0, σw(Z)) . (9)
Then, we can derive the asymptotic distribution of
√
p(EDkn(ΓZ) − µ(ΓZ)),
P
(√
p
(
EDkn(ΓZ) − µ(ΓZ)
)
≤ t
)
p→∞−→
min{n,m}∑
w=0
∑
Γ∈Sw
1
(m+ n)!
P (N (0, σw(Z)) ≤ t)
=
min{n,m}∑
w=0
1
(m+ n)!
P (N (0, σw(Z)) ≤ t)
∑
Γ∈Sw
=
min{n,m}∑
w=0
1
(m+ n)!
P (N (0, σw(Z)) ≤ t)
(
m
w
)(
n
n− w
)
n!m!
=
min{n,m}∑
w=0
(
m
w
)(
n
n−w
)(
m+n
n
) P (N (0, σw(Z)) ≤ t),
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which is the cdf of the mixture of Gaussians N (0, σW (Z)), W ∼ Hypergeometric(m+n,m, n).
5.5 Proof of Theorem 2.1
Proof. 1, By Equation (9), for any fixed Γi ∈ Pn+m, we have
EDkn(ΓiZ)
p→ µ(ΓiZ),
consider Pn+m =
⋃min(n,m)
w=0 Sw =
{
Γ1, · · · ,Γ(n+m)!
}
, then


EDkn(Γ1Z)
EDkn(Γ2Z)
...
EDkn(Γ(n+m)!Z)

 p→


µ(Γ1Z)
µ(Γ2Z)
...
µ(Γ(n+m)!Z)

 .
Next, for any a ∈ R(n+m)!, we define the α-th quantile of the set {a1, · · · , a(n+m)!} as
Q1−α
{
a1, · · · , a(n+m)!
}
= min
{
ai : Rˆ(ai) ≥ 1− α
}
,
where Rˆ is defined as
Rˆ(t) =
1
(n+m)!
(n+m)!∑
i=1
I{ai≤t},
which is the same as Equation (6). We rewrite here to emphasize that we are considering quantile
on a discrete set. Then, we can view Q1−α as a continuous function on R(n+m)!, i.e.,
Q1−α : R(n+m)! → R
a 7→ Q1−α(a).
So, we have
Q1−α


EDkn(Γ1Z)
EDkn(Γ2Z)
...
EDkn(Γ(n+m)!Z)

 p→ Q1−α


µ(Γ1Z)
µ(Γ2Z)
...
µ(Γ(n+m)!Z)

 ,
which further implies that
EDkn(Z) −Q1−α


EDkn(Γ1Z)
EDkn(Γ2Z)
...
EDkn(Γ(n+m)!Z)

 p→ µ(Z)−Q1−α


µ(Γ1Z)
µ(Γ2Z)
...
µ(Γ(n+m)!Z)

 .
Recall that µ is define in Lemma 2.2 and we have
µ(Z) = µ(Γ0Z) = max
{
µ(Γ1Z), · · · , µ(Γ(n+m)!Z)
}
.
Notice that under the following condition{
n!m!
(n+m)! < 1− α if m 6= n,
2(n!)2
(2n)! < 1− α if m = n,
we have { |S0|
(n+m)! < 1− α if m 6= n,
|S0|+|Smin{n,m}|
(n+m)! < 1− α if m = n,
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which implies µ(Γ0Z) > Q1−α
{
µ(Γ1Z), · · · , µ(Γ(n+m)!Z)
}
. Then, as p→∞, it follows that
PHA
(
EDkn(Z) > Q1−α
{
EDkn(Γ1Z), · · · ,EDkn(Γ(n+m)!Z)
})
→PHA
(
µ(Γ0Z) > Q1−α
{
µ(Γ1Z), · · · , µ(Γ(n+m)!Z)
})
=1.
2, Let Hˆp denote the randomization distribution of
√
p(EDkn(Z)− µ(Z)), which is defined by
Hˆp(t) =
1
(n+m)!
(n+m)!∑
i=1
I{√p(EDkn(ΓiZ)−µ(ΓiZ))≤t}
=
1
(m+ n)!
min{n,m}∑
w=0
∑
Γ∈Sw
I{√p(EDkn(ΓZ)−µ(ΓZ))≤t}.
Denote the cdf of
√
p(EDkn(ΓZ) − µ(ΓZ)) as Hp(t), then
Hp
(
QHˆp,1−α
)
= PΓ,Z
(√
p
(
EDkn(ΓZ) − µ(ΓZ)
)
≤ QHˆp,1−α
)
=
min{n,m}∑
w=0
∑
Γ∈Sw
1
(m+ n)!
PZ
(√
p
(
EDkn(ΓZ)− µ(ΓZ)
)
≤ QHˆp,1−α
)
=EZ
(
Hˆp(QHˆp,1−α)
)
≥1− α,
where the subscript of PΓ,Z(·) means that the probability is calculated with respect to Γ and Z.
Since QHp,1−α = inf {t : Hp(t) ≥ 1− α}, we have
QHˆp,1−α ≥ QHp,1−α. (10)
The inequality (10) holds for any p ∈ [1,∞] is a consequence of the fact that this inequality holds
for any distribution F and G.
Next, µ(ΓiZ) = 0 for any Γi ∈ Pn+m follows directly from Lemma 2.2. Thus, √p(EDkn(ΓiZ)−
µ(ΓiZ)),
√
p(EDkn(ΓZ) − µ(ΓZ)) reduces to
√
pEDkn(ΓiZ),
√
pEDkn(ΓZ) respectively. Next, by
Lemma 11.2.1 in Lehmann & Romano (2006),
QHp,1−α → QH,1−α as p→∞.
Then, by inequality (10) and Slutsky’s Theorem, we have as p→∞,
Power = PHA
(
EDkn(Z) > QRˆp,1−α
)
= PHA
(√
pEDkn(Z) > QHˆp,1−α
)
≤ PHA
(√
pEDkn(Z) > QHp,1−α
)
→ P (N(0, σ(Γ0Z)) > QH,1−α)
= 1− Φ
(
QH,1−α√
σ(Z)
)
.
3, By a direct calculation, we get

a
(n,m)
2,3 + a
(m,n)
2,3 + a
(n,m)
2,2 + a
(m,n)
2,2 + a
(n,m)
2,1 + a
(m,n)
2,1 = 0,
a
(n,m)
1,3 + a
(m,n)
1,3 + a
(n,m)
1,2 + a
(m,n)
1,2 + a
(n,m)
1,1 + a
(m,n)
1,1 = 0,
b
(n,m)
2,1 + b
(n,m)
2,2 + b
(m,n)
2,2 = 0,
b
(n,m)
1,1 + b
(n,m)
1,2 + b
(m,n)
1,2 = 0.
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Then, for each w = 0, 1, · · · ,min(n,m), σw(Z) can be written as
σw(Z) =a
(n,m)
0,3 + a
(m,n)
0,3 + a
(n,m)
0,2 + a
(m,n)
0,2 + a
(n,m)
0,1 + a
(m,n)
0,1
+ b
(n,m)
0,1 + b
(n,m)
0,2 + b
(m,n)
0,2
=− 10
(n− 1)2 −
10
(m− 1)2 +
6
n(n− 1)2 +
6
m(m− 1)2 +
4n
(n− 1)2 +
4m
(m− 1)2
− 8
n− 1 −
8
m− 1 +
8
n(n− 1) +
8
m(m− 1) +
4
n
+
4
m
− 4
mn
,
which does not depend on w, thus we have
σ0(Z) = σ1(Z) = · · · = σmin{n,m}(Z).
Also notice that when σw(Z) are all equal, N (0, σW (Z)) = N (0, σ(Z)) . Thus,
lim
p→∞
PHA
(
EDkn(Z) > QRˆp,1−α
)
≤ α.
5.6 Proof of Proposition 2.1
• When ψ(x, y) = (x− y)2, ϕ(x) = √x,
2ϕ(exy) = ϕ(ex) + ϕ(ey)⇔ 4exy = ex + ey + 2√exey.
Then, we have
4exy − ex − ey − 2√exey
=4 lim
p→∞
1
p
p∑
u=1
E
[
(x1u − y1u)2
]− lim
p→∞
1
p
p∑
u=1
E
[
(x1u − x2u)2
]− lim
p→∞
1
p
p∑
u=1
E
[
(y1u − y2u)2
]
− 2
√√√√ lim
p→∞
1
p
p∑
u=1
E [(x1u − x2u)2] lim
p→∞
1
p
p∑
u=1
E [(y1u − y2u)2]
=4 lim
p→∞
1
p
p∑
u=1
(E(xu)− E(yu))2 + 2 lim
p→∞
1
p
p∑
u=1
(var(xu) + var(yu))
− 4
√√√√ lim
p→∞
1
p
p∑
u=1
var(xu) lim
p→∞
1
p
p∑
u=1
var(yu)
Notice that by the AM-GM inequality
2 lim
p→∞
1
p
p∑
u=1
(var(xu) + var(yu)) ≥ 4
√√√√ lim
p→∞
1
p
p∑
u=1
var(xu) lim
p→∞
1
p
p∑
u=1
var(yu),
with equality holds iff
lim
p→∞
1
p
p∑
u=1
var(xu) = lim
p→∞
1
p
p∑
u=1
var(yu).
Thus, we have
4exy = ex + ey + 2
√
exey ⇔
{ ∑p
u=1(E(xu)− E(yu))2 = o(p)∑p
u=1(var(xu)− var(yu)) = o(p).
(11)
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• When ψ(x, y) = (x− y)2, ϕ(x) = − exp(− x2γ2 ), by AM-GM inequality
exp
(
− ex
2γ2
)
+ exp
(
− ey
2γ2
)
≥ 2
√
exp
(
−ex + ey
2γ2
)
,
where the equality holds iff ex = ey. Then, it can easily seen that
2
√
exp
(
−ex + ey
2γ2
)
≥ 2 exp
(
− exy
2γ2
)
⇔ 2exy ≥ ex + ey
⇔ 2 lim
p→∞
1
p
p∑
u=1
(E(xu)− E(yu))2 ≥ 0
and inparticular
2
√
exp
(
−ex + ey
2γ2
)
= 2 exp
(
− exy
2γ2
)
⇔ 2 lim
p→∞
1
p
p∑
u=1
(E(xu)− E(yu))2 = 0.
Thus, we have
2 exp
(
− exy
2γ2
)
= exp
(
− ex
2γ2
)
+ exp
(
− ey
2γ2
)
⇔
{
ex = ey
2 lim
p→∞
1
p
∑p
u=1(E(xu)− E(yu))2 = 0.
⇔
{ ∑p
u=1(E(xu)− E(yu))2 = o(p),∑p
u=1(var(xu)− var(yu)) = o(p).
• When ψ(x, y) = (x− y)2, ϕ(x) = − exp(−
√
x
γ ), we have
exp
(
−
√
ex
γ
)
+ exp
(
−
√
ey
γ
)
≥ 2
√
exp
(
−
√
ex +
√
ey
γ
)
,
where the equality holds iff ex = ey. Similarly,
2
√
exp
(
−
√
ex +
√
ey
γ
)
≥ 2 exp
(
−
√
exy
γ
)
⇔ 2√exy ≥ √ex +√ey
and
2
√
exp
(
−
√
ex +
√
ey
γ
)
= 2 exp
(
−
√
exy
γ
)
⇔ 2√exy = √ex +√ey.
Thus, by equation (11), we have
2 exp
(
−
√
exy
γ
)
= exp
(
−
√
ex
γ
)
+ exp
(
−
√
ey
γ
)
⇔
{
ex = ey,
2
√
exy =
√
ex +
√
ey.
⇔
{ ∑p
u=1(E(xu)− E(yu))2 = o(p),∑p
u=1(var(xu)− var(yu)) = o(p).
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• When ψ(x, y) = |x− y|, ϕ(x) = x,
2ϕ(exy)− ϕ(ex)− ϕ(ey)
=2 lim
p→∞
1
p
p∑
u=1
E [|x1u − y1u|]− lim
p→∞
1
p
p∑
u=1
E [|x1u − x2u|]− lim
p→∞
1
p
p∑
u=1
E [|y1u − y2u|]
= lim
p→∞
1
p
p∑
u=1
(2E [|x1u − y1u|]− E [|x1u − x2u|]− E [|y1u − y2u|])
= lim
p→∞
1
p
p∑
u=1
ED(Fu, Gu)
5.7 Proof of Proposition 2.2
• When ψ(x, y) = (x − y)2, under the condition that E(xruxr
′
v ) = E(y
r
uy
r′
v ) for any r, r
′ =
0, 1, 2;u, v = 1, · · · p, we have
E[(x1u − x2u)2(x1v − x2v)2] = E[(y1u − y2u)2(y1v − y2v)2] = E[(x1u − y1u)2(x1v − y1v)2],
which would further imply that vx = vy = vxy. Similarly, we can show that cx,xx = cx,xy =
cx,yy = cy,xx = cy,xy = cy,yy.
• When ψ(x, y) = |x− y|, under the condition that (xu, xv) =d (yu, yv) for any u, v = 1, · · · , p,
we have
E[|x1u − x2u||x1v − x2v|] = E[|y1u − y2u||y1v − y2v|] = E[|x1u − y1u||x1v − y1v|],
which would further imply that vx = vy = vxy. Similarly, we can show that cx,xx = cx,xy =
cx,yy = cy,xx = cy,xy = cy,yy.
24
Table 3: The constants in Σ(Z)
Constants # of times appeared in Σ(Z)
vx = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, x2u), ψ(x1v , x2v)]
(
n
2
)
cx,xx = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, x2u), ψ(x1v, x3v)] 2n
(
n−1
2
)
vy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(y1u, y2u), ψ(y1v, y2v)]
(
m
2
)
cy,yy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(y1u, y2u), ψ(y1v, y3v)] 2m
(
m−1
2
)
vxy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, y1u), ψ(x1v , y1v)] nm
cx,yy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, y1u), ψ(x1v, y2v)] 2n
(
m
2
)
cy,xx = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, y1u), ψ(x2v, y1v)] 2
(
n
2
)
m
cx,xy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(x1u, x2u), ψ(x1v , y1v)] 2n(n− 1)m
cy,xy = lim
p→∞
1
p
p∑
u,v=1
cov[ψ(y1u, x1u), ψ(y1v, y2v)] 2m(m− 1)n
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Table 4: Number of times the constants show in the submatrices
Σ1,1 Σ1,3 Σ2,2 Σ2,3 Σ3,3
vx
(
n−w
2
) (
w
2
)
(n− w)w
cx,xx 2(n− w)
(
n−w−1
2
)
2(n− w)(n − w − 1)w 2w(w−12 ) 2w(w − 1)(n− w) 2(n− w)(w2)+ 2w(n−w2 )
vy
(
w
2
) (
m−w
2
)
(m− w)w
cy,yy 2w
(
w−1
2
)
2w(w − 2)(m− w) 2(m− w)(m−w−12 ) 2(m− w)(m− w − 1)w 2w(m−w2 )+ 2(m− w)(w2)
vxy (n− w)w (m− w)w w2 + (n− w)(m − w)
cx,yy 2(n− w)
(
w
2
)
2(n− w)w(m − w) 2w(m−w2 ) 2w(m− w)w 2(n− w)(m−w2 )+ 2w(w2)
cxx,y 2w
(
n−w
2
)
2w(n− w)w 2(m− w)(w2) 2(m− w)w(n − w) 2w(w2)+ 2(m− w)(n−w2 )
cx,xy 2(n− w)(n− w − 1)w 2(n− w)(n− w − 1)(m− w) 2w(w − 1)(m− w) 2w(w − 1)w 2(n− w)r(m − w) + 2w(n− w)w
cy,xy 2w(n− w)(w − 1) 2w(n− w)(m− w) 2(m− w)w(m − w − 1) 2(m− w)w2 2w(m− w)w + 2(m− w)(n− w)w
2
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