We consider the following NP optimization problem: Given a set of polynomials Pi(.), i = 1 . . . s of degree at most 2 over G F b ] in n variables, find a root common to as many as possible of the polynomials Pi(.). We prove that in the case when the polynomials do not contain any squares as monomials, it is always possible to approximate this problem within a factor of & in polynomial time. This follows from the stronger statement that one can, in polynomial time, find an assignment that satisfies at least of the nontrivial equations.
Introduction
Recently, there has been meaningful progress concerning the hardness of approximation problems [9, 2, 4, 3, 13, 11; 61, showing that the approximation of various NP optimization problems is NP-hard. At the heart of these results stands a new characterization of the class N P as all languages whose membership proofs can be verified probabilistically, reading only a few bits of the membership proof, and using a small *Partially supported by NSF Grant CCR-9010517 and grants from Mitsubishi and OTL. 261 0-8186-363O-OB3 $3.00 0 1993 IEEE number of random bits. The proof of that characterization uses quite powerful techniques and is rather complicated. As yet we do not know of a simple proof for that characterization, or of a different proof for the hardness of these approximation problems. Finding a simpler proof for that characterization would be meaningful progress, possibly yielding other results, such as closing the gap between the factors of approximation known to be tractable and those known to be NP-hard.
This note studies an optimization problem, related to problems studied in the abovementioned work, whose approximability can be determined using fairly simple techniques. The problem is: given a set of degree 2 equations over a finite field of size p , where p is a small prime, determine the maximal number of equations that can be satisfied by a single setting of the variables. For the case where the polynomials contain no squares we first prove that this number can be approximated to within a factor in polynomial time. This is established by
showing that for any set of nontrivial equations it is always possible to find in polynomial time an assignment that satisfies a fraction at least 1 -f of the equations.
On the other hand, we show that approximating the maximal number of polynomials satisfiable concurrently to within a factor of p -E is NP-hard. In fact we prove slightly more, namely that it is NP-hard to determine whether it is possible to satisfy all equations simultaneously or only a fraction $ + E .
The bounds imply that the gap between the P P factor to which our problem can be approximated and the factor for which it is NP-hard to approximate is essentially a which can be made as close to 1 as desired by choosing p large.
Nonapproximability results for sets of polynomial equations over the rational numbers have been obtained by Bellare and Petrank [12] , and more general nonlinear optimization has been studied by Bellare and Rogaway [7] . However, in both these cases, the nonapproximability results use the complicated techniques originating from interactive proofs. We strengthen the results of Bellare and Petrank and show, without using any complicated techniques, that when the field in question is the rational numbers or the real numbers, then our problem cannot be approximated within n6 in p constant 6 < 1.
An outline of the paper is the following: In Section 2 we state our problem formally. We prove our positive results in Section 3 and the negative results in Sections 4 and 5, and end with some remarks.
The problem
Let p be a fixed prime. We consider the following problem: an instance is a set of polynomial equations of degree at most 2 in n unknowns over GFbI 7
We assume that none of the polynomials contains any monomial z: and that none of the polynomials is a constant. We want to find an assignment to the variables which satisfy as many as possible of the equations. Let us call the problem QS,, where QS stands for quadratic solvability.
Remark: Disallowing constant polynomials is
just a matter of definition, while not allowing any square terms is a restriction. The reason for this restriction is simply to keep this note as simple as possible.
The approximation algorithm
In this section we prove Proof: We will assign the variables one by one and in the process keep a potential of the left hand side of the equations nondecreasing. The potential of a nonconstant polynomial of degree 2 is (p -l )~-~, the potential of a nonconstant linear polynomial is p-', while the potential of 0 is 1 and the potential of other constants is 0. o l y~~~i R~~,~~~~~p o n d s to a lower bound on the fraction of inputs that satisfy the equation. Our algorithm tries to find an assignment which satisfies as least the same number of equations as a random assignment does on the average. The potential is used to guide this search.
When assigning a variable xi we evaluate the potential of the p possibilities (i.e. setting xi = a for a E {0,1,. . . p -1)) and make the assignment which gives the largest potential. We need to check that the potential will never decrease using this procedure. We do this by proving that the average of the potential of the p possibilities is at least the potential before xi is assigned a value.
The only way the potential of an equation can go down is that it transforms into a nonzero constant. Suppose the assignment z i = 0 transforms Pj to the constant 1. There are two cases, either the original equation was of degree two or of degree one. The second case is easy since if Pj is nontrivial linear, some other assignment of zi will give Pj = 0. This means that out of p assignments, one will give potential 1 (and all others will give 0) and thus the average potential remains the same.
If Pj was of degree two then it must be of the form xiL(x) + 1. Here L ( x ) is a nontrivial linear polynomial which does not contain xi and hence any other assignment than xi = 0 will give a nontrivial linear function. Thus in this case we get the potential p-l in p -1 cases and thus also in the average potential remains the same.
of the equations.
Because the average potential of the p alternatives is at least the original potential, picking the maximum will ensure us to keep at least the initial potential. The potential is initially at least s(p -l )~-~ and hence the final assignment must satisfy at least s(p -~) p -~ equations.
Remark The problem with allowing square terms is clear in this proof since equations of the form xi + c = 0 might not allow any solutions.
Impossibility of good approximat ions
In this section we prove the following theorem: We will first prove that it is NP-complete to determine if we can satisfy all equations. where the summation is in GFCp]. If the original system was satisfiable, it is possible to satisfy all T equations using the same assignment. On the other hand if the system was not satisfiable, by the above property for the set A, no assignment will satisfy more than (g + 5) . equations. This implies that if there is an approximation algorithm satisfying the assumption of Theorem 4.1, then this can be used to solve an NP-complete problem in polynomial time and thus the proof is complete.
Theorem 4.2 Given an instance of QSp it is NP-complete to determine whether it is possible to satisfy all equations simultaneously.

Approximating quadratic equations over the rationals and reals
In this section we generalize the negative results of Section 4 to the real field R and the rational field &.
For a field 3, let us denote by QSF the following problem: given a set of polynomial equations of degree 2 over F, determine the maximum number of equations that can be simultaneously satisfied. Below we use n to denote the total number of nonzero coefficients in all the equat ions. Proof: We first note that the proof of Theorem 4.2 shows that the exact problem is N Phard, regardless of the field. Starting from the system of quadratic equations over 3 used in Theorem 4.2, we construct a new quadratic system by taking many linear combinations of the original quadratic equations. We could derive nonapproximability within n ' for S < 1/2 by determining the coefficients of the linear combinations as in Theorem 4.1. (Indeed, nonapproximability within any constant factor smaller than 2 can be derived using the field GF(2)). However, we obtain the stronger result by defining the coefficients as follows.
Let S be the set of equations used in the proof of Theorem 4.2, and let s = (SI. We start by selecting a prime p so that p / s M (ps)'. Let 
for i where E;=, a)yj = 0 S for i where E;=, a)yj > 0 S for i where E;=, a j y j < 0
Clearly, in case F = & this system has a rational solution, but this holds also for F = R (since a solution in reals, to a linear system, implies one in rationals). Let us denote the rational solution by w. Let I be the lcm of the integers appearing as denominators in w. Let w' = lw, so w' is an integer vector which also satisfies the above linear system. Let g be the gcd of the integers appearing in w', and set w" = w'/g. Then, w" is an integer vector that is not divisible by p .
Lastly reduce each entry of w" modulo p , to get a non-zero vector w' " E GFk]", for which Bw'" (where operations are over GFCp]) has at least as many zeroes as By, and hence B y has at most s zero entries.
Conclusions
We have studied a fairly natural approximation problem and without any sophisticated techniques we have proved that this problem can be approximated within a factor of 5 but not within a factor significantly smaller than p . It is not clear to us how this ties in with existing results. The problem does not seem to be in MAXSNP. One might hope that the technique used for the lower bound might be useful in obtaining strong results for more central problems.
