Contents

-based dataset
The dataset we used contains experimental measurements of standard reaction Gibbs energies, ∆ r G 0 , for 697 unique reactions. To derive this dataset, we followed Noor et al. [1] and utilized their datasets (https://github.com/eladnoor/component-contribution) which consist of 4544 reactions from TECRDB [2] , 13 redox reactions, and formation reactions of 224 compounds [3, 4] . The composition of the formation reactions of compounds was set based on the natural state of 13 elements: H, C, N, O, F, P, S, Mg, Cl, Mn, Fe, Br, and I.
The thermodynamic data were first mapped to the corresponding standard transformed Gibbs energies based on their specific biological conditions. For example, apparent equilibrium constant, K , was mapped to the corresponding standard transformed Gibbs energy of reaction, ∆ r G 0 , using the relation
To convert ∆ r G 0 into the corresponding ∆ r G 0 , we applied a script based on the Legendre transformation implemented by Noor et al. [5] . In this step, thermodynamics of pseudoisomers was taken into consideration, and each group of isomers was replaced by a representative "chemical compound."
Many reactions from TECRDB had duplicates. For each duplicate reaction, we computed the median of ∆ r G 0 and used it as the observed value. With this, we generated a dataset of ∆ f G 0 for 697 unique reactions. In these 697 reactions, there were 681 unique chemical compounds that participate. We manually inspected these 681 compounds to see whether or not each of them has a concrete 2D structure by first identifying the InChI format of its structure. Those with either InChI or SMILES representations are further examined to see if their structures are concrete or if they are generic. With these inspections, 640 were determined to have concrete 2D structures, while the other 41 compounds were found not to possess concrete structures.
S2 Mapping of compounds to their 2D fingerprints and molecular descriptors
In this study, we used the PubChem fingerprint scheme, the Open Babel FP4 scheme, MACCS keys, and RDKit molecular descriptors to represent compounds with known 2D structures. This mapping was implemented in Python. 
S3 Preprocessing of the KEGG REACTION dataset
The version of the KEGG REACTION dataset that we used consists of 10668 biochemical reactions. Of these KEGG reactions, 438 were either polymerization reactions or reactions that contain Glycans, and we excluded them for our analysis. In the remaining 10230 reactions, generic reactions with variable stoichiometric coefficients were changed to corresponding concrete reactions by replacing variable "n" by 2. Then, we inspected these reactions for the participation of compounds with unknown or generic 2D structures and for chemical imbalance. We found that there were 2047 biochemical reactions which used compounds with unknown or generic 2D structures. Among these 2047 reactions, however, 95 were found to be represented by the use of the 41 compound-specific features from the Noor et al.-based dataset. Thus, we excluded 1952 reactions in the KEGG for the participation of compounds with unknown or generic 2D structures. Next, we inspected the remaining KEGG reactions for chemical imbalance. Before doing this, however, we attempted to balance electronic charges in biochemical reactions as many as possible. To this end, we followed the approach taken by Equilibrator [6] . For example, to correct the charge imbalance of a half-reaction, NAD and NADH were added to that reaction. With this, we found that 349 reactions were not chemically balanced.
Through the use of these inspections, thus, we concluded that 2301 out of the 10230 reactions were deemed to be invalid for our purpose. As a result, we used 7929 biochemical reactions from the KEGG REACTION dataset for the performance analysis.
S4 Model performance using only neural fingerprint
We extracted the neural fingerprint [7] of the compounds using the publicly available tool. The neural fingerprint schema has a fixed length of 50 features which can be used to represent such a compound. Our goal is to check if the neural fingerprint could contribute for a higher prediction accuracy of the standard Gibbs free energy. We performed LOOCV experiments using only the neural fingerprint. The first row in table S4 shows the results of ridge regression for the best λ ridge value without feature selection.
The other experiment is that we removed the features that are highly collinear (ρ = 0.99). This feature selection procedure removed 45 features out of 50 features from the neural fingerprint. The total number of the remaining features from the neural fingerprint is only five features. Then, we performed LOOCV using lasso with different λ lasso values. The second row in table S4 shows the best λ lasso results after removing the collinear features.
The last experiment, we analyzed the weights (coefficients) of the best lasso results by checking the total number of zero weights of each feature across all the LOOCV models. Lasso weighted three neural fingerprint features to have zero coefficients in all the LOOCV models. So, the remaining two features have been used to perform the final ridge model. The third row in table S4 shows the ridge regression results of the LOOCV for the best λ ridge using the final selected features.
S5
The contribution of the neural fingerprint
S5.1 Lasso performance after removing collinear features
We concatenated the previously used features with the neural fingerprint. Then, we removed the features that are highly collinear (ρ = 0.99) as we have done previously. This also removed 45 features out of 50 features from the neural fingerprint. Then, we performed LOOCV using lasso with different λ lasso values. Table S5 shows the best λ lasso performance after removing the collinear features when including or excluding neural fingerprint.
S5.2 Ridge performance on the selected features
We analyzed the weights of the best LOOCV lasso results (when λ lasso = 0.1) by checking the total number of zero weights of a feature across the LOOCV models. The five features from the neural fingerprint have zero weights in all the models except one feature has nonzero weight in one LOOCV model. We performed ridge models using different values of the threshold θ which is a threshold for the number of zero weights of each feature across all lasso LOOCV models. All the features from the neural fingeprint did not go through the above mentioned feature selection procedure. That is why we observe similar performance in table S6.
S6 Neural network performance
In this section, we performed 5-fold cross validation (CV) to compare the performance of the state-of-the-art methods and FC method when using the previous approach (named here as ridge) and neural network (NN) method. The assumption of using NN is that non-linear models could have better performance over the linear models in our problem if we violate the first law of thermodynamics. For example, by having a reaction going from A => B => C => A, the sum of the ∆G of these three reactions must be zero. We fine-tuned NN parameters such as the hidden layers, number of nodes in each layer, and the learning rate. We performed experiments using one hidden layer and two hidden layers, the number of nodes in each hidden layer are as follow: 1, 2, 5, 10, 20, 50, 100, 200, 300, and 400 nodes, and the learning rate is as follow: 0.0001,0.001, 0.01, 0.1 and 1. When we used NN, we used all the features except the zero features are removed. We performed the same splits for the 5 folds. Table S7 shows the performance comparison between the NN model (the best results after fine-tuning) and the other methods. The NN model performs worse than ridge regression because NN model violates the first law of thermodynamics. Tables   Table S1 . Validation results from various λ lasso values for the lasso-based feature filtering. The row in bold face represents the optimal value. a Neural fingerprint (NF) features are included in the lasso models.
b Neural fingerprint (NF) features are excluded from the lasso models.
The difference in the performance is not significant because none of the NF features were selected for the final features. a This is the best performance achieved where the NN model has two hidden layers, the first hidden layer has 400 nodes and the second hidden layer has 300 nodes and the learning rate is 0.001.
