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We study the minimal spanning trees of a connected graph G = (X, U) where U is partially 
preordered (or quasi-ordered). We characterize several kinds of optimal spanning trees and 
give conditions for existence of strongl3,' optimal tress. Generalizations to ba~s of matro'ids 
(binary matro'ids in part 2) are immediate. Some of our results are given in terms of Krogdahi's 
dependance graphs. Thcy imply previous results of Rosenstiehl and Gale in the ca.~ of linear 
orders or pr,:orders. 
On 6tudie les arbres minimaux d'un grapb.e conne~e G = (X, U), oh U e.st partiellemenl 
pre3c, rdonn~.. On caract6rise diverses sortes d'arbres ol~timaux et on donne des conditions 
d't;xistence des arbres fortement optimaux. Des g6ngralisations aux bases de matro'ides (matroides 
bi',,~;;,:~ dans la pattie 2) sont immgdiates. Certains de nos r~sultats utilisent les graphes de 
dO'. ...zce de Krogdahl. lls impliquent des r~sultats de Ro~enstiehl et de Gale dans les cas 
• : .cs el de prgordres totaux. 
0. ln~'oduct lon 
L 'arbre min imum d'un graphe dont les arStes sont valu6es par des nombres r6eis 
positifs est l 'un des objets  combinato i res  les mieux connus. Son 6tude, 
commenc6e sans doute  par Boruvka  [2], a 6tabli l ' int6r6t de ses nombreuses 
propd6t6s et s 'est pr6.*6e ?l d ' importantes  g6t16ralisations: l 'a lgor i thme A de 
Kruskal [11] a 6t6 le premier  exemple  d 'a lgor i thme glouton. En pratique, l 'arbre 
min imum joue un r61e important  en recherche op6rat ionnel le  t en taxonomic  
math6mat ique.  
C'est  ~ propos de cette derni~re, utilis6e darts les sciences sociales o~ l 'on est 
f r6quemment  amen6 5 consid6rer des variables non num6riques,  que nous nous 
sommes int6,ress6 au cas o/a il peut y avoir des paires d'ar6tes incomparables,  
c 'est-h-dire o/a l 'ensemble  U des ar6tes du graphe G consid6r6 est muni  d 'un 
pr6ordre P quelconque,  non forc6ment  total. L' int6r6t du probli~me est aussi 
apparu dans des contextes plus th~oriques: F lament  [5, 6] a caract6ris6 les families 
de sous-arbres d 'un arbre par l 'existence d 'un arbre min imum dans un certain 
graphe (part iel lement) pr6ordonn6.  
0012-365X/83/$3.00 (~) 1983, Elsevier Science Publishers B.V. (North-Holland) 
16(I C Flament. B. Leclerc 
Le pr6ordre ~<p induit sur I 'ensemble M des arbres de G par le pr6ordre P 
n'admel en effel pas l~ujours d'616ment minimum. On distingue imm6diatement 
quatre types d'arbres opting_aux, I'existence des deux dernit;rs 6tant seule assur6e: 
arbre seul minimum, ~rbre minimum, arbre minimal, arbre Iocalement minimal 
(pour le dcrnier 'localement" se r6f~re au graphe des arbr,:s d 'un graphe 6tudi6 
par Hakimi [8] et g6n6ralis6 au graphe des bases d'un malroide par Maurer 114, 
151). 
Un ccrlain nombre de r~sultats sur | 'exislence l la caract6risation de ces arbres 
optimaux avaicnl 616 oblcnus par deux approches diff6rentes. L'une, suivant ies 
t ravaux de Rosenstiehl [16] darts le cas classique, consid~re les restrictions de P 
aux cycles ct cocycles dc G (Fiament [51, Leclerc [13]~. L'autre part de la 
consid6ration d'ordres et de pr6ordres totaux li6s h P, de fa~;on "~ se ramener au 
cas classiquc (Leclerc [121). Cepe~ldant, on n'6tait pas parvenu "h caract~.riser les 
arbrcs minimaux dans le cas le plus g6n6ral. C'esl ce qai est fait ici, gr~ice "~ 
I'ulilisation ties propri6t~s du graphc de d6pendance F,,, ~ssoci6 a I )ut arbre A 
(Krogdahl [ 10]). Nous obtenons deux caract~risalions des arbres mio~maux, l 'une 
par I'cxclusion d'un certain type de configurations I Th,~or~nm 4.3.), rautre comme 
arbrcs mininnnns corrcspondanl a cerlains pr6ordres totaux sur U (Th6or6me 
4.4.). i.a scconde caracldrisation permet d 'oblenir  praliquemc:~t des arbres 
minimaux. Dc plus nous simplifions et unifions unc bom~e parti, de,~ r6sultats 
t~btenus prt3c~demmcnl. 
i.es d6finilions cl propri616s conccrnant les graphes ont prises daqs '," livre de 
Bcrgc [11, saul ccllcs donn6.cs au Paragraphe 1. Au Paragr~tphc 2, nous 
ddtini.ssons la relation tic d6pcndancc !',~ el nous d)nnons t:l th6or~me 
l',rdliminairc qui conlpl~Ic un dt:s r6sultats de Krogdahl. ,t,u Para~ rdphe 3, nous 
dludions le pr6ordre <~,. 1.es caracl,.3risations des arbres opl imaux sont donn6es 
au Paragraphc 4 et les coo.dition~ d'cxistence pour Its plus forts types d'optimalit6 
au Paragraphc 5. Enlin. on prOcise au Paragraphe 6 Its cas oh P t.,;! un ordre 
(parlicl) ou un prt3~rdre total. 
I /art icle a 6t6 r6dig6 dans les Icrmcs qui nous sont les plus famili,3rs, ceux des 
arbres d'un graphe. Los rdsultats du Paragraphe 2 concerne;~t en fail les matroides 
bmaircs. En substiluant au Corollaire 2.4.1., un r6sultat cl~ ssique plus gen6ral de 
Brtmldi [3], Its rdsultats des Paragraphes 3 h 6 se g6n6rali:;ent sans difficult6 aux 
bases d'un matroide fini. On a pris soin de r6diger les dc3moastrations de sorte que 
cello Iransposititm soil immediate, avec les 6q,.fivalents arbre/base, 
coarbrc/cobasc, ycle 616mentaire/circuit, cocyclc 616mentaire/cocircuit, en se 
rdfdrant au livre de Welsh [171. 
I. Gen6, alit6s 
1.1.1. ()n consid~rc un graphe :;imple connexe G = IX, U ,  ofJ X est I 'ensemblc 
fini tics sommets de G et U une parlie de I 'cnsemble des p~trties de X de cardinal 
2. U cst I'ensenlble ties ar61es de G. On pose IXJ = n, IuI = m. 
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Un cycle C est une partie de U telle qu'il existe une suite (x~, x2 . . . . .  Xlcl) 
d'616ments de x telle que {x~, x~+~}~ C, pour i = 1 . . . . .  IcI (modulo IC[). Un cycle 
616mentaire st un cycle minimal pour l'inclusion. Un cycle g6n6ralis6 est une 
union de cycles disjoints, ou bien l'ensen~ble vide. On note q~ (resp. qg) l'ensemble 
des cycles g6n6ralis6s (resp. des cyc!~,~s 616:mentaires) de G. 
Soit X'c_X. On pose D(X ' )= {u ~ U:  ju N X'[ = 1}. Un cocycle est un 616ment 
de ~ = {D(X ' ) :X '  c X}. Un coc'..cie 616mentaire est un cocycle non vide minimal 
pour I'inclusion. On note ~ I'ensemble des cocyles 616mentaJres de G. 
Soit A c_ U. Deux des trois propri6t6s suivantes impliquent la troisi~me: (i/ 
VDe~,  A~D¢O,  (ii) IAJ= n - l ,  (iii) VCe  cg, C~A.  A est un arbre de G si A 
v6rifie ces propri6t6s. Un coarbre Best  urt ensemble d'ar6tes tel que U-  Best  un 
arbre. On note Met  ~ I'ensemble des ~rbres et des coarbres de G. 
1.1.2. L'ensemble ~,~/_1) des parties de U" est un vectoriel sur le corps de Galois 
GF(2), avec pour addition la diff,.fence svm6trique ,5. d6finie par: 
VV, V 'c_U VAV '=(Vt_ JV ' ) - iV t -~V ' ) .  
et ff sont des sous-espaces orthogonaux de P(U) pour ia'ft,rme bilin~aire 
(V, V ' )= IVCI V'J (modulo 2). 
En cons6quence, q~ e~,t l'ensemble ties circuits d'un matroide bil~aire M(G) sur U 
dont i'ensemble M est I'ensemble des bases. 5~ et ~ sont les ensembles ~le'-: 
circuits et des bases du matroide dual JR*(G), c,u des cocircuits ct cobases de 
J~(G). 
1.2.1. Soient deux ensembles finis E et F. Une relation de • de E vers F est une 
partie de E× F. On lui associe le graphe biparti (E, F, @). Soient E 'c  E, F '~ F. 
On t~crira (E', F'.@) le sous-graphe biparti (E ' , F ' ,@tq(E 'xF ' ) ) .  On 
consid~rera souvent le cas oO IE I  = IFI e~ oh I'on a une bijection/3 : E ~ F./3 sera 
parfois identifi6e ~ l'ensemble {(e,/3(e)) : e e E}. 
1.2.2. Lemme. Soit (/5, F, 4) un gra;~he biparti tel que pour tout E 'c  15, le 
sous-graphe biparti (E', F, 4)  a un sommet de F de degr~ impair. Alors il existe un 
couplage de E dans F. 
D~monstratlon. Soit E '  ~ E, et soit F '  =-- {f~ F: 3e ~ E ' :  (e,/3 ~ -'~}. On consid~re, 
comme en 1.1.2, ie vectoriel ~(F ' )  sur le corps GF(2) et les vectc,lrs 4 (e )= 
{fc  F ' :  (e,/3 ~ 4}, e c E' .  La condition d'imparit~ 6quivaut a Ae,~.:, 4(e)  ¢ 0. Les 
IE'I vecteurs 4(e),  e~E'  sont des vecteurs ind6pendants dans un espace de 
dimension IF'I, ce qui implique IE'I ~< IF'I (et en particulier IEI <~ IFJ). Le "l'h6:~r~me 
de K~Snig-Hall (cf. M. Hall, Jr. [9], Ch. 5, et 13erge [1], Ch. 7) 6tablit ~ior,, 
l'existence d'un couplage de E dans F. 
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2. Relation de dM~endance assoc i~ it un arbre 
2.1, Soient A un arbre du graphe G = (X, U), u E A, r e U -  A. On note C~ le 
cycle unique inclus darts A U{v} et D~ le cocycle uniqae tel que A D,, f3A ={u}. 
On a u ~ C~ ¢:~ v ~ D~. {D~ : u ~ A} est une base du wctor ie l  ff et rappl icat ion 
D- - -~DtqA est un isomorphisme ntre les vectoriels ~ et ~(A) .  De m6me, 
{C~: t 'e  U-A} est une base du vectoriel qg et l 'appli , 'al ion C--o C -A  est un 
isomorphisme ntre les vectoriels ~ et ~(U-A) .  
2.2. l l]~iail ion. A 6rant un arbre de Get  B = U-A  s~n coarbre, la relation de 
d~pendance FA de A vers B est d6finie par (Krogdahl [12]): 
(u ,v )c r ,x  ¢~ reD, ,  A ¢~ u~C~.  
2.3. Proposi l ion. Soient A un arbre du graphe Get  Z c_ A, Z '  ~ B = U - A.  Alors 
A~=(A-Z)L JZ  ' c,mtient un arbre ssi pour route pcrt~e non vide YcZ ,  le 
sous-graphe biparti ( Y, Z ' ,  FA) a un ~l~ment de Z '  de c!egr~ intpai:. 
Demonmat ion .  II faut monitor que, pour tout De  ~, .3n a D 1"3 A ' / :  O. Ceci est 
6videm si DNA~-Z.  Sinon, posons Y=DNA.  On a D=L, , , -vD~ et la 
condition ~'quivaut .h D I"1Z' ¢ ¢. 
Th6o~me.  Soient A un arbre de G, Z ~_ A, Z '  c_ B = U - A. A '  := : A - Z)  U Z '  est 
tm arbre de (~ ssi deux des trois conditions suiuant.es o ~t r~alis~es: 
(~,! IZ l -  Izq. 
(b) Pour route pattie non vide y c Z, le sous-gr, phc biparti (-" Z'. f a) a un 
dl~ment de Z'  de degr~ impair. 
(c) Pour mule partie non vide y'c_ Z' ,  le sous-graphe biparti (Z,, Y', FA) a un 
~l~ment de Z de degr~ impair. 
13~monstration. (a) 6quivaut a !A'I = n-- 1. (a) et (b) e~ltralnenl dor, c que A '  est 
,n  ~rbre. Par dualit6 arbre/coarbre, cycles/cocycles on obtient un,: analogue [i la 
proposition pr6c6dente 6iablissant que (c) 6quivaut [~ ce que B ' :  (B -Z ' )UZ 
contienne tlt~. coarbre. Done (a) et (c) entrahaent que /3' soit u:l coarbre ct A '  un 
arbrc. Fnfin ',b) ct (c) entraine que A contient c tes t  incius da:~s un azhre, done est 
un arbre. 
Remarque. Lc th~or/~me pr6c~dent porte en fail sur l~'s matroides binaires. II 
compl/:te el sym&rise le Lemme 8.1 de Krog,ahl .  L 'obtention d'une 
caractt3risation a alogue des bases d'un matroide quelc'.,nque est un probl~:me r,on 
r~3solu a notre connaissance. 
Corolhfire. Soient A t,n arbre de G, u ~ A. v ~ U-  A (A - {u}) U{v} est un arbre 
ssi (u. v) c I~. 
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2.4,1. ~ (Brualdi [3]). Soient A et A '  deux bases d'un matrofde sur U. Ii 
existe un biiection ~] : A- -A ' - - -*  A ' -A  telle que ~ ~--FA. 
Dans le cas des arbres d'un graphe G = (X, U) (et des bases d'un matroide 
binaire), ce th6or~me s'obtient comme corollaire du Lemme 1.2.2. et du 
Th~or~me 2.3 ci-dessus. 
]k4.2. Soient zd i'ensemble des arbres de G et, pour Ae .~,  V(A)= 
{A'~ :IAAA'I = 2} rensemble des waisins de A. Dans la suite, o~-~ associera une 
lois pour toutes, h tout couple (A, A')  d'arbres distincts, I'une des bijections dont 
I'existence a 6t6 6tablie par le Th6or~ne 2.4.1, et on notera 3'a/A, cette biject~on. 
I~roposition. I~.~ = I..IA,~ 'YA/A" = I._JA,',-_-r~A) 7A/A". 
13~moF~tration. Urq:A) 7A/A-c--U~ 3'A/,~ .~ - 1A est 6vident. Le Coroilaire 2.3. 
entrahle FA c I.JreA~ 3'A/A"- 
3, Pr~,ordre sur les arbres d'un graphe pr~ordonn~ 
3.1. Graphe pr6ordonn~ 
Si P est un pr6ordre sur l 'ersemble U ties ar&es d'un graphe G, on dit quc 
G = (X, U, P) est un graphe pr6ordonn6. Le preordre P n'est pas suppos6 total. 
Nous notons: 
Ps la partie stricte de P: 
Ps ={(u, v)~ P:(v,  u)~ P}. 
PE i'ensemble des couples de U 6quivalents pour P: 
PE = {(u, v) E P: (v, u) e P}. 
P~ l'ensemble des couples de U incomparables pour P: 
PI = {(u, o)e Ux  U-P : (v ,  u)d P}. 
Ps est "un ordre strict sur U et PE une 6quivalence sur U. Nous noterons 
indiff6remment (u, v) ~ P ou u <~ v, (u, v) e Ps ou u < v, (u, o) e P~ ou u --- v. 
3.2. Pr~ordre induit sur les arbres 
3.2.1. D~fmifion. Soit un graphe pr6ordonn6 G = (X, U, P]. V et V' grant deux 
parties de U de mgme cardinal, on pose V<~pV ' ssi il existe une bijection /3 de V 
sur V' telle que/3 c p. En particulier, la relation ~<~, dgfinit un pr6ordre sur M: 
• A ~<pA : il suffit de considgrer l'application identit6; 
• A ~w,A' et A'~p,A":  on a les  bijections /3 de A sur A',  et /3' de A '  ':,r A"; 
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donc, /3'°B est une bijection de A sur A"; puisq~ae /3 c Pet  /3'~ P, on a: 
/3' ,./3 c P o P; mais, P 6tant un priordre, P,, P = P, e: donc: A <~eA". 
3.2,2. On dit qu'une bijection/3 de V sur V' est concluante ssi/3 c P ou/3- t  c p. 
Supposons que: V~<eV' et V'<~eV, c'est-/~-dire q,t'on a deux bijections con- 
cluantes de V sur V': 
/3 - toP  el /3 'cp ,  alors, /3-0/3' est une pernmtation sur V, et on a 
n6cessairement /3- t o/3' c PE, ce qui ne se peut que si /3- t c PE et /3' c PE. On en 
conclut qu'il existe trois types de bijections conclu,mtes, exclusifs les uns des 
autres pour un couple (V, V') de parties de U de m,~,me cardinal: 
1. /3oPt.: (d'o/u V~-eV'),  
II. /3cP  et /3¢ Pr~ (d'ou: V<r,V'),  
II1. /3 cPet  /3-¢Pr~ (d'o~: V'<pV) .  
l~t~j i l i on .  II existe une bijection concluante d'un cer:ain type,/3, de V sur V', ssi il 
existe une bijeclion concluante de m~me type, [J, de (V -  V') sur (V ' -  V). 
Condition su]lisante. Si/3 existc, il suttit de completer par rapplication identit6 sul" 
(V f3 V') lxmr obtenir /3, qui est de mime type que /3. 
Condition n~.cessaire. Si/3 cxiste, consid6rons-la comme un relation sur (V O V'); 
ses trajectoires ont disjointes. Elles comprennent: 
-d 'une  part des chemins allant d'un 616ment dc (V -V ' )  ~t un 6i~ment de 
( V ' -  V), el passant par k 616ments de (V f"l V') si le :hemin est de kmg-~er (k + 1) 
(tout 616ment de (V -  V') est d~,part d'un tel chemin, et tout ,~16ment de (V ' -  V) 
cst arriv~.c d'un tel therein). 
-d 'autre part. 6ventue!Icment, des circuits de P~.: "h somme'~ 616ments de 
(V ~~ V'). 
On d~,finit alors /~ par: si ue(V-V ' ) ,  alors /3(~) est I'~,lt~,ment de (V ' -V )  
arriv~e du chemin inclu:~, dans/3 partant de u. On a ~ c pE¢:~ /3 C PL- ~ est done 
du m~me type que /3. 
Coroll~e. Soient A ~ et A '~ Y(A) .  Soit u l'~Mment unique de A -A ' ,  v celui 
de A ' -  A. AIors (u, v)~ P¢,.-~ A <~eA'. En particulicr A et A'  sont ir, comparables 
pour <~pssi (u, v)~ Pt. 
3.3. Comparaison de deux arbre, 
3.3.1. Si R et S sont deux rela,;ons ur un mime ensemble, un circuit K de R US  
est dit aitern~, si, dans K, tout arc de R (ou: arc R) cst suivi d'un arc: Set  tout arc 
S d'un arc R. II y aunc  correspondance 6vidente entre les circuits altern6s de 
R O Set  les circuits de R o S. 
Si R et S sont des relations transitives, tout circuit de R LI S, d'intersectio.n non 
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vide avec R et avec S definit un circuit altern6, chaque S&luence homog~ne 
pouvant 6tre remplac6e par un arc unique. On util isera not~',nment ce fait dans le 
cas oil R est un pr6ordre et S une relation bipartie. 
3.3.2,. Proposit ion. A et A'  ~tant deux arbres d'un graphe pr~ordonn~,, on a 
A'<~pA ssi PU3'~,/A' contient une [amille de circuits altern~s ommets-disjt, in s 
passant par tousles dl~ments de A AA' .  De plus on a A'  <pA ssi un au raoins de 
ces circuits contient un arc Ps. 
Condition n~cessaire. Si A'<~pA, il existe un bijection /3 de A -A '  sur A ' - ,C  
telle que /3 -~ P: /3-  et 3',~/,~, ,tant deux bijections entre les m6mes ensembles, 
mais de sens oppos6s, le graphe biparti [ (A -A ' ) ,  (A ' -A ) ,  (/3-U3'A/A')] est 
r6gulier de degr6 2, c'est-/l-dire qu'i l est compos6 de circuits altern6s disjoints 
utilisant tous les  616ments de (A A A') ;  puisque /~--c p, ces circuits se reb'ouvent 
dans (P O 3'^/A'). 
Si A est strictement minor6 par A' ,  c'est que: /~--c pet  /3 -¢  PE, et donc au 
moins un des circuits consid6r6s recontre Ps. 
Condition suITlsante. Dans un circuit altern6 K de (PU~/A/A,), puisque tout arc 
V A/A' va d'un 616ment de (A -  A ' )  vers un 61ement de (A ' -A ) ,  tout arc P de K 
va de (A ' -A )  vers (A -  A' ) ;  si donc nous avon:~ dans (Pt_J'yA/A,} unc fanfille de 
cixcuits altern6s disjoints utilisant tout (AAA ' ) ,  alors les arcs P de ces circuits 
constituent une bijection /3- de (A ' -A )  sur (A. -A') ,  et on a 6videmment: 
/3- , :  P; donc, A est minor6 par A' .  
Si de plus, l'un des arcs P de ces circuits est un arc Ps, alors/3- ¢ P~.- et A est 
strictement minor6 par A' .  
4. Carad6risafion des arbres optimaux 
4.1.3L I~l in l t ions.  Soient un graphe pr6ordonn6 G = (X, U, P) et A un arbre de 
G. A peut &re optimal de quatre mani~r6s diffbrentes: 
• A est un arbre localement minimal (LM) ssi A n'est strictement minor6 par 
aucun arbre voisin. 
• A est un arbre minimal ssi A n'est strictemcnt minor6 par aucun arbre de G. 
• A est un arbre minimum ssi: VA'~A,  A<~r,A '.
• A est un arbre seul minimum (ou seul minimal) ssi: VA'eM,  A <pA'. 
4.1.2. On sera amen6 aussi h consid6rer deux types d'arbres optimaux pour des 
pr6ordres totaux li6s ~ ~: par d6finition, nous dirons qu'un ordre (resp. un 
pr6ordre) total T sur U est compatible avec P ssi Ps C T (resp. Psc_ Ts et pc_ T). 
Soit A e M. S'il e×isw un ordre total (resp. un pr6ordre total) T compatible avec P 
et tel que A est u0 arbre minimum de (X, U, ' /3 on dira que A est ult arbre 
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minimum pour un ordre (resp. un pr6ordre) total compatible, en abr6g6 que A est 
un abre MOTC (resp. un arbre MPOTC). Les Th6or~mes 4.3 et 4.4 6tabliront 
I'int6r& de ces arbres. 
Exemple. Si P = PE, O = U × U est un pr6ordre tota~ compatible. 
I! peut exister des ordres totaux compatibles qui r te soient inclus dans aucun 
pr~ordre total compatible. La classe des arbres MPOFC est donc plu:~ restreinte 
que celle des arbres MOTC. 
Exemple. U = {u, v, v', w}, P contient uniquement, o~ttre, les boucles, ies couples 
(u, w). (w. u), (v. v'). L 'ordre u <v  < v '< west  un OTC, mats n'est compris dans 
aucun POTC. 
4.2. ThC, or~me. Soil G = (X, U, P) un graphe prdordgnnd, et A un arbre de G;  
on tl 
(a) A esl un arbre LM ssi FA c PUP~. 
(b) A est un arbre minimum ssi FA ~-P. 
(c) A est un urbre seul minimum ssi F,~ ~_ Ps. 
l~motmlNjt ion.  (a) Lc fa,.'t que A est un arbre LM equivaut ~ ce q~te. pour tout 
arbre voisin A' ,  on a: A~pA', c'est-~-dire: (3 ' ,v ,x ' )¢ Ps, ou ~,v:,.~: PUP~, et 
globalement FA c P UPj. 
(b) Si A est un arbrc minimum, pour tout arbre vo:sin A' ,  on a A ~<~ ' .  c'est- 
fi-dire 3',~;,x, c p. d 'oh:  I~ c~ to. R6ciproquement, si F,x ~- P, pour tout arbrc A '~,~,  
on a : 3',,,/,~' c p, el donc: A ~<pA'. 
lc) Si A es. un arbrc seul minimum, il cst minimwn, et, par (b), ~r a : FA c p: 
s'il cxistait un arbre voisin A '  tel que ",/A/A.C PE, on aurait A ~,A'. ce qui 
contrcdirait I'hypoth~sc d'unici!6 sur A ;  done, p:)ttr tout arbre voisin A '  on 
:l: 3~,~,v cP  et 7,~/:.'~: Pl-. d'ofi: ~/,~/A,c Ps et l 'AC_Ps . 
Rdciproquement, si I'A ~ Ps, pour tout autre arbro A '  de G (voisi~l o.i non de 
A ), on a : %,,,,,,. c Ps, c'est-'~-dire: "YA/A" C:: lo et 3'A/,,,' 5 ~- PE; d'o~a: A <r .A ' .  
4.3. Th~lr~me. Soit G = (X, U, P) un graphe prdordonnd, el A un a~bre de G ; 
on ci 
(al A esl un arbre LM ssi (PsUF: , )  est sans ¢irc'uir de longueur 2. 
(b) A cst un arbre MOTC ssi (PsU l~)  est sans circuil. 
(el A est un arbre minimal  ssi (PU F,,,) est salts circuit recontrant Ps. 
l~mons l~t ion .  Rcmarquons d 'abord pour (a) et (I,) que Ps et F,,, 6tant sans 
circuit, tout circuit de PsU/;~ d6finit un circuit aite"n6; pour (c) que l 'existence 
d'un circuit (It: PU  i'A rcncontrant Ps 6quivaut ~t ceik d'un circuit altern~ rencon- 
lri|nl l°s. 
(a) [ (PsOFA) contient un circuit dc Iongueur 2] 
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¢¢, [::lu, u 'e  U:(u, u')eF,~, et (u', u )ePs ]  
¢::, [.::1 u, u' e U: (u, u') ~/"A et (u, u') ¢ (P U P0] 
c 
¢~ [FA¢:O et FA¢(PUP, ]  
(b) Si A est un arbre MOTC, ii existe un ordre total T D Fs; A 6tant minimum 
pour "F, on a: T D FA; d'ofi, (Ps U FA) c T, et (Ps U FA) est sans circuit. 
R~ciproquement, si (PsUFA) est sans circuit, ii existe un ordre total T~ 
(Ps U /~) ,  et A est minimum 90ur T (i.e. F~ c "I7, ordre total compatible avec P 
(i.e. Ps c T). 
(c) Nous allons montrer qu'un arbre A n'est pas minimal ssi PUi '~ contient un 
circuil altern6 recontrant Ps. 
Condition ndcessaire. Si A est strictement minor6 par un arbre A',  c'est quc 
P U V/~/A', donc P U FA, contient au moins un circuit altern6 rencontrant Ps. 
Condition suflisante. Si (PUFA)  contient un circuit altern6 rencontrant Ps, soit 
Ko un tel circuit de Iongueur minimale 2k. On note la suite des sommets de 
Ko: ut, u'l, u2, u~ . . . . .  uk, u~ de telle sorte que tout arc (u,, u'~) soit un 616ment de 
l'n el tout arc (u',, u~ t) (modulo k) un 616ment de P. On choisit de plus ul pour 
avoir (u~, ut)c Ps. On pose Z= {ut . . . . .  Uk}C_ A et Z '= {u'l . . . . .  u~}~ ~ = U-  A. 
Soit A'= (A -  Z )U  Z'. Si A '  est un arbre, i! minore strictement A: en eflet, la 
bijec'tion/3 de (A ' -A )= Z'  sur (A -A ' )  = Z d6finie par/3(u'i) = u, ~1 (modulo k) 
v6rifie /3 c pet  /3 ¢: PE. 
Nous aUons 6tablir que A'  est un a:bre, en consSquence du Th6or~me 2.3., en 
montrant que I z ' l  = I z l  et que, pour toute partie non vide y_c Z. le sous-graphe 
biparti (Y, Z', FA) a un ~16ment de Z '  de degr6 impair. 
Lst minimalit6 de la Iongueur de Ko nous garantit que tousles les t~ de Z et 
tousles u', de Z'  sont distincts, et que l'on a I z ' l  = Iz l .  Sinon, on aurait u, = u i (ou 
u'i = u'i), avec 1 <~i<j <~ k. II existerait une corde (u,, u'i)~_ fA d6finissant un circuit 
(u l . . .  u~ul. . ,  u'ku,) altern6, contenant un arc Ps et de Iongueur strictement 
inf6rieure /t 2k, ce qui contredirait i'hypoth/~se de minimalit~. 
Supposons qu'existe un partie non vide Y de Z, telle que dans (Y, Z' ,  I~),  tous 
les 616ments de Z '  soient de degr~ pair. Soit ui l'61~3ment de Y d'indice maximum; 
u I e:~tr6mit6 de l'arc (u~, u I) dl6ment de J~, &ant de degr6 pair, est extr6mit6 d'au 
moias un autre arc FA dont l'origine u4 est da~s Y. et on a 1 ~< i < i <~ k, ce qui 
permet encore de d6finir un circuit qui contredit la minimalit6 de K0. 
Remarque. La condition sultisante (c) repose en fait sur I'existence, dans tout 
(Y, Z' ,  FA), d'un 616ment de Z'  de degr~ 6gai h 1: alors A '  est un arbre de G. 
C'e:~t pr6cis6ment ce qu'6tablit le Lemme 4.6 de Krogdahl [ 10]. moins fort que le 
Th6or~me 2.3, mais vrai pour ies bases d'un matro'ide quelconque, auxquelles le 
th6or~me precedent s'6tend donc. 
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4.4 Th6o~me.  Soil G = (X, U, P) un graphe pr~ordonn~. Un arb~e A de G est 
minimal ssi il est MPOTC. 
Condition su~sante. Soient Q un pr6ordre total compatible avec Pet  A un arbre 
minin'lum de (X, U, Q). D'apr~s le Th(~or/~me 4.2(b), on a FA c Q. Si A n'est pas 
minintal, il existe un circuit altern6 Ko de PLI F^ cont,;nant un arc Ps. Reprenons 
pour ce circuit ies ~otations de la d6monstration du Ta6or~me 4.3(c). On a, pour 
i = !. 2 . . . . .  k, (u~. u'~)~ UA c Q el, pour i = 1, 2 . . . . .  k - 1, (u'~, u~+t)~ Pc  Q. On a 
doric (U|. U~)~ Q et (u/,, ~t)~ Ps i -Qs ,  ce qui est impossible. 
Condition n~cessaire. Soit A un arbre minimal de (X, U, P) et soit R la fermeture 
transilive de PUFA. On a Psc_ Rs, car sinon, ii e:~:isterait u~a coup;e d'ar6tes 
(u, v)¢ Ps -Rs ,  el (u, v) serait dans un circuit de Pt J I~,  dont l'exislence con- 
Ircdirait la minimalit6 de A. Soil Q un pr6ordre tot~:! compatible avec R, done 
avcc P. On a I~  c R c Q el d'apr~:s le Th6or~me 4.2(b), A e~,t un arbre 
minimun~ de (X, U, O). 
5. Condition d'existence d'un arbre minimum 
5.1. Lemme. Nulle trite d'un graphe pr~ordonn~ ne peut ~tre h h~ h~is seule 
mitffmale dans un cocycle (resp. seule maximale dans .'~n cycle) et maxi.,~ale dans 
un cycle (resp. ninimale darts un c~'ycle). 
l~monstrat ion.  On sail que pour lOUl cycle C et Incur tout coc, c,c D, on a 
J("~DI ¢~ I. 
Supposons donc uric ar~,te u settle min i |a le  dans D el maxintalc dans C': 
(C f"l D) contient u el au moths une autre t r i te  soit v; clans D, on a: u < v. et dans 
( ' :  u.~ t~, ce qui est impossible. On montre de m6me qa'une ar~:te u n.: peut ~tre "~ 
la i'ois sculc maximalc dans un cycle (u > v) et minimale darts un cocyc~e (u~ v). 
5.:~. Th~or~me. Un graphe pr~ordotmE G =(X, U, P) adr,~zet un arbre seul 
m,!nimum ssi route arEte de G est: soil seule minimah' dans un cocyle, soil seule 
maximale dans un cycle. 
Condition n~cessaire. Si G admct un arbre A seul m;nimum, on a: I~ c Ps, et 
It',tile ar~3te u tic A esl strictement inf6rieure ~ tout ~.~l~ment de FA(u), c'est--h- 
dire, est scule minimale dans le cocycle D~; dualemert,  toute ar~te v du coarbre 
I~ • U -A  cst strictemcnt sup6rieure "~ tout 616merit de F~,,,(v), c'est-~-dire, st 
sculc max.male dans le cycle C~. Pal' le lemme, une ar6te de A ne saurait ~tre 
s,:ule maxim~de dans un cycle, el une ar6te de B ne saurait ~tre seule nainimale 
dans un cocycle. 
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Condition sufftsa~te. Supposons que toute aa'~te de G soit seule minimale da:~.,; an 
cocycle, soit seule maximale dans un cycle. Soit A l 'ensemble des arftes :;eules 
minimales dans un cocyle, montrons d 'abord que A est un arbre. 
A rencontre tom: les cocycles: sinon soie~t D e 2~ tel que D fl A = ~ et u une 
ar~te minimale de D, l 'ar6te u, n'6tant pas dans A, est seule maximale dens un 
cycle, ce qui, par le lemme, est impossible. 
A est sans cycle: sinon, soit C un cycle inclus dans A ;  ce cycle a une ar6te 
maximale, qui, 6ta.nl dans A, est seule minimale darts un cocycle, ce qui, par le 
lemme, est impossible. 
A 6tant donc un arbre, montrons qu'il est seul minimum: pour route aft:re u de 
A, consid6rons le cocycle D~: aucut~e ar6te v de D~, distincte de u, ne saurait 
~tre minimale dans ce cocyle, puisque n'6tant pas dans A, elle est seule maximale 
dans un cycle. Dot:c, u est seule minimale dans D~, et on a: FA ~ Ps. 
5.3, Th60ri~me. Un graphe pr~ordonn~ G = (X, U, P) admet un arbre minimum ssi 
il existe une num~otation {ut, u2 . . . . .  u.,,} de l." telle que route ar~te de G est: 
• soit minimum dans un cocycle don! les autres ar~tes minimums ont d'indice 
sup~rieur 
• soit ,~aximum dons un cycle dont les autres ardtes maximums ont d'i;~dice 
inf~rieur. 
Condition n~cessaire. Si A est un arbre minimur.a de G, c'est un arbre minimal, et 
donc un arbre M(3,TC; num6rotons U h partir d'un ordre total T pour lequel A 
est arbre minimum: i < j  ¢:~ (u~, ui)~ T, u~ ~i: puisque ira c T, pour toute ar~te u~ 
de A, on a: (u~, u~)e FA ~ i < j ,  et u~ est l'ar,~te d'indice minimum parmi les ar~tes 
du cocycle D~; donc, toute ar6te, autre que t~, minimum pour P dans ce cocyclc, 
est d' indice sup6rieur. On a un r6sultat dual pour les ar6tes v~ du coarbrc 
B = U-A  en consid6rant les cycles C"  
Condition sul~isan!e. Les ar6tes de G ayant la propri6t6 annonc6e, dt~finissons, 
part ir  de P et de la num6rotation de U, un ordrc P': 
P' = {(u, ~)  e P: (u~, u i) e Ps, ou: (u~, uj ) e P~ et i < j, ou: u~ = u~ }; 
I1 est clair que, pour P', toute ar6te de G est alors, .~oit settle minimale dans un 
cocycle, soit seule maximale dans un cycle; par le Th6orbme 4.2, il e×iste un arbre 
A seul minimal pour P', et on a: FA cp~;  mais P'~_.I a et on obtient: FA c p: A 
est un arbre minimum pour P. 
5.4. Remarque.  Si les armies d'un graphe pr~ordonn~ o31t la propri6t6 ~nonc~c 
dans le TheorY:me 5.3 pour un indiciage de U, elles ont cette propriet6 pour route 
num~rotation de U. I! suffit de montrer que ia propri6t6 est conserv6e Iorsqu'il y a 
inversion de deux ~.l,~.ments cons6cutifs u~ e~ u,., t. Ceta est 6vident si u~ et u~ ~ ~ ne 
170 c. b'lament, B. Leclerc 
sont pas 6quivalents. Supposons donc (u~, u~+~)e J~; on examine tousles cas, et 
on a trois types de r6sultats: 
(1) L'inversion ne change den (par exemple, si le cycle ou le cocycle mis en jeu 
pour u~ ne contient pas u,+b et si le cycle ou le cocycle mis en jeu pour u~. tne  
contient pas u~). 
(2) L'inversion oblige ~ considdrer un nouveau cycle ou un nouveau cocycle 
(par exemple, on consid~re le cocycle D~ pour u~ et le t:ocycle D~AD2). 
(3) Le cas ne saurait se pr6senter (par exemple, on co~:sid~re l cocyele D pour 
i~ el le cycle C pour u~t, avec u~+~D;  alors DnC contien~: une ar6te u~ qui 
devrait 6tre relic que: i < /< i  + 1, ce qui n'est pas possible). 
6.~rdresp~e~ 
6.1. Si Pes t  un ordre sur U. PE se r6duit h l'identit~ et le Th~or~me 43  a pour 
consequence: 
Th~r~Je .  Dans un graphe (X. U, P) ordonn~, un arbre est minima! ssi il est 
MOTC. 
Ce lien entre les arbres d'un graphe, g~n6ralis6s par le~; bases d'un rn a, roide, et 
I'ensemble des ordres totaux contenant un ordre donn~ est une propri~t~ 
caract~ristique d s matroides (Leclerc [12]). 
Le Tl-,~.or~me 4.2 permet de construire le plus petit or~Jre P' contenont P ~t tel 
que A soit un arbre minimum de (X, U, P'). P' est la ft~rmeture transi~iw~ de la 
relation sans circuits PU  FA. 
Une autre cons6quence du Th6or~me 4.2 est qu'un arbre mir~imum t; an graphe 
ordonn6 esl seul minimum. 
6.2. Si Pes t  une 6quivalence (P = PE), tout arbre est nfinimal. 
6.3. Si P esl un pr6ordre total sur U (P~ = 9), tout arbre iocalement mini,nal est 
un arbre minimurn. On retrouve le fai~ que l'existen:e d'au moins un arbre 
minimum est assur6e, ce qui est "~ I'origine d'une litt6rature consid6rable depuis 
Boruvka [2]. cit~ par Kruskai [11], et Gale [7] pour l::s bases minimums d'un 
m~troide. 
Cet arbrc minimum est unique lorsque Pest  un or¢'~e total. Dans ce cas, la 
condition du Th~or~me 4.2(c) a 616 donn6e pour la prerai~re fois par Rosenstiehl 
116] qui a montr~3 qu'elle est ~ la base de toute I'algorithmique de recherche de 
I'arbre minimum. Gale (op. cit.) et Dawson [4] ont domt~ des g~n~ralisations ~ la 
recherche de la base minimum d'un matroide. Les Th~or~:mes 4.4 et 6.1 
t~tablissenl que ces algorithmes de I' arbre (ou de la base) minimmn sont adaptables 
au cas g6n&al o/a P n'est pas total. 
Arbres minimaux d' un graphe prdordo~m~ 171 
R~6rences 
[1] C. Bcrge, Graphes et Hypergruphes (Dunod, Paris, 1970). 
[2] O. Boruvka, On a minimal problem, Prace Moravske Pridc, vedecke Spolecnosti 3 (1926). 
[3] R. A. Brualdi, Comments on bases in dependance structures, Bull. Austral. Math. Soc. 2 (1969). 
161-167. 
[4] J. E. Dawson, Optimal matroid bases: an algorithm based on cocircuits, QuarL J. Math. Oxford 
(2) 31 (1980) 65--69. 
[5] C. Flament, Ar~tes maximales des cocycles d'un graphe pr6ordonn6, Math. Sci. Hum. 51 (1975) 
5-12. 
[6] C. Flament, Hypergraphes arbor6s, Di~a'etc Math. 21 (1978) 223-227. 
[7] D. Gale, Optimal assignment in an ordered set. An application of matroid theory, J. Combi,i. 
Theory 4 (19681 176--180. 
[8] S.L. Hakimi, On the realizability of a set of trees, IRE Trans. Comput. Theory 8 (1961) 11-17. 
[9] M. Hall, Jr., Combinatorial Theory (B!aisdell, Waltham, MA 1967). 
[10] S. Krogdahl, The dependence graph for bases in matroids, Discrete Math. 19 (1977) 47-59. 
[11] J. Kruskal, On the shortest spanning tree of a graph and a travelling salesman problem. Proc. 
Amer. Math. Soc. 7 (1956) 48-50. 
[12] B. Leclerc, Hypergraphes uniformes pr6ordonn6s el arbres minimaux d'un graphe, C.R. Acad. 
Sci. Paris A-284 (1977) 5-7. 
[13] B. Leclerc, Matroides sur un en~mble pr~ordonnC Bases minimales, circuits el cocircuits, parties 
commenqantes, C.R. Acad. Sci. Paris A-286 (1978) 301-304. 
[14] S.B. Maurer, Matroid basis graphs I, II, J. Combin Theory (B) 14 (1973) 216-240 et 15 (1973) 
121-145. 
[15] S.B. Maurer, Intervals in matroid bases graphs, Discrete Math. 11 (1975) 147-159. 
[16] P. Rosenstiehl, L'arbre minimum d'un graphe, in: P. Rosenstiehl, ed., Th6orie des Graphes, 
Rome 1966 (Dunod, Parb~, 1967). 
[ 17] D.JA. Welsh, Matroid T'heory (Academic Press, London, 1976). 
