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Abstract
We classify all rational mapsH ∈ K(x)n for which trdeg
K
K(tH1, tH2,
. . . , tHn) ≤ 2, where K is any field and t is another indeterminate.
Furthermore, we classify all such maps for which additionally JH ·H =
trJH ·H (where JH is the Jacobian matrix of H), i.e.
n∑
i=1
Hi
∂
∂xi
Hk =
n∑
i=1
Hk
∂
∂xi
Hi
for all k ≤ n. This generalizes a theorem of Paul Gordan and Max No¨ther,
in which both sides and the characteristic of K are assumed to be zero.
Besides this, we use some of our tools to obtain several results about
K-subalgebras R of K(x) for which trdeg
K
L = 1, where L is the fraction
field of R.
We start with some observations about to what extent, Lu¨roth’s the-
orem can be generalized.
Key words: transcendence degree, Lu¨roth field extension, homogeneous,
quasi-translation, Jacobian matrix.
MSC 2010: 12E05, 12F20, 13B22, 13N15.
1 Introduction
Throughout this paper, x = (x1, x2, . . . , xn) denotes an n-tuple of variables and
y = (y1, y2, . . . , ym) denotes an m-tuple of variables, where n,m ≥ 1. Fur-
thermore, we use K to denote an arbitrary field and K[x] and K[y] for the
∗The author was supported by the Netherlands Organisation for Scientific Research
(NWO).
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polynomial rings over K which are generated by the components of x and y
respectively, i.e. K[x] = K[x1, x2, . . . , xn] and K[y] = K[y1, y2, . . . , ym]. Denote
by K(x) the fraction field of K[x]. Then K[x] ⊆ K(x).
We denote the m-tuples of elements of a set S by Sm. If G ∈ K(x)m, then
G is of the form G = (G1, G2, . . . , Gm) such that Gi ∈ K(x) for all i, and we
can take the Jacobian matrix JG of G (with respect to x), which is defined by
JG = JxG =


∂
∂x1
G1
∂
∂x2
G1 · · · ∂∂xnG1
∂
∂x1
G2
∂
∂x2
G2 · · · ∂∂xnG2
...
...
...
...
...
...
∂
∂x1
Gm
∂
∂x2
Gm · · · ∂∂xnGm

 .
If n = m, then we call the determinant of this matrix the Jacobian determinant
of G (with respect to x).
If g ∈ K(x), then the Jacobian matrix J g of g (with respect to x) is just the
Jacobian matrix of g as a one-tuple. If b = (b1, b2, . . . , bm) is an m-tuple, then
we write ab as an abbreviation of (ab1, ab2, . . . , abm), where a may be anything,
such as a variable t, a polynomial g, or ∂
∂y1
.
We denote the degree of the term with the largest (smallest) degree of G by
degG (codegG). Here, G may be a polynomial map or just a single polynomial.
To ensure that degG (codegG) is always defined, we set
deg 0 := −∞ and codeg 0 := +∞.
We write a|b=c for the substitution of b by c in a. Here, b represents a variable
or a sequence of variables. Furthermore, c may depend on b, so it matters that
the substitution is performed only one time.
Suppose that R is an integral domain, with fraction field L. We say that
H ∈ Lm is primitive (over R), if H 6= 0 and
g−1H ∈ Rm ⇐⇒ g−1 ∈ R (1.1)
for every nonzero g ∈ R. We say that H ∈ Lm is superprimitive (over R), if
H 6= 0 and (1.1) even holds for every nonzero g ∈ L. The reader may prove the
following:
(i) H is primitive, if and only if H ∈ Rm and every common divisor ofH1, H2,
. . . , Hm is a divisor of 1, i.e. is a unit in R.
(ii) H is superprimitive, if and only if H ∈ Rm and for every r ∈ R, every
common divisor of rH1, rH2, . . . , rHm is a divisor of r.
Notice that the implication ⇐= in (1.1) is trivially satisfied if H ∈ Rm, so we
can replace ⇐⇒ by =⇒ in (1.1) if we restrict the definition of (super)primitive
to elements of Rm.
We use t to denote a single variable and R[t] and R(t) to denote the cor-
responding polynomial ring over R and its fraction field respectively. We say
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that a polynomial in L[t] is (super)primitive if the sequence of its coefficients is
(super)primitive.
We say that R has the PSP-property if every primitive element of Rm is
superprimitive. Notice that we may replace Rm by Lm, R[t] or L[t] in the
definition of the PSP-property. A PSP-domain is an integral domain which
satisfies the PSP-property.
If H ∈ Lm, then we call H˜ a (super)primitive part of H if H˜ is (su-
per)primitive and dependent over L of H . Now suppose that H ∈ Lm and
that H˜ is a superprimitive part of H , and say that H˜ = g−1H , where g ∈ L.
If H ∈ Rm, then we can derive from gH˜ = H ∈ Rm and the fact that H˜ is
superprimitive that g ∈ R.
If H is primitive, then we can deduce from g−1H = H˜ ∈ Rm that g−1 ∈ R,
so g is a unit in R. In general, any primitive part of H is equal to H˜ up to
multiplication by a unit in R. So it is justified to talk about the primitive part
of H if H has a superprimitive part.
If H ∈ Rm, then we call g a greatest common divisor if any common divisor
of the components of H is also a common divisor of g. One can check that a
greatest common divisor is unique up to multiplication by a unit, and that the
following statements are equivalent:
(1) H = 0 or H has a superprimitive part.
(2) Every element of Rm which is dependent over L of H has a greatest
common divisor.
We call R a GCD-domain if every element of R2 has a greatest common divisor.
One can verify that for elements ai in an integral domain, the following holds:
if gcd{am, am+1} exists, then
gcd{a1, a2, . . . , am−1, gcd{am, am+1}} = gcd{a1, a2, . . . , am−1, am, am+1},
provided either the left-hand side or the right-hand side exists. Using that, one
can show that for a GCD-domain R and any positive integer m, every element
of Rm has a greatest common divisor, or equivalently, every nonzero H ∈ Lm
has a superprimitive part.
On account of the essential uniqueness of primitive parts, we may call a
superprimitive part of H the primitive part of H . From this, we deduce that
GCD-domains are PSP-domains. We call R a GL-domain if Gauss’ Lemma
holds for R, i.e. if f1 and f2 are primitive polynomials in R[t], where t is another
variable, then f1f2 is a primitive polynomial. It is known that PSP-domains, in
particular GCD-domains, are GL-domains (see e.g. [AZ, Prop. 3.2]).
Now suppose that R is a GCD-domain, with fraction field L, and f1, f2 ∈
R[t]. Then there are a1, a2 ∈ R such that a−11 f1 and a−12 f2 are the primitive
parts of f1 and f2 respectively. Let b := gcd{a1, a2}. Since L[t] is a Euclidean
domain, we can find the greatest common divisor of f1 and f2 over L by way of
the Euclidean GCD-algorithm. Let g be the greatest common divisor of f1 and
f2 over L. We can choose g such that b
−1g is primitive.
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Using the fact that GCD-domains are GL-domains, one can verify that g =
gcd{f1, f2} over R[t]. In other words, R[t] is a GCD-domain. So if R is a GCD-
domain, then R[t] is a GCD-domain as well. By induction on m, it follows
that R[y1, y2, . . . , ym] is a GCD-domain and hence also a PSP-domain and a
GL-domain.
If R is Noetherian, then R is a GCD-domain if and only if R is a PSP-domain
if and only if R is a GL-domain. For instance, Z[
√−5] is not a GCD-domain,
so Z[
√−5] is neither a PSP-domain nor a GL-domain.
In theorem 2.7, which can be seen as the main theorem, we classifiy all
rational maps H ∈ K(x)n for which trdegK K(tH1, tH2, . . . , tHn) ≤ 2. To
prove Theorem 2.7 and several other results, we will use the following classical
theorem.
Theorem 1.1 (Lu¨roth-Igusa). Assume that L ⊇ K is a subfield of K(x), such
that trdegK(L) = 1. Then we can write L = K(p/q), such that p, q ∈ K[x].
Theorem 1.1 is known as Lu¨roth’s theorem, but Lu¨roth only proved the
case where K = C and n = 1 in [Lu¨], published in 1876. Lu¨roth’s result was
generalized to arbitrary n in 1887 by Gordan in [Gor], and to arbitrary K in
1910 by Steinitz in [Ste]. Both generalizations were combined in 1951 by Igusa
in [Igu]. See [Sch, § 1.1-1.2] for a proof of Theorem 1.1 and more information
about it. In 1953, Samuel published a short and elegant way to get from n = 1
to arbitrary n in the case where K is infinite (see [Sam] and the first part of the
proof of Theorem 3 in [Sch, § 1.2]).
Theorem 1.1 can be generalized to trdegK(L) = 2, but only with additional
requirements. In [Zar], Zariski gives a counterexample over any field K of
characteristic c ≥ 3, namely
L = K
(
xc1, x
c
2,−xc+11 − xc+12 +
x21 + x
2
2
2
)
, (1.2)
which indicates that K(x) must be separable over L.
The necessity of the requirement that K is algebraically closed, has been
shown in 1951 by Segre in [Seg]. The example R(φ1, φ2, φ3), with
φ =
1− x22
1 + x22

 2 + x
2
1
x1 (3 + x
2
1)√
2

+ 2 x2
1 + x22

 x2 (2 + x
2
1)
−√2
x1 (3 + x
2
1)

 (1.3)
by Ojanguren in [Oja] shows this necessity as well. A slight variation on (1.3)
is to take an umbrella rotation offset of 45 degrees. This variation makes
Q(φ1, φ2, φ3) an example as well, because with an offset of 45 degrees, the coef-
ficients are just in Z instead of Z[
√
2]:
φ =
1− x22
1 + x22

 2 + 2 x
2
1
x1 (3 + x
2
1)− 1
x1 (3 + x
2
1) + 1

+ 2 x2
1 + x22

 x2 (2 + 2 x
2
1)
−(x1 (3 + x21) + 1)
x1 (3 + x
2
1)− 1

 . (1.4)
OverK[i], only two generators are needed, in agreement with theorem 1.2 below,
namely φ1 and φ2 + iφ3.
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Theorem 1.2 (Castelnuovo-Zariski). Assume that L ⊇ K is a subfield of K(x),
such that trdegK(L) = 2. Suppose that K is algebraically closed and K(x)
is separable over L (both are fulfilled if K = C). Then we can write L =
K(p/q, p∗/q∗), such that p, q, p∗, q∗ ∈ K[x].
Theorem 1.2 was proved in 1894 for K = C and n = 2 by Castelnuovo in
[Cas], and in 1958 for arbitrary algebraically closed fields by Zariski in [Zar],
but still for n = 2. See [Sch, § 1.1] for more information about Theorem 1.2.
Since I did not find a proof of Theorem 1.2 for arbitrary n in the literature, we
will complete the proof of this theorem at the end of this section, by reduction
to the case n = 2. We do that essentially by applying the above-mentioned
reduction by Samuel, using the following theorem.
Theorem 1.3. Let L ⊆ K(x). Then L is finitely generated over K. Say that
L = K(φ1, φ2, . . . , φs). Then
rkJ (φ1, φ2, . . . , φs) ≤ trdegK(L),
and equality holds, if and only if K(x) is separable over L.
The case where trdegK(L) = n of Theorem 1.3 can be extracted from The-
orems 10 and 13 in [PSS], but again, I did not find a full proof in the literature.
We give a full proof at the end of this section.
Theorem 1.1 cannot be generalized to trdegK(L) = 3: a conclusion like
L = K(p/q, p∗/q∗, p∗∗/q∗∗) cannot be drawn. This was shown in 1972 by Artin
and Mumford in [AM], and by Clemens and Griffiths in [CG], and in 1971 by
Iskovskih and Manin in [IM]. See [Sch, § 1.1] for more information about those
papers.
But there are no explicit counterexamples in the above three papers. There
is however a claim in [IM] that a counterexample K(φ1, φ2, φ3, φ4) exists, where
1
6 ∈ K needs to be assumed, such that the primitive part of φ has degree 24.
We give two explicit counterexamples L = K(φ1, φ2, φ3, φ4) below. The first
example is over fields K with 16 , and reads as follows:
φ =


x1
−x1
0
−1

− 3 x1 (x1
3 + 2 x2 − 1)
x16 − x33 − 3 x22 + 3 x2 − 1


1− x2
x2
x3
−x12

 . (1.5)
(1.5) satisfies the following equation:
φ31 + φ
3
2 + φ
3
3 + φ
3
4 + 1
3 = 0.
Since x21 = −(φ4 + 1)/(φ1 + φ2) ∈ L and L(x1) = K(x1, x2, x3), we have
trdegK L = 3. Hence x4 (φ, 1) is a parametrization of the Fermat cubic threefold.
The second example is over fields K with 122 , and reads as follows:
φ =


0
0
x1
0

 − x1 x3
2 + 2 x1 x2 + 1
x14 x3 + x2 x32 + x22


−x12
x3
x2
1

 , (1.6)
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(1.6) satisfies the following equation:
φ21 φ2 + φ
2
2 φ3 + φ
2
3 φ4 + φ
2
4 1 + 1
2 φ1 = 0.
Since x21 = −φ1/φ4 ∈ L and L(x1) = K(x1, x2, x3), we have trdegK L = 3.
Hence x4 (φ, 1) is a parametrization of the Klein cubic threefold.
In the corollary on page 64 of Murre’s paper [Mur], the assumption that K is
algebraically closed can be omitted, if one just assumes that the cubic threefold
over K is smooth over the algebraic closure of K. From this corollary, one can
infer that (1.5) and (1.6) are indeed counterexamples to the generalization of
Theorem 1.1 to trdegK(L) = 3. Here, and only here, we use the fact that
1
2 ∈ K.
Since x3 ∈ L for both (1.5) and (1.6), both examples are counterexamples of
the generalization of Theorem 1.1 to trdegK(L) = 2 as well. This is because one
can see K(x3) as the base field, which is indeed not algebraically closed, just
as R in (1.3) and Q in (1.4). (1.6) would not be a counterexample if 111 /∈ K,
because (1, 3, 32, 33, 34) is a singular point of the Klein cubic threefold in that
case.
Examples (1.5) and (1.6) were constructed with the method on the beginning
of page 19 of [Deb]. In both examples, [K(x1, x2, x3) : L] = 2 and K(x1, x2, x3)
is separable over L, but the latter would not hold if 12 /∈ K. Also in both (1.5)
and (1.6), φ is generically 2-to-1, because there exists a rational function a such
that φ(−x1, a, x3) = φ(x1, x2, x3). Again, this would not hold if 12 /∈ K, because
−x1 = x1 and a = x2 in that case.
As a consequence of Theorems 1.1 and 1.2, we have the following.
Theorem 1.4. Suppose that H ∈ K(x)m \ {0}m. Take any i such that Hi 6= 0.
(i) If trdegK K(tH) = 1, then K(H) = K(Hi).
(ii) If trdegK K(tH) = 2, then K(H) = K(p/q,Hi) for some p, q ∈ K[x]
which do not depend on the choice of i.
(iii) If trdegK K(tH) = 3 and K = C, then K(H) = K(p/q, p
∗/q∗, Hi) for
some p, q, p∗, q∗ ∈ K[x], which do not depend on the choice of i.
(iv) If trdegK K(tH) = 3, K is algebraically closed, and K(x) is separable over
K(tH)∩K(x), then K(H) = K(p/q, p∗/q∗, Hi) for some p, q, p∗, q∗ ∈ K[x],
which do not depend on the choice of i.
Proof. Let L := K(tH) ∩K(x). Notice that
L = K
(
H1
Hi
,
H2
Hi
, . . . ,
Hm
Hi
)
.
Since tHi is transcendental over L and K(tH) = L(tHi), it follows that
trdegK(L) = trdegK K(tH)− 1.
If trdegK K(tH) = 1, then L = K because K is algebraically closed in K(x).
If trdegK K(tH) = 2, then L = K(p/q) with p, q as in Theorem 1.1. If trdegK
K(tH) = 3, then L = K(p/q, p∗/q∗) with p, q, p∗q∗ as in Theorem 1.2, provided
the conditions of Theorem 1.2 are satisfied. This proves Theorem 1.4.
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In Section 2, we provide a structure formula for rational maps H ∈ K(x)m,
for which trdegK K(tH) ≤ 2, where t is another indeterminate. The case where
K = C andH is a homogeneous polynomial map was proved in [dBvdE, Th. 2.1],
using a reducibility theorem for algebraically closed fields, namely the Bertini-
Krull theorem (see Theorem 37 of [Sch, § 3.3]).
We remove the condition that K is algebraically closed by using Theorem
1.1, which is valid for any K. The case where K is algebraically closed of
Theorem 1.1 can also be obtained from the Bertini-Krull theorem.
In Section 3, we deduce some other results from the tools of Section 2 and
Theorem 1.1. One of these results is that in the situation of Theorem 1.1,
K(p/q) contains a nonconstant polynomial, if and only if there are λ, µ ∈ K
such that λp + µq = 1, and either p /∈ K or q /∈ K. Some other results are
about the integrality of p/q or another generator of K(p/q) over K-subalgebras
of K(p/q).
In Section 4, we apply the above result of Section 2 to generalize a theorem
of Paul Gordan and Max No¨ther in [GN], see also [dB2, Th. 5.3], which comes
down to the following on account of [dB1, Th. 4.1]. Suppose that H ∈ C[x]n is a
homogeneous polynomial map over C, such that trdegCC(H) = 2. If JH ·H = 0
and g = gcd{H1, H2, . . . , Hn}, then H˜ := g−1H is a polynomial map which
satisfies J H˜ · H˜(y) = 0.
We generalize this result to any field K and any rational map H ∈ K(x)n
for which trdegK K(tH) ≤ 2. Furthermore, we prove that
JH · JH = trJH · JH ⇐⇒ J H˜ · H˜ = 0,
where trM is the trace of a square matrix M .
Proof of Theorem 1.2. Take φ1, φ2, . . . , φs as in Theorem 1.3. Then rkJ (φ1, φ2,
. . . , φs) = 2 becauseK(x) is separable over L. Assume without loss of generality
that
rkJ (φ1, φ2, . . . , φs, x3, x4, . . . , xn) = n.
On account of Theorem 1.3,
trdegK(φ1, φ2, . . . , φs, x3, x4, . . . , xn) = n = trdegK(φ1, φ2, . . . , φs) + n− 2,
so x3, x4, . . . , xn are algebraically independent over L, and K(x) is separable
over L(x3, x4, . . . , xn). Hence we deduce from the case n = 2 that
L(x3, x4, . . . , xn) = K(η1, η2, x3, x4, . . . , xn),
where η1, η2 ∈ K(x).
Notice that K is infinite, because K is algebraically closed. Now the rest
of the proof is similar to Samuel’s reduction, as in the first part of the proof of
Theorem 3 in [Sch, § 1.2].
Proof of Theorem 1.3. The first claim of Theorem 1.3 appears in Theorem 1 in
[Sch, § 1.1]. To prove the rest, we show the following three statements.
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• rkJ (φ1, φ2, . . . , φs) ≤ trdegK(L).
Suppose that rkJ (φ1, φ2, . . . , φs) > trdegK(L), and let K¯ be the algebraic
closure of K. Let r = rkJ (φ1, φ2, . . . , φs) and assume without loss of
generality that rkJ (φ1, φ2, . . . , φr) = r. Then
rkJ (φ1, φ2, . . . , φr) > trdegK(L) ≥ trdegK
(
K(φ1, φ2, . . . , φr)
)
.
It follows that φ1, φ2, . . . , φr are algebraically dependent overK, and hence
over K¯, too.
Let m = r and take ψ ∈ K¯[y] \ {0}, such that ψ(φ1, φ2, . . . , φr) = 0 and
ψ has minimum degree. By the chain rule,
0 = J (ψ(φ1, φ2, . . . , φr))
=
(Jyψ)∣∣y=(φ1,φ2,...,φr) · J (φ1, φ2, . . . , φr).
Since the rows of J (φ1, φ2, . . . , φr) are independent over K(x) and hence
over K¯(x) as well, we conclude that
(Jyψ)∣∣y=(φ1,φ2,...,φr) = 0.
As ψ has minimum degree, Jyψ = 0 follows. Consequently, ψ ∈ K¯[yc1, yc2,
. . . , ycr] where c is the characteristic of K¯. Since K¯ is a perfect field, i.e.
K¯ is closed under taking c-th root, c
√
ψ ∈ K¯[y]. This contradicts that ψ
has minimum degree.
• If K(x) is separable over L, then rkJ (φ1, φ2, . . . , φs) ≥ trdegK(L).
Suppose that K(x) is separable over L and that rkJ (φ1, φ2, . . . , φs) <
trdegK(L). Let m = n − trdegK(L) + s. Since K(x) is separable over L,
there exists a transcendence basis ξs+1, ξs+2, . . . , ξm of K(x) over L, such
that K(x) is separable over L(ξs+1, ξs+2, . . . , ξm). Furthermore,
rkJ (φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξm) < trdegK(L) +m− s = n,
so we can take i such that J xi = eti is not contained in the row space of
J (φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξm).
Take ψ ∈ K(y)[t], such that ψ(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξm)[t] is the
minimum polynomial of xi over L(ξs+1, ξs+2, . . . , ξm). By the chain rule,
0 = J (ψ(φ1, . . . , φs, ξs+1, . . . , ξm)(xi))
=
(Jy,tψ)∣∣y=(φ1,...,φs,ξs+1,...,ξm)
∣∣
t=xi
· J (φ1, . . . , φs, ξs+1, . . . , ξm, xi).
Since the last row of J (φ1, . . . , φs, ξs+1, . . . , ξm, xi) is independent of the
rows above it, we conclude that
(
∂
∂t
ψ
)∣∣
y=(φ1,...,φs,ξs+1,...,ξm)
∣∣
t=xi
= 0.
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As ψ(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξm)[t] is the minimum polynomial of
xi over L(ξs+1, ξs+2, . . . , ξm),
∂
∂t
ψ = 0. So ψ ∈ K(y)[tc], where c is the
characteristic of K, and xi is inseparable over L(ξs+1, ξs+2, . . . , ξm). A
contradiction.
• If rkJ (φ1, φ2, . . . , φs) ≥ trdegK(L), then K(x) is separable over L.
Suppose that rkJ (φ1, φ2, . . . , φs) ≥ trdegK(L). Let r = rkJ (φ1, φ2, . . . ,
φs) and assume without loss of generality that rkJ (φ1, φ2, . . . , φr) = r.
Take ξr+1, ξr+2, . . . , ξn ∈ K(x), such that rkJ (φ1, φ2, . . . , φr, ξr+1, ξr+2,
. . . , ξn) = n.
From the first assertion, it follows that trdegK K(φ1, φ2, . . . , φr, ξr+1, ξr+2,
. . . , ξn) = n as well. Consequently, φ1, φ2, . . . , φr are algebraically inde-
pendent over K, so trdegK(L) ≥ r ≥ trdegK(L). Therefore, φ1, φ2, . . . , φr
is a transcendence basis of L over K, and ξr+1, ξr+2, . . . , ξn are alge-
braically independent over L.
Since ξr+1, ξr+2, . . . , ξn are algebraically independent over L, and K(x) is
algebraic over L(ξr+1, ξr+2, . . . , ξn), it follows that it suffices to prove that
K(x) is separable over L(ξr+1, ξr+2, . . . , ξn). On account of a transitivity
property for algebraic separable field extensions, it suffices to show that
K(x) is separable over K(φ1, φ2, . . . , φr , ξr+1, ξr+2, . . . , ξn).
So assume that there exists a θ ∈ K(x) which is inseparable overK(φ1, φ2,
. . . , φr, ξr+1, ξr+2, . . . , ξn). Let m = n and take ψ ∈ K(y)[t], such that
ψ(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξn)[t]
is the minimum polynomial of θ over L(ξs+1, ξs+2, . . . , ξn). Since θ is
inseparable over L(ξr+1, ξr+2, . . . , ξn), it follows that
∂
∂t
ψ = 0, so the
last entry of
(Jy,tψ)∣∣y=(φ1,...,φs,ξs+1,...,ξn)
∣∣
t=θ
is zero. The first n rows of
J (φ1, . . . , φs, ξs+1, . . . , ξn, θ) are independent over K, and by the chain
rule,
0 = J (ψ(φ1, . . . , φs, ξs+1, . . . , ξn)(θ))
=
(Jy,tψ)∣∣y=(φ1,...,φs,ξs+1,...,ξn)
∣∣
t=θ
· J (φ1, . . . , φs, ξs+1, . . . , ξn, θ).
Consequently, the other entries of
(Jy,tψ)∣∣y=(φ1,...,φs,ξs+1,...,ξn
∣∣
t=xi
are zero
as well.
So ψ ∈ K(yc1, yc2, . . . , ycn)[tc], where c is the characteristic of K, and c
√
ψ ∈
K¯(y)[t], where K¯ is the algebraic closure of K. Let B be a basis of K¯ as
a vector space over K. Then K¯(y)[t] is a free module over K(y)[t] with
basis B. Since ψ(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξn)(t) 6= 0, there exists a
b ∈ B, such that for the coefficient ψ∗ of b in c√ψ,
ψ∗(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξn)(t) 6= 0.
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Notice that degt ψ
∗ ≤ degt c
√
ψ < degt ψ. Since K¯(x) is a vector space
over K(x) with basis B, it follows that
ψ∗(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξn)(θ) = 0.
As ψ∗(φ1, φ2, . . . , φs, ξs+1, ξs+2, . . . , ξn)(t) 6= 0, we have a contradiction
with the definition of ψ.
2 A structure theorem for homogeneous poly-
nomial maps of transcendence degree 2
We first prove some general statements about the transcendence degree of
K(tH) over K. Recall that t is another variable, so trdegK K(x, t) = n+ 1.
Proposition 2.1. Assume that H ∈ K(x)m. Then the following hold.
(i) trdegK K(tH) = trdegK K(tgH) for every nonzero g ∈ K(x).
(ii) trdegK K(H) ≤ trdegK K(tH) ≤ trdegK K(H) + 1.
(iii) trdegK K(H) = trdegK K(tH), if and only if t is algebraically independent
over K of (the components of) tH.
(iv) If the primitive part H˜ of H is homogeneous and H has a nonzero com-
ponent Hj which cannot be expressed as a quotient of two homogeneous
polynomials of the same degree, then trdegK K(H) = trdegK K(tH).
Proof.
(i) This follows from the fact that both t and tg are algebraically independent
over K of H1, H2, . . . , Hm.
(ii) By substituting t = 1 in tH , we see that f(tH) = 0 =⇒ f(H) = 0 for all
f ∈ K[y]. Hence
trdegK K(H) ≤ trdegK K(tH) ≤ trdegK K(H, t) = trdegK K(H) + 1.
(iii) This follows from trdegK K(tH, t) = trdegK K(H, t) = trdegK K(H) + 1.
(iv) Suppose that the primitive part H˜ of H is homogeneous of degree d. Take
g, g˜ ∈ K[x], such that gcd{g, g˜} = 1 and gH˜ = g˜H .
If g is homogeneous and g˜ is homogeneous of degree deg g + d, then Hj =
gH˜j/g˜ is a quotient of two homogeneous polynomials of the same degree,
for any j such that Hj 6= 0. So assume the opposite. We show that
τ(x, t) :=
g(tx) · td
g˜(tx)
/∈ K(x).
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Suppose first that both g and g˜ are homogeneous. Then
τ(x, t) :=
g(x) · tdeg g+d
g˜(x) · tdeg g˜ /∈ K(x),
because deg g˜ 6= deg g+ d by assumption. Suppose next that either g or g˜
is not homogeneous, and say that g˜ is not homogeneous. Then g˜(tx) has
an irreducible divisor r, for which codegt r < degt r. From r|t=1 | g˜ and
gcd{g, g˜} = 1, it follows that r|t=1 ∤ g. Consequently, r ∤ g(tx). So
r ∤ g(tx) · td · f(x)
for every f ∈ K[x]. Hence τ(x, t) /∈ K(x).
Therefore, τ(x, t) is trancendental over K(x). Since
H(tx) =
g(tx)
g˜(tx)
· H˜(tx) = g(tx) · t
d
g˜(tx)
· H˜(x) = τ(x, t) · H˜(x)
it follows that
trdegK K(H) = trdegK K
(
H(tx)
)
= trdegK K(tH˜).
Now the result follows from (i).
Lemma 2.2 below connects polynomial maps f ∈ K[y1]m with homogeneous
polynomial maps h ∈ K[y1, y2]n. This connection is used in Corollary 2.3.
Lemma 2.2. The following statements are equivalent:
(1) h ∈ K[y1, y2]m \ {0}m is homogeneous of degree s and f = h(y1, 1).
(2) f ∈ K[y1]m \ {0}m has degree at most s and h = ys2f(y1/y2).
Furthermore, if (1) or (2) holds, then
g = g˜(y1, 1) and g˜ = y
deg g
2 g(y1/y2)
give a one–one correspondence between common divisors g ∈ K[y1] of f1, f2, . . . ,
fm and common divisors g˜ ∈ K[y1, y2] of h1, h2, . . . , hm for which y2 ∤ g˜.
Proof.
(1) ⇒ (2) Assume (1). Since h is homogenoeus of degree s, it follows that
h = ys2h(y
−1
2 y) = y
s
2h(y1/y2, 1) = y
s
2f(y1/y2).
As h /∈ K(y1, y2) \K[y1, y2] we deduce that deg f ≤ s.
(2) ⇒ (1) Assume (2). Then h ∈ K[y1, y2] because deg f ≤ s. Furthermore,
h is homogeous of degree s and f = 1sf(y1/1) = h(y1, 1).
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Suppose first that g˜ ∈ K[y1, y2] such that g˜ | hi for each i ∈ {1, 2, . . . ,m} and
y2 ∤ g˜, and that g = g˜(y1, 1). By substituting y2 = 1, we see that g | fi for each i.
Since hi is homogeneous of degree s for some i, it follows that g˜ is homogeneous,
say of degree s˜. From (1) ⇒ (2), we deduce that deg g ≤ s˜ and
g˜ = ys˜2g(y1/y2) = y
s˜−deg g
2 · ydeg g2 g(y1/y2).
If deg g < s˜, then it follows from (2) ⇒ (1) that ydeg g2 g(y1/y2) ∈ K[y1, y2],
which contradicts y2 ∤ g˜. So deg g = s˜ and
g˜ = ydeg g2 g(y1/y2).
This proves the correspondence in one direction.
Suppose next that g ∈ K[y1] such that g | fi for each i ∈ {1, 2, . . . ,m}, and
that g˜ = ydeg g2 g(y1/y2). Then for each i, there exists an ai ∈ K[y1] such that
g · ai = fi. Since deg ai = deg fi − deg g ≤ s − deg g, it follows from (2) ⇒ (1)
that
g˜ = ydeg g2 g(y1/y2) ∈ K[y1, y2] and ys−deg g2 ai(y1/y2) ∈ K[y1, y2]
for each i, and that deg g˜ = deg g. So
g˜ | ydeg g2 g(y1/y2) · ys−deg g2 ai(y1/y2) = ys2fi(y1/y2) = hi
for each i. If y2 | g˜, then
y−12 g˜ ∈ K[y1, y2] and g = 1−1g˜(y1, 1),
and it follows from (1) ⇒ (2) that deg g ≤ deg g˜ − 1, which contradicts deg g˜ =
deg g. So y2 ∤ g˜. This proves the correspondence in the other direction.
Corollary 2.3. Let L be an extension field of K and H ∈ Lm, such that
Hi 6= 0 for some i ∈ {1, 2, . . . ,m}. Suppose that there are p, q ∈ L such that
H−1i H ∈ K(p/q)m.
Then there exists an f ∈ K[y1], a g ∈ L and a homogeneous polynomial
h ∈ K[y1, y2], such that f and h are primitive, deg f = deg h, and
H = Hi · f−1i (p/q) · f(p/q) = g · h(p, q).
Furthermore, if s = deg h, then f , h and s satisfy Lemma 2.2.
Proof. Since H−1i H ∈ K(p/q)m, there exists a primitive f ∈ K[y1]m such that
H−1i H = f
−1
i (p/q) · f(p/q). Let s := deg f and take h = ys2f(y1/y2). From (2)
⇒ (1) of Lemma 2.2, it follows that h is homogeneous of degree s. Furthermore,
it follows from Lemma 2.2 that h is primitive.
Take g := Hi/hi(p, q). Then
H =
Hi
fi(p/q)
· f(p/q) = Hi
qsfi(p, q)
· qsf(p/q) = g · h(p, q).
Since f , h and s satisfy (2) of Lemma 2.2, the last claim follows as well.
12
Proposition 2.4 below is a special case of Theorem 2.5. Both describe a
situation where substitution commutes with taking the greatest common divisor.
Proposition 2.4. Let R be an integral K-domain. Take f ∈ K[y1]m and p ∈ R.
Then
gcd
{
f1(p), f2(p), . . . , fm(p)
}
=
(
gcd
{
f1, f2, . . . , fm
})∣∣
y1=p
. (2.1)
In particular, the left-hand side exists.
Proof. Let g := gcd{f1, f2, . . . , fm}. Then g | fi and g(p) | fi(p) for each i. So
g(p) is a common divisor of f1(p), f2(p), . . . , fm(p).
Let r be another common divisor of f1(p), f2(p), . . . , fm(p). Since K[y1] is a
principal ideal domain, there are ai ∈ K[y1] such that
g = a1f1 + a2f2 + · · ·+ amfm.
Hence
r | (a1(p)f1(p) + a2(p)f2(p) + · · ·+ am(p)fm(p)) = g(p).
So g(p) = gcd
{
f1(p), f2(p), . . . , fm(p)
}
, which is (2.1).
Theorem 2.5. Let R be an integral K-domain. Take h ∈ K[y1, y2]m and
p, q ∈ R. If hi is homogeneous or zero for each i ∈ {1, 2, . . . ,m} and (p, q) is
superprimitive in R, then
gcd
{
h1(p, q), h2(p, q), . . . , hm(p, q)
}
=
(
gcd
{
h1, h2, . . . , hm
})∣∣
y1=p
∣∣
y2=q
. (2.2)
In particular, the left-hand side exists.
Proof. Let g˜ := gcd
{
h1, h2, . . . , hm
}
. Then g˜ | hi and g˜(p, q) | hi(p, q) for each
i. So g˜(p, q) is a common divisor of h1(p, q), h2(p, q), . . . , hm(p, q).
Let r be another common divisor of h1(p, q), h2(p, q), . . . , hm(p, q). We must
show that r | g˜(p, q) if (p, q) is superprimitive. But we first show something
weaker than r | g˜(p, q), namely that there exists an s such that
r | qsg˜(p, q).
For that purpose, define fi := hi(y1, 1) for each i. Notice that g˜ is homogeneous
or zero. From Lemma 2.2, it follows that
g | fi =⇒ ydeg g2 g(y1/y2) | hi and ydeg g2 g(y1/y2) | g˜ =⇒ g | g˜(y1, 1)
for each g ∈ K[y1] and each i. So if we take g := gcd{f1, f2, . . . , fm}, then we
can deduce that g | g˜(y1, 1).
Since g | g˜(y1, 1) and K[y1] is a principal ideal domain, there exist a1, a2, . . . ,
am ∈ K[y1] such that
g˜(y1, 1) = a1f1 + a2f2 + · · ·+ amfm.
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Let si := deg fi for each i, and take s such that s ≥ deg ai+ si for each i. From
(2)⇒ (1) of Lemma 2.2, it follows that bi := ys−si2 ai(y1/y2) ∈ K[y1, y2] for each
i, and that
ys2g˜(y1/y2, 1) = y
s
2a1(y1/y2)f1(y1/y2) + · · ·+ ys2am(y1/y2)fm(y1/y2)
= ys12 b1(y1, y2)f1(y1/y2) + · · ·+ ysm2 bm(y1, y2)fm(y1/y2)
= b1(y1, y2)h1(y1, y2) + · · ·+ bm(y1, y2)hm(y1, y2).
From (1) ⇒ (2) of Lemma 2.2, it follows that
ys−deg g˜2 g˜(y1, y2) = y
s
2g˜(y1/y2, 1).
Consequently,
r | (b1(p, q)h1(p, q) + · · ·+ bm(p, q)bm(p, q)) = qs−deg g˜ g˜(p, q) | qsg˜(p, q).
So there exists an s such that r | qsg˜(p, q). Similarly, there exists an s′ such
that r | ps′ g˜(p, q).
Now suppose that (p, q) is superprimitive and r ∤ g˜(p, q). From the super-
primitivity of (p, q), we deduce that for any i, i′,
pi
′
qig˜(p, q)
r
(p, q) ∈ K[x]2 =⇒ p
i′qig˜(p, q)
r
∈ K[x],
which is equivalent to
r ∤ pi
′
qig˜(p, q) =⇒ (r ∤ pi′qi+1g˜(p, q) or r ∤ pi′+1qig˜(p, q)).
By induction, it follows that there are i, i′ such that i + i′ = s + s′ − 1 and
r ∤ pi
′
qig˜(p, q). So either i ≥ s or i′ ≥ s′. This contradicts that r | qsg˜(p, q) and
r | ps′ g˜(p, q).
Using Theorem 2.5, we can determine to what extend the generator p/q in
Lu¨roth’s theorem is unique.
Proposition 2.6. Let R be an integral K-domain and p, q ∈ R, such that p/q
is transcendental over K. Suppose that p∗, q∗ ∈ R. Then K(p/q) = K(p∗/q∗), if
and only if there exists a T ∈ GL2(K) such that
p∗
q∗
=
T11p+ T12q
T21p+ T22q
, where T =
(
T11 T12
T21 T22
)
∈Mat2(K), (2.3)
if and only if there exists an S ∈ GL2(K) such that
p
q
=
S11p
∗ + S12q
∗
S21p∗ + S22q∗
, where S =
(
S11 S12
S21 S22
)
∈Mat2(K), (2.4)
in which case ST = TS = cI2 for some nonzero c ∈ K.
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Proof. Suppose first that either (2.3) or (2.4) holds. Assume without loss of
generality that (2.3) is satisfied. Then
p∗
q∗
=
T11p+ T12q
T21p+ T22q
=
T11p/q + T12
T21p/q + T22
,
so K(p/q) ⊇ K(p∗/q∗). Take any nonzero c ∈ K and take S = cT−1. Then
ST = TS = cI2 and
p
q
=
cp
cq
=
S11(T11p+ T12q) + S12(T21p+ T22q)
S21(T11p+ T12q) + S22(T21p+ T22q)
=
S11(T11p+ T12q)/(T21p+ T22q) + S12
S21(T11p+ T12q)/(T21p+ T22q) + S22
=
S11(p
∗/q∗) + S12
S21(p∗/q∗) + S22
.
So K(p/q) ⊆ K(p∗/q∗) as well.
Suppose next that K(p/q) = K(p∗/q∗). Take f , g and h as in Corollary 2.3,
for H = (p∗, q∗) and i = 2. Then
(p∗, q∗) = (q∗)−1 · f(p/q) = g · h(p, q)
and h is primitive. Since K[y1, y2] is a PSP-domain, we see that h is superprim-
itive.
Take f∗, g∗ and h∗ in a similar manner as above, for H∗ = (p, q) and i = 2.
Then
(p, q) = q−1 · f∗(p∗/q∗) = g∗ · h∗(p∗, q∗)
and h∗ is primitive. From Theorem 2.5, it follows that gcd{h∗1
(
h(y1, y2)
)
),
h∗2
(
h(y1, y2)
)} = 1.
Let s = deg h and s∗ = deg h∗. Notice that p/q = h∗1
(
h(p, q)
)
)/h∗2
(
h(p, q)
)
),
so
qh∗1
(
h(p, q)
)
)− ph∗2
(
h(p, q)
)
) = 0.
If we divide both sides by qss
∗+1, then we get
h∗1
(
f(p/q)
)
)− p/q · h∗2
(
f(p/q)
)
) = 0.
Since p/q is transcendental over K, we deduce that
h∗1
(
f(y1/y2)
)
)− y1/y2 · h∗2
(
f(y1/y2)
)
) = 0.
If we multiply both sides by yss
∗+1
2 , then we get
y2h
∗
1
(
h(y1, y2)
)
) = y1 · h∗2
(
h(y1, y2)
)
).
Since K[y1, y2] is a unique factorization domain, we deduce that h
∗(h) = c ·
(y1, y2) for some nonzero c ∈ K[y1, y2] of degree ss∗− 1. As gcd{h∗1
(
h(y1, y2)
)
),
h∗2
(
h(y1, y2)
)} = 1, we see that c ∈ K and ss∗ = 1. So T, S ∈ GL2(K)
which satisfy (2.3) and (2.4) exist, namely T = Jy1,y2h and S = Jy1,y2h∗.
Furthermore, ST = cI2, so S = cT
−1.
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The following theorem is the main theorem of this section.
Theorem 2.7. Assume that H ∈ K(x)m, such that trdegK K(tH) ≤ 2. Then
there are g ∈ K(x) and h ∈ K[y1, y2]m, and a pair (p, q) ∈ K[x]2 such that
(i) H = g · h(p, q) and g 6= 0;
(ii) h is either homogeneous and primitive or zero;
(iii) (p, q) is primitive, but not constant.
In that case,
(iv) trdegK K(tH) = trdegK K
(
th(p, q)
)
= trdegK K(th);
(v) H 6= 0⇐⇒ h(p, q) is primitive ⇔ h is primitive ⇐⇒ h 6= 0;
(vi) trdegK K(tH) ≤ 1⇐⇒ h(p, q) ∈ Km ⇐⇒ h ∈ Km;
(vii) If h 6= 0, then
deg h(p, q) = s · deg(p, q), and
codeg h(p, q) = s · codeg(p, q),
where s := deg h = codeg h;
(viii) If h 6= 0, then h(p, q) is homogeneous, if and only if (p, q) is homogeneous;
(ix) If deg(p, q) is minimal, then K(p/q) is algebraically closed in K(x).
Proof. We first show that a g ∈ K(x), a h ∈ K[y1, y2]m and a pair p, q ∈ K[x]
as in (i), (ii), (iii) exist.
If H = 0, then we can take h = 0 and impose anything we like on g, p, q.
So assume that H 6= 0. Then trdegK(tH) ≥ 1, so there exists an i such that
Hi 6= 0.
Notice that the i-th component of tH−1i H is just t. Hence it follows from
(ii) and (iii) of Proposition 2.1 that trdegK K(H
−1
i H) = trdegK K(tH
−1
i H)−1.
Consequently, L := K(H−1i H) satisfies
trdegK L = trdegK K(tH
−1
i H)− 1 = trdegK K(tH)− 1,
because of (i) of Proposition 2.1. If trdegK K(tH) = 1, then trdegK L =
trdegK K(tH) − 1 = 0, so H−1i H ∈ Km. Hence we can take g = Hi and
h = H−1i H and impose anything we like on p and q again, if trdegK K(tH) = 1.
So assume from now on that trdegK K(tH) = 2. Then trdegK L = trdegK
K(tH) − 1 = 1. From Theorem 1.1, it follows that there are p, q ∈ K[x] such
that gcd{p, q} = 1 and L = K(p/q). Furthermore, L 6= K, so (p, q) satisfies
(iii).
Take f , g and h as in Corollary 2.3. Then h 6= 0 and (i) and (ii) are satisfied.
Since K[x] is a PSP domain, it follows that (p, q) is superprimitive.
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(iv) Let s := deg h. On account of Corollary 2.3, f , h and s satisfy Lemma
2.2. From (i) of Proposition 2.1, it follows that
trdegK K(tH) = trdegK K
(
th(p, q)
)
= trdegK K
(
tq−sh(p, q)
)
.
Since p/q is transcendental over K(t), we have
trdegK K
(
tq−sh(p, q)
)
= trdegK K
(
th(p/q, 1)
)
= trdegK K
(
th(y1/y2, 1)
)
.
From (i) of Proposition 2.1, it follows that
trdegK K
(
th(y1/y2, 1)
)
= trdegK K
(
tys2h(y1/y2, 1)
)
= trdegK K(th).
So trdegK K(tH) = trdegK K
(
th(p, q)
)
= trdegK K(th).
(v) From trdegK K(tH) = trdegK K(th), it follows that H 6= 0 ⇐⇒ h 6= 0.
By assumption, h is primitive ⇐⇒ h 6= 0. From Theorem 2.5, it follows
that h(p, q) is primitive, if and only if h is primitive.
So H 6= 0⇐⇒ h 6= 0⇐⇒ h is primitive ⇐⇒ h(p, q) is primitive.
(vi) If h ∈ Km, then h(p, q) ∈ Km. If h(p, q) ∈ Km, then trdegK K
(
th(p, q)
) ≤
1, and it follows from (i) of Proposition 2.1 that trdegK K(tH) ≤ 1. So it
remains to show that trdegK K(tH) ≤ 1 =⇒ h ∈ Km.
So assume that trdegK K(tH) ≤ 1. IfH = 0, then h = 0 ∈ Km on account
of (v), so assume that H 6= 0. Then (iv) tells us that trdegK K(th) =
trdegK K(tH) = 1. From (ii), (iii) and (i) of Proposition 2.1, it follows
that
trdegK K(h
−1
i h) < trdegK K(th
−1
i h) = trdegK K(th) = 1,
so trdegK K(h
−1
i h) = 0 and h
−1
i h ∈ Km. As h is primitive on account of
(v), we conclude that h ∈ Km.
(vii) Suppose that h 6= 0. Then h is primitive by assumption, so gcd{h1, h2, . . . ,
hm} does not have a linear factor. Hence the claims follow from Lemma
2.8 below.
(viii) Suppose that h 6= 0. Then it follows from (vii) that
codeg h(p, q) = deg h(p, q)⇔ codeg(p, q) = deg(p, q).
So h(p, q) is homogeneous, if and only if (p, q) is homogeneous.
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(ix) From Theorem 1.1, it follows that there are p∗, q∗ ∈ K[x] such that
K(p∗/q∗) is the algebraic closure of K(p/q). Assume without loss of gen-
erality that (p∗, q∗) is primitive. Since K[x] is a PSP-domain, we see that
(p∗, q∗) is superprimitive.
Take f∗, g∗ and h∗ as in the proof of Theorem 2.6, i.e. as in Corollary 2.3,
but starred, for H∗ = (p, q) and i = 2. From Proposition 2.5, it follows
that h∗(p∗, q∗) is primitive. Since h∗(p∗, q∗) is dependent over K(x) of
(p, q), it follows that (p, q) is dependent over K[x] of h∗(p∗, q∗).
Since deg(p, q) is minimal, (p, q) is dependent over K of h∗(p∗, q∗). Fur-
thermore, it follows from (vii) that deg h∗ = 1 and deg(p, q) = deg(p∗, q∗).
Consequently, deg(p∗, q∗) is minimal. Since p/q /∈ K andK is algebraically
closed in K(x), it follows from Theorem 2.6 that K(p/q) = K(p∗/q∗). So
K(p/q) is algebraically closed in K(x).
Lemma 2.8. Suppose that h ∈ K[y1, y2]m is homogeneous and p, q ∈ K[x], not
both zero. If gcd{h1, h2, . . . , hm} does not have a linear factor, then h(p, q) 6= 0,
and
deg h(p, q) = s · deg(p, q), and
codeg h(p, q) = s · codeg(p, q),
where s := deg h = codeg h.
Proof. Assume without loss of generality that deg p ≥ deg q. Then p 6= 0. By
replacing q by a linear combination of p and q and adapting h accordingly, we
can ensure that either q = 0 or that the leading homogeneous parts (homoge-
neous parts of maximum degree) of p and q are linearly independent over K.
By subsequently replacing p by a linear combination of p and q, and adapting
h accordingly, we can ensure that either q = 0 or that the trailing homoge-
neous parts (homogeneous parts of minimum degree) of p and q are linearly
independent over K as well.
We first show that deg h(p, q) = s · deg(p, q). Let (p¯, q¯) be the leading
homogeneous part of (p, q) (so deg(p¯, q¯) = deg(p, q)). Since h is homogeneous,
it follows that h(p¯, q¯) is either the leading homogeneous part of h(p, q) or zero.
By assumption, the exists an i such that y2 ∤ hi. Furthermore, if hi(p¯, q¯) 6= 0,
then
deg h(p, q) = deg hi · deg(p¯, q¯) = s · deg(p, q).
Therefore, assume that hi(p¯, q¯) = 0. We will derive a contradiction, by which
we additionally obtain h(p, q) 6= 0.
If q¯ = 0, then p¯ = 0 as well, because hi(p¯, q¯) = 0 and y2 ∤ hi, which
is a contradiction. So q¯ 6= 0. As deg p ≥ deg q, p¯ 6= 0 as well. Since hi
is homogeneous, we deduce from hi(p¯, q¯) = 0 that hi(p¯/q¯, 1) = 0. So p¯/q¯ is
algebraic over K. As K is algebraically closed in K(x), we see that p¯/q¯ ∈ K.
This contradicts the fact that that the leading homogeneous parts of p and q
are linearly independent over K.
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We next show that codeg h(p, q) = codeg h · codeg(p, q). Let (p˜, q˜) be the
trailing homogeneous part of (p, q) (so codeg(p˜, q˜) = codeg(p, q)). Since h is
homogeneous, it follows that h(p˜, q˜) is the trailing homogeneous part of h(p, q)
or zero. If codeg p ≤ codeg q, then take j such that y2 ∤ hj . Otherwise, take j
such that y1 ∤ hj . If hj(p˜, q˜) 6= 0, then
codeg h(p, q) = deg hj · deg(p˜, q˜) = s · codeg(p, q).
Therefore, assume that hj(p˜, q˜) = 0. Then we can obtain a contradiction in a
similar manner as in the case hi(p¯, q¯) = 0 above.
3 Some further results that follow from Lu¨roth’s
theorem
In Theorem 4 in [Sch, § 1.2], it is shown that K(p/q) is generated by a poly-
nomial if K(p/q) contains a nonconstant polynomial. Inspection of the proof
of this theorem reveals that even K(p/q) ∈ {K(p),K(q)} if K(p/q) contains a
nonconstant polynomial and gcd{p, q} = 1. This result can also be obtained
from (2) ⇒ (3), (4) of Theorem 3.1 below. So Theorem 4 in [Sch, § 1.2] can be
seen as a special case of Theorem 3.1 below.
Theorem 3.1. Let p, q ∈ K[x] which are not both constant, such that gcd{p, q} =
1. Then for
(1) p and q are algebraically dependent over K and K(p/q) is algebraically
closed in K(x);
(2) K(p/q) ∩K[x] 6= K;
(3) there are λ, µ ∈ K such that λp+ µq = 1;
(4) K(p/q) = K(p, q);
we have (1)⇒ (2)⇒ (3)⇒ (4).
Proof. Actually, we have (1) ⇒ (2) ⇔ (3) ⇔ (4). But (4) ⇒ (2) is trivial.
Hence (1)⇒ (2)⇒ (3)⇒ (4) suffices.
(1) ⇒ (2) Suppose that p and q are algebraically dependent over K. Then
trdegK K(tp, tq, t) = 2. From Theorem 2.7, it follows that there exist a
g∗ ∈ K(x), a homogeneous h∗ ∈ K[y1, y2]3 and a pair (p∗, q∗) ∈ K[x]2,
such that
(p, q, 1) = g∗h∗(p∗, q∗).
Consequently,
(p/q, p, q) =
(h∗1(p∗, q∗)
h∗2(p
∗, q∗)
,
h∗1(p
∗, q∗)
h∗3(p
∗, q∗)
,
h∗2(p
∗, q∗)
h∗3(p
∗, q∗)
)
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=
(h∗1(p∗/q∗, 1)
h∗2(p
∗/q∗, 1)
,
h∗1(p
∗/q∗, 1)
h∗3(p
∗/q∗, 1)
,
h∗2(p
∗/q∗, 1)
h∗3(p
∗/q∗, 1)
)
∈ K(p∗/q∗)3.
Assume thatK(p/q) is algebraically closed inK(x). From p/q ∈ K(p∗/q∗),
it follows that p∗/q∗ is algebraic over K(p/q). Consequently,
p, q ∈ K(p∗/q∗) = K(p/q).
Hence K(p, q) ∩K[x] 6= K.
(2) ⇒ (3) Suppose that K(p/q) contains a nonconstant polynomial r. Then
there exist f1, f2 ∈ K[y1] such that gcd{f1, f2} = 1 and r = f1(p/q)/
f2(p/q). Let s := max{deg f1, deg f2}.
From (2)⇒ (1) of Lemma 2.2, it follows that there exist h1, h2 ∈ K[y1, y2],
both homogeneous of degree s, such that
r =
h1(p/q, 1)
h2(p/q, 1)
=
qsh1(p/q, 1)
qsh2(p/q, 1)
=
h1(p, q)
h2(p, q)
.
Furthermore, we deduce from Lemma 2.2 that gcd{h1, h2} = 1. On ac-
count of Theorem 2.5, gcd{h1(p, q), h2(p, q)} = 1. As r ∈ K[x], we con-
clude that h2(p, q) is a unit in K[x], i.e. h2(p, q) ∈ K.
If we take for h3 an irreducible factor of h2, then h3(p, q) ∈ K as well.
Assume without loss of generality that h3(p, q) = 1. From Lemma 2.8, it
follows that h3 has a linear factor, so h3 is homogeneous of degree 1. Say
that h3 = λy1 + µy2, where λ, µ ∈ K. Then 1 = λp+ µq.
(3) ⇒ (4) Suppose that there are λ, µ ∈ K such that 1 = λp + µq. Take
r∗ ∈ {p, q} such that r∗ /∈ K. From Proposition 2.6, it follows that
K(p/q) = K(r∗/1) = K(p, q).
As a corollary of Theorem 4 in [Sch, § 1.2] or (2)⇒ (3), (4) of Theorem 3.1,
we have the following result.
Corollary 3.2. Let R be a K-subalgebra of K[x], with fraction field L, such
that trdegK L = 1. Then the following holds.
(i) There exists a p ∈ K[x] such that L = K(p).
(ii) For any p ∈ K[x] such that L = K(p),
R ⊆ K[p] = K(p) ∩K[x],
and K[p] is the integral closure of R (in its fraction field L).
Proof. From Theorem 1.1, it follows that there exist p, q ∈ K[x] such that
L = K(p/q). Since trdegK L = 1, it follows that K ( R ⊆ K[x], so L ⊇ R
contains a nonconstant polynomial. From (2) ⇒ (3), (4) of Theorem 3.1, we
deduce that L ∈ {K(p),K(q)}. So we can choose q = 1 above.
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From Lemma 3.3 below, it follows that
K[p] = K(p) ∩K[x] = L ∩K[x] ⊇ R.
Since R contains a nonconstant polynomial, it follows that p is integral over R.
From K[p] = L ∩K[x] and the fact that K[x] is integrally closed in K(x), we
deduce that K[p] is integrally closed in L. So K[p] is the integral closure of R
in L.
The ring R = K[x21, x
3
1] is not of the form K[p] for any p ∈ K[x], which
corresponds to the fact that R is not integrally closed.
In [For, Lm. 2], the author deduces from Theorem 4 in [Sch, § 1.2] that
R ⊆ K[p] for some p ∈ K[x] in the situation of Corollary 3.2, which is a bit
less specific. Zaks in [Zak] and Eakin in [Eak] prove that R = K[p] for some
p ∈ K[x] if R is integrally closed (in L) in the situation of Corollary 3.2, which
is almost as specific as Corollary 3.2 itself. But the proofs of Zaks and Eakin
differ from that of [For, Lm. 2] and Corollary 3.2.
Lemma 3.3. Let p ∈ K[x]. Then K[p] = K(p) ∩K[x].
Proof. The inclusion K[p] ⊆ K(p) ∩K[x] is trivial, so assume that r ∈ K(p) ∩
K[x]. Then there are f1, f2 ∈ K[y1] such that r = f1(p)/f2(p) and gcd{f1, f2} =
1. From Proposition 2.4, it follows that gcd{f1(p), f2(p)} = 1, so f2(p) is a unit
in K[x]. Hence f2(p) ∈ K and r ∈ K[p].
If f ∈ K[y1] \K and p, q ∈ K[x], then p/q is integral over f1(p/q). But if
f ∈ K(y1)\K and p, q ∈ K[x], then p/q does not need to be integral over f(p/q).
The following theorem describes in which case p/q is integral over f(p/q).
Theorem 3.4. Suppose that g = f1(p/q)/f2(p/q) for certain p, q ∈ K[x] and
f1, f2 ∈ K[y1] \K. If p/q /∈ K, then the following holds.
(i) p/q is integral over K[g], if and only if deg f1 > deg f2.
(ii) There are p∗, q∗ ∈ K[x] for which K(p∗/q∗) = K(p/q), such that p∗/q∗ is
integral over K[g] if and only if either deg f1 > deg f2 or f2 has a root in
K of which the multiplicity is larger than that of f1.
Proof. Suppose that p/q /∈ K. Then p/q is transcendental over K.
(i) Notice that f1(p/q) − gf2(p/q) = 0. Assume without loss of generality
that f1 is monic. If deg f1 > deg f2, then f1 − gf2 is monic as well, so
that p/q is integral over K[g]. Hence suppose that deg f1 ≤ deg f2. Then
the leading coefficient of f1 − gf2 has degree one in g and every other
coefficient of f1 − gf2 has degree at most one in g.
Let m ∈ K[g][y1] be a primitive polynomial over K[g] of minimum degree,
such that m(p/q) = 0. Then m | (f1 − gf2) over K(g), because otherwise
we can decrease the degree of m, namely by replacing it by the primitive
part of the remainder of the division over K(g) of f1 − gf2 by m.
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Since K[g] is a GCD-domain, we can take the primitive part of (f1 −
gf2)/m, which we call m˜. Using the fact that that K[g] is a GL-domain
and a PSP-domain, we deduce that the product m · m˜ is primitive and
superprimitive respectively. It follows that m · m˜ is the primitive part of
f1 − gf2. Hence m | (f1 − gf2) over K[g] as well.
Since every coefficient of f1 − gf2 has degree at most one in g, we can
deduce that either m ∈ K[y1] or (f1 − gf2)/m ∈ K[y1]. As p/q is tran-
scendent over K, it follows that (f1 − gf2)/m ∈ K[y1]. Consequently, the
leading coefficient of m is not contained in K.
If p/q would be integral over K[g] then it follows in a similar manner as
m | (f1−gf2) overK[g] thatm is a divisor overK[g] of a monic polynomial
over K[g], which is impossible because the leading coefficient of m is not
contained in K. So p/q is not integral over K[g].
(ii) From Proposition 2.6, it follows that we may assume that either q∗ = q
and p∗ = p + ǫq, or q∗ = p − θq and p∗ = q + ǫ(p − θq), where ǫ, θ ∈ K.
Hence (ii) follows from Lemma 3.5 below.
Lemma 3.5. Assume that p, q ∈ K[x] and g ∈ K(p/q), and say that g =
f1(p/q)/f2(p/q), where f1, f2 ∈ K[y1]. Define s := max{deg f1, deg f2}.
If ǫ, θ ∈ K, then the following holds.
(i) Suppose that q∗ = q and p∗ = p+ ǫq. Define
f∗1 := f1(y1 − ǫ) f∗2 := f2(y1 − ǫ).
Then
f∗1 (p
∗/q∗)
f∗2 (p
∗/q∗)
=
f1(p/q)
f2(p/q)
, (3.1)
and deg f∗1 > deg f
∗
2 ⇐⇒ deg f1 > deg f2.
(ii) Suppose that q∗ = p− θq and p∗ = q + ǫ(p− θq). Define
f∗1 := (y1 − ǫ)s · f1
( 1
y1 − ǫ + θ
)
f∗2 := (y1 − ǫ)s · f2
( 1
y1 − ǫ + θ
)
.
Then f∗1 , f
∗
2 ∈ K[y1],
f∗1 (p
∗/q∗)
f∗2 (p
∗/q∗)
=
f1(p/q)
f2(p/q)
, (3.1)
and deg f∗1 > deg f
∗
2 ⇐⇒ θ is a root of f2 from which the multiplicity
exceeds that of f1.
Proof. Suppose that ǫ, θ ∈ K.
(i) For every i ≤ 2,
f∗i (p
∗/q∗) = fi
(
(p+ ǫq)/q − ǫ) = fi(p/q),
from which (3.1) follows. The last claim follows from deg f∗1 = deg f1 and
deg f∗2 = deg f2.
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(ii) From (i), it follows that we may assume that ǫ = 0. So q∗ = p−θq, p∗ = q,
f∗1 = y
s
1 · f1(y−11 + θ) and f∗2 = ys1 · f2(y−11 + θ). Take i ≤ 2 as arbitrary.
From deg fi ≤ s, we deduce that f∗i ∈ K[y1]. Furthermore
f∗i
(p∗
q∗
)
=
( q
p− θq
)s
fi
(p− θq
q
+ θ
)
=
( q
p− θq
)s
fi
(p
q
)
.
So f∗1 , f
∗
2 ∈ K[y1] and (3.1) is satisfied.
It remains to prove the last claim of (ii). Notice that fi(y1 + θ) and
f∗i = y
s
1 ·fi(y−11 +θ) can be changed into each other by reversing the order
of the coefficients of y01, y
1
1 , . . . , y
s
1. Hence
s− deg f∗i = codeg fi(y1 + θ),
which is the multiplicity of 0 as a root of fi(y1 + θ) and of θ as a root of
fi. So deg f
∗
1 > deg f
∗
2 ⇐⇒ codeg f1(y1 + θ) < codeg f2(y1 + θ), and the
last claim of (ii) follows.
Corollary 3.6. Let p, q ∈ K[x]. Suppose that R 6= K is a K-subalgebra of
K(p/q) which is integrally closed in K(p/q), such that either K is algebraically
closed, or R contains a nonconstant polynomial.
Then there exist p∗, q∗ ∈ K[x] such that K(p∗/q∗) = K(p/q) and p∗/q∗ ∈ R,
where q∗ = 1 if R contains a nonconstant polynomial.
Proof. Since R 6= K, we can take g ∈ R \K, and we have p/q /∈ K.
First suppose that K is algebraically closed. Write g = f1(p/q)/f2(p/q) such
that gcd{f1, f2} = 1. Since K is algebraically closed, either deg f1 > deg f2 or
f2 has a root from which the multiplicity exceeds that of f1. From Theorem
3.4, it follows that there exist p∗, q∗ ∈ K[x], such that K(p∗/q∗) = K(p/q) and
p∗/q∗ is integral over R. Hence p∗/q∗ ∈ R by assumption on R.
Next suppose next that R contains a nonconstant polynomial r. Take p∗, q∗
such that K(p/q) = K(p∗/q∗) and gcd{p∗, q∗} = 1. From (2) ⇒ (3), (4)
of Theorem 3.1, we deduce that K(p/q) ∈ {K(p∗),K(q∗)}, and we say that
K(p/q) = K(p∗). Then we can take q∗ = 1.
Since r ∈ K(p∗) ∩K[x], it follows from Lemma 3.3 that r ∈ K[p∗]. As r is
nonconstant, p∗ ∈ K(p/q) is integral over K[r] ⊆ R. Hence p∗/q∗ = p∗ ∈ R by
assumption on R.
The case where K is an algebraically closed field of characteristic zero of
Corollary 3.6 appears as Corollary 2.2 in [Bav].
Notice that the conditions on f1 and f2 in Theorem 3.4 can be viewed as
f2 having a root in the projective line K ∪ {∞} over K with larger multiplicity
than f1. The formulation of the following lemma was inspired by that idea.
Lemma 3.7. Suppose that f1, f2, f
∗
1, f
∗
2 ∈ K[y1], such that f2f∗2 6= 0. For every
g ∈ K[y1], write vθ(g) for the multiplicity of θ as a root of g if θ ∈ K, and
define v∞(g) := − deg g. Then
vθ(f1/f2) := vθ(f1)− vθ(f2)
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is well-defined, and
(
vθ(f1)− vθ(f2)
)
+
(
vθ(f
∗
1 )− vθ(f∗2 )
)
= vθ(f1f
∗
1 )− vθ(f2f∗2 )
min
{
vθ(f1)− vθ(f2), vθ(f∗1 )− vθ(f∗2 )
} ≤ vθ(f1f∗2 + f∗1 f2)− vθ(f2f∗2 )
for all θ ∈ K ∪ {∞}.
Proof. Take θ ∈ K ∪ {∞} as arbitrary. The equality is easy to prove, and
f1/f2 = f
∗
2 /f
∗
1 =⇒ vθ(f1)− vθ(f2) = vθ(f∗2 )− vθ(f∗1 )
follows from it, so vθ(f1/f2) is well-defined. The inequality follows from the
following.
vθ(f1)− vθ(f2) = vθ(f1f∗2 )− vθ(f2f∗2 )
vθ(f
∗
1 )− vθ(f∗2 ) = vθ(f∗1 f2)− vθ(f2f∗2 )
min
{
vθ(f1f
∗
2 ), vθ(f
∗
1 f2)} ≤ vθ(f1f∗2 + f∗1 f2).
Theorem 3.8. Let p, q ∈ K[x] and let G be a subset of K(p/q). Then p/q is
integral over K[G], if and only if there exist g ∈ G such that p/q is integral over
K[g].
Proof. This follows from (i) of Theorem 3.4 and Lemma 3.7 with θ =∞.
One can wonder whether the condition that either K is algebraically closed,
or R contains a nonconstant polynomial, is necessary in Corollary 3.6. The
answer is affirmative, as the following example makes clear.
Example 3.9. Take for R the integral closure of R[1/(x21 + 1), x1/(x
2
1 + 1)] in
its fraction field R(x1). One can show that R = R[1/(x
2
1 + 1), x1/(x
2
1 + 1)], but
there is no need to do that to show that Corollary 3.6 does not hold for R.
From Theorem 3.8 and (ii) of Theorem 3.4 with f1 ∈ {1, x1} and f2 = x21+1, it
follows that R(x1) = R(x1/1) is not generated by an element of R(x1) which is
integral over R[1/(x21 + 1), x1/(x
2
1 + 1)]. Hence Corollary 3.6 does not hold for
R.
Furthermore, R is not contained in R[p/q] for any p, q ∈ R[x1]. Indeed,
suppose that R ⊆ R[p/q] for some p, q ∈ R[x1]. By Theorem 2.6, it follows from
R(p/q) = R(x1/1) that deg q ≤ 1. This contradicts the fact that x21 + 1 does
not decompose into linear factors over R.
We end this section with a problem for which we do not know the answer.
Problem 3.10. Let p, q ∈ K[x] which are not both constant, such that gcd{p, q} =
1. Suppose that K(p/q) is algebraically closed in K(x). Is λp+ q reducible for
only finitely many λ ∈ K?
Proposition 3.11. The above problem has an affirmative answer if K is alge-
braically closed.
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Proof. Suppose that K is algebraically closed and that λp+ q is reducible over
K for infinitely many λ ∈ K. On account of Corollary 3 of [Sch, § 3.1], λp+ q
is reducible over K for all λ ∈ K such that deg(λp+ q) = deg(p, q).
Notice that tp + q is irreducible over K[t], and hence over K(t) as well,
because gcd{p, q} = 1. From the Bertini-Krull theorem, see Theorem 37 of
[Sch, § 3.3], it follows that tp+ q = th∗1(p∗, q∗)+h∗2(p∗, q∗) for some p∗, q∗ ∈ K[x]
and a homogeneous h∗ ∈ K[y1, y2]2, such that deg(p, q) > deg(p∗, q∗). Hence
(p, q) = h∗(p∗, q∗). From (1) ⇒ (2) of Lemma 2.2, we deduce that
p/q =
h∗1(p
∗, q∗)
h∗2(p
∗, q∗)
=
h∗1(p
∗/q∗, 1)
h∗2(p
∗/q∗, 1)
∈ K(p∗/q∗),
so p∗/q∗ is algebraic over K(p/q). By assumption, p∗/q∗ ∈ K(p/q), so K(p/q) =
K(p∗/q∗). It follows from Proposition 2.6 that either gcd{p, q} 6= 1 or deg(p, q) ≤
deg(p∗, q∗). A contradiction.
4 A generalization of a theorem of Paul Gordan
and Max No¨ther
We assume from now on that m = n. Therefore y = (y1, y2, . . . , yn).
The following result is useful if we see a rational map as a product of a
rational function and a polynomial map.
Proposition 4.1. Assume g ∈ K(x) \ {0} and H ∈ K(x)n. Then
JH ·H = trJH ·H ⇐⇒ J (gH) · gH = trJ (gH) · gH.
Proof. Using the chain rule for differentation, we can deduce that
J (gH) = H · J g + gJH and trJ (gH) = J g ·H + g trJH ,
from which it follows that
J (gH) ·H − gJH ·H = H · J g ·H = H · trJ (gH)−H · g trJH .
Consequently,
J (gH) ·H −H · trJ (gH) = gJH ·H −H · g trJH .
We can rewrite this as
g−1 · (J (gH) · (gH)− trJ (gH) · (gH)) = g · (JH ·H − trJH ·H).
This gives the desired result.
In Theorem 4.3 below, we classify all rational mapsH which satisfy JH ·H =
trJH · H , under the assumption that H is homogeneous and trdegK(H) ≤
2. But Gordan and No¨ther classified all polynomial maps H which satisfy
JH ·H = 0, under the assumption that H is homogeneous, trdegK(H) ≤ 2 and
the characteristic of K is zero. The following proposition shows that we indeed
generalize the result of Gordan and No¨ther.
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Proposition 4.2. Let H ∈ K(x)n. Then the following hold.
(i) If K has characteristic zero, then JH ·H = 0 implies H(x+ tH) = H.
(ii) If H ∈ K[x]n, then H(x + tH) = H implies that JH is nilpotent. In
particular JH ·H = trH ·H = 0.
Proof. (i) follows from (3) ⇒ (2) of [dB2, Prop. 1.3].
The first claim of (ii) follows from (2) ⇒ (1.7) of [dB2, Prop. 1.3], because
the condition that K has characteristic zero is not used in the proof of that.
The last claim follows because JH ·H is the coefficient of t1 of H(x+ tH)−H ,
and trJH = 0 if JH is nilpotent.
In Example 4.5 below, we show that the conditions that K has character-
istic zero and that H ∈ K[x] are necessary in (i) and (ii) of Proposition 4.2
respectively. Hence it was inevitable to replace the condition that JH ·H = 0
of Gordan and No¨ther in the following theorem. This is done in (3) of Theorem
4.3 below, in which J (h(p, q)) · h(p, q) = 0 is the only assertion which does not
follow from the condition trdegK(tH) ≤ 2.
Theorem 4.3. Assume that H ∈ K(x)n such that trdegK(tH) ≤ 2. Let H˜ be
the primitive part of H. Then the following statements are equivalent:
(1) JH ·H = trJH ·H;
(2) J H˜ · H˜(y) = trJ H˜ · H˜(y) = 0;
(3) There exist h ∈ K[y1, y2] which is homogeneous or zero, such that
deg h > 0 =⇒ c ∤ deg h,
where c is the characteristic of K, and p, q ∈ K[x], such that gcd{p, q} = 1,
H = g · h(p, q) for some g ∈ K(x), and
J (h(p, q)) · h(p, q) = 0;
(4) There exist f ∈ K[y1], and p, q ∈ K[x], such that H = g · f(p/q) for some
g ∈ K(x) and
J p · f = J q · f = 0;
(5) There exist f and p, q as in (4), such that in addition, gcd{f1, f2, . . . ,
fn} = 1 and gcd{p, q} = 1.
Furthermore, H is a K[x]-linear combination of n − rkJ H˜ vectors over K if
any of (1), (2), (3), (4) and (5) is satisfied.
Proof. The case H = 0 is easy, so assume from now on that H 6= 0. We prove
the equivalence of (1), (2), (3), (4) and (5) by way of six implications.
(2) ⇒ (1) Assume (2). By substituting y = x in (2), we obtain J H˜ · H˜ =
trJ H˜ · H˜ . Now (1) follows from Lemma 4.1.
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(4) ⇒ (1) Assume (4), take s ≥ deg f and define h(y1, y2) := ys2f(y1/y2).
From (2) ⇒ (1) of Lemma 2.2, it follows that h ∈ K[y1, y2] is homo-
geneous of degree s. By substituting y1 = p(y)/q(y) in (4), we obtain
J p · f(p(y)/q(y)) = J q · f(p(y)/q(y)) = 0, so
J p · h(p(y), q(y)) = J q · h(p(y), q(y)) = 0.
Define Hˆ := h(p, q). Since the row space of J Hˆ is generated by J p and
J q, it follows that
J Hˆ · Hˆ(y) = 0. (4.1)
If we take the Jacobian with respect to y on both sides, then we see that
(J Hˆ)2 = 0, so trJ Hˆ = 0. Hence (2) with Hˆ instead of H˜ follows. Now
we can apply the proof of (2) ⇒ (1) above, but with Hˆ instead of H˜ , to
obtain (1).
(5) ⇒ (2) Assume (5), take s = deg f and define h(y1, y2) := y
s
2f(y1/y2).
From (2)⇒ (1) of Lemma 2.2, it follows that h ∈ K[y1, y2] is homogeneous
of degree s. Just as in the proof of (4) ⇒ (1) above, we can deduce that
(2) is satisfied if we replace H˜ by Hˆ = h(p, q).
So it suffices to show that h(p, q) is primitive. From Lemma 2.2, it follows
that gcd{h1, h2, . . . , hn} = 1. Since (p, q) is superprimitive, we deduce
from Theorem 2.5 that gcd{h1(p, q), h2(p, q), . . . , hn(p, q)} = 1. Hence
h(p, q) is indeed primitive.
(5) ⇒ (3) Assume (5) and take s ≥ deg f such that
s > 0 =⇒ c ∤ s,
where c is the characteristic of K. Define h(y1, y2) := y
s
2f(y1/y2). From
(2) ⇒ (1) of Lemma 2.2, it follows that h ∈ K[y1, y2] is homogeneous of
degree s. From (4.1), we deduce that J Hˆ · Hˆ = 0, where Hˆ = h(p, q).
This yields (3).
(1) ⇒ (5) Assume (1). Take h and p, q as in Theorem 2.7. Then h is ho-
mogeneous, say of degree s, and gcd{h1, h2, . . . , hn} = 1. Furthermore,
gcd{p, q} = 1 and we may assume without loss of generality that deg p ≤
deg q. Let f := h(y1, 1). From Lemma 2.2, it follows that f(p/q) =
q−sh(p, q) and gcd{f1, f2, . . . , fn} = 1.
Define f ′ := ∂
∂y1
f . Suppose first that f(p/q) and f ′(p/q) are independent
over K(x). From Proposition 4.1, it follows that J (f(p/q)) · f(p/q) =
trJ (f(p/q)) · f(p/q), which is equivalent to
f ′(p/q) · J (p/q) · f(p/q) = f(p/q) · tr (f ′(p/q) · J (p/q))
= f(p/q) · J (p/q) · f ′(p/q).
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Since f ′(p/q) and f(p/q) are independent over K(x), their coefficients
J (p/q) · f(p/q) and J (p/q) · f ′(p/q) are zero. Now (5) follows from (i) of
Lemma 4.4 below.
Suppose next that f(p/q) and f ′(p/q) are dependent over K(x). We show
that we can choose p and q such that J p = J q = 0, which yields (4).
This is clear if p/q ∈ K, so assume that p/q /∈ K. Then f and f ′
are dependent over K(y1). Hence fif
′ = f ′if for each i ∈ {1, 2, . . . , n}.
Since K[x] is a PSP-domain, it follows from gcd{f1, f2, . . . , fn} = 1 that
gcd{f ′if1, f ′if2, . . . , f ′ifn} = f ′i . Consequently, fi | f ′i for each i.
On the other hand, deg fi > deg f
′
i if fi 6= 0, so we can deduce that
f ′ = 0. Consequently, f ∈ K[yc1]n, where c is the characteristic of K. By
replacing p and q by pc and qc and adapting f accordingly if c > 0, we
obtain J p = J q = 0 indeed.
(3) ⇒ (4) Assume (3). Let s be the degree of h and define f := h(y1, 1) and
f ′ := ∂
∂y1
f . Assume without loss of generality that deg p ≤ deg q.
Suppose first that f(p/q) and f ′(p/q) are independent over K(x). Then
0 = J (h(p, q)) · h(p, q)
= qsJ (f(p/q)) · qsf(p/q) + f(p/q) · J (qs) · qsf(p/q)
= q2sf ′(p/q) · J (p/q) · f(p/q) + sq2s−1f(p/q) · J q · f(p/q).
Since f ′(p/q) and f(p/q) are independent over K(x), the factors J (p/q) ·
f(p/q) and sJ q · f(p/q) of their coefficients are zero. Furthermore, s ≥
deg f > deg f ′ ≥ 0, so c ∤ s by assumption. Hence s 6= 0 in K and
J (p/q) · f(p/q) = 0 = J q · f(p/q). Now (4) follows from (ii) of Lemma
4.4 below.
Suppose next that f(p/q) and f ′(p/q) are dependent over K(x). If p/q ∈
K or gcd{f1, f2, . . . , fn} = 1, then we can proceed as in the proof of (1)⇒
(5) to obtain (4). So assume that p/q /∈ K and that gcd{f1, f2, . . . , fn} 6=
1. Then f and f ′ are dependent over K(y1).
Since K[y1] is a GCD-domain, we can replace f by its primitive part and
adapt g accordingly, because the product rule of differentiation tells us that
f and f ′ will remain dependent over K(y1). So gcd{f1, f2, . . . , fn} = 1,
and we can proceed as in the proof of (1) ⇒ (5) above to obtain (4).
To prove the last claim of this theorem, assume that any of (1), (2), (3), (4) and
(5) is satisfied. Then (2) is satisfied, so that
J H˜ · H˜(y) = 0 = J H˜ ·H(y).
Let H(α) be the vector over K of coefficients of yα11 y
α2
2 · · · yαnn of H(y). From
J H˜ ·H(y) = 0, it follows that J H˜ ·H(α) = 0. As dim kerJ H˜ = n − rkJ H˜ ,
there can only be n− rkJ H˜ independent vectors H(α).
28
Lemma 4.4. Let f ∈ K[y1]n and suppose that p, q ∈ K[x], such that gcd{p, q} =
1 and deg q ≥ deg p. Then J p · f = J q · f = 0 in the following cases.
(i) J (p/q) · f(p/q) = J (p/q) · f ′(p/q) = 0, where f ′ = ∂
∂y1
f ,
(ii) J (p/q) · f(p/q) = J q · f(p/q) = 0.
Proof. If q ∈ K, then p ∈ K as well, and J p ·f = J q ·f = 0 is trivially satisfied.
So assume that q /∈ K. Let s ≥ deg f and write
f = vs+1y
s+1
1 + vsy
s
1 + · · ·+ v1y1+ v0+ v−1y−11 and
y1f
′ = (s+ 1)vs+1y
s+1
1 + svsy
s
1 + · · ·+ v1y1 − v−1y−11 ,
where vi ∈ Kn for all i. Notice that vs+1 = v−1 = 0.
(i) Assume that J (p/q) · f(p/q) = J (p/q) · f ′(p/q) = 0. We first show that
J p · vi = J q · vi−1 for all i. Hence suppose that there exists an i such
that J p · vi 6= J q · vi−1. Take such an i as large as possible. From
J (p/q) · f(p/q) = 0, it follows that
0 = q2J (p/q) · qs+1f(p/q)
= (qJ p− pJ q) · (vs+1ps+1 + vspsq + · · ·+ v1pqs + v0qs+1)
≡ qJ p · vipiqs+1−i − pJ q · vi−1pi−1qs+2−i (mod qs+3−i).
Consequently, qs+3−i | piqs+2−i(J p · vi − J q · vi−1).
Since gcd{p, q} = 1, we deduce that q | (J p ·vi−J q ·vi−1). By comparing
degrees on both sides, we see that J p ·vi−J q ·vi−1 = 0, which contradicts
the definition of i. So J p · vi = J q · vi−1 for all i.
Using J (p/q) · (p/q)f ′(p/q) = 0 instead of J (p/q) · f(p/q) = 0, we can
deduce that J p ·ivi = J q ·(i−1)vi−1 for all i as well. Combining both, we
conclude that J p·vi = J q ·vi = 0 for all i, which yields J p·f = J q ·f = 0.
(ii) Assume that J (p/q) · f(p/q) = J q · f(p/q) = 0. It suffices to show that
J p · vi = J q · vi = 0 for all i. Hence suppose that there exists an i such
that either J p · vi 6= 0 or J q · vi 6= 0. Take such an i as large as possible.
From J q · f(p/q) = 0, it follows that
0 = J q · qs+1f(p/q)
= J q · (vs+1ps+1 + vspsq + · · ·+ v1pqs + v0qs+1)
≡ J q · vipiqs+1−i (mod qs+2−i)).
Consequently, qs+2−i | piqs+1−iJ q · vi. Since gcd{p, q} = 1, we deduce
that q | J q·vi. By comparing degrees on both sides, we see that J q·vi = 0.
Since J p = qJ (p/q) + (p/q)J q, it follows from J (p/q) · f(p/q) = J q ·
f(p/q) = 0 that J p ·f(p/q) = 0 as well. Hence J p ·vi = 0 can be deduced
in a similar manner as J q · vi = 0 if p /∈ K. If p ∈ K, then J p · vi = 0 in
any case. This contradicts the definition of i.
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The reader may verify that (3) of Theorem 4.3 can be replaced by J H˜ ·H˜ = 0
if the characteristic of K is zero. The following example shows that this is not
the case for positive characteristic.
Example 4.5. The map H = (1, x2/x1) satisfies H(x+ tH) = H and hence also
JH · H = 0, but JH ·H(y) 6= 0 and JH is not nilpotent. In particular, the
condition that H ∈ K[x]n is necessary in (ii) of Proposition 4.2.
The map H˜ = (xs1H,x
s
2) = (x
s
1, x
s−1
1 x2, x
s
2) does not satisfy H˜(x+ tH˜) = H˜ ,
but does satisfy J H˜ · H˜ = 0, provided s is divisible by the characteristic of K.
In particular, the condition that K has characteristic zero is necessary in (i) of
Proposition 4.2.
But just as with H , J H˜ · H˜(y) 6= 0 and J H˜ is not nilpotent. Hence the
condition that the degree of h is not divisible by the characteristic of K in (3)
of Theorem 4.3 is necessary.
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