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ABSTRACT
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Eric Georges Soenen, B.S., Katholieke Universiteit Leuven, Belgium
M.S., Texas A&M University
Chair of Advisory Committee: Dr. Randall L. Geiger
Dr. Edgar Sanchez-Sinencio
As the field of signal processing accelerates toward the use of high performance
digital techniques, there is a growing need for increasingly fast and accurate analog
to digital converters.
Three highly visible examples of this trend originated in the last decade.
The advent, of the compact disc revolutionized the way high- fidelity audio
is stored, reproduced, recorded and processed. Digital communication links,
fiber optic cables and in the near future ISDN networks (Integrated Services
Digital Network) are steadily replacing major portions of telephone systems.
Finally, video-conferencing, multi-media computing and currently emerging high
definition television (HDTV) systems rely more and more on real-time digital data
compression arid image enhancing techniques.
All these applications rely on analog to digital conversion. In the field of
digital audio, the required conversion accuracy is high, but the conversion speed
limited (16 bits, 2 x 20 kHz signal bandwidth). In the field of image processing, the
required accuracy is less, but the data conversion speed high (8-10 bits, 5-20MHz
bandwidth). New applications keep pushing for increasing conversion rates and
simultaneously higher accuracies. This dissertation discusses new analog to digital
converter architectures that could accomplish this.
As a. consequence of the trend towards digital processing, prominent, analog
designers throughout the world have engaged in very active' re\s('arch on the' topic
of data conversion. Unfortunately, literature has not always kept up. At the' time'
IV
of this writing, it seemed rather difficult to find detailed fundamental publications
about analog to digital converter design. This dissertation represents a modest
attempt to remedy this situation. It is hoped that anyone with a back-ground
in analog design could go through this work and pick up the fundamentals of
converter operation, as well as a number of more advanced design techniques.
VTo the memory of Peter M. VanPeteghem
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1CHAPTER I
ANALOG TO DIGITAL CONVERTER PRINCIPLES
1.1. General Introduction
This dissertation covers a wide range of concepts related to analog to digital
converter characteristics, testing, architectures and building blocks. It does so
from a. strict theoretical point of view, as well as from a practical perspective. In
that sense, it was intended as an A through Z guide to analog to digital converter
design. Throughout the preliminary research, the need for such work was felt.
Many people are very active in this field, but relatively little fundamental literature
seems to exist on the subject. Due to the huge scope of the field, the discussion
was mainly focused on pipelined architectures, although many concepts can be
extrapolated to other schemes. An attempt has been made to include as many
innovative ideas as possible.
Chapter I describes and defines general converter characteristics, like the
static transfer curve, differential and integral non-linearity. Its value is mainly
to define concepts that are almost, universally used, but rarely defined. Chapter
II describes several testing and evaluation methods, with a particular focus on
histogram testing. This kind of testing has been known for a long time, but is not
used as much as it could be, possibly because of a lack of understanding about
the capabilities of the method. Chapter III is an attempt to extend the histogram
concept, which has mainly been used for static testing, to include dynamic (high-
frequency) effects. The key was to define the signal space as a two-dimensional
entity, representing the magnitude as well as the first derivative of the input signal.
Chapter IV gives a general overview of converter architectures, with par¬
ticular focus on pipelined, recycling and time-interleaved approaches. Chapter
V is a detailed analysis of static error mechanisms in multi-step and pipelined
converters. Chapter VI takes the same concepts a step further, and provides a
method to digitally correct all these errors. Chapter VII introduces a novel self¬
calibration method, called accuracy bootstrapping. The method makes it possible
Journal model is IEEE Transactions on Automatic Control.
2to efficiently identify errors within complex systems designed to realize a very
precise transfer function. Chapter VIII applies the general concept of accuracy
bootstrapping to a pipelined converter scheme.
Chapter IX mathematically describes switched-capacitor sample/hold am¬
plifiers, one of the key elements of pipelined converters. It is shown that this
conventional approach has some shortcomings. Chapter X introduces a novel,
alternative sample/hold amplifier architecture, called the charge amplifier. It is
expected that this scheme could provide superior performance and lowered power
consumption.
The charge amplifier has a very particular noise behavior, since it is a switched
system. Chapter XI summarizes a number of important noise concepts, needed in
order to perform a mathematical analysis of noise in the charge amplifier. Chapter
XII investigates from a purely theoretical point of view how some of these concepts
should be interpreted in order to model noise in the particular case of switched
systems. Chapter XIII introduces correlated double sampling, which is used in
the charge amplifier, and its ability to reduce offsets arid low-frequency noise
components. Chapter XIV is the actual noise analysis of the charge amplifier,
based on formulas derived in the previous chapters.
Finally, chapter XV describes an actual prototype pipelined analog to dig¬
ital converter, based on the charge amplifier and self-calibrated with accuracy
bootstrapping. According to theoretical results and circuit simulations, its per¬
formance should match or exceed that of current state of the art devices.
1.2. Abstract
The remainder of this chapter starts with a general definition of analog
to digital converters. The definition is gradually made more specific, and the
concept of static transfer curve is introduced. From the transfer curve, several
key qualifiers of static (DC) converter performance are derived, like integral and
differential linearity. Although these notions are well-known, it was found useful
to define them in strict mathematical terms, since literature about this subject is
scarce and some misconceptions exist.
The definitions of this chapter are a compilation, as well as an extension
of concepts introduced or discussed in a scattered way in earlier manufacturers'
3product notes (e.g. Analog Devices [1] and Hewlett Packard [2]) and publications
by authors like Tewksbury [3], Doernberg [4], Max [5], the IEEE Waveform
Measurement and Analysis Committee [6] and more recently by Geiger [7]. These
definitions will be the basis for further analysis of specific converter types. In
particular, digital error-correcting techniques described in later chapters will
extensively rely on them.
1.3. General Concepts
An analog/digital converter (ADC) is a device that takes an analog input
signal and produces a corresponding digital output code. The input signal is
usually represented by a voltage, but could be a current, or a charge stored on a.
capacitor as well. In some cases, like the specific prototype that will be described
in this dissertation, the input can even be a pulse-width modulated digital signal.
In either case, a fundamental aspect of an ADC is that the input signal
is continuous, while the output signal is discretized. The converter is always
implemented in a way that limits the allowable values of the input signal to a
certain range of voltage, current or pulse width. Beyond that range, i?, the
conversion process fails due to inherent limitations of the electronics. Because
of its nature, the input signal must be represented by a real number, within a
certain numerical range. The value can have units of volts, amps, coulombs or
seconds, although in abstract discussions about ADC’s, the input signal will often
be represented in a normalized way with respect to the input range. Depending
on the situation, it may carry a value between 0 and 1, or within a numerical
range that corresponds to the range of possible binary numbers at the output.
The range of output signals is naturally limited. The output normally consists
of a number of digital output lines (bits), which together represent some digital
word. Obviously, the very number of output bits limits the number of possible,
distinct values of the output signal. If there are N output bits, the number of
possible, discrete output combinations is 2*\ The number of output bits is also
called the resolution of the converter. It will be shown later that the resolution is
not a sufficient measure of the converter's performance by itself.
An ADC defines a mapping between some input, signal values and an output
code. Obviously, this mapping cannot be one-to-one, since there is an infinite
4number of possible analog input values within the range i?, and a finite number of
possible output combinations. However, the mapping must satisf}^ the definition of
a function: to each possible value at the input must correspond one and exactly
one output code. This function is called the transfer function of the system.
The accuracy (predictability) of the transfer function is extremely important, and
truly reflects converter quality, rather than the resolution (number of output bits).
Devices that do not satisfy the function requirement are subject to random effects
(noise), memory effects or hysteresis. Depending on the relative magnitude of
these effects with respect to the desired accuracy of the transfer function, a device
can be worthless as a digitizer.
The mapping between input and output can occur in different ways. Probably
most common is the linear mapping, in which different output codes are assigned
to nominally equal sections of the input range. Some applications, like telecommu¬
nications (voice coding) use logarithmic or semi-logarithmic mappings, but those
will be largely ignored throughout this discussion. Linear mappings normally as¬
sign the output codes so that to input range segments of increasing magnitude
would correspond output codes of increasing or decreasing binary value. This is
called monotonicity. Depending on whether straight binary or two’s complement
arithmetic conventions are used, the output can be considered unipolar or bipo¬
lar. The latter case is obviously used to code signals that can be either positive
or negative.
Throughout this work, we will focus exclusively on ADC’s that aim at
implementing linear, monotonous and unipolar mappings between the input signal
and the output code. In particular, we will assume that an output code with binary
equivalent of 0 corresponds to the lower end of the input range, while the binary
equivalent of 2^ — 1 corresponds to the higher end. The ideal transfer function
of such an ADC will map the continuous input range (mathematically modeled
as a subset of real numbers) to a finite, discrete range of integers. The shape of
the ideal transfer curve is shown on figure 1, for the simplified case of a converter
with 3 bit resolution (8 possible output codes). The transfer characteristic is called
ideal (or linear), because a straight line can be drawn trough the breakpoints of
the curve.
The larger part of the research described in this dissertation has been devoted
Fig. 1: Ideal Transfer Curve
6to trying to linearize the transfer curve of a. specific type of ADC’s: pipelined
ADC’s. In order to achieve this goal, a thorough understanding first had to be
gained about the operation of a pipelined converter. The fundamental effects that
limit its performance (being the ability to implement a transfer function close
to the ideal one) had to be investigated. Finally, new circuit techniques were
developed in an attempt to circumvent the influence of imperfect or unpredictable
circuit elements upon the transfer curve.
The scope of the problem could be described as follows: given the fact that
electronic devices on an integrated circuit have tolerances in the range of 0.1% to
several %, how do we build a reliable pipelined converter with an accuracy better
than 12 bits, or 1/4096 (0.025%)?
1.4. Ideal, Static Transfer Curve
Different terminology has been used by several authors for referencing the
transfer curve. We will maintain the following conventions. The input range R is
a subset of all possible analog input values, chosen conventionally so that within
that range, a ’’reasonably” linear ADC transfer curve is obtained.
We will consider a certain number of output bits N, and we will assume that
any one of their 2N possible binary combinations (output codes) corresponds to a
specific subsection of the input range. Ideally, the input range is divided into 2A
identical subsections. If R~ is the lowest value within the range and R+ is the
highest value, each subsection will ideally have a width of (R+ — R~)/2N. Each
of these subsections will be referred to as a bin. Their width is called the ideal
bin width 11%.
Wid =
R+ - R~
2n
R_
2n (1)
The bins will be numbered from 0 to 2N — 1, according to their corresponding
binary output value. For the ideal ADC we will consider, an output value of 0
corresponds to the lowest bin and consecutive integers correspond to subsequent
bins. The possible input values r of bin i are such that
R + '?• II id — l ^ R + ( i T 1 )H id
The smallest possible analog value in loin /, xt , is given by
xi = R -f i II id (3)
7Since i is the bin number as well as the output code corresponding to bin
?', a straight line can be drawn on the diagram showing the ideal transfer curve,
through all the points with coordinates (.?”,?’ ). The slope of this line is 2^/R,
and it will be called the reference line. The reference line is tangent to the ADC
transfer curve for input values ;r~, as defined above. For other input values, the
transfer curve lies below the reference line.
The difference between the reference line and the transfer curve is called
the quantization error. It can be considered the inherent error of the conversion
process. As a function of the input signal, the quantization error has a, sawtooth
shape with values between 0 and 1 (figure 2). The input-referred quantization
error has values between 0 and Wid, and is sometimes called the residue of the
conversion. Since Wid — R/2N, it is clear that the maximum input-referred
quantization error of an ideal converter can only be reduced by increasing N.
It is not always convenient to refer to the input signal in terms of voltage,
current or any other analog quantity. Instead, the signals are often normalized
with respect to the input range (linear scaling), so that a value of 0 would
correspond to R~ and a value of 2N to R+. The new units in that case are
called Isb (for least significant bit). As a. result, Wid = 1 /s&, which is also the
maximum residue of an ideal converter.
In some cases, we may want to consider input signals outside of the conven¬
tional input range. For that purpose, we will define two additional bins, bin -1
and bin 2N. Bin -1 contains all inputs below R~, bin 2N contains all inputs equal
to or greater than R+. Bin -1 will also be referred to as the underflow bin, bin
2n as the overflow bin. As opposed to the other bins, the underflow and overflow
bins are ideally infinite. Although no ADC output code is defined for these bins,
in many converter schemes a binary value of 0 corresponds to the underflow' bin
and a value of 2N — 1 to the overflow bin. In other words, the underflow bin is an
extension of bin 0, and the overflow bin an extension of bin 2N — 1. Sometimes, one
or two additional outputs are provided to indicate an over-or underflow condition.
The input signal which defines the transition between bin i — 1 and bin i (and
the corresponding transition in output code) will be called the ideal code transition
level z, or By definition. ctlo,ui = R~ and ctl2= i?+. Obviously, for
Fig. 2: Quantization Error
9any i so that 0 < i < 2N — 1, the following properties apply
Wid = ctli-fi — ctli = 1 Isb , and ctli,a = i Isb (4)
1.5. Non-Ideal, Static Transfer Curve
Figure 3 shows the transfer curve of a non-ideal ADC. The curve is still a
discontinuous function from a certain analog input range to a subset of integer
numbers. However, a straight line cannot be drawn through the breakpoints of
the transfer curve anymore. The ADC is said to exhibit non-linear behavior (to
be distinguished from the intrinsic non-linearity expressed by the quantization
error).
Most definitions introduced with the ideal ADC transfer curve can be
extended to the non-ideal case. The nominal input range is still the range of
values for which the ADC will exhibit reasonably linear behavior. However, it
will be seen that precisely determining this range is not straightforward. A bin
is defined as the set of input voltages yielding the same output code. Over-and
underrange bin are defined as before; they contain input values outside of the
nominal range. A non-ideal code transition level is the input value defining the
transition between one output code (or the corresponding bin) and the next one.
Finally, one lsb is defined as an analog unit corresponding to the width of the
total analog input range, divided by 2^.
The most straightforward way to describe the non-ideal ADC curve is by
listing all its code transition levels. 2^ — 1 of these levels, ctli through c//2n_1
can easily be determined through a set of DC measurements. It is sufficient to
slowly ramp up the input signal to the ADC, and to note for which input values
the output flips. However, unless over-and underrange indication is provided by
the ADC, this measurement will not reveal ctlo or ctl2N. These two levels, which
determine the actual input range of the ADC under consideration, have to be
determined conventionally. This can be achieved by assuming that Din 0 and Din
2^ — 1 are ideal with respect to their bin width. The ideal bin width can be
determined according to the formula
ctl2N-i ~ ctli
(5)Wu = ON _ 9
Fig. 3: Non-Ideal Transfer Curve
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In that, rase
ctlo = R~ = ctli — Wld and ctl2s — R+ = ctl2N_1 4- Tldd (6)
The input range is then defined so that
R = ctl2N - ctl0 = 2n Wld = 2n Isb (7)
Once the input range is defined, the reference line of the non-ideal ADC
can be drawn. By convention, we will draw the line through the two endpoints
of the transfer curve, (i?~,0) and R+,2N). Other conventions are possible and
indeed used. For instance, some people determine the reference line through a
best-fit method. The result of our definitions is that the points {R~ 4- TTdd, 1) and
(R+ - Wld ,2n — 1) always all lie on the reference line as well.
The quantization error can be defined like in the ideal case, as the difference
between the reference line and the transfer curve. The quantization error of a
non-ideal ADC does not necessarily lie between 0 and 1 Isb anymore. Changes in
code transition levels alter the sawtooth pattern (figure 4).
An alternative way to characterize the non-ideal transfer curve is through
the concept of integral non-linearity (INL). The 2N 4- 1 INL values, ???/,, of the
converter are defined as the difference between the actual code transition levels,
and the ideal code transition levels, corresponding to an imaginary ideal ADC
with identical input range.
ctlj'id = R~ 4- i Wid , for ? = 0 • • • 2n (8)
ml, — ctlj id - ctli , for ? = 0 • • • 2yV (9)
As a result of earlier definitions,
7?7/0 =0 , /n/i =0 , 77?/2A~-i —0 . and inl2x =0 (10)
INL is normally expressed in Isb units. It is a very important measure
of static (DC) ADC performance, since it reflects the quantization error with
Fig. 4: Quantization Error of a Non-Ideal Converter
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respect to the reference line. One can easily verify that the amount by which the
quantization error exceeds 1 Isb or undershoots 0 /s6, is equal to the INL values.
As such, INL expresses by how much the actual quantization error exceeds the
maximum inherent error of the conversion process (figure 5). In addition, as will
be shown later, knowledge of the individual INL values will allow us to determine
all significant internal errors in the circuitry of a pipelined ADC.
In practice, an ADC is specified to be truly linear up to N bits if
i. fl 1 1 R
\iiil\max ^ — Isb — —2 2N (11)
Due to imperfect design, ADC’s with a physical output word length of N bits
may only be linear to the n bit level, with the actual bit level n defined as
n
R
I1ll\max
(12)
Although in principle, n can be determined through the measurement of
individual code transition levels, followed by the calculation of INL values, this
procedure can be impractical. In particular, it requires that the transition levels
be determined to an accuracy exceeding the maximum possible accuracy of the
ADC under evaluation. Alternative methods exist, which allow very precise
determination of INL values and transition levels, using only the ADC itself. One
example is the histogram test, to be described below. This test relies on a slightly*
different description of the ADC transfer curve, called differential non-linearity
(DNL).
DNL is defined as the difference between the ideal bin width of the converter
and the actual width of each bin. The DNL values are usually expressed in
Isb and given by (figure 6):
d.nli = Wi - Wi'M = (ct/,+1 - ctU) - TT'i ,id .for / = 0 • ■ • 2N - 1 (13)
As a result of the definitions, it is clear that
l
inlt — ^ dnlk
k-0
(14)
14
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It is also clear that dnlo = d.nl2N-i — 0 and that dnl{ > — 1 Isb, as long as the
converter is monotonous (ctli+i > ct.li).
As a result of the definitions we used, ADC gain and offset errors are excluded
from the picture. This was found desirable in this case, since we mainly want to
focus on overall linearity of ADC’s. It also makes it easier to relate these concepts
to the results of histogram tests or to distortion measurements, both of which
are insensitive to gain and offset errors. The restriction is due to an implicit
end-point normalization of reference line, DNL and INL curves, rather than a
more complex mid-point or best-fit approach. It does not represent any loss in
generality anyway, since offset and gain errors of the ADC can be determined
independently by a two-point measurement, if estimated relevant.
1.6. Conclusion
In this chapter, a general definition of analog to digital converters was given.
The definition was gradually refined, leading to the theoretical (ideal) transfer
curve of linear converters. From this ideal curve, concepts like input range,
transition level, quantization error, bin and bin width and Isb units were defined.
By comparing the transfer curve of an actual converter to the ideal transfer curve,
concepts like differential and integral non-linearity were introduced.
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CHAPTER II
CONCEPTS IN ANALOG TO DIGITAL CONVERTER TESTING
2.1. Introduction
This chapter introduces some ADC testing methods, commonly used to
determine the linearity of the ADC response to low-frequency (static) input
signals. The concept of histogram testing [4,6] is derived using statistical methods,
from previously discussed properties of the static ADC transfer curve. A great
deal of attention is paid to the
estimation error associated with differential and integral non-linearity values
derived through a histogram test. From these formulas, optimal test strategies
are developed. In particular, it is investigated how the number of samples taken,
the input waveform and the relationship between signal and sampling frequency
affects the accuracy of a histogram test.
This rather detailed analysis was included because of the practical
importance of histogram testing for the evaluation and diagnosis of
ADC’s, and because existing literature is rather limited. Also, the concept
of static histogram testing will be extended in chapter III, into a practical tool to
perform dynamic (high-frequency), as well as static characterization. In chapter V,
it will be seen how the ADC transfer curve obtained through histogram testing, can
reveal and quantify the effect of many errors in the internal circuitry of an ADC
[8]. These findings were fundamental to the development of high-performance
ADC error correcting techniques described in subsequent chapters.
Finally, a short section is included about ADC testing using the fast Fourier
transform (FFT) [4,6]. This method is used extensively in industry, because of
its simplicity. However, it will be demonstrated that the FFT method does not
reveal as much detailed information as a precision histogram test.
2.2. Histogram Analysis
The concepts of bin width and differential non-linearity lead to a practical,
accurate statistical method to determine ADC non-linearity (be it in the form
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of INL or of actual number of bits). The idea is the following. If one applies a
random input signal to an ADC, the probability that a certain output code C
will occur, is equal to the probability that the input signal was in bin C (since by
definition bin C contains all possible input values yielding output code C).
We could now consider a random input signal of which the magnitude
distribution or probability density function (the input signal is a continuous rather
than discrete variable) is constant and equal to 1 /R within the input range, and 0
otherwise. This means a. random input signal that could have any value between
R~ and i?+, with equal probability for any value within that range. For an ideal
converter, the probability that such a signal, a*, would yield an output code C, is
(with pdf the probability density function)
P(C»-/J h
R~-HR/2n){C+1) n ,
pdf( x) dx = -!— = —
R-+(R/2N)C R 2N 2N
15)
For a non-ideal converter, this expression changes into
fCtlc + l ^ 1
P{C) = / pdf{x) dx = — {ctlc+1 - ctlc) = t;Jctlr R R (16)
If R were known and P(C) could be estimated for any C, the 2N lain widths
Wc of the converter could be calculated, and from there the DNL and INL values.
One minor problem is that R cannot be easily determined, unless at least ctl\
and ctl2N -1 are measured accurately (using external precision instrumentation).
However, the precise value of R, does not need to be known to deduct from equation
(16) that Wc is proportional to P{C). This property is even maintained if pdf{x)
were non-zero outside of the input range, as long as the pdf is constant within
that range.
The probability of a certain output code. P(C), can lie estimated using
established statistical methods. Since P{C) is the probability that the input
signal x would be in bin C, and since this fact can easily lie established by
verifying whether the corresponding output code is equal to C or not, the
experimental determination of P{C) assumes the form of a dichotomy. This is
an experimental evaluation of the probability that a certain property would lie
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present in a population or not (a classical example of a dichotomy is an opinion
poll to determine what percentage of a population will vote republican and what
percentage democrat).
The actual value of P(C) can be determined by taking a large number of
samples with the ADC, while ensuring that the input signal maintains a uniform
pdf over the input range. The fraction of samples for which the output code is C,
is an approximation for P(C).
P(C)
Mc
~M 17)
M is the total number of samples considered, Me the number of samples yielding
code C. The standard deviation a on P{ C) can be estimated using the well-known
dichotomy formula
<y ~
P(C) (l-P(C))
M (18)
Both formulas yield reasonably accurate numerical values if the expected
value of Me is about 5 or more. In order to satisfy this condition for an
approximately ideal N bit ADC, the total number of samples taken, M, must
be greater than 5 2N. If the ADC is known to be strongly non-ideal, and certain
bins are significantly smaller than the ideal bin width, this number may have to
be increased accordingly.
Of course, the experimental determination of P{C) must be performed for
any possible value of C. In practice, this is realized using a histogram test. A
large number of samples (M > 5 2N) is taken, and the number of times each
possible output code occurs, is counted (tallied). As demonstrated earlier, the
ratios Me/M will be approximately proportional to the bin widths We (within
the accuracy limits set by the standard deviation, expressed in equation (18)).
A difficulty arises when one considers the first and the last Din of the ADC,
with code 0 and 2A — 1 respectively. Unless the ADC has over-and underrange
indications, or the input signal is made to coincide exactly with the input range,
without exceeding it, the number of samples counted in these bins will be
disproportionate and the information useless. In practice, this situation is avoided
by considering only samples with output codes between 1 and 2A —2. As a result,
20
no information will be available about, the first and the last, bin, but this does not
represent any limitation, since we have conventionally set their bin widths equal
to the ideal bin width TIE- If we call the total number of non-discarded samples
i\/', Mc/M* will now express P(C). Obviously, the following relation will hold.
2—2
E p<c'>= E MeM' MLM7 = 1 (19)
Since each P(C) is proportional to HE and P(C) is proportional to Me,
each of the tallies Me will be proportional to the respective bin widths HE• In a
similar way, ^ Me = M' will be proportional to (ctl2N _2 — ctli) (the input range
minus the first and last bin). Since by definition, this reduced range has a width
of 2N — 2 Isb, the proportionality constant k can be determined as
M'
2N — 2
Isb-1 (20)
It is clear that the numerical value of k is also equal to the expected number
of samples per bin (since the expected width of one
bin is 1 Isb). Once k has been determined, the actual width TIE of each bin
can be determined. The value is again expressed in Isb, and as a result no absolute
measurement of the input range is necessary. In other words: the histogram test
makes it possible to determine the normalized bin widths (in Isb) of an ADC,
using only the ADC itself.
H'C fa E- = M£ (2n - 2) Isb « P(C) (2n - 2) Isb (21)
K 1\1
In addition,
TT0 = W2n = llsb (definition^ 99'
The standard deviation on the bin width is equal to (2A — 2) Isb times the
standard deviation on P(C), or according to equation (IS):
<?\v.c = (2N -2'
Pd-P) hh=^-2jMc(M'-Mc)hh
M' M' M'
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For a close to ideal ADC, Me ~ M'/{2N — 2), and the expression can be further
simplified to
^ 2^-2 , /MM(2» -wr -m M _ JV-) M
M' {2N - 2)2 M’ A/'
The minimum number of samples in order to determine W with a standard
deviation of a lsb, is
A/' •„ =
2n - 3
a
(25)
From the bin widths, differential and integral non-linearity can be determined (all
expressed in lsb).
t t
dnl{ = Wi — 11sb , and inli = dnlt = (^^TF, ) — i isb (26)
/=o 1=0
Equation (24) is fairly commonly applied to calculate the estimation error
on the bin widths Wi (halving the standard deviation requires quadrupling of the
number of samples). However, the same formula cannot be applied to estimate
the accuracy of INL values. As a rough approximation, some people argue that
since INL is calculated as a sum of DNL values, the error on the sum will be the
error on one term, multiplied by the square root of the number of terms (which
could be up to 2^). This reasoning is not justified, since the different DNL values
are not statistically independent. However, the approximation happens to predict
the worst-case INL error reasonably well, like will be shown next.
Considering an INL value to be a sum of DNL values is one way to look at
the problem. Another way is to consider inli as the error (referred to an ideal
ADC) on the width of a segment of the input range which contains all possible
values yielding output codes C between 0 and t, as shown on figure 7. Because
we discard bin 0 (zero error, by definition), we could also consider the segment of
values with corresponding output codes between 1 and i. The error on the width
(in lsb) of this segment can be determined directly from the histogram tallies,
using a reasoning identical to the one used to calculate the DNL values.
inli = Ec=i Me — i lsb 27
Fig. 7: INL Error
23
ink = (2n - 2) Isb - * lab = (2W - 2) Zs6 P(1 < C < i) - i lab (28)
The standard deviation on this estimate can be calculated
according to equations (18) and (24):
o(inli) = (2n - 2)lsb a(P( 1 < C < i)) (29)
cr(inli) « (2N — 2)
P(1 < C < i) P(i + 1 < C < 2N - 2)
_ /aft (30)
For a close to ideal ADC, this expression is approximately a quadratic function
of i. cr(inli) is 0 for i = 0 and i = 2N (definition), equal to the value of equation
(24) for i = 1 and i = 2N — 1 (inl\ = dnl\ and inl2N= c/??./2n_1). It is
maximized for i = 2N~11 when P( 1 < C < i) ~ P(z + 1 < C < 2^ — 2) « 1/2. In
that case, the standard deviation is given by
cr(inli) m (2N — 2)lsb
1 i
2 2
A/#
9Ar-l _ i
/aft
Vm1
(31)
The minimum number of samples in order to determine inl2s
of a Isb, is
ML {2n
-l <)2N — 2
a1
with an accuracy
(32)
This is significantly more (about 2^/4 times) than the number of samples
required to determine the DNL values to the same accuracy. It is clear that for
ADC’s with outputs in excess of about 8 bits, the number of samples quickly
becomes prohibitive. Fortunately, the histogram test is rarely performed with
truly random signals, and the formulas derived above may be unnecessarily
pessimistic.
In practice, it is almost impossible to generate a truly random signal with
uniform probability density function. Instead, deterministic signals with uniform
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voltage distribution are commonly used. Examples of such signals are the
symmetric triangular wave or linear ramp, the asymmetric triangle and the
sawtooth wave (figure 8).
Because their voltage densities are uniform (at least over a limited range),
most properties of the histogram test will be maintained. However, the fact that
these signal are deterministic rather than random has important effects upon the
expected estimation error (cr) of the bin widths, DNL and INL values derived from
the histogram.
2.3. Single-Sweep Histogram Test
Many people routinely perform histogram tests using periodic waveforms
like described above. Determining the estimation error on the histogram under
such conditions is not straightforward, since it depends heavily on the correlation
between input signal frequency and ADC sampling frequency. However, one limit
case lends itself very well to an error analysis, and can later be extended to more
general situations. That case is a single, linear sweep of the input signal. The
situation can be seen as a histogram test using a linear ramp as input, during only
one half period of the ramp (figure 9).
The sweep consists of applying an input signal that increases linearly in time,
such that all values within the input range of the ADC would be represented. The
momentary value x of the sweep can be expressed as x(t) = a t. a is constant and
represents the time derivative of the input signal, in units of input (T, A, s...)
per unit of time (s). To keep this discussion general, we will normalize the input
signal with respect to the ADC input range and express the time derivative of the
sweep in units of Isb/s. Since by definition, the input range R is equal to 2N Lsb,
we can rewrite the sweep as
x(t) = b t b = a 2^ lsb~R ~7 (33)
re will assume that the ADC has a constant sampling rate fs, expressed in
samples per second or Hz. One can then easilj' calculate the average number of
samples per lsb, or the expected number of samples per bin. k.
k = h
b (34)
Magnitude
Sawtooth
Fig. 9: Single Sweep
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The value of k ran easily be determined experimentally, without prior
knowledge of either fs or 6. It is sufficient to count the total number of samples
(during the sweep) that yield output codes between 1 and 2N — 2. Dividing this
number, i\/', hy the corresponding number of Isb, 2N — 2, yields k.
k ~
M'
2N —2 (35)
It is clear that if a histogram is made during the sweep, the expected values
of the bin widths Wc (C = 1 • • • 2^ — 2) of the ADC will be proportional to the
tallies Mc.
Id c
Mc
(36)
However, since the input signal is deterministic rather than random, the
counting process does not have the characteristics of a dichotomy anymore, and
equation (18) is not valid any longer to calculate the standard deviation. Instead,
the following reasoning should be used. Since the input signal is such that there
are k samples per isb, the expected number of samples with input signal values
within bin C, of width Wc, will be k Wc- Unfortunately, k is not always an
integer value. The actual number of samples within bin C will be Me. It is clear
that the following relation will hold:
int(k Ti c) U d/c < int(h He) 4- 1 37)
The maximum, absolute error on Me is ±1. As a result, the maximum absolute
error on II c (given by equation (36)), is
£\V,mar = ± ^ (38)
If k (the expected number of samples per Isb. or per bin) is large enough, one
could assume that this error is spread evenly, and the standard deviation a on
IT c could be expressed as
(T2 =
1/k
p(e) e2 de = e2 c/e =
1
3-i/fc
1 v/3
'()r a=kT (39)
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Obviously, this will also be the standard deviation on the DNL values, derived
from Wc by subtracting 1. Since k = M'/{2N — 2), the expression can be expanded
to
2N -2 v/3
~M' 3~ (40)
The minimum number of samples required to obtain all DNL values with a
standard deviation of cr, is given by
M' =
min
9N v/3
3
(41)
This is normally much less than the number of samples required if the
histogram test had been performed using a truly random input signal (equation
(25)), especially for small values of a. The factor a now appears to the power of
— 1 rather than to the power of —2.
The difference is even more significant where INL is concerned. One can easily
verify that since inU is the error on the segment of the input range for which the
output code C is between 1 and i (or the union of bins 1 through /), the error
can be determined in a way similar to the determination of the error on one bin.
As a result, equations (40) and (41) also apply to the standard deviation on the
experimental determination of the INL.
Although the situation appears more favorable than in the truly random
case (equation (25)), it needs to be stressed that the expression for <r, derived
for the single sweep, only apply when the sweep speed is chosen such that a
large enough number of samples falls into each bin. In practice, h must be at
least 5 to 10. Since k = fs/b, the minimum duration of the sweep must be
at least [2N - 2)/b = k (2N - 2)/fs = k (2N — 2) T, with T one sampling
period. If the sweep is considered as one half period of a periodic ramp signal,
the ramp frequency- should be equal to fs/{k (2A + 1 —4)). Since this is a very
low frequency compared to the Nyquist frequency fs/2, the single-sweep method
is only appropriate for measurements of the static (DC) transfer curve.
Another important point about the single-sweep method is that the sweep
must really be taken at once. It cannot be interrupted, or reconstructed from
several different sweeps. As a result, the measurement system must have the
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capability to store at least 5 2N output codes in a real-time fashion, which is
practical for converters with resolutions up to 12-14 bits.
One could wonder why we derived an expression for a (equation (40)), while
we already had a formula for the maximum error (equation (38)). The answer
is that very often, a histogram test is performed using not a single sweep, but
several periods of a triangular waveform. In that case, the different sweeps (half
periods) can usually be considered statistically independent, and equation (40) can
be used to calculate the standard deviation on the total histogram. The overall
standard deviation will be equal to the standard deviation of one equivalent sweep
(predicted by equation (40)), divided by the square root of the number of sweeps.
Although this situation is still more favorable than taking an equal number of
samples of a truly random input signal, the expected error quickly reaches the
same value as was derived for the random case when the number of sweeps is
increased, especially if the number of samples from each sweep falls below 2N —2
(number of bins).
In practice, misconceptions exist as to how many samples are needed in order
to determine static INL values from a histogram test. Many people use a. rule of
thumb similar to equation (31), although they apply a low-frequency deterministic
input signal to the ADC. This obviously represents a waste of measurement
resources. Actually, the most efficient way to perform a histogram test, is to
use one low-frequency sweep containing many samples per Isb.
2.4. Distortion of the Ramp Waveform
Although linear ramp waveforms (or a single linear sweep) offer definite
advantages when used to determine the linearity of an ADC through histogram
analysis, their use has some drawbacks. In particular, the results of the histogram
test performed as described above, will only reflect the ADC transfer curve in
un unbiased way if the input signal is truly linear. In practice, this may be
a limitation, since commonly available signal generators usually only produce
ramps of limited accuracy (the equivalent of 9-12 bits linearity) at low frequencies.
Especially the tops (break-points) of the ramp are subject to distortion, but the
nominally linear portion may be affected as well. The linearity often degrades
even further at higher frequencies.
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Even when the signal generator has sufficient linearity for the measurement to
be performed, the ramp can easily become corrupted by the measurement set-up.
In particular, limited frequency response or reflections in cables, printed circuit
boards, IC pins etc., can reduce the linearity of a ramp before it even reaches the
input of the ADC. This is usually only of concern when one tries to evaluate an
ADC for relatively high frequency input signals (dynamic behavior), rather than
trying to measure the DC transfer curve. However, it will be show'll in a later
section that histogram tests performed under dynamic conditions may reveal very
useful information.
The influence of frequency-limiting factors in the set-up can easily be esti¬
mated when the effective bandwidth of the set-up is known. As an example, we
could represent the cabling as a first-order low-pass filter, with time constant r.
Using elementary linear analysis techniques, a time domain filter response as de¬
picted in figure 10 can be found. The linear portion of the output signal will lie
delayed slightly w'ith respect to the input ramp, which is of no concern for the
histogram test. But in addition, the top of the waveform will be ’’flattened” in an
exponential way. The decaying exponential has a time constant of r, and can lie
written as
f{t) = Ae~r (42)
The initial slope, , is —A/r, but is also equal to the negative slope of
the ramp, minus the positive slope, which for a symmetric ramp of frequency /,
yields
dV
dt in it
= —4Rf (43)
The initial value A of the decaying exponential can be found by equating
expressions for the initial slope
A = — r
dV
dt init
4 rRf (44)
The amount of time t^ needed in order for the transient to decay below' the A
bit level, can be found from the expression
A e 4 — 4rRf e < R_An (45)
Magnitude
Fig. 10: Rmnp Response
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Or:
tN > r\n{rf 2N+2 ) (46)
The fraction x of the ranip that should be discarded due to flattening of (each)
top, is
x = -fk=-ftN (47)
If the necessary precautions are not taken to discard the tops of the ramp, the
flattening will cause an increase in the probability density of the signal at high or
low magnitudes, and the histogram will be biased towards a ”U” shape, as shown
in figure 11. Obviously, DNL and INL values would be biased as well.
It should be mentioned that the frequency response of cabling used in a
measurement set-up does not usually fit the first-order filter model. However,
reasonable estimates of the ’’bad” portion of the ramp can still be obtained using
the formulas above, if a time constant is used corresponding to the effective
bandwidth of the overall signal path, from signal source to ADC input stage.
2.5. Histogram Analysis Using Sine Waves
The problems associated with flattening of the tops of a ramp can be avoided
if sine waves are used instead. It is well-known that the response of a linear system
to a sine wave is always a sine wave, no matter how many parasitic resistive or
reactive components may be present in the system. Another advantage is that
high-frequency sine waves can be generated with a great amount of precision,
due to the fact that highly selective linear filters can be built into the function
generator.
The procedure for the histogram test, described above, can be modified in
order to accommodate the use of sine waves instead of linear ramps. The major
difference is that a sine wave does not have a constant magnitude density function,
like a ramp does. A sinusoidal signal can still be used in order to perform a
histogram, but the histogram will have to be compensated for this fact before
DNL and INL are calculated.
We will assume that a histogram is made using an ADC. with the input signal
(in this case a voltage) given by
vm — l'off + A sin(u,’f -f- <p) (48)
33
(code)
Fig. 11: Histogram with U-Shaped Bias
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With vaff the offset voltage, A the magnitude, t
the time and (f> the initial phase angle.
It can be shown that if this signal is sampled at random times, the probability
density of the voltage for each sample would be
p(t>) = /~~ ~"1 ~ = (49)
nAy/l
The probability that the input voltage would be between iq and v2, is
P(vi,v2)= f p(v) dv (50)
■ 1’2
P{Vl,V2) =
1
; 1 , • , l,2 ~ V0ff , . , t’l ~ Voffdv = -(asin( - -) — asin( ——))
7r A A A
The probability that an input voltage would be in bin i of the ADC, is
P{ bin*) =
7r
1
, . Ctli+1 -Voff . rtli - Voff,,asm( : ) — asm( ; ))A A A
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52)
This formula could be used to compensate the histogram tallies before the
DNL values are calculated. Each tally should be divided by (52) and multiplied by
l/(2iV). The constant kA/21^ can be dropped, if Mr is later replaced by the sum
of normalized tallies, since the probabilities are calculated as ratios of numbers of
samples within a bin to total number of samples. However, the difficulty is that
v0ff and A first have to be estimated, while the actual code transition levels are
unknown (the purpose of the histogram is precisely to calculate them).
The estimation of vQff and A can be performed by a. non-linear (4-point) fit
[G], applied to the data record in the digital domain. The values will obviously
be found in lsb. The reasoning is that although the ADC is not necessarily
perfect, a sine wave will still be digitized as a sine wave, only slightly corrupted
by quantization noise and non-linearity. The 4-point (iterative) fit method has
excellent immunity against these effects.
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More problematic is the estimate of ctli and Since the purpose is
to normalize the histogram for the probability density of the sine wave versus
constant probability density and not for the fact that the ADC could be inaccurate,
the values of ctli and c£/i+i should be spaced 1 Isb apart. In most cases (ADC with
reasonable number of effective bits), a negligible error is made if the ideal values
(ctli = ? /-sfr, ctli-|-i = (i T 1) Isb) are chosen. In critical situations, a. first estimate
of DNL and INL could be obtained this way. From this information, actual code
transition levels (in Isb) can be derived. These new estimates could then be used
to normalize the histogram again, e.g. using the newly found value for ctlt, and
the same value plus one Isb for ctl{+Each tally should now be divided by (52),
with the new values for each set of ctl{. One or more new estimates could be done
in an iterative fashion, in order to improve accuracy, but this is rarely needed.
One could derive formulas for the standard deviation on DNL and INL
values found through a histogram test using sine waves. These formulas would
be fairly complicated, since the theoretical probability that a sample would fall in
one bin, is not constant. However, a simple worst-case approach can be taken. One
can calculate the expected number of samples in the bin that corresponds to the
offset value of the sine wave (the center of gravity of the magnitude distribution).
Since this bin has the smallest number of expected samples, application of the
formulas for a ramp waveform, using this expected number of samples in that bin,
will yield a slightly pessimistic, but safe measure of accuracy.
2.6. Noise in a Histogram Test
Without going into mathematical details, it can easily be shown that noise will
not influence a histogram test to a great extent. Noise can be introduced into the
measurement from several sources. The signal generator may be noisy, the cables
or test set-up may generate noise and finally, noise may originate within the ADC
itself, due to thermal agitation of charge carriers within semiconductor devices and
resistors. The effect of these different kinds of noise will be essentially similar: the
noise will be added onto the analog signal that is converted. Although different in
nature, interference from external signal sources (60 Hz, heavy machinery, high-
frequency switching of computers...) can also be considered as noise, as long as it
is not correlated with the input signal.
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The effect of noise (especially high-frequency noise) will he moderated during
the histogram test, since the noise signals normally have zero mean. As a result,
noise may occasionally force a sample from one bin to another, but chances are
that at some later time, another sample may be forced back to that same bin from
another one. Since the process is zero-mean, noise will not introduce a significant
bias on the histogram values, especially not when a constant probability density
signal is used (e.g. linear ramp).
However, one should keep in mind that the effect of noise could be to increase
the uncertainty (standard deviation) on estimated DNL and INL values, beyond
what could be expected from the formulas derived earlier. If a truly random,
constant pdf signal were applied to the ADC for the puipose of a histogram test.,
noise would not affect the estimation of DNL or INL values, and formulas (24)
and (29) would still be exact. The reason is the following. The addition of a
zero-mean random signal to another random signal creates a random signal with
a pdf equal to the convolution of the respective pdf’s, which within the nominal
input range would still be constant (figure 12).
However, if a single-sweep method is used, noise will alter the standard
deviation on DNL and INL. The swept signal is a deterministic signal, while
the noise is random. Depending on the magnitude of the noise signal, this will
make the input signal more random, and equation (38) will not correctly reflect
the estimation error. As a matter of fact, the larger the noise signal, the more the
single-sweep situation would resemble the random signal situation.
Exact mathematical formulas to quantify the uncertainty of DNL and INL are
hard to obtain, especially if the magnitude of the noise exceeds one Isb. However,
an experimental criterion can always be applied. In order to determine the
st andard deviation on the tallies of a histogram using the single-sweep method, one
sweep could be immediately followed by a second one. The respective histograms
coulcl be compared, bin by bin, and the root mean square difference (divided by
2), used as an estimate for the standard deviation on the histogram tallies Me-
This standard deviation could be included into the formulas for DNL and INL, to
reflect the combined influence of a noisy input signal, and random sampling.
If it is technically difficult to perform two consecutive sweeps (the sweeps
should not be separated by a long time, since in precision, self-calibrated convert-
3Signal pdf 1
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Fig. 12: Probability Density Function Ailoctod by Noisr
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ers, component values may have drifted), two histograms with half the samples
could be constructed by assigning consecutive samples first to one, and then to
the other histogram, in an alternating fashion.
Another method of estimating the influence of noise, is to connect the input
of the ADC to a fixed, DC signal source (e.g. analog ground). A histogram can
be constructed with the output data. This histogram will reflect the magnitude
distribution of the noise (in /s6), and this information can be used to calculate the
uncertainty on an actual histogram test. However, the calculation will involve the
convolution of two probability densities (the signal and the noise) arid will not be
as straight-forward as the previous methods.
2.7. Combining Histograms
So far, it has been assumed that a histogram test was always performed over
the complete range of the ADC. This is probably the most practical procedure, as
long as high-quality input signals are available, that can cover the complete input
range without noticeable signs of distortion. However, this may be a limitation,
especially when the histogram is determined using a linear ramp.
One solution to this problem, is to assemble the histogram from a number
of partial histograms, measured over a limited input signal range. However, some
caution needs to be exercised when combining different measurements.
The traditional histogram test consists of tallying the number of occurrences
of each output code, between 0 and 2A — 1. The tallies for these two extremes are
ignored. If the input signal is a ramp, the next step is to calculate the normalized
bin widths, by dividing each tally by M' (number of samples between 1 and
2n — 2), and multiplying by 2^ — 2. DNL and INL then follow.
A slightly modified procedure can be followed to derive the same information
from two overlapping histogram tests. We will assume that the first test tallied
the output codes 0 through 1 , while the second, independent test tallied the codes
A’ through 2N — 1, with A’ and 1 integers such that 0 < A < V < 2 X — 1. This
is shown in figure 13.
Before the two histograms are combined, they should be normalized so as
to have the same density of samples in the portion between A and Y. This
can easily be achieved by dividing all the tallies in the first histogram by M(,
Fig. 13: Combining Two Histograms
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and all the tallies in the second histogram by AL'2. AI[ is the number of tallies
with codes between A’ and 1’ in the first histogram. M’2 is the number of tallies
with codes between A’ and 1’ in the second histogram. After this operation, the
two histograms become compatible, and the standard procedure can be applied
to calculate bin widths, DNL and INL. The same principle could be extended
towards the use of different sine waves, but the complexity of such operation may
be excessive.
2.8. Harmonically Related Input Signals
Several approaches exist concerning the choice of input signal and ADC
sampling frequency for a histogram test. The general theory was
derived based upon a random input signal with known (e.g. uniform)
magnitude distribution. Unfortunately, truly random signals of this nature are
hard to generate. It has also been shown that for a truly random signal, the
estimation error on the different probabilities was not very favorable. A better
approach is to perform the histogram test using a single sweep of the input signal,
while the ADC sampling rate is held constant.
The disadvantage of this method is that the frequency of the input signal is
always at least 2 2jV times lower than the sampling frequency. In some cases, it
may be desirable to increase the input
signal frequency (e.g. for dynamic testing). If the ADC sampling rate is held
constant, the process will obviously not be truly random either. This situation
could be modified by taking samples at random times, but again, doing so may
be impractical or undesirable.
In practice, a histogram test is almost always performed using a deterministic
input signal of fixed frequency /, and a fixed (deterministic) sampling rate f3.
The frequency ratio f9/f has serious implications concerning the relevance of the
information obtained from the histogram test. When this frequency ratio is equal
to an exact ratio of integers, the input signal is said to be harmonically related to
the sampling frequency.
If the ratio is an exact integer number (e.g. 10), one can easily see that the
same points of the input signal will be sampled over and over again (figure 14).
The histogram of such measurement will appear as 10 huge peaks (figure 15),
Fig. 14: Harmonically Related Input Signal
Tallies 1
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Fig. 15: Histogram of Harmonically Related Waveform
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rather than a, smooth curve, and the results will be meaningless.
Something similar happens if the frequency ratio is equal to the ratio of two
prime numbers (e.g. 17/3). In that case, 17 different samples will be taken out of 3
periods of the input signal, and the process will again repeat itself, without adding
new information. In other words, if 100,000 samples are taken at a frequency ratio
of exactly 17/3, no more information will be available than if only 17 samples had
been taken.
As a general rule, the maximum number of effective (significant) samples
corresponding to a frequency ratio of r can be found by reducing r to a fraction of
two integers, n/m, with m the smallest possible integer denominator. The effective
number of samples is then n. This value should be used to calculate the estimation
error on the histogram (using the formulas for deterministic input signals), rather
than the actual total number of samples taken. If the input waveform has half-
period symmetry (like is the case for a sine wave or a symmetric ramp, the situation
could even be worse, with the effective number of samples equal to n/2.
One can verify that the frequency ratio for a linear, single-sweep input signal
with L samples taken, would be 2L/2 = L/l. In other words, maximum benefit
is obtained from the number of samples taken.
Another effect associated with the frequency ratio, is systematic bias of the
histogram due to unfinished periods. An example is shown in figure 1G. If the
frequency ratio is 10, and 22 samples are taken, two of the 10 different codes
will occur three times, while the other eight only occur twice. This will bias the
histogram. The effect can be avoided by truncating the record of samples taken
(nominal length L) to exactly n int[L/u] samples. Again, one can verify that the
single-sweep method automatically satisfies this condition.
The frequency ratio 7’ can be calculated from external measurements with a
very precise frequency counter, or from non-linear fitting of a sine wave (assuming
sine wave input), performed on the output data record. Methods using the fast
Fourier transform in the digital (output.) domain are possible as well.
2.9. Fourier Analysis
The purpose of the histogram test, is to eventually calculate normalized bin
widths, DNL or INL. These are three different, though equivalent representations
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Fig. 16: Unfinished Period
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non-idealities in the ADC the transfer curve. The effect, of such non-linear transfer
curve is that when an arbitrary input signal is applied to the ADC, its digital
representation will suffer a certain, systematic distortion.
A common way to evaluate such distortion directly (without first measuring
the transfer curve), is to apply sinusoidal signals to the ADC, and to determine the
distortion from the digital representation of the sine wave. This can be performed
fairly easily on a. digital computer, by calculating the fast Fourier transform (FFT)
of an output record of a certain length. In order to eliminate the effect of finite
record length, the record should first be ”windowed”, which is a standard operation
[9,4,6]. Eventually, the FFT output will show a peaked spectrum (figure IT).
The first peak represents the input signal (fundamental) frequency. Other peaks,
at multiples of this fundamental frequency, represent the distortion. By adding
the energy of all the distortion peaks and dividing this by the energy of the
fundamental, the signal to distortion ratio (SDR) can be calculated.
The FFT output also shows a noise floor. This is due to two different effects.
First, there is the inherent quantization error of the converter. Although this error
is strictly speaking a deterministic function of the input, in practice (especially for
high-resolution converters), its value can safely be considered a random variable,
with values uniformly distributed between 0 and 1 lsb (ideal converter). The
expected energy of the quantization error can be calculated as the variance (<r2)
of this distribution, which is
1 (,r - 0.5)2 dx = — (53)
This energy is distributed over the L bins of the FFT, yielding a theoretical
quantization noise floor of 1/(12 L). In practice, noise inherent to the ADC
circuitry (semiconductor and resistor noise) is added to this value, causing the
noise floor to rise. The total noise energy can be determined from the FFT
output, by multiplying the average noise floor energy (per bin) by the number
of FFT bins. The ratio of this number to the energy of the fundamental peak,
expresses the signal to noise ratio (SNR) of the converter, for that particular input
sine wave. When noise and distortion energy are added together and divided by
the energy of the fundamental, the signal to noise and distortion ratio (SNDR ) is
obtained.
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The advantage of FFT characterization is that many effects (distortion due
to a. non-linear transfer curve, noise etc.) are combined into one, relatively easy
to perform measurement. The record length can be fairly short, in practice 1024,
2048 or 409G points. However, one should keep in mind (although this is often
overlooked in practice) that earlier considerations concerning frequency ratio f3/f
also apply to an FFT measurement. If a 10 bit ADC is characterized using the
FFT method on a record of 1024 samples, and the frequency ratio is 50, only 50
different samples will be obtained, and the FFT (or SDR or SNR) will not reflect
all non-idealities in the transfer curve.
Another advantage of the FFT method, is that, dynamic effects within
the ADC circuitry are included in the measurement when a high-frequency
sine wave is applied. Dynamic effects are, in general, undesirable, since they
limit the maximum input signal frequency for which the ADC will exhibit linear
behavior. The origin of some of these dynamic effects will become apparent during
the discussion of actual ADC architectures. In order to design very fast ADC’s
with a high input signal frequency range, it is important to be able to evaluate the
limitations within existing ADC’s. The FFT method, applied at different input
signal frequencies, makes it possible to detect the presence of dynamic distortion.
However, a major limitation of the FFT method is that, since many effects are
combined, the precise cause of imperfect behavior cannot be traced. As a result,
the FFT method provides an excellent testing tool (provided some precautions
are taken regarding number of samples and frequency ratio), but a very limited
diagnostic tool for ADC evaluation.
2.10. Conclusion
This chapter introduced two important ADC testing methods: histogram
analysis and fast Fourier transform (FFT). The histogram procedure was derived
from the concept of bin width and differential non-linearity. The theory was first
developed for random input signals, using statistical concepts. The same concepts
were used to derive practical formulas relating the accuracy of non-linearity values
(DNL and INL) to the number of samples taken. Similar formulas were derived
for situations where the input signal is not truly random, but a deterministic
waveform, which is normally the case in practical measurements. Both the use
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of linear ramps and sine waves were discussed, as well as the advantages and
disadvantages of both methods. One section was devoted to the influence of
signal frequency and sampling rate on the accuracy of the histogram test. Finally,
a discussion of the FFT method was given, including its most obvious advantages
and disadvantages.
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CHAPTER III
DYNAMIC HISTOGRAM TESTING
3.1. Introduction
In this chapter, some shortcomings of the traditional histogram test method
are discussed. In particular, it is demonstrated that the traditional method can
only accurately model the static ADC transfer curve. When high-frequency input
signals are used in order to perform a histogram test, the result may be different
than what is observed at low frequencies. These are called dynamic effects, whose
existence is well-known, but whose effects are only now being investigated in more
detail [10,11].
Due to the high input signal frequency, an additional degree of freedom
becomes significant within the system, being the time derivative (slope) of the
input signal. The slope can excite dynamic, error mechanisms within the converter,
which affect the measurement results. Although it is known that histogram
measurements are affected by high-frequency input signals [4, 6], the actual way
in which this happens has not. been thoroughly investigated before.
However, if the histogram concept is extended, the influence of the first
derivative can lie included in the picture, and valuable dynamic test results can
be obtained. It will be shown that any periodic input signal can be modeled
as a closed locus in a two-dimensional magnitude-slope plane. By modeling the
histogram domain in a similar (two-dimensional) way, non-linearity measurements
can be obtained which include dynamic effects due to the slope of the input
signal. This novel procedure provides much more accurate modeling than either
the traditional histogram or the FFT method. If the effect of higher derivatives
is neglected, this model will accurately reflect the full, dynamic performance of a.
specific ADC.
3.2. Dynamic Errors
It has been shown that the FFT test provides a convenient way to characterize
dynamic ADC behavior in a qualitative way. However, the test does not reveal the
actual transfer curve of the ADC under dynamic conditions. The histogram test.
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lends itself extremely well to the measurement of the static ADC transfer curve.
However, it requires that the input signal be of sufficiently low frequency, so that
dynamic effects within the ADC would not corrupt the measurement.
It will be shown later, that static DNL and INL curves of an ADC, as deter¬
mined through a low-frequency histogram test, provide an excellent diagnostic tool
to find out what DC errors cause imperfect behavior within multi-stage ADC’s.
One could wonder if similar results could be obtained out of a high-frequency his¬
togram test. The answer is yes, but not in the classic sense. In order to perform
dynamic characterization, the histogram concept needs to be generalized, due to
additional degrees of freedom of the input signal over frequency.
Histogram tests have commonly been performed with high-frequency sine
waves, using a normalization procedure as described earlier. It has been observed
that from a certain frequency on, the shape of the histogram started changing,
due to the influence of dynamic errors (and hence non-linearity) within the ADC.
This method has been used to determine the maximum signal frequency (in the
sine wave sense) that could be applied to an ADC without introducing significant
distortion. Similar distortion of the histogram could be observed when using high
frequency ramp signals, but to our knowledge, no attempt has ever been made to
correlate the two phenomena.
As a result of insufficient understanding, a lot of confusion exists as to how
a histogram test is affected by the use of sinusoidal signals or (relatively) high-
frequency ramps. Many people have almost given up on performing such his¬
togram tests, and instead prefer to use the FFT method for dynamic evaluation
of ADC performance. This is almost unfortunate, since a high-frequency his¬
togram test can reveal fairly complete information about dynamic errors, which
FFT characterization cannot.
The difference between a low-frequency (ideally DC) sweep and a high-
frequency ramp input signal, is their time derivative. In both cases, the signal will
assume all possible input signal values (at least if the magnitude of the sweep of
ramp is sufficient to cover the input range). However, in the first case, the time
derivative (slew) is practically zero, while in the second case, it is ±2T/, with A
the peak-to-peak magnitude of the ramp and / the frequency. It is clear that if the
frequency of the sweep is increased, the time derivative will increase accordingly.
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Similarly, the difference between a low-frequency and a high-frequency sine wave,
as far as the ADC is concerned, is a difference in the time derivative(s) associated
with each signal level.
Since the internal circuitry of the ADC is not perfect, the actual code
transition levels may not be equal to the ideal code transition levels. The amount
of variation in the actual transition levels is normally determined by several
factors. One of them is the particular value of the input signal (in the DC or
low-frequency sense). This is what is measured when a DC characterization is
performed, since INL is expressed for each bin, and the bin number reflects the
magnitude of the input signal. However, in the general sense, the code transition
levels (and hence INL values) are more complicated functions of the input signal,
involving not only the magnitude, but also a number of higher time derivatives.
The presence of the derivatives in the generalized INL function reflects the
dynamic behavior of the ADC. It can be due to limited frequency response of
amplifiers, limited switching speed of comparators, comparator hysteresis, or
signal-dependent timing uncertainty in sampling devices within the system. In
most cases, the dependence is mainly on the first derivative of the signal, and the
influence of higher derivatives can safely be neglected. However, the influence of
the first derivative has implications upon the way a high-frequency histogram test
should be performed.
During a traditional histogram test, it is implicitly assumed that all deriva¬
tives of the signal are always zero. If a high-frequency input signal is applied
to the ADC, this assumption will not hold anymore, and INL values will not be
a function of the signal magnitude alone. As a result, different histograms, and
hence different INL values will be found when the signal frequency is changed. In
order to resolve this ambiguity, new independent variables should be introduced,
in practice at least the first derivative of the signal.
In order to visualize this concept, the input signal could be represented as a
locus of values in a two-dimensional signal plane. The first dimension is the signal
magnitude, r. The second dimension is the time derivative of the signal, rfi Any
momentary value of the input signal and its derivative can be represented as a
point in the plane. The locus of the signal is the continuous curve, obtained by
connecting the different values the signal assumes over time (figure 18).
Fig. 18: Signal Locus in the Magnitude-Slope Plane
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When the input signal is periodic, the locus is a closed curve. In the case
of a symmetrical, high-frequency ramp, two situations occur. During the rising
slope of the waveform, the derivative is constant and positive {2Af). During the
falling slope, the derivative is also constant, but negative ( —2,4/). The locus
corresponding to such a waveform is a rectangle, centered around the horizontal
axis as shown in figure 19. For non-symmetrical ramps, the rectangle changes
position (figure 20).
A sinusoidal input signal can be written as
x{t) = x0ff + ,4 sin(u4 + </>) (54)
With x0ff the offset, ,4 the amplitude, ui the angular frequency and (f> the initial
phase angle.
The derivative of the signal is given by
x'{t) = Alo cos(u;t 4- (j>) (55)
It is clear that the locus of such signal in the two-dimensional plane will be
an ellipse of width ,4 and of height toA. The ellipse will always be centered around
the horizontal axis (figure 21). A change in amplitude will widen it, a change in
frequency will stretch it vertically and a change in offset will shift it horizontally.
A phase shift will not affect the position of the locus, since the same points occur,
only at different times.
From these two examples, it is clear that depending on the waveform, the
frequency and the offset of the periodic test signal that is applied to the ADC,
different loci will be executed in the signal plane. Dynamic testing of the ADC
will consist in trying to cover a section of the signal plane sufficient^ well, using
such loci, in order to find the exact dependence of the INL values upon ;r', as well
as x.
When an input waveform with known locus in the signal plane is sampled
at specific instants by an ADC. it is clear that each sample can lie represented
as exactly one point in the signal plane. Obviously each such point is located
somewhere on the signal locus. When the ADC operates at a constant sampling
rate, the horizontal distance between two consecutive points will lie roughly
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Fig. 21: Ellipsoidal Locus
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proportional to the slope of the signal (first derivative). The vertical distance
will be roughly proportional to the second derivative of the signal (figure 22).
3.3. Dynamic Histogram Test
It is clear that when a histogram test is performed using a high-frequency
waveform, the influence of the derivative of the signal should be taken into account.
This necessitates a generalization of the histogram concept. In the classic sense, a
histogram is represented as a two-dimensional diagram, on which one dimension
represents the bin number and the other dimension a count (tally) of values. Both
dimensions are represented by integers, since there is a finite number of bins (2Ar)
and a finite number of samples in each bin. The number of samples in each bin is
normalized relying on the probability distribution of the input signal in order to
obtain normalized bin widths (in lsb). These bin widths are normally represented
by real values, from which DNL and INL can easily be derived.
In this traditional histogram, the bin number is roughly proportional to
the value of the input signal (at least for nearly ideal converters). However,
no provision is made to differentiate between different signal slopes (derivatives)
that could be associated with each bin. To include this second variable, a second
dimension needs to be added to the histogram domain, so as to also reflect the
signal slope. A problem is that the slope, unlike the bin number, is a continuous
and not a discrete quantity. In order to make a histogram, one must have a finite,
discrete domain, since the purpose is to tally samples falling into different sections
of that domain.
The two-dimensional histogram domain will be represented as finite, discrete
regions in the magnitude-slope plane. One coordinate of each region will cor¬
respond to one specific set of signal magnitudes. In practice, the A” coordinate
will be the bin number, corresponding to all signal magnitudes yielding a specific
ADC output code at DC. The T coordinate will also be discretized. This can
be accomplished by dividing the range of possible slope values into several (ar¬
bitrarily chosen) sections. One elementary region in the histogram domain will
then correspond to a rectangle in the (continuous) signal plane. In particular,
it will correspond to a set of possible signal values, of which the magnitude is
such that at DC, they would yield the same ADC output code (same ADC bin).
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Fi£. 22: Relationship between Samples and Locus
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while .simultaneously the slope would he within certain pre-established limits, like
depicted on figure 23.
One could wonder how many slope intervals need to be considered. In
practice, it is better not to consider too many (definitely not 2^), since the size
of the histogram and the number of samples required to define it, would quickly
become prohibitive. The scale of the slope axis really depends on the desired
accuracy, the expected frequency range of the signal and the sensitivity of the
ADC transfer curve to signal slope variations. It should be noted that the slope of
a signal can be positive or negative, and the slope axis extends above and below the
magnitude (bin number) axis. The progression of different slope values along that
axis is essentially irrelevant. The scale could be linear, but in some applications
it may be preferable to choose a (quasi-) logarithmic reference system.
Generalized (or dynamic) histogram testing boils down to counting the
number of samples falling into each discrete section of the magnitude/slope plane
(each region of the histogram plane), when the shape of the input signal is known.
The counts (tallies) can be graphed as a third (vertical) dimension, like is shown
in figure 24. By applying different input signals, one could theoretically determine
tallies for each point in the histogram domain. However, some precautions must
be taken when different measurements are combined onto the same graph.
For any particular kind of periodic input signal (e.g. a. sine wave of a certain
frequency and amplitude), a locus of magnitude-slope points is described in the
signal plane. A corresponding, discrete locus is described in the histogram domain,
since to each sample taken, there corresponds one discrete point in the signal plane,
which also corresponds to one region in the histogram domain (figure 23).
However, several samples (several points in the signal plane) could potentially
have magnitudes that correspond to the same bin (same A” value in the histogram
plane), but slope values that correspond to different F values in the histogram
plane (figure 25). Something similar is possible when the input signal is complex
(e.g. superposition of sine waves of different frequencies). Such a situation is
undesirable when a dynamic histogram test is performed. The test procedure
is simplest when the discrete locus in the histogram domain is be such that to
each magnitude point would correspond exactly one positive slope point and one
negative slope point, like depicted on figure 2G.
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62
Fig. 25: Discrete Locus with More Than One Slope per Magnitude
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Fig. 2G: Olio to One Mapping
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When analyzing the ADC output codes during the process of performing a
histogram test, it is obvious how to allocate each sample to a particular magnitude
(bin number). However, it may be harder to determine in what section of the slope
axis the sample falls. In order to avoid having to use any external measurements,
the slope values can be expressed in output-referred rather than absolute units,
in this case Isb per sampling period, rather than volts or amps per second. The
slope of each sample can be estimated by comparing it with the previous sample(s)
(numerical differentiation). If needed, the values could later be converted to
absolute (input-referred) values if the input signal range and sampling frequency
are known.
A methodical way to perform a dynamic histogram test is the following.
First, the maximum signal amplitude and frequency to be applied to the system
is chosen. From that information, the maximum positive and negative slope of the
signal is determined. Initially, we will assume that only sine waves are applied.
The maximum slope of a sine wave of frequency / and amplitude A is ±27r/A.
This value can be converted to output-referred units when the number of bits N
and sampling rate fa of the ADC are known, by multiplication by 2N/{A fs). The
maximum slope is then ±27r2Ar///s, in units of lsb/sample.
It is worth noting that the factor f/fa represents the normalized sampling
frequency, in signal periods per sample. Its inverse, fs/f represents the normalized
signal period, in samples per signal period. This quantity is very important in
signal analysis. For instance, fa/f should always be larger than 2 to satisfy
Nyquist’s sampling criterion.
Next, the slope axis is defined, by dividing the total range of possible slopes
(both positive and negative) into a number of discrete intervals. This can be done
according to either a linear or a logarithmic scale.
Next, a mapping is defined between amplitudes and slopes. This mapping
reflects the locus that is normally described by the input signal in the discrete
histogram (bottom) plane. The purpose is to simplify the process of assigning
sample counts (tallies) to the different histogram plane regions when the histogram
is actually performed. A straight-forward way to do this would be to take an
amplitude equal to the mid-point of each bin, and to calculate the corresponding
slope (actually, there are two mappings: one for positive slope and one for negative
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slopes). When a linear scale is used for the slope values, the mapping will reflect
an elliptic signal locus, made up of discrete points. If a logarithmic scale is used,
the ellipse will be stretched vertically in a way as to resemble a rectangle.
The magnitude a of the input signal can be written as
a — aoff + A sin(27rt + <j>) (56)
The slope s can be written as
s = 27xfA cos(27rt + <!>) (57)
This slope can be expressed as a function of the magnitude:
s = ±27rfA^Jl-a~°°f/ (58)
This can be further normalized to output-referred units, by multiplication by
2N/{A f9) Isb. Alternatively, the calculation could be performed immediately
in the correct units, Isb and periods per sample. Once the nominal slopes
corresponding to each magnitude bin (center point) are defined, the associated
slope segments are determined (it is assumed that there are less slope segments
than magnitude segments or bins).
Now, the histogram can be constructed. The input signal is applied to the
ADC, and output codes are tallied. Each tally is assigned to a particular region
in the histogram plane, according to the magnitude/slope mapping. Since to each
magnitude could correspond two slope values, some elementary analysis of the
output data record will have to determine if a sample is part of the rising slope
or the falling slope of the signal. It is very important not to combine both tallies,
since a lot of dynamic ADC errors tend to be roughly proportional to the input
signal slope, and would mask each other out if the tallies of a positive and a
negative slope corresponding to the same magnitude, were to be combined.
Finally, after a complete histogram has been derived from the data record,
the tallies can be used to calculate normalized bin widths, DNL and INL. It has to
be noted that these operations will have to be performed for two histograms: one
corresponding to positive slopes, the other one corresponding to negative slopes.
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For the purpose of calculating bin widths, abstraction is temporarily made of the
slopes, and the traditional (one-dimensional) histogram procedure is followed. If
sine waves are used, the histogram tallies will have to be normalized to compensate
for the non-uniform magnitude distribution, as described earlier (signal magnitude
and offset will have to be determined very precisely, using an iterative fitting
algorithm on the output data record).
Obviously, the histogram points corresponding to the smallest and to the
largest signal magnitude will belong to both histograms at the same time, since
the slope is nominally zero. This is of no concern, since the first and last bin of a
histogram test are discarded anyway. It has been shown above that this procedure
to derive the ADC transfer characteristics from a histogram, corresponds to an
end-point normalization, in the sense that by definition, the first and the last code
transition levels (ctl\ and ctl2N_i) are ideal.
This makes it possible to easily combine the results for the two histograms
of the same sine wave, since the first and the last bin of the two histograms
correspond to the same nominal magnitude, as well as the same nominal slope
(zero). For continuity reasons, the two sets of bin widths, DNL and INL values
will be scaled in exactly the same way, and thus be compatible.
This fact makes it more attractive to use sine waves for dynamic histogram
testing rather than ramps (despite the more complex normalization procedure
for sine waves). If testing were done with a ramp, all magnitude values in the
histogram plane could be covered, but only two slope values (one positive and
one negative) would occur. This would result in two essentially independent
histograms, one taken for the positive slope and the other one taken for the
negative slope. Since the two histograms have no points in common, they would
end up being normalized (bin width calculation) independently. The DNL and
INL values would be normalized independently as well and any offset or gain error
associated with one slope and not the other would not be accounted for.
3.4. Full Characterization
The power of the generalized histogram becomes apparent when more than
one measurement is combined on the same graph. Instead of applying only
one sinusoidal input signal, one could apply several different ones, calculate the
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respective normalized bin widths, and display them as part of one system response
to a two-dimensional excitation space (the bottom plane of the histogram).
Different measurements will be compatible with each other when sine waves
of constant magnitude and offset but different frequencies are considered, since all
the bin widths (after normalization) will be normalized in the same way. This is
because the first and last bin of each histogram corresponds to the same values
of magnitude and slope, as mentioned above. All elliptic loci in the histogram
plane are concentric, with common left-most and right-most point. If amplitude
or offset are changed from one measurement to another, the loci will not have
their extremes in common anymore. If the ADC is non-ideal for small or large
input signals, one Isb may not represent the same analog quantity for the different
measurements, and the normalized bin widths may be incompatible.
By taking different measurements using sine waves of different frequencies,
computing the respective histograms and normalizing them in order to obtain
normalized bin widths, it is possible to cover all the points within a certain section
of the histogram plane. Once this information is available, the ADC response can
be accurately predicted for any kind of dynamic input signal. In other words:
complete dynamic characterization of the ADC is possible using the dynamic
histogram method.
One can calculate the effective code transition levels of the ADC for any
combination ofmagnitude and slope at the input. In order to do this, the dynamic
bin widths have to be reorganized. Instead of considering bin widths along
one particular signal locus (ellipse), one should first consider all experimentally
determined bin widths along the same horizontal line (the bin widths for a certain
slope). This is shown in figure 27.
Ideally, the sum of all the bin widths should be 2N — 2 (first and last bin are
discarded). Due to measurement error (finite number of samples in the liistogram
etc.), this may not be exactly the case, and normalization along the constant
slope line may be necessary. This normalization is accomplished by dividing each
bin width by the sum of bin widths along the line, and multiplying by 2'x — 2.
After this operation, DNL values for that particular slope can be obtained by
subtracting 1 from each value. INL values can be obtained through a partial
summation of DNL values, and code transition levels (in Isb) by adding n (bin
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number) to each INL value.
To calculate the response to an arbitrary dynamic input signal, the locus
of the signal needs to be determined in the histogram plane (discrete magni¬
tude/slope plane). Magnitude and slope of the signal should be expressed in lsb
and lsb per sample respectively. If the signal is periodic, the locus will be a
closed curve. If not, an arbitrary, open curve will be described. Next, the mag¬
nitude/slope values of the input signal should be determined at each sampling
instant, and the corresponding point in the histogram plane should be deter¬
mined. Along the line of constant slope that contains each point of the signal, the
transition level immediately below the given magnitude should be found. The bin
number associated with this level will reflect the output code (figure 28).
Of course, the procedure is rather involved, and if carried out completely,
the use of specialized computer programs would be almost mandatory. However,
the main use of the generalized histogram test and associated complete dynamic
characterization of the ADC is not to calculate the dynamic ADC response to
arbitrary input signals. Instead, it could provide a powerful tool to classify
dynamic errors and analyze their origin within the ADC, in a way similar to
the analysis of static errors.
A limitation of this particular approach, is that only magnitude and slope of
the input signal were considered significant variables, and not higher derivatives.
Including higher derivatives would significantly complicate the procedure (the
histogram plane would be three-or more-dimensional). At the same time, it
appears that many common errors mainly depend on the first derivative of the
signal, and as such the proposed scheme is sufficient for diagnostic purposes.
As an example, figure 29 shows the effect of a magnitude-dependent, timing
error in an ADC, and the associated error when sampling an asymmetric ramp
signal. Magnitude-dependent timing errors are very common dynamic errors in
extremely high-speed flash converters (discussed in chapter IV). They could be
caused by different parasitic delays (e.g. due to distributed capacitance) in clock
lines, or capacitive mismatches in digital latches associated with a number of
comparators that are physically located far away from each other on a chip.
Such errors cannot be detected by a static (low-frequency) histogram test.
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A high-frequency histogram test may partially or completely hide the errors,
since if the input waveform were symmetrical, as many positive as negative errors
would be made, with no net result on the histogram tallies. The distortion can
be detected using the FFT method, but precise diagnosis is usually impossible.
Dynamic histogram testing would make it possible to precisely reconstruct the
delay pattern from the known slope and associated variation in transition level
over the different magnitudes. Although further research is suggested in this area,
it seems likely that other common dynamic effects like limited frequency response,
limited speed of internal amplifiers or hysteresis could be classified and diagnosed
correctly through dynamic histogram testing.
3.5. Conclusion
It was shown how liigh-frequency input signals can corrupt the readings of
a traditional histogram test. This effect was attributed to the derivatives of the
input signal exciting dynamic error mechanisms within an ADC. It was shown that
the influence of the first derivative (the slope) is dominant. As a result, higher
derivatives can be neglected, and an input signal can be represented as a locus of
points in a two-dimensional magnitude-slope plane. This plane can be discretized
into a ”histogram” domain plane, which can be used as a base for an extended,
dynamic histogram test. The procedure for performing this test using sinusoidal
input signals was described. Finally, it was shown how the results of such a test
could be used as a full, dynamic model for the ADC, in order to calculate the
response to an arbitrary, high-frequency input signal.
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CHAPTER IV
ANALOG TO DIGITAL CONVERTER ARCHITECTURES
4.1. Introduction
After a general discussion about analog to digital converter transfer character¬
istics and testing, this chapter introduces some particular hardware configurations
that are commonly used to perform the analog to digital conversion. Some ar¬
chitectures, (in particular the multi-step and pipelined converters) will be treated
in more detail later. Errors in their transfer curve will be related to particular
elements of the hardware, and techniques will be introduced to compensate for
these effects.
4.2. Operation of a Flash Converter
The most straightforward way to implement an A/D converter is probably
according to the ”flash” principle. Due to its inherent simplicity, this type of
converter can be made extremely fast, and impressive results have been reported
in literature [12, 13, 14, 15, 16, 17, 18, 10, 19]. In a flash converter, the input
signal is connected to a bank of fast comparators (figure 30), of which the reference
voltages are chosen so as to coincide with the desired code transition levels of the
converter. These reference voltages are usually derived from a single reference
level through a resistive divider.
It is clear that in order to obtain a converter with an effective resolution of
N bits (2^ possible output codes), 2^ — 1 comparators will be needed, since the
input voltage range must be divided into 2N bins. As a result, there will be 2^ — 1
digital comparator outputs, which represent the input signal in ” thermometer
code” format (the first code is 00 • • • 0, the second one is 10 • • • 0, the last one
11---l). The number of output lines (and of course IC pins) quickly becomes
prohibitive for increasing resolutions. To avoid this problem, a digital encoder is
normally used, which converts the 2^ —1 bit thermometer code into N bit straight
binary coding.
The input signal is usually buffered before being applied to the comparator
inputs. The buffer can be a simple amplifier, in which case the comparator inputs
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may be changing while the comparison is being performed. The comparators
outputs are usually passed on to digital latches, which will sample the outputs
when a timing signal is applied. It is also possible that the input buffer be realized
as a sample/hold amplifier, which will freeze the input signal while the comparison
is being performed. Ultra-fast flash converters usually avoid using a sample/hold
amplifier, since this tends to limit the maximum allowable bandwidth of the input
signal.
4.3. Multi-Step Converters
The main disadvantage of the elementary flash converter is the large com¬
ponent count (and hence chip area and power consumption) required to realize
higher resolution schemes. The number of comparator/latch combinations (2N — 1)
quickly becomes prohibitive for resolutions beyond 7 or 8 bits. In order to cir¬
cumvent this problem, multi-step architectures have been developed [20, 21, 22,
23, 24, 25, 26].
A multi-step converter divides the useful input signal range into a number of
sub-ranges using a comparator bank, like in the flash converter (for this reason, we
will often refer to this section of the circuitry as the flash section). The difference,
compared to the full flash converter, is that the number of sub-ranges is less than
the total number of desired bins (2N for an N bit converter).
Next, the comparator output codes are used to address a bank of voltages
(or currents, depending on the converter type) to be subtracted from the input
signal (figure 31). The effect of this operation is to calculate an analog 11 residue”
or remainder, which reflects the portion of the input signal that exceeds the lower
boundary of the signal section in question (figure 32). Naturally, the residue of
the conversion will have a range that is smaller than the range of the input signal.
It will normally never get larger in value than the range of one section.
The bank of fixed values that are subtracted from the input signal in order to
calculate the residue of one stage, can be seen as an elementary digital to analog
converter (DAC). Indeed, the input to this section is a number of digital lines (the
thermometer-coded outputs from the latches), while the output of that section is
an analog value, to be subtracted from the analog input signal. Throughout the
remainder of this text, we will often refer to this section as the "DAC” section of
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Output= 1 * 16 + 0 * 4 + 1* 1 = 17
Fig. 32: Sub-Ranges
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a converter stage. The comparator bank with latches and reference circuit.ly will
be referred to as the ’’flash” section, for obvious reasons.
The second step of the conversion consists in taking the residue from the first
step, and converting it in way similar to the first step. If the circuitry implementing
the second step (the second ’’stage”) does not have a gain stage at its input, the
range of the signal to be converted will be significantly smaller than the range
of the first stage. As a result, the comparator reference levels must be scaled
accordingly. This configuration is often referred to as a ”sub-ranging” converter.
However, if the second stage has a.11 input amplifier that amplifies the signal to the
same nominal range as the input signal of the previous stage, the same comparator
reference levels could be used. This situation is often preferable, since a multi-
step converter can be implemented using a number of nominally identical stages,
cascaded behind each other.
A common strategy for multi-step converters is to design the first stage so that
the comparator levels of that stage would divide the input signal range into 2M
nominally identical sections (bins). One can easily verify that after thermometer-
to-binary encoding, the comparator outputs of the first stage will express the M
most significant bits of the overall conversion result. The nominal range of the
residue of the first stage will be R/2M. This residue can be forced to the same
range as the input through multiplication by 2M. If the second stage is similar to
the first, one, its (binary-coded) output will reflect the next M bits of the overall
conversion result. Additional stages can be cascaded in order to improve the
resolution of the converter (figure 33). However, it will be shown in subsequent
chapters that this is not the only viable strategy. It is possible to design converter
stages that have a gain that is not a power of 2, or not even an integer value.
It may seem that cascading identical stages in a multi-step architecture
would be an ideal mechanism in order to realize extremely high resolution
converters, since it would suffice to cascade more (identical) stages. It is true that
increasing resolution would be obtained, but overall accuracy will be limited by
the unpredictability some of the elements: mainly the accuracy of the comparator
reference levels, the precise value of the subtracted voltages (DAC levels) and the
value of the interstage gain. The effect of these inaccuracies will be described in
great detail below, since they are the primary focus of the research described in
Input
Stage2Stage1Stage0 Fig.33:CascadedConverterSt g s
o
residue
80
this dissertation.
4.4. Pipelined Converters
Pipelined A/D converters are a special case of multi-step converters. They
have gotten their name not because of the particular conversion algorithm in¬
volved, but because of the organization of the different stages. The pipelined ap¬
proach has been used extensively for medium to high speed (a few MHz), medium
resolution (10-13 bits) converters, especially in CMOS or BiCMOS technologies
[27, 28, 29, 30, 31, 32, 33, 23, 24, 34, 35,36, 37, 38, 39, 40, 41].
In a pipelined converter, each stage is preceded by a sample/hold amplifier,
which samples the input signal and then holds it constant for a certain time, while
the conversion is being performed. After the comparator outputs are latched, a
voltage determined by the comparator outputs is subtracted from the signal and
a residue is calculated (DAC operation). This residue is then sampled by the
sample/hold amplifier of the next stage, and held for the time of its conversion.
The sequence of operations in each stage is synchronized by a multi-phase
clock. The clocking scheme is determined in such a way as to realize a pipeline, in
the same sense as pipelined logic is organized in digital circuits. Such operation
requires that the input of a stage would be sampled during one clock phase, while
the output becomes available during a different clock phase. When the clocking
is designed so that the input phase of the next stage would coincide with the
output phase of the previous one, continuous operation of several cascaded stages
is possible.
It is well-known that an input signal can be applied to the first stage in line,
as soon as the second stage has sampled the output of the first one. As a result,
it is not necessary to wait for a signal to travel through the whole pipeline before
applying the next signal. The overall throughput can be increased significantly as
compared to the time it would normally take the analog signal to travel through
the complete pipeline (figure 34).
All stages in a pipelined converter are nominally identical, and all of them
have an input sample/hold amplifier in order to make the pipelined operation
possible. However, in practice there exists a difference between the first stage
and the other ones. The sample/hold amplifier of the first stage must be able
SI
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to sample a rapidly changing external input signal without noticeable distortion,
while the sample/hold amplifiers of the other stages only see the DC output level
(residue) of the previous stage. As a result, the design of the first stage usually
requires extra precaution.
Although the pipelined multi-step configuration that was just described is
probably the most common one, it is not the only possible one. Other conversion
algorithms have been inplemented in a pipelined fashion. Pipelined converters
which implement a successive approximation-like search have been reported [42,
43].
4.5. Successive Approximation Converters
Although successive approximation converters are not the primary focus of
this research, they deserve a short discussion due to their popularity for achieving
realively high resolutions (13-15 bits) at limited conversion rates (100 kHz-lMHz)
[44, 45, 46, 47]. They also exhibit some interesting similarities with schemes we
will discuss, in particular with recycling converters.
A successive approximation converter uses a precision digital to analog
converter (DAC) in order to perform the analog to digital conversion. The DAC
is used as part of a binary search algorithm, .which aims at applying different
digital codes to the DAC until the best match for the input signal is obtained.
In many cases, a binary-weighted capacitor array is used to implement a charge-
redistribution DAC [44]. The search algorithm works as follows.
The input signal is sampled by a precision sample/hold amplifier and held for
the duration of the whole conversion. In order to obtain conversion to the N bit
level, a DAC with N bit resolution is required. First, an input code corresponding
to the middle of the possible range is applied to the DAC. (It is assumed that the
DAC input uses straight binary coding, and not a thermometer code). That
code has a most significant bit (MSB) equal to 1 and all other bits equal to 0.
Next, the DAC output is compared to the input signal (output of the sample/hold
amplifier) using a precision comparator, with one bit output (figure 35). If the
result of the comparison is 1, the input signal exceeds the DAC output and the
MSB of the conversion is known to be 1. If the comparator output is 0, the input
signal is smaller than the DAC output (equivalent of 10 • • • 0) and the MSB of the
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conversion is known to be 0.
Once the MSB is determined, a digital code consisting of this MSB, followed
by a 1 and a string of 0’s is applied to the DAC. The same comparator is used
to determine whether the DAC output exceeds the input signal or not. This
information defines the second most significant bit. The process is repeated in
a similar way, using the previously determined first and second bits in order to
determine the third bit etc. After N steps, the total conversion result is available
and a new input signal can be sampled by the input sample/hold amplifier. The
whole operation is synchronized and controlled by a special register (controller),
called the successive approximation register (SAR).
An important drawback of successive approximation converters, is their
relatively low conversion rate, due to the N distinct conversion cycles required for
each sample. Another drawback is that a full, precision DAC must be implemented
within the ADC. This can be avoided by ’’unfolding” the successive approximation
algorithm into a multi-step or pipelined approach. In a first stage, an analog level
corresponding to the middle of the nominal input signal range is compared against
the input signal. If the input signal exceeds that level, it is subtracted from the
input signal and passed on to the next stage, after multiplication by 2 (figure 3G).
4.6. Recycling Converters
A recycling ADC is closely related to a pipelined scheme. It is another
implementation of a multi-step approach, which has been used to obtain relatively
high resolutions on a relatively limited silicon area [48, 3G].
A recycling ADC implements the multi-step algorithm by taking an input
signal, generating a local code and calculating a residue. That residue is normally
fed to another stage, which can be nominally identical to the first one if the correct
gain is implemented at the input.
A recycling converter realizes the same idea, using only one stage (figure 37).
The output of that stage (the residue) is fed back to the input of the same stage,
and the process is repeated as mail}' times as needed to obtain the desired number
of bits. Then, the input is connected to the external signal again, and the process
can start over for the next sample.
It is clear that a recycling stage must have a sample/hold amplifier and be
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clocked, just like a pipelined stage, since the output of the stage must be held
until the input of the same stage is ready to sample again. If those conditions
are met, a very compact, high-resolution ADC can be implemented using a single
stage. The area is N/M times smaller than in a corresponding pipelined scheme
(N is the total number of bits, M the number of bits in one stage). However, the
throughput is N/M times smaller.
It should be noted that when a recycling converter only has one comparator
(one bit) per stage, the difference between that configuration and a (modified)
successive approximation converter becomes rather vague.
In addition to truly one-stage recycling converters, which implement N
bit conversion in N/M cycles of an M bit stage, hybrid or partially-recycling
converters can also be built, like depicted in figure 38. These hybrid converters
use a recycling approach, involving more than one stage, these stages form a
partial pipeline, of which the last residue is fed back to the first stage. If the total
number of bits is iV, the number of stages is L arid the number of bits per stage
is M, the signal will have to be recycled N/(M L) times.
4.7. Time-Interleaved Converters
A recycling converter is related to a pipelined converter as far as the
conversion algorithm is concerned, but implements it in time (successive recycling
of the residue back to the input) rather than in space (consecutive, physically
different stages, operating in parallel). The utilization of a recycling stage is
shown as a function of time in figure 39. The utilization of the different stages
in a pipelined converter is shown in figure 40. In both cases, it is assumed that
a two-phase clocking scheme is used (4>i and $2 )• Each stage samples the input
signal during 4>i, processes it during $2 > and has the residue available and stable
at its output during the next $1. Obviously, other clocking schemes could be used
in practice, depending on the specific hardware organization.
It is clear that in the recycling approach, space (chip area) is traded for
conversion rate (we assume that in both cases, the maximum speed of one stage
is identical). In both approaches, the ratio of area to sampling rate (A/fs) is
constant. One could wonder if the trade-off could also be performed the other
way, i.e. using a larger area (more stages) in order to obtain faster conversion up
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to the same resolution.
A configuration that implements precisely that, is the time-interleaving of
several, nominally identical, pipelined converters. The principle is illustrated in
figure 41, for a.11 interleaving depth of 4 (4 pipelines in parallel). If one pipeline
clock period is equal to T, the maximum throughput (sampling rate), /a, of each
pipeline is 1/T, since each stage needs a time of T to process its input signal and
generate an output (residue).
The first pipeline is clocked so that its first clock phase, would start at
times t = k T, with k integer. starts about one half clock period later,
at t. — (k -f 1/2) T.) The second pipeline is clocked so that would start at
t = (k -f 1/4) T. starts at t = (k + 2/4) T and at t = {k -f 3/4) T. I11
other words, the clocking of each pipeline is delayed by one fourth clock period
with respect to the previous one.
The result is that every t/4, one pipeline samples the input signal. If the
output bits of the four pipelines are assembled (multiplexed) in a similar way. an
ADC with sampling rate fs = 4/T is obtained, at the price of quadrupling the
area. (Also, the logic circuitry needs to be four times faster, but this is usually
easier to achieve than making the analog signal path four times faster.)
4.8. Oversampling Converters
From the limited examples discussed above, it becomes apparent that different
A/D converter architectures implement various trade-offs between conversion
speed (data rate) and circuit complexity (silicon area). In particular, it is clear
that recycling converters, single pipelines and time-interleaved converters, built
with the same basic components (converter stages) are characterized by a roughly
value of their area -conversion time product.
Interestingly enough, this is not the only trade-off. There also exists a
direct tradeoff between resolution (number of raw output bits per sample) and
conversion speed. This is clear ly the case with successive approximation converters
and recycling converters. The more approximation steps, or the more cycles are
performed, the more bits of resolution the conversion result will have.
Another, although seemingly less efficient, way to trade off conversion speed
against resolution is the following. One could use a very fast, low resolution
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converter to take a large number of samples of an analog signal. The corresponding
digital outputs are acquired at actual speed. The process is called oversampling,
since more samples are taken of the analog signal than needed to achieve the
eventual desired output (digital) data rate.
The digital values can be combined into successive groups, ancl every time,
some kind of average of the values within each group can be computed, using a
digital filter. In its simplest form, such filter would be a straight accumulator-
adder, which adds up a number of successive sampled digital codes.
The averaging operation can increase the accuracy of the conversion, provided
the input signal varies slowly compared to the actual sampling rate. An additional
advantage of this method is that some of the noise present in the analog signal
can be reduced as well. The process is called decimation, since a large number of
(low-resolution) samples is transformed into a smaller number of (high-resolution)
samples.
The precise theory behind decimation is strongly related to digital filtering
and frequency-domain analysis. This theory, as well as the criterion to determine
the minimum required oversampling rate will not be derived here. However, it
should be mentioned that oversampling and decimation provide the basis for an
entirely different class of A/D converters.
In the extreme case, it is conceivable to build a basic converter with only one
bit resolution (one comparator), but oversampling the input signal to such extent
that decimation would still provide an accurate conversion result for a certain
class of useful input signals.
The disadvantage of the scheme is obviously the required high basic conversion
rate, and the need for a sophisticated digital decimation filter. However, the
advantage is that the analog portion of the converter is simplified to the extreme.
Since only one comparator (one bit output) is used, component mismatch and
associated non-linearity or distortion are minimized. The fact that a digital filter
is required is less of a concern, since the design of such filters is well understood and
not subject to the parasitic effects that limit the performance of analog circuits.
The most common class of oversampling converters are the sigma-delta
converters [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59]. The basic scheme of such
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converter is shown on figure 42. The analog section of the converter consists of
an integrator, a comparator and an analog summing element. The comparator is
actually followed by a latch (not shown), which freezes its output at periodic time
intervals. The term sigma-delta refers to the fact that a discrete-time difference
signal is formed (delta operation) and that this difference is integrated over a
certain amount of time (sigma operation).
The peculiarity of this set-up is that the comparator output is used as the one-
bit conversion result (going into the digital decimation filter), as well as a two-level
analog approximation of the integrator output signal. From a conceptual point of
view, the system of figure 42 can be represented as in figure 43. The system acts
as an analog filter with feed-back, of which the transfer function is
V2O) = Fi(s) x^-r (59)
This clearly represents a lowT-pass filter, described here in the continuous-time
domain (s). In actuality, due to the sampling operation of the comparator output,
this system would be modeled more accurately in the discrete-time domain (~).
For this simplified discussion however, the distinction is irrelevant.
The one-bit quantizer can be thought of as an element that injects quan¬
tization noise into the system (figure 44). For non-periodic input signals, the
frequency spectrum of this quantization noise is fairly uniform, and the noise can
adequately be modeled as wicle-band white noise, added to the integrator output
signal. One can easily verify that the transfer function between the summing node
of the noise and the output is
mi = v„(S) —s-- (co)
s — A
This is the representation of a high-pass filter. As a result of the difference
response of the system to the input signal and the equivalent noise signal, the two
effects can be separated. Through judicious choice of the integrator gain and the
sampling rate (higher sampling rates spread out the same amount of noise over a
larger frequency band), a system can be built in vdiich the quantization noise only
becomes significant for frequencies far above the maximum input signal frequency.
Input
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Low-pass filtering and decimation [49] in the digital domain can then be
used to reject most of the quantization noise, while retaining an accurate digital
representation of the input signal. In its most elementary form, the decimation
filter could be a simple binary up/down counter. The up/clown control line is
connected to the comparator output, and the counter is reset every M samples,
with M the desired oversampling ratio. Obviously, in practice more sophisticated,
higher performance schemes are used.
A lot of research has been done on sigma-delta, converters over the years,
and numerous improvements have been made to the basic scheme. Most practical
systems now use more complex analog structures, with more than one integrator
[50, 60, Gl, 62] and multiple feed-back loops. As opposed to the basic structure of
figure 42, the stability of multiple-loop structures is of major concern. However,
the quantization noise rejection can be dramatically improved. In some cases,
performance can be enhanced even further using multiple-bit quantizers instead
of a single comparator.
As mentioned earlier, the main advantage of sigma-delta converters (and
oversampling converters in general) is the simplicity of the analog components.
Integrators, summers and comparators can be built very reliably. In addition,
gain or offset errors in any of these blocks will not influence the overall linearity
of the converters scheme. It will be shown in chapter V that these are precisely
the non-idealities which have traditionally limited the performance of high-speed,
multi-step or pipelined structures.
Sigma-delta converters are usually operated at oversampling rates (compara¬
tor clocking rate divided by effective digital filter output rate) of several tens to
several hundreds. Due to the high comparator sampling rates required (some¬
times several MHz, without adding any distortion to the signal), the effective
data output rate has been limited to the 10 kHz-100 kHz range. However, integral
non-linearity values far beyond the 16 bit level have been reported. As a result,
oversampling converters have been a favorite architecture for digital high-fidelity
audio applications, in particular digital recording and compact disc systems.
Although veiy active research is being done on reducing the oversampling rate
and increasing the overall conversion rate of sigma delta converters, it seems clear
that without any revolutionary break-through, their performance will limit them
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to high-accuracy, low-frequency applications. On the other hand, new research
described in this dissertation seems to indicate that the accuracy of inherently fast
pipelined architectures can be improved dramatically (by orders of magnitudes)
through the use of new digital error characterization and correction techniques.
It is expected that these new techniques could dramatically shift the application
field of data converters from sigma-delta to pipelined architectures.
4.9. Conclusion
In this chapter, several common analog to digital converter architectures were
introduced in a systematic way. The discussion started with the flash converter,
which was later extended to multi-step converters, of which pipelined converters
are one example. The successive approximation converter was discussed, and the
relationship with multi-step architectures demonstrated. The recycling converter
was introduced as a special case of the pipelined converter, with only one stage.
Finally, the time-interleaved converter, consisting of several pipelines operating
in parallel, was discussed. It was shown how the pipelined, recycling and time-
interleaved converters can each be built from identical stages, with different trade¬
offs between area and conversion speed. Finally, oversampling converters were
introduced from a general point of view. Sigma-delta converters were briefly
discussed as a particular implementation. It was demonstrated how new error
correction techniques for pipelined converters could eventually make these more
attractive than the conventional sigma-delta architectures.
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CHAPTER V
ERROR MODELING IN MULTI-STEP CONVERTERS
5.1. Introduction
The previous chapter introduced several important analog to digital converter
architectures. On of them was the multi-step converter (of which most pipelined
converters are special cases). The multi-step architecture is very important, for its
ability to implement compact, high-resolution converters. The second part of this
dissertation will concentrate on one particular implementation: high-speed, high-
accuracy pipelined converters. In order to obtain such high accuracy, a very good
understanding of possible error mechanisms in the analog data, path is needed [8].
This chapter describes these error mechanisms, and provides practical methods
to evaluate the errors in actual analog to digital converters. Subsequent chapters
will focus on how to correct (compensate) the effect of errors.
5.2. Origin of the Errors
When the static transfer curve of a multi-step converter (e.g. a pipelined
converter) is measured using a low-frequency histogram test, variations from the
ideal pattern are almost always seen. In particular INL errors (variation of the
actual code transition levels with respect to the ideal, or designed-for transition
levels) are not exactly zero, like they should be for an ideal converter. Instead,
The INL values exhibit particular patterns when plotted as a function of the bin
number.
These imperfections can be traced to incorrect values in the flash and DAC
subsections of particular stages in the converter, or to incorrect gains in the
amplifiers between two stages. It should be
noted that in a pipelined converter, the interstage amplifiers perform a
sample/hold operation as well, but this is not essential. Non-pipelined multi-step
converters have successfully been used in practice. In some cases (sub-ranging
converters), there is no interstage amplifier. However, these cases still fit the
same model, with interstage gain values of 1.
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Offsets in the interstage amplifiers can also introduce non-linearity errors,
but the effect is comparable to that of a DAC error and should not be treated
separately. This can easily be visualized as follows. If the interstage amplifier has
an input-referred offset r0, the situation is equivalent to having an ideal amplifier,
and a value xQ being subtracted from the input signal. The result is the same as
if the DAC levels (subtracted from the input signal to calculate the residue) had
been increased by xQ. As a result, our analysis of static errors will be limited to
flash, DAC and gain errors.
Each stage of a multi-stage ADC takes an input signal, converts it to an M bit
code (after conversion from thermometer coding to binary ) and passes the residue
of the conversion on to the next stage. Figure 45 shows the basic components: flash
section (reference string, comparators and latches), DAC section and interstage
amplifier. The amplifier is shown at the output rather than the input, for easier
modeling of errors later on. Since these amplifiers are actually located at the
interface between two stages, there is no significant difference between the two
conventions.
The process of residue calculation as a function of the input signal to a stage,
can be represented on a graph (figure 46). The A' axis represents the input
signal. The code transition levels of the stage are displayed in Isb along this
axis, using the conventions of chapter I. It is clear that since the stage contains
an elemental'}' flash converter, all definitions introduced in connection with ADC
transfer functions can be maintained to describe one stage. To each bin of the
flash converter corresponds an output code, which is converted to a voltage (or
current) by the DAC section. We will assume that the code for bin -1 (under¬
range condition) is 0 and for bin 2jV (over-range) is 2iV — 1, which is typical of
flash ADC’s without error correction.
The DAC output is displayed in the direction of the Y axis, as a horizontal
line segment above the corresponding ADC bin. The same scale (/s6) is used for
the Y’ axis as for the X axis. The residue of the flash/DAC combination can lie
found as the difference between the y = r line and the horizontal line segments.
This can easily be verified by the fact that the residue (Y’ direction) is equal to the
input signal (A’ direction), minus the appropriate DAC level, which is represented
by a line segment above the relevant bin. The residue function is shown on figure
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47, for an ideal 2 bit stage. Figure 48 shows the same residue, after multiplication
by 4 (2^), which represents the effect of the output amplifier.
5.3. Error Analysis Methodology
The following analysis of error mechanisms will use this relationship between
input signal and residue. It will investigate the effect of incorrect flash levels,
DAC levels and gains upon the shape of the residue function. Since the residue
is passed on to subsequent stages, the errors will be propagated throughout the
converter.
This propagation can easily be related to the histogram concept , which is one
of the reasons why the histogram theory was introduced before any particular ADC
architectures were discussed. We will assume that a histogram test is performed
by applying an input signal of constant magnitude distribution to the input of the
first ADC stage. If this stage were ideal, the samples would be evenly spread over
its M bins, and the histogram of the output codes would be flat.
In practice, the histogram test would be performed using the full output codes
of the converter, including the bits generated by subsequent stages, as well as the
bits from the current stage. As a consequence, two things will affect the overall
histogram:
- The transition levels of the stage in question, being the effective comparator
trippoints.
- The magnitude distribution (probability density) of the output signal of that
stage (the residue), since this is the signal that will be passed on to others
stages.
One could do an error analysis relying on the precise number of bits of the
total converter (A), by considering the effect of errors in the first stage on the
effective bin widths of each of the 2N bins of the converter. However, this would
limit the discussion to specific configurations, rather than providing a general
description. Instead, we will investigate what would happen in a limit case, if the
first stage were followed by an infinite number of subsequent stages, each of them
being infinitely accurate (no flash. DAC or gain errors).
Since the total number of bits of such hypothetical device is infinite, the bin
Fig. 47: Residue Function of Ideal Stage
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widths would be infinitely small, and the expected number of samples ending up
in each bin during a histogram test, would be zero. In order to overcome this
restriction, we will consider the normalized bin widths (nominally equal to 1) of
the device. Since there are an infinite number of bins, the normalized bin widths
will form a continuous function of the signal magnitude, rather than a discrete
one.
It will be shown that, just like histogram tallies, these normalized bin widths
are proportional to the probability density of the signal applied to the second
(ideal) part, of the converter. As a result, the bin widths will be determined by
the probability density function of the residue from the first stage. Since the first
stage divides the nominal input range of the signal into M bins, each corresponding
to a different set of most significant bits, the probability density function of the
residue will have to be determined separately for each bin of the first stage. The
probability density will be scaled in such a way as to be exactly equal to 1 for
an ideal first stage, in order to reflect the nominal, ideal bin widths of the whole
converter.
Figure 49 shows the normalized probability density functions (pdfs) of the
residue for each bin of an ideal first stage (2 bits). The integrals of the pdf’s over
their respective bins are 1, since the width of each bin is exactly 1 Isb, and the
pdf’s were normalized to 1. The concatenation of pdf curves can be seen as the
limit to which a normalized and perfectly accurate (oc points) histogram would
converge if the ADC stage were followed by other stages, with infinite resolution.
For this reason, we will sometimes refer to the concatenation of pdf’s as the ’’limit
histogram” of the stage.
Figure 50 shows the limit histogram curve after subtraction of 1. It is
clear that since the normalized histogram represents bin widths, the result of
the subtraction represents the limit DNL curve that would be obtained from an
infinitely accurate histogram test with infinite resolution. Ideally, this limit is 0.
Figure 51 shows the integral of the DNL curve, or the limit INL curve. Ideally,
this curve is also equal to 0. It will be seen how errors in the first stage of the
converter will affect limit histogram, limit DNL and limit INL curves in a very
characteristic way.
Fig. 49: ProbciFiliiy Density Functions
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5.4. DAC Errors
Figure 52 shows the same considerations for a stage in which one of the DAC
output levels larger than ideal. In this case, there is a positive DAC error when
the input signal is in bin 1. The magnitude of the error is subtracted from the
ideal value of the residue for that bin.
Since at this point, we are looking at the effect of errors in the first stage
only, we will assume that the stage under consideration is followed by other stages
with limited input signal range. In other words: the input range of the next, ideal
stage is exactly equal to the nominal range of the residue from the first stage. Any
signal outside of that range will generate a code (least significant bits) equal to
the code of the value at the range boundary, either 00 • • •0 or 11 • • • 1. This can be
represented as if the residue were ”clipped'1, in the sense that any value outside of
the nominal range will have the same effect as the minimum or maximum value
of the range. We assume that subsequent stages do not recognize over-ranging or
undel -ranging condi t ions.
One can see how the pdf within the corresponding bin is redistributed, by
looking at the residue function. For an input signal within bin 1, a. small extra
value equal to the DAC error is subtracted from the residue. As a result, the
residue will never reach the upper end of the range while the input signal is in
that bin. There is a ’’gap” in the normalized pdf at the higher encl of the bin.
One can verify that the area (integral) of this gap is equal to the magnitude of
the DAC error. If one actually were to perform a histogram test using a. converter
with the given stage as first stage and a finite number of subsequent stages, this
gap in the pdf (limit histogram) would actually show up as a number of 11 missing
codes” or codes that never occur.
At the lower end of the bin, the pdf will have a ’’peak” (delta function) with
area equal to the DAC error. This is due to the fact that residue values below
the lower range boundary are equivalent to the value at that boundary, of which
the probability density becomes infinite. In an actual histogram, this peak would
stretch over exactly one bin, and show up as a disproportionate sample count.
One can verify that if the DAC error had been negative, gap and peak would have
been interchanged.
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The effect of the DAC error is similar on the limit DNL curve (’’peak” and
’’gap”). The effect on the limit INL curve can be found by integrating the limit
DNL curve. One can see how it mainly creates a shift in INL level in the middle
of the bin (with a small, linear transition at the end). The amount by which the
INL function is raised, is equal to the value of the DAC error.
5.5. ADC Errors
Figure 53 shows the effect of an error in the flash section. In this example,
there is a negative INL error on code transition level 1, meaning that the actual
level is lower than nominal. As can be seen on the residue plot, the residue will
not reach its maximum value while the signal is in bin 0, since the bin itself has
shrunk. The residue pdf has a gap at the end of the bin, representing missing
codes due to missing residue values associated with bin 0. At the same time, bin
1 has grown, and it now contains residue values below the nominal range. This
will create a delta peak in the normalized pdf, at the lower end of bin 1. One
can verify that the area of gap and peak is equal to the value of the error on the
comparator level. The value of the normalized pdf (limit histogram) in the middle
of bins 0 and 1 is unaffected, just like in the case of a DAC error.
In general, a negative INL error on ctli causes a gap at the end of bin i — 1 and
a delta peak at the beginning of bin both with an area equal to the magnitude
of the error. A positive error on ctli would cause a peak at the end of bin i — 1 and
a gap in the beginning of bin i. The same peak and gap show up in the limit DNL
curve, while the limit INL curve exhibits a small, positive or negative triangular
peak, pointing in positive direction for a positive error and in negative direction
for a negative error.
5.6. Gain Errors
The term gain error is used to designate an error in the gain factor by which
the residue is amplified between ADC stages. Figure 54 shows the influence of a
gain error greater than 1, meaning that the residue is overamplified. A gain error
affects all bins in the same way.
As a general rule the constant level of the pdf within a bin is divided by
the extra gain factor c This is due to the fact that the slope of the residue,
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as a function of the input signal, is increased by a factor e 4. This results in a
corresponding decrease in the pdf of the residue. The reason is the following.
We assume that the pdf of the input signal is constant. The residue represents a
function (transformation) of the input signal. It is well-known that in such case,
the pdf of the transformed signal is inversely proportional to the derivative of the
transforming function.
If €j\ is greater than 1, a delta peak with area 1 — will appear at the higher
end of each bin. This is due to the fact that the residue exceeds its nominal range
at the end of the bin. If we assume that this results in the effective clipping of
the residue, the pdf will become infinite in those points. The area of the peak is
determined by the fact that the integral of the pdf over each bin must be 1 (a gain
error does not affect the width of the bin, since the code transition levels are not
changed). Since the pdf level within the bin changes from 1 to 1/e^ (resulting in
an area of 1/eq as well), the area of the peak must be 1 — 1/e^.
If e\ were smaller than 1 (interstage gain smaller than nominal), the pdf
within the bin would be increased by e^, and a gap of area — 1 would appear at
the higher end of each bin. One can easily verify on figure 54 and 55 that a gain
error will cause the limit INL curve to look like a sequence of positive or negative
triangular shapes, with discontinuities at the transitions between the major bins.
5.7. Combined Effect of Errors
In order to find out how individual errors combine, one could express the pdf
of the residue (the limit histogram) of each bin of an ADC stage in a condensed
way. Within a bin, the pdf can show either a peak or a gap at the lower end of
the bin, followed by a section of constant pdf and finally a, peak or a gap at the
higher end of the bin. (Note that it is crucial to distinguish between peaks at the
higher end of a bin and peaks at the lower end of the next bin!) This information
could be organized into a 3-dimensional vector.
The first dimension will be referred to as the lower anomaly of the pdf in that
bin, being 0 if there is no peak or gap at, the lower end of the bin, positive if there
is a peak (with magnitude equal to the area of the peak), and negative if there
is a gap (with magnitude equal to gap area). The second dimension will be the
mid-bin pdf level, and the third dimension the higher anomaly (equal to peak or
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gap area like for the lower anomaly).
The 2M (one for each bin) such pdf vectors will be referred to as e,. For an
ideal, errorless stage, i= (0,1,0) for 0 < i < 2N. An isolated DAC, ADC or gain
error affects one or more of the V{. The descriptions given above can be translated
into vector notation.
An isolated DAC error of e associated with bin i is characterized by
v* = (e, 1, —e) (61)
An ADC (flash) error of e on ctli by
Vi-i = (0,1, e) , = (-6,1,0) (62)
And a gain error of by
= (0,—,1 ) , for all i (63)
This notation can be used to determine how different error mechanisms
affecting more than one bin, influence each other. As an example, figure 56 shows
how a DAC error (in bin 1) and an ADC error (on ctl\) influence each other. The
pdf peak at the lower end of bin 1 now has an area equal to the sum of the peak
areas caused by the individual errors, and there are two gaps (higher end bin 0
and higher end bin 1). This observation is generalized in the following theorem.
5.8. Error Superposition Theorem
The theorem consists of two parts. The first one is a rule for combining the
effect of different error types upon one single bin. The second part is a rule for
combining the effects of errors affecting adjacent bins, into the total pdf (limit
histogram) function for the stage.
1. The pdf vectors for each bin of an ADC stage subject to multiple errors, are
found by combining the pdf vectors reflecting the effect of each single error upon
that bin. As such, the combined pdf vector of bin i is affected by a DAC error
on DAC level ?, ADC errors on code transition levels i and + 1. and a gain
error on the output amplifier of the stage. The rule for combining the pdf vectors
determined by these four potential errors, is the following:
Fig. 5G: Stage with DAC and Flash Error
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* lower and higher anomalies are added Inn per bin
* constant parts are multiplied bin per bin
Obviously, this combination rule is associative and commutative, which means
that the order in which individual errors are considered is irrelevant.
2. The limit histogram for the stage under consideration is obtained by concate¬
nating the 2m pdf functions (one for each bin), which in turn are obtained by
expanding the pdf vectors, determined according to the procedure outlined in
point 1.
The full proof of this theorem will not be given here, since it is at the same
time fairly trivial and lengthy. The rule for combining pdf vectors corresponding
to the effect of individual errors on each bin can be demonstrated by analyzing the
effect of several errors affecting one bin, from a probability density point of view.
By translating the effect into vector notation each time, point 1 can be proven.
Point 2 results from the property that the limit histogram is proportional to the
residue pdf function of each bin.
5.9. Derivation of Per-Stage Errors
We have seen how knowledge of the individual error mechanisms of one stage
makes it possible to determine the limit histogram of that stage. The limit
histogram is the normalized histogram that would be obtained if the stage were
followed by other stages with an infinite number of bits (infinite resolution) and the
number of samples taken were also infinite. The normalized histogram reflects the
normalized bin widths (in lsb) of the hypothetical converter obtained by adding
an infinite number of ideal stages to the (non-ideal) first stage.
Conversely, it will be shown that knowledge of the limit histogram of the first
stage, makes it possible to precisely determine all DAC and flash errors affecting
that stage, as well as the gain error affecting the interstage amplifier at the output.
The gain error is the easiest one to isolate, since the constant pdf levels within
any one of the 2hl bins are equal to As a result, inversion of the second
value in any one of the pdf vectors of a stage, directly yields e .\. If the vectors are
determined experimentally, the second values of all vectors may not be exactly
equal, due to measurement or estimation errors (histogram test). In that case,
121
the M values could first be averaged together to improve overall accuracy.
It is also possible that values for each bin exhibit a deterministic pattern,
rather than random variations. This could be due to the fact that the interstage
amplifier after the first stage exhibits a. certain amount of non-linearity (signal-
dependent gain variation). It could also be due to the fact that a histogram
test was performed using a non-ideal input waveform (e.g. a. ramp with slightly
flattened tops, resulting in U-shaped distortion of the histogram). In that case,
the different ca values will provide valuable information about the non-linearity
or the distortion, and they should not be averaged together.
Once the gain error has been determined, the other two kinds of errors can
be derived by analyzing lower and higher anomalies (first and third values) of the
different pdf vectors. In order to mask out the effect of the gain error, a value of
1 — 6a should first be subtracted from the higher anomaly of each vector. This
could be done using an average value, or individual values if gain non-linearity
or systematic distortion is suspected. Ideally, after this operation, the sum of all
lower and higher anomalies should be zero. This can easily be verified by the fact
that individual DAC and ADC errors always result in a positive and a negative
anomaly value of equal magnitude, resulting in a sum of 0.
However, due to measurement errors during the histogram test, this may not
be exactly the case. In order to avoid biased results, a value equal to the sum of
all anomalies, divided by 2M (twice the number of bins) could be subtracted from
each anomaly value. At the same time, the magnitude of this correction term is
indicative of the accuracy of the histogram test.
After these corrections, individual DAC and ADC errors can be determined
simultaneously for each bin, starting from one end of the histogram. The lower
anomaly of bin 0 is normally always equal to 0. This is due to the fact that the
first and last bin of a histogram test are always discarded and replaced by an
ideal value (implicit normalization of the input signal range). As a result, there
cannot be a peak in the very first bin. There cannot be gap either, because if
there were, this would have been interpreted as if the input waveform used during
the histogram test did not cover the whole input range, and the whole test would
have been repeated using a waveform of slightly higher magnitude. The same
thing could be said about the higher anomaly of the last bin.
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As a result, bin 0 and bin 2a/ — 1 are not subject to DAC errors. Code
transition levels 0 and 2M are not subject to ADC errors. This leaves 2 2M — 3
independent unknowns to be determined: 2M — 2 DAC errors and 2M — 1 ADC
errors. These unknowns can be calculated from the equations describing the
theoretical lower and higher anomalies of each bin as a function of ADC and DAC
errors. There are 2 2M such relationships (one lower and one higher anomaly for
each bin). However, two of them are trivial (lower anomaly of the first bin and
higher anomaly of the last bin). In addition, the equations are not independent.
They are connected through one relationship, since it is known that the sum of all
anomalies is zero. As a result, the 2 — 3 errors could be calculated using a set
of simultaneous equations. However, the equations can be simplified considerably.
The DAC error of bin i can be calculated by summing together all the
anomalies of the pdf vectors corresponding to previous bins, and adding to the
result the lower anomaly of pdf vector i. This can easily be demonstrated by
the fact that ADC and DAC errors in lower bins always cause a positive and a
negative anomaly of equal magnitude, yielding zero sum. The ADC error on code
transition level i causes a higher anomaly in pdf vector i — 1 and an opposite lower
anomaly in pdf vector again yielding zero sum. The DAC error of bin i causes a
lower anomaly in pdf vector i, equal to the amount of DAC error, and an opposite
higher anomaly in pdf vector i. The latter term is not included in the sum.
Once all DAC errors have been calculated according to this procedure, ADC
errors can be derived. The ADC error on code transition level i is equal to the
sum of the higher anomaly of pdf vector i — 1, and the DAC error of bin i. Again,
this can be verified by the fact that the lower anomaly of pdf vector i — 1 is equal
to the sum of minus the DAC error of bin z — 1, plus the ADC error of transition
level i.
5.10. Effect of Errors on Overall Integral Non-Linearity
A multi-stage ADC subject to ADC, DAC and gain errors in the first stage,
exhibits a very characteristic overall INL curve. Actually, the INL curve provides
an alternative to the previous method, for the estimation of errors in the first
stage. It is best suited for a quick, visual interpretation, due to the ability of the
human mind to efficiently recognize patterns in a figure, despite the presence of
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noise. However, it will be seen that the limit histogram method using pdf vector
notation has advantages when the limit histogram needs to be reconstructed from
an actual histogram, obtained using an ADC with non-ideal stages after the first
one.
The limit INL curve of a typical 3-bit first stage is shown on figure 57. The
curve is equal to the integral of the limit DNL curve, which in turn is equal
to the limit histogram curve, minus 1. Inspection of the curve reveals several
characteristic effects, which will briefly be described, without strict proof (the
proof would consist of investigating the effect of different errors on the limit
histogram curve, and the effect after subtraction of 1 and integration).
- Within each bin, the INL curve is approximately linear. However, all the
linear sections have a certain slope. This slope reflects the interstage gain
error. A positive slope indicates a gain error 64 that is greater than 1 (gain
too large). A negative slope indicates a gain error smaller than 1 (gain too
small). The numerical value of the slope is a dimensionless number (Isb/lsb),
which can be calculated in either overall Isb (1 Isb = R/2N) or first stage Isb
(1 Isb = R/2M , with N the overall number of bits, M the number of bits of
the first stage and R the input range).
- The INL curve exhibits spikes at the interface between two bins. These
spikes are caused by ADC errors. Spikes pointing upward indicate positive
ADC errors (comparator reference too high). Spikes pointing downward
reflect negative ADC errors (comparator reference too low). The size of the
spike reflects the magnitude of the ADC error, in Isb (defined for the overall
converter, depending on what its resolution is).
- The linear portions of the INL curve start at different heights. The height of
the curve at the beginning of a bin (expressed in overall Isb) reflects the DAC
error of that bin. If the linear section within a bin starts off below 0, there is
a negative DAC error, otherwise, there is a positive DAC error.
5.11. Measurement of the Limit Histogram
I11 practice, there is only a limited number of subsequent stages, which only
have a finite total number of bits. If the overall converter has N bits (M of
which are generated by the first stage), the overall histogram will only have 2^
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Fig. 57: Typical 3-bit INL Curve
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discrete points, instead of having a continuous domain like was assumed for the
limit histogram curve. As a result, peaks and gaps will not have the ideal shape
that was previously assumed.
Figure 58 shows the typical shape of a histogram with peak and gap. The gap
extends over one or more bins, while the peak is localized in one bin. The area,
of peak and gap can easily be determined, expressed in overall Isb. The constant
part of the histogram (the area of a bin that is not affected by a peak or a gap)
reflects the gain error of the first stage. It is nominally equal to 1, but can be
slightly more or less, depending on the actual value of the interstage gain.
In practice, a histogram test may be performed in a slightly noisy environ¬
ment. The noise in the measurement has the property of ” smoothing” sharp
histogram edges, like shown in figure 59. This may cause the histogram peak to
extend over more than one bin, while the gap may extend over several bins that
do not have exactly zero sample count. In such case, area of peak and gap can
still be estimated fairly accurately, by integration of the actual histogram values
over the affected bins (shaded areas of figure 59).
An additional problem affecting real histogram data, is that the remaining
stages of the ADC may not be ideal like was assumed so far. As a result, the
normalized histogram values within each bin will not exhibit the typical behavior
of one peak or gap, a constant level and another peak or gap. Instead, the constant
level will exhibit a slight variation, due to the errors in subsequent ADC stages
(figure 60).
In general, these variations are small (much less than 1 Isb), due to the fact
that errors in subsequent stages affect the overall transfer curve to a lesser extent
than errors in the first stage. In addition, these errors tend to be zero mean, just
like was the case for the effect of errors in the first stage. This means that the
three pdf vector values reflecting the behavior of each bin of the first stage, can
still adequately be extracted from real-life histogram data.
First, each major Din (corresponding to the first stage) of the actual histogram
(after normalization) is divided into three distinct sections: lower anomaly,
constant pdf and higher anomaly. This is shown in figure 60. Next, the average
value over the constant pdf section is used as the second dimension in the pdf
12G
Fig. 5S: Peak and Gap in a Typical Histogram
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Fig. 59: Smoothing Elihct of Noisr
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vector. Finally, the areas of gaps and/or peaks are estima ted, relying on knowledge
of the constant level. These values are used to describe lower and higher anomalies.
Once all pdf vectors are identified, derivation of the individual errors of the first
stage can be carried out as described above. The whole procedure has been
successfully computerized, into a program that takes a histogram data file and
produces a file with a description of the ADC stage.
5.12. Analysis of Errors in Subsequent Stages
So far, we have only described a procedure to identify errors in the first
stage of a multi-stage ADC. Although these errors are usually dominant (this
will be shown in detail in the next chapter), it is often useful to identify errors
in subsequent stages as well. This can be accomplished using a technique, very
similar to the one used for identification of the errors in the first stage.
To identify the errors in the second stage, it is sufficient to choose a bin of
the first stage, that has a peak at the lower as well as the higher end. This can
easily be determined from the overall histogram, since the major transition levels
(the ones associated with a transition in the first stage) are known. The presence
of the peak at both ends of the bin indicates that the range of the residue coming
from the first stage exceeds the input range of the next stage from both sides,
when the input signal falls into that bin (figure 61).
If the interstage amplifier following the first stage is linear, and the proba¬
bility density function of the input signal is constant (which has been assumed
throughout this discussion), the probability density of the residue from the first
stage will be constant as well. Its range will exceed the input range of the second
stage, like is required in order to perform a histogram test. As a result, the por¬
tion of the total histogram which reflects the bin in question of the first stage, will
actually be a valid histogram, reflecting the N — M bits of the converter formed
by the second stage and subsequent stages. The same procedure as was used to
determine the errors of the first stage, can be used to determine the errors of the
second stage, after normalization of the partial histogram. The same procedure
can be repeated over and over for additional stages.
Figure 62 shows the measured histogram curve of a commercial multi-step,
sub-ranging ADC. In this case, the ADC is composed of two stages of four bits each
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(2x4 bit architecture). The histogram was measured using a. ramp input, signal
of 37 kHz, of which 130,000 samples were taken at a rate of about 1 MHz. Figure
63 shows the associated INL curve, obtained after normalization of the histogram,
subtraction of 1 (DNL) and partial summation. The measured histogram was
also used to determine the errors of the first and second stage, according to the
procedure developed above.
In turn, these errors were used to simulate the actual operation of the ADC
in a custom, algorithmic ADC simulation program. Such programs have been
used extensively for this research, and more simulation results will be discussed
in chapter IX. The program used to obtain the data presented in chapter IX is
listed in appendix A. The output codes of the simulator were tallied, in order to
reconstruct a histogram. The INL curve corresponding to this simulated histogram
is shown in figure 64. Like can lie seen, the measured and simulated INL curves
track each other extremely well (the maximum difference ifc about 0.3 Isb), which
demonstrates the validity of the theory for real-life ADC’s.
5.13. Digital Error Correction
It has been demonstrated that due to the limited input range of the second
stage of a multi-stage ADC, errors in the first stage can create peaks or gaps
(missing codes) in the overall histogram of the converter. In turn, these gaps
and peaks reflect discontinuities in the overall INL curve of the converter. In
particular, ADC errors in the first stage can create localized, sharp INL peaks,
like can be seen on the INL curve of the commercial converter (figure 63).
A very effective technique to limit this effect, is often referred to as ”digital
error correction” [27, 28, 29, 30). However, the term ”redundancy”, which is used
as well, is more accurate. The precise theory will be discussed in a lot more
detail in the next chapter. However, a short description is appropriate at this
point. Redundancy refers to the fact that the input range of the next stage is
intentionally designed to be larger than the residue (output) range of the present,
stage. This avoids situations in which the residue of one stage could be "dipped”
when an error in the present stage modifies the range of the residue that is passed
on to the next stage.
This safeguards the converter against accumulation of certain errors. In
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particular, such converters cannot exhibit peaks in their pdf function, but only
gaps. This is due to the fact that if the residue slightly exceeds its nominal range,
the over-range capability of the next stage will still make accurate conversion
possible. Graphically, using the conventions introduced earlier in this chapter,
this could be visualized as if each bin of a stage were slightly larger than nominal,
in a way that would cause successive bins to overlap. Whenever two bins overlap,
the pdf (or normalized bin width) of the overall converter, at the point of overlap,
is given by the sum of individual pdf’s. This is opposed to the earlier assumption
that whenever a residue would exceed its nominal range, it would be ’’clipped”
(localized infinite pdf or delta impulse).
The redundancy can make the converter highly insensitive to ADC errors,
which would otherwise be very hard to control. ADC errors normally cause a gap
in the limit histogram, on one side of the transition level, and a peak on the other
side. Redundancy allows the excess pdf of one bin to stretch out into the next
bin, and fill up the gap, rather than causing a delta peak. This is illustrated on
figure 65. It is clear that if the flash error of a stage is less than the amount of
redundancy on the input range of the next stage, the overall INL curve will not
be affected.
DAC and gain errors are still of concern, since they are not characterized by
adjacent pdf peaks and gaps of equal magnitude, like flash errors. As a result,
redundancy will not be able to fully compensate for these errors (although it may
slightly smooth out their effect). Compensation of this kind of errors will require
more sophisticated digital techniques, which will be introduced in chapter VI.
As an example of how redundancy can improve the performance of multi-
step ADC’s, figure 66 shows the INL curve of the commercial converter discussed
earlier, modelled under the assumption that redundancy were used in the second
stage, which eliminates the effect of flash errors in the first stage. Had it been
used in the actual circuitry, the technique would have brought the ADC within
spec (less than 0.5 l.sb INL error).
5.14. Dynamic Errors
The theory we have developed so far refers only to the static transfer curve
of ADC’s. This is the transfer curve that would be obtained if the ADC operated
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at low sampling rates, and if the input signal were a slowly varying signal. Only
under those conditions can we use the simplified, time-independent model we have
introduced for one stage.
For a fixed sampling rate, the different errors that can occur within one stage,
can be modeled fairly accurately, at least for low-frequency input signals. If the
input signal frequency is increased, dynamic errors may start having an effect upon
the error model. In particular, effective comparator levels may shift, the value of
the interstage gain may vary, or a stage may exhibit a certain amount of hysteresis.
These effects are difficult to describe in a complete, general way. However, the
dynamic histogram method that was introduced in an earlier chapter, could be
used to investigate these effects further. Eventually, future research could produce
an adequate, dynamic model of one stage, of which all the variables (errors) can
be derived through processing of the dynamic histogram.
5.15. Conclusion
This chapter elaborated on a high-level model for multi-stage analog to digital
converters. It described how the transfer function of each stage is influenced by
flash (ADC), DAC and gain errors. The effect of these errors was analyzed from a
probability density point of view, which was related to the histogram of a converter
which would have a non-ideal first stage, followed by ideal other stages. It was
shown that from the histogram of such hypothetical converter, all errors of the first
stage could be derived. It was shown how the same information could be obtained
from a real, non-ideal histogram test. It was shown how other stages could be
characterized as well. Finally, error correction techniques based on redundancy
were introduced, and an extension of the techniques from this chapter towards
dynamic errors was suggested.
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CHAPTER VI
DIGITAL ERROR CORRECTION IN PIPELINED CONVERTERS
6.1. Introduction
One of the inherent problems affecting the design of high-performance ana-
log/cligital converters is the fact that a highly accurate device is to be made from
much less accurate circuit components. Different architectures have been pro¬
posed, which try to get around the accuracy problem by either self-calibration
(tuning of the critical circuit elements to their ideal values with the help of analog
techniques [45, 27, 28, 29, 30, 48, 31, 33, 20, 20, 63, 64, 23, 34, 35, 37, 39, 36]) or
digital error correction (compensation of analog errors, using digital circuitry [27,
28, 29, 30]).
The first class of techniques runs into fundamental limitations because no
matter how cleverly laid out, analog circuitry can only achieve a limited accuracy.
Fully digital error correction has the potential to overcome this limitation, since
in the digital domain no fundamental limit on resolution or dynamic range exists.
However, digital error correction techniques can only be applied to correct for
known errors in the analog signal path. Those errors still have to be estimated
somehow, which tends to require a device that is at least as accurate as the device
being designed.
This chapter describes a new technique for full digital error correction of
pipelined converters. The technique relies on a generalization of the pipelined
converter principle that was introduced before, in the sense that comparator
thresholds, gains and DAC levels in the pipeline stages do not have to be entirely
accurate anymore. As long as the actual values of these parameters are known,
digital circuitry can successfully be used to compensate the effect. In chapter VII,
a powerful system identification technique will be presented, which allows precise,
on-chip determination of the required digital coefficients.
6.2. Generalized Pipelined Converter
A multi-stage, pipelined analog/digital converter (ADC) can be modeled in
a general way as a number of pipelined stages, which are connected in series.
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Figure 67 is the schematic of one such stage. Each stage has a sample/hold
amplifier which periodically samples the input signal and holds a constant value
while a local conversion is being performed. The S/H action, when properly
clocked, makes the pipelined (parallel) operation of all stages possible, increasing
the overall throughput of the converter.
It should be noted that for this discussion, it was found convenient to model
the sample/hold amplifier at the input of each stage, rather than at the output,
like in previous chapters. Again, the distinction is purely for easy mathematical
modeling and does not represent any loss of generality. Similarly, this discussion
will use terminology that implicitly assumes that the signal-carrying variable
throughout the converter is a. voltage. It is obvious how the situation could be
generalized for devices in which the signal is carried by other quantities (current,
pulse width...).
The gain of the S/H, when correctly dimensioned, ensures a consistent
signal level throughout the converter, thus minimizing dynamic range and noise
problems. In addition, it makes it possible to build a pipelined converter
from identical stages, which optimizes design resources. Depending on whether
inverting or non-inverting interstage S/H amplifiers are used, the gain can be
positive or negative. The gain of the first stage is usually chosen to be unity.
The local conversion is performed by a number of comparators, which
compare the (amplified) input signal to a number of fixed reference voltages
(the local ADC levels of that stage). Since all comparators operate in parallel,
maximum conversion speed is obtained. The bank of comparators, with associated
digital latches, implements an elementary flash converter, which is detailed in
figure 68.
The digital pattern of comparator outputs is applied to a rudimentary
D/A section. Depending on the pattern, this section generates different output
voltages (the local DAC levels). The DAC1 output voltage is subtracted from the
amplified input signal in order to generate a local residue, which is passed on for
conversion by the next stage. A simplified, switched-capacitor implementation of
the subtraction, gain, sample and hold actions is given in figure 69. The operation
of such gain stages will be discussed in detail in chapter IX. A more symbolic
representation of one stage is given in figure 70. Figure 71 shows how the stages
Input
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are cascaded.
We will assume that the pipeline is composed of L stages, numbered from
0 to L — 1. The symbol / will be used to refer to a particular stage. I — L ~ 1
will designate the first (input) stage; l = 0 will designate the last stage. Each
stage has a number of comparators, referred to by the symbol m or ???/. The total
number of comparators in stage l will be represented by the symbol AI or AI\.
The M comparators of stage l generate a thermometer-type output pattern,
which can be interpreted as a digital code. There are AI -f 1 possible codes,
which we will call local codes and to which we will assign the values 0 • • • AI. We
will refer to these values with the symbol cd/. The value of the local code is a
function of the input voltage to stage /, based on the local ADC transition levels
[VADC(0) • • • VlADC{M — 1)]. This can be expressed by the equation
cd^vn =
0
1
for
for
yh, < V/DC(0)
v,ADcm < vr < v,ADC(i)
s M for ViADC(M - 1) < V/"
(04)
We will further refer to this equation as the ADC relation of stage /.
This expression can only be evaluated if the input signal to a stage is known.
This input signal is the residue of the previous stage (except at the input), and
can be quite hard to estimate. However, a lot of conclusions about the structure
and accuracy of a, pipelined ADC, can be reached without knowledge of the precise
values of cch.
The input voltage of stage /, Vjm, is amplified by the input S/H amplifier
with gain A/, which we will initially assume to be linear. The input amplifier
section may have a certain input-referred offset voltage Depending on the
local binary code cd/, a certain DAC output voltage \ ^A(- is subtracted from tin'
amplified signal in order to calculate the local residue rest. For any particular rd/,
a. general equation can be written to express the relationship between the residue'
and the input signal of stage /.
(05)res, = (])"' A, -V,UAC[cd,)
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The expression can be rearranged in order to yield the input, signal as a
function of the local code cd and the local residue resi.
m
= res, + VfAC(cd,) + 0ff (66)
At
This illustrates the meaning of the local code cdi. DAC level cdi, scaled
by the gain of the input amplifier, is an approximation of the local input signal
and the local residue is the approximation (or quantization) error. The pipelined
ADC algorithm is based on amplifying this residue and converting it again in the
next stage. Gain and ADC and DAC levels are chosen is such a way that for
normal input voltages, the residue would be within the input voltage range of the
next stage. It will be shown that this makes the influence of the residue in the
approximation of the input voltage decrease after each stage.
The global quantization error of the pipelined ADC is due to the residue of
the last stage (/ = 0), which is not converted any further. This residue is given by
the expression
reso = (\-- V°ff) A0 - V0DAC(cd0) (67)
From the structure of the pipeline, it is clear that
Vi-1 —rest (68)
The expression for the input voltage of a stage can be expanded to
vr =
res^j+V,^0 (crft_x)
.4(_! + v,°f/] + vtDAc(cd,)
A,
+ V,Off (69)
or to
t rin
vl ~
Ai
+
Ai A/_ i
+
v0ff
'off , Vl-1VtOJJ + Ai
res/_i
+ ITld ('0)
By further expanding the same expression and evaluating it for / = L — 1. the
input voltage of the global pipelined ADC with L stages (0 to L~ 1) can be written
as
T'in t rirt
V ~ VL-1 E V,DAC(cd,)n;=; .4,
Voffvl
n
L-1
j= l+1 Aj J
+
re.s i
aj
(71)
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or after the substitution flj=u A; =: ^
Vin = —
p
"l- 1 r l~l i L-1 r i i
E
1=0
v,D'4c(crf,)
L j=o J
+ E
1=0
v°ff n Aj
L >=o J
+ resu
In this expression, we can define
Wt(cdt) = -
/-i
v,DAc(cd,) n Aj
j=0
+ t,off
j=0
(73)
The expression for j now reduces to
r« =g TUM,)+^ (74)
/=0
We will further refer to this equation as the DA C relation.
Wt is the weight associated with the conversion of a. signal in stage l. It
represents one term in the DAC relation. We will simply call it a DAC weight
of that stage. Strictly speaking, tills weight has the dimension of a, voltage.
The particular Wi value of a given ADC stage / depends on the specific input
voltage V{tn to that stage, but only through the local code cd{. This code can
only take a few discrete values [0,T ••???], as determined by the ADC relation
(equation (64)). However, considered individually, the Mi DAC weights of stage
/ [TT'KO), TTq(l) - - • TT /(??7)] are input-independent and time-invariant parameters
of the pipelined ADC.
The practical application of the pipelined ADC consists of using the DAC
relation to calculate an approximation for the input signal Vtn. The residue of
the last stage (7’csq) is discarded and the resulting error is considered the inherent
quantization error of the conversion. Since the main constraint on an ADC is
usually linearity, rather than precise gain or offset, we could tolerate a scaling
constant or an offset on the IT/.
In many, if not most traditional converters, the interstage gain values Aj of
equation (73) are designed to be integer values which are powers of two. This
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tremendously simplifies the implementation of the DAC relation (equation (74)),
since a binary division by two can be accomplished by shifting a number of digital
lines within the circuit, and the addition of different numbers can be performed by
combining digital lines, without the need for elaborate digital adders. However,
the theory developed here does not rely on this fact at all, and any value of the
gain could be used if appropriate digital logic is provided to implement the DAC
relation.
In simpler pipelined converters, the W\ values are often implicitly scaled so
that each one of them would represent an integer value (usually unsigned and
binary weighed), with the smallest one of them being equal to unity. The Wi are
then considered to be dimensionless. Since their sum represents the ADC output
(the conversion result), they are often referred to in Isb units. The conversion
result (CR) is then given by
L—1
CR(Vin) = Y^WKcd,), W,'Z
1=0
(75)
with the cdi given by the ADC relation.
Independently of the exact absolute value of the weights, the fundamental idea
is that each conversion consists of the addition of L weights (one corresponding to
each stage), which are each selected from a bank of Mi + 1 possible choices (one
choice corresponds to one possible local code cd[ in stage 1).
6.3. Redundancy
In a practical pipelined ADC, enough inherent redundancy can always be
built into the different stages to make the global structure insensitive to a certain
amount of error on the ADC levels. The process has been described in a previous
chapter. It consists of extending the input range of the next stage with respect
to the output (residue) range of the current stage. As a result, the residue of one
stage can never overdrive the input of the next stage (not even in the presence of a
limited amount of errors within the stage), and no non-linearity will be introduced
due to pdf peaks (chapter V). This technique has conventionally been known as
digital error correction. However, this kind of correction does not change anything
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to the fundamental principle of the pipelined ADC; it simply guarantees that
successive residues do not grow beyond certain bounds.
If in a stage /, the ADC code cdi is not determined accurately, the residue
may become larger than intended. By extending the range of the ADC section
of the next stage however, the residue can still be adequately converted, and the
new residue is forced back to smaller values. This can be accomplished by adding
one or more extra (redundant) comparators and associated DAC sections to that
stage, to detect an over-range or under-range condition. The mechanism prevents
the residues from growing beyond the linear range of the components. The DAC
levels associated with the redundant codes, can be characterized by their weights
T'F/, just like regular DAC levels.
This error correction scheme does not require extra comparators in each and
every stage of the pipeline. If a worst-case estimate can be made for all component
errors (ADC levels, DAC levels, gains and offsets), the worst-case variation on all
residues can be determined, and error correcting (redundant) comparators can be
added only to those stages where the accumulated error could otherwise allow the
residue to exceed a certain safe range. In practice, this means that in the whole
pipeline, only a few redundant comparators can adequately keep the residue under
control.
An alternative to using extra comparators, is to reduce the gain of the
interstage amplifiers in order to insure that the amplified residue would be smaller
than the nominal range of the flash (comparator) section following the amplifier.
Since the theory developed here does not rely on particular values of the gain, it
is even possible to use non-integer nominal gain values.
The only restriction is that the gain would be greater than 1, since otherwise,
the overall quantization error of the converter (last term of the DAC relation
(74)) could increase to a large value, instead of becoming negligible. Increasing
the number of stages while maintaining interstage gains larger than unity increases
the factor P (n^o1 ^/), which the last residue is divided in equation (74). As
a result, the global quantization error can be made arbitrarily small. This
guarantees an upper bound on the global quantization error of the pipelined ADC,
for any useful input signal.
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6.4. Calibration Procedures
Redundancy does not improve the accuracy of the DAC levels or associated
weights IT/. It merely guarantees that all residues will be within bounds, and
that the whole circuit operates in its linear range. As such, the technique has
the potential to eliminate the influence of incorrect ADC levels. In the absence
of any additional error correction scheme, this shifts the accuracy requirements
away from the ADC sections, towards the DAC sections, which tend to be easier
to make accurate.
However, if the IT/ values used in the conversion do not match the actual
DAC levels, a conversion error, independent of the quantization error, will still
be made. It is clear that if the circuit parameters within the ADC are not very
well controlled, this error will limit the accuracy much more drastically than the
quantization error, which can be made arbitrarily small by adding stages. Any
effective error correction scheme should concentrate on making the IT/ match the
actual circuit parameters, or vice-versa. This process is called calibration. It is
clear that there can exist two classes of calibration procedures:
- Techniques that aim at forcing circuit components to their nominal values,
calculated to obtain matching to certain pre-determined TT/ values. Examples
are feed-back systems and analog calibration loops.
- Techniques that aim at leaving the values of analog circuit components
unaffected, but instead update the digital IT/ values in order to reflect the
analog components.
6.5. Estimation of the DAC Weights
In practice, the precise (should-be) values of the weights IT/ are not known.
The analog sections of the pipelined converter are dimensioned in order to
implement certain target values of IT/. In the absence of any better control
mechanism, those target values are used as approximations for the actual IT/.
ADC circuits are usually dimensioned so that the IT/ would be binary weighed
integer values, which makes the combination of the local codes cd\ into the global
conversion result easier, as described earlier.
Depending on the particular circuit technique used to implement the DAC
sections (capacitor arrays, switched current sources etc.), a discrepancy in the
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order of 0.1% to 1% may exist between the target values and actual values of TF/.
This error can be reduced by laser-trimming or analog self-calibration techniques,
which fall under the first class of calibration procedures described above. They
focus on forcing the TF/ to their target values. The problem of such techniques
is that they only work to a certain accuracy, which is determined by analog
components and extremely hard to bring down.
The other approach, corresponding to the second class of calibration proce¬
dures, consists of accurately measuring the TF/ and storing them, in digital form,
into RAM memory. During the normal operation of the pipeline, the local codes
cdi can be used to select the RAM location associated with a DAC weight, in
the fashion of a look-up table. An L-input digital adder can be used to combine
the table values in accordance to the DAC relation, in order to calculate the con¬
version result in a real-time fashion. Due to the nature of the pipelined ADC,
the addition can actually be performed with pipelined digital logic as well, like
illustrated in figure 72 (one stage) and figure 73 (cascade of three stages).
This is essentially different from trying to force the TF/ to target values. We
will refer to this calibration procedure as full digital error correction. Since digital
hardware is used to account for the TF/, there is no fundamental limit to the
achievable resolution or accuracy. The technique only relies on the assumption
that all gain sections of the pipeline are linear and that all components are time-
invariant .
Of course, the main problem remains the accurate evaluation (measurement)
of the analog components within the ADC, in order to determine the correct TF/
values. This could theoretically be accomplished using precision measurement
equipment. However, it would only displace the problem, since the measurement
equipment would need superior accuracy. In the next chapter, an alternative
technique will be described, which allows extremely accurate characterization of
the TF/ values, using only the converter itself.
6.6. Truncation Error
In a practical pipelined ADC, the actual TF/ are not precisely binary weighed,
nor are they integer values. This poses additional problems as far as the accuracy
of the conversion result is concerned, even when assuming that we could measure
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all Wi with infinite resolution. As opposed to the idealized expression of equation
(75), the exact theoretical conversion result is not an integer number and cannot
be represented by a limited number of bits. Since eventually the ADC output has
to come in a finite, binary form, the sum of the terms in the DAC relation, must
be rounded or truncated.
This introduces an additional error on top of the inherent quantization error
of the pipeline, and on top of the error on the W\ themselves. However, this effect
can be limited to acceptable levels by proper accuracy and error management
(number of bits used in the look-up tables and throughout the different, sections
of the pipeline).
6.7. Monotonicity
A minor drawback of full digital error correction, is that the resulting ADC is
not guaranteed to be strictly monotonic. There are situations where a very small
increase in input signal level produces a decrease in the ADC output or vice-versa,
no matter how accurate all the weights IT7, are known.
The global pipeline has a large number of code transition levels, which are
defined as the boundary voltages separating two distinct conversion results. Every
time the input voltage crosses such a transition level, one of the local codes cd\ in
one of the stages flips to a different, value, and the residue of that stage makes a
discontinuous transition. It is clear that this will result in a sudden transition of
the last residue, which is the quantization error.
Since the quantization error is bound, and small, the corresponding jump of
the conversion result will be small as well. If the conversion result is truncated to
a certain number of bits, chances are that the jump will not even be noticeable.
But if a transition level coincides with a truncation boundary, a small non-
monotonicity will show up in the ADC transfer characteristic.
In practice, the pipeline will be designed so as to keep the quantization error
well below ±0.5 lsb, and the non-moiiotonicity will be insignificant. Conventional
evaluation techniques which rely on monotonicity. like the histogram test (for
calculation of differential and integral non-linearity) can still be applied.
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6.8. Dimensioning of the Interstage Gains
The S/H amplifier of the first stage in the pipeline normally has unity gain,
while all the other (interstage) gain sections of the circuit have a gain determined
by the particular organization of comparators and DAC levels in the previous
stage.
Each stage of the pipeline can have any number of comparators, M, as long
as there is at least one. In practice, the number will be kept small in order
to minimize total chip area, power consumption and sensitivity to component,
errors. The threshold voltages of the M comparators will form the ADC levels of
the particular stage. Each stage is limited by a specific useful signal range, within
which sufficient linearity is guaranteed. We will refer to this range with the symbol
R. A pipeline stage usually is designed so that the AI ADC levels divide the useful
voltage range R, available for the ADC, into il/-f 1 ecpial sections. That way, each
section corresponds to a particular local code cd, and the coverage of the codes is
spread evenly.
The DAC levels of a. stage usually are spaced apart by the same amount,
which minimizes the possible voltage range of the residue. If both the ADC and
DAC levels have equal spacing AC, which is equal to R/{AI T 1), the range of
the residue will also be limited to AV. The offset on the DAC levels is chosen
so that the residue, after amplification, will match the useful ADC voltage range
of the next stage. This means that the gain of the next stage should be equal to
M -f 1. If redundancy is to be included in the next stage, the gain can be made
accordingly smaller.
6.9. Extension for Non-Linear Gain
So far, it has always been assumed that all gain sections of the pipeline were
linear. In practical circuits, provided adequate care is taken, this assumption may
hold up to the 12 or 13 bit level. Bejxmd, non-linearity will certainly limit the
application of full digital error correction in its elementary form. However, tin1
same principle can be extended to provide compensation for a certain amount of
gain non-linearity, at the expense of added circuit complexity.
The DC transfer curve of a lion-linear S/H amplifier (figure 74) can always
be approximated by a piece-wise linear curve (figure 75). The more linear sections
are used in the model, the better the approximation. We will refer to the number
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of linear sections used to model the transfer curve of the amplifier of stage / with
the symbol A’/.
All the formulas derived to model a pipelined ADC and leading to the DAC
relation, still hold for piece-wise linear gain stages, provided that all gain and offset
values used in the computation of the DAC weights Wi are changed according to
which specific linear sub-section of each amplifier the signal travels through.
Unfortunately, like can be observed from the DAC relation, the Wi values of
each pipeline stage contain a factor in their denominator, which corresponds to
the gain of each of the preceding stages. This means that in order to correct the
Wi of a stage, the local codes and precise gain values of the preceding stages have
to be taken into account, which may be impractical.
However, a pragmatic approach can be taken. The non-linearity of an
amplifier can be modeled as the injection of a parasitic voltage to the signal
within that amplifier. If the non-linearity of the amplifier is considered to be
piece-wise lineal’, the parasitic voltage will also be piece-wise linear, and will reflect
the difference between the linear amplifier characteristic and the piece-wise linear
approximation (figure 76).
The non-linearity of the S/H amplifiers, modeled as an injection of parasitic
voltage within a stage, can also lie seen as an input-dependent error on the effective
DAC levels of a stage, which means an input-dependent error term on the DAC
weights Wi of that stage. According to the DAC relation, the associated overall
error will be most critical in the first stages of the pipeline. This means that for
weak non-linearities, one can effectively correct for amplifier non-linearity by only
considering the first few stages of the pipeline.
In general, it is fairly easy to make a worst-case estimate of the relative non¬
linearity in the S/H amplifiers. With the help of the DAC relation, one can easily
estimate how many of the front stages need to be corrected. In a. similar way, one
can estimate how many segments need to be used for the piece-wise approximation
of the actual transfer curve of each amplifier, in order to keep the overall error
due to an imperfect piece-wise linear approximation, sufficiently small.
The correction can then proceed as follows. We could consider the S/H
amplifier of stage /, and assume that its transfer curve can be approximated
1G0
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closely enough by K\ linear segments, in such a way that one end point of
the first and the last segment coincides with one end point of the linear, end¬
point calibrated transfer curve, which has a corresponding gain of A[. We will
assume that the range of input voltages corresponding to each segment, is the
same (equidistant linear segments). This is the situation of figure 75. The piece-
wise linear approximation can be fully characterized by K\ gain values (for
k ranging from 0 to Ki — 1), which correspond to the local gain values of each
segment. One can easily verify that in that case, the following relation holds:
VA,_1 Ak2^k=oAi = (76)
The A* values can be fairly accurately determined by a first-order measure¬
ment procedure. It is enough to apply two input voltages, which are as close as
possible to the breakpoint voltages of the different segments, measure the differ¬
ence in amplifier output voltage and divide it by the difference in input voltage.
This measurement could be performed using the pipeline itself. In chapters VII
and VIII, a system identification technique called ”Accuracy Bootstrapping” will
be introduced. This technique allows iterative identification of a system, starting
out from the uncalibrated system.
Once the K Af values are determined, the input-dependent correction terms
for the \)DAC of stage / can be calculated, according to figure 76. We will use the
dimensionless variable x (0 < x < 1) to refer to the input voltage to the amplifier,
in such a way that x = 0 corresponds to the lower end of the input voltage range
and x = 1 to the higher end. We will use a similar dimensionless variable y to
refer to what part of a. linear segment a particular input voltage corresponds to.
The segment number /c, corresponding to x, is given by
k — int(A’/ x) 77)
The position y within segment k is given by
y = fra.c(Kj x (7S)
The correction term corresponding to ,r, c(.r), can then be written as
'k-1
A: — At I A? — A,) \
R (79)
,i= 0
K i
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With i? the input voltage range of the amplifier.
A drawback of compensating only some stages in this way, is the fact that
the regularity of the whole pipeline structure is disturbed, which in turn makes
it harder to design. The hardware evaluation of expressions (77) and (78) can
be simplified considerably by choosing Ki equal to a power of 2, since then the
multiplication by K\ and integer or fractional part determination reduces to a
rearrangement of bit lines. However, the evaluation of expression (79) requires the
use of at least one multiplier for each linearity-compensated stage. A multiplier
has the disadvantage of being more bulky than an adder.
Any practical pipelined ADC scheme is likely to be determined by a trade-off
between desired accuracy and circuit complexity. (The basic digital correction
scheme can be implemented with relatively little additional hardware.) There
is no significant fundamental limit to the accuracy achievable with a digitally
compensated pipelined ADC, even when using slightly non-linear S/H amplifiers.
However, it should be stressed that this is only true to the extent that
the differential DAC levels in the system are signal-independent, and that the
summing operation is linear. In practice, these assumptions may not be justified
anymore in systems designed for extremely high accuracies. In chapters VII and
VIII, Accuracy Bootstrapping will be introduced. This technique will make it
possible to determine the DAC weights necessary to linearize the overall transfer
function of a pipelined converter. It can achieve dramatic improvements in
linearity, but the underlying implicit assumptions will be the same: the DAC
levels, as well as the summing operation must be time-independent and linear.
(In any kind of self-calibrated system, there must be some reference; in this case,
the lineality reference is formed by the linearity of the summing process.)
A method to compensate for the non-linearity using a piece-wise linear
approximation of the actual characteristic was outlined. However, this is not
the only possible scheme. If additional logic can be tolerated (in some cases
the logic may even be readily available, e.g. as part of a micro-processor based
system), more sophisticated compensation schemes could be conceived. Instead
of a piece-wise linear approximation of the amplifier characteristic, a polynomial
approximation could be used, based on the estimation of a few points of the
characteristic. However, additional research would be needed in order to make
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the idea, practical.
6.10. High-Speed Operation
The digital correction technique was primarily designed for the cancellation
of static errors. However, due to the nature of the pipeline, it will work just
as well at high clock rates or signal frequencies, as long as one can assume that
signals are effectively sampled on clock transitions and then held constant during
the duration of each conversion cycle.
The digital logic within an integrated ADC system can easily be made fast
enough for operation at several tens of MHz. The same thing can be said of the
comparators, which need to be fast, but not necessarily very accurate. A practical
limit for high speed operation of the pipeline, is imposed by the characteristics of
the S/H amplifiers used in the circuit. The linearity of their transfer characteristic
is crucial, but the requirements can be somewhat relaxed by application of the
extended, piece-wise linear, accuracy-bootstrapped algorithm.
However, settling performance and timing accuracy of the S/H sections are
likely to form the bottom line. The input S/H samples the incoming analog
signal and determines input frequency range and overall timing accuracy. Settling
performance of interstage S/H sections will further determine the accuracy of the
conversion at high sampling rates.
Reliable operation for high sampling rates is only guaranteed insofar each S/H
output can settle to the required accuracy (number of bits) in the time allocated
(e.g. one clock cycle). The error associated with incomplete settling is not a
time-invariant error, since it may depend on the previous value of the input signal
as well as on the present value. As such, the error cannot easily be corrected
for by fixed digital coefficients. Conceptually, it may be thinkable to also correct
for dynamic errors in a digital way, but the required logic is likely to become
prohibitive.
6.11. Noise
The cascade of gain stages throughout the pipelined ADC may create noise
problems. Noise in the analog signal path cannot be distinguished from the actual
signal, will be converted and will eventually show up as digital noise on the output
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code of the ADC. The noise problem can get worse for high-frequency operation
of the pipeline, since the bandwidth of all S/H amplifiers has to be made large.
This increases the total integrated noise generated in these amplifiers.
In each stage, noise is mainly generated by two effects: the S/H amplifier
and the noise voltage on the DAC voltage sources. However, to simplify the
mathematical treatment^ both kinds of noise can be combined, and one can define
an equivalent input-referred noise voltage for each S/H amplifier. It is clear that
noise in the pipeline will be of no concern as long as the effective mis noise voltage
on the last residue is smaller than half the range of that residue. If this is the
case, the digital noise on the ADC output will not exceed ±0.5 lsb mis.
Since the last residue is determined by the cascade of the L interstage S/H
amplifiers, its effective noise voltage can be expressed as:
vn,res ~ (.((l,n,L-l ^L-1 ± vn,L-2) A-L-2 + vn,L-3) Al~3 ± * ■ •) (SO)
With vnj the equivalent input-referred noise voltage of stage /.
If all stages can be assumed to have identical S/H amplifiers and ecpial noise
characteristics, this expression can be rewritten as
Vn,res = Vu {A.L ± AL 1 ± • • • ± A* ± A) (SI)
This shows that noise can become a problem at high speeds (large bandwidth
and hence higher vn values for a constant noise power spectral density) and for a
large number of stages (high number of effective bits).
However, the situation looks more favorable if a certain amount of zero-mean,
random noise (non-harmonic distortion) can be tolerated on the conversion result.
The structure of the pipeline guarantees that no matter how many stages are
present, none of them can be saturated by noise build-up (because of the redundant
comparators, which force any excessive residue back within range3). During the
calibration, the Hr/ could still be determined accurately if main' measurements
are averaged together. That, this takes more time, usually is of no concern during
calibration.
1G5
6.12. Advantages of Fully Digital Correction
Full digital error correction has the potential of eliminating the effect of the
following errors in a pipelined ADC: incorrect transition voltages in the ADC
sections (e.g. due to a parasitic offset voltage in the comparators or to incorrect
reference voltages), incorrect output voltages in the DAC sections of each pipeline
stage, offset voltages in the interstage amplifiers, and incorrect gain in these
amplifiers. Especially the ability to handle gain and DAC errors is valuable, since
these errors are especially hard to control.
Most other approaches attempt to correct for these effects using analog self¬
calibration techniques, which require high-precision components and sophisticated
circuitry. Despite these, the achievable overall accuracy is intrinsically limited by
the fixed, inherent accuracy of the calibration circuitry. This forms a fundamental
obstacle to the development of high-accuracy (over 10 bits), high-speed (tens of
MHz) data converters.
Traditionally, high accuracy could only be obtained using low-speed or
oversamplecl techniques (like the sigma-delta converters). Due to their nature,
these techniques cannot reach the high sampling rates possible with a pipelined
converter. Full digital error correction, combined with accuracy bootstrapping,
the system identification technique to be described in the next, chapter), offers the
prospect of achieving very high accuracy at the high sampling rates of pipelined
ADC’s.
Oversampled techniques tend to require complex circuitry. This makes
these converters expensive precision devices, which cannot easily be integrated
together with other functions, because of their large required chip area. Accuracy
bootstrapping has the potential to be much more area-efficient. It requires
little components other than the pipeline itself, especially if the calibration
controller function can be implemented by general-purpose logic, shared with
other components. Since digitally compensated pipelined ADC's can be built on
a relatively small chip area, the price of the high-speed, precision data converter
function can be expected to be low. and the yield of chips high. It also becomes
feasible to integrate such devices as part of larger systems. Alternately stated,
because of their much smaller area and high accuracy, accuracy-bootstrapped
pipelines could become very competitive in the lower-speed, high-precision range
as well.
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Since the technique corrects for the dominant types of component, errors, the
requirements on the IC technology used to implement a pipelined ADC, are eased
as well. This offers the possibility to integrate pipelines in relatively standard,
high-volume and cheap technologies (like used for digital applications), rather than
in specialized, more accurate and more costly analog technologies. The excellent
immunity to component errors achievable with accuracy bootstrapping further
increases the yield and decreases the cost of high-precision pipelined ADC’s.
Accuracy bootstrapping does not have to be limited to pipelined ADC’s.
It may be possible to apply the same concepts to sigma-delta or other data
converters, or even to tunable analog filters.
For completeness, it should also be mentioned that full digital error correction
of devices does not have to be combined with on-chip self-calibration hardware.
Some CMOS integrated circuit technologies provide the possibility for on-chip
electrically erasable programmable read only memory (EEPR.OM). Such memory
cells are non-volatile and could be used for in-factory storage of calibration
information.
6.13. ASIC Aspects
Because of its inherent simplicity and the regularity of the associated hard¬
ware, full digital error correction is very suitable for ASIC (application-specific
integrated circuit) design techniques. ASIC’s are characterized by a very short
design turn-arouncl time, which is often achieved through the extensive use of
design automation tools, which generate parametrized, standard cells. This obvi¬
ously reduces design time and cost.
The regularity of a digitally compensated pipelined ADC occurs in two
directions. First of all, all stages of a pipelined ADC, including most of the
associated logic, are very similar (or even identical). This means that once one
stage is developed, it can be duplicated to yield pipelines of any length (L), and
hence any number of bits.
In addition, each stage is made up of a number of basic subcircuits, like
comparator/latch combinations (ADC section), switchable voltage sources (DAC
section), an interstage S/H amplifier, and some additional logic. It is clear that
both the ADC and the DAC section are very regular. They are merely a repetition
1C7
of M (number of comparators) identical blocks. This makes it very easy to
parametrize a pipeline stage and make M a variable (which does not even have
to be a power of 2).
Since the gain of the S/H amplifier is dependent on the number of comparators
in a stage, and the gain is set by a resistor or capacitor ratio, it is even
possible to have this gain automatically adjust itself to the value of A/, by
adding more capacitor sections in parallel or resistor sections in series as more
comparator/latch/voltage source sections are chosen. The same thing can be said
of the reference voltage generator (resistive ladder).
Altogether, using a few basic building blocks, it becomes straightforward to
design digitally compensated pipelines with any combination of L and M values.
A lay-out could even be generated automatically. The approach becomes even
more attractive if the calibration procedure of the pipeline is performed off-chip,
in software. This makes the technique a perfect candidate for the implementation
of custom high-speed, high-accuracy, low-area ADC’s that are to be used as part
of a bus-orientecl microprocessor system.
6.14. Conclusion
A general mathematical description of pipelined ADC’s was given, from
which a digital error correction technique was derived. The technique consists
of connecting a look-up table to each stage of the pipelined converter. The
coefficients in the table digitally represent the possible ’’weights” of that stage' in
the total conversion. Theoretical values were associated with the different weights,
based on corresponding terms in the expression for the conversion result (DAC
relation). The correction technique was extended to the case where the interstage
gain sections of the pipeline could be non-linear. The fundamental limits of the
approach were investigated for high-speed, high-precision data converters. Finally,
a discussion of alternative implementations, advantages and ASIC aspects was
given.
Throughout the discussion, it was stressed that although full digital correction
can provide superior performance, the overall accuracy of the converter is only as
good as the digital coefficients provided. The accuracy bootstrapping principle,
described in the next two chapters, will provide the means to determine these
coefficients extremely accurately, using only the pipelined ADC itself, and no
external calibration standards.
168
CHAPTER VII
ACCURACY BOOTSTRAPPING
7.1. Introduction
It was shown in chapter VI how most errors in each stage of a pipelined
analog to digital converter can be compensated for, using fully digital techniques.
The idea was to set up the equation describing the operation of the converter as a
function of key component values of each stage. Knowledge of the errors on those
values makes it possible to compute coefficients to be placed in a look-up table,
thus realizing precise conversion up to any desired degree of accuracy.
Unfortunately, knowledge of the actual errors within the devices is hard to
obtain, even with the use of precision measurement or calibration equipment.
Accuracy bootstrapping provides a practical but extremely powerful solution
to this problem. It is a novel, iterative system identification technique, which
determines the value of components within the system, by using parts of the
system to measure other parts. In the case of a pipelined converter, it lias been
shown how dramatic increases in overall linearity could be obtained.
This chapter describes accuracy bootstrapping in entirely general terms, mak¬
ing abstraction of the implementation or even the intended use of the ’’system”.
In this chapter, the general system architecture requirements are discussed. Occa¬
sional references are made to pipelined ADC’s, as a typical example of a system.
In the next chapter, the application of accuracy bootstrapping to pipelined ADC’s
will be described in much more detail.
7.2. General Principles
Accuracy bootstrapping is a technique that makes it possible to design
systems, with very accurately control over their transfer function. The transfer
function expresses the relationship between a quantity at the system input (input
signal) and a corresponding quantity at the system output (output signal).
The exact nature of input and output signals is irrelevant. Although accuracy
bootstrapping was originally designed to calibrate electronic systems (primarily
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pipelined ADC’s), it is not unthinkable to apply the same technique to other
systems (e.g. mechanical control loops, scales, various sensors...) In the general
sense, the signal could be represented by a voltage, a current, a pulse width, a
digital code, a pressure, a temperature, a setting, the position of a control device
(steering wheel, lever...) or actuator (hydraulic pump, servo-motor... ), a fluid level
etc.
Any time such a system is built, the actual transfer function (here simply
meaning the relationship between an input and an output) is normally subject
to a certain amount of inaccuracy or unpredictability, due to the fact that it is
technologically impossible to size every component of the system exactly to its
nominal, desired value. There is always a tolerance on the value of resistance,
capacitance, weight, size, elasticity constant etc. of components used within any
physical system.
Accuracy bootstrapping performs system identification (determining of un¬
known component values) as well as system calibration (fine-tuning). It starts out
with an inaccurate system, and gradually adjusts it until a desired level of accu¬
racy is reached, in other words: until the actual transfer function of the system
resembles the desired transfer function closely enough, or until all unpredictability
due to random component errors (tolerances) is gone.
7.3. System Requirements
By its very nature, accuracy bootstrapping cannot be applied to just any
system. The following conditions are necessary.
1 . The system within which the technique is to be applied, must be designed
in a very specific way, in order to make the necessary sequence of operations
possible. In particular, the system must be composed of one or more blocks
(sub-circuits or stages in the case of an ADC), each with at least one input
and at least one output. A deterministic relationship (transfer function) must
exist between each output and the inputs.
To a certain extent, it must be possible to logically reconfigure these blocks, so
that different outputs would successiveh’ be connected to certain inputs and
vice-versa. Obviously, this kind of reconfiguration must be such that outputs
of one block are connected to compatible inputs of other blocks (voltage to
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voltage, current to current etc.), with adequate input range. For the purpose
of accuracy bootstrapping, it is not necessary that the blocks be similar.
In practice however, it is often more convenient to design a system with
nominally identical blocks, like a pipelined ADC with interstage gains.
An abstract example of a system with three blocks is shown in figures 77 and
78. The figures show two different configurations. In each case, each block has
two inputs and two outputs. Figure 79 shows a configuration which is typical
of pipelined converters. The system has two stages, each with an analog and
a digital input. The system input is the analog signal to be converted. The
analog output of each block is the residue, which is fed to the analog input of
the next block. The last residue is discarded. The digital input of each block
is the partial conversion result, generated by previous blocks. Each block
adds a term to this result, according to the internal, local conversion code
and the coefficients in local RAM memory (chapter VI). The digital output
of the last block is the overall conversion result.
It is possible (though not necessary), that at some point, the output of one
block would be logically connected to the input of the same block. It is
equally possible that at some point, several blocks would be connected in a
loop. This is the case, for instance, in recycling or partially recycling (hybrid)
pipelined converters. Since these are discrete-time systems, a block can hold
a signal during one time frame (clock period), while the output is fed back
to the input during the next time frame. The effect of such procedure is that
the sequence of operations is spread out in time rather than in space. The
functionality however, is the same.
2. It must be possible to apply control signals (or settings) to the system in
order to determine which block is logically connected to which other block
at any given time, e.g. by using controllable switches. By changing the
control signals, different configurations are realized within the system. This
is shown in figure 80. Accuracy bootstrapping requires several configurations
to be realized successively, which is normally accomplished by consecutively
applying different combinations of control signals (a control sequence).
The control sequence could be generated by a part, of the system, further
referred to as the configuration controller (CFC1). The control signals could
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Fig. 77: System Consisting of Reconfigurable Blocks
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also be generated externally, e.g. by an external micro-processor. The latter
approach has been chosen for the realization of a prototype self-calibrated,
pipelined ADC, to be described later.
3. It must be possible to apply control signals to the system, so that the input
of some blocks would selectively be connected to one out of a number of
reference signals, rather than to the output of another block. Alternatively,
these control signals should be able to select one out of a number of possible
modes of operation for a block. The purpose is to provide the means to
externally excite several degrees of freedom within the block, so that the
values of significant internal components could be determined by monitoring
the output of the block. The conceptual schematic of one block is shown on
figure 81.
This kind of control signals are normally generated by a specific part of the
system, further referred to as the block operation controller (BOC). This
block operation controller could physically be realized by the same circuit as
the configuration controller, either internally or externally.
4. The overall, nominal (desired), transfer function of the system is realized by
a particular configuration of blocks. One possible, obvious configuration is
such that all Id locks are chained together in a linear fashion, with the system
input going to the input of the first block in line, and the system output
coming from the last one. However, other types of nominal configuration are
possible. It is not even necessary that all blocks present within the system
be involved in the particular configuration that realizes the nominal transfer
function. Some blocks may only be present for the purpose of calibrating the
main blocks (e.g. a small recycling converter calibrating the stages of a long
pipeline).
5. The transfer function of each individual block can be modified by changing
the value of one or more adjustable elements (coefficients) within the block.
As a result, the behavior of a block (transfer function or functions, if there is
more than one input or output ), is normally determined by three classes of
elements:
- fixed components, subject to random variation
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- control signals, selecting a particular mode of operation or a particular input
reference level
- adjustable elements
The adjustable elements normally are binary codes stored in a digital memory
location (like in the digitally corrected pipelined converter). In the most general
definition of a system, they could also be implemented by a voltage temporarily
stored on a capacitor, a residual magnetic field stored in a piece of magnetic
material etc. Once updated, the value of these elements are normally maintained
for relatively long periods of time. ”Relatively long”, in this context, means at
least long enough to cover the time between successive calibrations, if the system
is to be recalibrated more than once. This time could be as long as several clays,
or as short as a few milliseconds, depending on the application.
7.4. Calibration Procedure
Accuracy bootstrapping is performed as follows.
1. Appropriate initial values are assigned to the adjustable elements of the
different blocks of the system. These initial values should be determined
in such a way that if all other components of the system had their nominal
values, the transfer function of the system would be the nominal, desired
function.
2. A particular configuration of blocks is realized, so that the input of one block
(the block under calibration, or BUC) would be connected to a reference
signal, while its output is connected to a sequence of other blocks. These
other blocks are used to estimate (measure) the first block.
3. The output of one of the measuring blocks is fed back to the block under
calibration, in such a way that the adjustable elements of the block under
calibration would be updated by the output of the measuring block. In the
case of the pipelined converter, a number of stages would be used as a partial
pipelined converter, of which the output would be used to update the digital
coefficients of another stage, the 'block” under calibration.
4. If needed, another combination of reference levels can be applied to the
block under calibration, and other adjustable elements of that same block
178
ran updated, in a way similar to the first one. This, of rourse depends on
the number of degrees of freedom (the number of components subject to
variations) within the block.
5. Another configuration is generated, in which another block is updated. The
block previously under calibration (and now updated), should now be a
measuring block. The new block under calibration is updated, by using the
output of one or more of the measuring blocks.
6. The process is repeated a number of times, using different configurations, in
which different blocks are being calibrated (updated), using the information
from the measuring blocks. This is the first level of iteration of the algorithm.
7. After different blocks have been calibrated, the initial configuration can
be generated again, and the first block can be re-calibrated, now using
the already updated information within the measuring blocks. The whole
sequence of different configurations can be repeated a number of times if
needed. This is the second level of iteration.
The successive steps in the algorithm are depicted in figure 82. Figure 83
depicts its application to a three-stage, pipelined converter.
7.5. Convergence of the Procedure
Under certain conditions, which obviously have to be taken into account
when the system is initially designed, the process described above will evolve to a
situation where the adjustable elements of the different blocks do not significantly
change anymore when the process is repeated. In other words, for certain
configurations, the iterative system identification algorithm may converge to a
certain, accurately predictable equilibrium situation.
In particular cases, it is possible to design the system so that this situation
would coincide with all blocks having reached a well-determined transfer function,
unaffected by the random variations that are inevitably present on the fixed
components of each block. As a matter of fact, such equilibrium condition
corresponds to a situation where all adjustable components have been adjusted so
as to cancel the effect of the random variations in the fixed components.
Under those conditions, the actual transfer function of each block is well-
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Fig. 82: Accuracy Bootstrapping Algorithm
In Out
Block A Block B Block C
Normal Operation
Calibration 1
Calibration 2
Calibration 3
Fig. S3: Application to a 3-Stage Pipelined Converter
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defined and tlie desired overall transfer function of the system can be realized.
This is accomplished by configuring the (calibrated) blocks between the input
and the output of the system, in a certain, pre-determinecl, meaningful way.
Unfortunately, establishing a general convergence criterion for accuracy-
bootstrapped systems is not an easy task. An attempt at defining such criterion
for pipelined ADC’s will be made in the next chapter. However, in many cases,
the convergence space of the system (the set of allowable errors) so that the
whole procedure would still be guaranteed to evolve to one, well-defined state)
can adequately be determined by high-level simulations. The variability of the
components within the system can be represented by a random number generator.
The convergence space can be determined by Monte-Carlo analysis. This approach
was taken to determine optimal stage design in pipelined converters, as well as the
maximum allowable variation in the components (gains, comparator references,
DAC levels etc.).
7.6. Conclusion
In this chapter, accuracy bootstrapping was introduced in general terms, as
an iterative technique that may be able to effectively calibrate complex systems
that must realize a precise transfer function, but are subject to random component
variations. The general architecture of such systems was described. Configuration
and block operation controller functions were described. The iterative algorithm
was given. However, this chapter stopped short of giving a general convergence
criterion for successful calibration. It was mentioned how high-level simulations
and Monte-Carlo analysis can often successfully be applied instead.
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CHAPTER VIII
AN ACCURACY-BOOTSTRAPPED PIPELINED A/D CONVERTER
8.1. Introduction
In chapter VII, accuracy bootstrapping was introduced as an iterative system
identification and calibration technique, from an entirely general point of view.
Although no general proof of convergence was given, it was explained how in
some cases, an increasingly accurate transfer function can be obtained. One case
in which the technique has been observed to work extremely well, is precisely in
digitally corrected, pipelined analog to digital converters.
Accuracy bootstrapping appears to be an ideal calibration technique to
be used in these applications, since it does not require any precision external
hardware. The calibration is performed by the system, in this case the pipeline,
itself. In addition, it will be shown that the required overhead circuitry is relatively
limited and straight-forward.
Since accuracy bootstrapping does not rely on any external standard, it is
obvious that no absolute calibration of the system can be obtained. Instead,
the technique makes it possible to linearize the overall transfer characteristic of
pipelined converters to an extremely high level of accuracy. An additional scaling
of the digital coefficients, based on the two-point measurement of an external
reference (e.g. a bancl-gap voltage reference) could take care of the absolute
calibration, if at all needed.
8.2. Basic Stage
A possible implementation of one pipelined stage is shown in figure 84.
This particular stage lias two comparators and an interstage gain of -2. It is
designed to convert one bit per stage, with ±25% over-and under-range capability
(redundancy). Although this arrangement of comparators may seem somewhat
particular, a similar structure has also been used in other structures, like the one
described in a paper by Ginetti et al. [38]. The authors found it actually happened
to implement an RSD (Redundant Signed Digit) division [G5],
For this discussion, it is assumed that the signal-carrying variable is a voltage,
although the principle can easily lie extended to other schemes, e.g. using current,
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Fig. 84: Schematic of One Pipelined Stage
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charge or pulse width coding. A more specific implementation, based on a
combination of charge and pulse width coding of the signal, will be discussed
in detail in chapter XV.
The gain arid the number of comparators of this example have been chosen
specifically because this configuration guarantees excellent convergence (evolution
towards a very linear overall converter transfer characteristic) of the accuracy
bootstrapping algorithm. The actual circuit described in chapter XV is based on
the same elementary design of a stage.
The input signal to the stage is a voltage, nominally in the range between 0
and IV. The input signal is compared against two reference voltages (nominally
equal to 0.75V and 0.25V respectively), using comparators A'i and K2. The
digital outputs of the comparators are latched by the two digital latches L\ and
L2. The output of the latches is a two-bit binary code, which depends on the
particular value of the input signal. For input voltages below 0.25V, the code is
00. For voltages between 0.25V and 0.75V, the code is 01. For voltages above
0.75V, the output is 11 (thermometer coding). Clearly, code 10 cannot occur,
unless the comparators have an excessive offset.
Depending on the comparator code, voltages are subtracted from the in¬
put signal using the two switellable voltage sources E\ and E2 and the sum¬
mer/subtractor 5. A fixed voltage of 0.25V is always subtracted from the input
signal, regardless of the comparator outputs. This insures consistency between
the output range of this stage and the input range of the next stage. The total
subtracted voltage can be any one out of three values, depending on the compara¬
tor code. A code of 00 causes subtraction of 0.25V. A code of 01 subtraction of
0.75V and 11 causes subtraction of 1.25V.
The summer is followed by a sample/hold amplifier (for a pipelined archi¬
tecture), with nominal gain of -2. This gain insures that the amplifier output
(also an output of the stage) would nominally be in the 0V — IV range, like the
input. Actually, the scheme includes ±25% safety margin, since an input voltage
of 1.25V to the stage will yield an output of 0V and ail input of —0.25V will
yield an output of ITT as shown on the nominal transfer curve of figure 85. This
margin will allow the stage to operate correctly, even in the presence of fairly large
component errors.
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Fig. 85: Ideal Transfer Curve of the Stage (Residue)
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In this example, the gain is negative (inverting amplifier). There is no
fundamental reason why the gain should be negative rather than positive. It
will actually be shown that a positive gain of 2 would also have resulted in
successful calibration using accuracy bootstrapping, provided appropriate values
were chosen for the voltage sources. However, the negative gain was used in the
prototype converter discussed in chapter XV, because of more convenient circuit
implementation. There is no fundamental reason for the absolute value of 2 either.
A workable scheme could have been built with more comparators per stage and
correspondingly higher interstage gain. But the scheme with two comparators
provides the largest over-range margin (±25%), and hence the best immunity to
component errors.
In addition, when the absolute value of the nominal gain is an exact power of
two, the digital calibration hardware can be considerably simplified. We will define
the number of bits of each stage as the binary logarithm of (the absolute value of)
the nominal inter-stage gain, for reasons that will become apparent throughout
this discussion. When the nominal inter-stage gain is a power of two, the number
of bits per stage also happens to be an exact integer, in this example 1.
8.3. Component Errors
The main component errors that could affect the transfer function of the stage
are:
- incorrect values of the reference voltages (0.25V' and 0.75V in this case)
- systematic offset of the comparators
- incorrect values of the subtracted voltages (Ei and E2)
- incorrect gain of the sample/hold amplifier
- systematic offset of the sample/hold amplifier
- incorrect offset or gain in the summer
It has been shown earlier (chapters V and VI) that all these errors can be lumped
into three classes:
- incorrect comparator switching levels (ADC or flash errors)
- incorrect subtracted voltages (DAC errors)
- incorrect interstage gain
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On top of these errors, non-linearity errors in the transfer curve of the interstage
amplifiers are also possible, as well as random noise or hysteresis introduced by
some of the components. We will not focus on any of these effects, since in
practice they can be reduced to satisfactory levels using sound analog design
techniques. We will simply assume that each inter-stage amplifier has a linear,
noiseless, liysteresis-free transfer characteristic, which can be represented by a
single (although not necessarily precisely known) value of the gain. Amplifier
offset errors are assumed to be included in the DAC level error.
8.4. Pipelined Converter
The operation of one stage can be described mathematically, like was done
in a general way in chapter VI. However, in this case, we will initially adopt a
slightly different convention regarding the location of the sample/holcl amplifier
(at the output of the stage rather than at the input).
yout = (yin_ VDAC(cd)) A (82)
With A the actual gain of the amplifier and VD^{cd) the actual subtracted
voltage, determined by the comparator outputs (digital code cd, represented by
thermometer coding).
Alternatively, the equation can be rewritten in order to express the input voltage
as a function of the code, and the output.
T T out
yin = yDAC(cdj + __ (83)
A
In a complete pipelined ADC, several (L) of these nominally identical stages
are cascaded. The previous expression can then be expanded to (the subscript
L — 1 refers to the first stage, L — 2 to the second one etc.):
r/’i, = vLD4c(cdi-i) + '/.'■Vied, ,A-l-i +
T TOUt
’ L—2
Al-i Al-‘.
(84)
This expression can be further expanded to:
VP^'(cdL-2
V- = fld4c(cdL_1) + Al- i +
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For an ideal 16-stage converter with 16 bits resolution and inter-stage gain of
exactly -2, the expression could be rewritten as:
V" = V^AC(cdi) +
T rDAC
V 14 Ml-:
(-2)
■trDACf j \ -\rout
, , vo , *o
~r • ‘ ‘ i ;—7Z777. r
(—2)15 (-2) 16
(86)
The last term is the residue of the conversion, which is normally negligible
compared to the input voltage range. The output codes of each stage can be
used to create a digital conversion result, according to equation (85), which is the
DAC relation for this converter (as defined in chapter VI). This is accomplished
by using the codes to access one out of three possible memory locations (look-up
table). The digital table outputs represent one of the terms of equation (85). This
is shown on figure 86. Strictly speaking, the stage now has two inputs (one digital,
one analog) and two outputs (also one digital and one analog).
The 16-stage pipelined converter is obtained by combining stages as shown
on figure 87. The analog input of the first stage is the overall input of the system.
The analog output of the last stage is left open (unused) since it represents the
negligible residue. The digital input of the first stage is connected to a pattern of
zeros, while the digital output of the last stage represents the conversion result.
One can verify that if all components of the pipeline were accurate (nominal),
equation (85) would be implemented by storing the values 0.25, 0.75 and 1.25 in
the respective memory locations of the first stage, 0.25/(-2), 0.75/(-2) and 1.25/(-
2) in the memory locations of the second stage and 0.25/(—2)15, 0.75/(—2)15 and
1.25/(—2 )15 in the last stage. The interaction of the digital outputs of consecutive
stages should be such that each one of those values eventually gets added into the
conversion result.
Figure 88 shows an architecture that accomplishes the same effect, using
nominally identical stages. Using identical stages simplifies the design of the
converter, especially when stages need to be reorganized in order to implement
the accuracy bootstrapping algorithm.
The digital input of each stage is combined with the memory output of that
stage through a digital adder, and then digitally multiplied by a factor -2 (nominal
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value of the inter-stage gain). It is clear that the digital input to each stage is
the partial sum of equation (85) up to that stage. The digital multiplication by
-2 makes it possible to use identical nominal coefficients in the memory locations
of each stage. This simplifies the design of the system, since the bits representing
each memory location can be laid out in exactly the same way.
The multiplication by -2 does not add excessive hardware. It can be accom¬
plished by inverting the incoming bits (1-complement), adding 1 (2-complement)
and shifting all bits one position to the left (multiplication by two). It is clear that
using this approach, the initial coefficients in the memory locations of each stage,
should be 0.25/(—2)L, 0.75/(—2)L and 1.25/(—2)L, with L the (fixed) length of
the pipeline, in this case 16. For simplicity of calibration, the coefficients can
be stored so that their nominal values would be 0.25, 0.75 or 1.25, and a fixed.
division by (—2)L can be performed by the appropriate arithmetic shift and/or
complement operation on the memory output bits.
Unfortunately, due to randomly distributed component errors, slightly dif¬
ferent values (coefficients) are required for each stage. These values could be
calculated if all actual component values were known, but this is not practical
since the actual values of the components cannot be predicted to the required ac¬
curacy. In this particular case, accuracy bootstrapping will be able to determine
the coefficients to an accuracy of 15 bits or more, even in the presence of several
% error on all components.
8.5. Control Hardware
In this application of accuracy bootstrapping, the adjustable components of
the pipeline stages will be the digital values, stored in the three memory locations
accessed by the comparator output code of each stage. For the sake of reference,
we will call these values ”coefficients”. At the beginning of the calibration cycle,
nominal values of 0.25, 0.75 and 1.25 are entered into each stage, to be used as
starting values for the algorithm. Since there is a mismatch between the initial
values of the terms in the conversion result (equation (85)) thus implemented, and
the actual values that should eventually be implemented, the pipeline will initially
be very inaccurate (6 to 7 bits accuracy is a typical number, instead of the desired
15 bits).
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The calibration is performed using a configuration controller, which will
successively reconfigure the pipeline, and use some stages to measure and update
the coefficients of others. In combination with the configuration controller, a
block operation controller will be used to selectively exercise the components that
should determine the value each coefficient (in this case, the voltage sources E\
and 1^2, in combination with the gain stage). Although configuration control
and block operation control have been described as two distinct features of
accuracy bootstrapping (chapter VI), in practice the required control signals can
be generated by a single controller circuit.
In order to make it possible to reconfigure the pipeline, as well as to
individually measure the voltage of the sources that are internal to each stage, the
basic design of each stage must be slightly modified. This will allow the controller
to select the voltage sources externally, rather than through the comparator output
codes. It will also allow the controller to disable the analog input to a stage and
replace it by a fixed reference level, in this case 0.25V.
This value is determined as follows. During the calibration, the actual value
of each voltage source will have to be measured (nominally, their value is 0.5V).
The measurement will be performed using the other stages of the pipeline. As
a result, the voltage source to be measured must be configured in a way that
guarantees that the input range of the interstage amplifier following it (nominally
—0.5V to 0V, not including the over-range or redundancy) would not be exceeded.
In order to measure the value of each voltage source, two measurements will
be performed: one with that voltage source disabled, and one with the voltage
source enabled. When the voltage source is enabled, its voltage is subtracted from
the analog input signal through summer 5. During calibration, the summer will
not be reconfigured in order not to disturb the analog data path; it is desirable
to measure the stage in a condition as close as possible to its normal operation
condition. For the same reason, the fixed voltage source that subtracts a nominal
0.25V from the analog signal will remain active during calibration.
Since 0.25V is always subtracted from the signal and 0.5V will be subtracted
only when a voltage source is enabled, the reference level at the input should be
0.25V. This ensures that the signal at the output of the summer would nominally
be between —0.5V and 0V, as required by the input range of the inter-stage
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amplifier.
The 0.25V input reference level need not be accurate, since the value of the
measured voltage source will be determined as a difference of two measurements.
In addition, minor variations from the nominal reference level will not cause the
input range of the amplifier and subsequent pipeline stages to be exceeded, due
to the ±25% over-range capability.
A block diagram of a stage with block operation control capability is shown
on figure 89. The analog multiplexer makes it possible to choose between the
normal input signal and the 0.25V reference level. In practice, this block can
easily be implemented using CMOS transmission gates, which can pass or reject
an analog voltage level almost without distortion.
The digital multiplexer between the comparator block and the voltage sources
makes it possible to control the sources either through the comparator outputs
(normal operation, using thermometer coding), or through an externally applied
code (during calibration; the code will be 00, 01 or 10). The address multiplexer
at the input of the look-up memory makes it possible to access the memory, in
order to update the coefficients as the calibration progresses. The line controlling
the address multiplexer also controls the read/write mode of the memory.
Figure 89 also shows an arithmetic block, of which the input is the digital
value right before the multiplier by -2. The purpose of this block is to calculate
the new coefficients from the measured values, and will be discussed in more detail
below.
8.6. Accuracy Bootstrapping Procedure
The calibration starts with the last stage (stage 0). The analog input of this
stage is disabled and replaced by the reference level of (approximately) 0.25V. As
mentioned earlier, this allows the switchable voltage sources within the stage to
be either enabled or disabled, while the analog signal remains within the range of
the interstage amplifier.
The analog output (residue) of stage 0 is connected to the analog input of the
first stage (instead of an external input signal). Again, this is accomplished using
an analog multiplexer, as illustrated in figure 90. It should be noted that when
this multiplexer is in the ’’feedback” position, all stages of the ADC are effectively
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connected into a circular (ring) configuration. The ring is only broken by the
stage being calibrated, since its input is disabled and replaced by the reference
level. In this case (first calibration cycle), the stage being calibrated is stage 0.
The digital data paths of each stage are connected into a similar ring, as can be
seen on figure 90.
For this step of the algorithm, a temporary 16-stage pipelined converter is
formed to measure stage 0. Stage 15 is the first stage, stage 14 the second one
etc. The last stage is formed by the first half of stage 0 (the flash section and
associated look-up memory). The second half of stage 0 would normally be used
to calculate the analog residue. However, since stage 0 is the last stage of the
measuring pipeline, that residue can be discarded. Instead, the second half of
that stage is used to selectively apply the appropriate voltage source. At the same
time, the digital input of stage 15 is grounded rather than connected to the digital
output of stage 0, since stage 15 is the first stage of the measuring pipeline.
The first 15 stages (stages 15 • • • 1), as well as the comparator outputs of the
last stage (stage 0), are now used to measure the reference level applied to stage
0. The resulting conversion result (A^), is temporarily stored. The nominal value
of the analog signal at the input of the interstage amplifier should obviously be
OF (0.25F input, minus the fixed 0.25F). The measured value may differ since it
is determined using an uncalibrated pipeline.
A minor problem during calibration, is the following. The reference level
applied to the stage under calibration (stage 0) is amplified by the inter-stage
amplifier of that stage before being passed on to the measuring pipeline (stages
15 • • • 0). This is equivalent to using a pipeline of which the inter-stage amplifiers
are located at the input of each stage, rather than at the output, like assumed for
the derivation of equation (85). Such convention was actually used in chapter VI,
and it is clear that the formula to calculate the overall conversion result must be
modified from (85) to:
j/m VLD4C(cdL-1) VDAC
Al.
L-2 (cdL-2)
Al \ L — 2
+
rDAC
0 Mi
+
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With .4/ referring to the gain of the inter-stage amplifier at the input of stage l.
One can verify that this distinction will be taken into account if the digital
code representing the measurement is taken at the output of the digital adder
of stage 0, right before the digital multiplication by -2 is carried out (figure 89),
and this after both the analog and the digital signals have proceeded through the
complete pipeline (16 stages).
The result of the first measurement, N\ is stored into the arithmetic block
of stage 0 (figure 89). Next, the first voltage source of stage 0 is enabled, while
the 0.25V reference level is maintained at the input. The first 15 stages and the
first half of stage 0 are used again to measure the resulting voltage (nominally
0.2517 — 0.25V — 0.5V = —0.5V at the input of the first interstage amplifier of the
pipeline). The conversion result (A^) is stored into the arithmetic block.
Next, the same operation is performed, using the second voltage source of
stage 0. It should be noted that at this point, the first voltage source is disabled. If
it were not, the resulting signal would exceed the range of the interstage amplifier,
and no valid measurement could be obtained. The conversion result corresponding
to the reference level minus the fixed amount of 0.25V and minus the value of the
second voltage source is stored. This value is nominally equal to —0.5V (like N2)
and will be called AA. This value is also stored.
The three measurements make it possible to estimate the actual values of the
two voltage sources. It is clear that the values of the voltage sources represent the
two differential DAC levels of the stage, AVdac(0) and AVdac (1).
A1'D>1C(0) = VDAC(l) - FDj4C(0) , AVdac(1) = Vdac(2) -VDAC(l) (88)
AV^'1' (0) can clearly be approximated by N\ — Ni ■ Actually, if the uncal-
ibrated pipeline were accurate and there were no quantization error during the
measurement, the two would be exactly equal. For the same reason, AVdac (1)
can be approximated by N\ — AV This information is used to update the coeffi¬
cients stored in the memory locations of stage 0.
First of all, it should be realized that the proposed calibration algorithm
does not aim at eliminating overall offset errors in the pipelined converter. As a
direct result, the addition or subtraction of a constant error term from each of the
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three coefficients within a stage, will not affect overall linearity. This adds one
degree of freedom to the determination of the three new coefficients of each stage.
We will use this degree of freedom to define the value of the first coefficient (the
one corresponding to VDAC(0)) as 0.25, its nominal value. As a result, the first
coefficient will never be updated during calibration.
The middle coefficient however, corresponding to VDAC{1) and originally
equal to 0.75, will be replaced by 0.25 + (N\ — Ns). The top coefficient,
corresponding to VDAC{2) and originally equal to 1.25, will be replaced by
0.25 4- {Ni — N2) 4 {Ni — Ns). The necessary arithmetic operations (simple
additions) are assumed to be performed by the arithmetic block of the stage.
Updating the top two coefficients concludes the calibration of stage 0.
It should now be clear why the value of the reference signal at the input of
the stage is not critical. This value is included in the measurement of iVj, N2
and Ns- Since the differential DAC levels are determined as the difference of two
measurements, any systematic error (as well as offset effects during the actual
measurement) is cancelled each time. The only restriction is that the combined
analog error on all components within the stage, including the reference level,
would not exceed the ±25% over-range capability of amplifier and subsequent
stages.
After stage 0, stage 1 is calibrated in a similar way. The pipeline formed by
stage 0 (which has already been calibrated), stages 15 through 2 and the first half
of stage 1 is used during this calibration cycle. The only difference between the
calibration of stage 0 and the calibration of stage 1, is that the cyclic structure of
pipeline stage is broken in a different place (stage 1).
Next, stage 2 is calibrated, using stage 1, stage 0 (both of which have now
been calibrated), stages 15 through 3 and the first half of stage 2. The process is
continued until stage 15 (the most significant stage) is calibrated. In this particular
set-up, a single iteration through all stages was found to be sufficient in order to
calibrate the pipeline to the required level.
The combined linearity error on all terms in equation (85), implemented
by the coefficients of the stages after a single calibration pass, will always be
below l/(215) on a nominal range of 1 (0V to IT” input). This was determined
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through a combination of experiments (Monte Carlo simulations) ancl theoretical
considerations, after compensating all coefficients for systematic gain and offset
errors that may remain in the calibrated pipeline (only the linearity of the
calibrated pipeline is relevant).
This maximum coefficient error translates into an overall integral non¬
linearity of 15 bits or more (sometimes even in excess of 17 bits). The reason
why the accuracy of the coefficients can be less than 16 (the resolution of the
pipeline), is because of the quantization error, which is present during each mea¬
surement and can take any value between —2-1' and 2-1' (last term of equation
(85)).
A tight mathematical proof of the convergence of the iterative calibration
algorithm described above, would be rather involved. The beginning of such
proof, relying partly on intuition, will be given later in this chapter, but eventually
further theoretical research involving the use of statistical methods is suggested.
8.7. Error Tolerance
It was shown how the redundant comparator of the basic ADC stage provided
for ±25% over-or under-range capability. The purpose of this redundancy is to
be able to absorb the effect of lion-nominal components in preceding ADC stages.
Such component errors can cause the output from a stage to be outside the nominal
0V — IV analog range.
However, this redundancy does not mean that any amount of component
errors can be absorbed by the system. An important question that arises, is:
”Exactly how large can the individual component errors of a stage be, before
even the over-range capability fails?”. Fortunately, such analysis is fairly straight¬
forward. It will be derived next for the particular ADC stage of figure 84. The
formulas can very easily be generalized for other configurations.
We will assume that the analog input signal to a particular stage is within
the range from —0.25V to 1.25V (nominal range, including over-ancl under-range).
From figure 85, it is clear that if the ADC stage were nominal, this would still
result in an analog output signal between 0V and IV. In practice, the stage is
not ideal, and the output signal may vary outside of the ideal boundaries.
We will assume that three DAC levels of the non-ideal stage are subject to
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a maximum absolute (positive or negative) error of e. The comparator reference
levels are subject to a maximum absolute error of 9, and the interstage gain is
subject to a maximum relative gain error of (. These errors reflect the maximum
mismatch between nominal values (0.25, 0.75 and 1.25 for the DAC levels, 0.25
and 0.75 for the comparator references and -2 for the interstage gain) and the
actual values of the components.
One can easily verify (figure 84) that the signal at the output of summer 5
will be subject to a maximum absolute error of e + 9, on a nominal range between
—•0.5V’ and OF. At the output of the stage (after the interstage amplifier), the
signal will be subject to a maximum range error Sr, given by:
SR = 2 (£ + 9) c (89)
In order to guarantee that the over-range mechanism would be effective, the
component errors 'within each stage must satisfy the condition
2 (e + 0) ( < 25% (90)
8.8. Nominal Code Patterns During Calibration
In order to explain the mechanism by which the calibration algorithm operates
to gain increasing accuracy in the pipeline, a good understanding must be gained
about the nominal code patterns (comparator outputs) that can occur in the
different stages. During calibration, the nominal values applied to the calibrating
pipelines are either OF or —0.5F. These are the values at the output of summer
S (figure 84), right before the interstage amplifier. It should be remembered that
during calibration, the pipelines used to measure the DAC levels can be visualized
as having an interstage amplifier at the input of each stage, and are described by
equation (87) rather than equation (85).
When the input voltage to the calibrating pipeline is OF (this is nominally the
case when only the reference voltage is applied), the voltage at the output of the
first, interstage amplifier is nominally OF as well. The corresponding comparator
output code of the first stage is 00, and only the fixed voltage of 0.25F is subtracted
from the analog signal, yielding a residue of —0.25F.
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This residue is applied to the next interstage amplifier, and the analog signal
at the output of that amplifier is nominally 0.5V. That voltage will generate a
comparator output code of 01 in the following stage, which will cause a DAC
voltage of 0.75V" to be subtracted. The residue will again be —0.25V, which is
passed on to the following stage. It is clear that this pattern will repeat itself over
and over, throughout subsequent stages. The conclusion is that the reference level
of 0.25V will be converted into a sequence of raw codes equal to 00, 01, 01, 01
• • • 01. The corresponding nominal weights (terms) of equation (87) are 0.25/(-2),
0.75/4, 0.75/(-8), 0.75/16, • • • 0.75/65536. One can verify that their sum is very
nearly equal to 0, as expected.
A similar analysis could be made for the case where the reference level is
applied, and one of the two DAC voltage sources of 0.5V" (as well as the fixed
voltage of 0.25V") is subtracted. The voltage at the input of the first interstage
amplifier will be 0.25V — 0.5V" — 0.25V" = —0.5V". This results in a nominal voltage
of IV" in the next stage, yielding a. comparator output code of 11 and a residue of
—0.25V". Clearly, the pattern of codes corresponding to this situation will be 11,
01, 01, 01 • • • 01. The corresponding nominal weights (terms) of equation (87) are
1.25/(-2), 0.75/4, 0.75/(-8), 0.75/16, ••• 0.75/65536. Again, one can verify that
their sum is very nearly equal to -0.5, as expected.
The remarkable feature that becomes apparent from this analysis, is that the
two sets of codes which would (nominally) occur during calibration, are identical,
except for the first code (first term of equation (87)). This fact turns out to be
essential for the calibration algorithm to work.
8.9. Linearity of the Uncalibrated Pipeline
An important starting point in the error analysis, (and eventually in any
reasoning aimed at proving that accuracy bootstrapping never fails calibration
of this pipeline), is to derive a mathematical expression for the maximum non¬
linearity error of an uncalibrated pipeline. A fairly simple expression can be found
if the maximum values of DAC and gain errors are known. The expression will Ik1
derived for the particular stage at hand, but it should be obvious how the results
can be generalized for other configurations.
We will assume again that all the DAC levels of the pipeline are subject to
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a maximum absolute error of e (positive or negative). All gain stages are subject
to a maximum relative gain error of (. The errors on the comparator levels are
not included in this analysis, since it was shown that they do not influence the
accuracy of the conversion result (as long as the errors are well within the ±25%
range that can be resolved by the redundancy).
Initially, the actual component values are unknown, and nominal values will
be used to calculate the different terms in the DAC relation of the pipeline. For
the error analysis, we will use equation (87) rather than equation (85), since this is
the relation used during calibration. It should be stressed that the nominal input
range of the pipelines considered during calibration (with an interstage amplifier
at the input), is —0.5F to OF, and not OF to IF, like the nominal pipeline. The
initial maximum approximation error, £{ can be calculated as the sum of the
maximum error on each term of equation (87).
_ _) 1_
9 92 ' + 916 + q + 9 + 2 ^92 + 16 C
1
916 (91)
In this expression, the first set of terms represent the influence of the DAC
errors, the term q represents the quantization error. Its maximum value is only
about, 0.5/216, and hence this term will further be neglected. The other set
of terms represents the influence of the gain errors. Since the nominal range
of DAC voltages for each stage is 1 (1.25-0.25), this value has been divided by
the cumulative gain up to the corresponding stage (nominal value of the term),
and multiplied by the accumulated relative gain error. Joint terms representing
the combined effect of DAC and gain errors have been neglected, since they are
significantly smaller than the sum of the other terms.
Equation (91) is overly pessimistic, since it expresses the maximum absolute
error of the pipeline compared to the nominal case, and does not take into account
the fact that overall gain or offset errors are considered irrelevant. The influence
of offset errors cannot be isolated from this formula. Any time the errors on
the three possible values of one term in equation (87) have the same value, the
term is subject to offset 011I3* and can be dropped from equation (91). However,
the conditions under which this would happen can only be determined from a
statistical point of view (involving standard deviations rather than maximum
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errors). In a worst-case analysis like this one, possible favorable offset lias no
effect.
On the other hand, the influence of an overall gain error can be taken into
account to a certain extent. If a gain error occurs in the first interstage amplifier
of the pipeline, it will have no effect on the overall linearity. This can be concluded
from equation (87), since the gain of the first amplifier occurs in the denominator
of every term. As a result, the equation for the maximum initial non-linearity
error of the pipeline (on an analog input range of 0.5F) can be rewritten more
realistically as:
fS9 + 92+'"+9l6+2^92+3<’53 + + 10<>'w 6 + 1.5C (92)
8.10. Linearity of the Differential Measurements
During the first step of the calibration procedure, the 16-stage pipeline
starting with stage 15 is used to measure the DAC levels of stage 0. The
actual measurement is performed differentially, by first applying a reference level
(nominally 0.25F), and then the reference level minus one out of the two possible
differential DAC levels (nominally 0.5Vr). The resulting measurements have been
called Ah, Ah and Ah- The estimates for the differential DAC levels are derived
from these values by calculating the differences Ah — Ah and Ah — AT3.
The nominal sequence of raw comparator output codes corresponding to the
measurement of Ah has been shown to be 11, 01, 01, 01, * • • 01. In practice, due to
the accumulation of component errors, the lower order codes of this sequence may
be different, which can be represented as the sequence 11, 01, xx, xx, • • • xx. (It
can be shown that codes before the third stage in the pipeline cannot be changed
due to component errors that satisfy the error tolerance criterion set forth above).
Similarly, the nominal sequence of raw comparator output codes correspond¬
ing to the measurement of Ah and Ah is 00, 01. 01, 01, •••01. Due to the ac¬
cumulation of component errors, the lower order codes of this sequence may be
different, which can be represented as the sequence 00, 01, xx, xx, • • • xx.
From these considerations, it is clear that when Aq — Ah and Ah — Ah are
calculated, a number of terms (at least the second term, and usually more) will
205
cancel each other out. Due to this fact, the differential measurement of the
DAC levels may actually be more accurate than predicted by the linearity of
the uncalibrated pipeline.
8.11. Mappings and Coefficients
The digital hardware associated with each stage of a pipeline is designed to
implement the DAC relation of the converter, as expressed by equations (85) or
(87). This is accomplished by the combination of 3-word look-up tables with
associated digital multipliers (gain of l/(—2)16), as well as the digital adders and
interstage digital multipliers (gain of -2). This is shown on figure 88).
As mentioned before, we will refer to the contents of the three memory
locations of each stage as the coefficients of that stage. It has been shown how
the nominal values of these coefficients are 0.25, 0.75 and 1.25. The first value is
nominally associated with a comparator output code of 00, the second one with
a code of 01 and the last one with a code of 11. For the sake of mathematical
notation, we will often refer to these codes with the symbol cd, to which we will
assign an integer value of 0, 1 or 2 respectively, instead of 00, 01 and 11.
We will refer to the three coefficients of a stage / with the symbols Cj(0), C'/( 1)
and C'/(2), or in general with C'/(cd/) or C'/(cd). It is clear that if the pipeline were
nominal (no component errors), the coefficients should be equal to the nominal
coefficients, referred to as follows:
C"(0) = 0.25 , Cffil) = 0.75 , Cf{2) = 1.25 (93)
The digital hardware implements a mapping between the 16 comparator
output codes and the final conversion result. Depending on whether the conversion
result is considered before or after multiplication by -2 (figure 88), either equation
(87) or equation (85) is implemented. In the remainder of this chapter, we will
consider the conversion result before the multiplication, since this corresponds to
equation (87), which is used during calibration.
The mapping is expressed as a sum of 16 terms, with 3 distinct possible
values for each term. These values are determined directly by the coefficients of
each stage. For example: the conversion result, Ci?i5, for the pipeline starting
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with stage 15 and ending with stage 0, can be written as:
CR15
Ci5{cd15) Ci4(cd14) Cq(cd.Q)
(-2) + (-2)2 + ”’4’ (—2)16 (94)
Which clearly implements a mapping between a. set of 16 cd values and CR\$.
The mapping is entirely defined by the 16 x 3 = 48 coefficient values associated
with the 16 stages of the pipeline.
In a more general way, the mapping implemented by a 16-stage pipeline, with
stage L as the first stage, can be expressed mathematically as:
CRl = E Cijcdi) (95)
This formula assumes a cyclic arrangement of the 16 converter stages, such that
a value of l with —16 < l < 0 would refer to the same physical stage as a value of
/ + 16.
The coefficients for the idealmapping (corresponding to a perfectly calibrated
pipeline) can be calculated if the actual values of all analog components of the
pipeline are known. The coefficient values can be derived from the comparison
between equation (87) and equation (95). It should be stressed that an ideal
mapping does not imply ideal (nominal) analog components, but coefficients that
reflect the actual component values. The following formula again refers to a, cyclic
pipeline arrangement of which the first stage is stage L. The interstage amplifiers
are assumed to belong to the stage at whose input tliej^ are located.
Cjd(cd) V,DAC(cd) (-2)l~'+1
n.=t s.i
(96)
8.12. General Linearity Criterion
Equation (92) correctly predicts the worst-case linearity error of an uncali¬
brated pipeline, under the implicit assumption that all error effects are uncorre¬
lated. This model is realistic for the uncalibrated pipeline only. Once calibration
is started, errors due to imperfect knowledge of DAC levels and interstage gains
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will not he independent, anymore. Actually, it is possible that incorrect gain values
used in the terms of equation (87) would be compensated for by corresponding
adjustments in the values used for the DAC voltages and vice-versa. In order to
perform an error analysis under such circumstances, a more sophisticated lineality
criterion is needed.
First of all, we will define perfect absolute calibration of a pipeline as the
situation in which all terms of the DAC relation implemented by the digital
hardware associated with the pipeline would match the terms of equation (87)
exactly, for any possible combination of comparator output codes. This is the
case when all the coefficients of the pipeline are equal to the ideal coefficients,
defined above (equation (96)).
As opposed to absolute calibration, we will define perfect relative calibration
as the situation in which all terms of the DAC relation implemented by the
digital hardware match the terms of equation (87), except for a possible constant
multiplication factor involving all 48 (16 x 3) values equally, or a constant additive
offset equally involving the three possible values of any one term.
The linearity error of the actual pipeline will be defined as the maximum
difference between any possible sum of 16 values implemented by the digital
hardware, after normalization, and the corresponding sum of 16 terms of the ideal
mapping. The normalization of the actual terms is defined as the multiplication
of the 48 possible values by a constant factor and the addition of a constant offset
to each set of 3 possible values for each term, in such fashion as to most closely
approximate the ideal mapping.
The wording ’’most closely” in this definition is to be interpreted as follows.
It refers to a linear scaling of the terms of the original mapping so as to minimize
the maximum difference between any sum of 16 values implemented by the
actual digital hardware, after normalization, and those implemented by the ideal
mapping (minimax criterion).
The problem with this definition is that in order to determine the linearity
error of a pipeline, the transformation of its mapping to the mapping most closely
matching the ideal mapping (normalization) must first be determined. This is
not straight-forward. Instead, we will determine a mapping that almost satisfies
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that condition, but not quite. We will call this the reference mapping. Since this
is not the most ideal transformation, the result is that the linearity error of the
actual pipeline under consideration will be very slightly over-estimated. This is
of no concern for a worst-case error analysis; the results will only be slightly more
pessimistic than they should be.
The reference mapping is determined as follows. First, the maximum
conversion result CR^lx can be implemented by the actual pipeline is
determined. This can easily be calculated by adding the largest (maximum) values
out of each set of three possible values for each term, which follows from the actual
coefficient values of the pipeline (starting with stage L).
CRact-max E MAX2d=0 Ci(cd) (97)
Similarly, the minimum possible conversion result CR^\n is determined, by adding
the smallest (minimum) values out of each set of three.
l=L-15
CRZl= E
l=L
MIN^0 C,(cd)
(—2)l-/+1
(98)
The difference between CR^lx and CR^Jn defines the digital output range of the
actual pipeline, Ract.
ROCt '"y-15 (MAX2cd=0 Ci(cd) — MIN2d=0 C',(cd))
E |cf(2)-e,(0)|(—2)L-/+1 (99)
If all actual component values (DAC levels and interstage gains) of the
pipeline under consideration were known, the ideal mapping (absolute calibration)
could easily be determined, using equation (87) or (96). For this ideal mapping, the
maximum and minimum conversion result (CR\fiax and CR\ ) can be determined
in a way similar to CR^far and CRa„rr]n. as well as the corresponding digital output
range Rld.
td ,=^15 |qrf(2)-qrf(0)ln 2Lu ( f}\L—i+i
l=L
(100)
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The reference mapping of the actual pipeline is determined by multiplying
each of the 48 possible terms by the normalization constant Ahv = Rtd/Ract.
This operation equalizes the digital output range of the reference mapping to the
digital output range of the ideal mapping. The normalized coefficients Cf that
would correspond to the reference mapping can easily be derived by multiplying
each of the 48 actual coefficients.
CRcd.) = C,(cd) (101)
Unfortunately, this operation does not yet define the additive constants to be
added to each group of three coefficients in order to obtain the best matching
between the reference and ideal mapping. To circumvent this difficulty, the
maximum linearity error will be determined by comparing the two mappings term
by term, on a relative rather than absolute basis.
The maximum linearity error of the mapping implemented by the coefficients
of the pipeline is defined as the sum of the maximum discrepancies associated
with each of the 16 terms. The maximum discrepancy of a term is defined as the
maximum difference between
- the distance between any two different (out of three possible) values of a term
of the actual mapping
- the distance between the corresponding two values of a term of the reference
mapping.
This definition makes the linearity error totally independent of any systematic
scaling or offset in the coefficients of the pipeline, or in the associated terms in
the mapping relation. Symbolically, the maximum linearity error £un of a pipeline
with stage L as the first stage can be written as
l=L-15
£lin — ^ ^ \(C[(i)-C[U))-(C’,d(>) C'/UOL-l-\-1 102)
l—L
This linearity error can be related to the full analog input range B of the
converter (nominally 0.5V for this configuration) in order to determine the relative
linearity error, or the number of effective bits N.
N = log2(i?/(2 eun) (103)
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It should be noted that this definition of effective bits does not include the
possible effect of the intrinsic quantization error. As a result, a perfectly calibrated
pipeline would theoretically have an infinite number of effective bits. In practice
however, this peculiarity is insignificant, since the limiting factor to the eventual
accuracy is usually coefficient errors, and not the quantization error. Still, in
simulations, pipelines with resolutions of 16 bits were sometimes found to calibrate
up to the 17 or 18 bit level.
8.13. Experimental Results
In an attempt to demonstrate the success of accuracy bootstrapping as
a calibration algorithm from a practical point of view, a prototype accuracy-
bootstrapped 16-stage ADC has been developed. The architecture of the chip is
based on the stage presented in this chapter, and will be discussed in detail in
chapter XV. Unfortunately, at the time of this writing, experimental results from
physical measurements were not yet available.
In the meantime, convergence was established using extensive Monte-Carlo
analysis on a digital computer. The operation of the 16 stages was simulated
using a high-level behavioral model, programmed in C. A listing of one of the
programs is included as appendix A. The influence of random gain errors, offsets,
variabilities on DAC levels etc. was simulated using a random number generator,
emulating either a constant probability density of the individual errors within a
certain range (a few % of the input range), or only the two extremes (maximum
positive or negative error).
The particular configuration that was described (nominal interstage gain of -
2, two comparators per stage) was never found to fail calibration to the 15 bit level
or beyond in one iteration involving the 16 stages (one calibration pass, starting
from stage 0 and proceeding to stage 15). This was determined after running more
than 1000 experiments, with different combinations of errors each time.
These experiments were run so that the maximum combined effect of all
errors would not exceed ±25% of the input range for each stage. In other words:
the range of all errors was made sufficiently small, so that the analog signal would
never exceed the maximum out-of-range capability of the next stage (redundancy).
If such conditions were not maintained (e.g. by including errors in excess of 5 or
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10 %), failure to calibrate to the full accuracy would be possible, though this has
not been observed in every case.
Particular combinations of errors and input signals can cause internal signals
that would exceed the range of some amplifiers. In some cases, the calibration can
recover from the over-range condition and still be fairly successful (e.g. 14 bits
final INL). In other cases, recovery does not occur and calibration is completely
disturbed (e.g. 8-10 bits final INL).
Obviously, the Monte-Carlo results must be interpreted with caution. The
fact that no failure of the calibration was observed for this configuration in
this many uncorrelated experiments, determines with almost absolute certainty
that the calibration technique works. In other words: the fact that the pipeline
calibrates itself cannot be a coincidence.
However, since every possible pattern of errors cannot be systematically
simulated, it is not established with absolute certainty that the calibration will
never fail in the presence of limited component errors. (The simplified model of
the 16-stage pipeline is characterized by 16x6 individual component errors; if only
the extremes were considered, this would still result in 296 possible combinations,
which could not each be simulated.)
The same caution would have applied if experimental results from the proto¬
type converter had been available, since a particular prototype only implements
one single combination of component errors. To make things worse, the exact
extent of each possible internal error would have been almost impossible to deter¬
mine accurately.
These considerations suggest further theoretical work, in order to determine
exactly for which subset of the possible error space reliable calibration can be
guaranteed under all circumstances. Such complete analysis has not been included
in this work, since the mathematical equations tend to become very complex and
bulky. However, the foundation for such analysis has been laid in the form of the
linearity criterion, and an intuitive explanation for the convergence, which follows
below.
8.14. Other Configurations
From the simulations, it is clear that the 16-stage pipeline based on the
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stages described in this chapter, exhibits excellent (and in the presence of limited
component errors, almost certainly fail-proof) calibration capability. However,
one could wonder whether higher resolution pipelines (more than 16 stages) could
be calibrated as well. The answer is yes. No fundamental limitation has been
observed to the number of identical stages that can be cascaded, while maintaining
the possibility to use accuracy bootstrapping to calibrate the resulting pipeline to
the limit of its resolution.
Successful calibration to the 23 bit level or beyond has been observed for a
large number of experiments performed on a 24-stage pipeline. That pipeline was
based on the same elementary stage as was used for the 16 stage example of this
chapter. Comparable results were observed for other pipeline lengths, also using
a basic stage with two comparators and a gain of -2.
Similarly, successful experiments (no failure to calibrate) were carried out
with various pipelines of which the basic stage had two comparators and a positive
nominal gain of 2.
Successful calibration has been observed for pipelines with stages that had a.
different number of comparators, or a different gain. However, these results need
a more specific discussion. In all cases, the number of comparators in each stage
was equal to the absolute value of the nominal interstage gain, which we will refer
to with the symbol G. If the nominal analog input range of a stage was 0 to 1,
the comparator reference levels were placed at 1/(2G), 3/(2G), • • • (2G — 1)/(2G).
(One example is the previously discussed stage, with G = 2 and comparator levels
at 0.25V and 0.75V, another example is a three-comparator stage with nominal
reference levels at 0.166V, 0.5Tr and 0.834V).
This particular arrangement of comparator reference levels defines a whole
class of pipelined converters. The arrangement appears to be essential for
the calibration algorithm to be successful. The program listed as appendix A
automatically simulates such configurations, for any value of G, and for positive
or negative gains. Variations of this program were used for most experiments.
The program calculates the linearity of the different reconfigured pipelines during
the calibration, according to the worst-case linearity criterion defined earlier.
In each configuration that fits into the general class modeled by the program.
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the amount of over-range capability is dt1/(26-'). This means that the more
comparators are included per stage, the less robust the calibration will become,
since the error tolerance was determined as
2({£ + e)c^ (104)
This means that for practical implementations of the algorithm, there will
normally be a trade-off between error tolerance and silicon area. Less stages
mean less area, otherwise taken up by the analog portion of the stages and the
digital correction hardware. However, less stages also means more comparators
per stage for a same given resolution, and as a result less error tolerance.
In the first class of converters, it has been observed that the linearity of the
pipelines used during successive calibration cycles keeps increasing monotonously,
as long as the maximum component errors satisfy the condition set by equation
(104). If the cumulative effect of component errors does not satisfy (104), the
monotonicity of the calibration may occasionally be disturbed, or the calibration
may fail altogether.
Several other classes of pipeline configurations have been simulated. One
historically popular’ configuration (except for the calibration, which is novel)
consists of a sequence of stages, each of which has G-f 1 comparators, with reference
levels (nominal range 0 to 1) at 0, 1/G, 2/G\ • • • 1. Such configuration has an over¬
range capability of ±1/2G. Unfortunately, successful calibration in such pipelines
appears to be occasional rather than consistent. In other words: in some cases,
the calibration reaches the required accuracy, but in a significant number of cases
it does not.
Another major difference between this second class of converters and the first
one, is that the linearity of the pipelines used in successive calibration cycles does
not increase monotonously. In other words: a few calibration cycles may result in
increasing linearity (e.g. from the 7 bit level to the 10 bit level), but the linearity
may suddenly fall back to a much lower level (e.g. 8 bits) in the next cycle. This
seems to imply that once in a while, a critical interaction of errors can occur,
which wipes out the increasing accuracy gained up to that point.
As a result, such converter configurations should be considered worthless for
practical or commercial applications. Although we will not give a detailed analysis,
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it, should be mentioned that the failure to always calibrate lias to do with the fact
that there are more DAC levels to identify than in the previous case, and that
their range (largest DAC level minus smallest one) exceeds the nominal input
range of the converter. This can cause unfavorable propagation of errors, which
does not occur in the first class of stages.
Successful calibration using accuracy bootstrapping is also possible in con¬
figurations with a nominal gain that is not an integer value (e.g. 1.9), and a
number of comparators that is less than the integer value closest to the value
of the gain, (such configuration also exhibits redundancy and error tolerance).
This has been observed in a few simulations. However, the number of experi¬
ments was not sufficient in order to determine the precise conditions for successful
calibration. Further research is suggested in this direction, especially since the
use of less comparators (and less coefficient memory) may result in area-efficient
architectures.
8.15. Intuitive Explanation of Convergence
Although not a complete mathematical proof, the following intuitive con¬
siderations may explain how the calibration process manages to gain increasing
overall linearity (as defined by the criterion given above) in pipelines based on the
two-comparator st,age.
1. The calibration process described above compensates for gain errors in the
sample/liold amplifier of each stage.
This is due to the fact that the DAC levels of one stage are measured through
the output amplifier of that stage. If the gain of that amplifier exceeds its
nominal value by a factor /, the analog output of that stage will consistently
be too large, by a factor /. During the measurement of the DAC levels, using
subsequent stages, the values of the DAC levels will be overestimated by a
factor /.
As a result, the new values stored in the digital memory of the stage are
overestimated by a factor / as well. During the next calibration step, the stage
that was just updated, will be the first stage in the measuring pipeline. Its
stored digital values will implement the first term of equation (87). The other
terms are implemented by the following stages. Since all these other terms
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contain the gain of the first stage in their denominator, their initial value
(which assumes nominal rather than actual gain) will be overestimated by a
factor /, thus compensating for the fact that the first term was overestimated.
2. The compensation of errors due to inaccurate comparator switching levels
or inaccurate voltage sources can be explained by the fact that the actual
value of the two voltage sources of each stage are estimated by forming the
difference between two measurements: one of the fixed reference level, and
one of the reference level minus one of the source voltages. We previously
referred to these differences as N\ — N2 and Ni — iV3.
It was demonstrated above that the dominant term in each of these expres¬
sions was the first one, which reflects the coefficients of the first stage of
the measuring pipeline. As a result, the new coefficients of the stage under
calibration will be matched fairly accurately to the coefficients of the first
stage of the calibrating pipeline. This increases the overall linearity of the
next calibrating pipeline, which will use the stage that was just calibrated
as the first stage. This process is repeated in subsequent calibration steps.
A detailed analysis of the phenomenon is rather lengthy and will be omitted
here. However, it could be an important topic for additional research.
8.16. Recycling Converters
It lias been shown how accuracy bootstrapping can be applied to pipelined
converters, consisting of a number of physically different, but nominally identical
stages. Similar principles can be applied to recycling converters, in which the
output of one stage is fed back to the input of the same stage for consecutive
conversion cycles.
This has been verified using simulations. Success rates in recycling converters
even tend to be more favorable than in the corresponding pipelined approaches (at
least for the configurations that do not always reach complete calibration). This
seems consistent with the intuitive perception that one stage has less unknown
components to be identified than a string of stages.
Successful calibration has also been observed in hybrid (partially pipelined)
converters, in which the output of a small pipeline (e.g. 2 or 4 stages) is fed back
to the input, and recycled a few times before applying another external input
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signal.
8.17. Amplifier Non-Linearity
In the given example, accuracy bootstrapping did not attempt to correct
for potential non-linearity errors in the gain of the sample/hold amplifiers. This
limits the maximum increase in overall accuracy that can be gained in practical
applications, since even precision amplifiers always exhibit a finite amount of gain
non-linearity.
However, it seems possible to apply a more elaborate scheme of accuracy
bootstrapping in pipelined A/D converters, which would correct for gain non¬
linearity as well. The scheme could use either a piece-wise linear or polynomial
approximation for the actual sample/hold gain, as described in chapter VI.
However, additional research would be needed in order to properly demonstrate
convergence (increasing linearity as the calibration progresses), and in order to
determine an optimal hardware organization.
8.18. Practical Implementation
The calibration of a pipelined converter requires the use of a controller,
which generates appropriate configuration and block operation control signals.
Realization of the different configurations is fairly straight-forward since during
calibration, the pipeline is always configured in a cyclic fashion, with the output
of the last stage feeding back into the input of the first one. the only thing the
controller needs to do, is determine which stage is currently being calibrated. The
stage in question breaks the ring formed by the different cascaded stages, since its
output is disabled and replaced by the reference voltage.
Updating the coefficients within each stage can be achieved relatively easily
for the stages described above (coefficients stored within the stage). However,
in some applications, it may be desirable to implement them in an external
digital machine, for instance when that machine (e.g. micro-processor) is available
anyway as part of a larger framework that uses the A/D converter. The output
codes from the comparators of each stage are then considered the outputs of
the A/D converter, and the necessary digital circuitry that would otherwise
implement the digital memory, adder and multipliers, can be eliminated. The
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initial calibration (system identification, determination of the coefficients), as well
as the compensation (implementation of equation (85)) can be performed within
the external machine.
The controller could theoretically be implemented by that same machine,
but this solution is often impractical due to the large number additional external
connections (control lines) to the converter. If the converter is implemented
as an integrated circuit, each line would normally require a separate bond-pad.
Of course, multiplexing schemes could alleviate this problem, but at the price
of additional circuit complexity, which might outweigh the complexity of an
integrated controller.
8.19. Conclusion
In this chapter, a particular pipelined ADC architecture was described, in
which accuracy bootstrapping has been observed to yield dramatic improvements
in overall linearity. A detailed discussion of the stages was made. A step-
by-step description of the calibration algorithm was given. The experimental
methodology used to simulate this and similar architectures was described. In
particular, a criterion for the overall non-linearity of the converter was derived.
Simulation results and apparent trends and conclusions were discussed. A few
additional considerations relating to recycling converters, possible non-linearity
compensation and practical implementation of the controller were made.
