Abstract: Determining the method by which a protein thermodynamically folds and unfolds in threedimension is one of the most complex and least understood problems in modern biochemistry. Misfolded proteins have been recently linked to diseases including Amyotrophic Lateral Sclerosis and Alzheimer's disease. Because of the large number of parameters involved in defining the tertiary structure of proteins, based on free energy global minimisation, we have developed a new Divide and Conquer (DAC) Extended Genetic Algorithm. The approach was applied to explore and verify the energy landscape of protein chymotrypsin inhibitor-2.
INTRODUCTION
At this time, the folding and unfolding processes as well as intermediate stages are not completely available for most proteins (Yap and Cosic 1999) . Therefore, it is very important that we choose a relatively simple protein that is very well known so that it can be used as a model to test our Genetic Algorithm (GA). Chymotrypsin inhibitor-2 (CI-2) is one of the select few proteins with a known foldingunfolding process and structure (Jackson and Fersht 1991) . CI-2 is a serine protease inhibitor found in barley seeds. CI-2 has been found to have one of the simplest known folding pathways partly due to the fact that it lacks disulfide bonds. It folds in a two-step procedure, with no intermediate stages present to complicate the necessary computations; hence, deficiency of these states allows computer simulations to run smoothly due to a reduced number of free energy minima. At the transition state, it is believed that the central α-helix and the β-sheets have been folded, while the ends of the protein remain unfolded.
The optimisation capabilities of our GA are used to help us minimise the free energy of intramolecular interactions within the protein. We have chosen to use three energy representations of these interactions that are directly linked to tertiary structure of proteins. The interactions are dihedral angles, Lenard Jones (LJ) energies of attraction and the effects of entropy and temperature on free energy. Each of these interactions is represented mathematically by known formula and minimised by our GA. The reason for minimisation is due to the fact that proteins fold at their lowest state of free energy (Ogura et al. 2003) . Figure 1 illustrates the change in free energy as a protein folds and unfolds. An increase in free energy will cause proteins to unfold. However, the large amount of parameters needed to specify free energy is one of the main difficulties encountered when attempting to apply the GA to the protein CI-2.
A significant number of optimisation programs using GAs have been previously used to predict the secondary and tertiary structures of proteins. These programs mainly focus on a particular characteristic of proteins such as dihedral energy interactions and the hydrophobic-hydrophilic properties of amino acids. Some GAs use a pre-produced library of possible tertiary structures as the building blocks, which are then mutated and recombined to make a whole new structure that is evaluated by a fitness function. In addition, different methods of fitness, recombination, mutation and reproduction have been implemented in our algorithm (Hoque et al. 2005; Song et al. 2005; Hiroyasu et al. 2003) .
GENETIC ALGORITHM OPTIMISATION
A GA is a guided random search technique that is used to obtain solutions to global optimisation problems. This technique is bioinspired by steps in the natural science of genetics. The search begins with a random population of suitable individuals, each encoded by a chromosome of strings, trees, binary or other codes (Day et al. 2003) . A fitness function must be defined in the program so that the quality of each possible individual solution can be determined. This allows the GA to move away from less fit solutions and towards the most optimal ones (Wang et al. 1994) . Once the fitness of each individual is determined, the selection process begins. To create members for the next generation, individuals from the current generation are selected on the basis of their fitness. Individuals with higher fitness usually have a higher probability of being selected; thus, ensuring that solutions do not get stuck in a local optimum (Lin et al. 2005) . To keep the population of possible solutions diverse, GAs implement recombination of a selected random pair of individuals. A crossover point is randomly chosen, and the two individuals are recombined by swapping segments of their codes to form two new members for the next generation. This process continues until the next generation has a full population of individuals. After recombination, mutation of some of the weak members occurs with small probability, ensuring that the GA explores a wider fitness landscape. The process of mutation involves a random change of genes in the chromosomes of some of the individuals. The GA continues to select, determine fitness, recombine and mutate each generation of individuals until a global solution is found. These traits make the GA a very effective optimisation technique for free energies involved in protein folding. The ability to work with a population of simultaneous possible solutions instead of just one solution makes the GA an effective tool to determine three-dimensional protein structure.
Extended Genetic Algorithm
The Extended Genetic Algorithm (EGA) is a modification of the basic GA to serve as a more suitable tool for protein folding optimisation. In this algorithm, multiple and swapping mutations as well as multiple recombination are used and all the parameters involved are annealed. Annealed parameters simply mean that the rates of recombination and mutation gradually diminish as each generation of individuals is created. At the beginning of a run, the algorithm must perform a wide and thorough search of the free energy landscape being optimised, so that it can locate all the minima and then converge to the global minimum. Once the algorithm starts to converge towards the global minimum, there is no more need for so much recombination and mutation. So we reduce the rates at which this happens to reduce the computational time and get a more accurate convergence. The code is also designed in such a way that certain elite individuals who are chosen by the algorithm can be reproduced into the next generation.
Divide and Conquer Extended Genetic Algorithm
Unlike previous work using the GA, we are developing an algorithm that will take into account all significant energy interactions such as dihedral angles using explicit objective fitness, LJ forces (attractive forces) using implicit subjective fitness and repulsive forces. Objective fitness judges individuals in the GA using solely an explicit mathematical formula. Subjective fitness involves a mathematical formula, but, in addition, the individuals are examined by experts who determine which individuals are fit according to their judgement. We also account for temperature and entropy in the algorithm by co-evolving the GA free energy fitness. To deal with the complexity of the problem and the large number of parameters, the concept of divide and conquer has been applied to our algorithm. This concept subdivides the protein-folding problem into simpler related problems. The Divide and Conquer Extended Genetic Algorithm (DAC-EGA) divides the problem into three different modules, each of which uses its own GA and deals with one of the three significant energy interactions we take into account. Figure 2 portrays the DAC-EGA, displaying the details of our divisions. The first module minimises the energy interactions of dihedral angles, using matrices to encode individuals representing torsion angles as parameters and an objective fitness function. The second module minimises the LJ energy of attraction, using binary strings to encode individuals, denoting relative positions and a subjective fitness function. The final module deals with the effects that entropy and temperature have on energy. All of these modules use reproduction, recombination and mutation of individuals in order to search the free energy landscape. The modules are all annealed so that the rates of recombination and mutation are decreased since their impact is not as crucial when the solutions converge to the global minimum. In the future, improving the efficiency and accuracy of the DAC-EGA will facilitate the study and understanding of the folding and unfolding processes of unknown proteins.
COMPUTATIONAL ANALYSIS

Algorithm parameters
DAC-EGA includes new annealed rates of reproduction, recombination and mutation. These rates were based on the exponential and Poisson equations. The exponential equation is inspired by the relationship between the temperature and the hardness of a metal being annealed (Fig. 3) . Similar relationships were implemented for the number of generations and rate of the operators in the EGA and DAC-EGA. As the number of generations increase and the population moves closer to the solution, there is less need for recombination and mutation. In the case of the reproduction operator, the inverse of this relationship was used. As the population approaches the solution, it is most beneficial to reproduce a larger percentage of the fittest individuals so that they will converge easily. As mentioned earlier, recombination and mutation were also used. The number of tested individuals in the population was 100, and we used them to successfully optimise a function of approximately 12 variables that represent 12 amino acids from a small segment of the protein.
PRELIMINARY COMPUTATIONAL RESULTS
It was found that the number of members in the initial population directly affects the performance of the algorithm. A small initial population does not provide an extensive search space, so it increases the chance of being limited to a local optimum. In contrast, increasing the number of individuals in the initial population expands the search space that greatly improves the chances of finding a global optimum. The EGA effectiveness was demonstrated by optimising sets of simple functions of n variables. For the purpose of visual representation, we show our data for the optimisation of two variables as illustrated in Figure 4 . The initial population is scattered near the surface to be maximised.
As the EGA performs a finite number of iterations, the population starts to converge towards the global optimum. Figure 5 shows the correctly converged population after 50 iterations.
DAC-EGA CI-2 results
The DAC-EGA was found to be most effective when the attached optimisation results were obtained via a cus- tomised MATLAB program. It begins by generating a suitable binary-coded population. During the selection phase, the program chooses the elite members of each generation, objectively or subjectively, on the basis of their fitness rank and then recombines them with other randomly chosen common members. The EGA modifies the above by incorporating iteration-dependent annealed rates. Also at the extended recombination phase, the elite members combine with three or more randomly chosen individuals in order to promote improvement for the next generation. This process repeated itself 1,000 times, and showed that it takes enough generations to correctly converge the individuals to the global minimum. 
Dihedral angles
Dihedral angles are angles made by a group of molecules relative to one another in three-dimensional space. In this module, we used a formula that relates free energy to the dihedral and torsion angles of molecules. In our function, ϕ represents the variable (angle) we are trying to minimise and ϕ 0 the average angle for the variable that has been determined experimentally. When minimising this energy function along with 12 other variables like we did using our GA, we obtain one possible value for each of those variables. The obtained value represents the angle of the corresponding variable that yields the lowest free energy in the presence of the other variables. That is how this module measures fitness objectively, by solely using the formula. These data will ultimately map into a structure in combination with the other two modules. The DAC-EGA successfully minimised the dihedral energy function (Equation (1) already known (experimentally determined) data for CI-2. Figures 6-9 show the energy surface for the first two variables (dihedral angles of CI-2) and how the initial population of the algorithm converges after it runs through 1,000 iterations (Nakashima et al. 2005) .
Lenard Jones
The second module deals with LJ energies. These are the energies of attraction between different molecules in the protein chain. This algorithm deals with LJ energies of attraction by using the formula as in Equation (2). This formula works with relative distances (inÅ) between atoms. In this formula, σ represents the distance for a certain variable that will give a minimum amount of energy in the presence of the other variables, and r represents the average distance between two molecules in a chain (0.5 nm), which we have kept constant in the function. This module focuses on the minimisation of the relative positions between certain amino acids that are attracted to each other. We use the LJ function as a fitness function as well as the judgment of an expert who could help us determine which solutions are fit and which are not. The graphs (Figs. 10 and 11) show the LJ energy function for the first two amino acids to which attractive energy was applied. The obtained solutions were in agreement with experimental data, which show that this information and the information obtained above could be combined and interpreted to develop a three-dimensional structure of the protein.
Entropy
In the third module, we took entropy into account, and examined the effect it had on the free energy of the protein.
Entropy and temperature affect the free energy of a protein as described by the following relation: 
Figure 12
This plot illustrates that exposing the protein to high temperatures will increase the entropy of the protein, as well as free energy, and the protein will denature as a result.
where G indicates free energy; E, total energy; T, temperature; and S, entropy. Our experiments used an evolved formula that follows the basic principles of protein folding to represent entropy (S).
where Q max indicates maximum number of contacts possible (amino acids at a distance of ≤0.5-nm apart); Q, number of contacts at a particular state. Experimentally, it has been determined that CI-2 is halffolded at a temperature of 350 K. The graph in Figure 12 shows the effect that temperature has on the entropy, and the decrease in free energy.
When this protein is exposed to high temperatures, it denatures, and therefore has no native contacts (S = 0); this means that TS will not affect the free energy of the protein. This module uses a co-evolved fitness function, which means that the function itself changes depending on the conditions of the protein. As the temperature decreases, the protein starts to fold. As a result, the value of S starts to increase, and this in turn decreases the free energy of the protein because the TS component of the equation is being subtracted from the total energy of the protein as shown in Figure 12 .
CONCLUSIONS
The DAC-EGA proved to be a very effective tool for the global optimisation of multiple energy parameters in the three-dimensional structure of CI-2 protein. The solution concept of divide and conquer simplified our problem greatly because this approach greatly reduced the number of parameters taken into account simultaneously. This was augmented by integrating new concepts such as annealing, multiple and swapping mutations, multiple recombination and reproduction, as well as objective, subjective and evolved fitness descriptions. DAC-EGA was successful in realistic large multivariable protein structure optimisation based on objective, subjective and evolved free energy. Our GA optimises sets of variables simultaneously but it can be further expanded, which will be very promising, especially when applied towards larger proteins. The structure of CI-2 has already been determined, so we verified our results to be correct within an acceptable error margin. The number of variables in the algorithm can be increased to however as many needed as possible, hence it can be applied to proteins with large structures. The DAC-EGA can be used as an optimisation tool to extract important information such as optimal angles and relative distances between molecules in a folded protein. Correctly interpreting this information will allow us to map the tertiary structure of important proteins that are not well known today, as well as link various diseases to protein mis-folding (Buj and Sundarraj 2005) .
