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Kernel identities for van Diejen’s q-difference operators and
transformation formulas for multiple basic hypergeometric series
Yasuho Masuda ∗
Department of Mathematics, Kobe University
Abstract
In this paper, we show that the kernel function of Cauchy type for type BC intertwines the
commuting family of van Diejen’s q-difference operators. This result gives rise to a transforma-
tion formula for certain multiple basic hypergeometric series of type BC. We also construct a
new infinite family of commuting q-difference operators for which the Koornwinder polynomials
are joint eigenfunctions.
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1 Introduction
In the theory of Macdonald polynomials of type A, the kernel function of Cauchy type has been
used to derive various important properties of Macdonald polynomials [7, 11, 14]. Kajihara’s
Euler transformation formula for multiple basic hypergeometric series can also be regarded as an
application of the kernel function of Cauchy type [6].
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Recently, Y. Komori, M. Noumi and J. Shiraishi in [8] introduced the kernel function Φ(x; y|q, t)
of type BC in the variables x = (x1, . . . , xm) and y = (y1, . . . , yn) relevant to Koornwinder poly-
nomials. The kernel function Φ(x; y|q, t) satisfies the following q-difference equation:
〈t〉Dx1Φ(x; y|q, t)− 〈t〉D˜y1Φ(x; y|q, t) = 〈tm〉〈t−n〉〈α2tm−n−1〉Φ(x; y|q, t), (1.1)
where α =
√
abcd/q and 〈z〉 is the multiplicative notation for trigonometric function
〈z〉 = z 12 − z− 12 = −z− 12 (1− z). (1.2)
In this identity, Dx1 is the Koornwinder q-difference operator in the x variables
Dx1 =
m∑
i=1
Ai(x)(Tq,xi − 1) +
m∑
i=1
Ai(x
−1)(T−1q,xi − 1), (1.3)
Ai(x) =
〈axi〉〈bxi〉〈cxi〉〈dxi〉
〈x2i 〉〈qx2i 〉
∏
1≤j≤m
j 6=i
〈txixj〉〈txix−1j 〉
〈xixj〉〈xix−1j 〉
, (1.4)
Tq,xif(x1, . . . , xi, . . . , xm) = f(x1, . . . , qxi, . . . , xm), (1.5)
and D˜y1 denotes the Koornwinder operator in the y variables with the parameters (a, b, c, d) replaced
by (
√
tq/a,
√
tq/b,
√
tq/c,
√
tq/d). In this paper, we show that Φ(x; y|q, t) intertwines the whole
commuting family of van Diejen’s q-difference operators, which includes the Koornwinder operator
as the first member.
In Subsection 2.1, we recall some basic facts on van Diejen’s q-difference operators. We also
state our main result in Subsection 2.2 and prove it in Subsection 2.3. In the proof of the main
result, we show a rational function identity of x variables and y variables. By using a method
of principal specialization, from this identity we derive two types of transformation formulas for
multiple q-series (Theorem 3.1 and Theorem 3.3) in Section 3. Theorem 3.3 recovers one of the
C type transformation formulas, due to H. Rosengren [19]. In Section 4, from the special case of
Theorem 3.1, we construct a family of explicit q-difference operators of “row type” for which the
Koornwinder polynomials are the eigenfunctions.
Throughout the present paper, we assume that the base q is a complex number such that
0 < |q| < 1. We also assume that a, b, c, d, q, t are generic complex numbers. We use the notation of
fractional powers aκbλ · · · xµ · · · of multiplicative variables a, b, . . . x, . . . as an conventional notation
exp(κA+ λB + · · ·µx+ · · · ) under a parametrization a = exp(A), b = exp(B), . . . , x = exp(X), . . .
by additive variables A,B, . . . ,X, . . ..
2 Kernel identity of Cauchy type
2.1 Van Diejen’s q-difference operators
In this subsection, we recall some basic properties of the family of van Diejen’s q-difference opera-
tors. For further details, we refer the reader to [2, 3, 4, 8, 9].
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The family of van Diejen’s q-difference operators {Dxr (a, b, c, d|q, t)}mr=0 in the variables x is
defined as follows:
Dxr := D
x
r (a, b, c, d|q, t) =
∑
I⊂{1,...,m}
0≤|I|≤r
ǫi=±1(i∈I)
VǫI,Ic(x)UIc,r−|I|(x)T
(I,ǫ)
q,x , (2.1)
VǫI,J(x) =
∏
i∈I
〈axǫii , bxǫii , cxǫii , dxǫii 〉
〈x2ǫii , qx2ǫii 〉
∏
i,j∈I
i<j
〈txǫii x
ǫj
j , tqx
ǫi
i x
ǫj
j 〉
〈xǫii x
ǫj
j , qx
ǫi
i x
ǫj
j 〉
∏
i∈I
j∈J
〈txǫii x±1j 〉
〈xǫii x±1j 〉
, (2.2)
UJ,r(x) =
∑
I⊂J
|I|=r
δi=±1(i∈I)
(−1)r
∏
i∈I
〈axδii , bxδii , cxδii , dxδii 〉
〈x2δii , qx2δii 〉
∏
i,j∈I
i<j
〈txδii x
δj
j , qx
δi
i x
δj
j /t〉
〈xδii x
δj
j , qx
δi
i x
δj
j 〉
∏
i∈I
j∈J\I
〈txδii x±1j 〉
〈xδii x±1j 〉
, (2.3)
where Ic = {1, . . . ,m} \ I and T (I,ǫ)q,x =
∏
i∈I T
ǫi
q,xi . We also used the shorthand notation
〈z1, . . . , zk〉 = 〈z1〉 · · · 〈zk〉, 〈zw±1〉 = 〈zw, zw−1〉. (2.4)
We will use the following notation of q-shifted factorial in this paper:
〈z〉q,l =
l∏
i=1
〈qi−1z〉 = (−1)lq− 12(l2)z− l2 (z; q)l (l = 0, 1, 2, . . .), (2.5)
where (z; q)l =
∏l
i=1(1 − qi−1z). For these two types of q-shifted factorials, we use the shorthand
notation as
〈z1, . . . , zk〉q,l =
∏
1≤i≤k
〈zi〉q,l, 〈zw±1〉q,l = 〈zw〉q,l〈zw−1〉q,l, (2.6)
(z1, . . . , zk; q)l =
∏
1≤i≤k
(zi; q)l, (zw
±1; q)l = (zw; q)l(zw
−1; q)l. (2.7)
Let w(z) and v(z) denote the following rational functions, respectively:
w(z) =
〈az, bz, cz, dz〉
〈z2, qz2〉 , v(z) =
〈tz〉
〈z〉 . (2.8)
Then VǫI,J(x), UJ,r(x) are also expressed as
VǫI,J(x) =
∏
i∈I
w(xǫii )
∏
i,j∈I
i<j
v(xǫii x
ǫj
j )v(qx
ǫi
i x
ǫj
j )
∏
i∈I
j∈J
v(xǫii x
±1
j ), (2.9)
UJ,r(x) =
∑
I⊂J
|I|=r
δi=±1(i∈I)
(−1)r
∏
i∈I
w(xδii )
∏
i,j∈I
i<j
v(xδii x
δj
j )v(q
−1x−δii x
−δj
j )
∏
i∈I
j∈J\I
v(xδii x
±1
j ), (2.10)
where v(xix
±1
j ) means v(xixj) · v(xix−1j ).
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Let Wm be the Weyl group of type BCm acting on the Laurent polynomials in the variables
x = (x1, . . . , xm) through the permutations of the indices and the inversions of the variables.
Under the assumption that a, b, c, d, q, t are generic, for each partition λ = (λ1, . . . , λm) there exists
a unique Wm-invariant Laurent polynomial Pλ(x) = Pλ(x; a, b, c, d|q, t), called the Koornwinder
polynomial attached to λ, satisfying the following conditions [3].
(1) Pλ(x) is expanded by the orbit sums mµ(x) =
∑
ν∈W.µ x
ν as
Pλ(x) = mλ(x) +
∑
µ<λ
cλµmµ(x), (2.11)
where cλµ ∈ C and < means the dominance ordering of the partitions.
(2) Pλ(x) is a joint eigenfunction of van Diejen’s q-difference operators D
x
r :
DxrPλ(x) = Pλ(x)er(αt
ρmqλ;α|t), (2.12)
where ρm = (m−1, . . . , 1, 0) and er(x;α|t) are the interpolation polynomials of column type defined
by
er(x;α|t) =
∑
1≤i1<···<ir≤m
e(xi1 ; t
i1−1α)e(xi2 ; t
i2−2α) · · · e(xir ; tir−rα) (2.13)
=
∑
1≤i1<···<ir≤m
e(xi1 ; t
m−i1−r+1α)e(xi2 ; t
m−i2−r+2α) · · · e(xir ; tm−irα), (2.14)
e(z;w) = 〈zw〉〈zw−1〉 = z + z−1 − w − w−1. (2.15)
Note that er(x;α|t) is Wm-invariant and satisfies the following interpolation property (See [8]): For
any partition µ 6⊃ (1r),
er(αt
ρmqµ;α|t) = 0. (2.16)
2.2 Main result
We recall the definition of the kernel function Φ(x; y|q, t) of Cauchy type associated with the root
systems of type BC in the variables x = (x1, . . . , xm) and y = (y1, . . . , yn). The kernel function
Φ(x; y|q, t) is defined as a solution of the following linear q-difference equations:
Tq,xiΦ(x; y|q, t) = Φ(x; y|q, t)
∏
1≤l≤n
e(
√
q/txi; yl)
e(
√
tqxi; yl)
(1 ≤ i ≤ m), (2.17)
Tq,ykΦ(x; y|q, t) = Φ(x; y|q, t)
∏
1≤j≤m
e(
√
q/tyk;xj)
e(
√
tqyk;xj)
(1 ≤ k ≤ n). (2.18)
Such a Φ(x; y|q, t) is a multiple of the function
Φ0(x; y|q, t) = (x1 · · · xm)nγ
∏
1≤i≤m
1≤k≤n
(
√
tqxiy
±1
k ; q)∞
(
√
q/txiy
±1
k ; q)∞
, (2.19)
by a q-periodic function with respect to all the variables x and y. Here (z; q)∞ =
∏∞
i=0(1−qiz) and
γ is a complex number such that qγ = t. We note that four types of explicit formulas for kernel
function of Cauchy type including Φ0(x; y|q, t) are introduced in [8].
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For any integer l, let e(z;w)q,l be the q-shifted factorial of type BC with base point w defined
by
e(z;w)q,l =
e(z;w)e(z; qw) · · · e(z; q
l−1w) (l ≥ 0),
1
e(z; qlw)e(z; ql+1w) · · · e(z; q−1w) (l < 0).
(2.20)
We also define a generating function of Dxr and that of D˜
y
r by
Dx(u) := Dx(u; a, b, c, d|q, t) =
m∑
r=0
(−1)rDxr e(u;α)t,m−r , (2.21)
D˜y(u) := Dy(u; a˜, b˜, c˜, d˜|q, t) =
n∑
r=0
(−1)rD˜yr e(u; α˜)t,n−r, (2.22)
where (a˜, b˜, c˜, d˜) = (
√
tq/a,
√
tq/b,
√
tq/c,
√
tq/d), so α˜ = t/α. We also denoted Dyr (a˜, b˜, c˜, d˜|q, t)
by D˜yr . For any function f(z) = f(z; a, b, c, d) depending on the parameters (a, b, c, d), we write
f˜(z) = f(z; a˜, b˜, c˜, d˜). Then we have the following theorem.
Theorem. 2.1. The kernel function Φ(x; y|q, t) intertwines the q-difference operator Dx(u) in the
x variables with the q-difference operator D˜y(u) in the y variables:
Dx(u)Φ(x; y|q, t) = e(u;α)t,m−nD˜y(u)Φ(x; y|q, t). (2.23)
We call this equation a kernel identity of Cauchy type.
A proof of this theorem will be given in the next subsection. We now give some remarks related
to Theorem 2.1. Firstly, it is known that Theorem 2.1 in the case of n = 0 holds. Namely, the
constant function 1 is the eigenfunction of van Diejen’s q-difference operators [3]:
Dx(u) · 1 = e(u;α)t,m. (2.24)
We will use this fact as the starting point of our proof. It is also known by [8] that
m∑
r=0
(−1)rer(x;α|t)e(u;α)t,m−r =
m∏
i=1
e(u;xi). (2.25)
In general, for any partition λ we have
Dx(u)Pλ(x) = Pλ(x)
m∏
i=1
e(u;αtm−iqλi). (2.26)
Secondly, comparing the coefficient of e(u;α)t,m−1 in the left-hand side of (2.23) with that in
the right-hand side, we obtain (1.1). In fact, the q-Saalschu¨tz sum gives the transformation formula
for the base points of the q-shifted factorials of type BC:
e(w; b)t,l =
∑
0≤r≤l
(−1)r
[
l
r
]
t
e(t
1
2
(l−1)b; t
1
2
(1−l)/a)t,re(w; a)t,l−r , (2.27)
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[
l
r
]
t
= (−1)r 〈t
−l〉t,r
〈t〉t,r . (2.28)
It follows from this formula that
e(u;α)t,m−ne(u; t/α)t,n−k
=
∑
0≤l≤n−k
(−1)l
[
n− k
l
]
t
e(t
1
2
(n−k+1)/α; t
1
2
(1+n−2m+k)/α)t,le(u;α)t,m−k−l. (2.29)
Comparing the coefficients of e(u;α)t,m−r in the both sides of (2.23), we have
DxrΦ(x; y|q, t) =
r∑
k=0
D˜yk
[
n− k
r − k
]
t
e(t
1
2
(n−k+1)/α; t
1
2
(1+n−2m+k)/α)t,r−kΦ(x; y|q, t). (2.30)
The formula (2.30) for r = 1 recovers the result (1.1) of [8].
2.3 Proof of the main result
It is enough to show the case where m ≥ n ≥ 0. The identity (2.23) is equivalent to
Φ(x; y|q, t)−1Dx(u)Φ(x; y|q, t) = Φ(x; y|q, t)−1D˜y(u)Φ(x; y|q, t)e(u;α)t,m−n . (2.31)
Regarding this as a rational function identity of the variable yn, we prove it by computing the
residues and the limits as yn →∞.
The generating function Dx(u) is expanded as
Dx(u) =
∑
I⊂{1,...,m}
ǫi=±1(i∈I)
(−1)|I|VǫI,Ic(x)UIc(u;x)T (I,ǫ)q,x , (2.32)
UJ(u;x) =
∑
I⊂J
δi=±1(i∈I)
e(u;α)t,|J |−|I|
∏
i∈I
w(xδii )
∏
i,j∈I
i<j
v(xδii x
δj
j )v(q
−1x−δii x
−δj
j )
∏
i∈I
j∈J\I
v(xδii x
±1
j ). (2.33)
Similarly, we expand D˜y(u). We also define the rational function F (z;w) in the variables z =
(z1, . . . , zr) and w = (w1, . . . , ws) by
F (z;w) =
∏
1≤i≤r
1≤k≤s
e(
√
q/tzi;wk)
e(
√
tqzi;wk)
. (2.34)
For any subset I = {i1, . . . , ir} ⊂ {1, . . . ,m}, |I| = r and signs ǫi = ±1(i ∈ I), we write xǫI =
(x
ǫi1
i1
, . . . , x
ǫir
ir
). Then, (2.31) is expressed as∑
I⊂{1,...,m}
ǫi=±1(i∈I)
(−1)|I|VǫI,Ic(x)UIc(u;x)F (xǫI ; y)
= e(u;α)t,m−n
∑
K⊂{1,...,n}
ǫk=±1(k∈K)
(−1)|K|V˜ǫK,Kc(y)U˜Kc(u; y)F (yǫK ;x).
(2.35)
6
We prove this identity by induction on n, starting with (2.24) of the case n = 0. We assume that
our identity holds when the number of y variables is less than n.
Firstly, we consider the residues of the both sides as meromorphic functions in yn. The left-hand
side of (2.35) may have the poles at
yn =
√
tqx±1i ,
1√
tq
x±1i (1 ≤ i ≤ m). (2.36)
On the other hand, there may be the poles at
yn =
√
tqx±1i ,
1√
tq
x±1i (1 ≤ i ≤ m), ±1, ±q1/2,
± q−1/2, y±1k , qy±1k , q−1y±1k (1 ≤ k ≤ n)
(2.37)
in the right-hand side. However, we can check by direct calculation that the points other than
yn =
√
tqx±1i ,
1√
tq
x±1i (i = 1, . . . ,m) are apparent singular points. Since (2.35) is invariant under
the inversions and permutations for x and y, we have only to analyze the residue at the point
yn =
√
tqxm.
In the left-hand side, the term indexed by (I, ǫ) has a pole at yn =
√
tqxm if and only if m ∈ I
and ǫm = 1. Note that
F (xǫI′ ;
√
tqxm) =
∏
i∈I′
〈qxmxǫii , txm/xǫii 〉
〈tqxmxǫii , xm/xǫii 〉
=
∏
i∈I′
v(xmx
−ǫi
i )
v(qxmx
ǫi
i )
, (2.38)
where I ′ = I \ {m}. Thus it follows that the residue is equal to
−
√
t〈axm, bxm, cxm, dxm〉(
√
tq −
√
q/t)xm
〈x2m, tqx2m〉
∏
1≤j≤m−1
v(x±1j xm)
· F (xm; y′)× (l.h.s. for the case of (x′; y′)), (2.39)
where x′ = (x1, . . . , xm−1) and y
′ = (y1, . . . , yn−1).
In the right-hand side, the term indexed by (K, ǫ) cannot have a pole at yn =
√
tqxm unless
n ∈ K and ǫn = −1. The corresponding residue is equal to
−
√
t〈axm, bxm, cxm, dxm〉(
√
tq −√q/t)xm
〈x2m, tqx2m〉
∏
1≤j≤m−1
v(x±1j xm)
· F (xm; y′)× (r.h.s. for the case of (x′; y′)). (2.40)
Therefore it follows from the induction hypothesis that the residues of the both sides at the point
yn =
√
tqxm are equal.
Next, we calculate the limits of the both sides as yn →∞. It is easy to check
lim
yn→∞
(l.h.s.) = (l.h.s. for the case of (x; y′)). (2.41)
We consider the limit of the individual terms of the right-hand side in the following three cases:
(i) n ∈ K and ǫn = 1, (ii) n ∈ K and ǫn = −1, (iii) n /∈ K.
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By direct calculation, we can check in the case (i) and (ii) respectively as follows:
lim
yn→∞
∑
n∈K
ǫn=1
(−1)|K|V˜ǫK,Kc(y)U˜Kc(u; y)F (yǫK ;x)

= −α˜tn−m−1
∑
K ′⊂{1,...,n−1}
ǫk=±1(k∈K
′)
(−1)|K ′|V˜ǫK ′,K ′c(y′)U˜K ′c(u; y′)F (yǫK ′ ;x), (2.42)
lim
yn→∞
 ∑
n∈K
ǫn=−1
(−1)|K|V˜ǫK,Kc(y)U˜Kc(u; y)F (yǫK ;x)

= −α˜−1tm−n+1
∑
K ′⊂{1,...,n−1}
ǫk=±1(k∈K
′)
(−1)|K ′|V˜ǫK ′,K ′c(y′)U˜K ′c(u; y′)F (yǫK ′ ;x). (2.43)
In the case (iii), we divide the sum
U˜Kc(u; y) =
∑
L⊂Kc
δk=±1(k∈L)
e(u; α˜)t,|Kc|−|L|
∏
k∈L
w˜(yδkk )
∏
k,l∈L
k<l
v(yδkk y
δl
l )v(q
−1y−δkk y
−δl
l )
∏
k∈L
l∈Kc\L
v(yδkk y
±1
l )
(2.44)
into the three groups of terms as
(a) n ∈ L and δn = 1, (b) n ∈ L and δn = −1, (c) n /∈ L.
Combining the limits of these three cases, we obtain
lim
yn→∞
(∑
n/∈K
(−1)|K|V˜ǫK,Kc(y)U˜Kc(u; y)F (yǫK ;x)
)
= (u+ u−1)
∑
K ′⊂{1,...,n−1}
ǫk=±1(k∈K
′)
(−1)|K ′|V˜ǫK ′,K ′c(y′)U˜K ′c(u; y′)F (yǫK ′ ;x). (2.45)
From (2.42), (2.43) and (2.45), it follows that
lim
yn→∞
(r.h.s.) = (r.h.s. for the case of (x; y′)), (2.46)
and hence we complete the proof of Theorem 2.1.
Replacing (q, t) by (t, q), the formula (2.35) can be rewritten explicitly as follows.
Theorem. 2.2. Given two sets of variables x = (x1, . . . , xm) and y = (y1, . . . , yn), the following
identity holds:
∑
I⊂{1,...,m}
ǫi=±1(i∈I)
(
(−1)|I|
∏
i∈I
〈axǫii , bxǫii , cxǫii , dxǫii 〉
〈x2ǫii , tx2ǫii 〉
∏
i,j∈I
i<j
〈qxǫii x
ǫj
j , tqx
ǫi
i x
ǫj
j 〉
〈xǫii x
ǫj
j , tx
ǫi
i x
ǫj
j 〉
∏
i∈I
j∈Ic
〈qxǫii x±1j 〉
〈xǫii x±1j 〉
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∑
J⊂Ic
δi=±1(i∈J)
(
e(u;
√
q/tα)q,|Ic|−|J |
∏
i∈J
〈axδii , bxδii , cxδii , dxδii 〉
〈x2δii , tx2δii 〉
∏
i,j∈J
i<j
〈qxδii x
δj
j , tx
δi
i x
δj
j /q〉
〈xδii x
δj
j , tx
δi
i x
δj
j 〉
·
∏
i∈J
j∈Ic\J
〈qxδii x±1j 〉
〈xδii x±1j 〉
) ∏
i∈I
1≤k≤n
e(
√
t/qxǫii ; yk)
e(
√
tqxǫii ; yk)
)
= e(u;
√
q/tα)q,m−n
∑
K⊂{1,...,n}
ǫk=±1(k∈K)
(
(−1)|K|
∏
k∈K
〈√tqyǫkk /a,
√
tqyǫkk /b,
√
tqyǫkk /c,
√
tqyǫkk /d〉
〈y2ǫkk , ty2ǫkk 〉
·
∏
k,l∈K
k<l
〈qyǫkk yǫll , tqyǫkk yǫll 〉
〈yǫkk yǫll , tyǫkk yǫll 〉
∏
k∈K
l∈Kc
〈qyǫkk y±1l 〉
〈yǫkk y±1l 〉
∑
L⊂Kc
δk=±1(k∈L)
(
e(u;
√
tq/α)q,|Kc|−|L|
·
∏
k∈L
〈√tqyδkk /a,
√
tqyδkk /b,
√
tqyδkk /c,
√
tqyδkk /d〉
〈y2δkk , ty2δkk 〉
∏
k,l∈L
k<l
〈qyδkk yδll , tyδkk yδll /q〉
〈yδkk yδll , tyδkk yδll 〉
·
∏
k∈L
l∈Kc\L
〈qyδkk y±1l 〉
〈yδkk y±1l 〉
) ∏
k∈K
1≤i≤m
e(
√
t/qyǫkk ;xi)
e(
√
tqyǫkk ;xi)
)
. (2.47)
3 Transformation formulas for multiple basic hypergeometric se-
ries
In the case of type A, the kernel function of Cauchy type intertwines the Macdonald q-difference
operators [16]. This property gives the rational function identity which is similar to (2.47). Applying
certain specializations to this identity, Kajihara [6] derived the Euler transformation formula for
multiple basic hypergeometric series. In the same way, we propose two types of transformation
formulas for multiple basic hypergeometric series.
3.1 Type BC case
In this subsection, we derive a transformation formula of type BC from Theorem 2.2. We take
the multi-indices α = (α1, . . . , αM ) ∈ NM and β = (β1, . . . , βN ) ∈ NN such that |α| :=
∑M
i=1 αi =
m, |β| =∑Nk=1 βk = n. Here N is the set of non-negative integers. Then we consider the following
specializations:
x = pα(z; q) := (z1, qz1, . . . , q
α1−1z1; z2, qz2, . . . , q
α2−1z2; . . . ; zM , qzM , . . . , q
αM−1zM ), (3.1)
y = pβ(w; q) := (w1, qw1, . . . , q
β1−1w1;w2, qw2, . . . , q
β2−1w2; . . . ;wN , qwN , . . . , q
βN−1wN ). (3.2)
These specializations are called multiple principal specializations. We apply these to (2.47).
For each pair (I, ǫ), we divide the subset I as I+ ⊔ I− by setting
I+ = {i ∈ I|ǫi = 1}, I− = {i ∈ I|ǫi = −1}. (3.3)
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Similarly, we divide the subset J by J+ = {i ∈ J |δi = 1} and J− = {i ∈ J |δi = −1} for each pair
(J, δ). We also denote the complement {1, . . . ,m}\(I ∪ J) by C. Using these symbols, we rewrite
the left-hand side of (2.47) as∑
I+⊔I−⊔J+⊔J−⊔C
={1,...,m}
(
(−1)|I+|+|I−|e(u;
√
q/tα)q,|C|
∏
i∈I+⊔J+
〈axi, bxi, cxi, dxi〉
〈x2i , tx2i 〉
·
∏
i∈I−⊔J−
〈a/xi, b/xi, c/xi, d/xi〉
〈x−2i , tx−2i 〉
∏
i,j∈I+
i<j
〈qxixj〉t,2
〈xixj〉t,2
∏
i,j∈I−
i<j
〈qx−1i x−1j 〉t,2
〈x−1i x−1j 〉t,2
∏
i∈I+
j∈I−
〈qxix−1j 〉t,2
〈xix−1j 〉t,2
·
∏
i∈I+
j∈J−⊔C⊔J+
〈qxix±1j 〉
〈xix±1j 〉
∏
i∈I−
j∈J−⊔C⊔J+
〈qx−1i x±1j 〉
〈x−1i x±1j 〉
∏
i,j∈J+
i<j
〈qxixj , txixj/q〉
〈xixj〉t,2
∏
i,j∈J−
i<j
〈qx−1i x−1j , tx−1i x−1j /q〉
〈x−1i x−1j 〉t,2
·
∏
i∈J+
j∈J−
〈qxix−1j , txix−1j /q〉
〈xix−1j 〉t,2
∏
i∈J+
j∈C
〈qxix±1j 〉
〈xix±1j 〉
∏
i∈J−
j∈C
〈qx−1i x±1j 〉
〈x−1i x±1j 〉
∏
i∈I+
1≤k≤n
〈
√
t/qxiy
±1
k 〉
〈√tqxiy±1k 〉
∏
i∈I−
1≤k≤n
〈
√
t/qx−1i y
±1
k 〉
〈√tqx−1i y±1k 〉
)
.
(3.4)
We first consider the principal specialization xi = q
i−1z (1 ≤ i ≤ m) of a single block. Noting
that 〈qxi/xi+1〉 = 0 (i = 1, . . . ,m− 1), we find that non-zero terms arise from the divisions of the
following form:
I− = {1, 2, . . . , i1}, J− = {i1 + 1, i1 + 2, . . . , i2}, C = {i2 + 1, i2 + 2, . . . , i3},
J+ = {i3 + 1, i3 + 2, . . . , i4}, I+ = {i4 + 1, i4 + 2, . . . ,m}, 0 ≤ i1 ≤ i2 ≤ i3 ≤ i4 ≤ m.
(3.5)
Next, we consider the multiple principal specializations x = pα(z; q), y = pβ(w; q). We replace
the index set {1, . . . ,m} by
{1, . . . ,m} = {(i, a)|1 ≤ i ≤M, 0 ≤ a < αi} (3.6)
and write x(i,a) = q
azi. For any two multi-indices µ, ν ∈ NM , if µi ≤ νi (i = 1, . . . ,M) then we write
µ ≤ ν. From the same argument as above applied to each block, I−, J−, C, J+, I+ are parametrized
by the four multi-indices µ−, ν−, ν+, µ+ ∈ NM such that 0 ≤ µ− ≤ ν− ≤ ν+ ≤ µ+ ≤ α as follows:
I− = {(i, a)|1 ≤ i ≤M, 0 ≤ a < µ−i },
J− = {(i, a)|1 ≤ i ≤M,µ−i ≤ a < ν−i },
C = {(i, a)|1 ≤ i ≤M, ν−i ≤ a < ν+i },
J+ = {(i, a)|1 ≤ i ≤M, ν+i ≤ a < µ+i },
I+ = {(i, a)|1 ≤ i ≤M, µ+i ≤ a < αi}.
(3.7)
In the following, we omit the base q in the q-shifted factorials 〈z〉q,k and e(z;w)q,k.
With this parametrization (3.6) of indices, the formula (3.4) specialized by x = pα(z; q), y =
pβ(w; q) gives rise to∏
1≤i≤M
〈azi, bzi, czi, dzi〉αi
〈z2i , tz2i 〉αi
∏
1≤i<j≤M
〈qαjzizj , tqαjzizj〉αi
〈zizj , tzizj〉αi
∏
1≤i≤M
1≤k≤N
〈√t/qziwk,√tqzi/qβkwk〉αi
〈qβk√t/qziwk,√tqzi/wk〉αi
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·
∑
0≤µ−≤ν−≤ν+≤µ+≤α
(
(−1)|α|+|ν+|+|ν−|e(u;
√
q/tα)|ν+|−|ν−|
∏
1≤i≤M
〈zi/a, zi/b, zi/c, zi/d〉ν−i
〈azi, bzi, czi, dzi〉ν+i
·
∏
1≤i≤j≤M
〈qµ−i +µ−j zizj/tq, tqµ
+
i +µ
+
j zizj/q〉
〈zizj/tq, tzizj/q〉
∏
1≤i<j≤M
〈qµ−i −µ−j zi/zj , qµ
+
i −µ
+
j zi/zj〉
〈zi/zj , zi/zj〉
·
∏
1≤i<j≤M
〈qν−i −ν−j zi/zj , qν
+
i −ν
+
j zi/zj〉〈zizj/t, zizj/q〉ν−i +ν−j
〈zi/zj , zi/zj〉〈zizj , tzizj/q〉ν+
i
+ν+
j
∏
1≤i,j≤M
〈qµ−i +µ+j zizj/q〉
〈zizj/q〉
·
∏
1≤i,j≤M
〈qν−i +ν+j zizj/q, qµ
−
i −µ
+
j zi/tzj〉〈zizj/q〉µ−i +ν+j 〈tzizj/q〉µ+i +ν+j 〈zizj/tq〉µ−i 〈zizj/q〉µ+i
〈zizj/q, zi/tqµ
+
j zj〉〈zizj/t〉µ−i +ν−j 〈zizj〉µ+i +ν−j 〈q
αjzizj〉µ−i 〈tq
αjzizj〉µ+i
·
∏
1≤i,j≤M
〈zi/qν
−
j zj , zi/tq
αjzj〉µ−i 〈zi/q
αjzj〉µ+i 〈qzi/tq
ν+j zj , zi/q
ν+j zj〉ν−i 〈zi/q
µ+j zj〉ν+i
〈qzi/tqν
+
j zj , qzi/zj〉µ−i 〈qzi/zj〉µ+i 〈qzi/tq
µ+j zj , qzi/zj〉ν−i 〈qzi/zj〉ν+i
·
∏
1≤i≤M
1≤k≤N
〈qβkziwk/
√
tq,
√
q/tzi/wk〉µ−i 〈q
βk
√
t/qziwk,
√
tqzi/wk〉µ+i
〈ziwk/
√
tq,
√
q/tzi/qβkwk〉µ−i 〈
√
t/qziwk,
√
tqzi/qβkwk〉µ+i
)
. (3.8)
We used 〈a〉k version of some formulas of Appendix I in [5]. We also used the formula∏
1≤i 6=j≤m
〈qxi/xj〉λi
〈xi/qλjxj〉λi
=
∏
1≤i<j≤m
〈qλi−λjxi/xj〉
〈xi/xj〉 , (3.9)
due to Milne [13, Lemma 6.11].
We apply the same specializations to the right-hand side of (2.47). If we denote (3.8) by
F
(M,N)
α,β (z;w; a, b, c, d), Theorem 2.2 implies the following duality transformation formula:
F
(M,N)
α,β (z;w; a, b, c, d) = e(u;
√
q/tα)M−NF
(N,M)
β,α (w; z;
√
tq/a,
√
tq/b,
√
tq/c,
√
tq/d). (3.10)
Relabeling M and N by m and n, and replacing the variables and parameters by
zi →
√
tqxi (i = 1, . . . ,m), wk → yk (k = 1, . . . , n),
(a, b, c, d) → (√tq/a1,
√
tq/a2,
√
tq/a3,
√
tq/a4),
(3.11)
we obtain the following theorem.
Theorem. 3.1. Let a0 =
√
a1a2a3a4/q. Take two sets of variables x = (x1, . . . , xm), y =
(y1, . . . , yn) and two multi-indices α = (α1, . . . , αm) ∈ Nm, β = (β1, . . . , βn) ∈ Nn. Then the
following identity holds:∏
1≤i≤m
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉αi
〈tqx2i , t2qx2i 〉αi
∏
1≤i<j≤m
〈tqαj+1xixj, t2qαj+1xixj〉αi
〈tqxixj, t2qxixj〉αi
·
∏
1≤i≤m
1≤k≤n
〈txiyk, tq1−βkxi/yk〉αi
〈tqβkxiyk, tqxi/yk〉αi
∑
0≤µ−≤ν−≤ν+≤µ+≤α
(
(−1)|α|+|ν+|+|ν−|e(u;√tq/a0)|ν+|−|ν−|
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·
∏
1≤i≤m
〈a1xi, a2xi, a3xi, a4xi〉ν−i
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉ν+i
∏
1≤i≤j≤m
〈qµ−i +µ−j xixj, t2qµ
+
i +µ
+
j xixj〉
〈xixj , t2xixj〉
·
∏
1≤i<j≤m
〈qµ−i −µ−j xi/xj , qµ
+
i −µ
+
j xi/xj , q
ν−i −ν
−
j xi/xj, q
ν+i −ν
+
j xi/xj〉〈txixj, qxixj〉ν−
i
+ν−
j
〈xi/xj , xi/xj , xi/xj , xi/xj〉〈t2xixj , tqxixj〉ν+i +ν+j
·
∏
1≤i,j≤m
〈tqµ−i +µ+j xixj , tqν
−
i +ν
+
j xixj, q
µ−i −µ
+
j xi/txj〉〈txixj〉µ−i +ν+j 〈t
2xixj〉µ+i +ν+j
〈txixj, txixj , xi/tqµ
+
j xj〉〈qxixj〉µ−i +ν−j 〈tqxixj〉µ+i +ν−j
·
∏
1≤i,j≤m
〈xixj, xi/qν
−
j xj, xi/tq
αjxj〉µ−i 〈txixj, xi/q
αjxj〉µ+i 〈qxi/tq
ν+j xj , xi/q
ν+j xj〉ν−i
〈tqαj+1xixj, qxi/tqν
+
j xj, qxi/xj〉µ−i 〈t
2qαj+1xixj , qxi/xj〉µ+i 〈qxi/tq
µ+j xj , qxi/xj〉ν−i
·
∏
1≤i,j≤m
〈xi/qµ
+
j xj〉ν+i
〈qxi/xj〉ν+i
∏
1≤i≤m
1≤k≤n
〈qβkxiyk, qxi/yk〉µ−i 〈tq
βkxiyk, tqxi/yk〉µ+i
〈xiyk, q1−βkxi/yk〉µ−i 〈txiyk, tq
1−βkxi/yk〉µ+i
)
= e(u;
√
tq/a0)|α|−|β|
∏
1≤k≤n
〈a1yk, a2yk, a3yk, a4yk〉βk
〈y2k, ty2k〉βk
∏
1≤k<l≤n
〈qβlykyl, tqβlykyl〉βk
〈ykyl, tykyl〉βk
·
∏
1≤k≤n
1≤i≤m
〈tykxi, q−αiyk/xi〉βk
〈tqαiykxi, yk/xi〉βk
∑
0≤λ−≤κ−≤κ+≤λ+≤β
(
(−1)|β|+|κ+|+|κ−|e(u;
√
q/ta0)|κ+|−|κ−|
·
∏
1≤k≤n
〈yk/a1, yk/a2, yk/a3, yk/a4〉κ−
k
〈a1yk, a2yk, a3yk, a4yk〉κ+
k
∏
1≤k≤l≤n
〈qλ−k +λ−l ykyl/tq, tqλ
+
k
+λ+
l ykyl/q〉
〈ykyl/tq, tykyl/q〉
·
∏
1≤k<l≤n
〈qλ−k −λ−l yk/yl, qλ
+
k
−λ+
l yk/yl, q
κ−
k
−κ−
l yk/yl, q
κ+
k
−κ+
l yk/yl〉〈ykyl/q, ykyl/t〉κ−
k
+κ−
l
〈yk/yl, yk/yl, yk/yl, yk/yl〉〈tykyl/q, ykyl〉κ+
k
+κ+
l
·
∏
1≤k,l≤n
〈qλ−k +λ+l ykyl/q, qκ
−
k
+κ+
l ykyl/q, q
λ−
k
−λ+
l yk/tyl〉〈ykyl/q〉λ−
k
+κ+
l
〈tykyl/q〉λ+
k
+κ+
l
〈ykyl/q, ykyl/q, yk/tqλ
+
l yl〉〈ykyl/t〉λ−
k
+κ−
l
〈ykyl〉λ+
k
+κ−
l
·
∏
1≤k,l≤n
〈ykyl/tq, yk/qκ
−
l yl, yk/tq
βlyl〉λ−
k
〈ykyl/q, yk/qβlyl〉λ+
k
〈qyk/tqκ
+
l yl, yk/q
κ+
l yl〉κ−
k
〈qβlykyl, qyk/tqκ
+
l yl, qyk/yl〉λ−
k
〈tqβlykyl, qyk/yl〉λ+
k
〈qyk/tqλ
+
l yl, qyk/yl〉κ−
k
·
∏
1≤k,l≤n
〈yk/qλ
+
l yl〉κ+
k
〈qyk/yl〉κ+
k
∏
1≤k≤n
1≤i≤m
〈qαiykxi, yk/txi〉λ−
k
〈tqαiykxi, yk/xi〉λ+
k
〈ykxi, yk/tqαixi〉λ−
k
〈tykxi, q−αiyk/xi〉λ+
k
)
. (3.12)
We give some remarks of Theorem 3.1. As the special case n = 0, we obtain the following
summation formula:
∑
0≤µ−≤ν−≤ν+≤µ+≤α
(
(−1)|α|+|ν+|+|ν−|e(u;√tq/a0)|ν+|−|ν−|
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·
∏
1≤i≤m
〈a1xi, a2xi, a3xi, a4xi〉ν−i
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉ν+i
∏
1≤i≤j≤m
〈qµ−i +µ−j xixj , t2qµ
+
i +µ
+
j xixj〉
〈xixj, t2xixj〉
·
∏
1≤i<j≤m
〈qµ−i −µ−j xi/xj , qµ
+
i −µ
+
j xi/xj , q
ν−i −ν
−
j xi/xj , q
ν+i −ν
+
j xi/xj〉〈txixj, qxixj〉ν−
i
+ν−
j
〈xi/xj , xi/xj , xi/xj , xi/xj〉〈t2xixj, tqxixj〉ν+i +ν+j
·
∏
1≤i,j≤m
〈tqµ−i +µ+j xixj, tqν
−
i +ν
+
j xixj , q
µ−i −µ
+
j xi/txj〉〈txixj〉µ−i +ν+j 〈t
2xixj〉µ+i +ν+j 〈xi/q
µ+j xj〉ν+i
〈txixj, txixj, xi/tqµ
+
j xj〉〈qxixj〉µ−i +ν−j 〈tqxixj〉µ+i +ν−j 〈qxi/xj〉ν+i
·
∏
1≤i,j≤m
〈xixj , xi/qν
−
j xj , xi/tq
αjxj〉µ−i 〈txixj , xi/q
αjxj〉µ+i 〈qxi/tq
ν+j xj, xi/q
ν+j xj〉ν−i
〈tqαj+1xixj , qxi/tqν
+
j xj , qxi/xj〉µ−i 〈t
2qαj+1xixj, qxi/xj〉µ+i 〈qxi/tq
µ+j xj, qxi/xj〉ν−i
)
= e(u;
√
tq/a0)|α|
∏
1≤i≤m
〈tqx2i , t2qx2i 〉αi
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉αi
∏
1≤i<j≤m
〈tqxixj , t2qxixj〉αi
〈tqαj+1xixj , t2qαj+1xixj〉αi
.
(3.13)
Note that the q-Saalschu¨tz sum (2.27) implies
e(u;
√
tq/a0)|α|−|β|e(u;
√
q/ta0)|κ+|−|κ−|
=
|κ+|−|κ−|∑
r=0
(
〈q|κ−|−|κ+|〉r
〈q〉r e(t
− 1
2 q
1
2
(|κ+|−|κ−|)a0; t
− 1
2 q
1
2
(|κ−|−|κ+|−2|α|+2|β|)a0)r
· e(u;
√
q/t/a0)|α|−|β|+|κ+|−|κ−|−r
)
. (3.14)
Hence, the right-hand side of (3.12) is also expressed as
∏
1≤k≤n
〈a1yk, a2yk, a3yk, a4yk〉βk
〈y2k, ty2k〉βk
∏
1≤k<l≤n
〈qβlykyl, tqβlykyl〉βk
〈ykyl, tykyl〉βk
∏
1≤k≤n
1≤i≤m
〈tykxi, q−αiyk/xi〉βk
〈tqαiykxi, yk/xi〉βk
·
∑
0≤λ−≤κ−≤κ+≤λ+≤β
(|κ+|−|κ−|∑
r=0
(
(−1)|β|+|κ+|+|κ−| 〈q
|κ−|−|κ+|〉r
〈q〉r
· e(t− 12 q 12 (|κ+|−|κ−|)a0; t−
1
2 q
1
2
(|κ−|−|κ+|−2|α|+2|β|)a0)re(u;
√
tq/a0)|α|−|β|+|κ+|−|κ−|−r
·
∏
1≤k≤n
〈yk/a1, yk/a2, yk/a3, yk/a4〉κ−
k
〈a1yk, a2yk, a3yk, a4yk〉κ+
k
∏
1≤k≤l≤n
〈qλ−k +λ−l ykyl/tq, tqλ
+
k
+λ+
l ykyl/q〉
〈ykyl/tq, tykyl/q〉
·
∏
1≤k<l≤n
〈qλ−k −λ−l yk/yl, qλ
+
k
−λ+
l yk/yl, q
κ−
k
−κ−
l yk/yl, q
κ+
k
−κ+
l yk/yl〉〈ykyl/q, ykyl/t〉κ−
k
+κ−
l
〈yk/yl, yk/yl, yk/yl, yk/yl〉〈tykyl/q, ykyl〉κ+
k
+κ+
l
·
∏
1≤k,l≤n
〈qλ−k +λ+l ykyl/q, qκ
−
k
+κ+
l ykyl/q, q
λ−
k
−λ+
l yk/tyl〉〈ykyl/q〉λ−
k
+κ+
l
〈tykyl/q〉λ+
k
+κ+
l
〈ykyl/q, ykyl/q, yk/tqλ
+
l yl〉〈ykyl/t〉λ−
k
+κ−
l
〈ykyl〉λ+
k
+κ−
l
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·
∏
1≤k,l≤n
〈ykyl/tq, yk/qκ
−
l yl, yk/tq
βlyl〉λ−
k
〈ykyl/q, yk/qβlyl〉λ+
k
〈qyk/tqκ
+
l yl, yk/q
κ+
l yl〉κ−
k
〈yk/qλ
+
l yl〉κ+
k
〈qβlykyl, qyk/tqκ
+
l yl, qyk/yl〉λ−
k
〈tqβlykyl, qyk/yl〉λ+
k
〈qyk/tqλ
+
l yl, qyk/yl〉κ−
k
〈qyk/yl〉κ+
k
·
∏
1≤k≤n
1≤i≤m
〈qαiykxi, yk/txi〉λ−
k
〈tqαiykxi, yk/xi〉λ+
k
〈ykxi, yk/tqαixi〉λ−
k
〈tykxi, q−αiyk/xi〉λ+
k
))
. (3.15)
3.2 Type C case
In the previous subsection, we derived the transformation formula of type BC by a method of
principal specializations. In this subsection, we apply the same method to derive another type
of transformation formula. We specialize in advance the parameters of (2.47) so that (c, d, t) =
(q1/2,−q1/2, q):
∑
I⊂{1,...,m}
ǫi=±1(i∈I)
(
(−1)|I|
∏
i∈I
√−1〈axǫii , bxǫii 〉
〈x2ǫii 〉
∏
i,j∈I
i<j
〈q2xǫii x
ǫj
j 〉
〈xǫii x
ǫj
j 〉
∏
i∈I
j∈Ic
〈qxǫii x±1j 〉
〈xǫii x±1j 〉
∏
i∈I
1≤k≤n
〈xǫii y±1k 〉
〈qxǫii y±1k 〉
·
∑
J⊂Ic
δi=±1(i∈J)
e(u;α)|Ic |−|J |
∏
i∈J
√−1〈axδii , bxδii 〉
〈x2δii 〉
∏
i∈J
j∈Ic\J
〈qxδii x±1j 〉
〈xδii x±1j 〉
)
= e(u;α)m−n
∑
K⊂{1,...,n}
ǫk=±1(k∈K)
(
(−1)|K|
∏
k∈K
−√−1〈qyǫkk /a, qyǫkk /b〉
〈y2ǫkk 〉
∏
k,l∈K
k<l
〈q2yǫkk yǫll 〉
〈yǫkk yǫll 〉
∏
k∈K
l∈Kc
〈qyǫkk y±1l 〉
〈yǫkk y±1l 〉
·
∏
k∈K
1≤i≤m
〈yǫkk x±1i 〉
〈qyǫkk x±1i 〉
∑
L⊂Kc
δk=±1(k∈L)
e(u; q/α)|Kc|−|L|
∏
k∈L
−√−1〈qyδkk /a, qyδkk /b〉
〈y2δkk 〉
∏
k∈L
l∈Kc\L
〈qyδkk y±1l 〉
〈yδkk y±1l 〉
)
.
(3.16)
Note that α =
√−ab. In this setting, the internal sum of each side simplifies drastically.
Lemma. 3.2.
∑
J⊂Ic
δi=±1(i∈J)
e(u;α)|Ic |−|J |
∏
i∈J
√−1〈axδii , bxδii 〉
〈x2δii 〉
∏
i∈J
j∈Ic\J
〈qxδii x±1j 〉
〈xδii x±1j 〉
=
(
u+
1
u
)|Ic|
, (3.17)
∑
L⊂Kc
δk=±1(k∈L)
e(u; q/α)|Kc|−|L|
∏
k∈L
−√−1〈qyδkk /a, qyδkk /b〉
〈y2δkk 〉
∏
k∈L
l∈Kc\L
〈qyδkk y±1l 〉
〈yδkk y±1l 〉
=
(
u+
1
u
)|Kc|
. (3.18)
We can prove this lemma in the same way as in Theorem 2.1 by analyzing the residues. From
this lemma, if u =
√−1, (3.16) reduces to
∑
ǫi=±1
1≤i≤m
(−1)m
∏
1≤i≤m
√−1〈axǫii , bxǫii 〉
〈x2ǫii 〉
∏
1≤i<j≤m
〈q2xǫii x
ǫj
j 〉
〈xǫii x
ǫj
j 〉
∏
1≤i≤m
1≤k≤n
〈xǫii y±1k 〉
〈qxǫii y±1k 〉
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= e(
√−1;α)m−n
∑
ǫk=±1
1≤k≤n
(−1)n
∏
1≤k≤n
−√−1〈qyǫkk /a, qyǫkk /b〉
〈y2ǫkk 〉
∏
1≤k<l≤n
〈q2yǫkk yǫll 〉
〈yǫkk yǫll 〉
∏
1≤k≤n
1≤i≤m
〈yǫkk x±1i 〉
〈qyǫkk x±1i 〉
.
(3.19)
Since e(
√−1;α)m−n = (
√−1)m−n(−1)m 〈ab〉q2 ,m〈q2−2m/ab〉
q2,n
, (3.19) is equal to
∑
ǫi=±1
1≤i≤m
∏
1≤i≤m
〈axǫii , bxǫii 〉
〈x2ǫii 〉
∏
1≤i<j≤m
〈q2xǫii x
ǫj
j 〉
〈xǫii x
ǫj
j 〉
∏
1≤i≤m
1≤k≤n
〈xǫii y±1k 〉
〈qxǫii y±1k 〉
=
〈ab〉q2,m
〈q2−2m/ab〉q2,n
∑
ǫk=±1
1≤k≤n
∏
1≤k≤n
〈qyǫkk /a, qyǫkk /b〉
〈y2ǫkk 〉
∏
1≤k<l≤n
〈q2yǫkk yǫll 〉
〈yǫkk yǫll 〉
∏
1≤k≤n
1≤i≤m
〈yǫkk x±1i 〉
〈qyǫkk x±1i 〉
. (3.20)
Let I−, I+,K−,K+ be
I− = {i|1 ≤ i ≤ m, ǫi = −1}, I+ = {i|1 ≤ i ≤ m, ǫi = 1},
K− = {k|1 ≤ k ≤ n, ǫk = −1}, K+ = {k|1 ≤ k ≤ n, ǫk = 1}.
(3.21)
Using this notation and replacing the parameter q with q1/2, we obtain
∑
I−⊔I+
={1,...,m}
(∏
i∈I+
〈axi, bxi〉
〈x2i 〉
∏
i∈I−
−〈xi/a, xi/b〉
〈x2i 〉
∏
i,j∈I+
i<j
〈qxixj〉
〈xixj〉
∏
i,j∈I−
i<j
〈xixj/q〉
〈xixj〉
·
∏
i∈I+
j∈I−
〈qxi/xj〉
〈xi/xj〉
∏
i∈I−
1≤k≤n
〈√qxiy±1k 〉
〈xiy±1k /
√
q〉
)
=
〈ab〉m
〈q1−m/ab〉n
∏
1≤i≤m
1≤k≤n
〈yk/√qxi〉
〈√qyk/xi〉
∑
K−⊔K+
={1,...,n}
( ∏
k∈K+
〈√qyk/a,√qyk/b〉
〈y2k〉
∏
k∈K−
−〈ayk/√q, byk/√q〉
〈y2k〉
·
∏
k,l∈K+
k<l
〈qykyl〉
〈ykyl〉
∏
k,l∈K−
k<l
〈ykyl/q〉
〈ykyl〉
∏
k∈K+
l∈K−
〈qyk/yl〉
〈yk/yl〉
∏
k∈K−
1≤i≤m
〈√qykx±1i 〉
〈ykx±1i /
√
q〉
)
. (3.22)
Specializing this formula as x = pα(z; q), y = pβ(w; q) (α ∈ NM , β ∈ NN , |α| = m, |β| = n), we
obtain∑
0≤µ≤α
( ∏
1≤i≤M
〈zi/a, zi/b〉µi
〈azi, bzi〉µi
∏
1≤i<j≤M
〈qµi−µjzi/zj〉
〈zi/zj〉
∏
1≤i≤j≤M
〈qµi+µjzizj/q〉
〈zizj/q〉
·
∏
1≤i,j≤M
〈zizj/q, zi/qαjzj〉µi
〈qαjzizj, qzi/zj〉µi
∏
1≤i≤M
1≤k≤N
〈qβkziwk/√q,√qzi/wk〉µi
〈ziwk/√q,√qzi/qβkwk〉µi
)
=
〈ab〉|α|
〈q1−|α|/ab〉|β|
∏
1≤k≤N 〈
√
qwk/a,
√
qwk/b〉βk∏
1≤i≤M 〈azi, bzi〉αi
∏
1≤i,j≤M〈zizj〉αi∏
1≤i<j≤M〈zizj〉αi+αj
∏
1≤k<l≤N〈wkwl〉βk+βl∏
1≤k,l≤N〈wkwl〉βk
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·
∏
1≤k≤N
1≤i≤M
〈√qwk/qαizi〉βk
〈√qwk/zi〉βk
∑
0≤ν≤β
( ∏
1≤k≤N
〈awk/√q, bwk/√q〉νk
〈√qwk/a,√qwk/b〉νk
∏
1≤k<l≤N
〈qνk−νlwk/wl〉
〈wk/wl〉
·
∏
1≤k≤l≤N
〈qνk+νlwkwl/q〉
〈wkwl/q〉
∏
1≤k,l≤N
〈wkwl/q,wk/qβlwl〉νk
〈qβlwkwl, qwk/wl〉νk
∏
1≤k≤N
1≤i≤M
〈qαiwkzi/√q,√qwk/zi〉νk
〈wkzi/√q,√qwk/qαizi〉νk
)
. (3.23)
Relabeling M and N by m and n, and replacing the variables and parameters by
zi → √qxi (i = 1, . . . ,m), wk → yk (k = 1, . . . , n), (a, b)→ (√q/a1,√q/a2), (3.24)
we obtain a transformation formula of type C, due to Rosengren [19, Corollary 4.4] .
Theorem. 3.3. For α ∈ Nm and β ∈ Nn, the following identity holds:
∑
0≤µ≤α
( ∏
1≤i≤m
〈a1xi, a2xi〉µi
〈qxi/a1, qxi/a2〉µi
∏
1≤i<j≤m
〈qµi−µjxi/xj〉
〈xi/xj〉
∏
1≤i≤j≤m
〈qµi+µjxixj〉
〈xixj〉
·
∏
1≤i,j≤m
〈xixj, xi/qαjxj〉µi
〈qαj+1xixj, qxi/xj〉µi
∏
1≤i≤m
1≤k≤n
〈qβkxiyk, qxi/yk〉µi
〈xiyk, q1−βkxi/yk〉µi
)
=
〈q/a1a2〉|α|
〈a1a2/q|α|〉|β|
∏
1≤k≤n〈a1yk, a2yk〉βk∏
1≤i≤m〈qxi/a1, qxi/a2〉αi
∏
1≤i,j≤m〈qxixj〉αi∏
1≤i<j≤m〈qxixj〉αi+αj
∏
1≤k<l≤n〈ykyl〉βk+βl∏
1≤k,l≤n〈ykyl〉βk
·
∏
1≤k≤n
1≤i≤m
〈yk/qαixi〉βk
〈yk/xi〉βk
∑
0≤ν≤β
( ∏
1≤k≤n
〈yk/a1, yk/a2〉νk
〈a1yk, a2yk〉νk
∏
1≤k<l≤n
〈qνk−νlyk/yl〉
〈yk/yl〉
·
∏
1≤k≤l≤n
〈qνk+νlykyl/q〉
〈ykyl/q〉
∏
1≤k,l≤n
〈ykyl/q, yk/qβlyl〉νk
〈qβlykyl, qyk/yl〉νk
∏
1≤k≤n
1≤i≤m
〈qαiykxi, yk/xi〉νk
〈ykxi, yk/qαixi〉νk
)
. (3.25)
Rosengren derived this result from Gustafson’s summation formula of multilateral basic hyper-
geometric series for type C. We remark that Lassalle has derived a special case of Theorem 3.3
from a rational function identity by the method of principal specialization [10, Theorem 11]. His
rational function identity (Theorem 6) corresponds to (3.20) with a = q, b = −q.
4 New family of q-difference operators
In the A type case, it is known that there exists an explicit operator HxA(u; q, t) satisfying the
following equation [18]:
(u; q)∞HxA(u; q, t)ΨA(x; y) = (tmqnu; q)∞DyA(u; t, q)ΨA(x; y), (4.1)
where ΨA(x; y) =
∏
1≤i≤m
∏
1≤k≤n(xi−yk) is the kernel function of dual Cauchy type andDyA(u; q, t)
is the Macdonald q-difference operator:
DyA(u; q, t) =
n∑
r=0
(−u)rDyA,r(q, t), (4.2)
16
DyA,r(q, t) = t
(r2)
∑
K⊂{1,...,n}
|K|=r
∏
k∈K
l/∈K
tyk − yl
yk − yl
∏
k∈K
Tq,yk . (4.3)
The operator HxA(u; q, t) is defined by
HxA(u; q, t) =
∞∑
l=0
ulHxA,l, (4.4)
HxA,l =
∑
µ∈Nm
|µ|=l
∏
1≤i<j≤m
qµixi − qµjxj
xi − xj
∏
1≤i,j≤m
(txi/xj ; q)µi
(qxi/xj ; q)µi
∏
1≤i≤m
T µiq,xi. (4.5)
We can obtain this fact as the special case of Kajihara’s Euler transformation formula. It is also
known that the Macdonald polynomials PA,λ(x|q, t) for type A are the joint eigenfunctions of
HxA(u; q, t):
HxA(u; q, t)PA,λ(x|q, t) = PA,λ(x|q, t)
∏
1≤i≤m
(utm−i+1qλi ; q)∞
(utm−iqλi ; q)∞
. (4.6)
The commutativity of this family {HxA,l}∞l=0 is proved in [21] through the Wronski relations in the
elliptic setting.
In this section, we give the BC type analogue of (4.1). Namely, we construct an explicit operator
Hx(u; q, t) which satisfies
Hx(u; q, t)Ψ(x; y) = const. · D̂y(u)Ψ(x; y), (4.7)
D̂y(u) =
n∑
r=0
(−1)re(u; α̂)q,n−rD̂yr . (4.8)
Here Ψ(x; y) :=
∏
1≤i≤m
1≤k≤n
e(xi; yk) is the kernel function of dual Cauchy type for type BC introduced
by Mimachi [15] and ̂means the operation of replacing the parameters (q, t) with (t, q). Therefore,
α̂ =
√
q/tα and D̂yr are the t-difference operators D
y
r (a, b, c, d|t, q). Note that Ψ(x; y) is expanded
by the Koornwinder polynomials Pλ(x) as follows [15]:
Ψ(x; y) =
∑
λ⊂(nm)
(−1)λ∗Pλ(x)P̂λ∗(y), (4.9)
λ∗ = (m− λ′n,m− λ′n−1, . . . ,m− λ′1). (4.10)
4.1 Affine Hecke algebras
In order to guarantee the existence of Hx(u; q, t) satisfying (4.7), we use the framework of affine
Hecke algebras, due to Cherednik [1] and Macdonald [12]. In this subsection, we recall Noumi’s
representations of affine Hecke algebras of type C and the fundamental facts of q-Dunkl operators.
Our notation is due to [17].
We use the parameters t0, tm, u0, um which are defined such that
(a, b, c, d) = (t
1
2
mu
1
2
m,−t
1
2
mu
− 1
2
m , q
1
2 t
1
2
0 u
1
2
0 ,−q
1
2 t
1
2
0 u
− 1
2
0 ). (4.11)
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We define the Lustig operators T x0 , T
x
1 , . . . , T
x
m as
T x0 = t
1
2
0 + t
− 1
2
0
(1− t
1
2
0 u
1
2
0 q
1
2x−11 )(1 + t
1
2
0 u
− 1
2
0 q
1
2x−11 )
1− qx−21
(sx0 − 1), (4.12)
T xi = t
1
2 + t−
1
2
1− txi/xi+1
1− xi/xi+1 (s
x
i − 1) (i = 1, . . . ,m− 1), (4.13)
T xm = t
1
2
m + t
− 1
2
m
(1− t
1
2
mu
1
2
mxm)(1 + t
1
2
mu
− 1
2
m xm)
1− x2m
(sxm − 1). (4.14)
Here sx0 , s
x
1 , . . . , s
x
m are the simple reflections
(sx0f)(x) = f(qx
−1
1 , x2, . . . , xm), (4.15)
(sxi f)(x) = f(x1, . . . , xi+1, xi, . . . , xm) (i = 1, . . . ,m− 1), (4.16)
(sxmf)(x) = f(x1, x2, . . . , x
−1
m ). (4.17)
Note that these operators sx1 , . . . , s
x
m generate the Weyl group Wm of type BCm. The algebra
H(W affm ) generated by T x0 , T x1 , . . . , T xm is isomorphic to the affine Hecke algebra of type Cm:
(T xi − t
1
2
i )(T
x
i + t
− 1
2
i ) = 0 (i = 0, 1, . . . ,m), (4.18)
T xi T
x
i+1T
x
i = T
x
i+1T
x
i T
x
i+1 (i = 1, . . . ,m− 2), (4.19)
T xi T
x
i+1T
x
i T
x
i+1 = T
x
i+1T
x
i T
x
i+1T
x
i (i = 0,m− 1), (4.20)
T xi T
x
j = T
x
j T
x
i (|i− j| ≥ 2). (4.21)
Here we wrote t1 = · · · = tm−1 = t. The q-Dunkl operators Y x1 , . . . , Y xm are defined by
Y xi = (T
x
i · · ·T xm−1)(T xm · · ·T x0 )((T x1 )−1 · · · (T xi−1)−1) (i = 1, . . . ,m). (4.22)
We denote by C(x)[T±1q,x ] the ring of q-difference operators with rational coefficients. For any
Ax ∈ H(W affm ), Ax is expressed as
∑
w∈Wm
Axww (A
x
w ∈ C(x)[T±1q,x ]). Then we define the q-difference
operator LxA by L
x
A =
∑
w∈Wm
Axw. It is known that the following fact holds.
For any Wm-invariant Laurent polynomial f(ξ) in the variables ξ = (ξ1, . . . , ξm), and for any
Wm-invariant Laurent polynomial ϕ(x) ∈ C[x±1]Wm, one has
f(Y x)ϕ(x) = Lxf(Y x)ϕ(x). (4.23)
Furthermore, the q-difference operator Lxf := L
x
f(Y x) satisfies for any partition λ
f(Y x)Pλ(x) = L
x
fPλ(x) = Pλ(x)f(αt
ρmqλ). (4.24)
In particular, the q-difference operators Lxf for the interpolation polynomials f = er(ξ;α|t) of
column type give rise to van Diejen’s operators Dxr . From this view point, we call D
x
r “column
type” q-difference operators. Since {er(ξ;α|t)}mr=1 is the generator system of the ring C[ξ±1]Wm
of Wm-invariant Laurent polynomials in m variables, L
x
f is an element of C[D
x
1 , . . . ,D
x
m] for any
f(ξ) ∈ C[ξ±1]Wm . The operator Hx(u; q, t) to be constructed in the next subsection is a generating
function of “row type” q-difference operators.
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4.2 Construction of row type q-difference operators
The results of this subsection are based on a discussion with M. Noumi.
Let ξ = (ξ1, . . . , ξm) and η = (η1, . . . , ηn). We define
H(u; ξ) = Φ0(u; ξ|q, t) = umγ
m∏
i=1
(
√
tquξ±1i ; q)∞
(
√
q/tuξ±1i ; q)∞
, E(u; η) =
n∏
k=1
e(u; ηk), (4.25)
where γ is a complex number such that qγ = t. Note that E(u; η) is a generating function of
er(η;α|t):
E(u; η) =
n∑
r=0
(−1)rer(η;α|t)e(u;α)t,n−r . (4.26)
This implies that
E(u;Y y)Pλ(y) = Pλ(y)
n∏
i=1
e(u;αtn−iqλi). (4.27)
Namely, the operator Lyf for f = E(u; η) is the generating function Dy(u) of column type operators
Dyr . In the following, we regard H(u; ξ) as an element of u−mγC[ξ±1]Wm[[u]]. Namely, umγH(u; ξ)
is a formal power series in u with coefficients in the ring of Wm-invariant Laurent polynomials in ξ.
Lemma. 4.1. The operators H(u;Y x) and E(u;Y y) satisfy the following identity as formal power
series in u:
H(u;Y x)
H(u;αtρm)
Ψ(x; y) =
e(u; α̂)n
e(u; α̂tm)n
E(u; Ŷ y)
E(u; α̂qρn)
Ψ(x; y) =
E(u; Ŷ y)
e(u; α̂tm)n
Ψ(x; y). (4.28)
Proof. Note first that E(u; α̂qρn) = e(u; α̂)n. From (4.9) and (4.24), the formula (4.28) is equiva-
lent to the identity on the eigenvalue:
H(u;αtρmqλ)
H(u;αtρm)
=
e(u; α̂)n
e(u; α̂tm)n
E(u; α̂qρntλ
∗
)
E(u; α̂qρn)
(λ ⊂ (nm)). (4.29)
The left-hand side is equal to
∏
1≤i≤m
(
√
q/tuαtm−i; q)λi(
√
tquα−1t−m+iq−λi ; q)λi
(
√
tquαtm−i; q)λi(
√
q/tuα−1t−m+iq−λi ; q)λi
. (4.30)
Using the notation cij = αt
m−iqj−1 (1 ≤ i ≤ m, 1 ≤ j ≤ n), we obtain
(4.30) =
∏
(i,j)∈λ
t(1−
√
q/tciju)(1−
√
q/tciju
−1)
(1−√tqciju)(1 −
√
tqciju−1)
=
∏
(i,j)∈µ
〈u±1
√
q/tcij〉
〈u±1√tqcij〉 . (4.31)
On the other hand, since we compute
E(u; α̂qρntλ
∗
)
E(u; α̂qρn)
=
n∏
k=1
〈
√
q/tuαqn−ktλ
∗
k〉〈
√
t/quα−1qk−nt−λ
∗
k〉
〈√q/tuαqn−k〉〈√t/quα−1qk−n〉
19
=
n∏
k=1
〈√tquαqn−ktλ∗k−1〉〈√tqu−1αqn−ktλ∗k−1〉
〈√q/tuαqn−k〉〈√q/tu−1αqn−k〉
=
∏
(i,j)∈(nm)\λ
〈u±1√tqcij〉
〈u±1
√
q/tcij〉
, (4.32)
and hence the right-hand side of (4.29) is equal to
〈
√
q/tαu±1〉q,n
〈√tqαtm−1u±1〉q,n
∏
(i,j)∈(nm)\λ
〈u±1√tqcij〉
〈u±1
√
q/tcij〉
=
∏
(i,j)∈(nm)
〈u±1
√
q/tcij〉
〈u±1√tqcij〉
∏
(i,j)∈(nm)\λ
〈u±1√tqcij〉
〈u±1
√
q/tcij〉
=
∏
(i,j)∈λ
〈u±1
√
q/tcij〉
〈u±1√tqcij〉 . (4.33)
Next we show that H(u;ξ)H(u;αtρm ) is a generating function of the row type interpolation polynomials
hl(ξ;α|q, t) introduced by [8]:
hl(ξ;α|q, t) =
∑
ν∈Nm
|ν|=l
〈t〉ν1 · · · 〈t〉νm
〈q〉ν1 · · · 〈q〉νm
e(ξ1;α)ν1e(ξ2; tq
ν1α)ν2 · · · e(ξm; tm−1qν1+···νm−1α)νm . (4.34)
Note that the Laurent polynomial hl(ξ;α|q, t) is Wm-invariant and satisfies the following interpo-
lation property: For any partition µ 6⊃ (l),
hl(αt
ρmqµ;α|q, t) = 0. (4.35)
Lemma. 4.2. The following identity holds as formal power series in u:
H(u; ξ)
H(u;αtρm)
=
∞∑
l=0
hl(ξ;α|q, t)
e(u; tm
√
q/tα)l
. (4.36)
Proof. If t = q−k (k = 0, 1, 2, . . .), from Lemma 5.4 in [8] one has
H(u; ξ) =
∏
1≤i≤m
e(u; q
1
2
(1−k)ξi)k =
km∑
l=0
hl(ξ;α|q, t)e(u;
√
tq/α)km−l. (4.37)
Since H(u;αtρm) with t = q−k equals e(u;
√
tq/α)km, by dividing the both sides of (4.37) by
e(u;
√
tq/α)km, we obtain this lemma in the case of t = q
−k. In the formal power series of u in each
side of (4.36), all the coefficients are the rational functions in t
1
2 . Hence the identity (4.36) follows
from its validity at infinitely many values of t = q−k (k = 0, 1, 2, . . .).
From this lemma, it follows that
H(u;Y x)
H(u;αtρm)
=
∞∑
l=0
hl(Y
x;α|q, t)
e(u; tm
√
q/tα)l
. (4.38)
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We now define the q-difference operators Hxl := H
x
l (a, b, c, d|q, t) (l = 0, 1, 2, . . .) to be Lxf for
f = hl(ξ;α|q, t), so that
Hxl Pλ(x) = Pλ(x)hl(αt
ρmqλ;α|q, t). (4.39)
We call these operators Hxl (l = 0, 1, 2, . . .) “row type” q-difference operators. We also introduce a
generating function Hx(u) := Hx(u; q, t) of Hxl by
Hx(u; q, t) =
∞∑
l=0
Hxl
e(u; tm
√
q/tα)l
∈ C(x)[T±1q,x ][[u]]. (4.40)
From Lemma 4.1 , we obtain a “kernel identity of dual Cauchy type”.
Theorem. 4.3. The kernel function of dual Cauchy type intertwines the q-difference operator
Hx(u) with the t-difference operator D̂y(u):
Hx(u)Ψ(x; y) = D̂
y(u)
e(u; α̂tm)n
Ψ(x; y). (4.41)
Theorem 4.3 gives the relationship between Hl and van Diejen’s operators Dr.
Theorem. 4.4. For any integer l = 0, 1, 2, . . . , n, the following equation holds:
(−1)lHxl Ψ(x; y) =
∑
0≤s≤l
〈qn−l+1〉s
〈q〉s 〈q
1−lt−m, tm−1qnα2〉sD̂yl−sΨ(x; y). (4.42)
Proof. Since Hxl Pµ(x) = 0 if µ ⊂ (nm) and l > n,
Hx(u)Ψ(x; y) =
(
1 +
1
e(u; tm
√
q/tα)
Hx1 + · · ·+
1
e(u; tm
√
q/tα)n
Hxn
)
Ψ(x; y). (4.43)
By using the q-Saalschu¨tz sum (2.27), the right-hand side of (4.41) is expressed by
D̂y(u)
e(u; tmα̂)n
Ψ(x; y) =
n∑
l=0
1
e(u; tm
√
q/tα)l
∑
0≤r≤l
(−1)l
[
n− r
l − r
]
q
〈t−mq1−l, tm−1qnα2〉l−rD̂yrΨ(x; y).
(4.44)
Comparing the coefficient of 1
e(u;tm
√
q/tα)l
in (4.43) with that in (4.44) for each l, we obtain (4.42).
4.3 Explicit formulas of Hl
In the previous subsection, we defined the row type q-difference operators Hxl by q-Dunkl operators
and showed the relationship between Hxl and D̂
y
r . However it is difficult to compute the explicit
expressions of operators Hxl by means of the q-Dunkl operators. In this subsection, by using the
special case of Theorem 3.1, we give the explicit formulas of Hxl .
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For ν ∈ Nm with 0 ≤ |ν| ≤ l, we define
H(l)ν (x) =
∑
ν≤ν+
|ν|≤|ν+|≤l
( ∑
0≤ν−≤(lm)−ν+
|ν−|=l−|ν+|
(
(−1)l
∏
1≤i≤m
〈axi, bxi, cxi, dxi〉ν+i 〈a/xi, b/xi, c/xi, d/xi〉ν−i
〈x2i 〉νi+ν+i 〈x
−2
i 〉νi+ν−i
·
∏
1≤i≤j≤m
〈qνi+νjxixj〉
〈xixj〉
∏
1≤i<j≤m
〈qνi−νjxi/xj , qν
+
i −ν
+
j xi/xj, q
ν−j −ν
−
i xi/xj〉
〈xi/xj , xi/xj , xi/xj〉
·
∏
1≤i<j≤m
〈txixj, qxixj〉ν+i +ν+j 〈tx
−1
i x
−1
j , qx
−1
i x
−1
j 〉ν−i +ν−j
〈xixj〉νi+ν+j 〈xixj〉ν+i +νj〈x
−1
i x
−1
j 〉νi+ν−j 〈x
−1
i x
−1
j 〉ν−i +νj
∏
1≤i,j≤m
〈qν+i −ν−j xixj, x−1i x−1j 〉
〈qνi+ν+j xixj , qνi+ν
−
j x−1i x
−1
j 〉
·
∏
1≤i,j≤m
〈q−ν+j xi/xj〉νi〈txi/xj〉ν+
i
〈qν+j +1xj/xi, tqν
+
j xj/xi〉ν−
i
〈xixj, qν
−
j +1x−1i x
−1
j 〉νi
〈qxi/xj〉νi〈qxi/xj〉ν+i 〈qxj/xi, q
νj+1xj/xi〉ν−i 〈qxixj〉ν+i 〈q
1−νjx−1i x
−1
j 〉ν−i
))
. (4.45)
In particular, for |ν| = l, ν ∈ Nm we have
H(l)ν (x) =
∏
1≤i≤m
〈axi, bxi, cxi, dxi〉νi
〈x2i 〉2νi
∏
1≤i<j≤m
〈txixj〉νi+νj 〈qνi−νjxi/xj〉
〈xixj〉νi+νj 〈xi/xj〉
∏
1≤i,j≤m
〈txi/xj〉νi
〈qxi/xj〉νi
. (4.46)
For any ν = (ǫ1ν
′
1, . . . , ǫmν
′
m) ∈ Zm (ǫi = ±1, ν ′i ∈ N) such that
∑m
i=1 ν
′
i ≤ l, we write |ν| =
∑m
i=1 ν
′
i
and set H
(l)
ν (x; a, b, c, d) = H
(l)
ν′ (x
ǫ1
1 , . . . , x
ǫm
m ; a, b, c, d).
Theorem. 4.5. The row type q-difference operators Hxl (l = 0, 1, 2, . . .) are expressed explicitly as
Hxl =
∑
ν∈Zm
0≤|ν|≤l
H(l)ν (x; a, b, c, d)
∏
1≤i≤m
T νiq,xi . (4.47)
Namely, the Koornwinder polynomials Pλ(x) are the joint eigenfunctions of H
x
l (l = 0, 1, 2, . . .):
Hxl Pλ(x) = Pλ(x)hl(αt
ρmqλ;α|q, t). (4.48)
Proof. We consider Theorem 3.1 in the case of α = (M, . . . ,M) ∈ Nm, β = (1, . . . , 1) ∈ Nn:
∏
1≤i≤m
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉M
〈tqx2i , t2qx2i 〉M
∏
1≤i<j≤m
〈tqM+1xixj, t2qM+1xixj〉M
〈tqxixj, t2qxixj〉M
·
∑
0≤µ−≤ν−≤ν+≤µ+≤(Mm)
(
(−1)mM+|ν+|+|ν−|e(u;√tq/a0)|ν+|−|ν−|
·
∏
1≤i≤m
〈a1xi, a2xi, a3xi, a4xi〉ν−i
〈tqxi/a1, tqxi/a2, tqxi/a3, tqxi/a4〉ν+i
∏
1≤i≤j≤m
〈qµ−i +µ−j xixj , t2qµ
+
i +µ
+
j xixj〉
〈xixj , t2xixj〉
·
∏
1≤i<j≤m
〈qµ−i −µ−j xi/xj , qµ
+
i −µ
+
j xi/xj , q
ν−i −ν
−
j xi/xj , q
ν+i −ν
+
j xi/xj〉〈txixj, qxixj〉ν−i +ν−j
〈xi/xj , xi/xj , xi/xj, xi/xj〉〈tqxixj , t2xixj〉ν+i +ν+j
22
·
∏
1≤i,j≤m
〈tqµ−i +µ+j xixj , tqν
−
i +ν
+
j xixj, q
µ−i −µ
+
j xi/txj〉〈txixj〉µ−
i
+ν+
j
〈t2xixj〉µ+
i
+ν+
j
〈txixj , txixj , xi/tqµ
+
j xj〉〈qxixj〉µ−i +ν−j 〈tqxixj〉µ+i +ν−j
·
∏
1≤i,j≤m
〈xixj, xi/qν
−
j xj , xi/tq
Mxj〉µ−i 〈txixj , xi/q
Mxj〉µ+i 〈qxi/tq
ν+j xj , xi/q
ν+j xj〉ν−i
〈tqM+1xixj , qxi/tqν
+
j xj , qxi/xj〉µ−i 〈t
2qM+1xixj, qxi/xj〉µ+i 〈qxi/tq
µ+j xj , qxi/xj〉ν−i
·
∏
1≤i,j≤m
〈xi/qµ
+
j xj〉ν+
i
〈qxi/xj〉ν+i
∏
1≤i≤m
1≤k≤n
〈qxiyk, qxi/yk〉µ−
i
〈tqµ+i xiyk, tqµ
+
i xi/yk〉M−µ+
i
〈xiyk, xi/yk〉µ−i 〈tq
µ+i +1xiyk, tq
µ+i +1xi/yk〉M−µ+i
)
= e(u;
√
tq/a0)mM−n
∏
1≤k≤n
〈a1yk, a2yk, a3yk, a4yk〉
〈y2k, ty2k〉
∏
1≤k<l≤n
〈qykyl, tqykyl〉
〈ykyl, tykyl〉
·
∑
0≤λ−≤κ−≤κ+≤λ+≤(1n)
(−1)n+|κ+|+|κ−|
(
e(u;
√
q/ta0)|κ+|−|κ−|
·
∏
1≤k≤n
〈yk/a1, yk/a2, yk/a3, yk/a4〉κ−
k
〈a1yk, a2yk, a3yk, a4yk〉κ+
k
∏
1≤k≤l≤n
〈qλ−k +λ−l ykyl/tq, tqλ
+
k
+λ+
l ykyl/q〉
〈ykyl/tq, tykyl/q〉
·
∏
1≤k<l≤n
〈qλ−k −λ−l yk/yl, qλ
+
k
−λ+
l yk/yl, q
κ−
k
−κ−
l yk/yl, q
κ+
k
−κ+
l yk/yl〉〈ykyl/q, ykyl/t〉κ−
k
+κ−
l
〈yk/yl, yk/yl, yk/yl, yk/yl〉〈tykyl/q, ykyl〉κ+
k
+κ+
l
·
∏
1≤k,l≤n
〈qλ−k +λ+l ykyl/q, qκ
−
k
+κ+
l ykyl/q, q
λ−
k
−λ+
l yk/tyl〉〈ykyl/q〉λ−
k
+κ+
l
〈tykyl/q〉λ+
k
+κ+
l
〈ykyl/q, ykyl/q, yk/tqλ
+
l yl〉〈ykyl/t〉λ−
k
+κ−
l
〈ykyl〉λ+
k
+κ−
l
·
∏
1≤k,l≤n
〈ykyl/tq, yk/qκ
−
l yl, yk/tqyl〉λ−
k
〈ykyl/q, yk/qyl〉λ+
k
〈qyk/tqκ
+
l yl, yk/q
κ+
l yl〉κ−
k
〈yk/qλ
+
l yl〉κ+
k
〈qykyl, qyk/tqκ
+
l yl, qyk/yl〉λ−
k
〈tqykyl, qyk/yl〉λ+
k
〈qyk/tqλ
+
l yl, qyk/yl〉κ−
k
〈qyk/yl〉κ+
k
·
∏
1≤k≤n
1≤i≤m
〈qMykxi, yk/txi〉λ−
k
〈tqλ+k ykxi, qλ
+
k
−Myk/xi〉1−λ+
k
〈ykxi, yk/tqMxi〉λ−
k
〈tqM+λ+k ykxi, qλ
+
k yk/xi〉1−λ+
k
)
. (4.49)
Then the both sides are Wm-invariant for the variables x and Wn-invariant for y. Since
∏
1≤i≤m
1≤k≤n
〈qxiyk, qxi/yk〉µ−i 〈tq
µ+i xiyk, tq
µ+i xi/yk〉M−µ+i
〈xiyk, xi/yk〉µ−i 〈tq
1+µ+i xiyk, tq
µ+i +1xi/yk〉M−µ+i
=
∏
1≤i≤m
1≤k≤n
T
µ−i
q,xi〈xiyk, xi/yk〉
〈xiyk, xi/yk〉
∏
1≤i≤m
1≤k≤n
T
−(M−µ+i )
q,xi 〈tqMxiyk, tqMxi/yk〉
〈tqMxiyk, tqMxi/yk〉 , (4.50)
the left-hand side of (4.49) is expressed as the bilinear form:
∑
0≤µ−≤µ+≤M
Aµ−,µ+(u;x)
∏
1≤i≤m
1≤k≤n
T
µ−i
q,xi〈xiyk, xi/yk〉
〈xiyk, xi/yk〉
∏
1≤i≤m
1≤k≤n
T
−(M−µ+i )
q,xi 〈tqMxiyk, tqMxi/yk〉
〈tqMxiyk, tqMxi/yk〉
. (4.51)
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In terms of this form, Theorem 3.1 is regarded as a kind of bilinear transformation formula.
We consider the special case t = q−M in (4.49). Then the factors involving both variables x
and y are expressed by
∏
1≤i≤m
1≤k≤n
〈qxiyk, qxi/yk〉µ−i 〈tq
µ+i xiyk, tq
µ+i xi/yk〉M−µ+i
〈xiyk, xi/yk〉µ−i 〈tq
1+µ+i xiyk, tq
µ+i +1xi/yk〉M−µ+i
=
∏
1≤i≤m
T µ−iq,xiΨ(xi; y)
Ψ(xi; y)
T
−(M−µ+i )
q,xi Ψ(xi; y)
Ψ(xi; y)
 , (4.52)
∏
1≤k≤n
1≤i≤m
〈qMykxi, yk/txi〉λ−
k
〈tqλ+k ykxi, qλ
+
k
−Myk/xi〉1−λ+
k
〈ykxi, yk/tqMxi〉λ−
k
〈tqM+λ+k ykxi, qλ
+
k yk/xi〉1−λ+
k
=
∏
1≤k≤n
T 1−λ+kt,yk Ψ(x; yk)
Ψ(x; yk)
T
−λ−
k
t,yk
Ψ(x; yk)
Ψ(x; yk)
 . (4.53)
We check that each side of (4.49) does not have a pole at the point t = q−M . We have only to
examine the following factor in the left-hand side:
∏
1≤i≤m
〈qµ−i −µ+i /t〉〈q−M/t〉µ−i 〈q
1−ν+i /t〉ν−i
〈q−µ+i /t〉〈q1−ν+i /t〉µ−i 〈q
1−µ+i /t〉ν−i
. (4.54)
If µ+i =M for some i = 1, . . . ,m, the denominator has a zero at t = q
−M . But when µ−i = 0, since
〈qµ−i −µ+i /t〉 = 〈q−µ+i /t〉,
(4.54) =
∏
1≤i≤m
〈q1−ν+i /t〉ν−i
〈q/t〉ν−i
. (4.55)
Also, when µ−i > 0 , since 〈q−µ
+
i /t〉 = 〈q−M/t〉,
(4.54) =
∏
1≤i≤m
〈qµ−i 〉〈q1−M/t〉µ−i −1〈q
1−ν+i /t〉ν−i
〈q1−ν+i /t〉µ−i 〈q〉ν−i
. (4.56)
Therefore the point t = q−M in the left-hand side is an apparent singularity. Note that unless
µ−i = 0 or µ
+
i = M for each 1 ≤ i ≤ m, the corresponding term in the left-hand side of (4.49) is
zero. We can also check that the point t = q−M in the right-hand side is an apparent singularity.
From the argument above, specializing Theorem 3.1 as α = (Mm), β = (1n) and t = q−M (M =
0, 1, 2, . . .), we find that the factor involving both variables x and y in each side of (4.49) simplifies
to the form
∏
i:µ−i >0
T
µ−i
q,xiΨ(xi; y)
Ψ(xi; y)
∏
i:µ+i <M
T
−(M−µ+i )
q,xi Ψ(xi; y)
Ψ(xi; y)
=
T νq,xΨ(x; y)
Ψ(x; y)
, (4.57)
24
∏
k:λ+
k
=0
T
1−λ+
k
t,yk
Ψ(x; yk)
Ψ(x; yk)
∏
k:λ−
k
=1
T
−λ−
k
t,yk
Ψ(x; yk)
Ψ(x; yk)
=
T κt,yΨ(x; y)
Ψ(x; y)
, (4.58)
respectively. Here we set ν and κ as follows:
νi =

µ−i (µ
−
i > 0, µ
+
i =M),
−(M − µ+i ) (µ+i < M,µ−i = 0),
0 (otherwise),
κk =

1 (λ+k = 0, λ
−
k = 0),
−1 (λ+k = 1, λ−k = 1),
0 (otherwise).
(4.59)
In this way, the left-hand side can be interpreted as the action of a q-difference operator on the
kernel function of dual Cauchy type. The right-hand side is also expressed by the action of a
t-difference operator, and in fact is equal to
Ψ(x; y)−1e(u;
√
tq/a0)mM−nDy(u; a1, a2, a3, a4|t, q)Ψ(x; y). (4.60)
We replace the parameters (a1, a2, a3, a4) with (a, b, c, d). Then the left-hand side of (4.49) can be
expressed as
Ψ(x; y)−1
(
mM∑
l=0
e(u;
√
tq/α)mM−lK
x
l
)
Ψ(x; y) (4.61)
for some q-difference operators Kxl for which we will determine the explicit formulas later. Hence
we have
Ψ(x; y)−1
(
mM∑
l=0
e(u;
√
tq/α)mM−lK
x
l
)
Ψ(x; y) = Ψ(x; y)−1e(u;
√
tq/α)mM−nD̂y(u)Ψ(x; y). (4.62)
Comparing (4.41) with (4.62), we obtain that
Ψ(x; y)−1e(u; tmα̂)ne(u;
√
tq/α)mM−nHx(u)Ψ(x; y)
= Ψ(x; y)−1
(
mM∑
l=0
e(u;
√
tq/α)mM−lK
x
l
)
Ψ(x; y)
=
∏
1≤i≤m
〈tqxi/a, tqxi/b, tqxi/c, tqxi/d〉M
〈tqx2i , t2qx2i 〉M
∏
1≤i<j≤m
〈tqM+1xixj, t2qM+1xixj〉M
〈tqxixj, t2qxixj〉M
·
∑
0≤µ−≤ν−≤ν+≤µ+≤(Mm)
(
(−1)mM+|ν+|+|ν−|e(u;√tq/α)|ν+|−|ν−|
·
∏
1≤i≤m
〈axi, bxi, cxi, dxi〉ν−i
〈tqxi/a, tqxi/b, tqxi/c, tqxi/d〉ν+i
∏
1≤i≤j≤m
〈qµ−i +µ−j xixj , t2qµ
+
i +µ
+
j xixj〉
〈xixj , t2xixj〉
·
∏
1≤i<j≤m
〈qµ−i −µ−j xi/xj , qµ
+
i −µ
+
j xi/xj , q
ν−i −ν
−
j xi/xj, q
ν+i −ν
+
j xi/xj〉〈txixj, qxixj〉ν−i +ν−j
〈xi/xj , xi/xj , xi/xj , xi/xj〉〈tqxixj, t2xixj〉ν+i +ν+j
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·
∏
1≤i,j≤m
〈tqµ−i +µ+j xixj , tqν
−
i +ν
+
j xixj, q
µ−i −µ
+
j xi/txj〉〈txixj〉µ−
i
+ν+
j
〈t2xixj〉µ+
i
+ν+
j
〈txixj, txixj , xi/tqµ
+
j xj〉〈qxixj〉µ−i +ν−j 〈tqxixj〉µ+i +ν−j
·
∏
1≤i,j≤m
〈xixj, xi/qν
−
j xj, xi/tq
Mxj〉µ−i 〈txixj, xi/q
Mxj〉µ+i 〈qxi/tq
ν+j xj , xi/q
ν+j xj〉ν−i
〈tqM+1xixj, qxi/tqν
+
j xj, qxi/xj〉µ−i 〈t
2qM+1xixj , qxi/xj〉µ+i 〈qxi/tq
µ+j xj , qxi/xj〉ν−i
·
∏
1≤i,j≤m
〈xi/qµ
+
j xj〉ν+
i
〈qxi/xj〉ν+i
T νq,xΨ(x; y)
Ψ(x; y)
)
. (4.63)
Since
e(u; tmα̂)ne(u;
√
tq/α)mM−n = e(u;
√
tq/α)mM = H(u;αt
ρm), (4.64)
the left-hand side of (4.63) equals
Ψ(x; y)−1
(
mM∑
l=0
e(u;
√
tq/α)mM−lH
x
l
)
Ψ(x; y). (4.65)
Hence we have Hxl Ψ(x; y) = K
x
l Ψ(x; y) for each l = 0, 1, 2, . . . ,mM . From the formula (4.9)
proved by Mimachi, we obtain Hxl Pλ(x) = K
x
l Pλ(x) for any partition λ ⊂ (nm). Since n is the
arbitrary non-negative integer, Hxl equals K
x
l as a q-difference operator. We see that the row type
q-difference operators Hxl (l ≤ mM) correspond to the terms of the right-hand side of (4.63) such
that |ν+| − |ν−| = mM − l.
We compute the explicit formula of Hxl = K
x
l for l ≤M . As we will see below their coefficients
are expressed as rational functions in t
1
2 . Note also that the operator Hxl does not depend on the
non-negative integer n. Since Hxl are the Wm-invariant operators, it is enough to calculate the
coefficients H
(l)
ν (x) := H
(l)
ν (x; a, b, c, d) of
∏
1≤i≤m T
νi
q,xi (ν ∈ Nm, 0 ≤ |ν| ≤ l). The coefficients
H
(l)
ν (x) have the following form:
H(l)ν (x) =
∑
ν≤ν−
|ν|≤|ν−|≤l
∑
ν−≤ν+≤(Mm)
|ν+|=mM−l+|ν−|
A
(l)
ν,ν−,ν+
(x). (4.66)
Relabeling the indices of summations, we obtain the explicit formulas (4.45) of the coefficients
H
(l)
ν (x) for ν ∈ Nm such that 0 ≤ |ν| ≤ l.
Although we computed the explicit formula of q-difference operator Hxl in the case of t = q
−M ,
for a fixed l this expression with t = q−M is valid for any M = l, l+1, . . .. Thus the explicit formula
(4.45) is valid for any parameter t and we complete the proof of Theorem 4.5.
4.4 Pieri formulas
It is known that the Koornwinder polynomials have the duality property [4, 20]:
Pλ(at
ρmqµ; a, b, c, d|q, t)
Pλ(atρm ; a, b, c, d|q, t) =
Pµ(αt
ρmqλ;α, β, γ, δ|q, t)
Pµ(αtρm ;α, β, γ, δ|q, t) , (4.67)
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where the parameters α, β, γ, δ are defined by
α =
√
abcd/q, β = ab/α, γ = ac/α, δ = ad/α. (4.68)
Van Diejen derived the Pieri formula of column type from the duality of the Koornwinder polynomi-
als and Dr. In this subsection, we present the “Pieri formula of row type” by using the q-difference
operators Hl. For any partition µ = (µ1, . . . , µm), we define P
+
µ by
P+µ = {λ ∈ Nm|λ1 ≥ · · · ≥ λm ≥ 0, λ′j − µ′j ∈ {±1, 0} (1 ≤ j ≤ m)}, (4.69)
where λ′ stands for the conjugate of a partition λ. In other words, P+µ is the set of partitions
obtained by adding or subtracting at most one to µ in each column. By direct calculation, we
obtain the following lemma.
Lemma. 4.6. Let µ be a partition. For any multi-index ν ∈ Zm, if µ+ν = (µ1+ν1, . . . , µm+νm) /∈
P+µ , H
(l)
ν (atρmqµ; a, b, c, d) = 0.
For any partition µ , by substituting x = atρmqµ in (4.48), we obtain
∑
ν∈Zm
0≤|ν|≤l
H(l)ν (at
ρmqµ; a, b, c, d)
Pλ(at
ρmqµ+ν)
Pλ(atρm)
= hl(αt
ρmqλ;α|q, t)Pλ(at
ρmqµ)
Pλ(atρm)
. (4.70)
From Lemma 4.6, we can apply the duality of Koornwinder polynomials to (4.70) to obtain
∑
ν∈Zm
0≤|ν|≤l
µ+ν∈P+µ
H(l)ν (at
ρmqµ; a, b, c, d)
Pµ+ν (αt
ρmqλ;α, β, γ, δ|q, t)
Pµ+ν(αtρm ;α, β, γ, δ|q, t)
= hl(αt
ρmqλ;α|q, t)Pµ(αt
ρmqλ;α, β, γ, δ|q, t)
Pµ(αtρm ;α, β, γ, δ|q, t) . (4.71)
Replacing αtρmqλ and the parameters (α, β, γ, δ) with x and (a, b, c, d), respectively, we obtain the
following Pieri formula of row type.
Theorem. 4.7. For any non-negative integer l = 0, 1, 2, . . ., we have the Pieri formula of row type:
hl(x; a|q, t) Pµ(x)
Pµ(atρm)
=
∑
ν∈Zm
0≤|ν|≤l
µ+ν∈P+µ
H(l)ν (αt
ρmqµ;α, β, γ, δ)
Pµ+ν(x)
Pµ+ν (atρm)
. (4.72)
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