Abstract. Semi-supervised clustering on information networks combines both the labeled and unlabeled data sets with an aim to improve the clustering performance. However, the existing semi-supervised clustering methods are all designed for homogeneous networks and do not deal with heterogeneous ones. In this work, we propose a semi-supervised clustering approach to analyze heterogeneous information networks, which include multi-typed objects and links and may contain more useful semantic information. The major challenge in the clustering task here is how to handle multi-relations and diverse semantic meanings in heterogeneous networks. In order to deal with this challenge, we introduce the concept of relation-path to measure the similarity between two data objects of the same type. Thereafter, we make use of the labeled information to extract different weights for all relation-paths. Finally, we propose SemiRPClus, a complete framework for semi-supervised learning in heterogeneous networks. Experimental results demonstrate the distinct advantages in effectiveness and efficiency of our framework in comparison with the baseline and some state-of-the-art approaches.
Introduction
The real world is interconnected: objects and inter-connections between these objects constitute various information networks. Clustering methods in information networks [1] become more and more popular in recent years. One can discover much interesting knowledge from the information networks by using appropriate clustering methods, and the clustering result can also be used in many fields such as information retrieval [2] and recommendation systems [3] . In particular, the real world information networks are often heterogeneous [4] , which means in these networks objects and links between these objects may belong to different types. In order to handle the multi-relational data in heterogeneous networks, semi-supervised learning methods [5] can be an appropriate tool. In this paper, This is the authors' final accepted manuscript, and the research presented in this manuscript has been published in Lecture Notes in Computer Science Volume 8444, 2014, pp 548-559
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we focus on the semi-supervised clustering task in heterogeneous information networks.
Up till now many semi-supervised clustering algorithms have been proposed for information networks [6, 7, 8] . Some of these algorithms consider the labeled information as constraints for clustering tasks [6] . These constraints can guide the clustering process to achieve better results. Others focus on semi-supervised learning on graphs [7] , which uses a small portion of labeled objects to label all the other objects in the same network by propagating the labeled information. The semi-supervised algorithm, proposed in [8] , integrates both the constraintbased learning and distance-function learning methods. All the above-mentioned link-based clustering methods are specifically designed for homogeneous information networks, in which all the links in the network are assumed to be of the same type [1] . However, most of the real-world networks are heterogeneous ones [4] . In KDD-2012, Sun et.al proposed PathSelClus [9] , a user guided clustering method in heterogeneous information networks. PathSelClus integrates both the meta-path selection and clustering processes. The experimental results produced by PathSelClus also showed that more meaningful results could be obtained by considering the clustering task on the heterogeneous information networks instead of the homogeneous ones. However, in PathSelCLus, the number of clusters needs to be pre-specified at the beginning of the algorithm, which is not realistic in many real-world problems.
In this paper, we will investigate semi-supervised clustering [5] in heterogeneous information networks, and intend to develop a clustering algorithm that does not need to pre-specify the number of clusters. In a heterogeneous information network, two objects may be connected via different relation paths or sequences of relations [9] . These different relation paths have different semantic meanings. For example, in the academic community network, two authors can be connected via either the co-author relationship or the co-institution relationship, but these two relations have very different meanings. Sun et.al proposes the concept of 'meta-path' [10] to indicate the relation sequence. In this research we propose a similar definition -'relation-path', which is specifically for our clustering task. Correspondingly, we also propose a topological measure for our relation-path, which is different from existing path topological measures [10, 11] . By using a logistic regression approach, we evaluate each weight of the relationpath. Finally, SemiRPClus, a novel framework for clustering in heterogeneous information network, is presented. Experiments on DBLP showed the distinct advantages in effectiveness and efficiency of SemiRPClus in comparison with some clustering methods on information networks.
The rest of this paper is organized as follows: in Section 2 some important definitions used in this paper are introduced. The proposed framework, named SemiRPClus, is described in Section 3. In Section 4, we present a series of experiments on DBLP, which demonstrated the effectiveness and efficiency of SemiRPClus. Finally, we conclude our work in Section 5.
Problem Definition
As in [4] , we use G = V, E, W to represent a heterogeneous network, where V = m i=1 X i , and X 1 = {x 11 , ..., x 1n1 }, ..., X m = {x m1 , ..., x mnm } denote the m different types of nodes. E is the set of links between any two data objects of V , and W is the set of weight values on the links. T G = A, R denotes the network schema [10] , which is a directed graph defined over object types A, with edges as relations from R. For more details about heterogeneous networks, please refer [4, 10] . First, the semi-supervised clustering in heterogeneous network is given below:
Definition 1 (Semi-supervised clustering in heterogeneous information network). In a heterogeneous information network G = V, E, W following a network schema T G = A, R , suppose V is a subset of V and V ⊆ V ∈ X i , where X i is the target type for clustering, and each data object O in V is labeled with a value γ indicating which cluster O should be in. Given a set of relation-path (see Definition 2), the learning task is to predict the labels for all the unlabeled objects V − V .
Second, we give the definition of relation-path, which can be considered as a special case of meta-path [10] :
• R l−1 between two objects in the same target type A t , and • is the composition operator on relations.
Different from the definition of meta-path [10] , in relation-path the starting object and the end object of the relation-path must belong to the same target type. From Definition 2 we can see that a relation-path is always a meta-path, but not vice versa. More importantly, as the relation-path is defined for objects of the same target type, it will be more suitable for our clustering task. Third, we define a transform of our relation-path named 'inverse relation-path' as follow:
After defining all the above concepts, we introduce a typical heterogeneous information network used in the experiments of our research: the DBLP network, which has been used as test cases in a number of papers [12, 4, 9] .
Example 1 (The DBLP bibliographic network). DBLP, computer science bibliography database, is a representative of heterogeneous information networks. The DBLP schema is shown in Figure 1 . There are four types of objects in the schema: Paper, Author, Term, and Conference. Links between Author and Paper are defined by the relation of "write" and "written by", denoted as "write
Relation between Term and Paper is "mention" and "mentioned by", denoted as "mention −1 ". Relation between Paper and Conference is "publish" and "published by", denoted as "publish −1 ". The "cite" relation exists between the papers in the schema. In this research we extract the "cite" relation from the Microsoft Academic Search API. 
The SemiRPClus Framework
As mentioned in [4] , there are two constraints which determine the clustering results on heterogeneous information networks: first, the clustering result should be consistent with the network structure; second, the clustering results should be consistent with the labeled information pre-assigned for some data objects. Our semi-supervised clustering process will follow these two constraints.
In this section, we first introduce in detail the proposed framework, SemiRPClus, which includes two components: (1) the linear regression based topological measure and (2) the relation extraction model. Then we present the overall clustering framework.
Linear Regression Based Topological Measure
Topological features, also called structural features, are connectivity properties extracted from a network for some pairs of objects. Many topological features have been proposed for the homogeneous networks, and see more details in [13] . There are also some topological features proposed for heterogeneous networks, and we redefine them based on relation-path as below:
-Path Count Measure [12] . Given a relation-path, denoted as RP , the Path Count can be calculated as the number of path instances of RP between two objects, say x t,i and x t,j , denoted as S P C RP (x t,i , x t,j ), where x t,i , x t,j ∈ X t and X t is the target type.
-Random Walk Measure [12] . Random walk measure following a relation-
. Here, S P C RP (x t,i , :) denotes the path count value following RP starting from x (t,i) .
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Here, S P C RP is a path count measure. In the above RP −1 denotes the inverse path-relation of RP (see Definition 3); -HeteSim Measure [11] : Given a relation-path
In the above,
is the set of out-neighbors of x t,i based on relation R 1 , and I(x t,j |R l ) is the set of in-neighbors of x t,j based on relation R l .
All the above-described topological measures only focus on the topological structure of the networks. However, in the semi-supervised clustering process, different labeled information will lead to different similarity measures and different clustering results [9] . As a result, we propose a linear regression based measure which considers the small amount of labeled information. We use the labeled information as guidance, and propose a linearly combined measure, which is defined as follows:
where S LS RP is the linear regression based measure of x t,i , x t,j ∈ X t , and s(
T is the topological features following the given relation-path RP , and each feature is calculated using one of the formulae introduced at the beginning of this section, and m is the number of measures used in the framework. For example, s 1 (x t,i , x t,j ) = S P C RP (x t,i , x t,j ),
T denotes the weights for all measures. An optimization algorithm can be used to solve the following approximation problem:
In the above, n denotes the number of labeled objects. Matrix R is obtained from the pre-labeled information as follow: R(x t,i , x t,j ) = 1 x t,i , x t,j are labeled as the same label 0 otherwise
where x t,i , x t,j ∈ X t and X t is the target type for clustering. Eq. (2) is actually a linear regression problem, which can be efficiently solved by many existing algorithms [14] . In this paper, we use the gradient descent method [14] to solve this problem.
Relationship Extraction Model
In our clustering task, given a set of relation-paths, each object within the target type may be connected via these relation-paths. By using these relation-paths, a heterogeneous information network can be reduced into a multi-relational network [15] , in which the objects correspond to those of the target type in the original heterogeneous network and the different relations correspond to the given different relation-paths.
Similar to the model proposed in [15] , the basic motivation of our relationship extraction model is as follows: different relation-paths correspond to different relation graphs 3 , which can provide different clustering results. By combining these different clustering results through different weights of corresponding relationpaths, the final clustering result may be improved [15] . In this paper, logistic regression method [16] is used to handle the relation extraction problem.
The set of pre-labeled objects of the target type are regarded as the training set. Each two objects in the labeled set is regarded as a training pair, denoted as x t,i , x t,j ∈ X t , and X t is the target type for clustering. We first extract the topological features for these objects, and then build an extraction model to learn the weight values associated with these features. For each training pair x t,i , x t,j ∈ X t , all the features are calculated by the linear regression based measure as in Eq. (1), denoted as F = [f 1 , f 2 , ..., f d ], where d is the number of relation-paths between the two objects. Here we denote the training set as
, where X i denotes the i − th training pair, and n is the number of pairs in the training set. We define y i as a label indicating whether these two objects are in the same cluster: if these two objects are in the same cluster, y i = 1, and 0 otherwise, which is denoted as Y T rain = [y 1 , y 2 , ..., y n ], where y i ∈ {0, 1}. The set of weights for all relation-paths is denoted as Λ = [λ 1 , λ 2 , ..., λ d ]. We use the Entropy maximization [17] method to calculate Λ: first, the conditional probability of the two objects in X i belong to the same cluster can be modeled as:
where Z is the normalization term calculated as Z(
. Second, we use the MLE (Maximum Likelihood Estimation) approach to derive Λ by maximizing the likelihood of all the training pairs:
Third, Λ = [λ 1 , λ 2 , ..., λ d ] can be obtained as follows:
In this research we use the gradient descent [14] method to calculate Λ * . Finally the combined affinity matrix W combine is defined by the following equation:
Here W i is the similarity matrix of i − th homogeneous network reduced by i − th relation-path. It is noted that the similarity of each two objects in W i is calculated by the measure introduced in section 3.1. We can see from the Eq. (7) that the combined affinity matrix W combine is a linear combination of different relation graphs. After obtaining W combine , we then perform clustering on W combine to obtain the finally result.
The Detailed Steps of SemiRPClus
After presenting the calculation method for each relevant variable, the detailed steps of SemiRPClus is given as follows:
Step 1 Given a heterogeneous information network G = V, E, W , a set of relation-paths, the target type X t for clustering and labeled information Y .
Step 2 Use Eq. (3) to calculate the relation matrix R.
Step 3 Calculation of the linear based similarity measure
Step 3-a Calculate each kind of relation-path measure using the measure methods introduced in Section 3.1.
Step 3-b Use Eq. (2) to calculate the weight α = [α 1 , α 2 , ..., α m ]
T for each measure.
Step 3-c Calculate the linear based similarity S LS RP using Eq. (1).
Step 4 Use Eq. (6) to obtain the weight of each relation-path:
then use Eq. (7) to calculate the combine affinity matrix W combine .
Step 5 Cluster the relation matrix W combine to obtain the final clustering result.
It is pointed out that many useful clustering methods [15, 18] can be used in
Step 5, no matter whether the cluster number is pre-assigned or not.
Complexity Analysis
In this section, we consider the time complexity of the SemiRPClus. At the beginning of our framework, all the traditional topological features are calculated, and the time complexity is O(k path n 2 ). Here k path is the number of relation-paths selected for the framework, and n is the number of target objects. For the linear based measure calculation process, the time complexity is O(t 1 m |T m |). Here t 1 is the number of iterations, and m is the dimension of the training dataset. For the Relationship Selection Model, the time complexity is O(t 2 m |T m |). Here t 2 is the number of iterations of this model. Assuming that the time complexity of the clustering used in Step 5 is O cluster , the overall time complexity of our framework is O(k path n
Experimental Results
In this section, we use the DBLP dataset 2 as a test bed to evaluate both the effectiveness and efficiency of our approach compared with some existing methods.
Datasets
The DBLP dataset is used for the performance test. Following [9] , we extract a sub network of DBLP, "four-area dataset", which contains 20 major conferences in four areas: Data Mining, Database, Information Retrieval and Machine Learning. Each area contains five top conferences. In this dataset, the term is extracted from the paper titles, and the paper citation relationship is obtained by the Microsoft academic search API 3 . We use the following three datasets for our experiments. The ground truth used in our experiment is obtained from the "four-area dataset [9] ". It is pointed out that the labeled information and the true clustering result are all obtained from the ground truth.
As in [12] , we choose 10 types of relation-paths as bellow: author − paper − author, author → paper → paper − author, author → paper ← paper → author, author → paper → conf erence ← paper ← author, author → paper ← author → paper ← author, author → paper → term ← paper ← author, author → paper → paper → paper ← author, author → paper → paper ← paper ← author, author → paper ← paper ← paper ← author, author → paper ← paper → paper ← author. For example, author − paper − author denotes the co-author relationship, and author → paper ← paper → paper ← author denotes two authors' papers are cited in the same paper.
Case study on Effectiveness
In this section, we study the effectiveness of our algorithm by comparing it with several existing methods on the three datasets given in Section 4.1. For the ease of comparison, we choose the hierarchical-cluster algorithm [19] to cluster the similarity matrix, and the cluster number is pre-assigned as the input of the cluster algorithm.
Three clustering methods are used in our experiment for comparison: PathSelClus [9] , GNetMine [20] and LP [7] . The first two algorithms are proposed for heterogeneous networks, and they are regarded as the state-of-the-art clustering algorithms. LP is proposed for homogeneous network, thus we use two homogeneous networks reduced by two corresponding relation-paths. The two selected relation-paths have the highest weight in SemiRPClus.
Two evaluation methods are used for testing the clustering result: Accuracy [9] , which is calculated as the percentage of target objects clustered into the correct clusters; and Normalized Mutual Information (NMI) [9] , which is one of the most popular evaluation methods to evaluate the quality of clustering results.
The clustering results are presented in Table 1 . In the table, performance under different percentage of labeled information (5%, 10% and 20%) in each cluster is tested. All the results are averaged for 10 times. In Table 1 , results in bold indicate the best performance among all algorithms.
From Table 1 we see that the performance of SemiRPClus is comparable with PathSelClus and GNetMine, and better in some cases. From the result we can also see that SemiRPClus can have a better result evaluated by NMI in some cases. NMI considers not only the accuracy, but also the distribution of the objects within each cluster. From this perspective, SemiRPClus is more effective than the other three algorithms. The LP algorithm always performs worse than all other three heterogeneous clustering algorithms. This demonstrates that by considering the heterogeneous information better results can be obtained. On the other hand, we can see that mining heterogeneous networks can gain more useful information than homogeneous ones.
Case Study on Efficiency
In this section, we study the efficiency of SemiRPClus. We use the same hardware configuration to run SemiRPClus and the other three algorithms. Every algorithm is run 10 trials and the average performance is calculated. The CPU execution time for each algorithm is showed in Fig. 2 . It is pointed out that we use LP-RP1 to represent LP algorithm in this section. In Fig. 2 , we can see that SemiRPClus is more efficient than PathSelClus and GNetMine: it is three to four orders of magnitude faster than PathSelClus in all experiments. 
Case Study on Relation Path Weight
In this section, we study the learned weights for different relation-paths obtained by SemiRPClus compared with PathSelClus. As the ranking of the relationpaths showed in Table 2 , the ranking learned by SemiRPClus is fundamentally the same as the ranking learned by the PathSelClus. From the result we can see the relation-path author − paper − author always has a more trusted weight than other relation paths. This is consistent with human intuition: two authors having the co-author relationship means that they are very likely to have a very similar research interest. On the other hand, the relation-path author → paper → term ← paper ← author has the lowest weight in both algorithms. This is consistent with real-world scenarios: it is not rare that two papers from different areas can have the same term. For example, the words "optimization" and "method" appear in many papers from different areas. Rank PathSelClus PathSelClus
A → P ← P ← P ← A A → P ← P → P ← A 4
A → P → P − A A → P ← P → A 5
A → P ← P → A A→ P → T ← P ← A 6
A → P → P → P ← A A → P → P − A 7
A → P → T ← P ← A A → P → P → P ← A 8
A → P ← P → P ← A A → P → C ← P ← A 9
A → P → C ← P ← A A → P ← P ← P ← A 10 A → P → T ← P ← A A → P → T ← P ← A
Conclusions and Future Work
In this work, we explore the semi-supervised clustering analysis in heterogeneous information networks. Firstly, a similarity measure, which is more suitable for the semi-supervised clustering task, is proposed for measuring the similarity between objects in heterogeneous information networks. Secondly, a logistic regression model is used for extracting the relations. At last, an overall computational framework is proposed to perform semi-supervised clustering in heterogeneous information networks. Experimental results on the DBLP dataset demonstrate the effectiveness and efficiency of SemiRPClus.
In the future, we intend to apply SemiRPClus to more real-world clustering problems. In addition, another direction of our future research is to explore the potential of SemiRPClus on big data problems, such as massive social media and bioinformatics problems.
