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Uma imagem fornece uma representac¸a˜o em duas dimenso˜es de uma cena. Durante o
processo de formac¸a˜o desta representac¸a˜o, todas as informac¸o˜es 3D sa˜o perdidas. Contudo,
tais informac¸o˜es podem ser recuperadas, atrave´s da visa˜o este´reo, se duas imagens de uma
mesma cena, mas de perspectivas diferentes, esta˜o disponı´veis. No entanto, isto so´ e´ possı´vel
se o sistema estiver calibrado. Por isso, a calibrac¸a˜o de caˆmeras e´ indispensa´vel em diversas
aplicac¸o˜es.
Neste trabalho, realiza-se uma ana´lise crı´tica das diversas te´cnicas de calibrac¸a˜o existen-
tes na literatura. Ale´m disso, novos me´todos de calibrac¸a˜o de um sistema de visa˜o binocular
sa˜o propostos. Basicamente, as te´cnicas propostas consistem em, inicialmente, recuperar a
geometria epipolar e realizar uma calibrac¸a˜o projetiva. Em seguida, os pontos de um gabarito
de uma u´nica dimensa˜o sa˜o utilizados para atualizar da calibrac¸a˜o projetiva para a euclide-
ana. Como e´ utilizado um gabarito de dimenso˜es reduzidas e de fa´cil confecc¸a˜o, os me´todos
de calibrac¸a˜o propostos sa˜o bastante flexı´veis e de fa´cil execuc¸a˜o.
Para auxiliar a tarefa de calibrac¸a˜o, novos algoritmos de correspondeˆncia de pontos
e estimac¸a˜o da matriz fundamental tambe´m sa˜o propostos. Em especial, o algoritmo de
estimac¸a˜o da matriz fundamental utiliza um conjunto de correspondeˆncias virtuais que de-
finem um plano tambe´m virtual. Evidentemente, tal plano induz uma homografia entre as
imagens este´reo. O paralaxe de correspondeˆncias que na˜o satisfazem tal homografia permite
estimar um dos epipolos do sistema e, portanto, caracterizar a matriz fundamental. A princi-
pal vantagem do me´todo proposto e´ obter uma boa estimac¸a˜o utilizando uma parametrizac¸a˜o
com apenas cinco inco´gnitas.
Experimentos em imagens reais e sinte´ticas validam as te´cnicas propostas, mostrando
como seu desempenho varia quanto a quantidade de ruı´do e nu´mero de correspondeˆncias
existentes.
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An image could offer a bidimensional representation of a scene. During the image for-
mation process every 3D scene information are lost. However, these informations could be
recovered by an stereo vision system. But it is possible only if the system is calibrated.
Therefore, the camera calibration process is essential in many applications.
In this work, an analysis of many different calibration techniques which are presenting in
technical literature, is done. Behind this, new calibration methods of stereo vision systems
are suggest. The methods consists of upgrading a 3D projective representation to Euclidean
using a free-moving 1D calibration apparatus (points aligned on a line). For higher accuracy,
a nonlinear technique based on the maximum likelihood criterion is used to estimate the
stereo rig parameters (the intrinsic and extrinsic parameters).
We propose also new algorithms of stereo match and fundamental matrix estimation that
helps the calibration process. The fundamental matrix estimation algorithm uses a set of
virtual correspondences that define a virtual plane. Obviously, these plane induces an ho-
mography across the stereo images. For points not on the plane, they do not verify the
homography. So the parallax error could be used to estimate an epipole and therefore could
characterized the fundamental matrix. The manly advantage of proposed method is offer a
good fundamental matrix estimation using only five unknowns.
Experiments in real and synthetic images validate the new methods and show that the
results of the techniques are comparable to the performance of the most complex methods.
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A visa˜o e´ o sentido mais importante dos seres humanos. Sem nenhum contato fı´sico, ela nos for-
nece uma quantidade extraordina´ria de informac¸a˜o sobre o ambiente que nos rodeia, permitindo-nos
interagir com os mais diferentes objetos. Dessa forma, e´ natural que muitos esforc¸os tenham sido
devotados a dotar algumas ma´quinas com o sentido de visa˜o. Contudo, a visa˜o e´ o nosso sentido mais
complexo. De fato, ainda hoje na˜o se possui um entendimento completo de como o sistema de visa˜o
biolo´gico atua (GRANLUND, 1999). Por isso, infelizmente, na˜o e´ surpresa que o estado da arte da visa˜o
computacional esteja muito distante do “computador que veˆ”. Os sistemas existentes atualmente sa˜o
construı´dos para aplicac¸o˜es especı´ficas, supo˜em condic¸o˜es especiais de funcionamento (iluminac¸a˜o,
tipo de ambiente, faixa de cor etc) e aplicam-se apenas a um conjunto limitado de situac¸o˜es (forne-
cendo resultados ruins para todas as outras).
Evidentemente, em um sistema de visa˜o computacional, o item mais importante e´ a caˆmera, pois
e´ ela que fornece os dados que o sistema deve processar. Este trabalho tem como objetivo: o estudo
dos diversos me´todos existentes para calibrac¸a˜o de caˆmeras para uso em visa˜o computacional. Em
especial, analisam-se te´cnicas para calibrac¸a˜o de sistemas binoculares. Sa˜o tambe´m propostos novos
algoritmos para estimac¸a˜o da geometria epipolar e para calibrac¸a˜o de caˆmeras propriamente dita.
Na figura 1.1, apresenta-se o diagrama de blocos de um sistema tı´pico que utiliza visa˜o compu-
tacional. Sob condic¸o˜es controladas, um sistema de visa˜o captura imagens de uma caˆmera e produz
uma representac¸a˜o simbo´lica da cena. Possivelmente, tal representac¸a˜o descreve a cena apenas parci-
almente. Contudo, esta deve ser suficiente para que o esta´gio de processamento obtenha a informac¸a˜o
para a qual o sistema foi projetado. Em seguida, se necessa´rio, alguma ac¸a˜o de controle pode ser
produzida para interagir com o ambiente.
O diagrama da figura 1.1 e´ muito parecido com o esboc¸o de um sistema geral de instrumentac¸a˜o
eletroˆnica e controle. Neste caso, os dispositivos sensı´veis a` luz (ou a outro tipo de radiac¸a˜o), utiliza-
dos para formar a imagem, teˆm a mesma func¸a˜o dos sensores usados na instrumentac¸a˜o. Neste mesmo
contexto, a caˆmera funciona como um transdutor que fornece uma matriz de nu´meros relacionada a`
cena capturada.
2Figura 1.1: Diagrama de blocos de um sistema de visa˜o computacional tı´pico. A representac¸a˜o da
cena feita pelo sistema de visa˜o pode ou na˜o ser utilizada para atuar no ambiente.
Assim como na instrumentac¸a˜o eletroˆnica, onde os transdutores devem ser calibrados antes de sua
utilizac¸a˜o no sistema de medic¸a˜o, em diversas aplicac¸o˜es da visa˜o computacional, a caˆmera utilizada
pelo sistema deve tambe´m estar calibrada. Tal calibrac¸a˜o consiste em estimar os paraˆmetros que
melhor ajustam o modelo matema´tico escolhido a` caˆmera utilizada.
Normalmente, a calibrac¸a˜o e´ realizada antes da operac¸a˜o normal do sistema. Neste caso, insere-
se um objeto 3D (chamado gabarito) de forma e tamanho conhecidos no campo visual da caˆmera.
Em seguida, o algoritmo de calibrac¸a˜o retira as informac¸o˜es necessa´rias e estima os paraˆmetros da
caˆmera. Apesar de extremamente exata, a calibrac¸a˜o com gabarito e´ pouco flexı´vel, pois, ale´m de
requerer um objeto de calibrac¸a˜o difı´cil de ser confeccionado, exige que a operac¸a˜o do sistema seja
interrompida sempre que uma nova calibrac¸a˜o for necessa´ria.
Para tornar o processo de calibrac¸a˜o mais flexı´vel, Faugeras (1992) e Hartley et al. (1992) desen-
volveram a te´cnica de calibrac¸a˜o projetiva. Esta na˜o necessita de gabarito de calibrac¸a˜o. Contudo, o
modelo utilizado para a caˆmera na˜o permite a recuperac¸a˜o de informac¸o˜es importantes da cena como,
por exemplo, distaˆncias, aˆngulos e paralelismo (FAUGERAS; LUONG, 2001). Dessa forma, a te´cnica
na˜o pode ser utilizada em todas as aplicac¸o˜es.
Uma alternativa mais geral e que serve a maioria das aplicac¸o˜es e´ a calibrac¸a˜o automa´tica. Este
conceito foi inicialmente proposto por Maybank e Faugeras (1992) e dispensa o uso de um gabarito
de calibrac¸a˜o. Ao inve´s disso, a caˆmera deve se movimentar com relac¸a˜o a uma cena esta´tica. Dessa
forma, a imagem do “cone absoluto1” (FAUGERAS; MAYBANK, 1990) fornece restric¸o˜es que possibili-
1Veja a definic¸a˜o na pa´gina 45.
3tam a recuperac¸a˜o de todos os paraˆmetros do modelo da caˆmera. Por outro lado, a teoria de calibrac¸a˜o
automa´tica, apesar de possuir um custo computacional extremamente elevado, leva-nos a resultados
pouco exatos. Estes fatos contribuem para que essa te´cnica ainda na˜o seja largamente utilizada na
pra´tica.
No processo de formac¸a˜o das imagens pela caˆmera, todas as informac¸a˜o 3D sa˜o perdidas. Assim,
se tais informac¸o˜es forem necessa´rias, pode ser utilizado um sistema de visa˜o binocular. Neste caso,
duas caˆmeras capturam imagens de uma mesma cena. Ale´m disso, a posic¸a˜o de uma caˆmera em
relac¸a˜o a outra e´ sempre fixa. Como observado inicialmente por Zisserman et al. (1995), este fato
insere mais restric¸o˜es ao problema de calibrac¸a˜o. Estas restric¸o˜es tornam a calibrac¸a˜o automa´tica
mais simples. Contudo, trabalhos recentes mostram que tais te´cnicas sa˜o muito sensı´veis a ruı´do
mesmo para a visa˜o este´reo (HORAUD et al., 2000). Por isso, os resultados obtidos sa˜o inexatos,
quando comparados aos de me´todos de calibrac¸a˜o que utilizam gabaritos.
A principal restric¸a˜o obtida com o uso de sistemas binoculares e´ a restric¸a˜o epipolar (HARTLEY;
ZISSERMAN, 2000). Esta relaciona pontos na imagem capturada por uma das caˆmeras a pontos na
imagem da outra caˆmera do mesmo par este´reo. Quando o sistema na˜o esta´ calibrado, a restric¸a˜o
epipolar e´ completamente caracterizada pela matriz fundamental. Tal matriz concentra uma se´rie de
informac¸o˜es sobre o sistema este´reo e torna todas as operac¸o˜es realizadas menos complexas. Con-
tudo, antes de ser u´til, a matriz fundamental deve ser estimada a partir de um conjunto inicial de
correspondeˆncia de pontos. Para obter tal conjunto, deve-se utilizar um algoritmo que consiga es-
tabelecer correspondeˆncias com o sistema na˜o-calibrado. Contudo, tais algoritmos na˜o sa˜o muito
numerosos na literatura. Ale´m disso, na maioria das vezes, estes sa˜o pouco eficientes, pois utilizam
te´cnicas complexas e de custo computacional elevado. Em vista disto, neste trabalho, propo˜em-se um
novo me´todo de correspondencia de pontos para sistemas na˜o-calibrados. Objetivou-se o desenvol-
vimento de um algoritmo ra´pido e que, se desejado, pudesse ser fa´cil implementado via hardware,
atrave´s da linguagem VHDL (ASHENDEN, 2002).
A estimac¸a˜o da matriz fundamental e´ objeto de estudo ha´ muitas de´cadas. Ate´ o inı´cio da de´cada
de 90, os esforc¸os concentravam-se na exatida˜o da estimac¸a˜o (LUONG; FAUGERAS, 1996; LUONG et al.,
1993; HARTLEY, 1993). A um custo computacional elevado, a matriz fundamental era obtida atrave´s
de parametrizac¸o˜es complexas e me´todos na˜o-lineares que minimizam algum crite´rio especı´fico. Al-
gum tempo depois, a partir de meados dos anos 90, foram propostos diversos me´todos robustos que
identificam e eliminam falsas correspondeˆncias2 que degradam a qualidade da matriz fundamental
obtida (ZHANG, 1998; TORR; ZISSERMAN, 1998; TORR; MURRAY, 1997). Estes me´todos tornaram
possı´vel estimar a matriz fundamental de forma automa´tica. Atualmente, surge a tendeˆncia de tentar
reduzir o custo computacional dos algoritmos na˜o-lineares utilizando parametrizac¸o˜es mais simples
(BARTOLI; STURM, 2004) ou espac¸os de busca reduzidos (ZHANG; LOOP, 2001; BARTOLI et al., 2001).
Neste trabalho, um novo me´todo de estimac¸a˜o da matriz fundamental e´ proposto. Tal me´todo
utiliza um conjunto de correspondeˆncias virtuais que definem um plano tambe´m virtual. Evidente-
mente, tal plano induz uma homografia entre as imagens este´reo. O paralaxe de correspondeˆncias de
pontos que na˜o satisfazem tal homografia permite estimar um dos epipolos do sistema e, portanto,
2Do ingleˆs: outliers.
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caracterizar a matriz fundamental. Em oposic¸a˜o a` maioria dos trabalhos encontrados na literatura
que, ao custo de utilizar algoritmos de implementac¸a˜o confusa e de custo computacional elevado,
obteˆm uma excelente estimac¸a˜o da matriz fundamental, optou-se pela simplicidade. Assim, durante o
desenvolvimento do me´todo proposto, o pre´-requisito principal foi obter uma boa estimac¸a˜o da matriz
fundametal a um baixo custo computacional.
Como proposto por Hartley et al. (1992), uma vez que a matriz fundamental e´ conhecida, esta
permite realizar uma calibrac¸a˜o projetiva. Tal calibrac¸a˜o pode ser atualizada para uma calibrac¸a˜o
euclidiana se uma transformac¸a˜o projetiva, que tem caracterı´sticas ja´ bem conhecidas (HORAUD et al.,
2000), for estimada. Neste trabalho, tambe´m se propo˜e um novo me´todo de calibrac¸a˜o de um conjunto
binocular que estima tal transformac¸a˜o usando, como gabarito, um basta˜o graduado. Basicamente,
o basta˜o funciona com um gabarito de uma u´nica dimensa˜o. Por utilizar um objeto de calibrac¸a˜o de
simples confecc¸a˜o e manuseio, o me´todo proposto acrescenta flexibilidade ao problema. Ale´m disso,
os resultados obtidos mostram que o me´todo obte´m resultados bem mais exatos, em comparac¸a˜o a`s
te´cnicas automa´ticas.
O me´todo proposto e´ uma extensa˜o do recente trabalho de Zhang (2004), que propoˆs uma te´cnica
de calibrac¸a˜o de uma u´nica caˆmera com um gabarito 1D. Por sua vez, tal te´cnica surgiu da tendeˆncia
atual, que pode ser comprovada examinando artigos recentes como, por exemplo, os trabalhos de
Agrawal e Davis (2003), Zhang (2000) e de Sturm e Maybank (1999), de aumentar a flexibilidade da
tarefa de calibrac¸a˜o reduzindo as dimenso˜es do gabarito.
§1.1 Organizac¸a˜o do trabalho
Ale´m desta introduc¸a˜o, este trabalho tem mais quatro capı´tulos e dois apeˆndices, que tratam dos
assuntos descritos a seguir.
No capı´tulo dois e´ apresentado, de maneira sucinta, um estudo sobre visa˜o binocular. Aborda-
se todos os assuntos que sa˜o pre´-requisitos para um bom entendimento sobre o problema da tese,
tais como: o modelo de caˆmera utilizado, geometria epipolar, estimac¸a˜o da matriz fundamental e as
diversas te´cnicas existentes para calibrac¸a˜o de caˆmeras.
No capı´tulo treˆs apresentam-se as contribuic¸o˜es do trabalho para a a´rea de visa˜o este´reo.
Descrevem-se os me´todos propostos para correspondeˆncia de pontos e estimac¸a˜o da matriz funda-
mental, ale´m de diversos me´todos lineares e na˜o-lineares para calibrac¸a˜o de um sistema binocular
atrave´s de um basta˜o graduado.
Os resultados experimentais sa˜o apresentados no capı´tulo quatro. Os algoritmos propostos sa˜o
testados em imagens “sinte´ticas” e imagens reais. Ale´m disso, os resultados sa˜o comparados com os
de outros me´todos bem conhecidos na literatura.
Concluso˜es e comenta´rios sa˜o apresentados no capı´tulo cinco. Ale´m disso, discutem-se algumas
perspectivas de projetos futuros derivados do presente trabalho.
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Apo´s o capı´tulo cinco, foram incluı´dos dois apeˆndices. O conteu´do destes e´ citado constante-
mente ao longo do texto do trabalho. No apeˆndice A, apresentam-se alguns conceitos importantes
da geometria projetiva. Tal geometria vem sendo muito utilizada nas u´ltimas de´cadas para modelar
diversas caracterı´sticas das caˆmeras. No apeˆndice B, alguns conceitos matema´ticas importantes sa˜o
apresentados.
Finalmente, o apeˆndice C conte´m a lista de artigos publicados pelo autor durante o desenvolvi-
mento do trabalho e que teˆm relac¸a˜o com este trabalho.
§1.2 Notac¸a˜o
No decorrer do texto, matrizes e vetores sa˜o representados por letras, nu´meros ou sı´mbolos em ne-
grito. Constantes sa˜o expressas por letras, nu´meros ou sı´mbolos em ita´lico. Ale´m disso, uma notac¸a˜o
especı´fica para acessar os elementos de uma matriz e´ adotada. Por exemplo, A(i, j) representa o ele-
mento da matriz A na i-e´sima linha e j-e´sima coluna. Se necessa´rio, o caracter “:” pode ser utilizado
para destacar mais de um elemento da matriz. Assim, A(i : j, n : m) representa todos os elementos
de A que pertencem a uma das linhas entre i e j e uma das colunas entre n e m. Uma outra pra´tica
convenc¸a˜o adotada e´ considerar A−T = (A−1)T = (AT )−1 para toda matriz quadrada e inversı´vel.
Finalmente, em algumas casos, o produto cruzado entre dois vetores 3D, v e x, e´ expresso atrave´s da
matriz antissime´trica , ou seja, v × x = [v]×x, com
[v]× =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 ,
onde considerou-se v = [v1, v2, v3]T .
As caˆmaras que pertencem a um conjunto binocular sa˜o chamadas de “caˆmera 1” e “caˆmera 2”.
Normalmente, a caˆmera 1 e´ tomada como refereˆncia. Ale´m disso, os planos de imagem das caˆmeras
sa˜o expressos por I1 e I2 para, respectivamente, a caˆmera 1 e a caˆmera 2. No caso de matrizes, um
apo´strofo (ou a auseˆncia dele) e´ utilizado para indicar a qual caˆmera esta se refere. Por exemplo, A
esta´ relacionada a` “caˆmera 1” e A′ e´ sempre associada a` “caˆmera 2”.
Considerando o modelo de caˆmera pinhole (FAUGERAS; LUONG, 2001), as coordenadas de um
ponto 3D no sistema de coordenadas do ambiente de uma caˆmera sa˜o apresentadas como M =
[x, y, z]T e a projec¸a˜o correspondente no plano de imagem Iα, α ∈ {1, 2}, como mα = [uα, vα]T .
Ale´m disso, as coordenadas homogeˆneas de um ponto mα = [xα, yα, ...]T sa˜o representadas por
m˜α, isto e´, m˜α = [xα, yα, ..., 1]T . De uma forma mais geral, um ponto qualquer em coordenadas
homogeˆncias e´ representado por m˜α = [xα, yα, ..., tα]T . Um segundo ı´ndice, se houver, indica a
posic¸a˜o do ponto em um conjunto de pontos.
Por u´ltimo, uma reta lα, no plano de imagem Iα e que passa pelo ponto mα = [uα, vα]T , deve




. Assim, temos uma pra´tica notac¸a˜o para a equac¸a˜o da mesma, ou seja, lTαmα = 0 ou




Primeiro eles o ignoram. Depois riem de voceˆ. Enta˜o eles o combatem. Aı´ voceˆ vence.
Mohandas Gandhi
Neste capı´tulo, apresenta-se um resumo da teoria necessa´ria para a compreensa˜o do problema
de calibrac¸a˜o de um conjunto binocular. Em especial, descreve-se o modelo matema´tico de caˆmera
adotado neste trabalho e analisam-se criticamente alguns dos principais me´todos de estimac¸a˜o da
matriz fundamental e de calibrac¸a˜o de caˆmeras. Os conceitos descritos aqui servem como base a toda
discussa˜o dos capı´tulos posteriores.
§2.1 Modelo da Caˆmera
O modelo de caˆmera utilizado neste trabalho e´ o pinhole. Neste, um raio de luz, proveniente de
um ponto M no espac¸o, passa atrave´s de um orifı´cio (localizado no ponto C) e incide em um plano
no ponto m (veja a figura 2.1 na pa´gina seguinte). O plano de incideˆncia dos raios e´ chamado de
“plano de imagem” e o ponto C e´ chamado de “centro da caˆmera”. A distaˆncia do plano de imagem
ao ponto C e´ um paraˆmetro intrı´nseco da caˆmera e e´ conhecido como “distaˆncia focal” e, geralmente,
e´ representado por f .
Na figura 2.2(a) na pro´xima pa´gina, a caˆmera e´ inserida em um sistema de coordenadas. Este
e´ conhecido como “sistema de coordenadas da caˆmera” e tem sua origem no ponto C. Ale´m disso,
um outro sistema de coordenadas, com origem em m0, e´ representado no plano da imagem. Este
e´ chamado “sistema de coordenadas da imagem”. Por sua vez, o ponto m0, chamado “centro da
imagem”, e´ a projec¸a˜o ortogonal do ponto C, ou seja, o ponto no qual o eixo Z corta o plano de
imagem.
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´E importante conhecer a relac¸a˜o entre um ponto M no sistema de coordenadas da caˆmera e sua
projec¸a˜o, m, no sistema de coordenadas da imagem. Isto pode ser conseguido facilmente atrave´s
de semelhanc¸as de triaˆngulos. Por exemplo, atrave´s da figura 2.2(b) veˆ-se que a ordenada de m
e´ u = fY/Z . De maneira semelhante, pode-se estender o raciocı´nio para a abscissa de m, logo






































Figura 2.2: (a) modelo pinhole e seus sistemas de coordenadas, (b) determinac¸a˜o da ordenada do
ponto m em func¸a˜o das coordenadas do ponto M.
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A equac¸a˜o (2.1) e´ reescrita frequ¨entemente como
m˜ ≃ A[I3 03]M˜, (2.2)
onde
A =
 f 0 00 f 0
0 0 1
 (2.3)
concentra os “paraˆmetros intrı´nsecos da caˆmera”.
Como na equac¸a˜o (2.2), ao longo do texto, o sı´mbolo “≃” e´ utilizado para explicitar que os dois
lados de uma igualdade podem diferir por uma constante desconhecida e na˜o-nula, ou seja, trata-se
de uma equac¸a˜o homogeˆnea.
A matriz A dada em (2.3) e´ um modelo muito simplificado de uma caˆmera. Na pra´tica, utiliza-se
um modelo mais geral definido por
A =
 f f cot θsk u00 f nx/y v0
0 0 1
 . (2.4)
O paraˆmetro nx/y e´ inserido para levar em considerac¸a˜o que os sensores utilizados pela caˆmera na˜o
sa˜o um quadrado perfeito, ou seja, a altura pode diferir da largura. Ja´ o paraˆmetro sk = f cot θsk
esta´ relacionado ao aˆngulo, θsk , que corrige a ortogonalidade da matriz destes sensores. O ponto
m0 = [u0, v0]
T sa˜o as coordenadas do ponto central da caˆmera. Essas coordenadas sa˜o inseridas para
levar em considerac¸a˜o que, geralmente, a origem do sistema de coordenadas da imagem esta´ no canto
superior esquerdo e na˜o no ponto m0.
`A medida que a tecnologia evolui, a equac¸a˜o (2.4) aproxima-se cada vez mais de (2.3). Assim,
geralmente, |θsk − π/2| e´ da ordem de 10−6, ou seja, sk ≈ 0. Ale´m disso, nx/y e´ muito pro´ximo
da unidade. Por outro lado, ainda hoje, a estimac¸a˜o do ponto m0 e´ muito sensı´vel a ruı´dos. Assim,
muitos autores assumem que m0 localiza-se exatamente no centro da imagem. Felizmente, esta
aproximac¸a˜o tem pouca influeˆncia na recuperac¸a˜o das informac¸o˜es 3D.
As coordenadas do ponto M podem ser fornecidas em relac¸a˜o a um referencial diferente do
sistema de coordenadas da caˆmera. Quando isto acontece, o referencial em questa˜o e´ dito ser o
“sistema de coordenadas do ambiente” e a equac¸a˜o (2.2) deve ser reescrita como sendo
m˜ ≃ A[R t]M˜, (2.5)
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ondeR e´ uma matriz 3×3 que representa a rotac¸a˜o da caˆmera em relac¸a˜o ao sistema de coordenadas
do ambiente, t e´ um vetor que equivale a translac¸a˜o do centro da caˆmera com relac¸a˜o ao sistema
de coordenadas do ambiente. A matriz [t]×R possui toda informac¸a˜o a respeito dos “paraˆmetros
extrı´nsecos da caˆmera” .
Frequ¨entemente, define-se a “matriz de projec¸a˜o” de uma caˆmera como sendo
P ≃ A[R t]. (2.6)
Neste caso, a equac¸a˜o (2.5) torna-se
m˜ ≃ PM˜. (2.7)
A seguir, dois resultados importantes relacionados a` matriz de projec¸a˜o da caˆmera sa˜o sumariza-
dos nas proposic¸o˜es a seguir.
Proposic¸a˜o 2.1 Dada uma caˆmera, cuja matriz de projec¸a˜o, P, e´ conhecida, o centro da caˆmera, C,
e´ dado por PC˜ = 0.
Prova: Como P tem posto treˆs, seu auto-espac¸o e´ gerado por um u´nico vetor. Ale´m disso, como 0
na˜o pertence ao espac¸o P3, 0 na˜o e´ soluc¸a˜o de PC˜ = 0. Veja, por exemplo, Hartley e Zisserman
(2000, pa´g. 144) para prova de que a C˜ e´ a u´nica soluc¸a˜o.
Proposic¸a˜o 2.2 Se R e´ uma matriz rotacional, RRT = 0.
Prova: Isto segue da definic¸a˜o de matriz rotacional. Veja, por exemplo, (HARTLEY; ZISSERMAN,
2000, pa´g. 11).
§2.2 Correspondeˆncia de Pontos
Pelo discutido na sec¸a˜o anterior, dado a projec¸a˜o, m, de um ponto 3D, M, na˜o e´ possı´vel deter-
minar as coordenadas de M univocamente. Isto ocorre porque qualquer ponto 3D pertencente a reta
CM (figura 2.1) tem sua projec¸a˜o em m.
Agora, considere a figura 2.3. Nesta, o pontoM e´ “visto” por duas caˆmeras. Assim, tal ponto tem
uma projec¸a˜o no plano de imagem de cada caˆmera, ou seja, m1 ∈ I1 e m2 ∈ I2. Ale´m disso, o raio
o´ptico associado a essas projec¸o˜es se interceptam no ponto M. Isto significa que, se o sistema esta´
calibrado, dada uma correspondeˆncia (m1i↔m2i), e´ possı´vel determinar as coordenadas do ponto
3D correspondente atrave´s de um processo chamado “reconstruc¸a˜o 3D” (discutido na sec¸a˜o 2.7).
Contudo, o processo de correspondeˆncia de pontos e´ uma tarefa extremamente complexa. Diversos
fatores contribuem para isto. Alguns dos quais sa˜o apresentados a seguir.
X Ocluso˜es. Algumas vezes, o correspondente de um ponto na outra imagem pode na˜o estar
disponı´vel. Isto ocorre quando o ponto correspondente esta´ fora da parte visı´vel da imagem ou
ocludido por um objeto mais pro´ximo a caˆmera. Oclusa˜o e´ a maior fonte de erros no processo
de correspondeˆncia (SCHARSTEIN; SZELISKI, 2002).












Figura 2.3: Raios o´pticos associados a projec¸o˜es de um mesmo ponto 3D se interceptam no espac¸o.
X Diferenc¸a de Iluminac¸a˜o. Se as imagens este´reo forem capturadas em instantes distintos, elas
podem diferir entre si quanto a luminosidade por causa de diferenc¸as no sombreamento da cena.
X Distorc¸o˜es Radiome´tricas. Se as imagens forem capturadas por caˆmeras diferentes, mesmo
desprezando (ou compensando) diferenc¸as de iluminac¸a˜o, as projec¸o˜es de um mesmo ponto 3D
podem ser representadas por tons de cinza diferentes. Geralmente, pixels que apresentam esse
tipo de distorc¸a˜o esta˜o relacionados por um ganho e um desvio.
X Distorc¸o˜es Projetivas. Devido ao seu processo de formac¸a˜o, uma imagem este´reo pode parecer
“distorcida” em relac¸a˜o a outra, mesmo que ambas sejam capturadas pela mesma caˆmera. Essa
distorc¸a˜o aumenta a` medida que o deslocamento relativo e/ou a diferenc¸a na distaˆncia focal das
caˆmeras tambe´m aumentam.
X Texturas “Pobres”. Mesmo desconsiderando todos os problemas anteriores, o processo de
correspondeˆncia de pontos ainda e´ uma tarefa complexa em cenas com pouca textura, pois isto
reduz a relac¸a˜o sinal ruı´do e aumenta a incerteza.
Ocluso˜es e pouca textura dificultam o processo de correspondeˆncia por inserir ambigu¨idade. Ja´ a
diferenc¸a de iluminac¸a˜o e as distorc¸o˜es, por tornarem as imagens ligeiramente diferentes entre si.
Felizmente, em aplicac¸o˜es como, por exemplo, estimac¸a˜o da geometria epipolar (sec¸a˜o 2.3),
calibrac¸a˜o de caˆmeras (sec¸o˜es 2.5 e 2.6) e retificac¸a˜o de imagens (CHEN et al., 2003; LOOP; ZHANG,
1999), e´ necessa´rio estabelecer apenas algumas poucas correspondeˆncias. Neste contexto, quanto a`
quantidade e densidade de correspondeˆncias, os algoritmos de correspondeˆncia de pontos podem ser
classificados em dois grupos que sa˜o formalmente definidos a seguir.
Definic¸a˜o 2.1 (Correspondeˆncias Densas) Como o nome sugere, e´ um conjunto de correspondeˆncias
de pontos caracterizado por uma grande quantidade de pontos muito pro´ximos e que ocupam toda
(ou quase toda) a a´rea da imagem. Geralmente, tais correspondeˆncias sa˜o estabelecidas apo´s o
sistema estar calibrado.
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Definic¸a˜o 2.2 (Correspondeˆncias Esparsas) ´E um conjunto de correspondeˆncias composto por pou-
cos pontos (em comparac¸a˜o ao nu´mero total de pixels das imagens). Idealmente, estes pontos esta˜o
espalhados por quase todo o plano da imagem, mas, na pra´tica, tambe´m podem estar concentrados
apenas em uma regia˜o.
A seguir, discute-se em detalhes o problema de estabelecer um conjunto de correspondeˆncias
esparsas.
2.2.1 Caracteres Interessantes
Como discutido na sec¸a˜o 2.3 (pa´g. 20), se a geometria epipolar que relaciona duas imagens este´reo
na˜o e´ conhecida, na˜o existe nenhuma restric¸a˜o geome´trica na localizac¸a˜o do correspondente de um
ponto. Assim, dado um pontom1 ∈ I1, o seu correspondente, m2, pode estar em qualquer posic¸a˜o do
plano de imagem I2, ou seja, o espac¸o de busca envolvido no processo e´ muito grande. Para tornar o
problema menos complexo, uma abordagem consiste em segmentar alguns “caracteres interessantes”
em ambas as imagens e, em seguida, efetuar correspondeˆncia de pontos apenas dentre esses carac-
teres. Evidentemente, essa abordagem pode ser utilizada apenas para estabelecer correspondeˆncias
esparsas.
A definic¸a˜o formal de caracteres interessantes utilizada neste trabalho e´ dada a seguir.
Definic¸a˜o 2.3 (Caracteres Interessantes) Sa˜o caracterı´sticas que esta˜o presentes em (quase) todas
as cenas, sa˜o fa´ceis de segmentar e cujos atributos sa˜o pouco afetados por distorc¸o˜es projetivas,
deslocamentos Euclidianos e diferenc¸a de iluminac¸a˜o. Exemplos de caracteres interessantes sa˜o:
cantos, ve´rtices, retas, planos etc.
Para que a correspondeˆncia de caracteres possa ser realizada, eles devem ser extraı´dos das ima-
gens. Essa e´ uma das etapas mais importantes do processo e e´ discutida a seguir.
§ Segmentac¸a˜o de Caracteres
Diversos trabalhos encontrados na literatura utilizam cantos1 da imagem como caracteres inte-
ressantes. O principal motivo e´ que cantos sa˜o (quase) invariantes a deslocamentos Euclidianos,
enquanto que, por exemplo, planos e retas podem ate´ desaparecer, dependendo do deslocamento. O
algoritmo de segmentac¸a˜o de cantos mais popular e´ o proposto por Harris e Stephens (1988).
Supondo um canto na imagem I1, na posic¸a˜o m1 = [u1, v1]T , e o seu correspondente, m2 =
[u2, v2]
T
, na imagem I2, o algoritmo de segmentac¸a˜o fornece uma aproximac¸a˜o das coordenadas
desses pontos, por exemplo, m̂1 = [u1+δx1, v1+δy1 ]T e m̂2 = [u2+δx2 , v2+δy2 ]T . Evidentemente,
os deslocamentos δx1 , δy1 , δx2 e δy2 acrescentam incerteza ao processo. Essa incerteza, normalmente,
e´ modelada na forma de um ruı´do Gaussiano de me´dia zero. Tais deslocamentos devem ser ta˜o
pequenos quanto possı´vel. De fato, eles devem ser de menos de um pixel. Isto pode ser conseguido
utilizando detectores de cantos com precisa˜o de sub-pixels.
1De uma forma geral, cantos sa˜o as posic¸o˜es dos picos de variac¸a˜o local da imagem.





Figura 2.4: A falta de um correspondente para os pontos m12 e m23 pode fazer com que o algoritmo
de correspondeˆncia de pontos forme a falsa correspondeˆncia (m12↔m23).
Ziou e Tabbone (1998) realizaram uma excelente ana´lise crı´tica dos principais algoritmos de
segmentac¸a˜o de cantos com precisa˜o sub-pixel. Contudo, dois dos mais populares sa˜o o Canny
(CANNY, 1986) e o SUSAN (SMITH, 1992). Implementac¸o˜es desses algoritmos esta˜o disponı´veis
livremente na internet2 .
Um dos maiores problemas dos detectores de cantos e´ ilustrado na figura 2.4. Nesta, dois cantos
esta˜o segmentados em cada uma das imagens este´reo. Esta´ evidente que os pontosm11 em21 formam
uma correspondeˆncia. Contudo, o algoritmo na˜o segmentou o correspondente do ponto m12 e nem
o correspondente de m23. Isso gera ambigu¨idade e causa problemas semelhantes aos causados por
ocluso˜es, ou seja, pode fazer com que o algoritmo de correspondeˆncia de pontos, erroneamente, forme
a falsa correspondeˆncia (m12↔m23).
A seguir, algumas restric¸o˜es utilizadas para reduzir a incerteza inerente ao processo de corres-
pondeˆncia de pontos sa˜o discutidas.
2.2.2 Restric¸o˜es de Correspondeˆncia
Uma vez que os pontos interessantes tenham sido extraı´dos, um conjunto de caracterı´sticas pode
ser associado a eles. Normalmente, o conjunto de caracterı´sticas de um ponto interessante e´ chamado
de assinatura. Assim, o processo de correspondeˆncia de pontos consiste em, dado um ponto com uma
determinada assinatura, restringir o seu correspondente ao ponto na outra imagem que possui uma
assinatura semelhante.
A seguir, descreve-se algumas restric¸o˜es que podem ser utilizadas no processo de correspondeˆncia
de pontos.
§ Semelhanc¸a
Essa restric¸a˜o e´ baseada no valor de intensidade da imagem (tons de cinza) na posic¸a˜o do ponto
de interesse e obriga o seu correspondente ser similar a ele.
2Canny→ http://vxl.sourceforge.net/, e; SUSAN→ http://www.fmrib.ox.ac.uk/∼steve/susan/susan/susan.html.
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Considerando dois pontos, m1i ∈ I1 em2j ∈ I2, a forma mais simples de expressar a semelhanc¸a




|I1(u, v) − I2(u+ δx, v + δy)| , (2.8)
onde cij = (m1i↔m2j), Iz(k, l) e´ o valor da func¸a˜o de intensidade da imagem Iz na posic¸a˜o (k, l),
W e´ uma janela de correlac¸a˜o centrada em m1i, δx e δy representam o deslocamento de m2j em
relac¸a˜o a m1i, e (u, v) ∈W representa todos os pontos dentro de W .
A equac¸a˜o (2.8) e´ baseada na suposic¸a˜o de que os tons de cinza em torno da projec¸a˜o de um
mesmo ponto 3D sa˜o os mesmos nas duas imagens. Ela e´ utilizada em sistema com restric¸o˜es de
tempo por ter baixo custo computacional (BANKS et al., 1999; HIRSCHM ¨ULLER, 2001). Contudo, e´
muito sensı´vel a distorc¸o˜es e diferenc¸as de iluminac¸a˜o. Por isso, geralmente, a “correlac¸a˜o cruzada,
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, (2.9)






Apesar de ser mais robusta, a equac¸a˜o (2.9) aumenta o custo computacional do algoritmo de
correspondeˆncia.
Inu´meras outras medidas de semelhanc¸a podem ser encontradas na literatura. Recentemente,
algumas delas foram analisadas e comparadas criticamente por Banks e Corke (2001). Contudo,
nenhuma dessas medidas consegue eliminar totalmente a influeˆncia da variac¸a˜o dos tons de cinza
entre as imagens.
§ Unicidade
Na figura 2.5 esta´ ilustrado um caso tı´pico, no qual um u´nico ponto, m1 ∈ I1, e´ o correspon-
dente de treˆs pontos, m21, m22 e m23, na imagem I2. Apesar de casos como este serem possı´veis,
geralmente, assume-se que todo ponto so´ pode ter um u´nico correspondente.
Como discutido, interfereˆncias como, por exemplo, ocluso˜es e distorc¸o˜es, inserem ambigu¨idade
ao processo de correspondeˆncia de pontos. Essa ambigu¨idade pode fazer com que um ponto tenha
dois ou mais candidatos igualmente plausı´veis de serem o seu correspondente. Quando isso ocorre,
os crite´rios usados na ana´lise dos candidatos ambı´guos devem ser alterados na tentativa de reduzir a
incerteza. Outra alternativa e´, simplesmente, descartar todos os candidatos ambı´guos e considerar o
ponto em questa˜o sem correspondente.


















Figura 2.6: Coereˆncia esquerda-direita usada para eliminar ambigu¨idade causada por oclusa˜o.
§ Invariaˆncia Esquerda-Direita
Nos algoritmos de correspondeˆncia que utilizam uma abordagem local, uma imagem e´ tomada
como refereˆncia. Enta˜o, dado um ponto na imagem-refereˆncia, o seu correspondente e´ procurado na
outra imagem. Neste caso, pode ser deseja´vel que o algoritmo de correspondeˆncia seja invariante a` es-
colha da imagem de refereˆncia. Esta restric¸a˜o tambe´m pode ser utilizada para eliminar ambigu¨idade.
Este fato e´ ilustrado na figura 2.6. Nesta figura, tomando a imagem da esquerda como refereˆncia,
os pontos m12 e m13 formam candidatos a correspondeˆncia com o mesmo ponto, m23. Contudo,
tomando a imagem da direita como refereˆncia, o ponto m23 na˜o forma um candidato com m12. Isso
da´ mais suporte ao candidato (m13↔m23) e enfraquece o (m12↔m23). Assim, (m13↔m23) e´
considerada a correspondeˆncia verdadeira.
Essa te´cnica constitui uma forma simples de, em alguns casos, eliminar a ambigu¨idade. Contudo,
tomar as duas imagens como refereˆncia tem a desvantagem evidente de elevar o custo computacio-
nal do algoritmo. Assim, uma abordagem mais eficiente e´ procurar o correspondente de um ponto
utilizando um crite´rio que seja invariante a escolha da imagem de refereˆncia.
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Figura 2.7: O processo de correspondeˆncia de pontos minimiza o somato´rio das distaˆncias entre
pontos correspondentes.
§ Rigidez Global
Essa restric¸a˜o e´ derivada do trabalho de Ullman (1984) e, basicamente, estabelece que quanto
menor a distaˆncia dij(m1i,m2j), maior e´ a confianc¸a da correspondeˆncia (m1i↔m2j). Contudo,
isto na˜o significa, simplesmente, estabelecer correspondeˆncia com o ponto mais pro´ximo. (De fato,
uma abordagem desse tipo geraria muita ambigu¨idade.) Ao inve´s disso, o princı´pio da proximidade
deve ser aplicado ao conjunto de possı´veis correspondeˆncias como um todo. Isto e´ ilustrado na figura
2.7. Neste esboc¸o, um segmento de reta liga cada ponto ao seu correspondente. Neste caso, dado n









onde cij = 1, se m1i e m2j formam uma correspondeˆncia, ou cij = 0, caso contra´rio.
Essa restric¸a˜o foi usada com sucesso, por exemplo, por Pilu (1997) e por Grzywacz e Yuille
(1988). Contudo, Scott e Longuet-Higgins (1991) demonstraram que essa restric¸a˜o e´ eficiente apenas
quando a rotac¸a˜o de uma caˆmera em relac¸a˜o a outra e´ “pequena”.
§ Disparidade Limitada e de Variac¸a˜o Suave
Considere uma correspondeˆncia (m1 ↔m2), onde m1 = [u1, v1]T e m2 = [u2, v2]T . A
diferenc¸a ∆x = u1 − u2 e´ chamada disparidade horizontal e ∆y = v1 − v2 e´ a disparidade ver-
tical.
A disparidade vertical pode ser compensada atrave´s de um processo chamado retificac¸a˜o de ima-
gens (CHEN et al., 2003; LOOP; ZHANG, 1999). Por isso, a disparidade horizontal e´ um paraˆmetro mais
importante. De fato, muitas vezes ela e´ referenciada, simplesmente, por “disparidade”.
Considerando fixo o deslocamento relativo das caˆmeras, quanto mais pro´ximo um ponto 3D esti-
ver das caˆmeras, maior sera´ a disparidade de suas projec¸o˜es. De fato, a relac¸a˜o e´ dada por (TRUCCO;











Figura 2.8: Um par (m1i,m2j) candidato a` correspondeˆncia com vizinhos dentro de uma janela de
lado 2ln. O par (n11, n21) aumenta a confianc¸a do par (m1i,m2j).





onde Dzi e´ a distaˆncia perpendicular do ponto 3D Mi ao plano que conte´m as imagens retificadas.
Normalmente, Dzi e´ chamado de profundidade.
Podemos considerar que a disparidade em uma cena seja limitada ao intervalo ∆min ≤ ∆x ≤
∆ma´x . Isto e´ equivalente a supor que na˜o existem objetos muito pro´ximos da caˆmera e nem muito
distantes tambe´m. O limite ∆min e´ va´lido, sobretudo, para ambientes fechados.
Outra suposic¸a˜o implı´cita a` maioria dos algoritmos de correspondeˆncia e´ que a disparidade varia
suavemente pela imagem. Isto e´ va´lido porque a maioria dos objetos tem uma superfı´cie suave.
Evidentemente, essa suposic¸a˜o falha na intersecc¸a˜o de regio˜es que sa˜o projec¸o˜es de objetos que esta˜o
a profundidades diferentes, pois tais intersecc¸o˜es sa˜o caracterizadas por grandes saltos na disparidade
da cena. Contudo, sa˜o esses “saltos” que tornam possı´vel a segmentac¸a˜o dos objetos.
§ Vizinhanc¸a
Considerando o par cij = (m1i↔m2j) um candidato a` correspondeˆncia, podemos representar
o conjunto de vizinhos de m1i e de m2j dentro de uma janela de dimensa˜o 2ln × 2ln (figura 2.8)
por, respectivamente, N(m1i) e N(m2j). Assim, se cij for um bom candidato a` correspondeˆncia,
espera-se que existam muitos candidatos a correspondeˆncia Vkl = (n1k↔n2l), onde n1k ∈ N(m1i)
e n2l ∈ N(m2j), tal que “uma determinada relac¸a˜o” entre n1k e m1i e´ semelhante a essa mesma
relac¸a˜o entre n2l e m2j . Por outro lado, se cij na˜o e´ um bom candidato, na˜o se espera encontrar a
mesma relac¸a˜o entre esse pontos.
Essa “determinada relac¸a˜o” pode ser algo simples como a correlac¸a˜o entre os pontos n1k em1i e
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e´ uma medida do erro das posic¸o˜es relativas entre os pares (m1i,n1k) e (m2j ,n2l), e; εr e´ um limiar
para esta´ medida.
´E importante observar que, caso um ponto m1i tenha va´rios candidatos a` correspondeˆncia, o
operador “ma´x ” da equac¸a˜o (2.11) garante que apenas o que tem a posic¸a˜o relativa mais semelhante
contribui para aumentar a confianc¸a do par (m1i↔m2j).
A equac¸a˜o (2.11) e´ bastante robusta. Contudo, o custo computacional envolvido na formac¸a˜o dos
conjuntos de vizinhos, N(m1i) e N(m2j), e na avaliac¸a˜o de (2.11) e´ muito elevado.
2.2.3 Me´todo de Correspondeˆncia Ba´sico
Nesta sec¸a˜o, discute-se como as restric¸o˜es apresentadas na sec¸a˜o anterior podem ser utilizadas
para criar uma te´cnica que estabelece um conjunto de correspondeˆncias esparsas. Para isto, um algo-
ritmo ba´sico de correspondeˆncia que usa a abordagem local e tenta associar cantos em uma imagem
com cantos na outra imagem e´ apresentado.
Inicialmente, um algoritmo de detecc¸a˜o de cantos deve ser utilizado para segmentar n1 cantos na
imagem I1 e n2 cantos em I2. Em seguida, a restric¸a˜o de semelhanc¸a, atrave´s da equac¸a˜o (2.9), e´
utilizada para estabelecer um conjunto inicial de candidatos a correspondeˆncia. A ta´tica mais ba´sica e´
comparar todos os cantos de I1 com todos os cantos de I2. Contudo, desde que o custo computacional
de (2.9) e´ muito elevado, usaremos a restric¸a˜o de disparidade para limitar o espac¸o de busca. Assim,
como ilustrado na figura 2.9, dado um ponto m1i = [u1i, v1i]T ∈ I1, a restric¸a˜o de semelhanc¸a e´
aplicada apenas aos cantos da imagem I2 que pertencem a uma janela de busca quadrada, de lado
∆xmin e com centro em (u1i, v1i).
O resultado da equac¸a˜o (2.9) varia entre -1 (sem nenhuma semelhanc¸a) e 1 (muito semelhante).
Normalmente, considera-se um candidato a` correspondeˆncia apenas os pares que obtenham um grau
de semelhanc¸a maior que um limiar Sth. Um valor muito utilizado e´ Sth = 0, 8 (ZHANG et al., 1995).
Apo´s essa fase inicial de formac¸a˜o de um conjunto de candidatos a` correspondeˆncia, e´ comum
existir muita ambigu¨idade entre esses candidatos. Evidentemente, essa ambigu¨idade deve ser eli-
minada. Para isto, podemos utilizar a equac¸a˜o (2.11) para medir a confiabilidade dos candidatos e












Figura 2.9: Correspondeˆncia de pontos por correlac¸a˜o.







onde n e´ o nu´mero de pontos m1i que possuem ni pontos, m2j , candidatos a` correspondeˆncia.
Geralmente, melhores resultados sa˜o obtidos se essa minimizac¸a˜o for feita de forma iterativa.
Isso pode ser realizado atrave´s de alguma te´cnica de relaxac¸a˜o. Por exemplo, Pollard et al. (1985)
utilizaram a abordagem “o-vencedor-ganha-tudo”, ou seja, dado um ponto m1i com diversos pa-
res (m1i↔m2j) associados, considera-se o par vencedor aquele que obtiver a maior confianc¸a
F(m1i,m2j). Nessa abordagem, a eliminac¸a˜o dos candidatos pouco confia´veis e´ realizada em um
u´nico passo. Contudo, essa te´cnica na˜o produz bons resultados, pois as correspondeˆncias sa˜o tratadas
de forma independente.
Uma abordagem que produz melhores resultados, a um custo computacional maior, e´ “o-
perdedor-na˜o-ganha-nada”. Nesta, a eliminac¸a˜o dos candidatos “pouco confia´veis3” e´ realizada em
va´rias iterac¸o˜es. Em cada uma delas, dado um ponto m1i, apenas o par associado, (m1i↔m2j),
de menor suporte e´ eliminado. Em seguida, a equac¸a˜o (2.11) e´ aplicada novamente aos pares re-
manescentes. Enta˜o, novamente os pares menos confia´veis sa˜o eliminados ate´ que na˜o haja mais
ambigu¨idade.
Um resumo da te´cnica discutida e´ apresentado no algoritmo 2.1. Contudo, o algoritmo tem mui-
tas falhas. Uma dela e´ na˜o satisfazer a restric¸a˜o de invariaˆncia esquerda-direta, pois o sistema de
correspondeˆncia por semelhanc¸a que usa uma janela de busca na˜o e´ sime´trico. Evidentemente, isso
favorece a ambigu¨idade.
3Com uma alta probabilidade de ser uma falsa correspondeˆncia.
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Entrada: n1 cantos da imagem I1 e n2 de I2.
Saı´da: Um conjunto de correspondeˆncias (m1i↔m2j).
a) Para cada pontom1i = [u1i, v1i]T ∈ I1, calcular a semelhanc¸a aplicando a equac¸a˜o
(2.9) a todos os cantos de I2 que pertencem a uma janela de busca quadrada, de lado
∆xmin e com centro em (u1i, v1i).
b) Rejeite as correspondeˆncias que possuem grau de semelhanc¸a menor que Sth.







Algoritmo 2.1: Me´todo ba´sico de correspondeˆncia de pontos.
§2.3 Geometria Epipolar
No caso de um sistema este´reo, se os paraˆmetros intrı´nsecos e extrı´nsecos das caˆmeras sa˜o co-
nhecidos, o sistema e´ dito calibrado e, estabelecendo-se correspondeˆncias de pontos e utilizando
triangulac¸a˜o, a informac¸a˜o 3D pode ser completamente recuperada. Contudo, em um sistema na˜o-
calibrado, a u´nica informac¸a˜o disponı´vel e´ a geometria epipolar. Esta geometria ja´ foi descrita em
numerosos artigos, por exemplo, em Torr e Murray (1997), Zhang (1998), Armangue´ e Salvi (2003).
Contudo, basicamente, a geometria epipolar pode ser entendida se for considerado o caso de duas
caˆmeras como apresentado na figura 2.10. Nesta, C1 e C2 sa˜o, respectivamente, os centros o´pticos
da primeira e segunda caˆmeras. Enta˜o, dado um ponto m1 na primeira imagem, I1, o ponto cor-
respondente, m2, na segunda imagem, I2, esta´ restrito a uma reta chamada “reta epipolar” de m1,
representada na figura por l2. A reta l2 e´ a intersecc¸a˜o do plano Π, definido por M, C1 e C2 (cha-
mado de plano epipolar ), com o plano I2. Isto acontece porque o ponto m1 pode corresponder a
qualquer ponto da reta C1M e a projec¸a˜o de C1M em I2 e´ a reta l2. Ale´m disso, observa-se que
todas as retas epipolares dos pontos de I1 passam atrave´s de um ponto comum, e2, em I2. Este ponto
e´ conhecido como “epipolo” . O ponto e1 e´ a intersecc¸a˜o da retaC1C2 com o plano I2. Isto pode ser
entendido como segue. Para cada ponto m1i na imagem I1, a sua reta epipolar, l2i, no plano I2, e´ a
intersecc¸a˜o do plano Πi, definido porC1,C2 e o ponto 3DMi (cuja projec¸a˜o e´m1i), com o plano I2.
Dessa forma, todos os planos epipolares Πi formam um conjunto de planos contendo a reta C1C2.
Logo, estes planos precisam intersectar I2 em um ponto comum, ou seja, no epipolo e2. Finalmente,
pode-se facilmente observar a simetria da geometria epipolar. O correspondente em I1 de cada ponto
m2i, sobre a reta l2i, precisa pertencer a` reta epipolar l1i, que e´ a intersecc¸a˜o do mesmo plano Πi com
o plano I1. Todas as retas epipolares formam um conjunto contendo o epipolo e1, que e´ a intersecc¸a˜o
da reta C1C2 com o plano I1. A simetria tambe´m leva a` seguinte observac¸a˜o: se m1 (um ponto em
I1) e m2 (um ponto em I2) correspondem a um u´nico ponto M no espac¸o, enta˜o m1 e m2, C1 e C2
precisam pertencer a um u´nico plano. Isto e´ conhecido como restric¸a˜o co-planar ou restric¸a˜o epipolar.
Um resultado importante, que e´ muito utilizado nas pro´ximas sec¸o˜es, e´ dado pela proposic¸a˜o a
seguir.





















Figura 2.10: Geometria epipolar.
Proposic¸a˜o 2.3 Dado um par este´reo, cujas matrizes de projec¸a˜o, P e P′, sa˜o conhecidas, os res-
pectivos epipolos sa˜o dados por e˜1 = PC˜2 e e˜2 = P′C˜1.
Prova: A equac¸a˜o e˜1 = PC˜2 e´ equivalente a afirmar que e˜1 e´ a projec¸a˜o de C˜2. Contudo, isto
e´ evidente, desde que e˜1 e´ a intersecc¸a˜o de C1C2 com o plano I1. Isto prova a primeira parte da
proposic¸a˜o. A segunda parte pode ser provada pela simetria da geometria epipolar.
2.3.1 Matriz Fundamental
Agora, sem perda de generalidade, assumimos que a caˆmera da esquerda (figura 2.10) esta´ na
origem do sistema de coordenadas do ambiente. Enta˜o, considerando a figura 2.10 e as equac¸o˜es










A equac¸a˜o (2.12) pode ser reescrita em func¸a˜o das matrizes de projec¸a˜o das caˆmeras, P e P′, ou
seja,
m˜1 ≃ PM˜ e m˜2 ≃ P′M˜, (2.13)
com,
P ≃ A[I 0] e P′ ≃ A′[R t]. (2.14)




RA−1m˜1 = 0. (2.15)
2.3. Geometria Epipolar 22
A equac¸a˜o (2.15) e´ uma restric¸a˜o por tra´s de quaisquer duas imagens se estas sa˜o projec¸o˜es em







a equac¸a˜o (2.15) pode ser reescrita como
m˜T2 Fm˜1 = 0, (2.17)
onde F e´ conhecida como a “matriz fundamental” das duas imagens. Geometricamente, Fm˜1 define
a reta epipolar do ponto m1 no plano I2. A equac¸a˜o (2.17) na˜o diz nada ale´m de que o ponto
correspondente de m1 (em I2), ou seja, m2, esta´ sobre a sua reta epipolar Fm˜1.
Transpondo a equac¸a˜o (2.17), encontramos a relac¸a˜o sime´trica que relaciona I2 com I1, ou seja,
m˜T1F
T m˜2 = 0.
A proposic¸a˜o a seguir e´ utilizada para derivar a principal propriedade da matriz fundamental.
Proposic¸a˜o 2.4 Se F e´ a matriz fundamental que relaciona uma imagem, I1, com outra imagem, I2,
os epipolos, e1 e e2, respectivamente, das imagens I1 e I2, sa˜o dados por Fe˜1 = 0 e FT e˜2 = 0.
Prova: Pelo exposto no inı´cio desta sec¸a˜o sobre retas epipolares e epipolos, a reta Fe˜1 e´ a projec¸a˜o
da reta 3D C1C2 no plano de imagem I2. Contudo, essa projec¸a˜o e´ um u´nico ponto, e2 ∈ I2.
Assim, Fe˜1 = 0. Isto prova a primeira parte da proposic¸a˜o. Por simetria, a segunda parte pode ser
demonstrada de forma semelhante.
Uma consequ¨eˆncia evidente da proposic¸a˜o anterior e´ a seguinte propriedade da matriz fundamen-
tal.
Propriedade 2.1 Se F e´ uma matriz fundamental o posto de F e´ dois, ou seja,
det(F) = 0. (2.18)
Com esse resultado, desde que a equac¸a˜o (2.17) e´ homogeˆnea, a matriz fundamental possui sete
graus de liberdade.
A proposic¸a˜o 2.4 tambe´m nos leva a um resultado extremamente u´til que pode ser resumido na
proposic¸a˜o a seguir.
Proposic¸a˜o 2.5 Se F e´ uma matriz fundamental que relaciona a imagem I1 com a imagem I2, o
epipolo e2 ∈ I2 e´ dado por e˜2 = A′t.




−1A′t = A−TRT [t]T
×
t = A−TRT (−t × t) = 0.
Enta˜o, A′t e´ o autovetor de FT que corresponde ao autovalor nulo. Assim, pela proposic¸a˜o 2.4,
e˜2 = A
′t.
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No restante do texto, os elementos da matriz fundamental sera˜o referenciados individualmente
considerando a equac¸a˜o a seguir.
F =




Como discutido no inı´cio desta sec¸a˜o, a cada pontoM no espac¸o esta´ associado um plano epipolar
definido por M, C1 e C2. Como ilustrado na figura 2.11, se M gira em torno do segmento de reta
C1C2, define um conjunto de planos4. A cada um desses planos, esta´ associada uma reta epipolar
em ambas as imagens. Em cada imagem, essas retas encontram-se em um ponto comum, o epipolo.
Enta˜o, quando M, gira tambe´m define um conjunto de retas epipolares5 . Ale´m disso, considerando
duas retas epipolares correspondentes, l1 ∈ I1 e l2 ∈ I2, e uma reta, r ∈ I1, que na˜o corresponda
a nenhuma reta epipolar, e´ fa´cil notar que l2 ≃ F[r]×l1, pois [r]×l1 = r × l1 ≃ m˜1 e´ o ponto de
intersecc¸a˜o dessas duas retas e l2 ≃ Fm˜1. Logo, podemos considerar l2 ≃ Hl1, onde H = F[r]×.
Isto quer dizer que retas epipolares correspondentes esta˜o relacionadas por uma homografia. Esta
homografia e´ chamada “homografia epipolar”. Ale´m disso, desde que tal homografia relaciona retas
que passam por e1 a retas que passam por e2, a homografia epipolar e´ uma homografia do espac¸o P1,
representada neste trabalho por hep ∈ IR2×2 e que tem apenas treˆs graus de liberdade.
As retas epipolares l1 e l2 podem ser representadas por l1 ≃ (m˜1 × e˜1) e l2 ≃ (m˜2 × e˜2), onde
m1 e´ um ponto qualquer sobre a reta l1 e m2 e´ um ponto sobre l2. Nessas representac¸o˜es, o ponto
m˜1 = [u1, v1, t1]
T pode ser substituı´do pelo ponto, m˜∞1 = [1, τ1, 0]T , que e´ a intersecc¸a˜o da reta l1
com a reta no infinito em I1. Da proposic¸a˜o A.1 (pa´g. 116), temos que
τ1 =
etv1 − evt1
etu1 − eut1 . (2.20)































4Do ingleˆs: Pencil of planes
5Do ingleˆs: Pencil of epipolar lines





Figura 2.11: Famı´lia de planos da geometria epipolar..
A equac¸a˜o (2.22) e´ equivalente a` equac¸a˜o fundamental (2.17). Assim, substituindo (2.20) e (2.21) em














F6 = −eue′th1 − eve′th2
F7 = −ete′vh1 + ete′uh3





vh2 − eue′uh3 − eve′uh4.
(2.23)
Essa equac¸a˜o mostra que a matriz fundamental pode ser expressa em func¸a˜o das coordenadas dos
seus epipolos e da homografia epipolar.
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2.3.2 Matriz Essencial
Em um sistema de visa˜o este´reo, a matriz essencial, E, concentra toda a informac¸a˜o a respeito do
deslocamento relativo das caˆmeras que compo˜em o sistema. Considerando a notac¸a˜o da figura 2.10,
E = [t]×R. (2.24)
Assim, (2.16) pode ser reescrita como
F = A′−TEA−1, (2.25)
ou seja,
E = A′TFA. (2.26)
As principais propriedades da matriz essencial foram formuladas por Huang e Faugeras (1989) e
esta˜o descritas no teorema a seguir.
Teorema 2.1 Se E ∈ IR3×3 e´ uma matriz essencial, E tem posto dois e dois autovalores na˜o-nulos e
iguais. Essas sa˜o condic¸o˜es necessa´rias e suficientes.
A prova deste teorema depende do lema a seguir que e´ utilizado na sec¸a˜o 2.5.3 (pa´g. 44).
Lema 2.1.1 A matriz essencial, E, satisfaz ET t = 0.
Prova: De (2.24), ET t = ([t]×R)T t = −RT [t]×t = −R(t×t) = 0.
Corola´rio 2.1.1 O vetor t pode ser obtido a partir da matriz ET , atrave´s da proposic¸a˜o B.2
(pa´g. 121).
Do lema anterior, e´ evidente que o posto da matriz essencial, E, e´ dois, ou seja, det(E) = 0. Isto
prova a primeira parte do teorema 2.1. A prova da segunda parte deste teorema e´ mais complexa e
esta´ demonstrada em (FAUGERAS, 1993, Sec. 7.3.1.1).
O teorema 2.1 tambe´m nos leva aos dois importantes lemas a seguir, cujas respectivas provas
foram originalmente apresentadas por Huang e Faugeras (1989).
Lema 2.1.2 Se E ∈ IR3×3 e´ uma matriz essencial, E satisfaz











2 = 4(‖l1 × l2‖2 + ‖l1 × l3‖2 + ‖l3 × l2‖2), (2.28)
onde li e´ o vetor linha que corresponde a i-e´sima linha de E.
Apesar das equac¸o˜es (2.27) e (2.28) corresponderem a` mesma restric¸a˜o, Luong e Faugeras (1997)
demonstraram que (2.27) pode ser decomposta em duas equac¸o˜es independentes, conhecidas como
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equac¸o˜es de Trivedi (1988). Assim, levando em considerac¸a˜o a restric¸a˜o de posto 2 e o fato de E ser
homogeˆnea, a matriz essencial tem apenas cinco graus de liberdade, ou seja, treˆs para a matriz R e
dois para o vetor t. Por isso, geralmente, um vetor ti e´ normalizado pelo vetor unita´rio, ui, paralelo




Assim, na maioria dos casos, apenas a direc¸a˜o da translac¸a˜o e´ conhecida.
§2.4 Estimac¸a˜o da Matriz Fundamental
Como discutido a seguir, se o sistema esta´ calibrado, e´ fa´cil obter-se a matriz fundamental. Con-
tudo, mesmo na auseˆncia de calibrac¸a˜o, tal matriz facilita-nos uma se´rie de tarefas como, por exemplo,
correspondeˆncia binocular, retificac¸a˜o de imagens e ate´ mesmo calibrac¸a˜o de caˆmeras. Neste caso, a
matriz fundamental deve ser estimada a partir de um conjunto de correspondeˆncias de pontos.
Dada uma correspondeˆncia (m1i↔m2i), podemos associar uma reta epipolar, l2i, dada por
l2i = Fm˜1i, ao ponto m2i. Idealmente, m2i esta´ sobre l2i, ou seja, d(m2i, l2i) = 0. Contudo,
na pra´tica, devido a ruı´dos nas coordenadas dos pontos ou a uma estimac¸a˜o “ruim” da matriz fun-
damental, d(m2i, l2i) 6= 0. Ale´m disso, quanto maior for essa distaˆncia, pior sera´ o ajuste de F a
correspondeˆncia (m1i↔m2i). Assim, dado n correspondeˆncias (m1i↔m2i) e uma matriz funda-












para medir o ajuste de Fj ao conjunto de correspondeˆncias, ou seja, r2(Fj) e´ uma medida da quali-
dade de Fj com relac¸a˜o ao conjunto de correspondeˆncias (m1i↔m2i).
A seguir, diversos me´todos para estimac¸a˜o da matriz fundamental sa˜o analisados e comparados
criticamente, em termos do custo computacional e da sua exatida˜o (baseada no crite´rio da equac¸a˜o
(2.30)).
2.4.1 Derivac¸a˜o Alge´brica
Se um par este´reo esta´ calibrado, e´ possı´vel encontrar a matriz fundamental a partir das matrizes
de projec¸a˜o, P e P′, das caˆmeras. Neste trabalho, utiliza-se a metodologia proposta por Zhang e Xu
(1997) e apresentada no teorema a seguir.
Teorema 2.2 Considerando um par este´reo, cujas matrizes de projec¸a˜o sa˜o P e P′, a matriz funda-
mental do sistema e´ dada por
F = [e˜2]×H, (2.31)
onde e˜2 e´ dado pela proposic¸a˜o 2.3 (pa´g. 20) e H = P′P+.
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Prova: Dado um pontom1 no plano da imagem I1, o raio o´ptico associado e´ M˜(α) = P+m˜1+αC˜1.
Ale´m disso, os pontos M˜ = P+m˜1 e C1 (o centro da caˆmera) pertencem a este mesmo raio o´ptico
(veja figura 2.10 (pa´g. 21)) e sa˜o projetados na imagem I2, respectivamente, em m˜2 = P′P+m˜1 e
e˜2 = P
′C˜1 (o epipolo da imagem I2). Assim, a reta epipolar de m1 pode ser expressa como sendo
l2 = (P
′C˜1)× (P′P+m˜1)
= e˜2 × (P′P+m˜1)
= [e˜2]×(P
′P+)m˜1.
Contudo, l2 = Fm˜1. Enta˜o, da equac¸a˜o anterior, vemos que F = [e˜2]×(P′P+).
2.4.2 Soluc¸a˜o com Sete Correspondeˆncias
Desde que a matriz F tem sete graus de liberdade, sa˜o necessa´rias, no mı´nimo, sete corres-
pondeˆncias para estima´-la univocamente. O primeiro algoritmo a realizar tal estimac¸a˜o a partir de
um conjunto de apenas sete correspondeˆncias foi proposto por Hesse (1863) e, alguns anos depois,
aperfeic¸oado por Sturm (1869). Este envolve a busca das raı´zes de um polinoˆmio de grau treˆs e pode
ser resumido como segue.
Dado um pontom1i = [u1i, v1i]T ∈ I1 e seu o correspondente m2i = [u2i, v2i] ∈ I2, estes devem
satisfazer a equac¸a˜o (2.17). Assim, (2.17) pode ser reescrita como sendo
uTi f = 0, (2.32)
na qual ui = [u1iu2i, v1iu2i, u2i, u1iv2i, v1iv2i, v2i, u1i, v1i, 1]T e f = [fT1 , fT2 , fT3 ]T , com fTj igual a
j-e´sima linha de F.
Com 7 correspondeˆncias de pontos, e considerando a equac¸a˜o anterior, temos
U7f = 0,
com U7 = [u1, ...,u7]
T
. Este sistema pode ser resolvido com o me´todo discutido na sec¸a˜o B.2.2
(pa´g. 122) e utilizando a propriedade 2.1 (pa´g. 22) para suprir a restric¸a˜o exigida pelo me´todo. Esta
resoluc¸a˜o envolve encontrar as raı´zes de um polinoˆmio de grau treˆs. Como, pelo menos, uma dessas
raı´zes e´ real, o problema tem sempre soluc¸a˜o. Se treˆs raı´zes reis forem obtidas, treˆs matrizes sa˜o
candidatas a` soluc¸a˜o do problema. Evidentemente, a soluc¸a˜o vencedora deve ser a melhor segundo o
crite´rio da equac¸a˜o (2.30).
A resoluc¸a˜o com apenas sete correspondeˆncias e´ muito susceptı´vel a ruı´dos. Felizmente, os algo-
ritmos discutidos a seguir usam redundaˆncia para tentar solucionar esse problema.
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2.4.3 Me´todos Lineares
A principal vantagem dos me´todos lineares para ca´lculo da matriz fundamental e´ a simplicidade.
Estes permitem utilizar redundaˆncia para reduzir a influeˆncia de ruı´dos e, se alguns cuidados forem
tomados, fornecem uma boa estimac¸a˜o de F a um custo computacional bastante reduzido.
A seguir, esse tipo de te´cnica e´ discutida em detalhes.
§ Algoritmo dos 8 Pontos
Com n correspondeˆncias de pontos, e considerando a equac¸a˜o (2.32), temos o sistema
Unf = 0 (2.33)
que pode ser resolvido facilmente com a proposic¸a˜o B.2 (pa´g. 121).
O me´todo baseado na resoluc¸a˜o da equac¸a˜o anterior e´ conhecido como “me´todo dos 8 pontos” e
foi derivado do trabalho de Longuet-Higgins (1981) sobre estimac¸a˜o da matriz essencial. Tal me´todo
e´ a maneira mais simples de estimar a matriz fundamental a partir de um conjunto de correspondeˆncias
de pontos. A desvantagem evidente do me´todo e´ que este na˜o garante a restric¸a˜o de posto 2. Assim,
esta tem que ser imposta a posteriori. A forma mais conveniente de fazer isto e´ substituir a matriz
estimada, Fˆ, pela matriz F que minimiza ‖Fˆ − F‖, sujeito a detF = 0. Isto e´ feito fazendo F = Fˆ
e substituindo o menor autovalor de F por zero (FAUGERAS; LUONG, 2001, Sec. 6.1.3).
O resultado do algoritmo de 8 pontos depende do sistema de coordenadas utilizado. Normal-
mente, as coordenadas dos pontos utilizados na soluc¸a˜o do problema sa˜o dadas em relac¸a˜o ao canto
superior esquerdo da imagem. Contudo, uma simples mudanc¸a neste referencial torna o problema
melhor condicionado e, portanto, conduz a um resultado mais esta´vel. Esta mudanc¸a pode ser re-
alizada atrave´s de transformac¸o˜es, T2 e T′2, aplicadas ao conjunto de correspondeˆncias, ou seja,
(T2m˜1i↔ T′2m˜2i). Hartley (1997) observou que essas transformac¸o˜es devem ser tais que, em
cada uma das imagens, independentemente, o centro´ide do conjunto de pontos esteja na origem e
a distaˆncia me´dia de um ponto a` origem seja √2. Esta mudanc¸a produz uma grande melhora na
exatida˜o do algoritmo. Ale´m disso, o custo computacional acrescentado ao problema devido a esta
normalizac¸a˜o e´ desprezı´vel.
Um resumo do me´todo dos 8 pontos (incluindo o processo de normalizac¸a˜o) esta´ ilustrado no
algoritmo 2.2 na pa´gina seguinte.
Resultado semelhante a` normalizac¸a˜o de Hartley ja´ havia sido obtido alguns anos antes por Torr
(1995). Neste caso, o problema (2.33) foi resolvido considerando os pontos como sendo x˜1i =
[mT1i, wd]




, onde wd e´ a metade da largura da imagem. Contudo, a te´cnica de
Hartley e´ mais popular e fornece melhores resultados.
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Entrada: n > 8 correspondeˆncias (m1i↔m2i).
Saı´da: A matriz fundamental de posto 2, F.
a) Transforme todo o conjunto de correspondeˆncias fazendo (T2m˜1i ↔ T′2m˜2i),
onde T2 e T′2 sa˜o matrizes que fazem com que, em cada imagem, o centro´ide
do conjunto de pontos esteja na origem e a distaˆncia me´dia de um ponto a` origem
seja √2.
b) Estime F resolvendo o problema (2.33) usando a proposic¸a˜o B.2 (pa´g. 121).
c) Usando a decomposic¸a˜o do autovalor, decomponha F, tal que F =
Udiag(σ1, σ2, σ3)V
T
, onde σ3 e´ o menor autovalor de F.
d) Fac¸a F = Udiag(σ1, σ2, 0)VT .
e) Fac¸a F = T′T2 FT2.
Algoritmo 2.2: Algoritmo dos 8 pontos normalizado.
§ Outros Me´todos Lineares
De uma forma geral, todos os me´todos lineares propostos para estimar a matriz fundamental sa˜o
baseados na equac¸a˜o (2.33). Contudo, na tentativa de melhorar ainda mais o desempenho do me´todo
dos 8 pontos, muitos outros autores propuseram modificac¸o˜es ao algoritmo.
Liu e Ma¨nner (2003) propuseram um me´todo iterativo que minimiza o “Erro de Sampson” (SAMP-
SON, 1982) da distaˆncia dos pontos a`s retas epipolares correspondentes. Infelizmente, o me´todo fun-
ciona bem apenas quando os epipolos esta˜o pro´ximos ao centro da imagem.
O problema (2.33) pode ser encarado como uma func¸a˜o a ser minimizada. Por isso, diversos au-
tores (CHOJNACKI et al., 2003; TORR; FITZGIBBON, 2003) analisaram tal func¸a˜o e propuseram me´todos
semelhantes, baseados numa ana´lise estatı´stica do problema. Contudo, como observado por Torr e
Fitzgibbon (2003, Sec. 4), os me´todos possuem desempenho muito similares a do algoritmo de 8
pontos normalizado. Contudo, o me´todo de Hartley e´ bem mais simples e direto.
2.4.4 Estimac¸a˜o Na˜o-Linear
A restric¸a˜o de posto dois na˜o pode ser embutida a me´todos lineares. Assim, como discutido
na sec¸a˜o anterior, esta deve ser imposta apo´s uma estimac¸a˜o inicial da matriz fundamental. Ale´m
disso, geralmente, tais me´todos minimizam crite´rios sem significado fı´sico. Para contornar essas
limitac¸o˜es, algoritmos na˜o-lineares foram propostos. Geralmente, a resoluc¸a˜o de tais algoritmos exige
uma estimac¸a˜o inicial da matriz fundamental. Devido a sue bom desempenho, o me´todo dos 8 pontos
normalizado e´ bastante utilizado para esta tarefa. Sua principal func¸a˜o e´ fornecer uma soluc¸a˜o inicial
bem pro´xima de um mı´nimo local. Dessa forma, a soluc¸a˜o dos problemas na˜o-lineares e´ atingida
apo´s poucas iterac¸o˜es.
Nas pro´ximas sec¸o˜es, alguns dos me´todos na˜o-lineares mais importantes sa˜o analisados critica-
mente.
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§ Impondo o Posto da Matriz por Parametrizac¸a˜o
Como discutido na sec¸a˜o 2.3.1 (pa´g. 23), a matriz fundamental pode ser escrita em func¸a˜o dos
epipolos e da homografia epipolar. Enta˜o, uma abordagem para impor a restric¸a˜o de posto dois a
matriz fundamental e´ parametriza-la baseado na equac¸a˜o (2.23).
Supondo que et 6= 0 e e′t 6= 0, ou seja, os epipolos na˜o esta˜o no infinito, podemos dividir a
equac¸a˜o (2.23) por −F1 = ete′th3. Assim, considerando e1 = [α, β]T e e2 = [λ, µ]T , podemos
expressar a matriz fundamental em termos dos epipolos e da homografia epipolar, ou seja,
F =
 1 a −α− aβb c −bα− cβ
−λ− bµ −aλ− cµ F9
 , (2.34)
onde a = −h4/h3, b = h1/h3, c = h2/h3, F9 = α(λ+ bµ) + β(aλ+ cµ).
A equac¸a˜o anterior expressa a matriz fundamental com apenas sete inco´gnitas. Este fato esta´ de
acordo com o discutido na sec¸a˜o 2.3.1 sobre a matriz fundamental possuir sete graus de liberdade.
Ale´m disso, considerando F = [c1, c2, c3], a equac¸a˜o anterior mostra que c3 = −αc1 − βc2, isto e´,
αc1+βc2+c3 = 0. Isto esta´ de acordo com a proposic¸a˜o 2.4 (pa´g. 22) e mostra que a parametrizac¸a˜o
escolhida expressa uma matriz de posto dois.
A equac¸a˜o (2.34) foi utilizada como parametrizac¸a˜o pela primeira vez por Luong et al. (1993).
Contudo, esta torna-se numericamente insta´vel a medida que os epipolos tendem para o infinito.
Ale´m disso, ela na˜o consegue expressar uma matriz fundamental que tenha uma das treˆs formas a se-
guir: [c1, c2, αc2], [c1,0, αc3] e [c1, c2,0]. Assim, devemos estender a parametrizac¸a˜o considerando
outras linhas e outras colunas como linearmente independentes.
De uma forma geral, uma parametrizac¸a˜o e´ definida escolhendo-se, como independentes, um par
de colunas (cic , cjc) e um par de linhas (rir , rjr), onde {ic, jc, ir, jr} ∈ [1, 3]. Dessa forma, existe
{αic , βjc , λir , µjr} ∈ IR4, tal que a outra coluna, cicjc , e a outra linha, rirjr , possam ser representadas
como cicjc = −αiccic − βjccjc e rirjr = −λirrir − µjrrjr respectivamente. Desde que existem treˆs
combinac¸o˜es de pares para as linhas e treˆs para as colunas, temos um total de nove parametrizac¸o˜es
distintas.
Como na equac¸a˜o (2.34), as colunas (cic , cjc) e as linhas (rir , rjr) va˜o ser formadas por quatro
elementos independentes, representados aqui por a, b, c e d. Como no caso anterior, para levar em
considerac¸a˜o o fato de F ser homogeˆnea, um desses elementos deve ser escolhido para dividir os
outros treˆs. Luong et al. (1993) comprovou experimentalmente que melhores resultados sa˜o obtidos
quando o elemento escolhido e´ aquele de maior valor absoluto.
Em resumo, a escolha de (ic, jc) e de (ir, jr) nos leva ao seguinte vetor de oito elementos













onde γ ∈ {a, b, c, d}. Assim, apo´s a escolha de γ, eliminando o elemento unita´rio de f8, tem-
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se uma parametrizac¸a˜o de F com apenas sete paraˆmetros. Assim, dado n ≥ 8 correspondeˆncias






Evidentemente, para resolver tal problema utilizando uma parametrizac¸a˜o baseada em (2.35), um
algoritmo de minimizac¸a˜o na˜o-linear deve ser utilizado.
Pelo discutido, (2.35) nos leva a 3×3×4 = 36 parametrizac¸o˜es distintas. Analisando o jacobiano
da func¸a˜o que, dado um vetor f8(ic, jc, ir, jr, γ), computa F com apenas sete paraˆmetros, Csurka et










Para resolver (2.35), uma estimac¸a˜o inicial, F0, do problema e´ necessa´ria. Para isso, geralmente,
e´ utilizado o algoritmo dos 8 pontos. Com F0, a equac¸a˜o anterior e´ utilizada para escolher-se a
parametrizac¸a˜o a ser utilizada. Contudo, a parametrizac¸a˜o utilizada para representar F0 na˜o e´, neces-
sariamente, a melhor para representar a soluc¸a˜o final do problema, ou seja, em um determinado passo
do processo de minimizac¸a˜o, a parametrizac¸a˜o utilizada pode mudar para uma que melhor se ajuste
(segundo o crite´rio (2.37)) a` matriz fundamental daquele passo. Evidentemente, isto nos conduz a um
algoritmo inconveniente, propenso a erros e de custo computacional elevado.
Apesar de impor a restric¸a˜o de posto dois por parametrizac¸a˜o, a soluc¸a˜o de (2.36) tambe´m mini-
miza um crite´rio sem significado fı´sico. Uma soluc¸a˜o para este problema e´ discutida a seguir.
§ Minimizando as Distaˆncias dos Pontos a`s Retas Epipolares
Se o sistema na˜o esta´ calibrado, durante o processo de estimac¸a˜o da matriz fundamental, a u´nica
informac¸a˜o disponı´vel sa˜o as correspondeˆncias (m1i↔m2i). Assim, o crite´rio a ser minimizado
deve ser algo medido no plano de imagem. Uma possibilidade e´ minimizar a distaˆncia dos pontos a`s





























com Z = diag(1, 1, 0), l2i = Fm˜1i e l1i = F
Tm2i.
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O soluc¸a˜o do problema (2.38) tambe´m requer uma parametrizac¸a˜o para impor a restric¸a˜o de posto
dois. Neste caso, a mesma parametrizac¸a˜o descrita na sec¸a˜o anterior pode ser utilizada.
A abordagem descrita nesta sec¸a˜o foi proposta originalmente por Luong e Faugeras (1996) e tem
provado ser um dos me´todos mais exatos de estimac¸a˜o da matriz fundamental.
§ Minimizando a Distaˆncia Sampson






















A soluc¸a˜o para o problema (2.40) tambe´m exige uma parametrizac¸a˜o para impoˆr a restric¸a˜o de
posto dois. Evidentemente, a parametrizac¸a˜o com os 36 mapas de busca pode ser utilizada. Nesta
caso, devido as semelhanc¸as entre as equac¸o˜es (2.38) e (2.40) e entre (2.39) e (2.41), este me´todo
fornece resultados quase ideˆnticos ao me´todo discutido na sec¸a˜o anterior. Este fato sera´ demonstrado
empiricamente no capı´tulo 4.
A equac¸a˜o (2.40) tambe´m pode ser obtida dividindo-se cada termo da equac¸a˜o (2.36) pela sua
variaˆncia. Neste caso, o me´todo e´, normalmente, referenciado por Me´todo Baseado no Gradiente6
(FAUGERAS; LUONG, 2001; ZHANG; LOOP, 2001; ZHANG, 1998).
§ Me´todo ´Otimo
Como discutido na sec¸a˜o 2.4.1, a matriz fundamental esta´ diretamente relacionada a`s matrizes
de projec¸a˜o das caˆmeras. Ale´m disso, como apresentado na sec¸a˜o 2.5.2, Hartley et al. (1992) de-
mostraram como recuperar um par de matrizes de projec¸a˜o, P e P ′, pertencente ao espac¸o projetivo,
mesmo quando as caˆmeras na˜o esta˜o calibradas. Este fato permite-nos, dado um conjunto de n cor-




2(m2i,x2i), sujeito a x˜T2iFx˜1i.
Tal me´todo baseia-se no fato de que as correspondeˆncias (m1i↔m2i) esta˜o “poluı´das” por ruı´do.
Enta˜o, devemos encontrar os pares (x1i↔x2i) livres de ruı´do e a matriz fundamental F que satisfa-
6Do ingleˆs: Gradient-Based Method
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zem a equac¸a˜o fundamental (2.17) exatamente.
O problema anterior e´ equivalente ao seguinte problema irrestrito
n∑
i=1
d2(m˜1i,PX˜ i) + d2(m2i,P ′X˜ i),
onde X˜ i e´ o ponto em P3 que corresponde a correspondeˆncia (x1i↔x2i).
A soluc¸a˜o do problema anterior requer uma estimativa inicial dos pontos X˜ i e das matrizes P e
P ′. Tal estimativa pode ser obtida pelos me´todos descritos nas sec¸o˜es 2.5.2 e 2.7. Infelizmente, para
um conjunto de n correspondeˆncias de pontos, o nu´mero de varia´veis que necessitam ser estimadas
e´ igual a 3n + 12. Evidentemente, a` medida que n cresce, a complexidade do problema aumenta
significativamente.
§ Outros Me´todos Na˜o-Lineares
Zhang e Loop (2001) propuseram um me´todo no qual transformac¸o˜es de P2 sa˜o aplicadas a`s
correspondeˆncias (m1i↔m2i). Essas transformac¸o˜es sa˜o tais que a matriz fundamental que rela-
ciona os pontos transformados pode sempre ser parametrizada pela equac¸a˜o (2.34). Em seguida, a
geometria epipolar e´ obtida resolvendo-se o problema (2.40). Evidentemente, reduzir o nu´mero de
parametrizac¸o˜es de 36 para apenas uma tambe´m reduz a complexidade do problema. A desvanta-
gem desta te´cnica e´ que as transformac¸o˜es utilizadas sa˜o determinadas a partir de uma estimativa
inicial, F0, da matriz fundamental. Contudo, como o pro´prio Zhang (1998) sugeriu, a parametrizac¸a˜o
utilizada para representar F0 na˜o e´, necessariamente, a melhor para representar a soluc¸a˜o final do
problema. Dessa forma, em alguns casos, o me´todo com 36 parametrizac¸o˜es deve fornecer resultados
mais exatos que os obtidos com o me´todo de Zhang e Loop (2001).
Recentemente, Bartoli e Sturm (2004) propuseram um interessante me´todo. Neste, atrave´s de
SVD, a matriz fundamental e´ decomposta em F = Udiag(1, σ, 0)VT , onde σ e´ a raza˜o entre os
dois autovalores de F. Dessa forma, a matriz fundamental pode ser atualizada atrave´s das seguintes
equac¸o˜es
U← UR(θu), V← VR(θv), σ ← σ + δσ,
onde R(θi) representa matrizes de rotac¸a˜o baseadas nos aˆngulos de Euler7. Dessa forma, usando um
algoritmo na˜o-linear de otimizac¸a˜o, e´ possı´vel ajustar F, iterativamente, a um conjunto de corres-
pondeˆncias. A vantagem do me´todo e´ que F e´ representada com o mı´nimo de paraˆmetros possı´vel
(treˆs para o vetor θu, treˆs para θv e um para δσ). Contudo, os resultados mostram que o algoritmo
tende a ficar “preso” em mı´nimos locais e, nestes casos, oferece uma estimac¸a˜o “ruim” de F.
7Do ingleˆs: Euler angles. ´E uma maneira de representar rotac¸o˜es no espac¸o 3D como um produto de 3 rotac¸o˜es
sucessivas em torno dos eixos x, y e z.
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2.4.5 Estimac¸a˜o Robusta
Devido a dificuldade de se estabelecer correspondeˆncia de pontos antes da geometria epipolar ser
conhecida, espera-se que, em um conjunto de correspondeˆncias (m1i↔m2i), existam erros e ruı´do
nas coordenadas dos pontos m1i e m2i. Isto nos permite classificar as correspondeˆncias em boas ou
falsas. Esses conceitos sa˜o definidos formalmente a seguir.
Definic¸a˜o 2.4 (Boas Correspondeˆncias) Dada um conjunto de correspondeˆncias (m1i↔m2i), se o
ruı´do presente nas coordenadas dos pontos m1i e m2i for de ate´ dois pixels, estas correspondeˆncias
sa˜o chamadas “boas correspondeˆncias”.
Definic¸a˜o 2.5 (Falsas Correspondeˆncias) Uma correspondeˆncia (m1↔m2) e´ dita uma “falsa cor-
respondeˆncia” ou uma “correspondeˆncia ruim” quando, de fato, o ponto m2 na˜o esta´ sobre a reta
epipolar de m1.
Normalmente, supo˜e-se que o ruı´do presente nas coordenadas dos pontos, m1i e m2i, das boas
correspondeˆncias possui uma distribuic¸a˜o Gaussiana. Isso e´ uma suposic¸a˜o razoa´vel, pois os erros
nas coordenadas sa˜o de apenas poucos pixels.
Os algoritmos para ca´lculo da matriz fundamental sa˜o capazes de lidar com o ruı´do presente
nas boas correspondeˆncias. Contudo, apenas algumas poucas falsas correspondeˆncias presentes no
conjunto sa˜o capazes de degradar totalmente a estimac¸a˜o de F. Neste caso, algoritmos robustos que
conseguem tratar com tais correspondeˆncias devem ser utilizados.
Os algoritmos robustos mais bem sucedidos tentam detectar as falsas correspondeˆncias e retira´-las
do conjunto. Desse modo, ao final do algoritmo, a matriz fundamental pode ser estimada por um dos
algoritmos anteriores, pois havera´ apenas boas correspondeˆncias.
A seguir, alguns dos algoritmos robustos mais utilizados para estimac¸a˜o da matriz fundamental
sa˜o descritos em detalhes.
§ RANSAC
Um dos me´todos robustos mais conhecidos na literatura e´ o RANSAC8. Este foi introduzido na
visa˜o computacional por Fischler e Bolles (1981). Basicamente, o RANSAC pode ser resumido nos
passo a seguir.
Dado um conjunto de N correspondeˆncias ci = (m1i↔m2i), escolhe-se, aleatoriamente, Nsc
subconjuntos de Nnc correspondeˆncias. Para cada subconjunto (indexado por j), estima-se a matriz
fundamental, Fj , e calcula-se o resı´duo, r2ji(Fj , ci), de todas as N correspondeˆncias. Cada resı´duo
e´ comparado com um limiar r2th. Se r2ji < r2th, a correspondeˆncia ci e´ considerada uma boa cor-
respondeˆncia. Apo´s Nsc iterac¸o˜es, rete´m-se a matriz fundamental, Fwin, que ajustou-se ao maior
nu´mero de boas correspondeˆncias. Por u´ltimo, estima-se F com apenas as boas correspondeˆncias
(identificadas por r2(win)i < r2th).
8Do ingleˆs: Random Sample Consensus.
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O nu´mero de subconjuntos, Nsc, utilizado no RANSAC deve ser tal que, supondo, dentre todas
as N correspondeˆncias, uma porcentagem ǫ de falsas correspondeˆncias, existe uma probabilidade p
de que (ao menos) um subconjunto j seja composto apenas por boas correspondeˆncias. Neste caso,
Nsc e´ igual a
Nsc = log(1− p)/ log
(
1− (1− ǫ)Nnc). (2.42)
Talvez, uma ta´tica inteligente seja iniciar Nsc usando a equac¸a˜o anterior e atualiza´-lo a cada
iterac¸a˜o j, ou seja, uma vez que a percentagem, ǫj , de falsas correspondeˆncias tenha sido determinada,
Nsc pode ser atualizado por (2.42).
Da equac¸a˜o anterior, vemos que Nsc aumenta exponencialmente com Nnc e ǫ. Por exemplo,
considerando uma probabilidade p = 99%, se ǫ = 25% e Nnc = 7, enta˜o Nsc = 33. Contudo,
se ǫ = 40% e Nnc = 8, temos Nsc = 272. Assim, desde que quanto maior Nsc, maior o custo
computacional, o ideal e´ termos Nnc e ǫ ta˜o pequenos quanto possı´vel.
O Valor de ǫ depende de como o conjunto total de correspondeˆncias foi estabelecido, ou seja, ele
depende do grau de confianc¸a do algoritmo de correspondeˆncia de pontos.
Como F tem sete graus de liberdade, o valor mı´nimo para Nnc e´ sete. Contudo, como visto na
sec¸a˜o 2.4.2, a soluc¸a˜o com apenas sete correspondeˆncias na˜o e´ esta´vel. Por isso, podemos utilizar
Nnc igual ou um pouco maior que oito.
O paraˆmetro mais crı´tico a ser escolhido e´ o limiar r2th, pois dele depende o crite´rio que diz se
uma correspondeˆncia e´ boa ou ruim. Se r2th e´ muito pequeno, boas correspondeˆncias podem ser
consideradas ruins. Por outro lado, um r2th grande faz com que algumas falsas correspondeˆncias na˜o
sejam detectadas.
Normalmente, como o crite´rio utilizado para medir a qualidade da matriz fundamental e´ dado por






Ale´m disso, se for considerado um ruı´do com uma distribuic¸a˜o Gaussiana de me´dia zero e desvio






onde d2th deve ser escolhido tal que exista uma probabilidade pd de uma boa correspondeˆncia ser
erroniamente considerada uma falsa correspondeˆncia. Contudo, muitas vezes, d2th e´ escolhido empi-
ricamente. Por exemplo, Hartley e Zisserman (2000) utilizaram d2th = 3, 84, Zhang (1998) utilizou
d2th = 2, 5 e Torr e Murray (1997) consideraram d2th = 1, 99.
O me´todo RANSAC (resumido no algoritmo 2.3) pode obter uma boa estimac¸a˜o deFmesmo que
mais de 50% das correspondeˆncias forem ruins. A desvantagem evidente e´ que este necessita de uma
estimac¸a˜o do desvio padra˜o do ruı´do, σd.
2.4. Estimac¸a˜o da Matriz Fundamental 36
Entrada: Um conjunto, C , de N ≥ 7 correspondeˆncias ci = (m1i↔m1i).
Saı´da: A matriz fundamental, F.
1 /* Inicializac¸a˜o das varia´veis. */
2 Nsc = log(1− p)/ log
(
1− (1− ǫ)Nnc); /* Calcula o nu´mero de iterac¸o˜es. */
3 S = FUNC ESCOLHE SUBCONJUNTOS(C,Nsc); /* Escolhe os Nsc subconjuntos, Sj . */
4 j = 1;
5 InliersCount = 0; /* Inicializa contador de boas correspondeˆncias. */
6
7 /* Iterac¸a˜o. */
8 while j ≤ Nsc do
9 Fj = FUNC ESTIMA F(Sj); /* Estima Fj com Nnc correspondeˆncias. */
10 for i = 1 to N do /* Determina correspondeˆncias que ajustam-se a Fj . */





12 if r2ji ≤ (dthσd)2 then
13 inliers = inliers + 1;
14 endif
15 endfor
16 if InliersCount < inliers then /* Se Fj tem o melhor ajuste... */
17 Fwin = Fj ; /* ...ela e´ a matriz vencedora */
18 InliersCount = inliers;
19 endif
20 j = j + 1;
21 endwhile
22
23 /* Usa Fwin para calcular r2(win)i. */
24 for i = 1 to N do
25 if r2(win)i ≤ (dthσd)2 then /* Se r2ji e´ menor que o limiar... */




30 F = FUNC ESTIMA F(Inliers); /* Estima F apenas com as boas correspondeˆncias. */
Algoritmo 2.3: Algoritmo RANSAC para estimac¸a˜o da matriz fundamental.
§ MSAC









0, se r2ji ≤ r2th
1, se r2ji > r
2
th
Na equac¸a˜o anterior, e´ evidente que, se r2th tiver um valor muito elevado, todas as correspondeˆncias
sera˜o consideradas boas. Neste caso, qualquer matriz Fj teria a mesma pontuac¸a˜o, ou seja,∑N
i=1 J (r2ji) seria sempre igual a N . Por isso, Torr e Zisserman (1998) sugeriram uma discreta
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Agora, cada boa correspondeˆncia contribui com um valor diferente e proporcional ao seu grau de
ajuste a Fj . Assim, mesmo considerando um nu´mero igual de boas correspondeˆncias, a func¸a˜o
J (r2ji) deve ter valores diferentes para matrizes fundamentais diferentes.
Torr e Zisserman (1998) demonstraram que essa pequena modificac¸a˜o produz uma sensı´vel me-
lhoria no desempenho do algoritmo RANSAC. Assim, desde que o custo computacional adicionado
e´ desprezı´vel, este algoritmo (conhecido como MSAC9) e´ preferı´vel em comparac¸a˜o ao RANSAC.
§ MLESAC
Dada uma correspondeˆncia (m1i↔m2i), na pra´tica, m1i e m2i na˜o satisfazem a equac¸a˜o fun-
damental (2.17) exatamente, pois as coordenadas desses pontos esta˜o corrompidas por ruı´do. Con-
tudo, dada uma matriz fundamental, Fj , podemos encontrar a correspondeˆncia, (mˆ1i↔mˆ2i), mais
pro´xima de (m1i↔m2i) e que satisfaz (2.17), ou seja, podemos encontrar (mˆ1i↔mˆ2i) que mini-
mize
r2ji = d
2(m1i, mˆ1i) + d
2(m2i, mˆ2i), sujeito a ˜ˆmT2iFj ˜ˆm1i. (2.45)
Evidentemente, na equac¸a˜o anterior, quanto menor r2ji, melhor o ajuste de Fj a correspondeˆncia
(m1i↔m2i). Por isso, Torr e Zisserman (2000) propuseram um novo me´todo robusto, chamado
MLESAC10, baseado na minimizac¸a˜o da equac¸a˜o anterior pelo me´todo MSAC.
Torr e Zisserman (2000) demonstraram que o algoritmo MLESAC produz uma melhor estimac¸a˜o
da matriz fundamental (em comparac¸a˜o ao MSAC e ao RANSAC). Contudo, do trabalho de Har-
tley e Sturm (1997), sabe-se que a correspondeˆncia (mˆ1i↔ mˆ2i), na equac¸a˜o (2.45), e´ encontrada
determinando-se as raı´zes de um polinoˆmio de grau seis. Por isso, apesar de Torr e Murray (1997) te-
rem derivado uma aproximac¸a˜o linear para tal polinoˆmio, o MLESAC possui um custo computacional
muito elevado e nunca tornou-se muito popular.
§ LMedS
O algoritmo RANSAC so´ pode ser utilizado quando temos informac¸a˜o sobre a distribuic¸a˜o do
ruı´do inserido no conjunto de correspondeˆncias. Como discutido na sec¸a˜o anterior, essa informac¸a˜o e´
utilizada no crite´rio que define se uma correspondeˆncia e´ boa ou na˜o. Caso tal informac¸a˜o na˜o esteja
disponı´vel, podemos estimar F utilizando o me´todo LMedS11 (resumido no algoritmo 2.4). Este e´
muito semelhante ao RANSAC. A principal diferenc¸a e´ que uma matriz Fj e´ considerada boa quando
a mediana do resı´duo, dado pela equac¸a˜o (2.43), e´ pequena. Assim, apo´s Fj ser estimada, calcula-se
9Do ingleˆs: M-Estimator Sample Consensus.
10Do ingleˆs: Maximum Likelihood Estimation Sample Consensus.
11Do ingleˆs: Least Median of Squares.
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Entrada: Um conjunto, C , de N ≥ 7 correspondeˆncias ci = (m1i↔m1i).
Saı´da: A matriz fundamental, F.
1 /* Inicializac¸a˜o das varia´veis. */
2 Nsc = log(1− p)/ log
(
1− (1− ǫ)Nnc); /* Calcula o nu´mero de iterac¸o˜es. */
3 S = FUNC ESCOLHE SUBCONJUNTOS(C,Nsc); /* Escolhe os Nsc subconjuntos, Sj . */
4 j = 1;
5 MinMed =∞; /* Inicializa a mediana do resı´duo. */
6
7 /* Iterac¸a˜o. */
8 while j ≤ Nsc do
9 Fj = FUNC ESTIMA F(Sj); /* Estima Fj com Nnc correspondeˆncias. */
10 for i = 1 to N do /* Determina o ajuste das correspondeˆncias a Fj . */






13 Dj = MEDIAN(r2j1, r2j2, . . . , r2jN ); /* Calcula mediana da distaˆncia. */
14 if MinMed > Dj then /* Se Fj tem o melhor ajuste... */
15 Fwin = Fj ; /* ...ela e´ a matriz vencedora */
16 MinMed = Dj ;
17 endif
18 j = j + 1;
19 endwhile
20
21 σˆd = 1, 4826[1 + 5/(N −Nnc)]
√
MinMed; /* Calcula o desvio padra˜o robusto. */
22
23 /* Usa Fwin para calcular r2(win)i. */
24 for i = 1 to N do
25 if r2(win)i ≤ (d2thσˆ2d) then /* Se r2ji e´ menor que o limiar... */




30 F = FUNC ESTIMA F(Inliers); /* Estima F apenas com as boas correspondeˆncias. */
31
Algoritmo 2.4: Algoritmo LMedS para estimac¸a˜o da matriz fundamental.
o resı´duo, r2ji, de todas as N correspondeˆncias. Apo´s Nsc iterac¸o˜es, rete´m-se a matriz fundamental,
Fwin, que obteve a menor mediana.
Apo´s Fwin ter sido encontrada, um interessante resultado pode ser utilizado para eliminar as
falsas correspondeˆncias. Rousseeuw (1987), atrave´s de ana´lises estatı´sticas, determinou que uma boa
estimac¸a˜o para σd pode ser dada por
σˆ2d = 1, 4826[1 + 5/(N −Nnc)]
√
d2med, (2.46)
onde d2med e´ a menor mediana de r2ji dentre todos os Nsc subconjuntos j.
O algoritmo LMedS tem duas grandes desvantagens. Ele na˜o consegue estimar a matriz fun-
damental corretamente se existirem mais de 50% de falsas correspondeˆncias. Ale´m disso, desde
que nenhuma informac¸a˜o sobre o ruı´do presente nos dados esta´ disponı´vel, Nsc na˜o pode ser atu-
alizado dinamicamente. Por isso, o custo computacional do LMedS tende a ser maior que o do
RANSAC. Mesmo assim, diversos autores (ARMANGU ´E; SALVI, 2003; ZHANG, 1998; TORR; MURRAY,
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1997) apontam o LMedS como o algoritmo robusto que obte´m a melhor estimac¸a˜o de F.
§2.5 Calibrac¸a˜o da Caˆmera
Como discutido na sec¸a˜o 2.1 (pa´g. 7), uma caˆmera e´ modelada como um dispositivo que projeta
pontos do espac¸o 3D em pontos em um plano. Este processo na˜o e´ reversı´vel, ou seja, dado um ponto
numa imagem na˜o e´ possı´vel determinar as coordenadas do ponto 3D correspondente. Isto deve-se
ao fato de que um ponto, m, no plano de imagem pode corresponder a qualquer ponto sobre uma
determinada reta (associada am) no espac¸o. Sendo assim, e´ necessa´rio uso de redundaˆncia, na forma
de uma segunda caˆmera, para que, em um processo chamado reconstruc¸a˜o 3D, as coordenadas de
um ponto no espac¸o possam ser conhecidas univocamente. Contudo, isto so´ e´ possı´vel se o processo
pelo qual as caˆmeras projetam pontos no espac¸o em pontos nos planos for bem conhecido, ou seja, os
paraˆmetros intrı´nsecos e extrı´nsecos do conjunto de caˆmeras forem conhecidos. Para isto, e´ utilizado
um processo chamado calibrac¸a˜o. Por isso, geralmente, a calibrac¸a˜o e´ a primeira tarefa realizada por
um sistema de visa˜o este´reo. Nessa sec¸a˜o, alguns dos me´todos mais importantes de calibrac¸a˜o de
caˆmeras sa˜o analisados criticamente.
2.5.1 Me´todo Cla´ssico
Dado um ponto 3D, Mi, e sua projec¸a˜o no plano da imagem, mi, a equac¸a˜o (2.7) (pa´g. 10) pode
ser expressa em termos do produto cruzado, ou seja, m˜i ×PM˜i = 0. Ale´m disso, se a j-e´sima linha














3 M˜i − tipT2 M˜i
tip
T
1 M˜i − uipT3 M˜i
uip
T
2 M˜i − vipT1 M˜i
 = 0.
Contudo, como pTj M˜i = M˜Ti pj , j = 1, ..., 3, a equac¸a˜o anterior pode ser escrita como
Uip = 0,
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Entrada: n > 6 pares (Mi,mi).
Saı´da: A matriz de projec¸a˜o da caˆmera, P.
a) Com os pontos Mi e mi, compute as matrizes T3 e T2 respectivamente.
b) Considerando os pares (T3Mi,T2mi), estime a matriz, P, resolvendo o sistema
(2.47) utilizando a proposic¸a˜o B.2 (pa´g. 121).
c) Fac¸a P = T−T2 PT−13 .
Algoritmo 2.5: Calibrac¸a˜o linear cla´ssica de caˆmeras.
A equac¸a˜o anterior possui apenas duas equac¸o˜es independentes. Ale´m disso, P tem onze graus de
liberdade. Assim, sa˜o necessa´rios, no mı´nimo, seis pares (Mi,mi) para determina´-la univocamente.







p = 0 (2.47)
utilizando a proposic¸a˜o B.2 (pa´g. 121).
Como no algoritmo dos 8 pontos, o resultado do me´todo da equac¸a˜o anterior depende das coor-
denadas dos pares (Mi,mi). Assim, usando a mesma te´cnica da sec¸a˜o 2.4.3 (pa´g. 28), os pontos mi
devem ser normalizados utilizando-se a transformac¸a˜o T2. Os pontos Mi tambe´m devem ser trans-
formados por uma homografia, T3. Contudo, neste caso, o centro´ide do conjunto de pontos T3M˜i
deve estar na origem e a distaˆncia me´dia desses pontos a origem igual, a
√
3. Apo´s a resoluc¸a˜o do
problema (2.47), como descrito no algoritmo 2.5, a matriz de projec¸a˜o estimada deve ser transformada
para o sistema de coordenadas original.
Em alguns casos especiais, por exemplo, quando um pontomi e´ o encontro de duas retas paralelas
no plano da imagem, um ou mais pontos Mi esta˜o no infinito. Assim, na˜o e´ possı´vel encontrar uma
homografia que leve o centro´ide desses pontos a` origem. Com isso, a homografia T3 na˜o pode ser
utilizada.
O me´todo do algoritmo 2.5, apesar de linear e na˜o-iterativo, na˜o e´ ideal, pois minimiza um crite´rio
sem significado fı´sico. Para contornar esse problema, devemos levar em considerac¸a˜o a seguinte
observac¸a˜o. Normalmente, as coordenadas dos pontos 3D, Mi, sa˜o obtidas com a ajuda de um
gabarito de calibrac¸a˜o como o da figura 2.12 na pro´xima pa´gina. Neste caso, dois ou treˆs planos
ortogonais, com padro˜es, cuja forma e dimensa˜o sa˜o bem conhecidos, sa˜o utilizados para formar um
sistema de coordenadas “imagina´rio” (figura 2.12). Assim, a exatida˜o das coordenadas dos pontos
Mi depende apenas do processo de manufatura do gabarito de calibrac¸a˜o e, de uma forma geral, sa˜o
conhecidas com extrema precisa˜o. Dessa forma, podemos supor que nossa fonte de erros esta´ nos
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Figura 2.12: Gabarito de calibrac¸a˜o com sistema de coordenadas “imagina´rio” esboc¸ado.
Entrada: n > 6 pares (Mi,mi).
Saı´da: A matriz de projec¸a˜o da caˆmera, P.
a) Com os pontos Mi e mi, compute as matrizes T3 e T2 respectivamente.
b) Considerando os pares (T3Mi,T2mi), estime a matriz, Pˆ, resolvendo o sistema
(2.47) utilizando a proposic¸a˜o B.2 (pa´g. 121).







onde ˜ˆmi = PX˜i e Xi = T3Mi.
d) Fac¸a P = T−T2 PT−13 .
Algoritmo 2.6: Calibrac¸a˜o na˜o-linear cla´ssica de caˆmeras.






O problema da equac¸a˜o anterior consiste em minimizar a distaˆncia Euclidiana do ponto medido,
mi, ao ponto “real”, PM˜i, com relac¸a˜o a todo o conjunto de n pontos. Evidentemente, esta nova
te´cnica (resumida no algoritmo 2.6) exige o uso de um algoritmo de otimizac¸a˜o na˜o-linear que, nor-
malmente, exige uma estimativa inicial de P que pode ser obtida com o algoritmo 2.5.
Como visto na sec¸a˜o 2.1 (pa´g. 7), o modelo da caˆmera utilizado neste trabalho pode ser con-
siderado linear. Contudo, no passado, a maioria das caˆmeras apresentava distorc¸a˜o radial. Assim,
essa caracterı´stica necessitava ser modelada atrave´s de um modelo na˜o-linear. Por isso, e´ comum
encontrar na literatura trabalhos cla´ssicos (veja, por exemplo, o me´todo de Tsai (1987) e os trabalhos
de Shih et al. (1996) e Salvi et al. (2002) para duas ana´lises crı´ticas) ou ate´ mesmo alguns poucos
trabalhos atuais (como o trabalho de Heikkila¨ (2000)), que propo˜em soluc¸o˜es para estimar tambe´m
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a distorc¸a˜o radial das caˆmeras. Tais soluc¸o˜es sa˜o um pouco diferentes dos me´todos discutidos nessa
sec¸a˜o. Contudo, o estado da arte atual permite manufaturar caˆmeras, cujo modelo e´ muito pro´ximo
do linear. De fato, o modelo das caˆmeras atuais esta´ muito pro´ximo da caˆmera ideal da equac¸a˜o (2.3)
(pa´g. 9). Assim, a distorc¸a˜o radial e´ desprezada neste trabalho.
Em algumas aplicac¸o˜es especiais, sa˜o utilizadas caˆmeras cuja principal caracterı´stica e´ a distorc¸a˜o
radial. Uma dessas aplicac¸o˜es e´ a vigilaˆncia civil, pois, nestes casos, sa˜o utilizadas caˆmeras fixas, mas
que necessitam possuir um aˆngulo de visa˜o elevado. Exemplos de trabalhos com esse tipo de caˆmeras
sa˜o os trabalhos de Okamoto Jr e seus associados (CORR ˆEA et al., 2003; GASPAR et al., 2002; JR. et al.,
2001). Contudo, este tipo de aplicac¸a˜o esta´ fora do contexto desse trabalho.
Todos os me´todos cla´ssicos teˆm em comum a necessidade de um gabarito de calibrac¸a˜o. Em
vista disso, foram desenvolvidas novas te´cnicas que na˜o necessitam de gabarito. Assim, tais te´cnicas
fornecem maior flexibilidade ao sistema, pois na˜o necessitam interromper a inspec¸a˜o visual (para que
o gabarito seja posto a` frente das caˆmeras novamente) sempre que os paraˆmetros da caˆmera sejam
alterados, por exemplo, apo´s a realizac¸a˜o de um zoom.
2.5.2 Calibrac¸a˜o Projetiva
Do trabalho de Hartley et al. (1992), sabe-se que, se apenas a matriz fundamental do sistema for
conhecida, e´ possı´vel obtermos matrizes de projec¸a˜o, P e P ′, que permitem realizar uma calibrac¸a˜o
projetiva12, isto e´, dada uma correspondeˆncia (m1,m2), o ponto 3D obtido com as matrizes P e P ′
esta´ no espac¸o P3 e na˜o no Euclidiano.
Na calibrac¸a˜o projetiva, as matrizes de projec¸a˜o das caˆmeras sa˜o as seguintes
P ≃ [ I 0 ] e P ′ ≃ [ H we2 ], (2.48)
onde (LUONG; VIe´VILLE, 1996)
H = H∞ + e2w
T
, (2.49)
com w igual a uma constante qualquer na˜o-nula ew e´ um vetor 3D qualquer, ou seja, H tem infinitas
soluc¸o˜es. Contudo, uma soluc¸a˜o possı´vel pode ser obtida com o teorema a seguir.
Teorema 2.3 Conhecendo a matriz fundamental, F, de um par este´reo na˜o-calibrado, uma possı´vel






onde e˜2 e´ dado pela proposic¸a˜o 2.4 (pa´g. 22).
Prova: Para obter a matriz H a partir da matriz F, podemos utilizar a seguinte propriedade va´lida
para todo vetor v (FRANc¸A et al., 2004)
‖v‖2I = vvT − [v]2
×
.
12Do ingleˆs: weak calibration
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Finalmente, comparando a equac¸a˜o anterior com (2.31) completa-se a prova.
Apesar de muitos conceitos importantes do espac¸o Euclidiana na˜o serem va´lidos em P3, diversos
autores, como, por exemplo, (RUF; HORAUD, 2000; HESPANHA et al., 1999; BEARDSLEY et al., 1995;
ZELLER; FAUGERAS, 1994), desenvolveram inu´meras aplicac¸o˜es baseadas na calibrac¸a˜o projetiva.
Hartley et al. (1992) e Faugeras (1992) demonstraram que as matrizes P e P ′ esta˜o relacionadas
com as matrizes de projec¸a˜o P e P′ por uma transformac¸a˜o projetiva, TPE , ou seja,
P = PTPE e P ′ = P′TPE . (2.51)
Ale´m disso, o teorema a seguir fornece um resultado importante e bastante utilizado neste trabalho.
Teorema 2.4 Dado um conjunto este´reo, a transformac¸a˜o TPE , que relaciona as matrizes de







onde W∞ = [wT , w]T e´ um vetor 4× 1.
Prova: As equac¸o˜es em (2.13) (pa´g. 21) e (2.51) podem ser reescritas como
m˜1 ≃ PT−1PETPEM˜ e m˜2 ≃ P ′T−1PETPEM˜, (2.53)
ondeM representa um ponto 3D no espac¸o P3.
Agora, reescrevemos P na equac¸a˜o (2.48) como sendo






De forma semelhante, substituindo (2.49) em (2.48), temos
P ′ ≃ [H∞ + e˜2wT we˜2 ]
≃ [A′RA−1 +A′twT wA′t ]
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onde utilizou-se a proposic¸a˜o 2.5 (pa´g. 22) e a equac¸a˜o (A.1) (pa´g. 117) para substituir H∞.


















Apesar de TPE ser, normalmente, desconhecida, ela pode ser estimada se as coordenadas Eucli-
dianas de alguns pontos do ambiente forem conhecidas ou, como discutido na sec¸a˜o 2.6 (pa´g. 51), de
forma automa´tica.
2.5.3 Calibrac¸a˜o Automa´tica
A te´cnica descrita na sec¸a˜o 2.5.1 (pa´g. 39), apesar de extremamente exata, pode apenas ser utili-
zada antes do processo de inspec¸a˜o visual. Em outras palavras, a te´cnica na˜o e´ aplica´vel em situac¸o˜es
nas quais os paraˆmetros intrı´nsecos da caˆmera esta˜o sob constantes mudanc¸as devido a operac¸o˜es
de foco e zoom. Esta situac¸a˜o e´, particularmente, comum no contexto da “visa˜o ativa”, onde os
paraˆmetros o´pticos da caˆmera sofrem mudanc¸as propositais e constantes. Com isso, surgiu a necessi-
dade de te´cnicas de calibrac¸a˜o que na˜o utilizem gabarito de calibrac¸a˜o. Tais te´cnicas sa˜o referenciadas
como te´cnicas de “calibrac¸a˜o automa´tica” ou “autocalibrac¸a˜o” e sa˜o discutidas em detalhes a seguir.
§ Me´todos baseados na equac¸a˜o de Faugeras e Huang
A geometria epipolar esboc¸ada na figura 2.10 (pa´g. 21) na˜o se aplica apenas ao caso de um par
este´reo, ou seja, todas as restric¸o˜es da sec¸a˜o 2.3 (pa´g. 20) aplicam-se tambe´m quando uma u´nica
caˆmera realiza um deslocamento desconhecido e “observa” uma cena esta´tica. Se os paraˆmetros
da caˆmera antes e apo´s o deslocamento permanecem os mesmo, evidentemente, A = A′. Enta˜o,
se imagens forem obtidas antes e apo´s um deslocamento da caˆmera, e´ possı´vel estimar a matriz
fundamental que relaciona tais imagens. Neste caso, a equac¸a˜o (2.26) depende apenas dos paraˆmetros
intrı´nsecos da caˆmera e, se esta for substituı´da na equac¸a˜o (2.27), temos uma equac¸a˜o independente
que e´ func¸a˜o apenas de tais paraˆmetros. Desde que A tem cinco graus de liberdade e (2.27) (pa´g. 25)
fornece apenas duas equac¸o˜es independentes, sa˜o necessa´rios treˆs deslocamentos para estimar A
univocamente.
O me´todo descrito no algoritmo 2.7 na pro´xima pa´gina e´ puramente teo´rico, pois os polinoˆmios
P 8i (algoritmo 2.7) teˆm grau oito. Assim, desde que cada um deles pode ser dividido em duas equac¸o˜es
de Trivedi (1988), teoricamente, terı´amos um total de seis equac¸o˜es polinomiais de grau oito in-
dependentes. Como e´ extremamente complexo resolver um sistema polinomial com uma equac¸a˜o
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Entrada: Na˜o sa˜o necessa´rios dados de entrada.
Saı´da: A matriz A que reu´ne os paraˆmetros intrı´nsecos da caˆmera.
a) Realize treˆs deslocamentos Euclidianos e, em cada uma das quatro posic¸o˜es, cap-
ture uma imagem Ii, onde i = 1, 2, 3 e 4.
b) Para cada um dos deslocamentos, calcule Fij , onde Fij e´ a matriz fundamental que
relaciona Ii com Ij .
c) Para cada uma das treˆs Fij , substitua (2.26) em (2.27) e forme o polinoˆmio
P 8i (f, θsk, nx/y, u0, v0).
d) Resolva o sistema de equac¸o˜es formado por P 81 = 0, P 82 = 0 e P 83 = 0.
Algoritmo 2.7: Calibrac¸a˜o automa´tica baseada nas restric¸o˜es da matriz essencial.
redundante, o sistema teria que ser resolvido com apenas cinco equac¸o˜es. Para cada um dos cinco
paraˆmetros intrı´nsecos, cada equac¸a˜o fornece oito raı´zes diferentes. Assim, terı´amos uma combinac¸a˜o
de 85 = 32.768 soluc¸o˜es distintas. Dentre essas, apenas uma e´ a verdadeira, por fornecer uma matriz
A, fisicamente, plausı´vel.
Devido as dificuldades inerentes ao me´todo, apenas recentemente Mendonc¸a e Cipolla (1999)
desenvolveram uma criativa te´cnica de calibrac¸a˜o automa´tica baseada no teorema 2.1 (pa´g. 25). Nesta,
dada uma matriz fundamental, Fij , que relaciona a imagem Ii (antes do deslocamento) com a imagem
Ij (apo´s o deslocamento), baseado na equac¸a˜o (2.26), os autovalores na˜o-nulos de Eij (σ1i e σ2i),
sa˜o expressos em func¸a˜o dos elementos de Fij e dos paraˆmetros intrı´nsecos da caˆmera. Assim, dado
n ≥ 3 deslocamentos, Mendonc¸a e Cipolla (1999) propuseram a seguinte func¸a˜o







que deve ser minimizada para encontrar-se a matriz A.
O me´todo proposto tem as vantagens de ter um custo computacional bem menor que o do al-
goritmo 2.7 e permitir, facilmente, explorar a redundaˆncia (utilizando n > 3 deslocamentos) para
obter-se um resultado melhor. Contudo, os resultados experimentais de Mendonc¸a e Cipolla (1999)
mostram que a te´cnica fornece paraˆmetros com erros da ordem de 10%.
§ Me´todos baseados nas equac¸o˜es de Kruppa
Um conceito bastante utilizado na visa˜o computacional e´ o cone absoluto, Ω. Este e´ um cone
localizado no plano no infinito, Π∞, e corresponde a um cı´rculo de raio i =
√−1. Ale´m disso, a
projec¸a˜o de Ω no plano de imagem tambe´m e´ um cone e e´ representado neste trabalho por ω. Assim,
um ponto m pertencente a ω (veja figura 2.13) satisfaz a seguinte equac¸a˜o
m˜TBm˜ = 0, (2.57)
onde B e´ uma matriz homogeˆnea 3× 3 que possui cinco graus de liberdade.








Figura 2.13: Cone absoluto, Ω, no plano no infinito, Π∞, e sua projec¸a˜o, ω, no plano da imagem.
O dual de ω e´ representado por ω∗ . O cone ω∗ esta´ relacionado as retas que sa˜o tangentes a ω.
A reta l tangente a ω no ponto m e´ dada por l = Bm˜. Assim, m˜ = B−1l e m˜T = lTB−T . Logo,
podemos escrever a equac¸a˜o de ω∗ em func¸a˜o de (2.57) como sendo
lTKl = 0, (2.58)
onde considerou-se K = B−T .
A principal propriedade do cone absoluto e´ que sua imagem, ω, e´ invariante a transformac¸o˜es
projetivas. Assim, esta depende apenas dos paraˆmetros intrı´nsecos da caˆmera. De fato, pode ser
demonstrado (FAUGERAS; MAYBANK, 1990) que
B = A−TA−1, ou seja, K = AAT . (2.59)
A equac¸a˜o anterior nos leva a um resultado interessante que pode ser resumido na proposic¸a˜o a
seguir.
Proposic¸a˜o 2.6 Considerando a matriz do cone dual como sendo
K =
 k1 k2 k3k2 k4 k5
k3 k5 k6
 , (2.60)
se o paraˆmetro θsk da matriz A for nulo, tem-se
k3k5 − k6k2 = 0.
Prova: Substituindo (2.4) (pa´g. 9) em (2.59) e fazendo θsk = 0, o resultado anterior e´ evidente.
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A equac¸a˜o (2.59) deu origem a primeira teoria sobre calibrac¸a˜o automa´tica de uma caˆmera em
movimento. Esta foi desenvolvida como segue.
No par este´reo da figura 2.14, as projec¸o˜es do cone absoluto nos planos de imagem I1 e I2 sa˜o
ω1 e ω2 respectivamente. Agora, considere dois planos Π1 e Π2 tangentes a Ω, ω1 e ω2. Estes planos
definem as retas l11 e l12 na imagem I1 e as retas l21 e l22 na imagem I2 (ver figura 2.14). Estas retas
esta˜o relacionadas pela geometria epipolar, ou seja, l11 ↔ l21 e l12 ↔ l22. Este mesmo raciocı´nio
pode ser aplicado a qualquer plano tangente a Ω, ω1 e ω2. Assim, da equac¸a˜o (2.58) e considerando
a reta epipolar l1i = e˜1 × m˜1i definida pelo epipolo e1 e por um ponto, m1i, tangente a ω1, temos
(e˜1 × m˜1i)TK(e˜1 × m˜1i) = 0. (2.61)
Contudo, (e˜1 × m˜1i)↔ Fm˜1i. Assim, a seguinte equac¸a˜o pode ser encontrada para a imagem I2
m˜T1iF
TK′Fm˜1i = 0. (2.62)
O primeiro passo para resolver o sistema de equac¸o˜es formado pelas equac¸o˜es (2.61) e (2.62) e´
parametrizar as retas l1i e l2i = Fm˜1i com um u´nico paraˆmetro “τ1i”. Isto pode ser feito facilmente
se substituirmos m1i por um ponto, p1i, que pertence a` reta no infinito e a` l1i.
Utilizando a proposic¸a˜o A.1 (pa´g. 116), temos p˜1i = [1, τ1i, 0]T , onde
τ1i =
etv1i − evt1i
etu1i − eut1i .
Agora, considerando (2.60) e substituindo p1i em (2.61), temos
K2τ21i +K1τ1i +K0 = 0, (2.63)
onde
K0 = e2t k4 − 2etevk5 + e2vk6
K1 = −2e2t k2 + 2etevk3 + 2eteuk5 − 2euevk6 (2.64)
K2 = e2t k1 − 2eteuk3 + e2uk6.




















e substituindo p1i em (2.62), temos
K′2τ21i +K′1τ1i +K′0 = 0, (2.66)




























Figura 2.14: Cone absoluto e a geometria epipolar.
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onde
K′0 = F 21 k′1 + 2F1F4k′2 + 2F1F7k′3 + F 24 k′4 + 2F4F7k′5 + F 27 k′6






K′2 = F 22 k′1 + 2F2F5k′2 + 2F2F8k′3 + F 25 k′4 + 2F5F8k′5 + F 28 k′6.
Desde que (e˜1× p˜1i)↔ Fm˜1i, ou seja, (e˜1× p˜1i) e´ tangente a ω1 quando Fm˜1i e´ tangente a ω2,
as equac¸o˜es (2.63) e (2.66) possuem as mesmas raı´zes. De fato, (2.63) e (2.66) sa˜o iguais a menos de
um fator de escala na˜o nulo. Assim,
K1K′2 −K2K′1 = 0
K0K′1 −K1K′0 = 0
(2.68)
As equac¸o˜es em (2.68) sa˜o chamadas “equac¸o˜es de Kruppa” (KRUPPA, 1913) e foram introduzidas
na visa˜o computacional por Faugeras e Maybank (1990). Elas foram a base para Maybank e Faugeras
(1992) criarem a primeira teoria de calibrac¸a˜o automa´tica.
As equac¸o˜es em (2.68) sa˜o polinoˆmios de grau dois, cujas inco´gnitas sa˜o os elementos da matriz
K e K′. Por sua vez, estas esta˜o relacionadas, respectivamente, a A e A′ pela equac¸a˜o (2.59).
Novamente, se considerarmos uma u´nica caˆmera, teremosA = A′, ou seja,K = K′, como (2.68) nos
fornece apenas duas equac¸o˜es independentes, sa˜o necessa´rios treˆs deslocamentos para determinarmos
K univocamente.
Como no caso da sec¸a˜o anterior, um sistema polinomial com uma equac¸a˜o redundante deve ser
resolvido. Contudo, agora, se desprezarmos uma equac¸a˜o, teremos cinco equac¸o˜es de grau dois.
Assim, existe um total de 25 = 32 soluc¸o˜es distintas, mas apenas uma delas e´ plausı´vel. Apo´s
encontramos a soluc¸a˜o para K, a proposic¸a˜o B.1 (pa´g. 120) deve ser utilizada para obtermos a matriz
A.
O sistema de equac¸o˜es necessa´rio a` soluc¸a˜o do problema de Maybank e Faugeras (1992) e´ bem
menos complexo que o exigido pelo algoritmo 2.7. Apesar disso, a resoluc¸a˜o de tal sistema continua
sendo a principal dificuldade do me´todo. Na verdade, so´ cinco anos depois do me´todo ser proposto,
com o trabalho de Luong e Faugeras (1997), surgiu uma soluc¸a˜o adequada ao problema. Mesmo
assim, o me´todo na˜o tem muita aplicac¸a˜o pra´tica por va´rios problemas, alguns dos quais comentados
a seguir.
X O custo computacional do me´todo e´ extremamente elevado. De fato, muitos autores que uti-
lizam a te´cnica como, por exemplo, Bougnoux (1998) e Habed e Boufama (2002), supo˜em
modelos de caˆmeras mais simplificados para reduzir o nu´mero de equac¸o˜es necessa´rias e tornar
o problema mais trata´vel. Contudo, tais simplificac¸o˜es tendem a resultados menos exatos.
X O me´todo e´ muito sensı´vel a ruı´dos e sua exatida˜o depende extremamente da exatida˜o da matriz
fundamental estimada.
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X Em contraste com o item anterior, a te´cnica de Luong e Faugeras (1997) na˜o permite inserir
redundaˆncia para melhorar os resultados.
X Ao contra´rio de (2.27), as equac¸o˜es em (2.68) dependem explicitamente das coordenadas do
epipolo da matriz fundamental. Infelizmente, principalmente quando o epipolo tende para o
infinito, tais coordenadas sa˜o difı´ceis de serem estimadas com exatida˜o. Esta caracterı´stica
degrada significativamente a exatida˜o dos paraˆmetros estimados (LOURAKIS; DERICHE, 1999).
Recentemente, baseado no trabalho de Hartley (1997), Lourakis e Deriche (2000) propuseram
uma simplificac¸a˜o as equac¸o˜es (2.68) que aumentaram a estabilidade nume´rica da te´cnica por permitir
o uso de redundaˆncia para lidar com incertezas. Mesmo assim, o problema continua apresentando um
custo computacional extremamente elevado e a qualidade dos resultados obtidos na˜o torna o me´todo
atraente para o uso pra´tico.
§ Me´todos baseados em deslocamentos restritos
Para realizar a calibrac¸a˜o, os me´todos anteriores assumem que a caˆmera realiza um movimento
gene´rico. Com o objetivo de reduzir a complexidade do problema, Hartley (1997) propoˆs uma nova
te´cnica, na qual a caˆmera realiza um movimento de rotac¸a˜o pura. Neste caso, se duas imagens, I1
e I2, sa˜o capturadas em posic¸o˜es distintas da rotac¸a˜o, pode ser demonstrado (HARTLEY, 1997) que
correspondeˆncias de pontos, (m1i,m2i), entre tais imagens esta˜o relacionadas pela homografia do
infinito (sec¸a˜o A.4), ou seja, m˜2 ≃ H∞m˜1. Assim, dadas quatro correspondeˆncias de pontos, H∞
pode ser determinada univocamente. Em seguida, a matriz A pode ser obtida de H∞ utilizando a
proposic¸a˜o A.3 (pa´g. 118).
O me´todo de Hartley (1997) tem a grande vantagem de utilizar apenas equac¸o˜es lineares. Con-
tudo, para que a caˆmera realize um movimento de rotac¸a˜o pura, o eixo de rotac¸a˜o deve passar pelo seu
centro. Na pra´tica, este centro so´ e´ conhecido com exatida˜o apo´s a calibrac¸a˜o. Com isso, o me´todo
possui uma fonte de erros inerente e difı´cil de eliminar.
Existem poucos trabalhos que analisam o impacto de uma translac¸a˜o espu´ria ao movimento de
rotac¸a˜o da caˆmera durante a fase de calibrac¸a˜o. Contudo, os recentes trabalhos de Wang et al. (2004)
e Hayman e Murray (2003) fornecem algumas indicac¸o˜es. Segundo estes estudos, uma translac¸a˜o
espu´ria tem um efeito drama´tico na exatida˜o da estimac¸a˜o. Wang et al. (2004) sugerem que sejam
utilizadas correspondeˆncias de pontos que correspondam a projec¸o˜es de pontos 3D “distantes” da
caˆmera. Ale´m disso, os aˆngulos do movimento de rotac¸a˜o utilizado na calibrac¸a˜o devem ser elevados.
Outro trabalho recente e interessante e´ o de Ji e Dai (2004). Neste, os autores modificam o me´todo
original para levar em considerac¸a˜o uma “pequena” translac¸a˜o no movimento da caˆmera. Contudo,
o me´todo requer que um conjunto de pontos 3D seja rastreado ao longo de treˆs ou mais imagens
capturadas de perspectivas bem distintas. Evidentemente, isto dificulta o processo de calibrac¸a˜o e
cria uma nova fonte de erros.
Na pra´tica, apesar dos me´todos de calibrac¸a˜o automa´tica terem surgidos para aumentar a flexi-
bilidade da calibrac¸a˜o, a calibrac¸a˜o automa´tica de uma caˆmera em rotac¸a˜o reduz tal flexibilidade,
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pois limita os movimentos da caˆmera e restringem as correspondeˆncias que podem ser utilizadas
no processo. Ale´m disso, seus resultados conservam a inexatida˜o tı´pica das te´cnicas da calibrac¸a˜o
automa´tica.
§2.6 Calibrac¸a˜o Automa´tica de um Conjunto Este´reo
Evidentemente, as te´cnicas de calibrac¸a˜o automa´tica discutidas na sec¸a˜o anterior podem ser apli-
cadas a` calibrac¸a˜o de um par este´reo. Neste caso, as caˆmeras devem ser calibradas independente-
mente. Contudo, em um conjunto este´reo, as imagens dos planos I1 e I2 sempre diferem entre si
por um deslocamento constante, apesar de possivelmente desconhecido. Isto insere mais restric¸o˜es
ao problema de calibrac¸a˜o que, se exploradas, simplificam extremamente as equac¸o˜es. De fato, o
problema pode ser formulado usando apenas equac¸o˜es lineares. Neste contexto, duas te´cnicas mais
indicadas a` calibrac¸a˜o de um conjunto binocular sa˜o discutidas em detalhes a seguir.
2.6.1 Autocalibrac¸a˜o por Etapas
Na figura 2.15, um par este´reo e´ movido da posic¸a˜o 1 para a posic¸a˜o 2 por um deslocamento
euclideano. Ale´m disso, o ponto M no espac¸o esta´ relacionado a`s correspondeˆncias (m11↔m21)
e (m12↔m22), respectivamente, nas posic¸o˜es 1 e 2. Assim, dadas as matrizes de projec¸a˜o do par
este´reo, e´ possı´vel encontrar duas reconstruc¸o˜es 3D para o mesmo ponto M, por exemplo, X1 e X2
para as posic¸o˜es 1 e 2 respectivamente. Evidentemente, essas reconstruc¸o˜es esta˜o relacionadas por








e´ a matriz que representa a rotac¸a˜o (R12) e a translac¸a˜o (t12) do conjunto este´reo na posic¸a˜o 2 com
relac¸a˜o a este mesmo conjunto na posic¸a˜o 1.
Se o sistema na˜o estiver calibrado e o deslocamento e´ desconhecido, na˜o e´ possı´vel realizarmos
a reconstruc¸a˜o euclideana. Contudo, utilizando o teorema 2.3 (pa´g. 42), e´ possı´vel encontrarmos
as matrizes P e P ′ e realizarmos uma reconstruc¸a˜o projetiva (X 1 e X 2). Ale´m disso, pelo teo-
rema 2.4 (pa´g. 43), sabemos que tal reconstruc¸a˜o relaciona-se com a reconstruc¸a˜o euclideana por
uma transformac¸a˜o projetiva, TPE , ou seja,
X˜1 ≃ TPEX˜ 1 e X˜2 ≃ TPEX˜ 2, (2.71)
onde X˜ 1 e´ devido a (m11↔m21) e X˜ 2 a (m12↔m22).


























Figura 2.15: Cone absoluto, Ω, no plano no infinito, Π∞, e sua projec¸a˜o, ω, no plano da imagem.
De (2.69) e (2.71), segue que X 1 eX 2 relacionam-se por





na qual sα e´ uma constante desconhecida e na˜o-nula.
A equac¸a˜o (2.72) possui treˆs equac¸o˜es independentes. Assim, desde que a matriz H12 ∈ IR4×4
tem quinze graus de liberdade, dado um conjunto de n ≥ 5 correspondeˆncias (X˜ 1↔X˜ 2), e´ possı´vel
determinarH12 univocamente. Veja, por exemplo, o trabalho de Csurka et al. (1999) para uma ana´lise
crı´tica de diversos me´todos que realizam tal determinac¸a˜o.
Zisserman et al. (1995) observaram que H12 concentra diversas propriedades do par este´reo.
De fato, se apenas H12 e a matriz fundamental do conjunto este´reo forem conhecidas, e´ possı´vel
determinar TPE univocamente e, dessa forma, calibrar o sistema. As etapas que compo˜em o me´todo
sa˜o descritas em detalhes a seguir.
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§ Normalizac¸a˜o
A constante sα em (2.73) pode ser conhecida usando-se o fato que determinantes e trac¸os sa˜o
invariantes a transformac¸o˜es de similaridade como e´ o caso da transformac¸a˜o TPE . Antes, pore´m, o
formato da matriz D12 deve ser conhecido. Isso pode ser feito considerando que sempre e´ possı´vel
encontrar uma transformac¸a˜o de similaridade que transforme um deslocamento euclideano qualquer
(conhecido como movimento gene´rico13) em um movimento plano14 (equivalente a uma rotac¸a˜o em
torno do eixo do movimento15 e uma translac¸a˜o perpendicular a esse mesmo eixo (HARTLEY; ZISSER-
MAN, 2000, Sec. 2.4.1)). Assim, sem perda de generalidade, podemos considerar
D12 =

cos θ12 −sen θ12 0 0
sen θ12 cos θ12 0 0
0 0 1 1
0 0 0 1
 , (2.74)
onde θ12 e´ o aˆngulo de rotac¸a˜o em torno do eixo do movimento.
Agora, de (2.73) e (2.74), temos
trace(H12) = trace(sαD12) = 2sα(1 + cos θ12) (2.75)
det(H12) = det(sαD12) = s
4
α. (2.76)
De (2.76), |sα| = 4
√
det(H12). Assim, desde que (1 + cos θ) ≥ 0 em (2.75), temos
sα = sign(trace(H12)) 4
√
det(H12). (2.77)







§ Encontrando o plano no infinito
Na autocalibrac¸a˜o por etapas, precisamos converter uma estrutura projetiva 3D, representada pelas
matrizes P e P ′, em uma estrutura Euclidiana (representada por P e P′). Essa conversa˜o e´ um
mapeamento do espac¸o P3 para o seu subespac¸o Euclidiano. Ale´m disso, do teorema 2.4 (pa´g. 43),
tal mapeamento e´ realizado por TPE .
Para encontrar TPE , apo´s a normalizac¸a˜o de H12, o pro´ximo passo e´ determinar W∞. Isto e´
feito baseado no teorema a seguir.
Teorema 2.5 Em um conjunto este´reo, o vetorW∞ que faz parte deTPE , a transformac¸a˜o que con-
verte uma calibrac¸a˜o projetiva (representada porP eP ′) em uma Euclidiana, e´ dado pelo autovetor
de H−T12 que corresponde ao autovalor unita´rio.
13Do ingleˆs: geral motion.
14Do ingleˆs: planar motion.
15Do ingleˆs: screw axis.
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A prova do teorema anterior e´ um pouco extensa e requer a definic¸a˜o dos lemas a seguir.
Lema 2.5.1 Se T e´ uma transformac¸a˜o de pontos entre dois sistemas de coordenadas, T−T e´ uma
transformac¸a˜o de planos.
Prova: Considere q um plano do espac¸o P3. Logo, um ponto M pertencente a este plano satisfaz
qM˜ = 0. Aplicando uma transformac¸a˜o, T, a M, temos M˜′ ≃ TM˜, ou seja, T leva M a outro
sistema de coordenadas. Nesta nova refereˆncia, se considerarmos a equac¸a˜o do plano ao qual M′
pertence como sendo q′, teremos q′M˜′ = 0. A equac¸a˜o anterior pode ser reescrita como sendo
q′TM˜ = 0, ou seja, q′ ≃ T−Tq. Isto conclui a demonstrac¸a˜o.
O lema anterior permite provar o lema a seguir.
Lema 2.5.2 Se D12 descreve um deslocamento de um conjunto este´reo, o autovetor de D−T12 que
corresponde ao autovalor unita´rio e´ o plano no infinito.
Prova: Do lema 2.5.1 e da equac¸a˜o (2.78), temos que a transformac¸a˜o de planos entre a refereˆncia








Desde que D12 e´ dado por (2.70), seus autovalores sa˜o λ ∈ {eiθ12 , e−iθ12 , 1, 1}. Portanto, os
autovalores de D−T12 sa˜o λ−T ∈ {e−iθ12 , eiθ12 , 1, 1}. Isto prova que D−T12 possui, pelo menos um,
autovalor unita´rio.
Agora, pela definic¸a˜o de autovetor, um autovetor, VDi, que corresponde ao autovalor unita´rio e´








e considerando VDi = [vT , v]T , temos
R12v = v (2.81)
−tT12R12v + v = v. (2.82)
A equac¸a˜o (2.82) nos leva a seguinte restric¸a˜o
tT12R12v = 0. (2.83)
Como, da definic¸a˜o de autovetor, VDi 6= 0, o sistema de equac¸o˜es formado por (2.81) e (2.83)
tem duas soluc¸o˜es, ou seja, VD1 = [0T 1]T e VD2 = [nT 1]T , onde n e´ um vetor paralelo ao eixo
de rotac¸a˜o (R12n = n) e perpendicular ao plano de translac¸a˜o (tT12n = 0). Como VD1 = [0T 1]T e´
a equac¸a˜o do plano no infinito, isto conclui a demonstrac¸a˜o.
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Lema 2.5.3 Se VT i e´ um autovetor que corresponde ao autovalor unita´rio de H−T12 e VDi e´ o um
autovetor que corresponde ao autovalor unita´rio de D−T12 , temos
VT i = T
T
PEVDi.











A prova do lema a seguir conclui a prova do teorema 2.5.
Lema 2.5.4 Em um conjunto este´reo, o vetor W∞ que faz parte de TPE , a transformac¸a˜o que
converte uma calibrac¸a˜o projetiva (representada por P e P ′) em uma Euclidiana, e´ a equac¸a˜o do
plano no infinito, Π∞, no sistema de coordenadas definido por P eP ′.
Prova: Do lema 2.5.2, sabe-se que VD1 = [0T 1]T e´ um autovetor que corresponde ao autovalor












 = [wT , w]T =WT∞.
Como demonstrado, se D12 corresponde a um movimento gene´rico, H−T12 possui apenas um
autovetor unita´rio. Assim, como H−T12 e HT12 possuem os mesmo autovetores (HORAUD et al., 2000),
W∞ e´ igual ao autovetor de HT12 que corresponde ao u´nico autovalor unita´rio e pode ser conhecido
resolvendo-se (HT12 − I)W∞ = 0. Ale´m disso, dado n movimentos gene´ricos, Di(i+1), a cada um
desses e´ possı´vel associar uma matriz normalizada, ou seja, HT12, HT23, ..., HTn(n+1). Como TPE
e´ independente do deslocamento Di(i+1), fica claro que o autovalor que corresponde ao autovetor
unita´rio de todas essas matizes normalizadas sa˜o ideˆnticos. Enta˜o,W∞ pode ser estimado resolvendo







W∞ = 0 (2.84)
usando a proposic¸a˜o B.2 (pa´g. 121).
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Se D12 corresponde a um movimento planar, pela demonstrac¸a˜o do lema 2.5.2, D−T12 possui o
autovalor unita´rio com multiplicidade dois. Assim, HT12 possui dois autovalores que correspondem
ao autovalor unita´rio, ou seja, na˜o e´ possı´vel estimar W∞ univocamente com apenas um movimento
planar. Contudo, se o par este´reo realiza n ≥ 2 movimentos gene´ricos, temosHT12,HT23, ...,HTn(n+1).
Ale´m disso, cada uma dessas matrizes teˆm dois autovetores associados ao autovalor unita´rio. Um
desses autovetores e´ comum as duas matrizes e define o plano no infinito. O outro e´ totalmente
desconhecido e depende da direc¸a˜o do eixo do movimento. Assim, desde que os movimentos sa˜o
distintos, pois o eixo de rotac¸a˜o sa˜o diferentes, W∞ e´ o u´nico autovetor comum as matrizes e pode
ser conhecido resolvendo-se o sistema (2.84) com n > 2.
§ Estimando a homografia do infinito
´E possı´vel estabelecer uma homografia do infinito (pa´g. 117), representada por H∞12, entre o
plano de imagem I1 na posic¸a˜o 1 e I1 na posic¸a˜o 2 (figura 2.15). Se H∞12 for conhecida, e´ possı´vel
estimar a matriz A (pa´g. 9) com a proposic¸a˜o A.3 (pa´g. 118).
Horaud et al. (2000) propuseram um me´todo, resumido na proposic¸a˜o a seguir, que nos permite
estimar H∞12 diretamente de H12.
Proposic¸a˜o 2.7 Considerando W∞ = [wT w]T e a homografia H12 dada por
H12 =
[
H12(1 : 3, 1 : 3) H12(1 : 3, 4)




H∞12 = H12(1 : 3, 1 : 3)− 1
w
H12(1 : 3, 4)w
T .
Prova: Sabendo que as matrizesTPE eD12 teˆm formato dado pelas (2.52) e (2.70) respectivamente,



























(−1/w)(wTAR12A−1 +wTAt12wT −wT ) −wTAt12 + 1
]
Comparando a equac¸a˜o anterior com (2.85) e sabendo que H∞12 = AR12A−1, conclui-se a
demonstrac¸a˜o.
Se A e´ obtida de uma u´nica homografia do infinito, o resultado e´ muito susceptı´vel a ruı´do
e e´ extremamente dependente da exatida˜o da estimac¸a˜o de H∞12 (HARTLEY, 1997; ZISSERMAN et
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al., 1995). Por isso, na pra´tica, devemos realizar “diversos” deslocamentos, Dn(n+1), e usar a re-
dundaˆncia para melhorar a estimac¸a˜o deA. Neste caso, a proposic¸a˜o A.4 (pa´g. 118) deve ser utilizado
nesta estimac¸a˜o.
Uma vez que W∞ e A sa˜o conhecidos, o teorema 2.4 (pa´g. 43) deve ser utilizado para atualizar
as matrizes P eP ′.
Apesar da calibrac¸a˜o por etapas ser constituı´da apenas de equac¸o˜es lineares, como todo me´todo
automa´tico, a te´cnica e´ sensı´vel a ruı´dos. Do trabalho de Horaud et al. (2000), sabe-se que a estimac¸a˜o
do vetor W∞ e´ a etapa mais crı´tica do processo, pois tal estimac¸a˜o e´ insta´vel e constitui a principal
fonte de erros. De fato, a te´cnica so´ fornece bons resultados se W∞ for estimado na presenc¸a de um
ruı´do gaussiano com desvio padra˜o de ate´ 0,5 pixels. Contudo, desde que as transformac¸o˜es Hi(i+1)
sa˜o estimadas usando correspondeˆncias de pontos obtidas com o sistema descalibrado, essa suposic¸a˜o
nem sempre e´ verdadeira.
2.6.2 Estimac¸a˜o de Todos os Paraˆmetros Euclidianos
O me´todo anterior fornece apenas as matrizes de projec¸a˜o das caˆmeras. Assim, se todos os
paraˆmetros Euclidianos que compo˜em o par este´reo forem necessa´rios, mais alguma computac¸a˜o
e´ requerida. Geralmente, seria preciso estimar a homografia do infinito que relaciona as imagens
referentes ao plano I2 (figura 2.15). Assim, a matriz A′ seria conhecida e a relac¸a˜o E = A′FA
utilizada para conhecermos R e t, apo´s a decomposic¸a˜o de E. Contudo, neste caso, os paraˆmetros
obtidos sa˜o pouco confia´veis, pois a matriz E obtida dessa forma, geralmente, satisfaz fracamente o
lema 2.1 (pa´g. 25).
Um me´todo alternativo e´ estimar todos os paraˆmetros Euclidianos ao mesmo tempo. A ide´ia
ba´sica e´ considerar a equac¸a˜o (2.38) (pa´g. 31), mas utilizar (2.16) (pa´g. 22) para parametrizar a
matriz fundamental. Novamente, como ilustrado na figura 2.16, o conjunto este´reo deve realizar des-
locamentos de uma posic¸a˜o j para outra (j + 1). A cada deslocamento (indexado por j), associamos
nj correspondeˆncias (m1(j+1)i↔m2(j+1)i) entre as imagens I1 e I2 (ambas na posic¸a˜o (j + 1)), pj
correspondeˆncias (m1ji↔m1(j+1)i) entre as imagens I1 na posic¸a˜o j e I1 na posic¸a˜o (j + 1), e qj
correspondeˆncias (m2ji↔m2(j+1)i) entre as imagens I2 na posic¸a˜o j e I2 na posic¸a˜o (j +1). Dessa

































, F1j = A
−T [t1j ]×R1jA

















Figura 2.16: Esboc¸o de um deslocamento (indexado por j) de um conjunto este´reo.
Desde que cada matriz fundamental possui sete graus de liberdade, dado N deslocamentos j,
a func¸a˜o Fj fornece um total de 7 + 14N equac¸o˜es independentes. Por outro lado, a cada des-
locamento o nu´mero de paraˆmetros desconhecidos tambe´m aumenta. Contudo, deve-se notar que
E1j = [t1j]×R1j e E2j = [t2j]×R2j esta˜o relacionados por E = [t]×R. De fato, observando a
figura 2.16 e utilizando a´lgebra simples, temos
R2j = RR1jR
T
t2j = t+Rt1j −R1jt. (2.87)
Assim, temos um total de 15+6N inco´gnitas para N deslocamentos. Este resultado mostra que, com





Com um u´nico deslocamento, o nu´mero de equac¸o˜es independentes e´ igual ao nu´mero de
inco´gnitas. Apesar de, teoricamente, ser possı´vel resolver o problema (2.88) nesta condic¸a˜o, na
pra´tica, o problema torna-se insta´vel e difı´cil de ser tratado (ZHANG et al., 1996). Dessa forma, N ≥ 2
deslocamentos sa˜o exigidos.
Apesar de exigir poucos deslocamentos, o me´todo possui algumas desvantagens apresentadas a
seguir.
X A resoluc¸a˜o do problema (2.88) exige uma estimativa inicial de todos os paraˆmetros Euclidia-
nos. Estes precisam ser obtidos atrave´s de outro me´todo de calibrac¸a˜o automa´tica, por exemplo,
o me´todo de calibrac¸a˜o por etapas.
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X O me´todo exige que sejam estabelecidas correspondeˆncias ao longo de 3N pares de imagens.
A te´cnica utilizada para isto deve ser robusta, pois os me´todos utilizados para resolver (2.88),
geralmente, na˜o podem lidar com falsas correspondeˆncias.
X Os itens anteriores, somados ao grande nu´mero de inco´gnitas envolvidas na resoluc¸a˜o do pro-
blema, torna o seu custo computacional muito elevado.
X Na pra´tica, a restric¸a˜o embutida na equac¸a˜o (2.87) e´ difı´cil de ser incluı´da na resoluc¸a˜o do
problema. Evidentemente, isto pode tornar incoerentes alguns dos paraˆmetros estimados.
Apesar dos problemas apresentados, com excec¸a˜o do ponto central, o trabalho de Faugeras e
Luong (2001) indica que os paraˆmetros intrı´nsecos das caˆmeras sa˜o estimados com exatida˜o.
§ Outros Me´todos
De uma forma ou de outra, a grande maioria dos me´todos de calibrac¸a˜o de um conjunto este´reo sa˜o
baseadas nos dois me´todos anteriores. Por exemplo, Matabosch et al. (2003) substituı´ram a distaˆncia
dos pontos a`s retas epipolares de seus correspondentes na equac¸a˜o (2.86) por outro crite´rio baseado na
simplificac¸a˜o de Hartley (1997) das equac¸o˜es de Kruppa. Contudo, devido a complexidade embutida
nas equac¸o˜es de Kruppa, um modelo de caˆmera mais simples teve que ser adotado. Abordagem
semelhante foi utilizada por Enciso e Vieville (1997) e Zhang et al. (1996), mas, nestes casos, a
equac¸a˜o fundamental (2.17) foi o crite´rio a ser minimizado.
Diversos autores tambe´m ja´ propuseram outras verso˜es para a calibrac¸a˜o automa´tica por etapas.
Devernay e Faugeras (1996) propuseram um me´todo na˜o-linear para estimar os paraˆmetros Euclidi-
anos de TPE . Ale´m disso, considerando o fato de que H12 na˜o pode ser estimada quando so´ esta˜o
disponı´veis projec¸o˜es de pontos 3D que pertencem a um mesmo plano, Demirdjian et al. (2000) uti-
lizaram a imagem do cone absoluto, ω, para estimar a equac¸a˜o do plano no infinito e a matriz K
neste caso especı´fico. Ja´ Csurka et al. (1998) propuseram um interessante me´todo de estimar A a
partir de H∞. Tal me´todo tambe´m permite detectar deslocamentos crı´ticos, D12, que podem tornar a
estimac¸a˜o de TPE inexata.
§2.7 Reconstruc¸a˜o
Uma vez que o par este´reo esta´ calibrado, e´ possı´vel conhecermos as coordenadas de um ponto
M, dado a correspondeˆncia (m1,m2) equivalente. Este processo e´ conhecido como reconstruc¸a˜o
3D.
Como a geometria epipolar pode ser conhecida facilmente a partir das matrizes de projec¸a˜o das
duas caˆmeras, a busca pelo correspondente de um ponto pode ser realizada sobre a sua reta epipolar.
Contudo, apesar do espac¸o de busca reduzido, o problema e´ extremamente complexo. Por isso, e´
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comum obter-se um par (m1,m2) com ruı´do ou ate´ mesmo uma falsa correspondeˆncia. Neste caso,
os raios o´pticos devidos a m1 e m2 na˜o se interceptam em nenhum ponto do espac¸o. Com isso,
como estes raios esta˜o no espac¸o P3 (que na˜o conserva nenhuma informac¸a˜o sobre comprimentos ou
aˆngulos), a estimac¸a˜o do ponto M nestas condic¸o˜es na˜o e´ trivial. Contudo, nas pro´ximas sec¸o˜es, sa˜o
discutidos dois me´todos que realizam tal estimac¸a˜o.
2.7.1 Me´todo Linear
Dadas duas matrizes de projec¸a˜o, P e P′, e uma correspondeˆncia (m1,m2), podemos reescrever
a equac¸a˜o (2.12) (pa´g. 21) como
s1m˜1 = PM˜ e s2m˜2 = P
′M˜, (2.89)







, podemos eliminar as constantes s1 e s2, pois
s1 = p
T
3 M˜ e s2 = p
′T
3 M˜. (2.90)
Logo, substituindo (2.90) em (2.89), podemos escrever
UM˜ = 0, (2.91)
onde U ∈ IR4×4 e e´ dada por
U = [p1 − u1p3,p2 − v1p3,p′1 − u2p′3,p′2 − v2p′3]T ,
onde consideramos m˜ = [u1, v1, 1]T e m˜′ = [u2, v2, 1]T na equac¸a˜o (2.89).
A soluc¸a˜o de (2.91) e´ dada pela proposic¸a˜o B.2 (pa´g. 121). Contudo, (2.91) fornece um resul-
tado o´timo apenas se a correspondeˆncia (m1,m2) satisfaz a equac¸a˜o (2.15) (pa´g. 21) exatamente.
Contudo, ruı´dos nas coordenadas dos pontos da correspondeˆncia podem comprometer a exatida˜o da
estimac¸a˜o de M atrave´s da equac¸a˜o (2.91). Neste caso, o me´todo da pro´xima sec¸a˜o e´ mais indicado.
2.7.2 Me´todo ´Otimo
O me´todo da sec¸a˜o anterior na˜o e´ ideal, pois minimiza um crite´rio sem significado fı´sico. Con-
tudo, o crite´rio a ser minimizado na˜o pode pertencer ao espac¸o P3, pois conceitos como distaˆncias e
perpendicularidade na˜o sa˜o va´lidos no contexto da geometria projetiva. Ale´m disso, o ruı´do existente
no processo ocorre, originalmente, nas coordenadas dos pontos da correspondeˆncia (m1,m2) utili-
zada na reconstruc¸a˜o, pois, como discutido no inı´cio da sec¸a˜o, os raios o´pticos so´ se encontram em
P3 se a restric¸a˜o fundamental for satisfeita. Isto significa que devemos substituir a correspondeˆncia
original pelo par (mˆ1, mˆ2), composto pelos pontos mais pro´ximos de m1 e m2, mas que satisfazem
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a restric¸a˜o fundamental exatamente. Assim, dada uma correspondeˆncia (m1,m2) e a matriz funda-
mental, F, o processo de reconstruc¸a˜o deve consistir, inicialmente, da busca pelos pontos mˆ1 e mˆ2
que minimizam
d2(m1, mˆ1) + d
2(m2, mˆ2), sujeito a ˜ˆmT2F ˜ˆm1. (2.92)
Dada uma reta epipolar lˆ1, o ponto mˆ1, sobre a reta lˆ1, mais pro´ximo dem1 e´ a projec¸a˜o ortogonal
de m1 em lˆ1. Assim, o problema da equac¸a˜o anterior pode ser reformulado no seguinte problema
irrestrito: buscar lˆ1 e lˆ2 que minimizam
d(m1, lˆ1)
2 + d(m2, lˆ2)
2
. (2.93)
Para resolver este problema, temos que parametrizar as retas lˆ1 e lˆ2 com um u´nico paraˆmetro “λ”.
Para isto, o primeiro passo e´ encontrar duas transformac¸o˜es, H1t e H2t, tal que
m˜1t = m˜2t = [0, 0, 1]
T ≃ H1tm˜1 ≃H2tm˜2 ,
[1, 0, α1]
T ≃ H1te˜1 , e;
[1, 0, α2]
T ≃ H2te˜2 .
Dado m˜x = [ux, vx, 1]T e e˜x = [exu, exv, ext]T , a transformac¸a˜o Hxt correspondente pode ser
fatorada em uma translac¸a˜o, Txt, e uma rotac¸a˜o, Rxt, ou seja,
Hxt ≃ RxtTxt. (2.94)
Assim, e´ fa´cil ver que
Txt =
 1 0 −ux0 1 −vx
0 0 1

translada o ponto mx para a origem. Ale´m disso,
Rxt =
 cos θxt −sen θxt 0sen θxt cos θxt 0
0 0 1
 ,







Uma vez que os pontos m1 e m2 tenham sido transformados, a matriz fundamental, F, deve ser







onde a matriz Ft tem uma forma especial dada por
Ft =
 α1α2d α2c −α2d−α1b a b
−α1d c d
 .
Agora, considere lˆ1(λ) igual a reta que passa pelo epipolo [1, 0, α1]T e pelo ponto [0, λ, 1]T .





A matriz fundamental, Ft, pode ser utilizada para obter-se lˆ2(λ), ou seja, lˆ2(λ) = Ft[0, λ, 1]T =




(aλ+ b)2 + α22(cλ+ d)
2
.






(aλ+ b)2 + α22(cλ+ d)
2
. (2.97)
Este mı´nimo ocorre em uma das raı´zes do polinoˆmio
d(λ) = λ[(aλ+ b)2 + α22(cλ+ d)
2]2 − (ad− bc)(1 + (α1λ)2)2(aλ+ b)(cλ + d). (2.98)
O polinoˆmio d(λ) tem grau seis. Assim, podemos ter ate´ seis possı´veis soluc¸o˜es reais para o
problema. Dentre essas, evidentemente, a escolhida deve ser aquela que minimiza p(λ).
Como resumido no algoritmo 2.8 na pa´gina seguinte, apo´s encontrar as raı´zes do polinoˆmio, o
algoritmo da sec¸a˜o anterior deve ser utilizado para realizar a reconstruc¸a˜o.
A desvantagem do me´todo descrito e´ que este deposita extrema confianc¸a nos epipolos extraı´dos
da matriz fundamental. Apesar de serem difı´ceis de estimar com exatida˜o, pois sa˜o muito susceptı´veis
a ruı´do, estes sa˜o utilizados em diversos esta´gios do me´todo. Ale´m disso, apesar de na˜o-iterativo, o
me´todo necessita encontrar todas as raı´zes de um polinoˆmio de grau seis sempre que a reconstruc¸a˜o
de um u´nico ponto e´ necessa´ria. Evidentemente, isto onera significativamente o processo. Apesar
disso, o me´todo e´ bastante utilizado na literatura, principalmente devido as caracterı´sticas do espac¸o
P3 que restringem os crite´rios que podem ser minimizados.
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Entrada: Uma correspondeˆncia (m1,m2) e um par de matrizes de projec¸a˜o P e P′.
Saı´da: O ponto 3D M que corresponde ao par (m1,m2).
a) Compute a matriz fundamental, F, usando o teorema 2.2 (pa´g. 26).
b) Estime os epipolos, e1 e e2, usando a proposic¸a˜o 2.4 (pa´g. 22).
c) Compute H1t e H2t usando a equac¸a˜o (2.94).
d) Fac¸a Ft = H−T2t FH−11t .
e) Encontre a raiz, λmin, de (2.98) que minimiza (2.97).
f) Compute os pontos mˆ1 e mˆ2 que pertencem, respectivamente, a`s retas lˆ1 =
[λminα1, 1,−λmin]T e lˆ2 = [−α2(cλmin + d), aλmin + b, cλmin + d]T e esta˜o mais
pro´ximos da origem.
g) Use a correspondeˆncia (H−11t mˆ1,H−12t mˆ2) e o me´todo da sec¸a˜o 2.7.1 (pa´g. 60) para
estimar o ponto M.
Algoritmo 2.8: Me´todo o´timo de reconstruc¸a˜o 3D.
CAPI´TULO 3
CONTRIBUIC¸O˜ES A` CALIBRAC¸A˜O DE
UM CONJUNTO BINOCULAR
Neste capı´tulo sa˜o apresentadas as principais contribuic¸o˜es do trabalho. Em especial, sa˜o des-
critos em detalhes um novo me´todo na˜o-linear para ca´lculo da matriz fundamental, ale´m de diversos
me´todos de calibrac¸a˜o de um conjunto binocular com um basta˜o graduado. No pro´ximo capı´tulo, o
desempenho desses me´todos e´ comparado aos de outros algoritmos bem conhecidos.
§3.1 Correspondeˆncia de pontos na auseˆncia de calibrac¸a˜o
Devido ao custo computacional elevado e a pouca qualidade da calibrac¸a˜o obtida com os me´todos
automa´ticos, a calibrac¸a˜o cla´ssica ainda e´ muito mais utilizada. Assim, na maioria dos trabalhos,
a geometria epipolar pode ser facilmente recuperada a partir das matrizes de projec¸a˜o das caˆmeras.
Por essa raza˜o, pode-se encontrar diversas te´cnicas de correspondeˆncia de pontos que supo˜em que o
sistema ja´ esteja calibrado. De fato, recentemente, duas excelentes ana´lises crı´ticas sobre o assunto
foram realizadas por Brown et al. (2003) e Scharstein e Szeliski (2002). Por outro lado, a corres-
pondeˆncia de pontos na auseˆncia de calibrac¸a˜o e´ um to´pico de pesquisa menos ativo. Este fato deve
mudar apenas quando os me´todos de calibrac¸a˜o automa´tica tornarem-se mais populares.
Como discutido na sec¸a˜o 3.4, o conhecimento da matriz fundamental e´ imprescidı´vel para a
te´cnica de calibrac¸a˜o proposta. Assim, neste trabalho, o objetivo inicial e´ estimar tal matriz. Para
isto, um conjunto de correspondeˆncia de pontos e´ necessa´rio. Por isso, um me´todo que estabelece
correspondeˆncias de pontos na auseˆncia de calibrac¸a˜o e´ proposto. Este e´ dividido em treˆs etapas.
Na primeira, e´ usada correlac¸a˜o para formar um conjunto de pares de pontos candidatos a` corres-
pondeˆncia. Em seguida, a ambigu¨idade e´ eliminada atribuindo um grau de confianc¸a para cada par
candidato e eliminando correspondeˆncias pouco confia´veis. Por u´ltimo, a matriz fundamental e´ esti-
mada robustamente e a restric¸a˜o epipolar utilizada para eliminar as falsas correspondeˆncias.
Nas pro´ximas sec¸o˜es, o algoritmo e´ descrito em detalhes.
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3.1.1 Conjunto de candidatos a` correspondeˆncia
A restric¸a˜o de semelhanc¸a e´ utilizada para criar um conjunto inicial de candidatos a` corres-
pondeˆncia. Contudo, tal restric¸a˜o e´ muito sensı´vel a distorc¸o˜es e ocluso˜es. Por isso, algumas te´cnicas
sa˜o utilizadas para reduzir a influeˆncia desses fenoˆmenos.
§ Te´cnicas na˜o-parame´tricas
Como discutido na sec¸a˜o 2.2.2 (pa´g. 13), va´rias medidas de semelhanc¸a entre pontos esta˜o
disponı´veis na literatura. Contudo, nenhuma delas consegue eliminar totalmente a influeˆncia das
distorc¸o˜es radiome´tricas. Ale´m disso, quanto mais a medida de semelhanc¸a e´ robusta a esse tipo de
distorc¸a˜o, maior e´ o seu custo computacional. Em vista disso, neste trabalho, aplicaram-se te´cnicas
na˜o-parame´tricas ao problema de correspondeˆncia de pontos. Estas te´cnicas, ao inve´s de considerar
a intensidade de um pixel em si, baseiam-se na ordem relativa das intensidades dos pixels dentro de
uma janela Wn.
Uma das te´cnicas na˜o-parame´tricas conhecidas e´ a transformada posto (ZABIH; WOODFILL, 1994)
. Nesta, um pixel na posic¸a˜o (u, v), e´ substituı´do pelo nu´mero de pixels dentro de uma janela Wn,
centrada em (u, v), que possuem intensidade menor que I(u, v). Assim, a imagem original e´ trans-
formada em uma matriz de nu´meros. Ale´m disso, o nu´mero de bits necessa´rios para armazenar a
imagem apo´s a transformac¸a˜o e´, geralmente, menor. Por exemplo, para Wn de dimensa˜o 5 × 5, sa˜o
necessa´rios apenas 3 bits para representar cada elemento da imagem transformada.
Ja´ que reduz o efeito das distorc¸o˜es radiome´tricas, a transformada posto permite o uso de
correlac¸a˜o por SAD (sec¸a˜o 2.2.2, pa´g. 14) para expressar a semelhanc¸a entre pontos. Contudo,
esta transformada na˜o rete´m a localizac¸a˜o dos pixels dentro da janela Wn. Para isto, pode-se utilizar
a transformada censo (ZABIH; WOODFILL, 1994) . Na transformada censo, os pixels dentro da janela
Wn, centrada em (u, v), sa˜o mapeados em uma sequ¨eˆncia de bits. Assim, se um pixel tem intensidade
maior que I(u, v), o bit correspondente na sequ¨eˆncia e´ feito igual a “1”, caso contra´rio e´ igual a “0”.
Com isso, para Wn de dimensa˜o 5 × 5, sa˜o necessa´rios 24 bits para representar cada elemento da
imagem transformada. Um aumento significativo.
Apo´s a transformada censo, para comparar a semelhanc¸a entre elementos de duas imagens, deve-
se utilizar distaˆncia a Hamming atrave´s do somato´rio das distaˆncias Hamming dentro de uma janela




I ′1(u, v) ⊕ I ′2(u+ x, y + v), (3.1)
onde ⊕ e´ a distaˆncia Hamming entre I ′1 e I ′2. Aqui, I ′1 e I ′2 representam, respectivamente, a transfor-
mada censo das imagens 1 e 2. Assim, quanto menor o SHD, maior a semelhanc¸a entre os pontos
que compo˜em o par cij .
A robustez da transformada censo pode ser demonstrada observando a figura 3.1. Nesta, considere
que os pixels centrais das janelas 3 × 3 sa˜o correspondentes. Contudo, as intensidades desses pixels
sa˜o diferentes entre si. Obviamente, isto dificulta a correspondeˆncia por correlac¸a˜o. No entando,








Figura 3.1: Duas janelas de correlac¸a˜o 3×3, cujos tons de cinza sa˜o diferentes, mas possuem distaˆncia
Hamming nula.
aplicando-se a transformada censo, os pixels em questa˜o sa˜o transformados em duas sequ¨eˆncias de
bits ideˆnticas, logo a distaˆncia Hamming entre eles e´ nula. Pelos crite´rios descritos neste sec¸a˜o, isto
equivale a dizer que os pixels teˆm a mesma assinatura. Ale´m disso, aplicando a transformada censo
a todos os pixels dentro de W e calculando a distaˆncia Hamming entre eles, deve revelar que tais
pontos sa˜o correspondentes com uma maior seguranc¸a.
Como as transformadas posto e censo envolvem apenas comparac¸o˜es entre nu´mero inteiros, elas
podem ser aplicadas a um baixo custo computacional. Contudo, como envolve a manipulac¸a˜o de uma
quantidade menor de dados, a transformada posto tende a ser de implementac¸a˜o mais fa´cil.
§ Mu´ltiplas janelas de correlac¸a˜o
Ocluso˜es e distorc¸o˜es projetivas fazem com que a vizinhanc¸a de um ponto interessante seja dife-
rente nas duas imagens. Na figura 3.2(a) ilustra-se um exemplo tı´pico de oclusa˜o. Nesta, objetos a
distaˆncias diferentes das caˆmeras parecem se mover quando sa˜o observados de perspectivas diferen-
tes. Assim, a imagem em torno do ponto de interesse e´ diferente nas duas imagens. Evidentemente,
isto dificulta a correspondeˆncia por semelhanc¸a. Uma maneira de reduzir este problema e´ diminuir a
largura, lw, da janela de correlac¸a˜o. Contudo, isto aumenta a influeˆncia do ruı´do e tende a reduzir o
nu´mero de boas correspondeˆncias. Em vista disso, Kanade e Okutomi (1994) propuseram um me´todo
no qual o tamanho e a forma da janela de correlac¸a˜o adaptam-se ao local do ponto interessante. Con-
tudo, seu me´todo tem um custo computacional muito elevado. Por isso, va´rios autores como, por
exemplo, (HIRSCHM ¨ULLER et al., 2002; FUSIELLO et al., 1997), propuseram uma alternativa a` te´cnica de
Kanade e Okutomi (1994). Tal alternativa e´ baseada em mu´ltiplas janelas de correlac¸a˜o. Por exemplo,
Hirschmu¨ller et al. (2002) utilizaram um sistema com cinco janelas de correlac¸a˜o, como ilustrado na
figura 3.2(b). Assim, a correlac¸a˜o entre pontos utilizada era um valor baseado na correlac¸a˜o devido a
cada uma das cinco janelas. Pode-se dizer que esse me´todo e´ uma simplificac¸a˜o da te´cnica de Kanade
e Okutomi (1994).
Te´cnicas de correlac¸a˜o com janelas melhor elaboradas aumentam significativamente o custo com-
putacinal do algoritmo. Por isso, neste trabalho, utilizou-se a configurac¸a˜o padra˜o, ou seja, uma u´nica
janela com tamanho fixo. Dessa forma, extrema confianc¸a e´ depositada na transformada censo.






Imagem 1 Imagem 2
(b)
Figura 3.2: (a) influeˆncia das ocluso˜es na correlac¸a˜o com apenas uma janela de correlac¸a˜o. (b)
correlac¸a˜o com 5 janelas. Aqui, em pelo menos uma janela, a semelhanc¸a e´ conservada.
§ Abordagem proposta
Para escolher os pares candidatos a` correspondeˆncia, na te´cnica proposta comec¸a-se aplicando
a transformada censo a`s duas imagens. Em seguida, para cada ponto interessante, m1i, da imagem
1, calcula-se a semelhanc¸a entre este e todos os pontos interessantes, m2j , da imagem 2 que esta˜o
dentro de uma janela de dimensa˜o 2ls × 2ls, centrada em m1i (figura 2.9, na pa´gina 19). Enta˜o, o par
cij = (m1i,m2j) que apresentar a maior semelhanc¸a, e´ considerado um candidato a` correspondeˆncia.
Devido a instabilidade dos algoritmos disponı´veis para segmentar os pontos interessantes nas duas
imagens, na pra´tica, diversos pontos interessantes de uma imagem na˜o correspondem a nenhum ponto
interessante na outra imagem. Isso dificulta o processo de selec¸a˜o dos candidatos a` correspondeˆncia
e pode fazer com que exista ambigu¨idade entre o conjunto de candidatos a` correspondeˆncia, ou seja,
um ponto interessante da imagem 2 forme um par com mais de um ponto da image 1. Assim, uma
outra etapa para eliminar a ambigu¨idade e´ necessa´ria e discutida na pro´xima sec¸a˜o.
3.1.2 Eliminac¸a˜o da Ambigu¨idade
A restric¸a˜o de vizinhanc¸a e´ utilizada para eliminar a ambigu¨idade do conjunto de candidatos a`
correspondeˆncia. Para isto, baseado na posic¸a˜o relativa dos candidatos vizinhos (sec¸a˜o 2.2.2, pa´g.
17), definiu-se uma medida da confianc¸a de um candidato a` correspondeˆncia. Tal medida foi proposta
tendo como principal crite´rio a simplicidade.
Formalmente, definimos a confianc¸a, Reab, de um par cij = (m1i,m2j) candidato a corres-
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onde Φ(cij , vkl) e´ igual a 1 se (n1k,n2l) e´ um candidato a` correspondeˆncia e r(cij , vkl) < εr, caso
contra´rio, e´ igual a zero. Aqui,
r(cij , vkl) =
|d(m1i,n1k)− d(m2j ,n2l)|
[d(m1i,n1k) + d(m2j ,n2l)]/2
(3.3)
e´ uma medida do erro das posic¸o˜es relativas entre os pares (m1i,n1k) e (m2j ,n2l), e εr e´ um limiar
para esta medida.
Agora, alguns comenta´rios devem ser feitos:
1. A equac¸a˜o (3.2) conta o nu´mero de candidatos a correspondeˆncias que sa˜o vizinhos do candi-
dato (m1i,m2j) e possuem posic¸o˜es relativas semelhantes;
2. Para que um par vkl aumente a confianc¸a de cij , pode-se impor que o aˆngulo, θ, entre −−−−→m1in1k
e −−−−→m2jn2l seja menor que um limiar θth. Isto aumenta o custo computacional, mas reduz o
nu´mero de falsas correspondeˆncias.
3. Se mais de um ponto n1k ∈ N(m1i) forma um par candidato com um mesmo ponto
n2l ∈ N(m2j) (figura 2.8, pa´g. 17), o somato´rio da equac¸a˜o (3.2) deve contar todos os pares
ambı´guos como se fossem apenas um u´nico par;
4. Na equac¸a˜o (3.3), pode-se fazer d(mx,ny) igual a distaˆncia euclidiana. Contudo, neste trabalho
utilizou-se
d(mx,ny) = |um − un|+ |vm − vn|, (3.4)
onde consideramos mx = [um, vm]T e ny = [un, vn]T . A equac¸a˜o (3.4) tem um custo com-
putacional menor que o da distaˆncia euclidiana e o seu uso na equac¸a˜o (3.3) na˜o prejudica o
ca´lculo da confianc¸a de (m1i,m2j).
Para eliminar a ambigu¨idade, deve-se aplicar a equac¸a˜o (3.2) em todos os candidatos a corres-
pondeˆncia e:
1. Candidatos com Reab(cij) ≤ rbth sa˜o descartados;
2. Caso haja ambigu¨idade, prevalece o candidato mais confia´vel, e;
3. Se dois pares ambı´guos possuem a mesma confianc¸a, prevalece aquele que tem a maior
semelhanc¸a.
Seguindo as orientac¸o˜es acima, a ambigu¨idade e´ eliminada em apenas um u´nico passo. Contudo,
espera-se que algumas falsas correspondeˆncias persistam. Por isso, a matriz fundamental deve ser
estimada e a restric¸a˜o epipolar utilizada para eliminar as falsas correspondeˆncias.
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3.1.3 Eliminando as falsas correspondeˆncias
Desde que, neste trabalho, busca-se um conjunto de boas correspondeˆncias para estimar a matriz
fundamental. A melhor abordagem para rejeitar falsas correspondeˆncias e´ utilizar algoritmos que es-
timem a matriz fundamental de forma robusta, pois, ao mesmo tempo que as falsas correspondeˆncias
sa˜o eliminadas, uma estimac¸a˜o inicial da matriz fundamental e´ conhecida. Para isto, neste traba-
lho, e´ utilizado o algoritmo MSAC. Como discutido na sec¸a˜o 2.4.5 (pa´g. 36), tal algoritmo e´ uma
atualizac¸a˜o do RANSAC e funciona bem mesmo quando a quantidade de falsas correspondeˆncias e´
superior a 50 %.
No algoritmo proposto, a eliminac¸a˜o das falsas correspondeˆncias e´ o u´nico esta´gio iterativo. Isto
fornece uma boa relac¸a˜o entre exatida˜o e velocidade. Contudo, infelizmente, o me´todo na˜o reco-
nhece uma falsa correspondeˆncia se os pontos que a compo˜em estiverem muito pro´ximos a`s linhas
epipolares respectivas. Contudo, tais falsas correspondeˆncias na˜o deterioram a estimac¸a˜o da matriz
fundamental.
No pro´ximo capı´tulo, o algoritmo proposto e´ avaliado e sua eficieˆncia e´ comparada com a de
outro algoritmo bastante conhecido na literatura.
§3.2 Melhorando a Estimac¸a˜o da Matriz Fundamental
Nesta sec¸a˜o, um novo me´todo iterativo, mas linear, para ca´lculo da matriz fundamental e´ pro-
posto. De fato, o me´todo apenas melhora uma estimac¸a˜o ja´ existente. Mais especificamente, dada
uma matriz fundamental, o objetivo e´ melhorar a estimac¸a˜o dos epipolos, paraˆmetros que sa˜o muito
susceptı´veis a ruı´do. Tal objetivo e´ alcanc¸ado reestimando o epipolo e˜2 que minimiza o erro de
Sampson (1982) dado pela equac¸a˜o (2.40), na pa´gina 32.
Inicialmente, uma estimac¸a˜o inicial, F0, da matriz fundamental e´ decomposta pelo teorema 2.2






2 = 0, sujeito a ‖e˜2‖ = 1, (3.5)
onde Gi =
√
gi, com gi dado por (2.41), e
αi =
 H23 +H21u1i −H33v2i −H31u1iv2i +H22v1i −H32v2ivi−H13 +H33u2i −H11u1i +H31u2iu1i −H12v1i +H32u2iv1i
−H23u2i −H21u2iu1i +H13v2i +H11u1iv2i −H22u2iv1i +H12v2iv1i
 , (3.6)
com Hij igual ao elemento da i-e´sima linha e j-e´sima coluna da matriz H (veja o teorema 2.2),
m1i = [u1i, v1i]
T e m2i = [u2i, v2i]
T
.
Considerando β = [G1α1, G2α2, ..., Gnαn]T , podemos reescrever o problema (3.5), simples-
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Entrada: n correspondeˆncias (m1i↔m2i) e uma estimac¸a˜o, F0, da matriz fundamental.
Saı´da: matriz fundamental, F, de posto 2 que satisfaz a equac¸a˜o (2.40).
a) Transforme as correspondeˆncias de pontos de acordo com ˜ˆm1i = T2m˜1i e ˜ˆm2i =
T′2m˜2i, ondeT2 eT′2 sa˜o matrizes 3×3 que impo˜em a normalizac¸a˜o proposta por
(HARTLEY, 1997);
b) Dada a matriz F0, calcule H pelo teorema 2.2;
c) Com as correspondeˆncias (mˆ1i↔mˆ2i), fazendo Gi = 1 e αi dado pela equac¸a˜o
(3.6), inicialize a matriz β;
d) Compute o epipolo e˜2 resolvendo o problema (3.7), atrave´s da proposic¸a˜o B.2;
e) Usando a equac¸a˜o F = [e˜2]×H, atualize a estimac¸a˜o de Fˆ;













i, onde lˆ′i = Fˆ ˜ˆmi e lˆi = FˆT ˜ˆm′i;
g) Compute o resı´duo dado por ‖βe˜2‖;
h) Repita os passos de (d) a (g) ate´ a convergeˆncia do resı´duo, e;
i) Fac¸a F = T′2[e˜2]×HT2.
Algoritmo 3.1: Me´todo linear e iterativo para estimac¸a˜o da matriz fundamental
mente, como sendo
‖βe˜2‖2 = 0, sujeito a ‖e˜2‖ = 1. (3.7)
Uma soluc¸a˜o na˜o-iterativa para o problema anterior na˜o e´ possı´vel, pois β depende da matriz fun-
damental. Contudo, uma soluc¸a˜o iterativa, sem o uso de me´todos na˜o-lineares baseados no algoritmo
de Newton, e´ factı´vel. Tal soluc¸a˜o e´ resumida no algoritmo 3.1.
A vantagem do me´todo proposto e´ que a parte iterativa do algoritmo consiste de um problema de
minimizac¸a˜o extremamente simples. Este envolve a estimac¸a˜o de apenas treˆs paraˆmetros (as coor-
denadas homogeˆneas do epipolo e˜2). Apesar disso, o algoritmo encontra a matriz fundamental que
minimiza uma aproximac¸a˜o de primeira ordem do erro geome´trico para todo o conjunto de corres-
pondeˆncias de pontos.
§3.3 Estimac¸a˜o da Matriz Fundamental: Um Novo Me´todo Na˜o-
Linear
Durante a estimac¸a˜o da matriz fundamental, a restric¸a˜o de posto dois deve ser atendida. Caso
contra´rio, a matriz estimada na˜o se ajustara´ bem ao conjunto de correspondeˆncias, ou seja, a matriz
obtida na˜o representara´ a geometria epipolar de forma satisfato´ria.
Como discutido na sec¸a˜o 2.4.3, utilizando me´todos lineares a restric¸a˜o de posto dois so´ pode ser
imposta apo´s a matriz ter sido estimada. Por isso, me´todos na˜o-lineares que limitam o posto da matriz
estimada obte´m resultados mais exatos (segundo o crite´rio da equac¸a˜o (2.30)). Contudo, tais me´todos
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utilizam parametrizac¸o˜es que fazem uso das coordenadas euclideanas dos epipolos. Assim, como
discutido na sec¸a˜o 2.4.4, dependendo da localizac¸a˜o dos epipolos, a parametrizac¸a˜o torna-se insta´vel.
Uma parametrizac¸a˜o alternativa e´ dada pela equac¸a˜o (2.31) (pa´g. 26). Esta depende das coorde-
nadas homogeˆneas do epipolo, logo e´ mais esta´vel.
Como discutido na sec¸a˜o 2.5.2 (pa´g. 42), a matriz H em (2.31) esta´ associada a um plano no
espac¸o P3 e pertence a uma famı´lia de homografias. Assim, considerando uma homografia H indu-
zida por um plano π, para pontos m1i e m2i que na˜o pertencem a π, temos m˜1i 6= λHm2i, onde
λ um e´ fator de escala desconhecido. Como discutido a seguir, este fato (que representa o paralaxe)
permite estimar um epipolo (se H for conhecida) e, portanto, determinar a matriz fundamental.
3.3.1 Estimando Epipolos Atrave´s de Planos
Dada a homografia H induzida por um plano π, considerando uma correspondeˆncia (m11 ↔
m21) formada por projec¸o˜es de pontos na˜o pertencentes a π, temos
p˜21 ≃ Hm˜11. (3.8)
Como ilustrado na figura 3.3, o ponto p21 esta´ sobre a reta epipolar, l21, de m11. Assim, l21 ≃
(m˜21 × p˜21). Dessa forma, dadas duas retas epipolares, l21 e l22, e2 pode ser obtido pela intersecc¸a˜o
de tais retas, ou seja, e2 ≃ (l21 × l22). Uma vez que e2 e´ conhecido, F pode ser calculada utilizando
(2.31).
O paralaxe entre imagens este´reo ja´ foi utilizado, por exemplo, por Bartoli et al. (2001) e Luong e
Faugeras (1993), para ca´lculo da matriz fundamental. Contudo, esta te´cnica requer a identificac¸a˜o de
um plano na imagem e a estimac¸a˜o da homografia associada a tal plano. Infelizmente, um plano nem
sempre esta´ visı´vel. Ale´m disso, os objetos planos mais comuns, por exemplo, paredes e portas, sa˜o,
geralmente, pobres em textura. Logo, sa˜o regio˜es difı´ceis de se estabelecer correspondeˆncias de pon-
tos. Felizmente, na pro´xima sec¸a˜o, discute-se um me´todo que elimina a necessidade do conhecimento
pre´vio de um plano.
3.3.2 Paralaxe Virtual
Treˆs pontos na˜o co-lineares no espac¸o P3 definem um plano π (figura 3.4). Ale´m disso, desde
que co-linearidade e´ uma propriedade invariante a transformac¸o˜es projetivas, treˆs correspondeˆncias
(m1i↔m2i), onde i = 1, 2 e 3, e nenhum dos pontos m1i sa˜o co-lineares, tambe´m definem π (veja
a figura 3.4). Ale´m disso, (m1i↔m2i) satisfaz
m˜1i ≃ Hm˜2i.
Para cada correspondeˆncia (m1i↔m2i), a equac¸a˜o anterior fornece duas equac¸o˜es independen-
tes. Contudo, H tem nove graus de liberdade. Dessa forma, e´ impossı´vel determina´-la unicamente.
















Figura 3.3: Paralaxe induzido pelo plano Π.
Entretanto, e´ sempre possı´vel determinar duas transformac¸o˜es de P2, Tp e T′p, tal que,
Tpm˜11 = [1, 0, 0]
T , T′pm˜21 = [1, 0, 0]
T
Tpm˜12 = [0, 1, 0]
T , T′pm˜22 = [0, 1, 0]
T
Tpm˜13 = [0, 0, 1]
T , T′pm˜23 = [0, 0, 1]
T .
(3.9)
Agora, no sistema de coordenadas definido por Tp e T′p, H e´ representada por
H =
α 0 00 β 0
0 0 γ
 .
Ale´m disso, desde que, necessariamente, H e´ na˜o-singular, α, β e γ sa˜o sempre diferentes de zero.
Assim, H pode ser simplificada como sendo
H =
α 0 00 β 0
0 0 1
 . (3.10)









Figura 3.4: Treˆs pontos 3D e na˜o co-lineares formam um plano no espac¸o. As projec¸o˜es desses pontos
tambe´m sa˜o na˜o co-lineares.
Logo, considerando m˜1j = [u1j , v1j , t1j ]T e substituindo (3.10) em (3.8), temos
p˜2j ≃ [αu1j , βv1j , t1j ]T . (3.11)
Ale´m disso, como discutido anteriormente, p2j pertence a reta epipolar l2j ≃ (m˜2j × e˜2), ou seja,
(m˜2j × e˜2) · p˜2j = 0.
Substituindo (3.11) na equac¸a˜o anterior e considerando m˜2j = [u2j , v2j , t2j ]T e e˜2 = [e2u, e2v , e2t]T ,
apo´s um tratamento alge´brico, temos
aTj V = 0, (3.12)
na qual aj = [−u1jt2j, t1ju2j , v1jt2j ,−v1ju2j ,−t1jv2j, u1jv2j]T e V = [V1, V2, V3, V4, V5, V6]T ,
com
V1 = αe2v , V2 = e2v, V3 = βe2u, V4 = βe2t, V5 = e2u e V6 = αe2t. (3.13)
Da equac¸a˜o (3.12), com n correspondeˆncias de pontos (m1j↔m2j), temos o seguinte sistema
de equac¸o˜es lineares
AnV = 0, (3.14)
onde An = [a1, ...,an]T .
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Na equac¸a˜o anterior, An tem posto cinco. Logo, (3.14) pode ser resolvido utilizando a proposic¸a˜o
B.2. Ale´m disso, substituindo (3.10) em (2.31) e considerando (3.13), podemos escrever F em func¸a˜o
do vetor V, ou seja,
F =
 0 −e2t e2ve2t 0 −e2u
−e2v e2u 0









 0 −V4 V2V6 0 −V5
−V1 V3 0
 . (3.16)
A equac¸a˜o (3.14) e´ linear e possui apenas cinco paraˆmetros independentes. Considerando os treˆs
pontos (m1i↔m2i), utilizados para calcular Tp e T′p, sa˜o necessa´rios oito correspondeˆncias para
estimar a matriz fundamental a partir de (3.14).
Apesar de dispensar a identificac¸a˜o de um plano, o me´todo do paralaxe virtual possui alguns
problemas muito graves, listados a seguir.
X Devido a substituic¸a˜o de varia´veis em (3.13), utilizada para tornar o problema linear, a matriz
obtida em (3.16), geralmente, na˜o tem posto dois. Por isso, essa restric¸a˜o tem que ser imposta
a posteriori.
X Como no caso do algoritmo dos 8 pontos, a soluc¸a˜o de (3.14) e´ muito dependente do sistema
de coordenadas utilizado. Contudo, devido a restric¸a˜o (3.9), o conjunto de pontos na˜o podem
ser normalizados como sugerido por Hartley (1997) (sec¸a˜o 2.4.3).
X As transformac¸o˜es Tp e T′p podem fazer com que o problema (3.14) torne-se muito mal-
condicionado. Geralmente, isto torna a matriz fundamental estimada inutiliza´vel.
Infelizmente, o me´todo do paralaxe virtual na˜o tem aplicac¸a˜o pra´tica, pois a matriz fundamental
obtida pelo me´todo e´ muito dependente das transformac¸o˜es Tp e T′p. Assim, como demonstrado
empiricamente no pro´ximo capı´tulo, dependendo da escolha das correspondeˆncias (m1i↔m2i), o
resultado pode variar entre o “excelente” e o “inu´til”. Contudo, na pro´xima sec¸a˜o, apresenta-se uma
metodologia que fornece um excelente me´todo na˜o-linear baseado no paralaxe virtual.
3.3.3 Paralaxe Virtual: Me´todo Na˜o-Linear
Para que a restric¸a˜o de posto dois seja satisfeita, (3.13) na˜o pode ser utilizada. Neste caso, o
problema do paralaxe virtual torna-se na˜o-linear. Contudo, a vantagem evidente e´ que (3.15) fornece
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uma excelente parametrizac¸a˜o de posto dois, com apenas cinco paraˆmetros, para a matriz fundamen-
tal. Como demonstrado empiricamente no pro´ximo capı´tulo, tal parametrizac¸a˜o funciona muito bem
quando os epipolos esta˜o no infinito ou pro´ximo ao centro da imagem.
Outro problema do me´todo do paralaxe virtual e´ a escolha das transformac¸o˜es Tp e T′p. Hartley
(1997) demonstrou que o problema de estimar a matriz fundamental torna-se bem melhor condicio-
nado se forem aplicadas transformac¸o˜es T2 e T′2 (sec¸a˜o 2.4.3), respectivamente, a`s imagens I1 e I2.
Por outro lado, escolhidas treˆs correspondeˆncias (m1i↔m2i), as matrizes Tp e T′p tornam o pro-
blema mal-condicionado. Por isso, mesmo usando uma abordagem na˜o-linear, a matriz fundamental
obtida e´ inexata (segundo o crite´rio da equac¸a˜o (2.30)).
A soluc¸a˜o para este problema na˜o e´ a alternativa o´bvia, ou seja, fazer Tp = T2 e T′p = T′2, pois,
dessa forma, as seguintes correspondeˆncias na˜o sa˜o satisfeitas(
T2m˜11 = [1, 0, 0]
T




T2m˜12 = [0, 1, 0]
T




T2m˜13 = [0, 0, 1]
T





Assim, H na˜o tem a forma (3.10) e o algoritmo do paralaxe virtual na˜o pode ser aplicado.
A soluc¸a˜o correta e´ escolher as transformac¸o˜es Tp e T′p que mais se aproximam de T2 e T′2 e
satisfac¸a (3.17) exatamente. Isto pode ser feito como segue.
i) Calculam-se T2 e T′2 como discutido na sec¸a˜o 2.4.3.
ii) Calculam-se os pontos
˜ˆm11 = T−12 [1, 0, 0]T , ˜ˆm21 = T′−12 [1, 0, 0]T˜ˆm12 = T−12 [0, 1, 0]T , ˜ˆm22 = T′−12 [0, 1, 0]T˜ˆm13 = T−12 [0, 0, 1]T , ˜ˆm23 = T′−12 [0, 0, 1]T .
(3.18)
iii) Para i = 1, 2 e 3, minimiza-se
d2(m˜1i, ˜ˆm1i) + d2(m˜2i, ˜ˆm2i), sujeito a m˜T2iF0m˜1i, (3.19)
onde F0 e´ uma estimac¸a˜o inicial da matriz fundamental.
iv) Com as correspondeˆncias, (m1i↔m2i), obtidas, calculam-se Tp e T′p que satisfazem (3.9).
Agora, as observac¸o˜es a seguir devem ser consideradas.
X Na busca pelas transformac¸o˜es, Tp eT′p, ideais, o me´todo anterior necessita de uma estimac¸a˜o
inicial, F0, da matriz fundamental. Contudo, desde que, na pra´tica, a soluc¸a˜o de problemas
na˜o-lineares necessitam do conhecimento pre´vio de uma soluc¸a˜o aproximada para o problema,
este requerimento e´ perfeitamente via´vel.
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X O problema em (3.19) e´ semelhante ao problema em (2.92). Dessa forma, ele pode ser resolvido
de forma ideˆntica.
X Pela metodologia proposta, as correspondeˆncias (m1i↔m2i), i = 1, 2, e 3, sa˜o “corres-
pondeˆncias virtuais”, ou seja, na˜o fazem parte, de fato, do conjunto de correspondeˆncia de
pontos utilizado na estimac¸a˜o.
X Se F0 for uma estimac¸a˜o “ruim” da matriz fundamental, as correspondeˆncias virtuais, (m1i↔
m2i), funcionara˜o como falsas correspondeˆncias. Contudo, como discutido no pro´ximo
capı´tulo, o algoritmo proposto e´ bastante robusto com relac¸a˜o a uma estimac¸a˜o “pobre” da
matriz fundamental.
Como discutido na sec¸a˜o 2.7.2, para resolver (3.19), e´ necessa´rio obter-se todas as raı´zes de um
polinoˆmio de grau seis. Contudo, (3.19) pode ser reformulado de uma forma linear como segue.
i) Para cada ponto mˆ2i, i = 1, 2, e 3, em (3.18), encontra-se o ponto m2i que minimiza
d2(m2i, mˆ2i), sujeito a (F0 ˜ˆm1i) · m˜2i = 0. (3.20)
A soluc¸a˜o do problema anterior corresponde a encontrar o ponto m2i mais pro´ximo de mˆ2i e
que esta´ sobre a reta lˆ2i = F0 ˜ˆm1i, ou seja, m2i e´ a projec¸a˜o ortogonal de mˆ2i em lˆ2i. Logo,m2i
pode ser encontrado, de forma linear, atrave´s da proposic¸a˜o A.2.
ii) Considera-se Tp = T2 e, com os pontos m2i, i = 1, 2, e 3, calculados no item anterior, estima-
se T′p que satisfaz (3.9).
Com a abordagem anterior, todo o erro e´ transferido para a segunda imagem. Contudo, agora, as
transformac¸o˜es Tp e T′p sa˜o obtidas de forma extremamente simplificada.
Uma vez que Tp e T′p tenham sido determinadas, a minimizac¸a˜o na˜o-linear pode ser efetuada
para que F seja estimada. Mais detalhes sobre tal minimizac¸a˜o sa˜o dados a seguir.
3.3.4 Detalhes da Minimizac¸a˜o
Para estimar a matriz fundamental, a parametrizac¸a˜o (3.15) deve ser utilizada em conjunto com
um crite´rio a ser minimizado. Para derivar tal crite´rio, deve ser observado que as correspondeˆncias
(m1j ↔m2j) relacionam-se com a matriz fundamental, Fˆ, do novo sistema de coordenadas (definido
por Tp e T′p), por
Fj = m˜T2jT′Tp FˆTpm˜1j = 0. (3.21)
Ale´m disso, como usual, considere as correspondeˆncias (m1j↔m2j) corrompidas, independente-
mente, por um ruı´do gaussiano de me´dia zero e variaˆncia σ. Neste caso, as matrizes de covariaˆncia
sa˜o dadas por
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Contudo, apo´s as transformac¸o˜es Tp e T′p serem aplicadas a`s correspondeˆncias (m1j ↔m2j), a
equac¸a˜o anterior deixa de ser uma suposic¸a˜o razoa´vel. Por conta disso, um crite´rio que levara´ a
melhores resultados e´ um que preserve a distribuic¸a˜o do ruı´do do sistema de coordenadas original.












onde gj = σ−2j e σj e´ a variaˆncia de (3.21).
Considerando (3.22), a matriz de covariaˆncia dos pontos em coordenadas homogeˆneas e´
Λ em1j = Λ em2j = σ
2 diag(1,1,0).


































onde Z = diag(1, 1, 0), lˆ1j ≃ FˆTm˜2j e lˆ2j ≃ Fˆm˜1j .
















O me´todo na˜o-linear proposto (resumido no algoritmo 3.2) tem a vantagem de estimar a matriz
fundamental com baixo custo computacional (comparado aos me´todos que utilizam a parametrizac¸a˜o
discutida na sec¸a˜o 2.4.4), pois constitui um problema simples de otimizac¸a˜o com apenas cinco
inco´gnitas e um u´nico caminho de busca. De fato, na˜o existe nenhum outro me´todo geral (que na˜o
se restringe a conjuntos binoculares com alguma geometria particular) na literatura que utilize ta˜o
poucas inco´gnitas.
3.3.5 Aperfeic¸oamento do Me´todo
Apesar da parametrizac¸a˜o (3.16) utilizar as coordenadas homogeˆneas do epipolo, a exatida˜o do
algoritmo proposto varia com a localizac¸a˜o dos epipolos. Como sugerem os resultados experimentais
do pro´ximo capı´tulo, melhores resultados sa˜o obtidos quando os epipolos esta˜o pro´ximos ao centro
das imagens. Infelizmente, esta na˜o e´ a configurac¸a˜o mais comum. Para contornar este problema,
podemos aplicar transformac¸o˜es projetivas, Tt e T′t, ao conjunto de correspondeˆncias, de modo que,
no novo sistema de coordenadas, os epipolos na˜o esta˜o no infinito. Isto pode ser realizado como
segue.
1. Fac¸a Tt e T′t iguais a matriz identidade;
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Entrada: n correspondeˆncias (m1j↔m2j) e uma estimac¸a˜o inicial, F0, da matriz fundamental.
Saı´da: Uma matriz fundamental, F, de posto dois.
a) Calculam-se T2 e T′2 como discutido na sec¸a˜o 2.4.3.
b) Calculam-se os pontos
˜ˆm11 = T−12 [1, 0, 0]T , ˜ˆm21 = T′−12 [1, 0, 0]T˜ˆm12 = T−12 [0, 1, 0]T , ˜ˆm22 = T′−12 [0, 1, 0]T˜ˆm13 = T−12 [0, 0, 1]T , ˜ˆm23 = T′−12 [0, 0, 1]T .
c) Estima-se (m1i ↔m2i), i = 1, 2, e 3, resolvendo o problema (3.19) (me´todo
o´timo) ou o (3.20) (me´todo linear).
d) Com as correspondeˆncias, (m1i↔m2i), obtidas, calcula-se Tp e T′p que satisfa-
zem (3.9).



























f) Transfere-se a matriz fundamental estimada no item anterior para o sistema de co-
ordenadas original, ou seja, F = T′Tp FTp.
Algoritmo 3.2: Novo me´todo na˜o-linear, baseado no paralaxe virtual, para estimac¸a˜o da matriz fun-
damental.
2. Com uma estimac¸a˜o inicial, F0, da matriz fundamental, calcule os epipolos e˜1 =
[e1u, e1v , e1t]
T e e˜2 = [e2u, e2v , e2t]
T ;
3. Se |e1v| > |e1t|, permute as linhas 2 e 3 de matriz Tt;
4. Se |e2v| > |e2t|, permute os elementos e2v e e2t, e as linhas 2 e 3 de T′t;
5. Fac¸a F0 = T′tF0TTt , e;
6. Dado o conjunto de correspondeˆncias (m1i↔m2i), aplique Tt e T′t a` m1i e m2i respectiva-
mente.
Os passos anteriores levam a matrizF0 e as correspondeˆncias (m1i↔m2i) a um novo sistema de
coordenadas, no qual os epipolos de ambas as imagens esta˜o pro´ximos ao centro das imagens. Ale´m
disso, comoTt eT′t sa˜o transformac¸o˜es de permutac¸a˜o, o custo computacional inserido no problema
e´ muito baixo.
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§3.4 Calibrac¸a˜o este´reo com um basta˜o graduado
As teorias de calibrac¸a˜o automa´tica de caˆmeras surgiram da busca por uma maior flexibilidade
no processo. Como visto no capı´tulo anterior, a um custo computacional extremamente elevado,
tais teorias permitem que a calibrac¸a˜o seja realizada durante a operac¸a˜o normal da caˆmera. No caso
de um conjunto binocular, as restric¸o˜es extras tornam menor o custo computacional do processo de
calibrac¸a˜o automa´tica. Contudo, mesmo na visa˜o este´reo, a autocalibrac¸a˜o nos leva a resultados
pouco exatos. Por conta disso, na pra´tica, a calibrac¸a˜o cla´ssica e´ muito mais utilizada.
Na calibrac¸a˜o cla´ssica, os paraˆmetros da caˆmera sa˜o obtidos com extrema exatida˜o. Contudo,
neste caso, um objeto (o gabarito de calibrac¸a˜o) deve ser posto no campo de visa˜o da caˆmera sempre
que a calibrac¸a˜o for necessa´ria. Tais objetos, ale´m de exigir que a operac¸a˜o da caˆmera seja interrom-
pida, sa˜o difı´ceis de manufaturar, pois exigem que suas dimenso˜es e forma sejam conhecidas com
extrema exatida˜o.
Nas sec¸o˜es seguintes, um novo me´todo de calibrac¸a˜o de um conjunto binocular e´ proposto. Este
utiliza, como gabarito de calibrac¸a˜o, um basta˜o graduado, ou seja, um objeto de uma u´nica dimensa˜o.
Por usar um gabarito de confecc¸a˜o mais simples e dimenso˜es reduzidas, o me´todo proposto permite
efetuar a calibrac¸a˜o de forma flexı´vel, mas com exatida˜o.
3.4.1 Exequ¨ibilidade Matema´tica
Uma vez que a matriz fundamental de um sistema binocular tenha sido estimada, uma calibrac¸a˜o
projetiva pode ser realizada facilmente (sec¸a˜o 2.5.2, pa´g. 42). Ale´m disso, tal calibrac¸a˜o pode ser
atualizada para uma calibrac¸a˜o euclidiana se uma matriz, TPE (teorema 2.4, pa´g. 43), for conhecida.
O me´todo de calibrac¸a˜o proposto estima TPE utilizando, como gabarito, um basta˜o de comprimento
conhecido que se desloca livremente na frente das caˆmeras.
A transformada TPE possui nove graus de liberdade. Por isso, inicialmente, deve ser verificado
se um gabarito na forma de um basta˜o fornece restric¸o˜es suficientes para que todos os paraˆmetros de
TPE sejam conhecidos unicamente.
§ Soluc¸a˜o com Apenas Dois Pontos
Utilizando, simplesmente, uma haste de tamanho conhecido como gabarito, tem-se apenas dois
pontos 3D, M1i e M2i (figura 3.5(a)), para auxiliar na calibrac¸a˜o. Como as projec¸o˜es desses pontos
pertencem, necessariamente, ao mesmo plano (figura 2.10, pa´g. 21), as equac¸o˜es em (2.13) (pa´g. 21)
fornecem apenas treˆs restric¸o˜es para cada ponto 3D. Assim, se a haste deslocar-se livremente, para n
deslocamentos, temos 6n equac¸o˜es independentes. Por outro lado, M2i pode ser expresso em func¸a˜o
das treˆs coordenadas de M1i e duas inco´gnitas, θi e φi, ou seja,
M2i =M1i + L[sen θi cosφi, sen θisenφi, cos θi]
T , (3.26)
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onde L e´ o comprimento da haste de calibrac¸a˜o e θi e φi sa˜o aˆngulos que definem a orientac¸a˜o da
haste. Dessa forma, para n deslocamentos livres da haste de calibrac¸a˜o e considerando os graus de
liberdade deTPE , tem-se um total de 9+5n inco´gnitas. Assim, com n = 9 deslocamentos, e´ possı´vel
estimar TPE unicamente.
Se um ou mais pontos, Mji, j ≥ 3, forem acrescentados a` haste de calibrac¸a˜o (figura 3.5(b)),
considerando que as distaˆncias d2(M1i,Mji) e d2(M2i,Mji) sa˜o conhecidas, cada ponto Mji pode
ser escrito em func¸a˜o das coordenadas dos pontos extremos, M1i e M2i, ou seja,
Mji = λ1jM1i + λ2jM2i, (3.27)
onde λ1j e λ2j sa˜o constantes conhecidas que dependem de d2(M1i,Mji) e d2(M2i,Mji). Assim,
a inserc¸a˜o de um ou mais pontos a` haste de calibrac¸a˜o na˜o acrescenta nenhuma inco´gnita ao sis-
tema. Contudo, como discutido a seguir, esses pontos extras fornecem mais restric¸o˜es que reduzem o
nu´mero de deslocamentos necessa´rios a` calibrac¸a˜o.
§ Soluc¸a˜o com Treˆs Pontos
Considere um basta˜o com uma graduac¸a˜o de treˆs pontos, M1i, M2i e M3i (figura 3.5(b)), com
posic¸o˜es relativas conhecidas. Para n deslocamentos do basta˜o, os pontos M1i e M2i fornecem 6n
equac¸o˜es independentes. Contudo, desde que o terceiro ponto deve ser co-linear a M1i e M2i, o
ponto M3i fornece apenas n equac¸o˜es independentes. Dessa forma, tem-se um total de 6n+ n = 7n
equac¸o˜es e, como antes, apenas 9 + 5n inco´gnitas. Assim, a calibrac¸a˜o e´ possı´vel com apenas cinco
deslocamentos e cinco pares de imagens este´reo.
§ Soluc¸a˜o com Quatro ou Mais Pontos
Considere um basta˜o com quatro pontos, Mji, j = 1, 2, 3 e 4, com posic¸o˜es relativas conheci-
das. O ponto M4i, entre os pontos extremos da haste, deve satisfazer a restric¸a˜o de raza˜o cruzada
(sec¸a˜o A.1, pa´g. 116) com os pontos M1i, M2i e M3i. Dessa forma, M4i na˜o fornece equac¸o˜es
independentes, pois uma vez que as projec¸o˜es deM1i,M2i eM3i tenham sido obtidas, a projec¸a˜o de
M4i e´ completamente determinada. Com isso, uma quantidade de pontos superior a treˆs na˜o acres-
centa nenhuma restric¸a˜o ao problema. Contudo, na pra´tica, o uso de mais pontos e mais de cinco
deslocamentos e´ aconselha´vel, pois reduz a influeˆncia do ruı´do.
3.4.2 Basta˜o com movimento irrestrito: Soluc¸a˜o linear
Em um deslocamento (indexado por i) de um basta˜o de calibrac¸a˜o com q pontos marcados, te-
mos uma correspondeˆncia (m1ji↔m2ji) para cada ponto Mji, onde j = 1, 2 . . . q, pertencente ao
gabarito. Como tais correspondeˆncias podem ser obtidas com exatida˜o, apo´s n deslocamentos, a ma-
triz fundamental do sistema pode ser estimada com excelente precisa˜o usando q×n correspondeˆncias
e, por exemplo, o me´todo da sec¸a˜o 3.3.

















Figura 3.5: Esquemas de calibrac¸a˜o este´reo com uma haste, utilizando: (a) um basta˜o de comprimento
conhecido e (b) um basta˜o com treˆs pontos, cujas posic¸o˜es relativas sa˜o conhecidas.
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Uma vez que a matriz fundamental for conhecida, ela pode ser utilizada para obtermos P e P ′.
Dessa forma, uma reconstruc¸a˜o projetiva, Mji, de cada ponto Mji pode ser obtida. Ale´m disso, da
equac¸a˜o (2.51), temos
M˜ji ≃ TPEM˜ji.






Como o comprimento, L, e a graduac¸a˜o (distaˆncia entre um ponto e outro) do basta˜o sa˜o conhe-
cidos, as coordenadas dos pontos Mji, para j = 3, 4 . . . q, podem ser expressas como func¸a˜o dos
pontos extremos, ou seja,
Mji = λ1jM1i + λ2jM2i, (3.29)
onde λ1j e λ2j dependem da graduac¸a˜o do basta˜o, mas sa˜o conhecidos.
Substituindo (3.28) na equac¸a˜o anterior e multiplicando ambos os lados da equac¸a˜o por A, temos
1
M˜TjiW
Mji = λ1j 1
M˜T1iW
M1i + λ2j 1
M˜T2iW
M2i.
Apo´s alguma manipulac¸a˜o alge´brica, a equac¸a˜o anterior torna-se






(M1i ×Mji) · (M2i ×Mji)
λ2j
(M2i ×Mji) · (M2i ×Mji)M˜T2i. (3.31)
Considerando um basta˜o com q > 2 pontos, a equac¸a˜o (3.30) nos leva a
UqiW = 0, (3.32)
onde
Uqi = [u3i,u4i . . . uqi]
T .
Para q ≥ 4, a equac¸a˜o (3.32) possui apenas duas equac¸o˜es independentes. Por isso, desde que
W possui treˆs graus de liberdade, no mı´nimo, n ≥ 2 deslocamentos sa˜o necessa´rios para estimar
W unicamente. Ale´m disso, com mais deslocamentos podemos usar redundaˆncia para reduzir a







W = 0. (3.33)
O sistema de equac¸o˜es anterior pode ser resolvido com a proposic¸a˜o B.2. Ale´m disso, os pontos
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Mji podem ser normalizados pela transformac¸a˜o T3 (sec¸a˜o 2.5.1, pa´g. 39). Neste caso, o vetor W
no sistema de coordenadas original pode ser obtido utilizando-se o lema 2.5.1 (pa´g. 54).
Uma vez que W foi estimado, considerando apenas a caˆmera que esta´ na origem do sistema de








onde Zxi e´ a profundidade, ou seja, a coordenada Z de Mxi, e m1ji e´ a projec¸a˜o de Mxi na imagem
I1.






onde Zxi e´ a coordenada Z de M˜xi e Sw e´ uma constante inserida para levar em considerac¸a˜o que
W e´ um vetor homogeˆneo. Observe que Sw depende apenas de W e na˜o dos pontosMxi.
Agora, como o comprimento, L, e a graduac¸a˜o do basta˜o sa˜o conhecidos, para determinar A−1,
podemos utilizar as equac¸o˜es a seguir
‖M2i −M1i‖ = L,
α2j‖M2i −Mji‖ = L,
α1j‖Mji −M1i‖ = L,
onde αxi = 1/(1 − λxj).






∥∥SwA−1(β2im˜12i − βjim˜1ji)∥∥ = L,
α1j
∥∥SwA−1(βjim˜1ji − β1im˜11i)∥∥ = L.














e B = S2wA
−TA−1 e´ a matriz do cone absoluto (sec¸a˜o 2.5.3,
pa´gina 46).
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Levando em considerac¸a˜o que
aTBa = [a21, 2a1a2, a
2




onde a = [a1, a2, a3]T e b = [b11, b12, b22, b13, b23, b33]T , com bij igual ao elemento da i-e´sima linha
e j-e´sima coluna de B, o sistema de equac¸o˜es (3.36) pode ser representado por
Vib = L
TL, (3.38)
onde Vi e´ uma matriz que depende dos coeficientes dos vetores Mxyi da equac¸a˜o (3.36) como indi-
cado por (3.37) e L = [L,L, . . . , L]T .
Independente do nu´mero de pontos existentes no basta˜o de calibrac¸a˜o, apenas uma das equac¸o˜es
em (3.36) e´ linearmente independente. Enta˜o, como B tem seis graus de liberdade (um de Sw e
cinco de A−1) sa˜o necessa´rios n ≥ 6 deslocamentos para estimar B unicamente. Assim, com n







b = LTL. (3.39)
Uma vez queB for conhecida, a matriz SwA−1 pode ser obtida deB atrave´s da decomposic¸a˜o de
Cholesky (pa´g. 120). Em seguida, se necessa´rio, os pontos M1i eM2i podem ser obtidos de (3.28) e
(3.26) respectivamente.
As projec¸o˜es, na imagem I1, dos pontos do basta˜o podem ser normalizadas atrave´s da transfor-
mada T2 (sec¸a˜o 2.4.3, pa´g. 28). Neste caso, os paraˆmetros intrı´nsecos no sistema de coordenadas
original podem ser obtidos pela equac¸a˜o a seguir
A = T−12 An, (3.40)
onde An e´ a matriz da caˆmera 1 obtida com os pontos normalizados.
O me´todo proposto e´ resumido no algoritmo 3.3. Infelizmente, tal me´todo e´ muito insta´vel. De
fato, apesar do vetorW ser estimado de forma satisfato´ria, na presenc¸a de ruı´do, a matrizB estimada
pelo me´todo proposto na˜o e´ positivamente definida e, portanto, a decomposic¸a˜o de Cholesky na˜o
pode ser aplicada. Por isso, na pro´xima sec¸a˜o uma soluc¸a˜o na˜o-linear para o problema e´ proposta.
3.4.3 Basta˜o com movimento irrestrito: Soluc¸a˜o na˜o-linear
O me´todo da sec¸a˜o anterior minimiza um crite´rio sem significado geome´trico. Este e´ um dos
motivos que contribuem para que o mesmo na˜o fornec¸a bons resultados na presenc¸a de ruı´do. Con-
tudo, desde que o conceito de distaˆncia na˜o e´ va´lido no espac¸o P3, os pontos 3D, Mji, no espac¸o
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Entrada: Todas as projec¸o˜es dos pontos de um basta˜o de calibrac¸a˜o, ou seja, n corres-
pondeˆncias (m11i↔m21i), n correspondeˆncias (m12i↔m22i) e n(q − 2) corres-
pondeˆncias (m1ji↔m2ji).
Saı´da: P e P′, as matrizes de projec¸o˜es das duas caˆmeras.
a) Estime a matriz fundamental, F, usando todas as correspondeˆncias disponı´veis.
b) Usando a equac¸a˜o (2.48) e o teorema 2.3, calcule as matrizes P eP ′.
c) Usando o me´todo da sec¸a˜o 2.7 e as matrizes P e P ′, realize uma reconstruc¸a˜o
projetiva e obtenha n pontos 3DM1i, n pontosM2i e n(q − 2) pontosMji.
d) Normalize os pontos 3D com a transformac¸a˜o T3 (sec¸a˜o 2.5.1).
e) Utilizando a proposic¸a˜o B.2, resolvendo o sistema de equac¸o˜es (3.33) e estime a
equac¸a˜o, W, do plano no infinito.
f) Fac¸a W = TT3W.
g) Normalize as projec¸o˜es sobre I1 usando a transformac¸a˜o T2 (sec¸a˜o 2.4.3).
h) Encontre B resolvendo (3.39).
i) Encontre A−1 e Sw decompondo B, usando a proposic¸a˜o B.1.
j) Fac¸a A−1 = A−1T2 e W =W/Sw.
k) Monte TPE usando a equac¸a˜o (2.52), na pa´gina 43.
l) Fac¸a P = PT−1PE e P′ = P ′T−1PE .
m) Se necessa´rio, encontre os pontosM1i usandoTPE e (3.28), ou usandoA e (3.34),
ou ainda usando P, P′ e o me´todo da sec¸a˜o 2.7.
n) Se necessa´rio, encontre os aˆngulos θi e φi de (3.26).
Algoritmo 3.3: Calibrac¸a˜o de um conjunto binocular com um basta˜o com movimento irrestrito:
Soluc¸a˜o linear.
projetivo, na˜o podem ser utilizados para definic¸a˜o de um crite´rio de otimizac¸a˜o. Assim, tal crite´rio
deve envolver as projec¸o˜es dos pontos do basta˜o, m1ji e m2ji, nas imagens I1 e I2. Uma soluc¸a˜o





onde Px e´ uma matriz de projec¸a˜o canoˆnica [equac¸a˜o (2.48), pa´g. 42], M˜2i e´ dado por (3.26) e M˜ji
e´ dado por (3.29).
Assim, considerando um basta˜o com q pontos marcados e n pares de imagens este´reo, TPE pode
ser obtida minimizando-se o crite´rio sime´trico a seguir
n∑
i=1
[J1i(P ) + J2i(P ′)] . (3.42)
A soluc¸a˜o da equac¸a˜o anterior envolve a soluc¸a˜o de um problema de minimizac¸a˜o na˜o-linear.
Normalmente, faz-se necessa´rio uma estimac¸a˜o inicial de todas as inco´gnitas envolvidas no problema,
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ou seja, da matriz A, do plano W, dos n pontos M1i e dos n aˆngulos θi e φi.
Uma estimac¸a˜o inicial de A e W pode ser encontrada pelo me´todo discutido na sec¸a˜o anterior.
Contudo, se a matriz B, a matriz do cone absoluto, na˜o for positivamente definida, A pode ainda
ser obtida considerando-se θsk = π/2, p0 = [u0, v0]T e igual ao ponto central de I1, nx/y = 1, e
obtendo-se f , por exemplo, das especificac¸o˜es da caˆmera dadas pelo fabricante.
Uma vez que uma estimac¸a˜o inicial deA eW esteja disponı´vel, os pontosM1i podem ser obtidos
de (3.28) ou (3.34), e os aˆngulos θi e φi de (3.26).
O me´todo discutido nesta sec¸a˜o e´ flexı´vel, pois na˜o impo˜e restric¸a˜o ao movimento que o basta˜o
de calibrac¸a˜o pode realizar. Contudo, na falta de um me´todo esta´vel para obtenc¸a˜o de uma estimac¸a˜o
inicial das inco´gnitas envolvidas no problema, o algoritmo pode convergir para um mı´nimo local.
Ale´m disso, para n pares de imagens, o problema envolve uma otimizac¸a˜o na˜o-linear de uma func¸a˜o
com 9+5n inco´gnitas. Por isso, na pro´xima sec¸a˜o, propo˜e-se um me´todo alternativo que insere novas
restric¸o˜es ao problema, mas aumenta a robustez e reduz o nu´mero de inco´gnitas.
3.4.4 Basta˜o com uma extremidade fixa
Para simplificar o problema, propo˜e-se uma restric¸a˜o ao movimento do basta˜o, ou seja, que uma
das extremidades do basta˜o esteja sempre em um mesmo ponto. Por exemplo, podemos considerar
que o ponto M1i seja fixo, mas que a outra extremidade do basta˜o, o ponto M2i (veja a figura 3.5(b)),
pode deslocar-se em todas as direc¸o˜es. Isto e´ equivalente a fazer M1i = M1 em todas as equac¸o˜es.
Essa considerac¸a˜o simplifica as equac¸o˜es e insere mais robustez ao me´todo.
Em uma sequ¨eˆncia de n imagens este´reo, apesar do ponto M1 estar fixo, na presenc¸a de ruı´do,
e´ esperado obter-se n pares de correspondeˆncias (m11i↔m21i), todos ligeiramente diferentes entre
si. Enta˜o, o primeiro passo para efetuar a calibrac¸a˜o e´ estimar os pontos m11 e m21, as verdadeiras
projec¸o˜es do ponto 3D M1, respectivamente, nas imagens I1 e I2. Tal estimac¸a˜o pode ser realizada












A correspondeˆncia (m¯11↔ m¯21) na˜o satisfaz, necessariamente, a equac¸a˜o fundamental (2.17).
Por isso, devemos encontrar a correspondeˆncia (m11↔m21) que minimize a func¸a˜o a seguir
d2(m¯11,m11) + d
2(m¯21,m21), sujeito a m˜T21Fm˜11. (3.44)
A soluc¸a˜o do problema anterior pode ser obtida com o procedimento discutido na sec¸a˜o 2.7.2, na
pa´gina 60.
Uma vez que as projec¸o˜es deM1 tenham sido estimadas, podemos realizar uma reconstruc¸a˜o pro-
jetiva utilizando as correspondeˆncias (m11↔m21), (m12i↔m22i) e (m1ji↔m2ji). Em seguida, o
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plano W pode ser estimado resolvendo-se o sistema de equac¸o˜es (3.33), considerando M1i =M1
na equac¸a˜o (3.31).
Agora, substituindo as equac¸o˜es em (3.34) na equac¸a˜o (3.29), apo´s uma manipulac¸a˜o alge´brica,
temos
Z2i = −Z1 λ1j(m˜11 × m˜1ji) · (m˜12i × m˜1ji)
λ2j(m˜12i × m˜1ji) · (m˜12i × m˜1ji) , (3.45)
onde Z2i e Z1 sa˜o, respectivamente, as profundidades de M2i e M1.
A matriz A pode ser obtida considerando a equac¸a˜o a seguir
‖M2i −M1i‖ = L,
ou seja, substituindo (3.34) na equac¸a˜o anterior, temos
‖A−1(Z2im˜12i − Z1m˜11)‖ = L.
Por sua vez, substituindo (3.45) na equac¸a˜o anterior e considerando Z1 dado por (3.35), temos







λ1j(m˜11 × m˜1ji) · (m˜12i × m˜1ji)
λ2j(m˜12i × m˜1ji) · (m˜12i × m˜1ji)m˜12i
)
.
A equac¸a˜o (3.46) e´ equivalente a
YTjiBYji = L
2, (3.47)
onde, novamente, B = S2wA−TA−1.
Para um basta˜o de calibrac¸a˜o com q ≥ 3 pontos, temos (q − 2) equac¸o˜es iguais a (3.47). Ale´m
disso, o resultado em (3.37) permite-nos representar tais equac¸o˜es em um sistema como em (3.38).
Em seguida, considerando n pares de imagens, a matriz B pode ser estimada resolvendo (3.39), onde
as n matrizes Vi dependem de (3.47).
Considerando um u´nico par de imagens, para um basta˜o com q ≥ 3 pontos, (3.47) fornece apenas
uma equac¸a˜o independente. Novamente, semelhante ao discutido na sec¸a˜o 3.4.2, a matriz B na˜o e´
homogeˆnea e tem seis graus de liberdade. Dessa forma, sa˜o necessa´rios n ≥ 6 pares de imagens para
estima´-la completamente.
Se as projec¸o˜es dos pontos do basta˜o forem normalizadas, o me´todo proposto proveˆ uma o´tima
soluc¸a˜o mesmo na presenc¸a de ruı´do. De fato, de uma forma geral, a soluc¸a˜o de (3.39) para este
me´todo fornece uma matriz B positivamente definida. Sendo assim, a matriz A, com os paraˆmetros
intrı´nsecos da primeira caˆmera, e´ sempre obtida de forma satisfato´ria. Contudo, se uma exatida˜o
maior for necessa´ria, pode-se minimizar um crite´rio semelhante ao da equac¸a˜o (3.41), ou seja,
Jxi(Px) =
∥∥∥m˜11 −PxT−1PEM˜1∥∥∥+ ∥∥∥m˜x2i −PxT−1PEM˜2i∥∥∥+ q∑
j=3
∥∥∥m˜xji −PxT−1PEM˜ji∥∥∥. (3.48)
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Entrada: Todas as projec¸o˜es dos pontos de um basta˜o de calibrac¸a˜o, ou seja, n corres-
pondeˆncias (m11i↔m21i), n correspondeˆncias (m12i↔m22i) e n(q − 2) corres-
pondeˆncias (m1ji↔m2ji)
Saı´da: P e P′, as matrizes de projec¸o˜es das duas caˆmeras.
a) Estime a matriz fundamental, F, usando todas as correspondeˆncias disponı´veis.
b) Usando a equac¸a˜o (2.48) e o teorema 2.3, calcule as matrizes P eP ′.
c) Calcule (m¯11↔m¯21) usando (3.43).
d) Calcule (m11↔m21) resolvendo o problema (3.44).
e) Usando o me´todo da sec¸a˜o 2.7 e as matrizes P e P ′, realize uma reconstruc¸a˜o
projetiva e obtenha o pontoM1, n pontosM2i e n(q − 2) pontosMji.
f) Normalize os pontos 3D com a transformac¸a˜o T3 (sec¸a˜o 2.5.1).
g) Considerando M1 = M1i e utilizando a proposic¸a˜o B.2, resolva o sistema de
equac¸o˜es (3.33) e estime a equac¸a˜o, W, do plano no infinito.
h) Fac¸a W = TT3W.
i) Normalize as projec¸o˜es sobre I1 usando a transformac¸a˜o T2 (sec¸a˜o 2.4.3).
j) Encontre B resolvendo (3.39), considerando as n matrizes Vi dependentes de
(3.47).
k) Encontre A−1 e Sw decompondo B, usando a proposic¸a˜o B.1.
l) Fac¸a A−1 = A−1T2 e W =W/Sw.
m) Monte TPE usando a equac¸a˜o (2.52), na pa´gina 43.
n) Fac¸a P = PT−1PE e P′ = P ′T−1PE .
o) Se necessa´rio, encontre os pontosM1i usandoTPE e (3.28), ou usandoA e (3.34),
ou ainda usando P, P′ e o me´todo da sec¸a˜o 2.7.
p) Se necessa´rio, encontre os aˆngulos θi e φi de (3.26).
Algoritmo 3.4: Calibrac¸a˜o de um conjunto binocular com um basta˜o com movimento restrito:
Soluc¸a˜o linear.
Evidentemente, para obter-se uma soluc¸a˜o que se ajuste bem aos pontos das duas imagens, o
crite´rio anterior deve ser utilizado para minimizar (3.42).
A soluc¸a˜o inicial necessa´ria a` minimizac¸a˜o na˜o-linear pode ser obtida com o me´todo linear pro-
posto no inı´cio desta sec¸a˜o e resumido no algoritmo 3.4.
Considerando uma das extremidades do basta˜o sempre fixa, as coordenadas do ponto M1 sa˜o as
mesmas em cada imagem. Assim, para uma se´rie de n pares de imagens, o nu´mero total de inco´gnitas
do problema sa˜o 9 paraˆmetros referentes a` transformac¸a˜oTPE , as 3 coordenadas deM1, os n aˆngulos
θi e n aˆngulos φi que definem os pontos M2i segundo (3.26).
§ Estimac¸a˜o do ponto fixo
Na pra´tica, a projec¸a˜o do ponto fixo do gabarito 1D na˜o precisa estar presente nas imagens, pois
esta pode ser estimada a partir dos outros pontos visı´veis do gabarito. Isto e´ possı´vel porque, em uma
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dada imagem, as projec¸o˜es do gabarito definem uma reta li. Assim, dadas n imagens, a projec¸a˜o da
extremidade fixa do gabarito e´ o ponto, m, que e´ comum a todas as retas. Assim, tal ponto pode ser
estimado resolvendo
Lm˜ = 0, (3.49)
onde L = [l1, l2, . . . , ln]T .
Uma vez que a projec¸a˜o do ponto fixo das imagens de cada uma das caˆmeras tenha sido estimada,
o resultado pode ser refinado resolvendo-se o problema (3.44).
3.4.5 Detalhes da minimizac¸a˜o na˜o-linear
A complexidade da maioria dos me´todos de otimizac¸a˜o aumenta com o nu´mero de varia´veis.
Por isso, o nu´mero elevado de varia´veis que precisam ser estimadas e´ uma grande desvantagem do
me´todo proposto. Contudo, como discute-se a seguir, algumas caracteristicas do problema podem ser
utilizadas para reduzir a complexidade significativamente.
Como discututido na sec¸a˜o B.4, na pa´gina 122, os algoritmos de otimizac¸a˜o consideram a func¸a˜o
a ser minimizada igual a F(Y) = X, onde Y sa˜o os paraˆmetros a serem estimados e X valores me-
didos. Inicialmente, usando a mesma notac¸a˜o da sec¸a˜o B.4, considere que Y possa ser particionado,
ou seja,
Y = [cT ,dT ]T . (3.50)
Assim, a matriz jacobiana, J, da equac¸a˜o (B.5), na pa´gina 123, pode ser dividida em dois blocos,














onde ∆ = [δTc , δTd ]T (veja a sec¸a˜o B.4).













onde U = CTC, G = CTD, V = DTD, ǫC = CTǫ e ǫD = DT ǫ.
A soluc¸a˜o do problema anterior pode ser dividida em duas etapas. A primeira consiste em encon-
trar δc resolvendo
(U−GV−1GT )δc = ǫC −GV−1ǫD (3.53)
e, em seguida, δd pode ser encontrado resolvendo
Vδd = ǫD −GT δc. (3.54)
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Agora, observe a estrutura do problema da sec¸a˜o 3.4.3. A equac¸a˜o (3.41) pode ser vista como
tendo a mesma estrutura de (B.4). Neste caso, o vetor X e´ composto pelas coordenadas dos pontos
que compo˜em as correspondeˆncias (m1ji↔m2ji). Assim, os elementos de Y sa˜o os paraˆmetros
intrı´nsecos da caˆmera 1, a equac¸a˜o do plano no infinito, W, e as coordenadas dos pontos Mji.
Observe tambe´m que, por exemplo, o paraˆmetro M23 influencia apenas as coordenadas dos pon-
tos da correspondeˆncia (m123↔m223). Por outro lado, os paraˆmetros intrı´nsecos e o vetor W teˆm
influeˆncia em todos os elementos de X, ou seja, em todas as correspondeˆncias de pontos. Enta˜o,
considerando a equac¸a˜o (3.50), o vetor c pode ser formado pelos elementos da matriz A e do vetor
W, e; o vetor d pode ser feito igual as coordenadas de todos os pontos Mji. Neste caso, levando
em considerac¸a˜o que cada ponto Mji so´ influencia quatro elementos do vetor X, a matriz jacobiana






























Da equac¸a˜o anterior, se considerarmos X = [XT1 ,XT2 , . . . ,XTn ]T , onde cada Xl refere-se a uma
u´nica correspondeˆncia (m1ji↔m2ji), e´ fa´cil dividir a resoluc¸a˜o dos problemas (3.53) e (3.54) em
va´rios problemas menores. Tal resoluc¸a˜o esta´ resumida no algoritmo 3.5.
O resultado mais importante do algoritmo 3.5 e´ que este tem complexidade O(n). Por outro lado,
sem considerar as particularidades do problema de calibrac¸a˜o com o gabarito 1D, a complexidade do
problema e´ da ordem de O(n3). Evidentemente, estas mudanc¸as reduzem o me´todo de calibrac¸a˜o
proposto a um problema de ordem O(n) tambe´m.
Para o problema da sec¸a˜o 3.4.4, a minimizac¸a˜o da equac¸a˜o (3.48) tambe´m pode ser realizada
com auxı´lio do algoritmo 3.5. Contudo, neste caso, o ponto fixo M1 tem influeˆncia sobre todas
as correspondeˆncias, ou seja, sobre todos os elemento do vetor X. Por isso, as coordenadas desse
ponto tambe´m devem fazer parte do vetor c, na equac¸a˜o 3.50. Exceto por esse detalhe, o processo de
minimizac¸a˜o e´ ideˆntico ao descrito para o caso do basta˜o com movimento irrestrito. .
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Entrada: Uma estimac¸a˜o inical, particionada em um vetor Ŷ = [cT ,dT1 , . . . ,dTn ]T , de todos
os paraˆmetros a serem refinados e um conjunto de correspondeˆncias particionadas





Saı´da: O vetor Yr que minimiza (B.5).
a) Substituindo Ŷ em (B.4), encontre X̂ = [X̂T1 , . . . , X̂Tn ]T e calcule todas as matrizes






V = diag(V1, . . . ,Vn), onde Vl = DTl Dl;











, onde ǫDl = D
T
l ǫl.
















d) Calcule cada δdl da equac¸a˜o
δdl = V
−1
l (ǫDl −GTl δc).
e) Compute os paraˆmatros refinados, Ŷr = Ŷ + [δTc , δTd1 , . . . , δTdn ]T .
f) Repita todos os passos ate´ a convergeˆncia do resı´duo.




Neste capı´tulo, os algoritmos propostos sa˜o avaliados. O objetivo e´ conhecer a influeˆncia que al-
guns fatores como, por exemplo, a quantidade das correspondeˆncias de pontos utilizadas nos ca´lculos,
exercem sobre os resultados. Ale´m disso, e´ feita uma comparac¸a˜o dos me´todos propostos com outros
algoritmos bem conhecidos na literatura. Tal comparac¸a˜o e´ feita, sobretudo, com relac¸a˜o a exatida˜o.
§4.1 Correspondeˆncia de pontos
Nesta sec¸a˜o, o me´todo de correspondeˆncia de pontos proposto e´ avaliado. Para isto, sa˜o utilizados
os treˆs pares de imagens da figura 4.1. Cada imagem tem dimensa˜o de 640 × 480 pixels. Por como-
didade, o par de imagens da figura 4.1(a) e´ referenciado no texto por MESA e os das figuras 4.1(b)
e 4.1(c), respectivamente, por PLANTA e DESKTOP. Em particular, o par DESKTOP apresenta
uma distorc¸a˜o projetiva elevada. Isto ocorreu porque as caˆmeras que formavam o conjunto binocular
possuiam distaˆncias focais bem distintas. Este fato dificulta ainda mais o processo de correspondeˆncia
de pontos.
O algoritmo SUSAN (SMITH, 1992) foi utilizado para extrair cantos de cada uma das imagens.
Sa˜o esses cantos que os me´todos avaliados devem tentar estabelecer correspondeˆncia de pontos.
O desempenho do algoritmo proposto e´ comparado ao do me´todo de Zhang et al. (1995). Tal
me´todo e´ um dos mais citados na literatura e e´ tido como um dos mais robustos. Outro fator im-
portante e´ que o me´todo de Zhang et al. (1995) tambe´m e´ dividido em treˆs etapas: formac¸a˜o do
conjunto de candidatos a correspondeˆncia; eliminac¸a˜o da ambigu¨idade, e; identificac¸a˜o das falsas
correspondeˆncias. Contudo, ao contra´rio do me´todo proposto, o me´todo de Zhang et al. (1995) na˜o
utiliza transformac¸o˜es na˜o-parame´tricas. Por isso, a correlac¸a˜o dada pela equac¸a˜o (2.9), na pa´g. 14,
tem que ser usada para formar o conjunto de candidatos a correspondeˆncia. Outro diferencial e´ o
uso de te´cnicas iterativas de relaxac¸a˜o para eliminar a ambigu¨idade. Tal te´cnica utiliza uma equac¸a˜o
bastante complexa (equac¸a˜o (2.11), na pa´g. 17) para calcular o grau de confianc¸a dos candidatos




Figura 4.1: Imagens utilizadas na avaliac¸a˜o dos me´todos de correspondeˆncia de pontos: (a) e´ o par
chamado MESA; (b) e´ o par PLANTA, e; (c) e´ referenciado como DESKTOP.
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a` correspondeˆncia. Isto contribui para que esta seja a fase do algoritmo que requer mais tempo de
processamento.
Ambos os me´todos testados foram implementados na forma de um programa para o MATLAB.
Ao contra´rio do proposto por Zhang et al. (1995), a implementac¸a˜o do algoritmo ZHANG utilizada
neste trabalho usa o me´todo MSAC para identificar as falsas correspondeˆncias. Isto foi necessa´rio
por dois motivos: (a) o me´todo LMedS (usado no artigo original de Zhang et al. (1995)) na˜o fornece
bons resultados se a quantidade de falsas correspondeˆncias e´ maior que 50 %, e; (b) ja´ que o me´todo
proposto tambe´m usa o MSAC, isto facilita a comparac¸a˜o dos resultados.
O algoritimo ZHANG foi implementado com os paraˆmetros recomendados no artigo de Zhang et
al. (1995). Para o me´todo proposto, a transformada censo foi aplicada a`s imagens com uma janela Wn
de 5 × 5 pixels. Com isso, cada pixel da imagem e´ transformado em uma sequ¨eˆncia de 24 bits. Para
formar o conjunto de candidados a` correspondeˆncia, utilizou-se uma janela de correlac¸a˜o de 11× 11
pixels. Ale´m disso, dado um determinado ponto, m1i ∈ I1, a correlac¸a˜o deste e´ calculada com todos
os pontos pertecentes a I2 e que esta˜o dentro de uma janela quadrada de busca centrada em m1i, com
largura igual a 1/4 da largura da imagem. Estes sa˜o valores empı´ricos, mas que funcionaram bem
para todos os casos testados.
Para a fase de eliminac¸a˜o da ambigu¨idade, o me´todo proposto foi implementado considerando
εr = 0, 04, θth = π/2 e rbth = 2, 5% do nu´mero de cantos extraı´dos da imagem 1. O paraˆmetro
εr depende da “semelhanc¸a” entre as caˆmeras que compo˜em o conjunto binocular, ou seja, quanto
mais distintos (entre si) forem os paraˆmetros das duas caˆmeras, maior deve ser o valor de εr. Por
exemplo, no par DESKTOP, as caˆmeras possuem distaˆncias focais bem distintas. Por isso, para este
par, εr foi feito igual a 0,10. Outro importante fator que influencia a escolha de εr e´ a separac¸a˜o entre
as caˆmeras. Uma separac¸a˜o maior implica em um εr tambe´m maior. Por isso, esse paraˆmetro deve
ser escolhido experimentalmente para cada conjunto binocular. Contudo, uma vez que as caˆmeras
permanecem fixas durante toda a operac¸a˜o normal do conjunto binocular, um εr bem escolhido servira´
adequadamente durante todo o tempo que o sistema for utilizado.
Na tabela 4.1 sa˜o apresentados, para cada par de imagens, a quantidade de correspondeˆncias esta-
belecidas em cada fase pelos me´todos testados. Ale´m disso, o ajuste da matriz fundamental estimada
pelo algoritmo MSAC ao conjunto final de correspondeˆncias (dado pela equac¸a˜o (2.30), na pa´gina
26) tambe´m e´ dado. Este ajuste fornece uma indicac¸a˜o da qualidade do conjunto de correspondeˆncias
encontrado. Um ajuste pequeno (menor que um) indica um bom conjunto de correspondeˆncias.
Observando a tabela 4.1, exceto na primeira etapa, nota-se que os resultados de ambos os me´todos
sa˜o bem semelhantes. Em particular, ambos teˆm dificuldade em estabelecer correspondeˆncias de pon-
tos com o par DESKTOP. Contudo, como os me´todos utilizam semelhanc¸a para formar o conjunto
inicial de correspondeˆncias, isto ja´ e´ esperado. Mesmo assim, os me´todos conseguem estabelecer, em
todos os casos, um conjunto de correspondeˆncias que se ajusta bem a` geometria epipolar do conjunto
binocular e que tem mais que 100 elementos. Como mostram os resultados das pro´ximas sec¸o˜es, este
nu´mero e´ suficiente para, por exemplo, estimar a matriz fundamental com exatida˜o.
A tabela 4.2 mostra o tempo de execuc¸a˜o dos algoritmos. Observa-se que o algoritmo ZHANG
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Par de Me´todo Nu´mero de correspondeˆncias Ajuste
imagens utilizado Etapa 1 Etapa 2 Etapa 3
MESA ZHANG 32.579 1.130 572 0,48
(2.079 × 1.982) PROPOSTO 2.079 1.083 524 0,53
PLANTA ZHANG 102.972 1.543 777 0,41
(2.731 × 2.833) PROPOSTO 2.731 1.625 770 0,36
DESKTOP ZHANG 158.532 1.499 230 0,57
(3.000 × 2.817) PROPOSTO 2.290 1.034 141 0,48
Tabela 4.1: Quantidade de correspondeˆncias encontradas em cada etapa do algoritmo pelos me´todos
analisados. Na primeira coluna, a quantidade de cantos encontrada em cada imagem do par e´ apre-
sentada entre parenteses.
Par de Me´todo Tempo de execuc¸a˜o (s)
imagens utilizado Etapa 1 Etapa 2 Etapa 3 Total
MESA ZHANG 18,03 79,01 3,96 107,02
PROPOSTO 7,44 2,56 3,90 13,90
PLANTA ZHANG 24,94 481,75 3,39 515,08
PROPOSTO 11,35 15,03 8,75 35,13
DESKTOP ZHANG 29,34 1.644,21 194,98 1.868,53
PROPOSTO 16,48 21,18 167,85 205,51
Tabela 4.2: Tempo (em segundos) necessa´rio para os me´todos analisados concluirem cada um das
etapas dos algoritmos.
necessita de um tempo muito maior para concluir as etapas 1 e 2, respectivamente, formac¸a˜o do con-
junto de correspondeˆncias e eliminac¸a˜o da ambigu¨idade. Por isso, o algoritmo proposto e´ executado,
em me´dia, em um tempo total dez vezes menor. Isto acontece, principalmente, devido ao grande
nu´mero de candidatos a` correspondeˆncia encontrados na primeira etapa do processo. Evidentemente,
isto sobrecarrega a etapa de eliminac¸a˜o da ambigu¨idade. Por outro lado, no me´todo proposto, este
processo e´ feito de forma bastante simples, na˜o-iterativa e utilizando apenas operac¸o˜es com nu´meros
inteiros.
§4.2 Estimac¸a˜o da Matriz Fundamental
Comparar o desempenho de dois ou mais me´todos para ca´lculo da matriz fundamental na˜o e´ uma
tarefa o´bvia. Isto deve-se a dois fatores. Primeiro, a matriz fundamental pode ser decomposta em seus
epipolos e na homografia epipolar (sec¸a˜o 2.3.1, pa´g. 23). Contudo, a homografia epipolar pertence
ao espac¸o P2, que na˜o possui nenhuma me´trica (o que torna difı´cil definir uma medida de ajuste).
Ja´ os epipolos, apesar de poderem ser considerados paraˆmetros euclideanos, sa˜o muito susceptı´veis
a ruı´do e, por isso, muito difı´ceis de serem estimados com exatida˜o (sobretudo quando tendem ao
infinito) (LUONG; FAUGERAS, 1998). Ale´m disso, o desempenho dos me´todos e´ muito dependente
de fatores, tais como, quantidade de correspondeˆncias utilizadas na estimac¸a˜o, distribuic¸a˜o de tais
correspondeˆncias no plano de imagem e localizac¸a˜o dos epipolos. Por isso, contrariando diversos tra-
balhos encontrados na literatura (ARMANGU ´E; SALVI, 2003; TORR; FITZGIBBON, 2003; ZHANG; LOOP,
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2001; ZHANG, 1998), os me´todos avaliados na˜o podem ser comparados baseados em um u´nico par
de imagens-teste ou em um u´nico experimento. Em vista disso, neste trabalho sera´ utilizada uma
metodologia de testes semelhante a` realizada por Hartley (1997), ou seja,
a) Em cada experimento, sa˜o utilizadas N correspondeˆncias de pontos. Em to-
dos os casos, considera-se que o conjunto de correspondeˆncias possua ruı´do com
distribuic¸a˜o gaussiana de me´dia zero e variaˆncia σ.
b) Dentre as N correspondeˆncias, 50 subconjuntos (indexados por j) sa˜o seleciona-
dos aleatoriamente. Todos os subconjuntos possuem a mesma quantidade, nl, de
correspondeˆncias.
c) A cada iterac¸a˜o, cada me´todo avaliado utiliza todos os 50 subconjuntos escolhidos
(um por vez) e estima 50 matrizes, Fj , diferentes. Ale´m disso, para cada me´todo, e´










d) Apo´s os 50 subconjuntos serem aplicados, a mediana R¯2l e´ calculada para cada
me´todo, onde
R¯2l = mediana{r¯21, . . . , r¯250}. (4.1)
e) Em seguida, o nu´mero de correspondeˆncias, nl, e´ aumentado e outros 50 subconjun-
tos sa˜o escolhidos aleatoriamente. No total, nl assume 43 valores diferentes (dentre
o intervalo de 8 a 100). Dessa forma, para cada par de imagens, cada me´todo e´ tes-
tado 43× 50 = 2.150 vezes, com diferentes nu´meros de correspondeˆncias.
Com essa metodologia, comparando-se os resı´duos R¯2l obtidos por me´todos diferentes, tem-se
uma boa medida de qual deles estimou a matriz fundamental que melhor ajustou-se ao conjunto total
de correspondeˆncias, ou seja, o me´todo com menor resı´duo e´ o que obteve o melhor resultado.
Em todos os casos, o me´todo de Levenberg-Marquardt (LEVENBERG, 1944; MARQUARDT, 1963)
foi utilizado sempre que um algoritmo de otimizac¸a˜o era necessa´rio. A implementac¸a˜o deste me´todo
utilizada neste trabalho esta´ detalhada na sec¸a˜o B.4 (pa´g. 122). Em todos os casos, a toleraˆncia
utilizada nos ca´lculos foi sempre igual a 1× 10−8.
Por u´ltimo, o algoritmo de Levenberg-Marquardt exige uma estimativa inicial dos paraˆmetros
procurados. Para isto, neste trabalho, o algoritmo dos oito pontos (HARTLEY, 1997) foi utilizado em
todos os casos.
Diversos testes foram realizados para avaliar, na pra´tica, a exatida˜o dos me´todos propostos e
compara´-la a`s de outros me´todos existentes na literatura. Os me´todos escolhidos para comparac¸a˜o
sa˜o listados a seguir.
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4.2.1 Me´todos Avaliados
Ale´m dos me´todos propostos e apresentados no capı´tulo anterior, foram tambe´m avaliados al-
guns me´todos cla´ssicos da literatura e outros mais recentes, ou seja, o de Bartoli e Sturm (2004)
(referenciando neste trabalho como BARTOLI); o de Zhang e Loop (2001) (referenciado como
ZHANG); o me´todo de Csurka et al. (1997) (chamado aqui de CSURKA); o me´todo referenci-
ado por GRADIENT, que minimiza o Erro de Sampson (SAMPSON, 1982) e utiliza a parametrizac¸a˜o
proposta por Csurka et al. (1997), e, finalmente; o me´todo GOLD (apresentado na sec¸a˜o 2.4.4, pa´g.
32).
Os me´todos avaliados foram testados nas imagens apresentadas na figura 4.2. Como pode-se
observar pelo esboc¸o das linhas epipolares, os epipolos de cada par de imagens esta˜o localizados em
regio˜es bem distintas, ou seja, pro´ximos ao centro das imagens (par referenciado por GABARITO),
pro´ximo a borda das imagens (par COMPUTADOR) e tendendo ao infinito (par QUARTO). Isto
e´ necessa´rio, pois, como comprovam os resultados das pro´ximas sec¸o˜es, alguns me´todos sa˜o muito
influenciados pela localizac¸a˜o dos epipolos.
Inicialmente, comparou-se o desempenho dos me´todos CSURKA, GRADIENT e GOLD. Como
discutido no capı´tulo 2, estes me´todos sa˜o tidos na literatura como os que fornecem os melhores
resultados. Contudo, a matriz fundamental e´ obtida a um custo computacional extremamente elevado.
Nos gra´ficos da figura 4.3, apresentam-se os resultados dos testes. Nesses gra´ficos, assim como em
todos os gra´ficos desta e das pro´ximas sec¸o˜es, a ordenada e´ apresentada em escala logarı´tmica.
As figuras 4.3(a) e 4.3(b) mostram os resultados para os testes realizados com as correspondeˆncias
extraı´das do par GABARITO. Ja´ os gra´ficos das figuras 4.3(c) e 4.3(d), sa˜o os resultados para o par de
imagens QUARTO. Observando tais gra´ficos, percebe-se que os treˆs me´todos teˆm desempenho equi-
valentes. Em especial, os me´todos CSURKA e GRADIENT fornecem resultados quase ideˆnticos.
De fato, e´ impossı´vel destinguir as curvas desses dois me´todos uma da outra. Outro fato importante
e´ que so´ se obte´m uma boa estimac¸a˜o da matriz fundamental com um conjunto de 20 ou mais corres-
pondeˆncias. Quanto ao nu´mero de iterac¸o˜es (figura 4.4), como e´ de se esperar (devido aos 36 espac¸os
de busca diferentes), os me´todos CSURKA e GRADIENT necessitam de muito mais iterac¸o˜es que
o GOLD.
Devido a semelhanc¸a dos resultados obtidos pelos me´todos CSURKA, GRADIENT e GOLD,
torna-se dispensa´vel compara´-los todos aos outros me´todos avaliados. Dessa forma, para facilitar a
visualizac¸a˜o dos pro´ximos resultados apresentados, apenas o me´todo CSURKA e´ considerado nas
pro´ximas sec¸o˜es.
4.2.2 Avaliac¸a˜o do me´todo linear proposto
O me´todo iterativo, mas linear, proposto (referenciado aqui como FRANC¸A) foi avaliado utili-
zando os treˆs pares de imagens da figura 4.2. Os resultados apresentados nas figuras 4.5(a) e 4.5(b)
correspondem as imagens GABARITO; os gra´ficos das figuras 4.5(c) e 4.5(d) correspondem ao par




Figura 4.2: Imagens-teste utilizadas na estimac¸a˜o da matriz fundamental: (a) e (b) formam o par
GABARITO, que possui 1.373 correspondeˆncias marcadas e epipolos pro´ximo ao centro das ima-
gens; (c) e (d) compo˜em o par COMPUTADOR, com 495 correspondeˆncias e epipolos pro´ximo
a borda das imagens, e; (e) e (f) compo˜em o par QUARTO, possuem 403 correspondeˆncias e os
epipolos tendendo para o infinito.
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Figura 4.3: Resı´duos obtidos com os me´todos 8PONTOS, GOLDEN, CSURKA e GRADIENTE:
(a) e (b) para o par GABARITO, e; (c) e (d) para o par QUARTO.























Figura 4.4: Nu´mero tı´pico de iterac¸o˜es necessa´rias por estes me´todos GOLDEN, CSURKA e GRA-
DIENTE.
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COMPUTADOR, e; os resultados para o par QUARTO sa˜o apresentados nas figuras 4.5(e) e 4.5(f).
Analisando esses gra´ficos, pode-se observar que o me´todo fornece uma sensı´vel melhoria na ma-
triz fundamental estimada pelo me´todo dos 8 pontos. Contudo, a exatida˜o obtida com o me´todo
FRANC¸A e´ inferior daquela obtida com o algoritmo CSURKA. Tal diferenc¸a torna-se maior a` me-
dida que os epipolos tendem para o centro das imagens (veja as figuras 4.5(a) e 4.5(b)). Contudo,
desde que o me´todo FRANC¸A na˜o utiliza me´todos de otimizac¸a˜o, por exemplo, como o Levenberg-
Marquardt, e, normalmente, necessita de apenas quatro iterac¸o˜es para convergir (veja a figura 4.6),
o me´todo proposto e´ va´lido e demonstra ser uma o´tima opc¸a˜o para obter-se resultados com exatida˜o
intermedia´ria.
4.2.3 Avaliac¸a˜o da soluc¸a˜o linear do paralaxe virtual
Como discutido no capı´tulo anterior, a soluc¸a˜o linear do problema do paralaxe virtual (referen-
ciada aqui como PARALAXE1) na˜o fornece um bom resultado. Isto pode ser comprovado obser-
vando os gra´ficos da figura 4.7. Tais gra´ficos correspondem ao seguinte experimento. Dado um
conjunto de N correspondeˆncias, um subconjunto com 100 elementos foi escolhido aleatoriamente.
Em seguida, o me´todo do paralaxe virtual foi utilizado para estimar a matriz fundamental com tal
subconjunto. Conservando-se o mesmo subconjunto de correspondeˆncias, a matriz fundamental foi
estimada 30 vezes. Contudo, a cada iterac¸a˜o, bases virtuais diferentes foram escolhidas aleatoria-
mente. As figuras 4.7(a) e 4.7(b) mostram os resulados para, respectivamente, o par GABARITO
e o par QUARTO. Nessas figuras, a curva PARALAXE2 refere-se ao resı´duo obtido impondo-se a
propriedade 2.1 (pa´g. 22) a` matriz fundamental obtida pelo me´todo PARALAXE1. Analisando os
gra´ficos da figura 4.7, nota-se que a exatida˜o do me´todo e´ bastante afetada pela escolha das bases
virtuais. Ale´m disso, tal exatida˜o e´ bastante inferior a` obtida com o algoritmo dos 8 pontos (tambe´m
apresentado na figura 4.7). Contudo, com o experimento a seguir, veˆ-se que, quando resolvido de
forma na˜o-linear, o me´todo do paralaxe virtual fornece o´timos resultados.
4.2.4 Avaliac¸a˜o da soluc¸a˜o na˜o-linear do paralaxe virtual
Como discutido na sec¸a˜o 4.8, o me´todo na˜o-linear do paralaxe virtual exige treˆs correspondeˆncias
de pontos virtuais. Para obter tais correspondeˆncias, dois me´todos foram propostos. O primeiro
(referenciado neste texto por FRANC¸A1) e´ uma soluc¸a˜o linear. Ja´ o segundo (referenciado por
FRANC¸A2), requer que todas as raı´zes de um polinoˆmio de grau seis sejam encontradas.
Nas figuras 4.8(a) e 4.8(b), a exatida˜o desses dois me´todos sa˜o comparadas entre si e ao me´todo
CSURKA. Analisando os gra´ficos, observa-se que o resultado na˜o e´ influenciado pelo modo como
as correspondeˆncias virtuais sa˜o obtidas. De fato, os resı´duos obtidos pelos me´todos FRANC¸A1 e
FRANC¸A2 diferem por um valor da ordem de 10−2. Dessa forma, desde que o me´todo FRANC¸A1
e´ mais direto, ele deve ser preferido ao me´todo FRANC¸A2.
Apesar de melhorar sensivelmente a estimac¸a˜o inicial da matriz fundamental (dada pelo algoritmo
dos 8 pontos), o me´todo FRANC¸A1 fornece um resultado de qualidade ainda inferior a` obtida com o
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Figura 4.5: Gra´ficos com os resı´duos obtidos com os me´todos 8PONTOS, FRANC¸A e CSURKA:
(a) e (b) par GABARITO; (c) e (d) par COMPUTADOR, e; (e) e (f) par QUARTO.
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Figura 4.6: Nu´mero de iterac¸o˜es requerido pelos me´todos FRANC¸A e CSURKA para os experimen-
tos com os pares (a) GABARITO e (b) QUARTO.
















































Figura 4.7: Comparac¸a˜o entre o me´todo dos 8 pontos e o me´todo do paralaxe virtual. (a) e´ o resı´duo
obtido para as correspondeˆncias do par GABARITO e (b) e´ o resı´duo para o par QUARTO.
me´todo CSURKA. Isto ocorre tanto com os epipolos pro´ximos ao centro das imagens (figura 4.8(a))
como quando eles tendem para infinito (figura 4.8(b)).
Outro fato a ser observado e´ que a qualidade da estimac¸a˜o obtida pelo me´todo FRANC¸A1 e´
reduzida a` medida que os epipolos tentem ao infinito. Como discutido na sec¸a˜o 4.8, este problema
pode ser contornado atualizando-se o me´todo FRANC¸A1 para o me´todo FRANC¸A3 (sec¸a˜o 3.3.5,
pa´g. 77). Isto pode ser comprovado observando-se o gra´fico da figura 4.8(c) (resultados referentes ao
par de imagens GABARITO). Ale´m disso, como mostra a figura 4.8(d) (referente ao par QUARTO),
aplicando-se as transformac¸o˜s Tt e T′t do me´todo FRANC¸A3, obte´m-se uma “pequena” reduc¸a˜o do
resı´duo mesmo quando os epipolos ja´ tendem ao infinito.
Na figura 4.9, o me´todo FRANC¸A3 e´ comparado aos me´todos BARTOLI e ZHANG. Os gra´ficos
referem-se aos pares GABARITO (figuras 4.9(a) e 4.9(b)), COMPUTADOR (figuras 4.9(c) e 4.9(d))
e QUARTO (figuras 4.9(e) e 4.9(f)). Como pode-se observar, os resultados obtidos com os treˆs
me´todos sa˜o muito semelhantes. Contudo, como a complexidade do me´todo FRANC¸A3 e´ menor,
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Figura 4.8: Gra´ficos (a) e (b) mostram o resı´duo obtido com os me´todos FRANC¸A1 e FRANC¸A2
para os pares (a) GABARITO e (b) QUARTO, e; os gra´ficos do resı´duo obtido com os me´todos
FRANC¸A1 e FRANC¸A3 sa˜o: (c) par GABARITO e (d) par QUARTO
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Figura 4.9: Comparac¸a˜o entre os me´todos 8PONTOS, FRANC¸A3, BARTOLI e ZHANG para: (a)
e (b) o par GABARITO; (c) e (d) o par COMPUTADOR, e; (e) e (f) o par QUARTO.
este merece destaque maior.
Um comenta´rio importante deve ser feito com relac¸a˜o aos resultados do me´todo ZHANG.
Quando Zhang e Loop (2001) apresentaram esse me´todo, seus resultados experimentais o aponta-
ram como sendo equivalente ao CSURKA. Contudo, suas concluc¸o˜es foram baseadas em apenas um
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Figura 4.10: Comparac¸a˜o entre os me´todos ZHANG e CSURKA para: (a) o par de imagens
GABARITO, e; (b) o par QUARTO.
par de imagens (com epipolos no infinito) e um u´nico subconjunto de correspondeˆncias. Agora, pelo
resultado apresentado na figura 4.9, veˆ-se que suas concluso˜es foram equivocadas. Tal fato pode ser
comprovado ainda pelos gra´ficos da figura 4.10. Essa figura mostra uma comparac¸a˜o entre os me´todos
CSURKA e ZHANG. O gra´fico da figura 4.10(a) refere-se ao par de imagens GABARITO. Ja´ o da
figura 4.10(b), ao par QUARTO.
§4.3 Calibrac¸a˜o Binocular
Como discutido na sec¸a˜o 3.4, os me´todos de calibrac¸a˜o propostos atualizam as matrizes de
projec¸a˜o canoˆnicas para as matrizes de projec¸a˜o euclideanas. Isto e´ feito estimando-se os paraˆmetros
intrı´nsecos da caˆmera 1 e a equac¸a˜o do plano no infinito (o vetor W) no sistema de coordenadas do
conjunto binocular. Evidentemente, a eficieˆncia do me´todo de calibrac¸a˜o depende da qualidade da
estimac¸a˜o desses paraˆmetros. Contudo, a exatida˜o da estimac¸a˜o do vetor W e´ difı´cil de ser avaliada,
pois este e´ um paraˆmetro projetivo. Por isso, neste trabalho, tal exatida˜o e´ examinada de forma indi-
reta, examinando-se os paraˆmetros intrı´nsecos da caˆmera 2, ou seja, a matriz A′. Isto e´ va´lido pois a
matriz de projec¸a˜o da caˆmera 1 na˜o sofre nenhuma influeˆncia de W.
O algoritmo linear para o caso do gabarito com movimento irrestrito na˜o foi avaliado, pois, como
discutido no capı´tulo anterior, na presenc¸a de ruı´do, este me´todo na˜o nos leva a resultados u´teis.
Assim, para este tipo de gabarito, apenas o me´todo na˜o-linear foi considerado. Neste caso, para
cada caˆmera, a estimativa inicial (necessa´ria pela rotina de Levenberg-Marquardt) e´ tomada como
θsk = 90°, p0 = [320, 240]
T (o centro das imagens), nx/y = 1 e f e´ suprido pelo me´todo linear que
utiliza gabarito com uma extremidade fixa. Contudo, na pra´tica, esse valor poderia ser obtido, por
exemplo, das especificac¸o˜es do fabricante das caˆmeras.
Para avaliar os algoritmos propostos, foram utilizados dados simulados e dados reais. Nas sec¸o˜es
a seguir, apresenta-se os resultados de ambos os testes.
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Caˆmera 1 Caˆmera 2
f nx/y |π/2 − θsk| u0 v0 f nx/y |π/2− θsk| u0 v0
150 0,9740 6, 67 × 10−6 330 270 200 0,9524 6, 67 × 10−6 336 262
Tabela 4.3: Paraˆmetros intrı´nsecos do conjunto binocular utilizado para gerar os dados da simulac¸a˜o.
4.3.1 Testes com imagens sinte´ticas
Os testes com imagens sinte´ticas foram realizados supondo duas caˆmaras cujos paraˆmetros
intrı´nsecos sa˜o apresentados na tabela 4.3. Tais caˆmeras foram simuladas em um conjunto bino-
cular com 15 cm de separac¸a˜o entre as mesmas. Ale´m disso, uma caˆmera possui, nas treˆs direc¸o˜es,
um pequeno aˆngulo de rotac¸a˜o em relac¸a˜o a outra. Tal aˆngulo varia entre 5 e 15 graus.
Um basta˜o de calibrac¸a˜o de 80 cm de comprimento e com treˆs pontos foi simulado. Os pontos 3D
deste basta˜o foram projetados no plano de imagem das caˆmeras sinte´ticas. Em seguida, tais projec¸o˜es
foram utilizadas para avaliar os algoritmos propostos. Na gerac¸a˜o dos pontos 3D, o aˆngulo do basta˜o
em relac¸a˜o a vertical ficou sempre dentro do intervalo [π/5, π/2]. Ale´m disso, para a simulac¸a˜o de
um basta˜o com uma extremidade fixa, o ponto fixo foi feito igual a M1 = [0,−40, 100]T .
§ Sensibilidade a ruı´do
O primeiro teste efetuado com os dados simulados visa avaliar a influeˆncia do ruı´do sobre os
paraˆmetros estimados. Para isto, as projec¸o˜es dos pontos 3D foram corrompidas, independentemente,
com ruı´do gaussiano de me´dia zero e variaˆncia σ. A cada ensaio, σ variou entre 0,1 e 1 pixel. Ale´m
disso, para cada valor de σ, os paraˆmetros das caˆmeras sa˜o obtidos da mediana de 50 simulac¸o˜es
diferentes. Os resultados desses testes sa˜o apresentados na figura 4.11 (para o basta˜o com uma extre-
midade fixa) e na figura 4.12 (basta˜o com movimento irrestrito). Analisando os gra´ficos, observa-se
que, exceto pelo paraˆmetro sk, a exatida˜o dos paraˆmetros varia quase que linearmente com o ruı´do.
Ale´m disso, os paraˆmetros referentes a caˆmera 2 sa˜o estimados com uma exatida˜o um pouco me-
nor. Este fato esta´ de acordo com o trabalho de Horaud et al. (2000) que demostrou que, no caso da
calibrac¸a˜o binocular por etapas, a parcela dominante do erro e´ devida a equac¸a˜o do plano no infinito.
Os me´todos na˜o-lineares propostos produzem uma melhora significativa na estimac¸a˜o inicial dos
paraˆmetros. Como mostram as figuras 4.11(c) e 4.11(d), o me´todo na˜o-linear para o basta˜o com
uma extremidade fixa reduz os erros quase que pela metade. Enquanto que o me´todo na˜o-linear com
movimento irrestrito reduz o erro por um fator menor (figura 4.12).
Infelizmente, pelos me´todos propostos, a exatida˜o da estimac¸a˜o do paraˆmetro sk da caˆmera 2 e´
muito influenciada pelo nı´vel de ruı´do presente nos dados. Contudo, como discutido na sec¸a˜o 2.1, na
pra´tica, este paraˆmetro e´ muito pro´ximo de zero, pois θsk ≃ π/2. De fato, como argumentado por
Luong e Faugeras (1997), tal paraˆmetro e´ considerado diferente de zero apenas quando e´ necessa´rio
inserir mais restric¸o˜es ao problema de calibrac¸a˜o.
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Figura 4.11: Influeˆncia do ruı´do na eficieˆncia do algoritmo de calibrac¸a˜o com um basta˜o com uma
extremidade fixa. (a) mostra o resultado do me´todo linear para a caˆmera 1 e (b) para a caˆmera 2. Os
resultados do algoritmo na˜o-linear sa˜o apresentados em (a) para a caˆmera 1 e em (b) para a caˆmera 2.









































Figura 4.12: Influeˆncia do ruı´do na eficieˆncia do algoritmo de calibrac¸a˜o com um basta˜o com mo-
vimento irrestrito. (a) mostra o resultado do me´todo na˜o-linear para a caˆmera 1 e (b) para a caˆmera
2.
4.3. Calibrac¸a˜o Binocular 108
§ Influeˆncia do nu´mero de pontos 3D
Outra informac¸a˜o importante e´ saber como a quantidade de correspondeˆncias influencia nos re-
sultados. Ha´ duas formas de obter-se mais correspondeˆncias: aumentando o nu´mero de pontos do
basta˜o ou o nu´mero de imagens capturadas. Um aumento excessivo do nu´mero de pontos do basta˜o
reduz a distaˆncia entre pontos vizinhos. Isto pode reduzir a relac¸a˜o sinal ruı´do e comprometer o re-
sultado. Por isso, a melhor opc¸a˜o e´ aumentar o nu´mero de imagens que fazem parte da sequ¨eˆncia de
calibrac¸a˜o.
Para aferir a influeˆncia do nu´mero de imagens na exatida˜o dos paraˆmetros estimados, como na
sec¸a˜o anterior, um basta˜o com treˆs pontos foi simulado. O nu´mero de pares de imagens utilizados na
simulac¸a˜o variou entre seis e duzentos. Novamente, foram realizadas 50 simulac¸o˜es diferentes para
uma mesma quantidade de imagens. As informac¸o˜es coletadas neste experimento sa˜o apresentadas
na figura 4.13 (para o basta˜o com uma extremidade fixa) e na figura 4.14 (basta˜o com movimento
irrestrito). Com todos os me´todos, observa-se que, para uma quantidade de pares de imagens entre
seis e quarenta, o erro diminui sensivelmente com o aumento do nu´mero de imagens. Contudo, para
40 ou mais pares, o ganho na exatida˜o e´ muito modesto. De fato, dependendo da aplicac¸a˜o, a exatida˜o
obtida com um nu´mero grande de imagens pode na˜o compensar o aumento do custo computacional
do algoritmo.
4.3.2 Testes em imagens reais
O conjunto binocular utilizado nos testes (figura 4.15) e´ formato por duas caˆmeras USB, modelo
Aiptek DV3100. Tais caˆmeras possuem um sensor CCD que permite capturar imagens nı´tidas, com
dimenso˜es de 640× 480 pixels. Inicialmente, os paraˆmetros do par este´reo foram conhecidos atrave´s
de um experimento de extrema exatida˜o. Isto e´ importante para avaliar a eficieˆncia dos me´todos
propostos. Ale´m disso, os resultados obtidos sa˜o comparados a de outro me´todo na˜o-linear, o me´todo
de Zhang (2000).
Nas sec¸o˜es a seguir, os experimentos sa˜o descritos em detalhes e os resultados sa˜o apresentados.
§ Paraˆmetros absolutos
Para avaliar os me´todos de calibrac¸a˜o propostos, e´ necessa´rio conhecer os paraˆmetros do conjunto
binocular utilizado nos testes. Para isso, um gabarito 3D foi confeccionado e, com auxı´lio de um
microˆmetro de rosca com uma haste de 75 mm, suas dimenso˜es foram medidas com uma incerteza de
0,01 mm. Ale´m disso, como mostra a figura 4.16, as faces do gabarito sa˜o de cor branca, sendo que
duas delas possuem 100 padro˜es circulares da cor preta. Do trabalho de Heikkila¨ (2000), o centro´ide
de tais padro˜es pode ser conhecido com uma exatida˜o de 0,05 pixels. Uma vez que todos os dados
foram extraı´dos, a calibrac¸a˜o foi efetuada utilizando o algoritmo 2.6, na pa´gina 41.
Devido a exatida˜o do dados 3D e 2D utilizados, os paraˆmetros do conjunto binocular obtidos
neste experimento e disponı´veis na tabela 4.4 sa˜o considerados “paraˆmetros reais ou absolutos”. Por
isso, estes foram utilizados para avaliar a precisa˜o dos me´todos testados.
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Figura 4.13: Influeˆncia do nu´mero de pares de imagens na eficieˆncia do algoritmo de calibrac¸a˜o com
um basta˜o com uma extremidade fixa. (a) mostra o resultado do me´todo linear para a caˆmera 1 e (b)
para a caˆmera 2. Os resultados do algoritmo na˜o-linear sa˜o apresentados em (a) para a caˆmera 1 e em
(b) para a caˆmera 2.
§ Calibrac¸a˜o com um plano
A exatida˜o dos me´todos de calibrac¸a˜o propostos foram comparadas a do me´todo de Zhang (2000).
O gabarito utilizado no me´todo e´ um plano com um padra˜o quadriculado, logo sua confecc¸a˜o e´ mais
simples que a do gabarito utilizado no me´todo da sec¸a˜o anterior.
Na calibrac¸a˜o, o gabarito deve fazer movimentos gene´ricos. Enta˜o, ale´m dos paraˆmetros
intrı´nsecos das caˆmeras, a cada deslocamento, as coordenadas 3D dos pontos do gabarito, a ma-
triz rotac¸a˜o, Ri, e o vetor translac¸a˜o, ti, do plano em relac¸a˜o a caˆmera tambe´m devem ser estimados.
Para tal estimac¸a˜o, dado n deslocamentos de um gabarito com m pontos, Zhang (2000) propoˆs a





‖mji − m̂(A,Ri, ti,Mji)‖2, (4.2)
onde mji e´ a projec¸a˜o do ponto Mji, durante o i-e´simo deslocamento, e m̂ e´ o ponto estimado.
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Figura 4.14: Influeˆncia do nu´mero de pares de imagens na eficieˆncia do algoritmo de calibrac¸a˜o com
um basta˜o com movimento irrestrito. (a) mostra o resultado do me´todo na˜o-linear para a caˆmera 1 e
(b) para a caˆmera 2.
Figura 4.15: Conjunto binocular utilizado nos experimentos.
Para n deslocamentos e um gabarito com m pontos, o nu´mero de inco´gnitas que devem ser es-
timadas e´ iqual a 5 + 5n + 3mn. Ale´m disso, apesar do problema tambe´m poder ser particionado
e adaptado ao algoritmo 3.5, a sua complexidade ainda e´ bem mais elevada que as dos algoritmos
propostos neste trabalho. Isto e´ devido ao nu´mero maior de inco´gnitas e, principalmente, pelo fato
da equac¸a˜o 4.2 estimar os paraˆmetros intrı´nsecos de apenas uma caˆmera do par este´reo, ou seja, sa˜o
necessa´rias duas minizac¸o˜es para determinar todos os paraˆmetros do par este´reo.
Neste trabalho, utilizou-se um gabarito planar com 121 pontos. Durante a calibrac¸a˜o, foram re-
alizados 10 deslocamentos e uma sequ¨eˆncia com 10 imagens este´reo, como as da figura 4.17, foram
capturadas. Em seguida, a implementac¸a˜o de Bouguet (2004) do algoritmo de Zhang (2000), dis-
ponı´vel livremente na internet, foi utilizada para estimar os paraˆmetros do conjunto binocular. Os
resultados sa˜o apresentados na tabela 4.4.
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Figura 4.16: Gabarito de calibrac¸a˜o utilizados nos testes.
Figura 4.17: Exemplos da sequeˆncia de imagens utilizada na calibrac¸a˜o do conjunto binocular com
um gabarito linear.
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Figura 4.18: Exemplos da sequeˆncia de imagens utilizada na calibrac¸a˜o do conjunto binocular com
um gabarito planar.
§ Calibrac¸a˜o com uma haste
Para os testes com uma haste graduada, o gabarito da figura 4.18 foi confeccionado. Este e´
composto por um fio de cobre com 6 esferas brancas. Cada esfera tem cerca de 1,5 cm de diaˆmetro.
Apo´s o gabarito ser confeccionado, a distaˆncia entre uma esfera e outra foi medida com auxı´lio de
uma re´gua comum. Quando necessa´rio, uma das extremidades do fio de cobre foi fixa em um suporte,
enquanto que a outra deslocava-se livremente. Neste caso, a projec¸a˜o do ponto fixo foi estimada como
discutido na sec¸a˜o 3.4.4.
Para capturar as imagens utilizadas nos testes, o gabarito foi movido a frente das caˆmeras e uma
sequ¨eˆncia com 60 imagens este´reo foi capturada por cada caˆmera do conjunto binocular. Devido
as imagens serem consecutivas, desde que a localizac¸a˜o das esferas seja marcada manualmente no
primeiro par de imagens e os respectivos centro´ides conhecidos, e´ simples identifica´-las nas outras
imagens com o auxı´lio de um algoritmo de rastreamento1 , baseado em um algoritmo blob gaussiano
(LINDEBERG, 1994, Cap. 7).
Para fa´cil visualizac¸a˜o, os resultados de todos os me´todos avaliados sa˜o apresentados na tabela
4.4. Observe que apenas os paraˆmetros obtidos com o gabarito 3D (referenciado na tabela como
REAIS) sa˜o dados de forma absoluta. Todos os outros me´todos sa˜o valores dados em percentagem
(referente ao erro relativo aos paraˆmetros REAIS).
Analisando os dados, nota-se que, como revelado pela simulac¸a˜o, o paraˆmetro θsk e´ estimado com
um erro elevado (mais de 5 %). Contudo, se θsk for considerado igual a π/2, ou seja, este paraˆmetro
na˜o for incluı´do na estimac¸a˜o, o erro cometido e´ de apenas 0,01 %.
Quando comparado ao me´todo com gabarito irrestrito (referenciado na tabela 4.4 por LIVRE),
o me´todo de calibrac¸a˜o que utiliza um gabarito com uma extremidade fixa (referenciado por FIXO)
produz uma melhor estimac¸a˜o dos paraˆmetros das caˆmeras. Este fato, associado com a menor com-
plexidade, torna este o me´todo mais indicado. Ale´m disso, o fato de ter uma extreminadade fixa
1Do ingleˆs: tracking.
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Caˆmera 1 Caˆmera 2
Me´todo f nx/y θsk u0 v0 f nx/y θsk u0 v0
REAIS 205,97 1,02 90.01 330,56 270,67 201,89 1,02 90,01 336,67 262,23
ZHANG 1,56 1,69 0,50 3,76 2,89 1,86 1,58 0,53 3,51 3,01
LIVRE 3,08 2,98 6,04 4,01 3,56 2,49 2,56 5,76 4,01 4,38
FIXO 2,19 2,30 5,41 3,53 3,60 2,33 2,27 5,78 2,76 3,69
Tabela 4.4: Resultados experimentais da calibrac¸a˜o do conjunto binocular (θsk e´ dado em graus).
Observe que apenas os paraˆmetros REAIS sa˜o valores absolutos. Os resultados de todos os outros
me´todos sa˜o dados na forma do erro relativo (em percentagem) aos paraˆmetros REAIS.
na˜o e´, necessariamente, uma desvantagem, pois, mesmo quando o gabarito efetua um movimento
irrestrito, este precisa ter algum tipo de suporte para efetuar o movimento. Assim, para que uma das
extreminades seja fixa, basta limitar o movimento que o gabarito faz em seu suporte.
De uma forma geral, a exatida˜o obtida pelo me´todo de Zhang (2000) (referenciado na tabela
por ZHANG) foi um pouco melhor que a dos me´todos propostos. Contudo, este fato foi devido
principalmente a` confecc¸a˜o do gabarito de calibrac¸a˜o. No me´todo de Zhang (2000), o gabarito foi
confeccionado com ajuda do computador, logo as dimenso˜es do gabarito sa˜o conhecidas com exa-
tida˜o. No caso dos me´todos propostos, o gabarito foi confeccionado a` ma˜o, com auxı´lio de uma
re´gua ordina´ria. Levando este fato em considerac¸a˜o, os resultados da tabela 4.4 demonstram que a




Neste trabalho, apresentaram-se algumas contribuic¸o˜es a` calibrac¸a˜o de um conjunto binocular.
Estas sa˜o relativas a` correspondeˆncia de pontos em imagens este´reo, ca´lculo da matriz fundamental e
calibrac¸a˜o com um gabarito de uma u´nica dimensa˜o.
Talvez, devido a` popularidade das te´cnicas de calibrac¸a˜o cla´ssica, maior eˆnfase e´ dada ao processo
de correspondeˆncia de pontos em sistemas ja´ calibrados. Para o caso na˜o-calibrado, os algoritmos
disponı´veis sa˜o, na maioria das vezes, pouco eficientes, pois utilizam te´cnicas complexas e de custo
computacional elevado ou, ao contra´rio, usam uma medida de semelhac¸a simples, que forma um
conjunto de correspondeˆncia inicial pouco confia´vel, e, em seguida, aplicam a restric¸a˜o epipolar,
atrave´s de algoritmos como o RANSAC ou LMedS, para identificar os candidatos confia´veis. Neste
u´ltimo caso, devido ao grande nı´vel de ambigu¨idade, o algoritmo de correspondeˆncia requer muitas
iterac¸o˜es. Em oposic¸a˜o, o algoritmo de correspondeˆncia proposto utiliza te´cnicas simples, mas muito
eficientes, pois consegue estabelecer um conjunto de correspondeˆncia inicial reduzido, mas confia´vel.
Tal confianc¸a e´ aumentada ao longo de treˆs fases distintas. O resultado e´ um algoritmo simples, eficaz
e ra´pido.
A ana´lise dos resultados da sec¸a˜o 4.1 mostra que a transformada censo, em conjunto com a
distaˆncia Hamming, constitui uma excelente medida de semelhanc¸a entre pontos. Ale´m disso, a
equac¸a˜o (3.2) possibilita uma pra´tica ferramenta para reduc¸a˜o da ambiguidade no processo de cor-
respondeˆncia. Contudo, o me´todo ainda pode ser melhorado. Possivelmente, uma alterac¸a˜o que au-
mentaria significativamente a confianc¸a das correspondeˆncias, e´ estabelecer um limiar ma´ximo para a
distaˆncia Hamming, ou seja, uma correspondeˆncia fora desse limiar seria desconsiderada. Entretanto,
a escolha de tal limiar deve ser feita dinamicamente, de acordo com o conjunto total de possı´veis
correspondeˆncias. Um estudo deste tipo foi realizado recentemente por Kanatani e Kanazawa (2004),
para o caso da equac¸a˜o (2.9). Um estudo semelhante para o caso da transformada censo reduziria o
nu´mero de iterac¸o˜es necessa´rias a` terceira fase do algoritmo proposto. Contudo, evidentente, aumen-
taria o seu custo computacional.
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O processo de estimac¸a˜o da matriz fundamental ainda carece de uma te´cnica que obtenha resul-
tados exatos a um custo computacional aceita´vel. Os algoritmos propostos neste trabalho apontam
nessa direc¸a˜o. O primeiro constitui um me´todo linear. Contudo, apenas fornece um resultado cuja
qualidade esta´ entre a obtida pelo me´todo de Hartley (1997) e a devida a` maioria dos algoritmos
na˜o-lineares. No entanto, como tem uma soluc¸a˜o linear, pode ser utilizado como uma alternativa aos
me´todos na˜o-lineares mais exatos em sistemas que, por exemplo, tenham baixa capacidade de proces-
samento. Por outro lado, o algorimo na˜o-linear proposto, baseado no paralaxe virtual, tem exatida˜o
semelhante a` maioria dos me´todos na˜o-lineares. Contudo, este usa uma parametrizac¸a˜o com apenas
cinco inco´gnitas e um u´nico espac¸o de busca. Por isso, o seu custo computacional e´ menor.
Os me´todos de calibrac¸a˜o propostos foram desenvolvidos com o objetivo de flexibilizar o processo
de calibrac¸a˜o. Seu u´nico pre´-requisto e´ que o conjunto binocular “observe” um gabarito de uma u´nica
dimensa˜o como, por exemplo, um basta˜o graduado ou um corda˜o de esferas, enquanto este realiza
um movimento. Tal movimento na˜o precisa ser conhecido, mas na˜o deve ser uma translac¸a˜o pura ou,
evidentemente, apenas rotacional.
Quando comparados a te´cnicas de calibrac¸a˜o automa´tica ou mesmo a`s que utilizam gabaritos mais
complexos, os me´todos propostos ganham em eficieˆncia, pois possuem custo computacional menor
que as te´cnicas automa´ticas e sa˜o bem mais flexı´veis que os me´todos cla´ssicos. Ale´m disso, como
mostram os experimentos realizados em imagens reais e sinte´ticas, a exatida˜o obtida com as te´cnicas
propostas e´ da mesma ordem de grandeza das obtidas com os me´todos tradicionais.
A principal vantagem dos me´todos propostos e´ utilizar um gabarito de simples confecc¸a˜o. Isto
torna a calibrac¸a˜o fa´cil de ser executada. Assim, no futuro, o me´todo podera´ ser utilizado, inclusive,
por pessoas sem conhecimento te´cnico, em aplicac¸o˜es dome´sticas de entretenimento. Contudo, para
que isto seja possı´vel, o modelo da caˆmera deve ser alterado para levar em considerac¸a˜o a distorc¸a˜o ra-
dial (presentes em caˆmeras de baixo custo) e deve ser pesquisada alguma forma de detectar sequ¨eˆncias
de movimentos que possam causar singularidades na minimizac¸a˜o.
Na calibrac¸a˜o com gabarito de movimento irrestrito, uma outra contribuic¸a˜o importante seria
desenvolver um algoritmo linear robusto para inicializar a minimizac¸a˜o na˜o-linear. Isto tornaria
o me´todo mais geral, pois eliminaria a necessidade do conhecimento pre´vio de uma estimac¸a˜o da
distaˆncia focal da caˆmera.
APEˆNDICE A
GEOMETRIA PROJETIVA
Uma das mais poderosas ferramentas matema´ticas utilizadas na visa˜o este´reo e´ a geometria pro-
jetiva. Tal geometria possui conceitos que fogem um pouco do senso comum. Por isso, alguns
resultados, importantes que sa˜o utilizados para derivar grande parte da teoria dos capı´tulos anteriores,
sa˜o descritos a seguir.
§A.1 Raza˜o Cruzada
Ao contra´rio da geometria euclidiana, na geometria projetiva a raza˜o de comprimentos sobre
uma reta varia sobre transformac¸o˜es. Contudo, a raza˜o de razo˜es (ou raza˜o cruzada) e´ invariante a
transformac¸o˜es projetivas. Assim, se um ponto mi em uma reta for representado em coordenadas
homogeˆneas por m˜i = [ui, ti]T , dado quatro pontos m1, m2, m3 e m4, pertencentes a mesma reta,











Assim, dado o valor de Cross(m1,m2,m3,m4) e as coordenadas de treˆs pontos dentre
{m1,m2,m3,m4}, e´ possı´vel estimar as coordenadas do ponto restante.
§A.2 Intersecc¸a˜o de uma reta com a reta no infinito
Proposic¸a˜o A.1 Considere l = [a, b, c]T uma reta no espac¸o P2. Esta reta intercepta a reta no
infinito, l∞ = [0, 0, 1]T , no ponto m˜∞ = [b,−a, 0]T .
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Prova: Veja (HARTLEY; ZISSERMAN, 2000, Sec. 1.2) para prova.
§A.3 Projec¸a˜o ortogonal de um ponto em uma reta
Frequ¨entemente, e´ necessa´rio calcular a projec¸a˜o ortogonal de um ponto em uma reta. Para isto,
pode-se utilizar a proposic¸a˜o a seguir.
Proposic¸a˜o A.2 Considere um ponto m˜ = [u, v, 1]T e uma reta l = [a, b, c]T , com b 6= 0, no espac¸o








onde λ = b2u−abv−ac
a2+b2
.
Prova: ´E fa´cil verificar que um ponto sobre l tem a forma m˜′ = [λ,− c+aλb , 1]T . Ale´m disso,







Agora,m′ e´ a projec¸a˜o ortogonal dem em l, se e somente se, d2(m,m′) for igual a distaˆncia mı´nima
entre m e l. Como, d2(m,m′) e´ mı´nima quando λ = b2u−abv−ac
a2+b2
, a prova esta´ concluı´da.
A proposic¸a˜o A.2 exige quem na˜o esteja no infinito e l = [a, b 6= 0, c]T . Quando essas condic¸o˜es
na˜o forem satisfeitas, deve-se utilizar transformac¸o˜es que levem m e l a um referencial no qual tais
condic¸o˜es sejam va´lidas.
§A.4 Homografia induzida por um plano
Considere um plano, Π, no espac¸o projetivo 3D. Se um ponto, M, pertence a Π e m1i e m2i sa˜o
projec¸o˜es deste ponto nos planos I1 e I2 respectivamente, enta˜o, m˜2i ≃ Hpim˜1i, onde Hpi e´ uma
matriz 3× 3 e e´ chamada de “homografia induzida pelo plano Π”.
Um plano muito citado na literatura de visa˜o este´reo e´ o plano no infinito, Π∞. Este plano e´
formado por todos os pontos que esta˜o no infinito e e´ definido por Π∞ = [0, 0, 0, 1]T . A homografia
induzida por este plano e´ chamada de “homografia do infinito”, H∞. Ela mapeia projec¸o˜es de pontos
em Π∞ entre as duas imagens (figura A.1). Ale´m disso,
H∞ = A
′RA−1. (A.1)








Figura A.1: Podemos utilizar o fato que retas paralelas encontram-se no infinito para obtermos
projec¸o˜es de pontos que esta˜o em Π∞. As projec¸o˜es de pontos neste plano esta˜o relacionadas por
H∞.
Se A = A′, ou seja, as imagens forem capturadas por uma mesma caˆmera, mas de posic¸o˜es
diferentes, a equac¸a˜o anterior conduz a um resultado importante que e´ resumido na proposic¸a˜o a
seguir.
Proposic¸a˜o A.3 Se H∞ e´ conhecida, a matriz A pode ser obtida resolvendo-se
hik = 0, (A.2)
onde k = [k1, k2, k3, k4, k5, k6]T e´ composto pelos elementos da matriz do cone dual e hi e´ uma
matriz 9× 6 com os coeficientes de nove equac¸o˜es lineares obtidas de (A.1).
Prova: Da equac¸a˜o (A.1) e´ imediato que R = A−1H∞A. Assim, da proposic¸a˜o 2.2 (pa´g. 10),





onde K = AAT e´ a matriz do dual cone, ω∗.
A equac¸a˜o (A.3) nos fornece nove equac¸o˜es em func¸a˜o dos seis elementos deK. Com isso, (A.3)
pode ser re-escrita como (A.2). Contudo, na auseˆncia de ruı´do, o posto de hi e´ quatro. Assim, (A.2)
deve ser resolvido utilizando o procedimento da sec¸a˜o B.2.2 (pa´g. 122) e a proposic¸a˜o 2.6 (pa´g. 46)
para obtermos uma restric¸a˜o extra.
Uma vez que K for conhecida, a proposic¸a˜o B.1 (pa´g. 120) pode ser utilizada para obter-se A.
Se a caˆmera realiza dois ou mais deslocamentos, a proposic¸a˜o a seguir pode ser utilizada para
encontrar a matriz A.
Proposic¸a˜o A.4 Se uma caˆmera realiza n deslocamentos de uma posic¸a˜o, i, para outra posic¸a˜o,
(i + 1), para cada deslocamento, e´ possı´vel estimar uma homografia do infinito, H∞i(i+i). Ale´m










Figura A.2: O correspondente do ponto m11 esta´ sobre o segmento de reta m∞e2.








Um observac¸a˜o importante e´ que, se H∞ e´ conhecida, ela facilita o processo de correspondeˆncia
de pontos. Pois, dado um pontom1i em I1, o correspondente deste ponto em I2 esta´ sobre o segmento
de reta m∞e2, onde m∞ = H∞m˜1i (figura A.2).
APEˆNDICE B
FERRAMENTAS MATEMA´TICAS
Ale´m da fatorac¸a˜o de Cholesky, algoritmos de minimizac¸a˜o baseados nos quadrados-mı´nimos sa˜o
ferramentas muito utilizadas ao longo de todo o texto. Neste apeˆndice, tais ferramentas sa˜o descritas
em detalhes e algumas proposic¸o˜es sa˜o apresentadas.
§B.1 Fatorac¸a˜o de Cholesky
Para determinar os paraˆmetros intrı´nsecos da caˆmera a partir da matriz,K, do cone dual, podemos
utilizar a fatorac¸a˜o de Cholesky, resumida na proposic¸a˜o a seguir.
Proposic¸a˜o B.1 Se K ∈ IRn×n e´ sime´trica e positivamente definida, enta˜o existe uma u´nica matriz
triangular superior, A ∈ IRn×n, cujos elementos da diagonal principal sa˜o todos positivos e K =
AAT .
Prova: Veja (GOLUB; Van Loan, 1996, pa´g. 143) para prova.
Com o suporte dado pela proposic¸a˜o anterior, os paraˆmetros intrı´nsecos da caˆmera podem ser
determinados facilmente como segue.
Considere, A dado por (2.4), temos
K =




2 + (f cot θsk)
2 + u0 f
2 nx/y cot θsk + u0v0 u0
f2 nx/y cot θsk + u0v0 (f cot θsk)
2 + v20 v0
u0 v0 1

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nx/y = (k2 − u0v0)/(f2 cot θsk),.
(B.1)
§B.2 Soluc¸a˜o dos Quadrados-Mı´nimos para Ax = 0
Considerando A ∈ IRm×n e x ∈ IRm×1, onde m ≥ n, devemos encontrar x que satisfac¸a
Ax = 0.
Na pra´tica, na presenc¸a de ruı´do, devemos resolver o sistema de equac¸o˜es anterior como sendo
min
x
‖Ax‖2 = 0, sujeito a ‖x‖2 = 1. (B.2)
Para resolver o problema anterior, podemos encontrar duas situac¸o˜es: (a) o posto de A e´ igual a
(n− 1) ou (b) o posto e´ igual a (n− p), onde p > 1. Cada uma dessas situac¸o˜es e´ analisada a seguir.
B.2.1 Soluc¸a˜o para posto igual a (n− 1)
O problema (B.2) pode ser reformulado, usando o multiplicador de Lagrange λ, como um pro-
blema irrestrito, ou seja,
min
x





a condic¸a˜o ∂C/∂x = 0 nos leva a ATAx = λx, ou seja, x precisa ser um autovetor de ATA,
associado ao autovalor λ. Como desejamos o mı´nimo da func¸a˜o, este resultado nos leva a seguinte
proposic¸a˜o.
Proposic¸a˜o B.2 Dado um sistema Ax = 0, onde A ∈ IRm×n, x ∈ IRm×1 e m ≥ n, se o posto de
A e´ igual a (n− 1), a soluc¸a˜o e´ o autovetor de ATA que corresponde ao menor autovalor.
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B.2.2 Soluc¸a˜o para posto igual a (n− p)
Como no caso anterior, a soluc¸a˜o esta´ nos autovetores de ATA. Contudo, como o posto de
A e´ (n − p), existe p autovetores, V1, V2,...,Vp, que correspondem ao autovalor nulo. Assim, o
autoespac¸o associado tem dimensa˜o p. Ale´m disso, os autovetores que correspondem ao autovalor
nulo formam uma possı´vel base desse autoespac¸o, ou seja, todas as possı´veis soluc¸o˜es para o pro-
blema sa˜o representadas por
V(α1, α2, . . . , αp) = α1V1 + α2V2 + . . . + αpVp.
Em particular, se p = 2, a equac¸a˜o anterior pode ser simplificada para
V(α) = V1 + (1− α)V2.
Neste caso, uma outra restric¸a˜o deve ser usada para encontrar α e obtermos uma soluc¸a˜o u´nica para
o problema (B.2).
§B.3 Soluc¸a˜o dos Quadrados-Mı´nimos para Ax = b
Considerando A ∈ IRm×n, x ∈ IRm×1 e b ∈ IRm×1, onde m ≥ n, devemos encontrar x que
satisfac¸a
Ax = b.
Na pra´tica, na presenc¸a de ruı´do, devemos resolver o sistema de equac¸o˜es anterior como sendo
min
x
‖Ax− b‖2 = 0.
SeATA e´ inversı´vel, a soluc¸a˜o do problema da equac¸a˜o anterior e´ dada por
x = (ATA)−1ATb. (B.3)
§B.4 Algoritmo Levenberg-Marquardt
Considere a seguinte func¸a˜o na˜o-linear
F(Y) = X, (B.4)
onde X ∈ IRM e Y ∈ IRN sa˜o vetores e M ≥ N . Frequentemente, e´ necessa´rio estimar o vetor Ŷ
que melhor ajusta-se a um vetor X medido. Tal problema pode ser reformulado como, dado o vetor
X, encontrar Ŷ que minimiza ‖ǫ‖, sujeito a X = F(Ŷ) + ǫ.
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Dada uma estimac¸a˜o inicial Ŷ, o me´todo de Newton (PRESS et al., 1992) a melhora assumindo
que F(Ŷ +∆) = F(Ŷ) + J∆, onde J e´ a matriz jacobiana, ou seja, J = ∂X/Y. Dessa forma,
minimizar ‖ǫ‖ equivale a minimizar
‖ǫ− J∆‖, (B.5)
que e´ o mesmo que resolver
JTJ∆ = JT ǫ. (B.6)
Ale´m disso, a soluc¸a˜o refinada, Ŷr, e´ dada por
Ŷr = Ŷ +∆ (B.7)
e pode ser melhorada iterativamente.
Levenberg (1944) propoˆs alterac¸o˜es no me´todo de Newton que aceleram, significativamente, a sua
convergeˆncia. Tais alterac¸o˜es foram aperfeic¸oadas por Marquardt (1963) e, atualmente, o algoritmo
e´ chamado Levenberg-Marquardt.
No algoritmo Levenberg-Marquardt, a diagonal principal da matriz JTJ, da equac¸a˜o (B.6), e´
multiplicada por (1 + λ). Tipicamente, λ e´ feito igual a 10−4 inicialmente. Contudo, a cada iterac¸a˜o
o valor de λ e´ alterado. Se a soluc¸a˜o de (B.6) conduzir a uma reduc¸a˜o do resı´duo, λ e´ devidido por
10. Caso contra´rio, este e´ multiplicado por 10.
A versa˜o do algoritmo de Levenber-Marquardt utilizada neste trabalho e´ a contida na biblioteca
VXL (VANROOSE, 2004). Tal implementac¸a˜o permite definir diversos aspectos da minimizac¸a˜o e,
baseado em uma estimac¸a˜o da matriz Hessiana, nos permite saber se a soluc¸a˜o convergiu para um
mı´nimo local ou na˜o.
APEˆNDICE C
ARTIGOS PUBLICADOS
Neste apeˆndice, apresenta-se a lista de artigos publicados pelo autor durante o desenvolvimento
do trabalho e que teˆm relac¸a˜o com o mesmo. Como outros artigos ainda esta˜o sendo escritos, espera-
se que a lista de publicac¸o˜es aumente apo´s a versa˜o final deste texto ser concluı´da.
§C.1 Artigos publicados em perio´dicos
Jose´ A. de Franc¸a; Marcelo R. Stemmer e Maria B. de M. Franc¸a, ”Algoritmo robusto para cor-
respondeˆncia de pontos em imagens estereosco´picas na auseˆncia de calibrac¸a˜o”, Semina: Cieˆncias
Exatas/Tecnolo´gicas, Londrina, vol. 26, n. 1, 2006. ISSN 1679-0375. In press.
§C.2 Artigos publicados em congressos
Jose´ A. de Franc¸a and Marcelo R. Stemmer, ”Um novo algoritmo na˜o-linear para ca´lculo da matriz
fundamental”, XV Congresso Brasileiro de Automa´tica, Gramado, Brazil, september 2004.
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