In practice, it is important to evaluate the quality of research, in 
Introduction
In this paper we try to measure the quality of publications in the field of Information Systems, also known as management information systems (MIS) or business computing (we distinguish between the field 'Information Systems' in capital letters and its object of study 'information systems'. Related fields are management, computer, and organizational sciences. We do not focus on Computer Science in general. In §4.1 we shall define this field by specifying which set of journals and proceedings is to be sampled.
The practical problem that motivated our investigation is the evaluation of research by faculty members of the School of Economics and Business Administration (in Dutch, FEW) of Tilburg University (KUB), but obviously similar problems must be addressed by all universities! Before we started, our School had already decided that an important measure for this evaluation should be the 'impact factor', defined by the Institute for Scientific Information (ISI), as follows (see ISI 1993, pp. 10-11) .
The impact factor for journal j in year t is the ratio of (i) the total number of citations received by all the articles published in this journal j in the preceding two years t -1 or t -2 , from all journals (including j) that are included in the ISI data bases, and (ii) the total number of articles in that same journal j in the same time window [t -1, t -2] . (For a comprehensive discussion of citation indexing and its use we refer to Garfield (1979) .) Note that we may speak of a citing/cited, input/output, or export/import publications.
We emphasize that this definition of impact implies that general journals may have a higher impact factor than specialist journals. Similar idiosyncrasies hold for proceedings and books.
Likewise, survey articles tend to receive more citations than technical articles do. Impact factors vary drastically over subcategories: for example, in 1996 the maximum impact factor was 1.777 in the Information Systems subcategory, but it was 2.654 in the Artificial Intelligence subcategory. We suggest to standardize across fields through their median impact factors: divide the impact factor of an individual journal or proceedings by the median value of that whole field (e.g., Information Systems); also see Van Damme (1998, pp. iii, 10, 12) .
Medians are known to be more robust estimators of location than means or maxima. The use of ranked lists per field implies that scientists working on the 'borderline' of a discipline, may 'shop around' among subdisciplines in the SCI and in the SSCI.
Further, the impact factor varies over time. Our case study is an update of other publications (which, however, use other methodologies). For example, Holsapple et al. (1993, p. 237) concludes that citation patterns do change over time: proceedings have shown an increasing trend, whereas books have shown a decreasing trend. But Hardgrave and Walstrom (1997, p. 121) states: 'The "top 10" journal rankings have shown relative stability since 1991'. Also see Walstrom et al. (1995, p. 106) and Van Damme (1998, p. 16) .
Given the decision to use impact factors, a practical problem is that members of our department of Information Systems ('bestuurlijke informatiekunde' or BIK) claim that proceedings are an important publication outlet for this new field; ISI, however, measures impact factors for only a few proceedings, none in Information Systems! Moreover, ISI does not rank all journals that are considered to be relevant for Information Systems; examples are many new journals and European journals. (For different fields, Van Damme (1998, p. 9) gives percentages of articles published in ISI journals; for example, in Economics this is 58%, whereas in Information Systems it is only 12%.) Finally, ISI does not collect references to books.
So our main problems are (i) to rank non-ISI journals relative to ISI-journals, and (ii) to rank proceedings relative to ISI-journals. To solve this problem, we use a sampling approach.
First we sample one article from each journal -ISI and non-ISI -that we think is relevant for Information Systems (second, we sample articles from proceedings; see next paragraph). This population consists of 170 journals, but some journals are rejected (see below) or cannot be retrieved. Altogether we sample 123 journal articles. Next we collect the list of references per article, and we count how many times a specific journal, proceedings, or book publisher is cited.
There may be 'inbreeding': authors refer relatively often to articles in the journal or proceedings that publishes their paper (also see Suomi (1993) , who studies American versus European inbreeding). Therefore we take a second sample that comes from a (citing) population of proceedings in Information Systems.
Our methodology implies sampling error. This error is measured through 1 -" confidence intervals. To obtain these intervals, we use a statistical technique called bootstrapping. This technique gives estimated distribution functions (EDFs, cumulative frequency distributions), which we use to place publications into a number of homogeneous quality classes.
We organize this paper as follows. In §2 we detail reasons for measuring quality, and we give references to the literature. In §3 we spell out our assumptions, so the readers can judge the generality of our methodology. In § 4 we discuss details of our methodology. In §5 we apply this methodology to the field of Information Systems, and give the results of this case study. In §6 we summarize our conclusions. Three appendixes give details. (A short version of this paper is Kleijnen and Van Groenendaal 2000.) 
Quality measurement in the literature
The search for the 'holy grail' of measurable quality is not new. For example, Holsapple et al. (1993) lists seven studies on the quality of Information Systems publications; these studies were published between 1982 and 1991. We add some more publications: Anbar (1997), Cheng et al. (1996) , Hardgrave and Walstrom (1997) , Nord and Nord (1995) , Ramesh and Stohr (1989) , Robey et al. (1998) , Van Heck, Papazoglou, and Ribbers (1997) , and Walstrom, Hardgrave, and Wilson (1995) . Journals in many other research areas have also been classified; for example, Holsapple et al. (1995) classify journals on Decision Support Systems, and Tahai and Rigsby (1998) review and classify the field of Accounting.
In general, the discussion on the measurement of the quality of scientific publications and research has intensified over these last years, as witnessed by articles in the scientific and the popular press; see Van Dalen (1997) , Van Dalen and Henkens (1999) , Van Damme (1996 , 1998 ) and also Pieters et al. (1999) . (Many more references -mainly to Dutch publicationsmay be obtained from the authors.) Various reasons for identifying the 'best' publication outlets are discussed in Holsapple et al. (1993) and Walstrom et al. (1995) ; for counterarguments see Woolsey (1978) .
In both the literature and practice, ISI's impact factor plays an important role. Its definition (see §1) tends to discount the advantage of larger and older journals. Holsapple et al. (1994) , however, normalizes by taking into account the number of years a journal has been published.
Van Damme (1998, p. 9 ) also gives a critique on the impact factor. Note that the impact factor's numerator (number of citations) and denominator (number of articles) are also published individually, so we might decide to use only numerators to rank publications (see below).
ISI has three data bases, which together cover 6,000 journals from 60 countries! The impact factors are computed from all three data bases; see ISI (1993, p. 7) . However, we expect that the third data base does not contain journals that refer to Information Systems publications, so only two data bases are important for Information Systems, namely the Social Sciences Citation Index (SSCI) and the Science Citation Index (SCI). Holsapple et al (1993) uses the SSCI only. However, the other data base, SCI, does contain the category 'information systems', and it ranks well-known Information Systems journals such as MIS Quarterly and Wirtschafsinformatik. So for our sample we shall use both data bases, and some more sources (see below).
The impact factor's definition includes a time window of two years. Nevertheless, ISI (1993, p. 6) itself states: 'In some fields, five-year impact factors may be more appropriate ...'.
Van Damme (1998, p. 9) says: 'in economics, the impact usually reaches a maximum ... in the third or fourth year'. So we conclude that a two-year window is too small for Information Systems: top journals in Information Systems have long publication delays (the refereeing process takes long). Therefore we shall concentrate on an infinite time window: we count all references to articles published in a particular journal (e.g., CACM) -whatever the publication date of that cited article is; these references are collected from the reference list at the end of the sampled article (e.g., MIS Quarterly). (A peculiar example is the 21 references that Econometrica received from a single article sampled from Journal of Group Decision and Negotiation, JGDN; see §5.) Our School uses the ISI impact factors; see Van Damme (1996) . This approach is expected to be followed by all thirteen Schools of Economics and Business Administration in the Netherlands. This approach, however, misses important information: ISI does not give impact factors for proceedings, books, and certain journals. To evaluate the relative importance of the three types of media, Holsapple et al. (1993, p. 234) gives the relative number of citations:
53.7% for journals, 34.8% for books, and 11.5% for proceedings. (Unfortunately, Holsapple et al. gives neither the titles of these proceedings, nor the publisher names.) For Artificial Intelligence, Cheng et al. (1996) give the following percentages for 1993: 43, 24, 26. Besides the question about the importance of proceedings relative to journals, there is the question about the ranking of proceedings among themselves. Hardgrave and Walstrom (1997, p.123) mentions that the respondents of their questionnaires rank five conferences as top meetings; see Appendix 1 for names (we shall return to this top-five). An older, slightly different ranked list of conferences (based on a 1991 study) is published in Walstrom et al. (1995) .
The ISI data bases are available (not free of charge!) to the public. ISI is a well respected institute; for example, its SCI is the basis for a recent article (on the scientific wealth of nations) in the prestigious journal, Science; see May (1997) . The other data base, SSCI, is the sole data source for some other recent publications: Holsapple et al. (1993 Holsapple et al. ( , 1994 , and Van Witteloostuijn and Boone (1996) .
Assumptions of the new methodology
Our methodology is based on the following six assumptions or principles.
Assumption 1: Proceedings should be evaluated in the same way as journals are.
Assumption 2: The quality of journals should be evaluated in an objective way.
Corollary: We do not evaluate the quality of journals in a subjective way; that is, we do not focus on peer review.
Comment: Several publications give examples of publication rankings in Information Systems based on peer review or 'opinion surveys'; see Hardgrave and Walstrom (1997) , Holsapple et al. (1993) , Nord and Nord (1995) , Van Heck et al. (1997) , and Walstrom et al. (1995) . One of the authors of the present paper (Kleijnen) see Van Damme (1996 , 1998 . Obviously, there are other important factors when evaluating the 'performance' of a faculty member; for example, student evaluations of teacher performance, financial revenues of applied research and consulting, and development of software. There are other objective measurements besides impact factors or -more generally, citations: rejection rates, number of book copies sold, etc. We, however, focus on citations because of our School's decision. Clearly, any formal model is only a decision support tool.
Assumption 4: Any model needs validation.
Validation in discussed in Kleijnen (1999) , and on the web (http://manta.cs.vt.edu/biblio/) Corollary: Peer review is important for any model.
Comment: There are many types of validation, objective or subjective. One important subjective type of validation is 'face validity'; that is, does the model give results that agree with the experts' expectations? In our case, the goal of the model is to evaluate the quality of publication outlets, so we claim that peer review is a good method for validation. An example is the list with five conferences in Hardgrave and Walstrom (1997) (see Appendix 1). We expect that the proceedings of these conferences will turn up among the top proceedings identified through our methodology. Another example is the list of top journals selected through citation analysis in Holsapple et al (1993) ; many of these journals also turn up in other lists (see Anbar (1997) , Hardgrave and Walstrom (1997) , Nord and Nord (1995) , and Walstrom et al. (1995) ). Indeed, Van Damme (1996, p. 14) reports for physics research in the Netherlands: 'It turned out that no major changes in the perceptions of the research were induced within the committee by these [bibliometric] data'.
Assumption 5: Statistical procedures may be used to derive a number of homogeneous quality classes or clusters.
Comment: Cardinal numbers (e.g., impact factors or their numerators) give more information than ordinal numbers -namely, quality class 1 (or A), 2 (or B), etc. Yet, Holsapple et al. (1993, pp. 238-242 ) distinguishes only two classes or 'tiers' (which are a compromise among the outcomes of several studies). Nord and Nord (1995) also presents two tiers only. The Dutch VSNU distinguishes five classes. If classes are to be used, then the next question is: how many classes (two, five)? Unlike Holsapple et al. (1993) , we are 'given the latitude to place journals into [an arbitrary number of] tiers'. We might apriori decide to distinguish (say) five classes. However, such a decision seems rather arbitrary. Therefore we apply statistical methods, namely bootstrapping and a simple clustering heuristic based on confidence intervals.
(We might test the correlation between the rankings resulting from our procedure and from the ISI impact values; however, we collect citations from Information Systems publications only, whereas ISI collects citations from all fields.)
Assumption 6: Citation patterns in journals and in proceedings are different.
Comment: In §1 (Introduction) we have already mentioned inbreeding. In our first subsample we restrict our citing population to journals only (ISI and non-ISI); Holsapple et al. (1993) also uses a sample of journals only, when evaluating journals, proceedings, and books. In our second subsample, however, we use a population that consists of proceedings in Information Systems.
Methodology: sampling, bootstrapping, and clustering
We discuss the following three steps of our methodology: sampling ( §4.1), bootstrapping ( §4.2), and clustering ( §4.3).
Sampling
Because of time and personnel constraints, we restrict our investigation to a sample of citing publications. An important practical question is: how to define the population of those citing publications? Because the SCI and SSCI contain both high quality and low quality journals, we indeed sample each journal in that population, except for the following.
To save time, we do not sample from those journals that we expect to be cited very rarely in the field under study (say) Information Systems. An example is Cognitive Brain Research or CBR (#32 in Appendix 2). If we kept CBR in our sample of citing articles, we would find out that the publications that CBR cites will end at the bottom of our ranked list of Information Systems publications. But we are not interested in such low quality publications on Information Systems, even though these publications may be high quality publications in brain research.
Why do we expect significant differences between the (ISI-journal) rankings in our sample and in the ISI population? A journal may be unimportant for Information Systems, whereas that same journal may be important for a different field. For example, Econometrica is cited by only one publication in our case study, so this journal ranks low in our Information Systems ranked list of publications, whereas it is a key journal in econometrics. Further, sampling and measurement errors result in imprecise impact values. Finally, impact factors change from year to year. Fortunately, exact values are not so important when we cluster publications into homogeneous classes.
To avoid bias created by citation patterns we also use a second population consisting of citing articles in proceedings.
In our investigation we also include cited books. Books may form basic knowledge in a discipline. (Nederhof 1989 also emphasizes the importance of books, albeit in psychology.) Van Heck et al. (1997, p. 9) gives a list of publishers in Information Systems; we may use this list to validate our results. (Van Damme (1996) also gives a list of publishers in the discipline of economics, but his list misses well-known publishers in Information Systems.) Technical details of our sampling procedure are given in Appendix 3.
Bootstrapping
To estimate the accuracy of our sample results, we use bootstrapping. We measure accuracy through 1 -" confidence intervals for the number of citations received per journal, proceedings, or book publisher, where " denotes the type I error probability per interval. Such intervals are indeed provided by bootstrapping, without assuming a specific (say, Gaussian) distribution. (Bootstrapping is related to jackknifing and permutation testing: jackknifing is a linear approximation to bootstrapping, which in turn is a sampling approximation to permutation testing.)
The seminal book on bootstrapping is Efron and Tibshirani (1993) (more than 400 pages).
A more technical monograph on bootstrapping (500 pages) is Shao and Tu (1995) ; a short introduction (70 pages) is Mooney and Duval (1993) . Efron and Tibshirani (1993, pp. 115, 383) state that 'bootstrapping is not a uniquely defined concept ... alternative bootstrap methods may coexist'. We interpret bootstrapping for Fortunately, we can implement bootstrapping efficiently, as follows. The original reference list of citing article i (that is, x ) receives weight 0 {0, 1, ..., n} such that these weights sum i up to the fixed sample size n: . We apply Monte Carlo or simulation to sample these weights from a multinomial distribution, as follows. By definition, Monte Carlo uses pseudo-random numbers (say) r, uniformly distributed on the interval from zero to one: r -U(0, 1). So we take a random sample of size n for r from U(0, 1). After initializing = 0, we use these n random numbers : if (i -1)/n # < i/n then = + 1. (To obtain normalized weights that sum up to one, we could define = /n.) Now we use Table 1 , as follows.
The number in a cell of Table 1 namely at least 33 references. In general, we denote the numbers in a table such as Table 1 by y {0, 1, 2, ...}.
The bootstrapped citations for column 1 become = (the original sample gives outcomes that result from taking equal weights, = 1). In general, the bootstrapped variable in column h becomes = with h = 1, 2, ..., H and H denoting the number of cited documents (H is unknown at the start of our sampling; however, H is known, once the sample has been collected and processed.)
Obviously, the cumulated number of times that the cited publication medium h has been referenced in the n citing articles is = .
(Our technique resembles the 'resampling vector P* in Efron and Tibshirani (1993, pp. 130-133) .)
Bootstrapping gives an EDF for the total number of times a particular journal, proceedings, or book publisher is cited in our sample; Figure 1 gives an example (discussed below).
Bootstrapping suggests a natural way to account for the fact that we sample only one article per journal, whereas we sample two articles per proceedings (which biases the results because of citation patters): when bootstrapping we count the citing journal articles twice.
Such bootstrapping implies that the total sample size increases from 205 (= 123×1 + 41×2) to 328 (= 123×2 + 41×2).
Clustering into quality classes
The bootstrap EDFs give 1 -" confidence intervals, which we use to cluster the individual journals and proceedings into classes (we cluster book publishers separately). We propose the following heuristic.
All members of a class should be able to compete with the class leader. To find this leader of the top class, we start with a list of all cited journals and proceedings sorted from most often cited to least often cited. We compute the " quantile (lower bound of 1 -" confidence interval) of each bootstrap EDF, and find the highest of these quantiles. This maximum estimates the lower limit of the 1 -" confidence interval for the top journal or proceedings; for example, CACM in Figure 1 . We place the next best journal or proceedings in the same class if the upper value of its 1 -" confidence interval exceeds the lower value of the 1 -" confidence interval for the class leader; see MISQ in Figure 1 .
Next we consider the following publication (publication 3) in the sorted list. We compute its 1 -" quantile, and place publication 3 (Management Science) in the same class if this value exceeds the lower limit of the confidence interval for the best publication (CACM).
We proceed in this way, until a journal or proceedings does not pass this test. In Figure 1 and Table 2 we have five publications in class 1; the leader of class 2 is Administrative Science Quarterly (ASQ). Obviously, we can decrease the number of resulting classes by increasing the value of " (type I error probability per confidence interval; this value " does not imply that the overall confidence in the total ranking is 1 -"). We use " = 0.10.
General Results for an Information Systems Application of the Methodology
To define the population of citing publications, we combine ISI with Holsapple et al. (1993) and Van Heck et al. (1997) Other journals are eliminated because they ceased to exist (# 11, 24, 38, 46, 60, 98, 110, 146, 150, 168 Subpopulation 2 consists of (citing) proceedings. For our subpopulation 2 we use two sources: (i) the seventeen proceedings listed by Van Heck et al. (1997) , and (ii) the fifty proceedings that are cited most often by the journal articles sampled in subsample 1.
Altogether, we have 59 proceedings. We sample two articles (instead of one) from each proceedings, for two reasons: (i) articles in proceedings tend to have fewer references, and (ii)
we have fewer proceedings than journals: 59 versus 170 (some proceedings occur in both sources; they are not counted twice).
As with journals, we had some practical problems when trying to obtain specific proceedings; for example, we could not get a copy of Proceedings of the International
Conference on Foundations of Data Organization and Algorithms. One proceedings turned
out to be the same as another one, but with a different -though similar -title. These problems implied that we did not sample 59 proceedings, but only 41 proceedings.
Our sample gives many data on citing and cited publications. These data we store in a data base using the Access software. This yields the following information. We have 123 citing journal articles and 82 proceedings articles, which refer to 6,901 publications, namely 3,128 journal articles, 1,532 proceedings articles, 1,577 books, and 664 other publications (such as working papers).
The smallest sampling error results when we take an unlimited time window. This gives Table 2 , which lists journals and proceedings ranked from top to bottom, based on the number of citations received (numerator of ISI impact factor). Table 3 ranks book publishers. Let us consider these tables in some detail.
Our first impression is that the rankings for journals in Table 2 Altogether there are six classes; the lowest class consists of journals and proceedings not cited in our sample. To save space we list only the first four classes in Table 2 . Table 3 .
Querying our data base gives We can test statistically whether the two distributions of references by journals and proceedings to journals, proceedings, books, and others are equal. For this test we use a test on differences in probabilities; see Conover (1980, pp. 153-8) . In our case the random variable has (2 -1)(4 -1) = 3 degrees of freedom. From Table 4 we compute the value of the test statistic: 180.3. This value is highly significant, even at a type I error probability of 0.1% : = 16.26. So we conclude that there is a significant difference between citation patterns of journals and proceedings.
Upon further querying our data base, we find that the median number of references is 25 in our sampled journals; it is 16 for proceedings. The actual numbers vary between 1 and 125 for journals, and between 1 and 49 for proceedings. The overall median is 19.
A final query is: what happens if we reduce the time window to two years -as ISI does?
Obviously, a smaller window reduces our sample size -so more noise is introduced -and misses the true impact of publications -which reaches its peak after more than two years. Bootstrapping accounts for the variability in the number of citations received: CACM does not have the highest point estimate for number of citations, but it does have the highest estimated 0.1 quantile, namely circa 100. MISQ's estimated 0.9 quantile is circa 180, which greatly exceeds 100, so MISQ belongs to the same class as CACM. We proceed in this way, until a journal or proceedings has a 0.9 quantile smaller than 100: ASQ's estimated 0.9 quantile is circa 85, so ASQ is the leader of the next lower class -see Table 2 , class 2.
The bold names in Tables 2 and 3 denote the class leaders; that is, their estimated (upper) 0.9 quantiles are the highest in their class, but these quantiles are lower than the estimated (lower) 0.1 quantile of the leader of the next higher class (for the highest class this definition needs an obvious amendment).
Our " = 0.1 gives four classes for journals and proceedings. (If we replace 0.1 by 0.15, and 0.9 by 0.85, then we obtain five classes; not shown in Table 2 .) Obviously, journals and proceedings with no citations received in our sample, constitute the lowest class, namely class 5.
A closer look at Table 2 shows that -rather surprisingly -Econometrica (Econ) turns up in class 2. We know that this journal is a prestigious journal in the field of econometrics, but we also know that this journal does not publish articles in Information Systems. So we query our database, and find the following. All (2×21 = 42) references that Econ receives in our sample (see Table 2 In summary, outliers are easily identified by clearly non-smooth EDFs. In general, outliers in statistics need special handling; also see Pass (1997) . For example, we may decide to scrutinize any cited publication medium that receives all its citations from a single source.
Conclusions
Measuring the quality of publications is an important issue in practice, and it is a methodological challenge. We propose a novel methodology that samples articles from journals and proceedings, followed by bootstrapping to obtain confidence intervals and by a clustering heuristic to form homogeneous quality classes. This methodology gives ranked lists of journals (ISI and non-ISI) and proceedings, and book publishers respectively. For example, in our Information Systems case-study, class-1 turns out to consist of three journals -CACM, MISQ, and Management Science -and two proceedings -VLDB and SIGMOD.
So we hope that in the near future our methodology will be refined: smaller sampling error http://www.informs.org/Biblio/ACI.html).
Obviously, our empirical results are not final. Nevertheless, we hope that our methodology is accepted as better than any alternative currently available!
Appendix 1: Top journals and top proceedings
The top-five US journals according to Holsapple et al. (1993, p. 234) The top-five conferences according to Hardgrave and Walstrom (1997, p.123) ISI (1993, p. 12) states: 'An article cited three times in the references of the same SCI© source item is counted as having been cited by that source item once ... In the case of journals, "times cited" is a cumulation of the number of times a specific journal has been named in the different articles referenced by the source items processed for the SCI/SSCI ... data base'.
Therefore we let the numbers in Table 1 denote the number of times the citing article in the corresponding row refers to different articles in the journal or proceedings in the corresponding column; in the case of books the number denotes the number of cited books published by the same book publisher. We include self-citations by the authors, since we assume that ISI does the same: it takes much time to check whether the references concern one of the authors of the citing publication.
Our sampling procedure has the following four steps. Holsapple et al. (1993, p. 234) . The only measurement that might be of interest is the percentage of the total number of citations falling into this class; see Table 4. 3. Repeat steps 1 and 2 for the second subpopulation (citing proceedings), but take two articles instead of one. 
