A Note on Frequency Domain Properties of Estimated VARs by Stiassny, Alfred
ePubWU Institutional Repository
Alfred Stiassny
A Note on Frequency Domain Properties of Estimated VARs
Paper
Original Citation:
Stiassny, Alfred (1994) A Note on Frequency Domain Properties of Estimated VARs. Department
of Economics Working Paper Series, 27. Inst. für Volkswirtschaftstheorie und -politik, WU Vienna
University of Economics and Business, Vienna.
This version is available at: http://epub.wu.ac.at/6302/
Available in ePubWU: May 2018
ePubWU, the institutional repository of the WU Vienna University of Economics and Business, is
provided by the University Library and the IT-Services. The aim is to enable open access to the
scholarly output of the WU.
http://epub.wu.ac.at/
A Note on 
Frequency Domain Properties of Estimated VARs • 
Alfred Stiassny 
Working Paper No. 27 
June 1994 
l~lllllir lllff H 
+J16712800 
I am grateful to W. Bohm, G. Munduch and H. Otruba for many helpful comments. I remain 
responsible for any errors. 
Addresses of the author: 
Dr. Alfred Stiassny 
University of Economics and Business Administration 
Department of Economics 
Augasse 2-6 
A-1090 Vienna 
AUSTRIA 
I 
1. Introduction 
In most empirical analyses, estimated V ARs are used to compute impulse ~esponses and forecast error 
variance decompositions. But V ARs also provide some interesting insights into the frequency domain 
properties of the relationships between the variables, a fact that is commonly paid little attention. In 
this short note, to analyse these properties, I suggest a somewhat modified version of a procedure 
originally proposed by Geweke, who defined linear feed back measures and their decomposition by 
frequency (Geweke (1982), (1984), (1986)). In section 2, I show that there is an interesting 
connection between this concept and conventional forecast error variance decomposition. In section 3, 
by means of an example, I will demonstrate that this proposed concept can be a useful additional tool 
for investigating the relationships among time series. 
2. Error Variance and Spectral Decompositions 
Let, for illustrative purposes, 
A(L)x, = v, (I) 
be an identified AR-process with the covariance matrix of v,, Lvv, being a diagonal matrix. If A(J) is 
invertible at all frequencies AE [O,n-], the following MA-representation exists: 
x, = C(L)v,, 
with 1 = A(Lr'. 
The cross spectral density matrix of x therefore is: 
If we have a tri-variate system, the spectrum of the first variable x1 is equal to 
Sx (2) = a12c11(J) + a;c1i(J) + a;c13 (.,1,), I 
(2) 
(3) 
(4) 
where a} is the variance of the v1, a; is the variance of the v2, c; 1(J) represents c11 (e-u)c11(e+u), 
c;2(2) represents c1i(e-u)c1i(e+u) and so on. The spectrum of x 1 is therefore decomposed into three 
independent sources, originating from independent shocks in the three variables. To determine the 
influence of say v2 (innovations in x2) on x1 I define the ,,causality spectrum" 
(5) 
which represents the portion of the spectrum of x1 at frequency J that can be attributed to shocks in 
x2•
1 The similarity of this measure with the coherence spectrum is evident, although only one 
1 For the bi-variate case, the definition of Sx • x (,l) is equivalent to fx • (,l) in Geweke (1982), considering 
2 I 2 r1 
Pierces (1982) comment on this contribution. It is further similar to the causality coherence in Granger (1968). 
For the multivariate case, this is an extension of Geweke (1982) which, compared to Geweke (1984), has the 
advantage that indirect causality chains are also taken into account. 
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direction of causality is taken into account here. In this sense the term causality spectrum seems 
justified, having in mind the fact that a causal interpretation requires identifying restrictions.2 
If A{l) is not invertible at .A.=0 because of a unit-root in the vector x, problems in deriving S~i;(l) can 
arise. Fortunately, this does not matter for the definition of S.,,• .. , (A), as the non-stationary parts of 
the AR-polynomial cancel. If the variables are 1(1) processes, the spectra of x and Ax differ by the 
terms (1 - e±iAr' only. These terms obviously cancel out, taking the ratio in the definition of 
S {..t) into account . 
.1'1 • %1 
There is an interesting connection between S (l) and common forecast error variance r1• r, 
decomposition techniques for V ARs. I can state the following proposition: 
Proposition 1: 
Suppose x, to be stationary. Then, common forecast error variance decomposition (F.E.V.D.) for 
s• oo is equal to - 1-J" S (l) S.,,(l) dl which is a weighted average of S., (1), given the 2,r -,r :X:; • X; Cf2 1• X1 
X; 
spectrum of X; as the weighting function. These spectra are therefore to some extent the frequency 
domain counterparts of conventional error variance decomposition. 
Proof: 
1) The s period ahead forecast error variance decomposition for stationary x, is defined as: 
F.E.V.D. (xj • x;) = 
Fors • oo: 
F.E.V.D. (x1 • x;) = 
"" because v1 is uncorrelated and, according equation (2), L C;,1 v,_1 = X;,, and hence: 
k=O 
E[(t.c,, v,_, J]=E(x!)= V(x,). 
2) According equation (5) S.,
1
• .,,(l) is defined as: 3 
= 
2
. See for instance Cooley - Le Roy 1985. 
3 The index variable i should not be confused with the imaginary number ✓(-1 ). 
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1 J" S,, (2) For- S • (2)-'-2 -d2 we get: 2,r _,, ,,, ,,, 0-
,,, 
2 r ~ ~ C ·c .. •e/,1.(s-k) d2 1 0-1 ,,L,L,l},,s y,k a:~~ c. ·C [ eucs-k) d2 1 J L.J L.J ij,,s !/.k ,r 
s=O k=O 
= 
s=O k=O 
2,r 
because ,~ t cu., . c!J.k I < +co. Now it is easy to show that 4 
·e' d2 = f,, uc -k> {2,r for k = s. 
_,, 0 for k:t=s. 
Hence: 
., ., ,r 
2" " f U(s-k) d' 1 o-1 L, L.J c!J,,s • c!J,k _,, e A, 
s-0 k-0 
= 2tr V(x;) V(x;) 
q.e.d. 
Now we want examine the special case of a unit-root in x,. As in this case the Spectrum at frequency 
2=0 and the Variance of x, do not exist we must slightly modify our definition of S,,• • x (A) and 
J • 
F.E.V.D. for s• oo. If x, is an I(l) process, there exists a moving average representation in first 
differences: 
Ax, = C(L)v,. (6) 
If x, is cointegrated, C(l) is not of full rank. In either case the spectral density matrix for Ax, is equal 
to the right hand side of equation (3). The spectral density matrix of x, therefore is: 
(7) 
Note that this matrix does not exist at A=O. For the definition of S_..• _..(,1-) this does not matter, as the 
J • 
terms (1 - e±i.l.rl obviously cancel in equation (5). Only at frequency ,1,=0 we should replace 
S.. .(A) by limS_. • _..(A). Similarly we must slightly modify the definition of F.E.V.D. for s• oo. In 
-"J • X1 .l-+0 j I 
this case we now have: 
F.E.V.D. (x1 • x;) = 
And for s• oo: 
F.E.V.D. (x1 • x;) 
E[ (tA-'c,., •;,-• J] 
E[(tK'c,, v,_, rJ. 
(8) 
Thereby :E ... represents the diagonal covariance matrix of v,. Note further that K 1cu.• is equal to the 
cumulated sum of the coefficients of the lag polynomial cy{L). With the help of these modified 
4 See for instance Sargent (1987) p. 257. 
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definitions ( especially equation 8), Proposition 1 can easily be adopted for the non-stationary case. 
ao ao 2"' "'A-I A-I 
.., fJj L., L..,il Cij~ · il Cij,k 
Simply replace c .. by K 1c .. and a 2 by LK1c . ..t:E /l-1c'...t. In that case ._~s-=>-0'-'1"-=..o,,__ __ --1 
I) I) r, k..0 I yy I ~ A-I ~ A-I I 
L.., u C;,.t"-vvil c,,1 
k=O 
<oo 
and the summation respectively integration operators can be interchanged. Additionally, I can also 
formulate the following proposition: 
Proposition 2: 
If x, is an 1(1) process (e.g. is stationary after applying the /l operator), F.E.V.D. for s• oo is equal to 
Sr • r (0). 
I I 
Proof: 
1 J,r Sr (l) 
First observe that every function in - Sr • r (A)-' -2 - dl 2tr -,r J I (Ir; is symmetric around l=O. This 
expression is therefore equal to .!.. r" Sr • r (l) Sr, SA,) dl. 
tr Jo i ' a r, 
Let Sr (:i) be SM (:i)• 1 ·..t 1 ·..t = St.r_(:i)· 1 where SM (:i) is the spectrum of Ax .. So 
· ' 1-e-• 1-e+• ' 2-2cos(l) 
we get: 
Both integrals in the numerator and denominator of the right hand side are divergent. However we 
can calculate the following right-hand limit: 
a:J~--(e-;..t)c .. (e+u) 1 dl 
• 
1 
, " " 2 - 2 cos( :i) hm __________,._,'---
,• o,,>o Js ( l) l dl 
z M, 2-2cos(l) 
Applying the rule ofL'Hopital we have: 
a: F-ce-U)c .. (e+U) 1 d:i 
Jim 1 '1J " 2-2cos(l) 
z• O,z>O Js ( ;_) 1 dl 
' M, 2-2cos(:i) 
d ( 21,r ( -U) ( +U) 1 d:i) 
. dz ai ,Cij e cij e 2-2cos(l) 
= hm --->----,-----------'-,...;_---£. = 
,...o.,>0 ~(J,st.r (:i) 1 d:i) 
dz , ' 2-2cos(:i) 
lim 
z • O.z>O 
2 • . 1 
a .c;( e_,, )c .. ( e+" )----
1 1J " 2-2cos(z) 
= 
S (z) 1 
M, 2-2cos(z) 
q.e.d 
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Hence, according Proposition 2, in the case of a unit-root, the connection between F.E.V.D. and the 
causality spectrum s .. ,• .. ,(2) is a very simple one. 
3. An Example 
To demonstrate the usefulness of this spectral decomposition I examined the relationship between 
Austrian GDP and Austrian consumption of non durable goods. For that reason I estimated a bi-
variate V AR and computed F.E.V.D. and causality spectra. Austrian yearly data (in levels) have been 
used (source WIFO database). The estimation period was 1964-1992, the used lag-length 3. A time 
trend was included as the coefficient of a trend variable was significant in both equations. A test of 
cointegration using the ,,Johansen procedure" (see Johansen 1988) did not point to any cointegration 
relation among the two variables when a time trend was included. To identify the shocks of GDP and 
consumption I first estimated the short run marginal propensity to consume by a simple OLS 
regression. This value was used in a second stage to decompose the covariance matrix of the V AR 
residuals by the so called method of moments. (See for instance Sims 1986 or Bemanke 1986). 
According to the permanent income hypothesis, one would expect that shocks in GDP have little 
impact on non durable consumption in the short run but are of great importance in the long run. On 
the other hand shocks in consumption may have some impact on GDP, especially in the short run. 
Fig. 1. shows the estimated spectral and error decompositions. We first consider the effect of shocks 
in GDP on consumption. Here we can see that both the causality spectrum and F.E.V.D. show the 
expected shape. But the long run effect of GDP on consumption is clearly more pronounced in the 
spectral decomposition. Nearly 90% of the variance of consumption can be attributed to shocks in 
GDP at frequency zero whereas less than 70% of the long run forecast errors of consumption are due 
to GDP shocks. Short run shocks of GDP are of minor importance according both decompositions. 
The permanent income hypothesis is therefore confirmed by the estimated VAR. 
Now let us tum to the effects of consumption shocks on GDP. The spectral decomposition shows a 
pronounced effect of these shocks on GDP at business cycle frequencies ( cycles of four to eighth 
years, with a maximum of about six years). More than one third of GDP variance can be attributed to 
consumption shocks at these frequencies. In the long run (2=0) there is no effect of consumption 
shocks on GDP. These results are totally in accordance with a-priori believes. The forecast error 
variance decomposition shows very little effects (about 10%) of consumption on GDP across all 
forecast horizons. The comparatively large effects of consumption shocks on GDP at business cycles 
is totally obscured (note that both decompositions are based on the very same V AR parameter 
estimates). F.E.V.D. also points toward a (weak) long run effect of consumption shocks on GDP, 
which is to some extent counter intuitive. Especially as, according to our estimates, this effect is as 
strong as the short run effects. 
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In summ:iry, I believe that this example shows that the proposed concept of causality spectra (spectral 
dcc0mpo,ition) is a useful additional tool in analysing the relationship between variables. 
Prnpo,iti<,n, I and 2 show that there is a close connection between spectral and forecast error 
dc-:0mpo,itions. But the former is able to detect cyclical effects, which are obscured by common 
f,,rcc~<,1 error variance decompositions. It also provides a better information about long run effects. 
:\cc0rdin~ proposition I, forecast error variance decomposition for s• oo is a weighted sum of 
S, . , (i.). i. c IO,::] . Therefore, effects at the whole frequency band influence this measure, rendering 
f,,rc-:.1 q error variance decompositions for s• oo somewhat misleading. 
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