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ADAPTIVE INFERENCE FOR A SEMIPARAMETRIC GENERALIZED
AUTOREGRESSIVE CONDITIONAL HETEROSKEDASTICITY MODEL
Feiyu Jiang∗, Dong Li† and Ke Zhu‡,§
Tsinghua University∗† and University of Hong Kong‡
This paper considers a semiparametric generalized autoregressive
conditional heteroskedasticity (S-GARCH) model. For this model,
we first estimate the time-varying long run component for uncondi-
tional variance by the kernel estimator, and then estimate the non-
time-varying parameters in GARCH-type short run component by
the quasi maximum likelihood estimator (QMLE). We show that the
QMLE is asymptotically normal with the parametric convergence
rate. Next, we provide a consistent Bayesian information criterion
for order selection. Furthermore, we construct a Lagrange multiplier
test for linear parameter constraint and a portmanteau test for model
checking, and obtain their asymptotic null distributions. Our entire
statistical inference procedure works for the non-stationary data with
two important features: first, our QMLE and two tests are adaptive
to the unknown form of the long run component; second, our QMLE
and two tests share the same efficiency and testing power as those in
variance targeting method when the S-GARCH model is stationary.
JEL Classification: C12, C14, C58.
1. Introduction. Since the seminal work of Engle (1982) and Bollerslev (1986), the
generalized autoregressive conditional heteroskedasticity (GARCH) model is perhaps the
most influential one to capture and forecast the volatility of economic and financial return
§Correspondence to: Department of Statistics & Actuarial Science, University of Hong Kong, Pokfulam
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2data. However, the GARCH model is often used under the stationarity assumption. Due
to business cycle, technological progress, preference change and policy switch, the underly-
ing structure of data may change over time (see Hansen (2001)). Hence, a non-stationary
GARCH model with time-varying parameters seems more appropriate to fit the return data
in applications; see, for example, Mikosch and Sta˘rica˘ (2004), Sta˘rica˘ and Granger (2005),
Engle and Rangel (2008), Fryzlewicz et al. (2008), Patilea and Ra¨ıssi (2014), Truquet (2017)
and the references therein.
In this paper, we consider a semiparametric GARCH (S-GARCH) model of order (p, q)
yt =
√
τtut with τt = τ(t/T ),(1.1)
ut =
√
gtηt and gt = ω0 +
q∑
i=1
αi0u
2
t−i +
p∑
j=1
βj0gt−j ,(1.2)
for t = 1, ..., T , where τ(x) is a positive smoothing deterministic function with unknown
form on the interval [0, 1], ut is a covariance stationary GARCH(p, q) process with ω0 > 0,
αi0 ≥ 0 and βj0 ≥ 0, and {ηt} is a sequence of independent and identically distributed (i.i.d)
random variables with Eη2t = 1. The specification that τt is a function of ratio t/T rather
than time t is initiated by Robinson (1989), and since then, it has become a common scaling
scheme in the time series literature; see, for example, Dahlhaus and Subba Rao (2006),
Cavaliere and Taylor (2007), Xu and Phillips (2008), Zhou and Wu (2009), Zhang and Wu
(2012), Zhou and Shao (2013), and Zhu (2019) to name just a few. In (1.1)–(1.2), the
smooth long run component τt is to depict time-varying parameters in volatility, and the
GARCH-type short run component ut is to capture the temporal dependence.
By using different specified forms of τ(x), the S-GARCH model nests many often used
models, including, for example, the standard GARCHmodel in Bollerslev (1986), the spline-
GARCH model in Engle and Rangel (2008), and the smooth-transition GARCH model in
Amado and Tera¨svirta (2013). The statistical inference for these models has been well stud-
ied. However, when the specification of τ(x) is unspecified, the statistical inference for the
S-GARCH model has been less attempted. For p = q = 1, Hafner and Linton (2010) consid-
3ered the estimation for the S-GARCH model. For p = 0 (i.e., βj0 ≡ 0), Patilea and Ra¨ıssi
(2014) constructed a score test to check the nullity of all αi0, and Truquet (2017) later pro-
posed a projection-based estimation and a related Wald test to detect the nullity of some
of αi0. For the general S-GARCH model, the statistical inference methodologies, including
estimation, testing and model checking, are not available in the literature.
In this paper, we provide an entire inference procedure for the S-GARCH model to fill
this gap. First, we give a two-step estimation for the model: the function τ(x) is estimated
by the kernel estimator at step one, and the unknown parameter vector in the parametric
process ut is estimated by the quasi maximum likelihood estimator (QMLE) at step two.
Although the nonparametric estimator at step one has a slower convergence rate, we show
that the QMLE at step two is asymptotically normal with a parametric convergence rate.
Moreover, we consider the Bayesian information criterion (BIC) for order selection, con-
struct a new Lagrange multiplier (LM) test for detecting the linear parameter constraint,
and propose a new portmanteau test for model checking. The consistency of the BIC and
the asymptotic null distributions of the LM and portmanteau tests are established. Since
our entire inference methodologies allow for unspecified form of τ(x) and higher order
(p, q), they alleviate the potential risk of model-misspecification, leading to a broad appli-
cation scope to handle the non-stationary data. Finally, we extend the two-step estimation
to a multivariate semiparametric BEKK (S-BEKK) model, and establish the asymptotic
normality of the corresponding QMLE.
Our two-step estimation was previously adopted by Hafner and Linton (2010) to study
the multivariate S-BEKK(1, 1) model. For the univariate S-GARCH model, we find a much
simpler expression for the asymptotic variance of the QMLE, making the related inference
methodologies easy-to-implement. Meanwhile, we find that the asymptotic variance of the
QMLE is adaptive to the unknown form of τ(x). Consequently, the efficiency of the QMLE
and the power of its related LM and portmanteau tests are invariant regardless of the
form of τ(x). However, we can show that the QMLE of the multivariate S-BEKK model
4no longer enjoys such an adaptiveness feature as in the univariate S-GARCH model. Our
two-step estimation also shares the similar idea as the variance targeting (VT) estima-
tion in Francq et al. (2011), which is only applicable for the stationary S-GARCH model
(i.e., τ(x) ≡ τ0). The difference is that our first step estimator of τ(x) is non-parametric,
while the first step estimator of τ0 in the VT method is parametric. It turns out that our
method requires more involved proof techniques. Interestingly, when the S-GARCH model
is stationary, our QMLE is asymptotically as efficient as the QMLE in the second step
estimation of the VT method, although the first step estimator of our method has a slower
convergence rate than that of the VT method. On the contrary, when the S-GARCH is
non-stationary, our QMLE is still valid with the same efficiency as the stationary case due
to its adaptiveness feature, while the QMLE in the VT method is not applicable any more.
The remainder of the paper is organized as follows. Section 2 presents the two-step es-
timation procedure, establishes its related asymptotics, and studies the order selection.
Section 3 gives a LM test for the linear parameter constraint. Section 4 introduces a port-
manteau test and obtains its limiting null distribution. Section 5 makes a comparison with
other estimation methods. Section 6 extends the two-step estimation into the multivariate
S-BEKK model. Simulation results are reported in Section 7, and applications are given in
Section 8. Concluding remarks are offered in Section 9. Proofs of all theorems are relegated
to the Appendix.
2. Two-step estimation. Let θ = (α1, ..., αq , β1, ..., βp)
′ ∈ Θ be the parameter vector
in model (1.2), and θ0 = (α10, ..., αq0, β10, ..., βp0)
′ ∈ Θ be its true value, where Θ ⊂ Rp+q+ is
the parameter space, and R+ = (0,∞). This section gives a two-step estimation procedure
for the S-GARCH model in (1.1)–(1.2). Our procedure first estimates the nonparametric
function τ(x) in (1.1), and then estimates the parameter vector θ0 in (1.2).
2.1. Estimation of τ(x). This subsection provides a (Nadaraya-Watson) kernel estima-
tor of τ(x). To this end, we first need an assumption for the identification of τt.
5Assumption 2.1. (i)
∑q
i=1 αi +
∑p
j=1 βj < 1; (ii) ω = 1−
∑q
i=1 αi −
∑p
j=1 βj .
Assumption 2.1(i) is equivalent to the covariance stationarity of model (1.2), and Assump-
tion 2.1(ii) is to ensure Eu2t = 1. Under Assumption 2.1, we have
y2t = τ(t/T ) + τ(t/T )(u
2
t − 1) := τ(t/T ) + vt,
where vt := τ(t/T )(u
2
t −1) is a zero-mean process. In other words, y2t can be rewritten as a
standard non-parametric regression problem with a time-varying mean. Following Hafner
and Linton (2010), it is reasonable to estimate τ(x) by
τ˜(x) =
∑T
s=1Kh
(
x− sT
)
y2s∑T
s=1Kh
(
x− sT
) ,
where Kh(·) = K(·/h)/h with K(·) being a kernel function and h being a bandwidth. Since
(1/T )
∑T
s=1Kh(x− s/T ) = 1 +O(1/(Th)) under mild conditions, it is more convenient to
estimate τ(x) by
τ̂(x) =
1
T
T∑
s=1
Kh
(
x− s
T
)
y2s .(2.1)
To obtain the asymptotic distribution of τ̂(x), the following assumptions are needed.
Assumption 2.2. (i) τ : [0, 1] → R+ is twice continuously differentiable; (ii) 0 < τ ≤
infx∈[0,1] τ(x) ≤ supx∈[0,1] τ(x) ≤ τ , where τ and τ are two positive constants.
Assumption 2.3. (i) K : [−1, 1]→ R+ is symmetric about zero, bounded and Lipschitz
continuous with
∫ 1
−1K(x)dx = 1 and Cr =
∫ 1
−1 x
rK(x)dx; (ii) h → 0 and Th → ∞ as
T →∞.
Assumption 2.4. Eu4t <∞.
Assumption 2.2(i) imposes a smoothness condition on τ(x), and similar conditions have
been used in Dahlhaus and Subba Rao (2006), Hafner and Linton (2010), and Chen and Hong
6(2016). Assumption 2.2(ii) is in line with the condition that the intercept term in the stan-
dard GARCH model has positive lower and upper bounds. Assumption 2.3(i) holds for
many often used kernels, and the bounded support condition on K(x) is just to simplify
analysis. Assumption 2.3(ii) requires that h converges to zero at a slower rate than T−1,
and later a more restrictive h is needed for the asymptotics of the estimator of θ0. Assump-
tion 2.4 is stronger than Assumption 2.1(i), and it is used to ensure that the asymptotic
variance of τ̂(x) is well defined.
Let zt = u
2
t − 1. The asymptotic normality of τ̂(x) is given below.
Theorem 2.1. Suppose Assumptions 2.1–2.4 hold. Then, for any x ∈ (0, 1),
√
Th
(
τ̂(x)− τ(x)− h2b(x))→L N(0, V (x)) as T →∞,
where ‘→L’ stands for the convergence in distribution,
b(x) =
C2
2
∂2τ(x)
∂x2
and V (x) = τ2(x)
{∫ 1
−1
K2(x)dx
} ∞∑
j=−∞
E(ztzt−j).
Based on τ̂(x) in (2.1), we estimate τt by τ̂t = τ̂(t/T ). In practice, τ̂t may have the
boundary problem. To circumvent this problem, we follow Chen and Hong (2016) to adopt
the reflection method proposed by Hall and Wehrly (1991). That is, we generate pseudo
data yt = y−t for −[Th] ≤ t ≤ −1 and yt = y2T−t for T + 1 ≤ t ≤ T + [Th], and then
modify τ̂t as
τ̂t =
1
T
t+[Th]∑
s=t−[Th]
Kh
(t− s
T
)
y2s .(2.2)
Intuitively, the reflection method makes the boundary points behave similarly as the interior
ones. Similar to Chen and Hong (2016), it can be seen that the reflection method gives a
bias term of order O(h2), and hence it does not affect the asymptotics of the estimator
of θ0. Although τ̂t in (2.2) is used for numerical calculations, our proofs will be based on
τ̂t = τ̂(t/T ) in the sequel to ease the presentation.
72.2. Estimation of θ0. This subsection considers the QMLE of θ0. Based on Assumption
2.1(ii), we write the parametric gt in (1.2) as
(2.3) gt(θ) =
(
1−
q∑
i=1
αi −
p∑
j=1
βj
)
+
q∑
i=1
αiu
2
t−i +
p∑
j=1
βjgt−j(θ).
By assuming that ηt ∼ N(0, 1), the log-likelihood function (multiplied by -2 and ignoring
constants) of {yt} is
(2.4) LT (θ) =
T∑
t=1
lt(θ) with lt(θ) =
u2t
gt(θ)
+ log gt(θ).
Unfortunately, LT (θ) is infeasible for computation, since {ut} are unobservable. Thus, we
have to replace {ut} by {ût}, and consider the following feasible log-likelihood function
(2.5) L̂T (θ) =
T∑
t=1
l̂t(θ) with l̂t(θ) =
û2t
ĝt(θ)
+ log ĝt(θ),
where ût = yt/
√
τ̂t, and ĝt(θ) is computed recursively by
(2.6) ĝt(θ) =
(
1−
q∑
i=1
αi −
p∑
j=1
βj
)
+
q∑
i=1
αiû
2
t−i +
p∑
j=1
βj ĝt−j(θ)
with given constant initial values
û0 = u0, ..., û1−q = uq−1, ĝ0(θ) = g0, ..., ĝ1−p(θ) = g1−p.
Based on L̂T (θ) in (2.5), our QMLE of θ0 is defined as
θ̂T = argmin
θ∈Θ
L̂T (θ).
To establish the asymptotics of θ̂T , denote Aθ(z) =
∑q
i=1 αiz
i and Bθ(z) = 1−
∑p
i=1 βiz
i
with the convention Aθ(z) = 0 if q = 0 and Bθ(z) = 1 if p = 0. The following additional
assumptions are imposed.
Assumption 2.5. (i) Θ is compact; (ii) if p > 0, the polynomials Aθ0(z) and Bθ0(z)
have no common roots, Aθ0(1) 6= 0, and αq0 + βp0 6= 0; (iii) θ0 is an interior point of Θ.
8Assumption 2.6. E|ut|4(1+δ0) <∞ for some δ0 > 0.
Assumption 2.7. (i) ηt has a continuous and almost surely positive density on R with
Eη2t = 1; (ii) E|ηt|4+4/δ0+δ1 <∞ for some δ1 > 0, where δ0 > 0 is defined as in Assumption
2.6.
Assumption 2.8. h = chT
−λh for some 1/4 < λh < 1/2 and 0 < ch <∞.
We offer some remarks on the aforementioned assumptions. Assumption 2.5 is regular,
and it has been used in Horva´th and Kokoszka (2003) and Francq and Zako¨ıan (2004) to
study the QMLE for the stationary GARCH model. Assumption 2.6 is stronger than As-
sumption 2.4, which is needed for the variance target estimator in Francq et al. (2011)
but not for the QMLE in Francq and Zako¨ıan (2004). Assumption 2.7(i) gives the identi-
fication condition for θ0 based on the QMLE, and ensures that the GARCH process ut is
β-mixing (see Carrasco and Chen (2002)). Assumption 2.7(ii) is stronger than the condi-
tion Eη4t <∞, which is necessary to derive the asymptotic normality of the QMLE for the
stationary GARCH model (see Hall and Yao (2003)). We resort to the stronger conditions
of ut and ηt in Assumptions 2.6 and 2.7(ii) due to the existence of τ(x) in the S-GARCH
model. Note that if ηt has a light tail (for example, ηt ∼ N(0, 1)), Assumption 2.7(ii) holds
for a small value of δ0, and ut (or the data yt) in Assumption 2.6 is thus allowed to be
heavy-tailed. Assumption 2.8 requires a more restrictive condition on the bandwidth h than
Assumption 2.3(ii), and similar conditions have been adopted by Hafner and Linton (2010),
Patilea and Ra¨ıssi (2014), and Truquet (2017). The reason is because an undersmoothing
h is needed to make the estimation bias from τ̂t negligible so that the
√
T -convergence of
θ̂T holds.
Denote κ = Eη4t , gt = gt(θ0), ψt = ψt(θ0) with ψt(θ) = {∂gt(θ)/∂θ}/gt(θ), and
J1 = E(ψtψ
′
t), J2 = E(g
2
t )E
(
ψt/gt
)
E
(
ψ′t/gt
)
.(2.7)
Now, we are ready to give the asymptotics of θ̂T in the following theorem.
9Theorem 2.2. Suppose Assumptions 2.1–2.3, 2.5(i)–(ii), and 2.6–2.7 hold. Then,
(i) θ̂T →p θ0 as T →∞;
(ii) furthermore, if Assumption 2.5(iii) holds and Assumption 2.3(ii) is replaced by As-
sumption 2.8,
√
T (θ̂T − θ0)→L N(0,Σ) as T →∞,
where Σ = (κ− 1)J−11 (J1 + J2)J−11 , and J1 and J2 are defined in (2.7).
Remark 1. We can simply estimate Σ by its sample version Σ̂T , where
Σ̂T = (κ̂T − 1)Ĵ−11T (Ĵ1T + Ĵ2T )Ĵ−11T(2.8)
with
κ̂T =
1
T
T∑
t=1
η̂4t , Ĵ1T =
1
T
T∑
t=1
ψ̂tψ̂
′
t and Ĵ2T =
( 1
T
T∑
t=1
ĝ2t
)( 1
T
T∑
t=1
ψ̂t
ĝt
)( 1
T
T∑
t=1
ψ̂′t
ĝt
)
.(2.9)
Here, η̂t = η̂t(θ̂T ) with η̂t(θ) = ût/
√
ĝt(θ), ψ̂t = ψ̂t(θ̂T ) with ψ̂t(θ) = {∂ĝt(θ)/∂θ}/ĝt(θ),
and ĝt = ĝt(θ̂T ). Under the conditions of Theorem 2.2, we have Σ̂T →p Σ as T →∞.
Interestingly, the preceding theorem shows that the asymptotic variance of θ̂T is inde-
pendent of τ(x). Following the viewpoint of Robinson (1987), it means that θ̂T is adaptive
to the unknown form of τ(x). This adaptiveness feature ensures that the efficiency of θ̂T
and the power of its related tests are unchanged regardless of the form of τ(x).
2.3. Order selection. To use the S-GARCH model in practice, we need determine suit-
able orders p and q. This subsection studies the Bayesian information criteria (BIC) for
this purpose. Based on {ût}, we compute θ̂T,(p,q) (i.e., the QMLE for a given (p, q)), and
then define the BIC as follows
BIC(p, q, θ̂T,(p,q)) = L̂T (θ̂T ) + (p + q) log(T ),
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where L̂T (θ) is defined in (2.5). Denote the true values of p and q as p0 and q0, respectively.
Based on the BIC, our selected order (p̂, q̂) is defined as
(2.10) (p̂, q̂) = argmin
p,q
BIC(p, q, θ̂T,(p,q)).
The consistency of (p̂, q̂) is given in the following theorem.
Theorem 2.3. Suppose the conditions in Theorem 2.2(ii) hold. Then,
P (p̂ = p0, q̂ = q0)→ 1 as T →∞.
We should highlight that the case that the conditions p > p0 and q > q0 hold simultane-
ously is ruled out by Assumption 2.5(ii) in Theorem 2.3, and how to show the consistency
of the BIC in this case is an interesting work for future study.
3. The LM test. Since Engle (1982) and Bollerslev (1986), testing for the nullity of
the parameters in the GARCH model is important in applications. This problem can be
further generalized to consider the following linear constraint hypothesis
(3.1) H0 : Rθ0 = r,
where R is a given d× (p+ q) matrix of rank d, and r is a given d× 1 constant vector. In
this section, we construct a Lagrange multiplier (LM) test statistic LMT for H0, where
LMT =
1
T
∂L̂T (θ̂T |0)
∂θ′
Ĵ−11T |0R
′(RΣ̂T |0R′)−1RĴ−11T |0∂L̂T (θ̂T |0)∂θ .
Here, θ̂T |0 is the constrained QMLE of θ0 under H0, and Ĵ1T |0 and Σ̂T |0 are defined in the
same way as Ĵ1T and Σ̂T , respectively, with θ̂T replaced by θ̂T |0. The following theorem
gives the limiting null distribution of LMT .
Theorem 3.1. Suppose the conditions in Theorem 2.2(i) hold, with Assumption 2.3(ii)
replaced by Assumption 2.8. Then, under H0,
LMT →L χ2d as T →∞,
where χ2s is the chi-square distribution with the degrees of freedom s.
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Based on Theorem 3.1, we can set the rejection region of LMT at level α as {LMT >
χ2d(α)}, where χ2d(α) is the α-upper percentile of χ2d.
As θ̂T , our LMT has the adaptiveness feature, and it has a much broader application
scope than the existing LM tests. Specifically, the LM test in Bollerslev (1986) is only appli-
cable for the stationary GARCH model, but our LMT has the superior ability to tackle the
non-stationary S-GARCH model. For the case of p = 0, the score test in Patilea and Ra¨ıssi
(2014) can detect the null hypothesis that all αi0 are zeros, and the Wald test in Truquet
(2017) can check the null hypothesis that some of αi0 are zeros. However, it seems non-
trivial to extend these two tests for the general null hypotheses in (3.1), although the score
test in Patilea and Ra¨ıssi (2014) can be extended to detect the null hypothesis that all αi0
and βj0 are zeros. Besides LMT , the Wald and likelihood ratio (LR) tests could also be
constructed for H0. When some of αi0 or βj0 are allowed to be zeros under H0, the Wald and
LR tests render non-standard limiting null distributions (see Francq and Zako¨ıan (2009)
for general discussions), which have to be simulated by the bootstrap method. In contrast,
LMT always has the standard chi-square limiting null distribution, even when all of the
null coefficients are not pinned down in H0
1. For practical convenience, we thus only focus
on the LM test in this paper, and the consideration of Wald and LR tests is left for future
study.
4. Portmanteau test. Since Ljung and Box (1978), the portmanteau test and its
variants have been a common tool for checking the model adequacy in time series analysis.
For the stationary GARCH model, Li and Mak (1994) proposed a portmanteau test for
1Following the arguments in Francq and Zako¨ıan (2007), our QMLE θ̂T can not be asymptotically normal
if θ0 lies on the boundary of Θ (i.e., some of αi0 or βj0 are zeros). Since the Wald (including t) and LR tests
depend on θ̂T , they can not have the standard chi-square limiting null distribution any more if θ0 lies on the
boundary of Θ under H0. Unlike Wald and LR tests, the limiting distribution of our LM test LMT depends
on the one of (RJ−11 R
′)−1RJ−11
1√
T
∂L̂T (θ̂T |0)
∂θ
, which is always asymptotically normal no matter whether θ0
lies on the boundary of Θ or not. Hence, it turns out that LMT always has the standard chi-square limiting
null distribution. For more discussions on this context, we refer to Pedersen (2017) and Jiang et al. (2020a).
12
model checking. However, their test is invalid for the non-stationary S-GARCH model. In
this section, we follow the idea of Li and Mak (1994) to construct a new portmanteau test
to check the adequacy of S-GARCH model, and our test seems to be the first formal try
in the context of semiparametric time series analysis.
Let η̂t be the model residual defined as in (2.9). The idea of our portmanteau test is
based on the fact that {η2t } is a sequence of uncorrelated random variables under (1.1)–
(1.2). Hence, if the S-GARCH model is correctly specified, it is expected that the sample
autocorrelation function of {η̂2t } at lag k, denoted by ρ̂T,k, is close to zero, where
ρ̂T,k =
∑T
t=k+1
(
η̂2t − η̂2
)(
η̂2t−k − η̂2
)
∑T
t=1
(
η̂2t − η̂2
)2
with η̂2 being the sample mean of {η̂2t }. Let ρ̂T = (ρ̂T,1, ..., ρ̂T,ℓ)′ for an integer ℓ ≥ 1, and
ΣP1 = (Iℓ,−H,−DJ−11 ) ∈ Rℓ×(ℓ+1+p+q),(4.1)
ΣP2 =


(κ− 1)Iℓ F D − FE
(ψ′t
gt
)
∗ Eg2t −Eg2tE
(ψ′t
gt
)
∗ ∗ J1 + J2

 ∈ R(ℓ+1+p+q)×(ℓ+1+p+q)(4.2)
be a symmetric matrix, where D = (D′1, ...,D
′
ℓ)
′ with Dk = E{(η2t−k − 1)ψ′t}, H =
(H1, ...,Hℓ)
′ with Hk = E{g−1t (η2t−k−1)}, and F = (F1, ..., Fℓ)′ with Fk = E{gt(η2t−k−1)}.
To facilitate our portmanteau test, we need the limiting distribution of ρ̂T below.
Theorem 4.1. Suppose the conditions in Theorem 2.2(ii) hold. Then, if the S-GARCH
model in (1.1)–(1.2) is correctly specified,
√
T ρ̂T →L N(0,ΣP ) as T →∞,
where ΣP = (κ− 1)−1ΣP1ΣP2Σ′P1, and ΣP1 and ΣP2 are defined in (4.1)–(4.2).
As in Remark 1, ΣP can be consistently estimated by its sample version Σ̂P . Based on
Σ̂P , our portmanteau test statistic is defined as
QT (ℓ) = T ρ̂
′
T Σ̂
−1
P ρ̂T .
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If the S-GARCH model is correctly specified, QT (ℓ) →L χ2ℓ as T → ∞ by Theorem 4.1.
So, if the value of QT (ℓ) is larger than χ
2
ℓ(α), the fitted S-GARCH model is inadequate at
level α. Otherwise, it is adequate at level α. In practice, the choice of lag ℓ depends on the
frequency of the series, and one often chooses ℓ to be O(log(T )), delivering 6, 9 or 12 for
a moderate T . We shall hightlight that QT (ℓ) also has the adaptiveness feature as LMT ,
and it is essential to detect the adequacy of the short run GARCH component ut but not
the long run component τt, since the form of τt is unspecified in the S-GARCH model.
2
5. Comparisons with other estimation methods. This section compares our two-
step estimation method with the three-step estimation method in Hafner and Linton (2010)
and the variance targeting (VT) estimation method in Francq et al. (2011).
5.1. Comparison with three-step estimation method. Our two-step estimation method
is the same as the first two estimation steps in Hafner and Linton (2010), where they gave
the following asymptotic normality result for the S-GARCH(1, 1) model
√
T (θ̂T − θ0)→L N(0,Σ†) as T →∞,
where Σ† = J−11 [(κ − 1)J1 + J3 + J4 + J ′4]J−11 with J3 = (M − Eψt)(M − Eψt)′Z1, J4 =
Z2(M − Eψt)′,
M =
∞∑
j=0
α10β
j
10E
(u2t−j−1ψt
gt
)
, Z1 =
∞∑
j=−∞
E(ztzt−j) and Z2 =
∞∑
j=0
E
{
zt(η
2
t−j − 1)ψt−j
}
.
Indeed, we can show that Σ† and Σ are equivalent. Since Σ† involves three infinite sum-
mations M , Z1 and Z2, a consistent estimator for Σ† then involves laborious tuning and
smoothing. On the contrary, our Σ has a much simpler expression, and it can be directly
estimated as shown in Remark 1.
In Hafner and Linton (2010), they further proposed an updated estimator at step three,
and claimed this updated estimator can achieve the semiparametric efficiency bound when
2To detect whether τt is a constant over time (i.e., yt follows a standard GARCH model), one can use
the strict stationarity test in Hong et al. (2017) to check the variance stationarity of yt.
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ηt ∼ N(0, 1). Following their idea, we can also update our estimator θ̂T to qθT at step three.
Specifically, we first update the nonparametric part estimator τ̂t to qτt = qτ(t/T ), where
qτ(x) = τ̂(x)−
[ 1
T
T∑
t=1
Kh
(
x− t
T
)∂2 l̂t(τ̂ , θ̂T )
∂τ2
]−1[ 1
T
T∑
t=1
Kh
(
x− t
T
)∂l̂t(τ̂ , θ̂T )
∂τ
]
with
l̂t(τ, θ̂T ) = log ĝt(θ̂T ) + log(τ) +
y2t
τ ĝt(θ̂T )
.
Then, based on qu2t = y
2
t /qτt and some given initial values, we calculate
qgt(θ) = 1−
q∑
i=1
αi −
p∑
j=1
βj +
q∑
i=1
αiqu
2
t−i +
p∑
j=1
βjqgt−j(θ),
and update the parametric part estimator θ̂T to qθT as follows:
qθT = θ̂T −
[∂2qL∗T (θ̂T )
∂θ∂θ′
]−1∂qL∗T (θ̂T )
∂θ
,
where
∂qL∗T (θ̂T )
∂θ
=
T∑
t=1
[
qgt(θ̂T )
−1∂qgt(θ̂T )
∂θ
− qGT (θ̂T )
]
(1− qηt(θ̂T )2),
∂2qL∗T (θ̂T )
∂θ∂θ′
=
T∑
t=1
[
qgt(θ̂T )
−2∂qgt(θ̂T )
∂θ
∂qgt(θ̂T )
∂θ′
− qGT (θ̂T ) qG(θ̂T )′
]
with qGT (θ) =
1
T
∑T
t=1 qgt(θ)
−1 ∂qgt(θ)
∂θ . Below, we give the limiting distribution of
qθT .
Theorem 5.1. Suppose the conditions in Theorem 2.2(ii) hold. Then,
√
T (qθT − θ0)→L N(0,Σ∗) as T →∞,
where Σ∗ = (κ− 1)J∗−11 (J∗1 + J∗2 )J∗−11 with
J∗1 =E{(ψt − Eψt)(ψt − Eψt)′},
J∗2 =
ω20
γ20
[
Eg−1t Eψt − Eg−1t ψt
][
Eg−1t Eψt − Eg−1t ψt
]′
,
and ω0 = 1−
∑q
i=1 αi0 −
∑p
j=1 βj0 and γ0 = 1−
∑p
j=1 βj0.
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The preceding theorem shows that qθT can not achieve the semiparametric efficiency
bound as J∗2 is positive definite. Hence, it seems unnecessary to consider the third estima-
tion step in Hafner and Linton (2010). Note that the above updating procedure was also
given by Bickel et al. (1993), in which they showed the updated estimator can achieve the
semiparametric efficiency bound when the data are independent. However, when the data
are dependent, their conclusion may not be true as demonstrated by Theorem 5.1. The
failure of qθT in our case possibly results from the violation of the following condition
1√
T
{∂qL∗T (θ̂T )
∂θ
− ∂L
∗
T (θ̂T )
∂θ
}
= op(1),(5.1)
where
∂L∗T (θ)
∂θ is defined in the same way as
∂qL∗T (θ)
∂θ with qut and qgt(θ) replaced by ut and
gt(θ), respectively. In Bickel et al. (1993), a condition similar to (5.1) was proved for the
independent data. However, their technical treatment does not work in our time series
setting. This is because in the updating procedure at step three, the process qgt utilizes the
information before and after time period t, so that they are not independent of {u2s}s 6=t.
5.2. Comparison with VT estimation method. Our two-step estimation method also has
a linkage to the VT estimation method in Francq et al. (2011), and this aspect has not
been explored before. The VT method is designed for the following covariance stationary
GARCH(p, q) model:
yt =
√
htηt
with ht = τ0
(
1−
q∑
i=1
αi0 −
p∑
j=1
βj0
)
+
q∑
i=1
αi0y
2
t−i +
p∑
j=1
βj0ht−j ,
(5.2)
where τ0 is a positive parameter, and αi0, βj0 and ηt are defined as before. Indeed, model
(5.2) is just our stationary S-GARCH model, and it is also an alternative reparametrization
version of the conventional covariance stationary GARCH model. Since Ey2t = τ0 under
model (5.2), the VT method first estimates τ0 by τT , and then estimates θ0 by the QMLE
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θT , where
τT =
1
T
T∑
t=1
y2t and θT = argmin
θ∈Θ
LT (θ) with LT (θ) =
T∑
t=1
u2t
gt(θ)
+ log gt(θ).(5.3)
Here, ut = yt/
√
τT , and gt(θ) is defined in the same way as ĝt(θ) in (2.6) with ût replaced
by ut. Clearly, the difference of two methods is that our method estimates the unknown
function τ(x) nonparametrically, while the VT method estimates the unknown constant
parameter τ0 by the sample mean of y
2
t . It turns out that two methods require different
technical treatments and give different application scopes. From a statistical point of view,
the proof techniques for VT method rely on the facts that the objective function LT (θ) is
differential around τ0 and the first step estimator τT is
√
T -consistent. However, neither
of these facts holds for our method, and we thus need develop new proof techniques based
on more restrictive conditions for ut and ηt. From a practical point of view, our method
works for the either stationary or non-stationary S-GARCH model, while the VT method
does only for the stationary S-GARCH model. Hence, our method has a much broader
application scope than the VT method.
By revisiting Theorem 2.1 in Francq et al. (2011), we further find that the asymptotic
variance of θT is the same as the one of θ̂T in Theorem 2.2. That is, our QMLE θ̂T and
the QMLE θT in the VT method have the same asymptotic efficiency, although our first
step estimator has a slower convergence rate
√
Th than the parametric convergence rate
√
T . This novel feature has not been discovered in the literature, and it makes our two-
step method more attractive than the VT method, since our QMLE does not suffer any
efficiency loss for the stationary S-GARCH model, and at the same time, our QMLE can
still work with the same efficiency (due to the adaptiveness feature) for the non-stationary
S-GARCH model. As expected, similar features also hold for our tests LMT and QT (ℓ),
and these findings will be further illustrated by simulation studies.
6. Extension to multivariate S-BEKK model. In this section, we extend the
two-step estimation for the S-GARCH model to the multivariate semiparametric BEKK
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(S-BEKK) model. Let {yt}Tt=1 be a sequence of random vectors with dimension N ≥ 1.
Assume yt satisfies the following S-BEKK model
yt =τ
1/2
t ut with τ t = τ (t/T ),(6.1)
ut =g
1/2
t ηt and gt =W0 +
q∑
i=1
Ai0utu
′
tA
′
i0 +
p∑
j=1
Bj0gt−jB′j0,(6.2)
for t = 1, ..., T , where τ (x) ∈ RN×N is a positively definite, smoothing and deterministic
matrix with unknown form on the interval [0, 1], ut is a covariance stationary BEKK(p, q)
process parameterized by N × N matrices Ai0, i = 1, ..., q, Bj0, j = 1, ..., p and W0 :=
IN −
∑q
i=1Ai0A
′
i0 −
∑p
j=1Bj0B
′
j0, and {η t} is a sequence of i.i.d random vectors satis-
fying Eη tη
′
t = IN . Clearly, our S-BEKK model reduces to the standard BEKK model in
Engle and Kroner (1995) when τ (x) is a constant matrix, and it includes the first-order
S-BEKK model in Hafner and Linton (2010) as a special case.
Let tr(A) and det(A) be the trace and determinant of a matrix A, respectively, vec(A) be
the vectorization of a matrix A by stacking its columns, A⊗B be the Kronecker product be-
tween two matrices A and B, and A⊗2 = A⊗A. Denote θ = (vec(A1)′, ..., vec(Aq)′, vec(B1)′,
..., vec(Bp)
′)′ ∈ Θ be the unknown parameter of ut, and Θ ⊂ Rdim(θ) be the parameter
space, where dim(θ) stands for the dimension of θ. Similar to the S-GARCH model, we
consider the two-step estimation for the S-BEKK model. At step one, we estimate τ t by
τ̂ t = τ̂ (t/T ), where
τ̂ (x) =
1
T
T∑
s=1
Kh
(
x− s
T
)
ysy
′
s.
At step two, we consider the QMLE of θ0 given by θ̂T = argminθ∈Θ L̂T (θ), where
L̂T (θ) =
T∑
t=1
l̂t(θ) with l̂t(θ) = tr
(
ĝt(θ)
−1ûtû′t
)
+ log det
(
ĝt(θ)
)
.
Here, ĝt(θ) is calculated recursively by
ĝt(θ) = IN −
q∑
i=1
AiA
′
i −
p∑
j=1
BjB
′
j +
q∑
i=1
Aiûtû
′
tA
′
i +
p∑
j=1
Bj ĝt−j(θ)B′j
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with ût = τ̂
−1/2
t yt, t = 1, ..., T , and some given constant initial values û0 = u0, ..., û1−q =
u1−q, ĝ0(θ) = g0, ..., ĝ1−p(θ) = g1−p.
To give the asymptotic distribution of θ̂T , we need the following notations. Let Ai = A⊗2i
for i = 1, ..., q, Bj = B⊗2j for j = 1, ..., p, and Bk(1 : N2, 1 : N2) be the upper-left N2 ×N2
submatrix of Bk, where
B =


B1 B2 · · · Bp
IN2 0 · · · 0
0 IN2 · · · 0
...
. . .
. . .
...
0 · · · IN2 0


.
Furthermore, let ξ t = vec(η tη
′
t− IN ), Υ(x) = [τ (x)−1/4⊗τ (x)1/4], Ω0 = IN2 −
∑q
i=1Ai0−∑p
j=1 Bj0, Γ0 = IN2 −
∑p
j=1 Bj0, Qt = (Q′t,1, ...,Q′t,dim(θ))′, N = (N′1, ...,N′dim(θ))′ and
M = (M′1, ...,M
′
dim(θ))
′, where
Qt,m =vec
( ∂gt
∂θm
)′
(g
−1/2
t )
⊗2, Nm = E
[
vec
( ∂gt
∂θm
)′
(g−1t ⊗ IN )
]
,
Mm =E
[
vec
( ∂gt
∂θm
)′
(g−1t )
⊗2Tt
]
, Tt =
∞∑
k=0
B
k
0(1 : N
2, 1 : N2)
( q∑
i=1
Ai0
)
[IN ⊗ ut−k−iu′t−k−i].
The following theorem establishes the asymptotic normality of θ̂T .
Theorem 6.1. Suppose Assumptions C.1–C.7 in Jiang et al. (2020b) hold. Then,
√
T (θ̂T − θ0)→L N(0,Σ) as T →∞,
where Σ =
(
E[QtQ
′
t]
)−1[
J1 + J2 + J3 + J
′
3
](
E[QtQ
′
t]
)−1
with
J1 =E
[
QtVar(ξ t)Q
′
t
]
,
J2 =[M−N]
{∫ 1
0
Υ(x)Ω−10 Γ0E
[
(g
1/2
t )
⊗2Var(ξ t)(g
1/2
t )
⊗2
]
Γ′0Ω
′−1
0 Υ(x)dx
}
[M−N]′,
J3 =E
[
QtVar(ξ t)(g
1/2
t )
⊗2
]{
Γ′0Ω
′−1
0
∫ 1
0
Υ(x)dx
}
[M−N]′.
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When p = q = 1, it can be shown that our asymptotic variance-covariance matrix Σ is
equivalent to the one obtained in Hafner and Linton (2010), but with a relatively simpler
expression. Moreover, Theorem 6.1 indicates that the effect of nonparametric part τ t on
Σ is reflected by the term Υ(x) existing in J2 and J3. When N = 1, we have Υ(x) ≡ 1,
and hence θ̂T has the adaptiveness feature as demonstrated before. When N > 1, the form
of τ (x) has an impact on Υ(x), except for some special cases (e.g., τ (x) = τ(x)IN with
τ(x) > 0). Therefore, θ̂T does not have the adaptiveness feature in the multivariate case.
7. Simulations. This section gives the simulation studies for the QMLE θ̂T and the
tests LMT and QT (ℓ). To facilitate it, we first show how to choose the bandwidth h.
7.1. Choice of bandwidth. The practical implementation of our entire methodologies
needs to choose the bandwidth h. The methods in terms of mean squared error criterion
(see, e.g., Hafner and Linton (2010)) usually yield a bandwidth of order T−1/5, which does
not satisfy Assumption 2.8. In what follows, we give a two-step cross-validation (CV)
procedure to choose h such that Assumption 2.8 is satisfied.
Algorithm 7.1. (CV bandwidth selection procedure)
1. Set a pilot bandwidth h0 = T
−λ0 with λ0 ∈ (1/4, 1/2), and then obtain the pilot
estimates τ̂t,0 and ût,0. Choose a pilot GARCH (or ARCH) model for the process
ut, and based on {ût,0}Tt=1, estimate this pilot model by the QMLE to get the pilot
estimates {ĝt,0}Tt=1.
2. With {ĝt,0}Tt=1, define a CV criterion as
CV (h) =
T∑
t=1
{ y2t
τ̂−t(h)ĝt,0
− 1
}2
,
where τ̂−t(h) is a leave-one-out estimate of τt with respect to the bandwidth h, based
on all observations except for yt. Select our bandwidth as hcv = argminh∈HCV (h),
where H = [cminT−λ0 , cmaxT−λ0 ] with two positive constants cmin and cmax.
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Let V̂ar(yt) be the sample variance of {yt}Tt=1. To compute hcv in Algorithm 7.1, we
suggest to choose λ0 = 2/7, cmin = 0.5V̂ar(yt)
λ0 and cmax = 3V̂ar(yt)
λ0 , which will be used
and demonstrated with good performance in our simulation studies below. For the pilot
model in Algorithm 7.1, it could be taken based on either some prior information or the
BIC.
7.2. Simulations for the estimation. In this subsection, we examine the finite-sample
performance of the QMLE θ̂T . We generate 1000 replications of sample size T = 2000 and
4000 from the following two data generating processes (DGPs)
DGP 1 : The S-ARCH(2) model with α10 = α20 = 0.3;
DGP 2 : The S-GARCH(1, 1) model with α10 = 0.1 and β10 = 0.8,
where the function τ(x) is designed as follows
[No change] τ(x) = 1;(7.1)
[Linear change] τ(x) = 1 + 2x;(7.2)
[Cyclical change] τ(x) = 1 + sin(4πx)/2,(7.3)
and the error ηt follows N(0, 1), st10, and st5. Here, stν is the standardized Student-t
distribution with unit variance.
For each replication, we compute θ̂T by using the Epanechnikov kernel K(x) =
3
4(1 −
x2)1(|x| ≤ 1) and choosing the bandwidth h = hcv according to Algorithm 7.1 with the
(G)ARCH model in DGP as the pilot model. Table 1 reports the sample bias, sample
empirical standard deviation (ESD) and average asymptotic standard deviation (ASD) of
θ̂T based on 1000 replications for each DGP, where the ASD is calculated as in Remark
1. From Table 1, we find that (i) the biases of θ̂T are small in each case; (ii) regardless of
the specification of τ(x) and the distribution of ηt, the values of ESD and ASD are close
to each other, especially for large T ; (iii) when the value of T increases, the value of ESD
decreases; (iv) θ̂T becomes less efficient with a larger value of ESD as the thickness of ηt
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becomes heavier; (v) the value of ESD is almost invariant with respect to the specification
of τ(x), meaning that θ̂T is adaptive as expected. Under the same settings as in Table 1,
we also examine the finite-sample performance of the standard QMLE in Bollerslev (1986),
and find that when τ(x) ∼ (7.1), the standard QMLE is more efficient than θ̂T ; but when
τ(x) ∼ (7.2) or (7.3), the standard QMLE suffers from larger bias and discrepancy between
ESD and ASD. For saving the space, these results for the standard QMLE are not reported
here. Overall, our QMLE θ̂T has a satisfactory performance in all considered cases, and
the standard QMLE should not be used for the non-stationary S-GARCH model.
Table 1
The results (×100) of θ̂T based on DGPs 1–2
DGP 1: S-ARCH(2) DGP 2: S-GARCH(1,1)
N(0, 1) st10 st5 N(0, 1) st10 st5
T α10 α20 α10 α20 α10 α20 α10 β10 α10 β10 α10 β10
Panel A: τ (x) ∼ (7.1)
2000 Bias -0.63 -0.72 -1.13 -1.21 -1.44 -2.26 -0.11 -3.45 -0.18 -3.49 0.05 -4.31
ESD 3.90 3.93 4.73 4.79 7.17 7.44 2.02 6.35 2.30 7.13 3.04 8.39
ASD 3.96 3.96 4.96 4.95 7.60 7.44 2.10 5.62 2.38 6.25 3.19 7.85
4000 Bias -0.36 -0.45 -0.59 -0.56 -1.35 -1.58 -0.08 -1.82 -0.09 -1.86 -0.14 -1.92
ESD 2.81 2.78 3.37 3.38 5.76 5.98 1.38 3.76 1.56 4.04 2.05 4.80
ASD 2.85 2.64 3.67 3.68 5.69 5.69 1.45 3.53 1.66 3.90 2.22 4.89
Panel B: τ (x) ∼ (7.2)
2000 Bias -0.30 -0.36 -0.75 -0.83 -1.11 -1.93 0.12 -1.99 0.06 -2.17 0.31 -3.41
ESD 3.90 3.98 4.71 4.74 7.12 7.34 2.02 5.96 2.29 6.17 3.19 7.99
ASD 3.82 3.98 5.01 5.00 7.72 7.55 2.05 4.96 2.34 5.57 3.23 7.32
4000 Bias -0.04 -0.13 -0.28 -0.23 -1.05 -1.25 0.11 -0.82 0.08 -1.09 0.05 -1.36
ESD 2.80 2.76 3.31 3.36 5.69 5.91 1.40 3.24 1.57 3.64 2.20 4.65
ASD 2.85 2.85 3.71 3.72 5.79 5.79 1.42 3.21 1.64 3.62 2.28 4.66
Panel C: τ (x) ∼ (7.3)
2000 Bias 0.04 -0.07 -0.37 -0.49 -0.68 -1.47 0.18 -1.46 0.13 -1.79 0.36 -2.53
ESD 3.92 3.91 4.71 4.70 6.97 7.16 2.07 5.48 2.32 6.05 2.49 5.91
ASD 3.97 3.97 4.91 4.98 7.61 7.47 2.03 4.78 2.31 5.40 2.53 5.54
4000 Bias 0.27 0.19 0.07 0.08 -0.58 -0.85 0.19 -0.23 0.18 -0.62 0.16 -0.86
ESD 2.69 2.81 3.39 3.35 5.65 5.82 1.41 3.19 1.59 3.55 2.28 4.68
ASD 2.78 2.84 3.66 3.67 5.71 5.70 1.40 3.05 1.62 3.47 2.25 4.41
7.3. Simulations for the testing. In this subsection, we examine the finite-sample per-
formance of LMT and QT (ℓ). We generate 1000 replications of sample size T = 2000 and
22
4000 from the following two DGPs
DGP 3 : The S-GARCH(1, 2) model with α10 = β10 = 0.3 and α20 = 0.03k;
DGP 4 : The S-GARCH(2, 1) model with α10 = β10 = 0.3 and β20 = 0.03k,
where k = 0, 1, ..., 10, τ(x) is designed as in DGPs 1–2, and ηt ∼ N(0, 1). For each DGP,
the model with respect to k = 0 is taken as its null model. That is, the S-GARCH(1, 1)
model is the null model for both DGP 3 and DGP 4.
Next, we fit each replication by its related null model, and then apply LMT to detect
the null hypothesis of k = 0 as well as QT (ℓ) to check whether this fitted null model is
adequate. Based on 1000 replications, the empirical power of LMT and QT (ℓ) is plotted in
Fig 1 and Fig 2 for DGP 3 and DGP 4, respectively, where we take the level α = 5% and
the lag ℓ = 6, 9, and 12, and the sizes of both tests correspond to the results for k = 0.
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Fig 1. Power across k in DGP 3 for LMT (diamond “⋄” marker) and QT (ℓ) with ℓ = 6 (star “∗” marker),
ℓ = 9 (cross “×” marker), and ℓ = 12 (plus “+” marker). The horizontal dash-dotted line corresponds to
the level 5%. Upper Panel: T = 2000; bottom Panel: T = 4000.
From Figs 1–2, we can find that (i) all tests have precise sizes; (ii) the power of all tests
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Fig 2. Power across k in DGP 4. The descriptions are as for Fig 1.
becomes large as the value of T or k increases; (iii) LMT is more powerful than all Qℓ, and
Q6 is generally more powerful than Q9 and Q12; (iv) all tests are more powerful to detect
the mis-specification of ARCH part in DGP 3 than the mis-specification of GARCH part
in DGP 4; (v) all tests are adaptive, since their power is unaffected by the form of τ(x).
In summary, all tests have a good performance especially for large T .
7.4. Comparison with three-step estimation method. In this subsection, we compare the
finite-sample performance of θ̂T and the three-step estimator qθT by investigating their bias
difference and efficiency ratio (componentwisely) defined respectively as
d(γ) = (|the Bias of γ̂T | − |the Bias of qγT |)× 100 and R(γ) = the ESD of γ̂T
the ESD of qγT
,
where γ denotes any entry of θ0, and the Bias and ESD of each estimator are computed
based on 1000 replications. We calculate the values of d(γ) and R(γ) under the same
simulation settings as in Subsection 7.2, and only report the results for the case of τ(x) ∼
(7.1) in Table 2 due to the adaptiveness of θ̂T and qθT . From Table 2, we can find that (i)
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both estimators have a comparable bias performance; (ii) when ηt ∼ N(0, 1), qθT is more
(or less) efficient than θ̂T in DGP 1 (or DGP 2), indicating that qθT does not achieve the
semiparametric efficiency bound as indicated in Theorem 5.1; (iii) when ηt has a heavier
distribution (e.g., ηt ∼ st5), θ̂T exhibits more efficiency advantage over qθT . In summary,
our simulation results suggest that it is unnecessary to further update θ̂T to qθT .
Table 2
The results of d(γ) and R(γ) based on DGPs 1–2 with τ (x) ∼ (7.1)
DGP 1: S-ARCH(2) DGP 2: S-GARCH(1,1)
N(0, 1) st10 st5 N(0, 1) st10 st5
T α10 α20 α10 α20 α10 α20 α10 β10 α10 β10 α10 β10
2000 d(γ) 0.08 0.08 -0.23 -0.22 -0.49 -0.53 -0.06 -0.43 -0.05 -0.47 0.04 -0.34
R(γ) 1.01 1.02 1.01 0.99 0.46 0.48 0.99 0.94 0.99 0.95 0.89 0.91
4000 d(γ) 0.05 0.05 -0.13 -0.15 -0.68 -1.15 -0.02 -0.19 -0.02 -0.03 0.02 -0.31
R(γ) 1.04 1.04 1.03 1.03 0.40 0.24 0.99 0.96 0.99 0.96 0.97 0.96
7.5. Comparison with the VT method. In this subsection, we compare the finite-sample
performance of θ̂T , LMT and QT (ℓ) with those of θT , LM
vt
T and Q
vt
T (ℓ), respectively,
where θT defined in (5.3) is the QMLE from the VT method, and LM
vt
T and Q
vt
T (ℓ) are
defined in the same way as LMT and QT (ℓ) with θ̂T replaced by θT . Note that when the
S-GARCH(p, q) model is stationary, θT is asymptotically normal, and LM
vt
T and Q
vt
T (ℓ)
have the same limiting null distributions as those of LMT and QT (ℓ).
First, we compare the efficiency of θ̂T and θT by looking at the following ratio
Rqmle(γ) =
the ESD of γ̂T
the ESD of γT
,
where the ESD of each estimator is computed based on 1000 replications. Table 3 reports
the values of Rqmle(γ) when the DGP is a stationary S-ARCH(2) (or S-GARCH(1, 1))
model with τ(x) ∼ (7.1), ηt ∼ N(0, 1), and three different choices of θ0. From this table,
we find that as expected, all the values of Rqmle(γ) are close to 1, indicating that θ̂T and
θT have the same asymptotic efficiency when the S-GARCH model is stationary.
Second, we compare the power of LMT and LM
vt
T and that of QT (ℓ) and Q
vt
T (ℓ) by
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Table 3
The value of Rqmle(γ) when the S-GARCH model is stationary
DGP: S-ARCH(2) with τ (x) ∼ (7.1) and ηt ∼ N(0, 1)
(α10, α20) = (0.5, 0.1) (α10, α20) = (0.4, 0.2) (α10, α20) = (0.3, 0.3)
T Rqmle(α10) Rqmle(α20) Rqmle(α10) Rqmle(α20) Rqmle(α10) Rqmle(α20)
2000 0.951 1.036 1.043 0.978 1.005 0.997
4000 0.963 1.029 1.007 1.002 1.013 1.005
DGP: S-GARCH(1, 1) with τ (x) ∼ (7.1) and ηt ∼ N(0, 1)
(α10, β10) = (0.1, 0.8) (α10, β10) = (0.2, 0.7) (α10, β10) = (0.3, 0.5)
T Rqmle(α10) Rqmle(β10) Rqmle(α10) Rqmle(β10) Rqmle(α10) Rqmle(β10)
2000 1.003 1.022 1.036 1.104 0.995 1.049
4000 0.980 1.089 1.012 1.054 0.971 1.018
Table 4
The values Rlm and Rq(ℓ) based on a stationary S-GARCH(1, 2) model in DGP 3
T
k
0 1 2 3 4 5 6 7 8 9 10
Rlm 2000 1.019 1.162 1.081 1.029 1.018 0.997 0.996 0.989 0.98 0.981 0.991
4000 0.981 1.123 1.027 0.995 0.981 0.989 1.007 1.001 1.000 1.000 1.000
Rq(6) 2000 1.232 1.019 0.761 0.852 0.916 0.956 1.073 0.987 0.987 0.959 0.988
4000 1.184 0.889 0.799 0.810 0.907 0.919 0.962 0.968 0.991 0.995 0.999
Rq(9) 2000 1.282 0.843 0.798 0.943 0.990 0.961 1.0346 0.979 0.993 0.951 0.983
4000 1.021 1.036 0.754 0.839 0.899 0.903 0.940 0.971 0.985 0.9997 0.996
Rq(12) 2000 1.160 0.698 0.833 0.916 1.053 0.870 1.021 0.990 0.979 0.963 0.982
4000 1.056 1.087 0.765 0.880 0.906 0.908 0.955 0.976 0.950 0.991 0.999
looking at the following two ratios
Rlm =
the power of LMT
the power of LMvtT
and Rq(ℓ) =
the power of QT (ℓ)
the power of QvtT (ℓ)
,
where the power of each test is computed based on 1000 replications. Table 4 reports
the values of Rlm and Rq(ℓ) (for ℓ = 6, 9, and 12), when the data are generated from a
stationary S-GARCH(1, 2) model in DGP 3 with τ(x) ∼ (7.1). The results for DGP 4 are
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quite similar and hence omitted to save space. From Table 4, we can see that (i) the values
of Rlm are close to 1 in all examined cases; (ii) when the value of T or k is small, the values
of Rq(ℓ) are slightly less than one, meaning that Q
vt
T (ℓ) could be more powerful than QT (ℓ);
(ii) when the value of T or k becomes large, the power advantage of QvtT (ℓ) disappears as
the values of Rq(ℓ) are close to 1. These findings demonstrate that when the S-GARCH
model is stationary, our two tests have the same power performance as their counterparts
from the VT method especially for large T . We also highlight that when the S-GARCH
model is non-stationary, our unreported results show that LMvtT and Q
vt
T (ℓ) can cause a
severe over-sized problem, and hence they can not be used in this case.
8. Applications. In this section, we re-study the US dollar to Indian rupee (USD/INR)
exchange rate series and FTSE-index series in Truquet (2017), with respect to in-sample
fitting and out-of-sample prediction.
8.1. USD/INR exchange rate. This subsection considers the USD/INR exchange rate
series from December 19th, 2005 to February 18th, 2015. The log returns (in percentage)
of this series having T = 2301 observations in total are denoted by {yt}, and they are
plotted in the upper panel of Fig 3. We apply the non-parametric strict stationarity test
in Hong et al. (2017) (with the same settings as in their simulation) to {yt} and find this
test statistic has a p-value close to zero, indicating a strong evidence against the strict
stationarity. Thus, using a non-stationary model to fit this series seems appropriate. In
Truquet (2017), this return series is fitted by a semiparametric ARCH(1) model with a
time-varying intercept and a constant lag-1 ARCH parameter. Motivated by this, we use an
ARCH(1) model as the pilot model in Algorithm 7.1 to choose the bandwidth h = 0.0358,
and then calculate the series {ût}. Based on {ût}, our BIC selects p = q = 1 for the
S-GARCH model, and hence we fit this return series by the S-GARCH(1, 1) model with
α̂1T = 0.0762(0.0231) , β̂1T = 0.8443(0.0475) , and τ̂t being plotted in the middle panel of Fig 3,
where the values in parentheses are the asymptotic standard errors, and the bandwidth
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h = 0.0833 is re-chosen by using a GARCH(1, 1) model as the pilot model in Algorithm
7.1. For this fitted S-GARCH(1, 1) model, the p-values of the portmanteau tests QT (6),
QT (9), and QT (12) are 0.6472, 0.7530, and 0.8268, respectively, implying that our fitted
short run GARCH(1, 1) component is adequate. In view of the plot of {τ̂t} in Fig 3, we
can find that the long run component τt has relatively larger values around years 2009
and 2014. Moreover, we also plot the estimated volatilities based on either S-GARCH or
GARCH model in the bottom panel of Fig 3, from which we can see that compared with
the S-GARCH model, the GARCH model tends to underestimate the volatilities during
2008-2009 and 2013-2014, and overestimate the volatilities during other periods.
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Fig 3. The plot of log returns {yt} (upper panel), estimated long-run components {τ̂t} (middle panel),
and estimated volatilities {τ̂tĝt} (bottom panel) based on S-GARCH model (solid line) and GARCH model
(dotted line) for USD/INR series. Here, τ̂t is computed by using the Epanechnikov kernel with h = 0.0833
for the S-GARCH model, and τ̂t ≡ τT and ĝt = gt(θT ) in (5.3) for the GARCH model.
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8.2. FTSE-index. This subsection considers the FTSE-index series from January 4th,
2005 to March 4th, 2015. We study the log returns of this index series with T = 2568
observations in total, which is denoted by {yt} and plotted in the upper panel of Fig 4.
As the previous example, we use the non-parametric strict stationarity test in Hong et al.
(2017) to {yt}, and find a strong evidence (with the p-value close to zero) against the
strict stationarity. Since Truquet (2017) suggested a semiparametric ARCH(5) model with
a time-varying intercept and constant ARCH parameters to fit this return series, we take
an ARCH(5) model as the pilot model in Algorithm 7.1, and then select the bandwidth
h = 0.0865 as a result. Based on this choice of h, we compute {ût} and select p = q = 1
according to the BIC. Hence, we fit this return series by the S-GARCH(1, 1) model with
α̂1T = 0.1098(0.0165) , β̂1T = 0.8433(0.0233) , and τ̂t being plotted in the middle panel of Fig 4,
where the bandwidth h = 0.0941 is re-chosen by using a S-GARCH(1, 1) model as the pilot
model in Algorithm 7.1. Further, the portmanteau tests QT (6), QT (9), and QT (12) (with
p-values equal to 0.5326, 0.5335, and 0.2800, respectively) suggest that this fitted short
run GARCH(1, 1) component is adequate. From the middle panel of Fig 4, we find that
the long run component τt for the FTSE return series only has a clear peak around 2009.
This may imply that the stock market index series has a different long run structure with
the exchange rate series. Moreover, we also plot the estimated volatilities based on either
S-GARCH or GARCH model in the bottom panel of Fig 4, from which we can see that
the estimated volatilities from two models are quite close except around years 2008-2009,
during which the GARCH model tends to underestimate the volatilities.
8.3. Forecasting comparisons. This subsection makes a forecasting comparison among
S-GARCH(1, 1) model, S-ARCH(q) model, GARCH(1, 1) model in Bollerslev (1986), and
LS-ARCH(q) model (i.e., the locally stationary ARCH(q) model) in Fryzlewicz et al. (2008)
for the USD/INR and FTSE return series. Note that the S-ARCH(q) model can locally
approximate the semiparametric ARCH(q) model in Truquet (2017), where q = 1 (or 5) is
suggested for the USD/INR (or FTSE) return series. Hence, we follow Truquet (2017) to
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Fig 4. The plots for FTSE series with the same descriptions as in Fig 3. Here, τ̂t is computed by using the
Epanechnikov kernel with h = 0.0941 for the S-GARCH model.
select q for the S-ARCH(q) and LS-ARCH(q) models.
Next, we compare all four models in terms of the averaged QLIKE loss function in
Patton (2011). Specifically, we use the in-sample data {yt}T0t=1 to make a t0-step ahead
forecast ŷ2T0+t0|T0 for the out-of-sample data point y
2
T0+t0
, and then compute the averaged
QLIKE by
QLIKE(t0) =
1
T − t0 − 1499
T−t0∑
T0=1500
log ŷ2T0+t0|T0 +
y2T0+t0
ŷ2T0+t0|T0
.
The model with the smaller value of QLIKE(t0) has the better t0-step ahead forecasting
performance.
Moreover, we introduce how each model computes ŷ2T0+t0|T0 . For the S-GARCH(1, 1)
model, we fit the model via the two-step estimation based on the in-sample data {yt}T0t=1,
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where the bandwidth h is chosen by Algorithm 7.1 with a pilot GARCH(1, 1) model. With
the kernel estimate τ̂T0 and QMLE θ̂T0 , we then obtain ŷ
2
T0+t0|T0 = τ̂T0gT0+t0|T0(θ̂T0), where
gT0+t0|T0(θ̂T0) computed as for volatility prediction in the GARCH(1, 1) model is the t0-step
ahead prediction of gT0+t0 . A similar way is used for the S-ARCH(q) model to compute
ŷ2T0+t0|T0 . For the GARCH(1, 1) model, we fit the model via the VT estimation based on the
in-sample data {yt}T0t=1, and then compute ŷ2T0+t0|T0 in the conventional way. For the LS-
ARCH(q) model, we follow the method in Fryzlewicz et al. (2008) to compute ŷ2T0+t0|T0 .
That is, we treat the last T˜ in-sample data points as if they came from a stationary
ARCH(q) process, and then estimate the parameters based on these T˜ data points and
compute ŷ2T0+t0|T0 as for the stationary ARCH(q) model. Here, the tuning parameter T˜ is
chosen by minimizing the QLIKE, i.e.,
T˜ = arg min
T∈T
∑
t∈[T0−50, T0−1]
log ŷ2t+1|t(T ) +
y2t+1
ŷ2t+1|t(T )
,
where T = {50, 100, ..., 500}, and ŷ2t+1|t(T ) computed as for the stationary ARCH(q) model
is the prediction of y2t+1 based on the data {yi}ti=t−T+1.
Table 5 reports the values of QLIKE(t0) for all four models, where the prediction hori-
zon t0 is taken as 1, 5, 10, and 22, corresponding to daily, weekly, biweekly, and monthly
predictions, respectively. The DM test in Diebold and Mariano (1995) is implemented to
compare the forecasting accuracy between the model with smallest value of QLIKE and
other three models. From this table, we find that for both series, the S-GARCH model has
the smallest value of QLIKE for t0 = 1 and 5, while the GARCH model has the small-
est value of QLIKE for t0 = 10 and 22. In terms of DM test, we find that the model
with smallest value of QLIKE does not exhibit significantly forecasting accuracy than its
three competitors for USD/INR series, while it has significantly forecasting accuracy than
two ARCH-type competitors for FTSE series. These findings are consistent with those in
Fryzlewicz et al. (2008) and Truquet (2017) that (S-)GARCH models could deliver better
forecasts than LS-ARCH and S-ARCH models. For the S-GARCH model, we simply just
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use the latest in-sample long-run component estimator τ̂T0 to predict the out-of-sample
long-run component τT0+t0 . So far, we do not know how to find an “optimal” way under
certain criterion to predict τT0+t0 , and this dilemma seems to exist in most of nonpara-
metric methods. We believe that with a better prediction of τT0+t0 , our S-GARCH model
could deliver better prediction performances especially at longer prediction horizons.
Table 5
The values of QLIKE(t0) for t0 = 1, 5, 10 and 22
USD/INR FTSE
1 5 10 22 1 5 10 22
S-GARCH −1.6981 -1.6541 -1.6050 -1.5479 0.7033 0.7600 0.8179∗ 0.8771∗
S-ARCH -1.6863 -1.6273 -1.6175 -1.5641 0.7310∗ 0.7867∗ 0.8304∗ 0.8926∗
GARCH -1.6815 -1.6520 -1.6180 -1.5774 0.7043 0.7665 0.7982 0.8321
LS-ARCH -1.6710 -1.6212 -1.6155 -1.5722 0.7520∗ 0.7861∗ 0.8058∗ 0.8635∗
Note: For each t0, the smallest value of QLIKE(t0) among all four models is in boldface.
DM test is implemented between the model with smallest value of QLIKE(t0) and other three models, where the
symbol star (*) indicates the significance at 5% level.
9. Concluding remarks. This paper provides a complete statistical inference pro-
cedure for the S-GARCH model. Our methodologies including the estimation and testing
focus on the QMLE of non-time-varying parameters in GARCH-type short run compo-
nent. Since this QMLE is based on the estimate of the long run component, we develop
new proof techniques to derive its asymptotic normality, and find that its asymptotic vari-
ance is adaptive to the long run component with unknown form. By comparing the results
with those in Hafner and Linton (2010), we find a much simpler asymptotic variance ex-
pression for the QMLE, bringing the convenience of use to practitioners. By comparing
with the QMLE from the VT method in Francq et al. (2011), we find that our QMLE
not only enjoys a broader application scope to deal with the non-stationary S-GARCH
model, but also avoids any efficiency loss when the S-GARCH model is stationary. All of
these interesting features have not been unveiled before in the literature, and they make
our QMLE and its related Lagrange multiplier and portmanteau tests more appealing in
practice.
Finally, we suggest some future research topics. First, it is interesting to extend our
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study to the robust estimation context. This could give us more efficient estimators and
more powerful tests for dealing with heavy-tailed data. Second, a similar semiparamet-
ric framework as (1.1) can be posed into many variants of the standard GARCH model
(e.g., the asymmetric power-GARCH model in Pan et al. (2008) and the asymmetric log-
GARCH model in Francq et al. (2013)), and our methodologies could be applied to these
new resulting semiparametric models. Third, another possible work is to relax the smooth
condition of the long run component to allow for abrupt changes. This seems challenging
and may require more non-trivial technical treatments.
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APPENDIX: PROOFS
To facilitate the proofs, we first introduce some notations. As for gt(θ), ĝt(θ), LT (θ), and
L̂T (θ) in (2.4)–(2.6), we similarly define
(A.1) L˜T (θ) =
T∑
t=1
l˜t(θ) with l˜t(θ) =
u2t
g˜t(θ)
+ log g˜t(θ),
where g˜t(θ) is defined in the same way as ĝt(θ) in (2.6) with ût replaced by ut. Meanwhile,
we let κT =
√
(log T )/(Th) + h2, ∆t = û
2
t − u2t , S˜t(θ) = ĝt(θ)−1 − g˜t(θ)−1, B(j) be a p× p
matrix with (1, j)th element 1 and other elements 0, and
B =


β1 β2 · · · βp
1 0 · · · 0
...
...
0 · · · 1 0


p×p
.
Also, we let C be a generic constant which may differ at each appearance.
Next, we give five technical lemmas, whose proofs are given in the supplementary ma-
terial (Jiang et al. (2020b)). Lemma A.1 captures the error from the nonparametric esti-
mation. Lemma A.2 gives some useful results on ∆t and S˜t(θ). Lemma A.3 ensures that
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replacing ut by ût has a negligible impact on our asymptotic results. Lemma A.4 guarantees
that the effect from initial values to our asymptotics is negligible. Lemma A.5 provides a
useful β-mixing result.
Lemma A.1. Suppose Assumptions 2.1–2.4 hold. Then, almost surely (a.s.),
(i) sup
x∈(0,1)
∣∣∣τ̂(x)− τ(x)− 1
T
T∑
t=1
Kh
(
x− t
T
)
τ(x)(u2t − 1)− h2b(x)
∣∣∣ = O( log T
Th
)
+ o(h2);
(ii) sup
x∈(0,1)
∣∣∣ 1
T
T∑
t=1
Kh
(
x− t
T
)
τ(x)(u2t − 1)
∣∣∣ = O(
√
log T
Th
)
.
Lemma A.2. Suppose the conditions in Theorem 2.2 hold. Then,
(i) ∆t = τt
−1(τt − τ̂t)u2t +O(κ2T )u2t , where O(1) holds uniformly in t;
(ii) supθ∈Θ |S˜t(θ)| ≤ CκT .
Lemma A.3. Suppose the conditions in Theorem 2.2 hold. Then, for any ι ≤ 4(1+2δ),
(i) sup
θ∈Θ
∥∥∥ĝt(θ)− g˜t(θ)∥∥∥
ι
≤ CκT ;
(ii) sup
θ∈Θ
∥∥∥∂ĝt(θ)
∂θ
− ∂g˜t(θ)
∂θ
∥∥∥
ι
≤ CκT ;
(iii) sup
θ∈Θ
∥∥∥∂2ĝt(θ)
∂θ∂θ′
− ∂
2g˜t(θ)
∂θ∂θ′
∥∥∥
ι
≤ CκT .
Lemma A.4. Suppose Assumptions 2.1 and 2.5–2.7 hold. Then, there exists a ρ ∈ (0, 1)
such that for any ι ≤ 4(1 + 2δ),
(i) sup
θ∈Θ
∥∥∥gt(θ)− g˜t(θ)∥∥∥
ι
≤ Cρt;
(ii) sup
θ∈Θ
∥∥∥∂gt(θ)
∂θ
− ∂g˜t(θ)
∂θ
∥∥∥
ι
≤ Cρt;
(iii) sup
θ∈Θ
∥∥∥∂2gt(θ)
∂2θ∂θ′
− ∂
2g˜t(θ)
∂θ∂θ′
∥∥∥
ι
≤ Cρt.
Lemma A.5. Suppose Assumptions 2.4–2.5 and 2.7(i) hold. Then,
{
(ut, gt,
∂gt(θ0)
∂θ′ )
}
is
strictly stationary and β-mixing with exponential decay.
Proof of Theorem 2.1. See the supplementary material in Jiang et al. (2020b).
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Proof of Theorem 2.2(i). See the supplementary material in Jiang et al. (2020b).
In order to prove Theorem 2.2(ii), we need a crucial proposition, which is interesting in
its own right.
Proposition A.1. Let {ct}t∈Z be a sequence of stationary process and Fst = σ(ci, t ≤
i ≤ s) be the sigma-filed generated by {ci, t ≤ i ≤ s}. Define
ST =
1√
T
T∑
t=1
bt
{ 1
Th
T∑
s=1
K
(s− t
Th
)
as
}
,
where at = f(ct), bt = g(ct, ct−k) for some k ≤ nT , and f(·) and g(·, ·) are two real-valued
functions. Suppose the following conditions hold:
(1) Eat = 0, Ebt = 0, E|at|ι1(1+2δ) < ∞ and E|bt|ι2(1+2δ) < ∞, where ι1, ι2 > 0 satisfy
ι−11 + ι
−1
2 = 1/2 and δ > 0;
(2) ct is β-mixing with mixing coefficients β(j) satisfying
∑∞
j=1 β(j)
δ/(1+δ) <∞;
(3) K(·) satisfies Assumption 2.3 and h satisfies Assumption 2.8;
(4) nT is either a constant or nT →∞ and nT = o(
√
Th2) as T →∞.
Then,
(i) |ESt| ≤ CnT√
Th
and (ii) ES2T ≤ Cmax
{ nT√
Th
,
1
Th2
}
.
Proof. We decompose ST = ST,1 + ST,2 + ST,3 + ST,4, where
ST,1 =
1
T 3/2h
T−1∑
t=1
bt
T∑
s=t+1
K
(s− t
Th
)
as, ST,2 =
1
T 3/2h
T∑
t=nT+1
bt
t−nT∑
s=1
K
(s− t
Th
)
as,
ST,3 =
1
T 3/2h
T−1∑
t=nT+1
bt
t∑
s=t−nT+1
K
(s− t
Th
)
as, ST,4 =
1
T 3/2h
nT∑
t=1
bt
t∑
s=1
K
(s− t
Th
)
as.
(i) Under Condition (1), we have that ι1 > 2 and ι2 > 2, which indicate ‖at‖2(1+2δ) <∞
and ‖bt‖2(1+2δ) < ∞. Since bt ∈ F tt−nT , by Conditions (1)–(3) and Davydov’s inequality
(see Davydov (1968)), we have
|EST,1| ≤ C
T 3/2h
T−1∑
t=1
T∑
s=t+1
|E(btas)|
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≤ C
T 3/2h
T−1∑
t=1
T∑
s=t+1
β(s − t)δ/(1+δ)‖bt‖2(1+δ)‖as‖2(1+δ) =
C
T 1/2h
.
Similarly, we can show that |EST,2| ≤ CT 1/2h . The result holds by noticing that
E|ST,3| ≤ C
T 3/2h
T−1∑
t=nT+1
t∑
s=t−nT+1
E|btas| ≤ CnT
T 1/2h
,
E|ST,4| ≤ C
T 3/2h
nT∑
t=1
t∑
s=1
E|btas| ≤ Cn
2
T
T 3/2h
.
(ii) It is not hard to obtain that ES2T,3 ≤
Cn2T
Th2 and ES
2
T,4 ≤
Cn4T
T 3h2 . Below, we only prove
that ES2T,1 ≤ CnT√Th +
C
Th2
, since we can similarly show that ES2T,2 ≤ C√Th +
C
Th2
.
Let ̟t =
∑T
s=t+1K(
t−s
Th )as. Then, ES
2
T,1 =
1
T 3h2
∑T
t=1
∑T
t′=1Ebtbt′̟t̟t′ := VT,1 +
VT,2 + VT,3, where
VT,1 =
1
T 3h2
T∑
t=1
T∑
t′=t+1
Ebtbt′̟t̟t′ , VT,2 =
1
T 3h2
T∑
t=1
E(bt̟t)
2,
VT,3 =
1
T 3h2
T∑
t′=1
T∑
t=t′+1
Ebtbt′̟t̟t′ .
For simplicity, we only show that VT,1 ≤ CnT√Th +
C
Th2
. Let
̟1t =
t′∑
s=t+1
K
(t− s
Th
)
as ∈ Fmin{t
′−1,t+[Th]}
t+1 , ̟2t =
T∑
s=t′+1
K
(t− s
Th
)
as ∈ F∞t′ ,
̟1t′ =
t′+[Th]−1∑
s=t′+1
K
(t′ − s
Th
)
as ∈ F t
′+[Th]−1
t′ , ̟2t′ =
T∑
s=t′+[Th]
K
(t′ − s
Th
)
as ∈ F∞t′+[Th].
Here, we have used the fact that K( t−sTh ) = 0 if |t− s| > [Th] by Condition (3). Moreover,
decompose VT,1 = VT,11 + VT,12 + VT,13, where
VT,11 =
1
T 3h2
T∑
t=1
T∑
t′=t+1
Ebt̟1tbt′̟1t′ , VT,12 =
1
T 3h2
T∑
t=1
T∑
t′=t+1
Ebt̟1tbt′̟2t′ ,
VT,13 =
1
T 3h2
T∑
t=1
T∑
t′=t+1
Ebt̟2tbt′̟t′ .
Using Lemmas A.6–A.8 below, it follows that VT,1 ≤ Cmax
{
nT√
Th
, 1Th2
}
.
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Lemma A.6. Under the conditions in Proposition A.1, VT,11 ≤ Cmax
{
1√
Th
, 1
Th2
}
.
Proof. First, we decompose VT,11 =
∑3
i=1 VT,11i, where
VT,111 =
1
T 3h2
T∑
t=1
t+2[Th]∑
t′=t+1
Cov(bt̟1tbt′ ,̟1t′), VT,112 =
1
T 3h2
T∑
t=1
T∑
t′=t+2[Th]+1
Cov(bt̟1t, bt′̟1t′),
VT,113 =
1
T 3h2
T∑
t=1
T∑
t′=t+2[Th]+1
E(bt̟1t)E(bt′̟1t′).
Next, by Theorem 4.1 in Shao and Yu (1996), we have
‖̟1t‖ι ≤ C
√
min{t′ − t− 1, [Th] + 1}‖as‖ι+ξ0(A.2)
for some 0 ≤ ι ≤ ι1(1+2δ)− ξ0 and ξ0 > 0. Since bt̟1tbt′ ∈ F t′−∞, by Davydov’s inequality
and Ho¨lder’s inequality, we can obtain
|VT,111| ≤ 1
T 3h2
T∑
t=1
t+2[Th]∑
t′=t+1
t′+[Th]−1∑
s=t′
Cβ(s− t′)δ/(1+δ)‖bt̟1tbt′‖(1+δ)ι1/(ι1−1)‖as‖ι1(1+δ)
≤ 1
T 3h2
T∑
t=1
t+2[Th]∑
t′=t+1
t′+[Th]−1∑
s=t′
Cβ(s− t′)δ/(1+δ)‖bt‖2ι2(1+δ)‖̟1t‖ι1(1+δ)‖as‖ι1(1+δ)
=
1
T 3h2
T∑
t=1
t+2[Th]∑
t′=t+1
‖̟1t‖ι1(1+δ).
Using (A.2) with ι = ι1(1 + δ) and ξ0 = ι1δ, it follows that |VT,111| ≤ CT 2h
√
Th
T 3h2
= C√
Th
.
Third, we note that bt̟1t ∈ F t+[Th]−∞ as t′ > t + [Th], and bt′K( t
′−s
Th )as ∈ F∞t′−nT ⊂
F∞t′−[Th]+1 as nT ≪ [Th]. Then, by Davydov’s inequality and Ho¨lder’s inequality, we have
|VT,112| ≤ 1
T 3h2
T∑
t=1
T∑
t′=t+2[Th]+1
t′+[Th]−1∑
s=t′+1
∣∣∣Cov(bt̟1t, bt′K((t′ − s)/Th)as)∣∣∣
≤ C
T 3h2
T∑
t=1
T∑
t′=t+2[Th]+1
t′+[Th]−1∑
s=t′+1
β(t′ − t− 2[Th])δ/(1+δ)‖bt̟1t‖2(1+δ)‖bt′as‖2(1+δ)
≤ C
T 3h2
T∑
t=1
T∑
t′=t+2[Th]+1
t′+[Th]−1∑
s=t′+1
β(t′ − t− 2[Th])δ/(1+δ)‖bt‖2ι2(1+δ)‖̟1t‖ι1(1+δ)‖as‖ι1(1+δ)
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≤CTh
T 3h2
T∑
t=1
‖̟1t‖ι1(1+δ).
Using (A.2) with ι = ι1(1+ δ) and ξ0 = ι1δ, it follows that |VT,112| ≤ C√Th . Finally, since it
is straightforward to show that |VT,113| ≤ CTh2 , the result follows.
Lemma A.7. Under the conditions in Proposition A.1, VT,12 ≤ C/
√
Th.
Proof. Note that bt̟1tbt′ ∈ F t′−∞. By Davydov’s inequality, Ho¨lder’s inequality and
(A.2), we have
∣∣Cov(bt̟1tbt′ ,̟2t′)∣∣ ≤ T∑
s=t′+[Th]
K
(t′ − s
Th
)∣∣Cov(bt̟1tbt′ , as)∣∣
≤C
T∑
j=[Th]
β(j)δ/(1+δ)‖bt‖2ι2(1+δ)‖̟1t‖ι1(1+δ)‖as‖ι1(1+δ)
=C
√
Th
T∑
j=[Th]
β(j)δ/(1+δ) .
By Condition (2) and the fact Th→∞ as T →∞, we have that Th∑Tj=[Th] β(j)δ/(1+δ) ≤
C, which entails that |VT,12| ≤ C√
T 3h5
≤ C√
Th
.
Lemma A.8. Under assumptions of Proposition A.1, VT,13 ≤ CnT/
√
Th.
Proof. Rewrite ̟t′ = ̟3t′ +̟4t′ , where
̟3t′ =
s∑
r=t′+1
K
(t′ − r
Th
)
ar and ̟4t′ =
t′+[Th]∑
r=s+1
K
(t′ − r
Th
)
ar.
Then, we can decompose VT,13 =
∑4
i=1 VT,13i, where
VT,131 =
1
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
s=t′+1
K
(t− s
Th
)
Cov(btbt′ , as̟3t′),
VT,132 =
1
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
s=t′+1
K
(t− s
Th
)
Cov(btbt′ , as̟4t′),
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VT,133 =
1
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
s=t′+1
K
(t− s
Th
)
E(btbt′)E(as̟t′),
VT,134 =
1
T 3h2
T∑
t=1
T∑
t′=t+[Th]+1
T∑
s=t′+1
K
(t− s
Th
)
E(btbt′as̟t′).
First, by interchanging summations of s and r, we have
VT,131 =
C
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
r=t′+1
t+[Th]∑
s=r
K
(t− s
Th
)
K
(t′ − r
Th
)
Cov(btbt′ , asar).
Since btbt′ ∈ F t′−∞, by Davydov’s inequality and Ho¨lder’s inequality, we can show
|VT,131| ≤ C
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
r=t′+1
Cov
(
btbt′ , ar
t+[Th]∑
s=r
K
(t− s
Th
)
as
)
≤ C
T 3h2
T∑
t=1
t+[Th]∑
t′=t+1
t+[Th]∑
r=t′+1
β(r − t′)δ/(1+δ)‖btbt′‖ι2(1+δ)/2
×
∥∥∥ar t+[Th]∑
s=r
K
(t− s
Th
)
as
∥∥∥
ι1(1+δ)
≤ C
T 3h2
T∑
t=k+1
t+[Th]∑
t′=t+1
t+[Th]∑
r=t′
β(r − t′)δ/(1+δ)‖bt‖2ι2(1+δ)/2
× ‖ar‖ι1(1+δ)
∥∥∥ t+[Th]∑
s=r
K
(t− s
Th
)
as
∥∥∥
ι1(1+δ)
.
By similar arguments as for (A.2), we have
∥∥∥ t+[Th]∑
s=r
K
(t− s
Th
)
as
∥∥∥
ι1(1+δ)
≤ C
√
t+ [Th]− r‖as‖ι1(1+2δ) ≤ C
√
Th‖as‖ι1(1+2δ),
and hence it follows that |VT,131| ≤ CT 2h
√
Th
T 3h2
= C√
Th
. Similarly, |VT,132| ≤ C√Th .
Next, we decompose VT,133 = VT,1331 + VT,1332, where
VT,1331 =
1
T 3h2
T∑
t=1
t+nT∑
t′=t+1
t+[Th]∑
s=t′
K
(t− s
Th
)
E(btbt′)E(as̟t′),
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VT,1332 =
1
T 3h2
T∑
t=1
t+[Th]∑
t′=t+nT+1
t+[Th]∑
s=t′
K
(t− s
Th
)
E(btbt′)E(as̟t′).
It is easy to see
|VT,1331| ≤ 1
T 3h2
T∑
t=1
t+nT∑
t′=t+1
t+[Th]∑
s=t′
K
(t− s
Th
)
‖bt‖22‖as‖2‖̟t′‖2 ≤
CT 2h
T 3h2
t+nT∑
t′=t+1
‖̟t′‖2
and ‖̟t′‖2 ≤ C
√
Th‖as‖2(1+δ) by (A.2). So, we have that |VT,1331| ≤ CnT/
√
Th. Moreover,
by Davydov’s inequality and Ho¨lder’s inequality, we can show
|VT,1332| ≤ C
T 3h2
T∑
t=1
t+[Th]∑
t′=t+nT+1
t+[Th]∑
s=t′
β(t′ − nT − t)δ/(1+δ)‖bt‖2ι2(1+δ)/2‖as‖2‖̟t′‖2
≤CT
2h
√
Th
T 3h2
=
C√
Th
,
which implies that |VT,133| ≤ CnT/
√
Th.
Finally, since K
(
s−t
Th
)
= 0 when s ≥ t′ > t + [Th], it follows that VT,134 = 0, and hence
the result follows.
Proof of Theorem 2.2(ii). By Taylor’s expansion, we have
√
T (θ̂T − θ0) = −
{ 1
T
∂2L̂T (θ
∗)
∂θ∂θ′
}−1 1√
T
∂L̂T (θ0)
∂θ
,(A.3)
where θ∗ lies between θˆT and θ0.
Let ĝt = ĝt(θ0), ĝt = ĝt(θ0),
∂ĝt
∂θm
= ∂ĝt(θ0)∂θm ,
∂g˜t
∂θm
= ∂g˜t(θ0)∂θm , and S˜t = S˜t(θ0). By noting
that ĝ−1t = S˜t + g˜
−1
t , ĝ
−1
t û
2
t = g˜
−1
t u
2
t + u
2
t S˜t+ g˜
−1
t ∆t and
∂ĝt
∂θm
= ∂ĝt∂θm −
∂g˜t
∂θm
+ ∂g˜t∂θm , we have
1√
T
∂L̂T (θ0)
∂θm
=
12∑
i=1
Ui,(A.4)
where
U1 =
1√
T
T∑
t=1
(1− g˜−1t u2t )g˜−1t
∂g˜t
∂θm
, U2 =
1√
T
T∑
t=1
(1− g˜−1t u2t )g˜−1t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
,
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U3 =
1√
T
T∑
t=1
(1− g˜−1t u2t )S˜t
∂g˜t
∂θm
, U4 =
1√
T
T∑
t=1
(1− g˜−1t u2t )S˜t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
,
U5 =− 1√
T
T∑
t=1
g˜−1t u
2
t S˜t
∂g˜t
∂θm
, U6 = − 1√
T
T∑
t=1
g˜−1t u
2
t S˜t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
,
U7 =− 1√
T
T∑
t=1
u2t S˜
2
t
∂g˜t
∂θm
, U8 = − 1√
T
T∑
t=1
u2t S˜
2
t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
,
U9 =− 1√
T
T∑
t=1
∆tĝ
−1
t g˜
−1
t
∂g˜t
∂θm
, U10 = − 1√
T
T∑
t=1
∆tĝ
−1
t g˜
−1
t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
,
U11 =− 1√
T
T∑
t=1
∆tĝ
−1
t S˜t
∂g˜t
∂θm
, U12 = − 1√
T
T∑
t=1
∆tĝ
−1
t S˜t
( ∂ĝt
∂θm
− ∂g˜t
∂θm
)
.
Using the similar proof as for Theorem 2.2 in Francq and Zako¨ıan (2004), we can show
U1 =
1√
T
∂LT (θ0)
∂θm
+ op(1) = − 1√
T
T∑
t=1
(η2t − 1)ψt + op(1).
By Ho¨lder’s inequality and Lemmas A.2–A.3, it is not hard to prove that Ui = op(1) for i =
4, 6, 7, 8, 10, 11, 12. Combining with the results in Lemmas A.10–A.12 below, by (A.4) it
follows that
1√
T
∂L̂T (θ0)
∂θm
= − 1√
T
T∑
t=1
{
(η2t − 1)ψt −
ω0
γ0
E
( 1
g2t
∂gt
∂θm
)
zt
}
+ op(1),(A.5)
where ω0 = 1−
∑q
i=1 αi0 −
∑p
j=1 βj0 and γ0 = 1−
∑p
j=1 βj0.
Using Lemmas A.2–A.4 and the consistency of θ̂T , it follows directly that
1
T
∂2L̂t(θ
∗)
∂θ∂θ′
→p E
{∂lt(θ0)
∂θ∂θ′
}
= J1.(A.6)
Thus, by (A.3) and (A.5)–(A.6), we have
√
T (θ̂T − θ0) = J−11
1√
T
T∑
t=1
{
(η2t − 1)ψt −
ω0
γ0
E
(ψt
gt
)
zt
}
+ op(1).(A.7)
Following Horva´th et al. (2006), u2t has an ARMA representation
u2t = ω0 +
max{p,q}∑
i=1
(αi0 + βi0)u
2
t−i −
p∑
j=1
βj0gt−j(η2t−j − 1) + gt(η2t − 1)
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with the convention βi0 = 0 if i > p and αi0 = 0 if i > q. Hence, it follows that zt =∑max{p,q}
i=1 (αi0 + βi0)zt−i −
∑p
j=1 βj0gt−j(η
2
t−j − 1) + gt(η2t − 1), which entails
(A.8)
1√
T
T∑
t=1
zt =
γ0
ω0
1√
T
T∑
t=1
gt(η
2
t − 1) + op(1).
By (A.7)–(A.8), we have
√
T (θ̂T − θ0) = J−11
1√
T
T∑
t=1
(η2t − 1)
{
ψt − E
(ψt
gt
)
gt
}
+ op(1).(A.9)
Now, the result holds by (A.9), the martingale central limit theorem, and the fact that
E(gtψ
′
t) = E
(
∂gt/∂θ0
)
= 0.
In order to prove Lemmas A.10–A.12, we need Lemma A.9 below. The proofs of Lemmas
A.9–A.12 are provided in the supplementary material (Jiang et al. (2020b)).
Lemma A.9. Let mT satisfy
(A.10) mT = O(T
λm) for some λm > 0 and λm + λh < 1/2.
Then, under the conditions in Theorem 2.2,
max
1≤i≤mT
max
i+1≤t≤T
∣∣∣τ−1t (τ̂t − τt)− τ−1t−i(τ̂t−i − τt−i)∣∣∣ = o(1/√T ) a.s.
Lemma A.10. Under the conditions in Theorem 2.2, U2 = op(1) and U3 = op(1).
Lemma A.11. Under the conditions in Theorem 2.2, U5 = − 1√T
∑T
t=1Mmzt + op(1),
where Mm = E
(
1
gt
∂gt
∂θm
)− ω0γ0E( 1g2t ∂gt∂θm ).
Lemma A.12. Under the conditions in Theorem 2.2, U9 =
1√
T
∑T
t=1E
(
1
gt
∂gt
∂θm
)
zt +
op(1).
Proof of Theorem 2.3. See the supplementary material in Jiang et al. (2020b).
Proof of Theorem 3.1. See the supplementary material in Jiang et al. (2020b).
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Proof of Theorem 4.1. Since η̂2 →p 1 and 1T
∑T
t=1(η̂
2
t (θ̂T )− 1)2 →p κ− 1, it suffices
to consider Pk, where
Pk =
1√
T
T∑
t=k+1
{
η̂2t (θ̂T )− 1
}{
η̂2t−k(θ̂T )− 1
}
=
1√
T
T∑
t=k+1
{ û2t
ĝt(θ̂T )
− 1
}{ û2t−k
ĝt−k(θ̂T )
− 1
}
=
1√
T
T∑
t=k+1
{ û2t
ĝt(θ̂T )
− u
2
t
gt(θ0)
+
u2t
gt(θ0)
− 1
}{ û2t−k
ĝt−k(θ̂T )
− u
2
t−k
gt−k(θ0)
+
u2t−k
gt−k(θ0)
− 1
}
:=R1 +R2 +R3 +R4,
where
R1 =
1√
T
T∑
t=k+1
{ u2t
gt(θ0)
− 1
}{ u2t−k
gt−k(θ0)
− 1
}
,
R2 =
1√
T
T∑
t=k+1
{ û2t
ĝt(θ̂T )
− u
2
t
gt(θ0)
}{ û2t−k
ĝt−k(θ̂T )
− u
2
t−k
gt−k(θ0)
}
,
R3 =
1√
T
T∑
t=k+1
{ u2t
gt(θ0)
− 1
}{ uˆ2t−k
ĝt−k(θ̂T )
− u
2
t−k
gt−k(θ0)
}
,
R4 =
1√
T
T∑
t=k+1
{ û2t
ĝt(θ̂T )
− u
2
t
gt(θ0)
}{ u2t−k
gt−k(θ0)
− 1
}
.
By Lemmas A.13–A.15 below, we have
Pk =
1√
T
T∑
t=k+1
(η2t − 1)(η2t−k − 1)−Dk
√
T (θ̂T − θ0)− ω0
γ0
Hk
( 1√
T
T∑
t=1
zt
)
.
Together with (A.8)–(A.9), it follows that
Pk =
1√
T
T∑
t=k+1
(η2t − 1)(η2t−k − 1)−DkJ−1
[ 1√
T
T∑
t=1
(η2t − 1)
{
ψt − E
(ψt
gt
)
gt
}]
−Hk
{ 1√
T
T∑
t=1
gt(η
2
t − 1)
}
+ op(1).
The result follows by the martingale central limit theorem.
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Lemma A.13. Under the conditions in Theorem 4.1, R2 = op(1).
Lemma A.14. Under the conditions in Theorem 4.1, R3 = op(1).
Lemma A.15. Under the conditions in Theorem 4.1, R4 = −Dk
√
T (θ̂T − θ0) − ω0γ0Hk(
1√
T
∑T
t=1 zt
)
+ op(1).
The proofs of Lemmas A.13–A.15 are given in the supplementary material (Jiang et al.
(2020b)).
Proof of Theorem 5.1. See the supplementary material in Jiang et al. (2020b).
Proof of Theorem 6.1. See the supplementary material in Jiang et al. (2020b).
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