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Abstract
Let F ⊂ G = F(u) be a central quadratic skew field extension (such that the generator u is central in
G) and W = G⊗
F
G a natural (G,G)-bimodule. We deal with the matrix problem on finding a canonical
form for rectangular matrices over W with help of left elementary transformations of their rows and right
elementary transformations of columns over G. We solve this problem reducing it in the separable (resp.
inseparable) case to the semilinear (resp. pseudolinear) pencil problem.
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1. Introduction
This article complements and generalizes some results of [12] concerning the homogeneous
biquadratic matrix problem. The problem arises naturally in the representation theory (one can
meet with some its particular versions in [4,5,10,11]) and in general can be defined for an arbitrary
biquadratic (i.e. both left and right quadratic) skew field extension F ⊂ G as the problem on
finding a canonical form for rectangular matrices over a natural (G,G)-bimodule W = G⊗
F
G
with respect to left elementary transformations of rows and right elementary transformations of
columns over G (such transformations we call admissible).
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In other words, we deal with transformations
M −→ X−1MY (1)
of rectangular matrices M over the bimodule W = G⊗
F
G by square non-singular matrices X, Y
over G.
Remark that in [12] this problem was defined and investigated in the case of commutative fields
F,G. In the present paper, we consider more general central quadratic skew field extensions
F ⊂ G = F(u) where u is a central element of G with the minimal polynomial t2 + pt + q.
In such a case (as explained below) the coefficients p, q also are central in G and the central
homogeneous biquadratic matrix problem of type (1) can be reformulated in terms of matrices
over F . It consists in finding a canonical form for block matrices
[
A B
C D
]
of even size 2m × 2n
with respect to transformations[
A B
C D
]
−→
[
X −qY
Y X − pY
] [
A B
C D
] [
Z − pT −qT
T Z
]
, (2)
where all matrices are over F , the blocks A,B,C,D are of equal size m × n, and X, Y,Z, T are
square blocks such that both the transforming matrices in (2) are non-singular.
The transformations (2) determine a natural partition of the set of all the considered block
matrices
[
A B
C D
]
into the classes of equivalence or isomorphism.
Notice, the problem solved in [5] (and then used for instance in [10,11] with a further refinement
in [12]) is the central separable ( = p2 − 4q /= 0) homogeneous biquadratic matrix problem in
the situation (F,G) = (R,C) and (p, q) = (0, 1).
In [12], the case of commutative fields F ⊂ G of characteristic /= 2 (permitting to assume
p = 0) was treated. It turned out, the problem (2) leads in that case to the semilinear pencil
problem [3] over G, the last one is a special case of a more general pseudolinear pencil problem
[9].
Now we extend the approach of [12] to arbitrary central separable skew field extensions F ⊂ G
(without restrictions to the characteristic and coefficient p). We also reduce the inseparable central
problem to the pseudolinear one [9].
Let us start with explaining the appearance of the transformations (2).
2. Central problem over F
Assume F ⊂ G is a pair of skew fields such that G is both a left and a right quadratic extension
of F . Take any element u ∈ G\F , then G is generated as a left or right F -space by 1, u and
u2 + pu + q = 0 for some unique elements p, q ∈ F . The extension F ⊂ G (as well as the
corresponding homogeneous biquadratic matrix problem itself) is said to be central [2] provided
there exists a central generator u in G.
Beginning now we fix some central generator u ∈ G. This yields that the coefficients p, q
of its minimal polynomial are central in G too since the equality au2 = u2a (a ∈ F) implies
a(pu + q) = (pu + q)a and hence ap = pa and aq = qa.
For each element x = α + βu in G (with α, β ∈ F ), let α = Re x and β = Im x be the real
and imaginary parts of x, in the generalized sense (with respect to F ). So, one can speak on real
and complex matrices also in the generalized sense meaning matrices over F and G, respectively.
To each complex m × n matrix Z = X + uY , with real X, Y , one can attach real 2m × 2n
matrices Z˜ and Ẑ of the form
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Z˜ =
[
X −qY
Y X − pY
]
, Ẑ =
[
X − pY −qY
Y X
]
(3)
which are called formally complex. If m = n, the correspondence Z → Z˜ (resp. Z → Ẑ) realizes
an isomorphism between the ring Mn(G) of all n × n matrices Z over G and the ring of all
2n × 2n formally complex matrices Z˜ (resp. Ẑ) over F .
In particular, if m = n = 1, one gets natural isomorphisms between the skew field G and the
following matrix skew subfields G˜ and Ĝ in M2(F ) given by their generators over F (In denotes
the identity matrix of order n)
G˜ = F
{
I2,
[
0 −q
1 −p
]}
, Ĝ = F
{
I2,
[−p −q
1 0
]}
. (4)
Let M be any rectangular matrix over the bimodule W = G⊗
F
G. Considering the canonical
F -base of W
w11 = 1 ⊗ 1, wu1 = u ⊗ 1, w1u = 1 ⊗ u, wuu = u ⊗ u, (5)
presenting each element x of M in the form x = aw1u + bw11 + cwuu + dwu1 (with a, b, c, d ∈
F ) and then forming rectangular blocks A,B,C,D of the coefficients a, b, c, d, respectively, one
comes precisely to the alternative definition (2) over F of the considered central homogeneous
biquadratic matrix problem (1) (compare with [12], Section 6).
Now we need to recall briefly the main result from [9].
3. Pseudolinear pencil problem
Let K be a skew field with an automorphism σ and a right σ -derivation  such that (ab) =
ab + abσ . Then the (σ, )-pseudolinear pencil problem, introduced and solved by Sergeichuk
in [9], consists in reducing to a canonical form a pair of rectangular matrices (A,B) of equal size
over K by transformations
(A,B) −→ (X−1AY,X−1(BYσ + AY )), (6)
where X, Y are invertible square matrices over K . It corresponds to classification of pairs of
additive maps (A,B) between two right finite-dimensional K-spaces
V1
A
⇒
B
V2,
whereA is linear and B is (A, σ, )-pseudolinear such that
(xa)B = (xB)aσ + (xA)a (x ∈ V1, a ∈ K).
Its particular case, when  = 0, is the σ -semilinear pencil problem
(A,B) −→ (X−1AY,X−1BYσ ) (7)
solved earlier by Djokovic´ [3]. If moreover σ = 1 then in fact we have the classical Kronecker’s
problem [7].
Let K[t, σ, ∂] be the standard skew polynomial ring consisting of right polynomials in one
variable t over K and satisfying the law at = taσ + a∂ for any a ∈ K . If σ = 1 ( = 0) then
K[t, σ, ] is called a differential (twisted) polynomial ring [6].
Let  = ∪nn be the set of all indecomposable polynomials in K[t, σ, ] (see [1,2,6,8] for
details) where n is the subset of polynomials of degree n. For a subset X ⊂ , let X˙ be any fixed
maximal subset of non-similar in pairs polynomials in X.
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We use a notation C(f ) for the usual companion matrix of a monic non-constant polynomial f
(recall, if f = a0 + ta1 + · · · + tn−1an−1 + tn and C(f ) = [cij ], then ci+1,i = 1, cin = −ai−1
and cij = 0 otherwise).
Denote by Jn(λ) the Jordan block of order n with the eigenvalue λ (say, with 1’s on the
subdiagonal of the main diagonal).
Let I↑n , I↓n , I→n , I←n be the matrices obtained from the identity matrix In by joining to it
one additional zero-row or zero-column from the above, below, right or left, respectively (the
case n = 0 is admitted giving formal “empty matrices” I↑0 = I↓0 with 1 row and 0 columns and
I→0 = I←0 with 0 rows and 1 column).
The obtained in [9], Section 2, result is as follows.
Theorem 1. The indecomposable pairs of matrices (A,B) for the (σ, )-pseudolinear pencil
problem (6) over an arbitrary skew field K with an automorphism σ and a right σ -derivation
 are exhausted, up to isomorphism (determined naturally by (6)), by the pairs of the following
types:
0 = 0∗ : (In, C(f )), where f ∈ ˙n \ tn and n  1,
1 = 1∗ : (a) (In, Jn(0)) and (b) (Jn(0), In), n  1,
2 = 3∗ : (I↑n , I↓n ), n  0; 3 = 2∗ : (I→n , I←n ), n  0.
These pairs are non-isomorphic two by two.
The case  = 0 of this theorem is the result of Djokovic´ ([3], Theorem 1). For an alternative
concise proof of the Djokovic´’s result, as well as for a sketch of a similar proof of Theorem 1, see
[12], Section 5.
Now pass to reducing the central separable problem to the semilinear one.
4. Separable case
Assume F ⊂ G = F(u) is a separable central skew field extension, i.e.  = p2 − 4q /= 0.
So, either char F /= 2 or char F = 2 and p /= 0.
Denote by σ an involution (generalized conjugation) on G given by
aσ = a for a ∈ F and uσ = −p − u (8)
(compare with Corollary 3.6.2 in [2]).
Consider the following four elements in W
e1 = w1u + wu1 + pw11, e3 = w1u − wu1,
e2 = wuu − qw11, e4 = wuu + qw11 + pwu1. (9)
Since their coordinates belong to the commutative subfield P(p, q), where P is the prime
subfield, and the corresponding determinant is equal to ±, the elements e1, . . . , e4 are linearly
independent and form another (both left and right) F -base of W .
Moreover, one checks readily that they satisfy the relations
ue1 = e1u = e2, ue3 = e4, e3u = −pe3 − e4,
ue2 = e2u = −qe1 − pe2, ue4 = −qe3 − pe4, e4u = qe3, (10)
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Therefore W = W ′ ⊕ W ′′ is a direct sum of two (G,G)-subbimodules
W ′ = F {e1, e2}  GGG and W ′′ = F {e3, e4}  GGG, (11)
where GGG is the natural (G,G)-bimodule G and GGG is the “twisted from the right” (G,G)-
bimodule G (the right action of an element α + βu on which coincides with the multiplication
by the conjugate element α + βu = (α + βu)σ = α − β(p + u)). The isomorphisms in (11) are
realized by correspondences
e1 −→ 1, e2 −→ u, e3 −→ 1, e4 −→ u.
So, if M is a matrix over W then one can attach to each its element x = α1e1 + · · · + α4e4 a pair
(x′, x′′) of elements of G such that x′ = α1 + α2u and x′′ = α3 + α4u.
Considering instead of M a pair of matrices (M ′,M ′′) over G formed by the elements x′, x′′,
one checks immediately (taking into account (10)) that the correspondence x −→ (x′, x′′) yields
gx −→ (gx′, gx′′) and xg −→ (x′g, x′′gσ )
for any g ∈ G and x ∈ W . It means that the admissible transformations (1) of the initial matrix
M induce the following transformations of the assigned pair (M ′,M ′′)
(M ′,M ′′) −→ (X−1M ′Y,X−1M ′′Yσ ) (12)
with square non-singular matrices X, Y over G. Hence the task is reduced to the (σ, 0)-pseudo-
linear pencil problem (6), in other words to the σ -semilinear pencil problem (7) over G.
We obtain therefore a generalization of Corollary 14 from [12].
Proposition 2. Let F ⊂ G = F(u) be a central separable quadratic skew field extension with
the minimal polynomial t2 + pt + q of the element u and a natural conjugation σ(α + βu) =
α − β(p + u) on G over F. Then the homogeneous biquadratic G⊗
F
G-problem (1) is equivalent
to the σ -semilinear pencil problem (7) over G.
Using the known classification of indecomposables for the semilinear pencil problem (Theorem
1 for  = 0), we get immediately a complete classification of indecomposables for the considered
G⊗
F
G-problem obtaining a generalization of Theorems 3 and 15 from [12].
Theorem 3. Let F ⊂ G = F(u) and σ be as in Proposition 2. Then the indecomposable matrices
M for the problem (1) are exhausted, up to isomorphism, by the pairwise non-isomorphic ones
of the form Ae1 + Be3 where (A,B) are the pairs of matrices listed in Theorem 1, with the set 
for the type 0 taken for the twisted polynomial ring G[t, σ ] = G[t, σ, 0].
Respectively, the indecomposable block matrices
[
A B
C D
]
for the equivalent matrix problem (2)
over F are exhausted, up to isomorphism, by the pairwise non-isomorphic ones of the following
types:
(0) In + ReC(f ) pIn + qImC(f )ImC(f ) In − ReC(f ) + pImC(f ) f ∈ ˙n \ t
n, n  1,
(1a) Jn(1) pIn0 −Jn(−1) n  1, (1b)
Jn(1) pJn(0)
0 Jn(−1) n  1,
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(2) I
↑
n + I↓n pI↑n
0 I↑n − I↓n
n  0, (3) I
→
n + I←n pI→n
0 I→n − I←n n  0.
Remark that in the case of quadratic commutative field extensions in characteristic /= 2 an-
other (simplified) canonical form of indecomposables was obtained in [12] (Theorems 4 and
17).
5. Inseparable case
Let now F ⊂ G = F(u) be an inseparable central skew field extension. Then char F = 2,
 = p2 = 0 and the minimal polynomial of u has the form t2 + q.
Denote by  a 1-derivation on G such that
(F ) = 0 and (u) = u. (13)
For the bimodule W = G⊗
F
G with the canonical base (5), consider a new special base f1, . . . , f4
of the form
f1 = w1u, f2 = wuu, f3 = w1u + wu1, f4 = wuu + qw11 (14)
which obviously satisfies the relations
uf1 = f2, f1u = f2 + f4, uf3 = f4, f3u = f4,
uf2 = qf1, f2u = q(f1 + f3), uf4 = qf3, f4u = qf3 (15)
(it can be shown that F {f3, f4} is the only one proper (G,G)-subbimodule of the bimodule W ).
Further, if M is a matrix over W then analogously to the separable case we attach to each its
entry x = α1f1 + · · · + α4f4 the same pair (x′, x′′) of elements of G setting again x′ = α1 + α2u
and x′′ = α3 + α4u. With due regards to (15) this ensures
gx −→ (gx′, gx′′) and xg −→ (x′g, x′′g + x′g)
for any g ∈ G and x ∈ W . Thus the admissible transformations (1) of M induce now distinct
transformations of the pair of matrices (M ′,M ′′) over G formed by the elements x′, x′′, namely
(M ′,M ′′) −→ (X−1M ′Y,X−1(M ′′Y + M ′Y )),
whereX, Y are square non-singular matrices overG. Since this is precisely the (1, )-pseudolinear
pencil problem (6) over G, we resume as follows.
Proposition 4. Let F ⊂ G = F(u) be a central inseparable quadratic skew field extension in
characteristic 2 with the minimal polynomial t2 + q of the element u and a 1-derivation  on
G such that (F ) = 0 and (u) = u. Then the homogeneous biquadratic G⊗
F
G-problem (1) is
equivalent to the (1, )-pseudolinear pencil problem (6) over G.
Using again Theorem 1, we get a solution to the inseparable case.
Theorem 5. Let F ⊂ G = F(u) and  be as in Proposition 4. Then the indecomposable matrices
M for the problem (1) are exhausted, up to isomorphism, by the pairwise non-isomorphic ones
of the form Af1 + Bf3 where (A,B) are the pairs of matrices listed in Theorem (1), with the set
 for the type 0 taken for the differential polynomial ring G[t, 1, ].
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Respectively, the indecomposable block matrices
[
A B
C D
]
for the equivalent matrix problem (2)
over F are exhausted, up to isomorphism, by the pairwise non-isomorphic ones of the following
types:
(0) In + ReC(f ) qImC(f )ImC(f ) ReC(f ) f ∈ ˙n \ t
n, n  1,
(1a) Jn(1) 00 Jn(0)
n  1, (1b) Jn(1) 00 In
n  1,
(2) I
↑
n + I↓n 0
0 I↓n
n  0, (3) I
→
n + I←n 0
0 I←n
n  0.
It would be interesting to investigate non-central homogeneous biquadratic problems, in partic-
ular the binomial ones (recall that each quadratic skew field extension with trivial differentiation
is either central or binomial [1,2]).
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