A problem in distance geometry is to find the location of an unknown point in a given convex set in R k such that its farthest distance to n fixed points is minimum. In this paper we present an algorithm based on subgradient method and convex hull computation for solving this problem. A recent improvement of Quickhull algorithm for computing the convex hull of a finite set of planar points is applied to fasten up computation in our numerical experiments.
Introduction
The problem being considered in this paper is to find a point x in a given closed convex set D ⊂ R k (most often k ≤ 3) such that the farthest distance from x to the points of a finite set C ⊂ R k is minimum.
This problem appears in some issues encountered in economics, logistics, infrastructure construction, computer science, and other fields. Often the point x represents the location of a facility (manufacturing plant, hospital, school, wireless station, etc.) to be constructed to serve the users (warehouses, patients, pupils, internet users, etc.) located at the points of the set C, and D represents the restricted region for constructing the facility. We wish to locate the facility for serving the farthest user as well as possible. The objective function in the problem is then the farthest distance, which need to be minimized, from the facility to the users.
Throughout of literature, various types of location problems have attracted extensive study. For the same input sets C and D, there might have many types of objective functions corresponding to different goals of the problems. Hansen et al. in [7] and Plastria in [11] first proposed Branch and Bound methods, such as Big Square Small Square for certain constrained location problems. For facility location problems with nonconvex objective functions, some papers use the technique of d.c. optimization, see e.g. [15] .
The problem considered in this paper can be model as a nonsmooth convex optimization function with strongly convex objective function. We propose a subgradient algorithm for solving the resulting nonsmooth optimization problem. There is a fact that in practical models the number of the points in the set C is very large, while the number of the vertices of the convex hull of C, in general, is much less than the cardinality of C. Fortunately, by strong convexity property of distance function, this problem is equivalent to the problem in which the set C is replaced by its convex hull. Thus, finding convex hull of the input set C is an important pre-processing step when solving our location problem. To do this step, in our numerical experiments for this problem, we apply a recent improvement of Quickhull algorithm described in [10] .
The paper is organized as follows. After the introduction, section 2 reviews some necessary concepts and results used in this paper. In the next section we model the location problem as a convex optimization problem and investigate its some properties. The fourth section is devoted to presentation of the algorithm to solve the location problem and its convergence. Numerical experiments and results are reported in the last section.
Preliminaries
For convenience of the readers, in this section we review some necessary concepts and essential results used in the next sections.
Throughout of this paper, we denote convex hull of the set C by conv(C).
Definition 1.
A function f : X → R is said to be strongly convex on the convex set X ⊂ R n with modulus ρ > 0, shortly ρ-strongly convex, if for every x, y ∈ X and λ ∈ [0, 1] we have
It is easy to verify that for any fixed vector a ∈ R n the function f (x) := x − a 2 is strongly convex with modulo 0 < ρ ≤ 1 on the whole space R n . Lemma 1. Let J be a nonempty finite index set and g j (x) be strongly convex function on the convex X with modulus ρ j for every j ∈ J. Then the function g(x) = max j∈J g j (x) is strongly convex on X with the modulus ρ = min j∈J ρ j .
Proof. Since g j (x) is strongly convex set on X with modulus ρ j for every j ∈ J, for all x, y ∈ X and for all λ ∈ [0, 1] we have
Thus the function g(x) = max j∈J g j (x) is strongly convex on X with the modulus ρ = min j∈J ρ j .
The set of subgradients of f at x is called subdifferential of f at x, and is denoted ∂f (x). f is called subdifferentiable at
. . , m}) be convex, subdifferentiable functions on R n and f (x) := max{f i (x)|i ∈ I}. Then f is subdifferentiable convex function R n and
Let A be a nonempty closed convex subset of R n and x be any point in R n . We recall that a pointx ∈ A is called the metric projection of x onto A if
We will denote the projection of x onto A by P A (x). It is well known that, for every x, the projection P A (x) uniquely exists. Moreover, it holds that
We need the following lemma for proving the convergence of the algorithm will be described in the next section.
Lemma 3. [16]
Suppose that {ξ k } is a sequence of positive numbers satisfying the condition
where β k > 0 and ∞ k=0 β k < +∞. Then the sequence {ξ k } is convergent.
Mathematical Form and Its Properties
As we have mentioned in the introduction part, the problem to be solved is of finding a point x in a given set D such that the longest Euclidean distance from x to the points in a given finite set C is minimum.
Let d(x, C) := max y∈C x − y 2 . Then the problem to be solved takes the following mathematical form min
Lemma 4. Let V C denote the set of vertices of conv(C). Then we have
Proof. The assertion (i) is a well known fact from convex analysis. To see (ii) we observe that
where the last equality comes from the fact that the maximum of a convex function over a convex set attains at an extreme point. The assertion (iii) follows from the fact that every point of polytope conv(C) can be expressed as a convex combination of its vertices. 
Proof. By (ii) of Lemma 4 we have
Since the functions d j (x, C) = v j − x 2 is strongly convex with modulus 1, the assertion (i) follows from Lemma 1. The assertion (ii) follows from (3) and Lemma 2. From a computational point of view, evaluating the objective function d(x, C) at each point is a difficult task whenever the number of points of the set C is too large. Fortunately, thanks to Lemma 5(i), for evaluating the function d(x, C) one needs to know only points of C which are the vertices of the convex hull of C. In practical models, the number of the vertices is much less than the that of all the points of C.
Since C is a finite set, the convex hull conv(C) of C is a bounded polyhedral convex set (i.e. a polytope). In this article, motivated by the fact in practical models, we suppose that the number of the vertices p ∈ conv(C) is much less than the number of points in C.
The Algorithm and Its Convergence
By Lemma 4(ii) the problem to be solved can be stated as follows
Suppose that D is a closed convex (not necessarily bounded) set. Then, since d(x, C) is strongly convex on D, problem (P) always exists a unique optimal solution. We will use the subgradient algorithm described in [12] to solve this nonsmooth optimization problem. ALGORITHM Initialization. Choose a parameter ρ > 0 and a sequence {β k } of positive numbers satisfying the condition
Select x 0 ∈ D and let k := 0.
Step
Step 2. Take g k = 2(x k − v k ). Case 2a): If g k = 0, then terminate: x k is the optimal solution of problem (P). Case 2b): If g k = 0, then compute
and
where P D stands for the metric projection operator onto D.
Step 3. If x k+1 = x k , then terminate: x k is the optimal solution to (P). Otherwise, set k := k+1 and go back to Step 1.
Theorem 1. (i)
If the algorithm terminates at some iteration k, then x k is the optimal solution of problem (P).
(ii) If the algorithm does not terminate, then the sequence {x k } converges to the solution x * of problem (P).
Proof. (i) If the algorithm terminates at some iteration
In the first case, g k = 0 ∈ ∂d(x k , C), which, by definition of subgradient, implies that
In the second case,
by property (1) of the metric projection, it follows that
Since g k ∈ ∂d(x k , C), one has
Combining with (6) yields d(x k , C) ≤ d(x, C) for every x ∈ D. Hence x k is the optimal solution to (P).
(ii) Now we suppose that the algorithm does not terminate. Let x * be the solution of problem (P). The assertion (ii) is proved throughout the following claims.
Proof of Claim 1. (a) According to the definition of α k we have
using again the property (1) of the metric projection, we have
Replacing x by x k yields
which implies
Proof of Claim 2. (a) By definition of the Euclidean norm, one has
Thus we have
Note that from (8) we have
Proof of Claim 3. From Claim 2, we can write
Summing up both sides of the inequality above, we obtain
Letting m → +∞ we obtain
On the other hand, since the sequence {x k } is bounded, the sequence {g k } is also bounded. Then there exists L > 0 such that g k ≤ L < ∞ for every k ∈ N. Let L 0 := max{ρ, L}, then, by definition of α k , we have
which together with (17) implies
which shows thatx is also an optimal solution. Keeping in mind that x * is the unique solution of problem (P), we have x * =x. Since the sequence x k − x * is convergent and the subsequence {x k j } of {x k } converges to x * , we can write
Thus the sequence {x k } must converge to x * .
Remark 1. (i)
As we have seen, g k = 0 or x k+1 = x k imply that x k is an exact solution, in numerical computation we can terminate the algorithm if either g k ≤ ε or
≤ , where ε > 0 is a given tolerance.
(ii) Convergence of the sequence {x k } generated by the above algorithm has been proved in [12] , Theorem 7.3 for unconstrained problems. The proof above is quite different than that in [12] .
Computational Aspects and Results
In this section we discuss computational experiments and results on the model setting in twodimensional space.
We suppose that the cardinality of the set C of users is very large and that the set D where we want to locate the facility is a polyhedral convex set given by
The points of set C are randomly generated in circles or squares. To determine the set V C , we apply the modifications of Quickhull algorithm proposed in [10] .
The algorithm to solve the location problem is implemented in MATLAB, in which the step of finding convex hull is implemented in C++. The programs are run on a PC Core 2Duo 2*2.0 GHz, RAM 2GB.
An instance for our numerical experiment is the case that Table 1 lists some numerical results of the algorithm for the instance. 
