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Introduction
It is well-known that classical mechanics (CM) and quantum mechanics (QM) are for-
mulated using completely different mathematical tools. The first one (CM) uses the
phase space and the Poisson brackets while the second one (QM) uses the Hilbert space
on which suitable states and operators are defined. In the literature a lot of attempts
have been made in order to overcome these differences and to get a better understanding
of the interplay between CM and QM. These attempts can be divided in two sectors.
One is the reformulation of quantum mechanics in a “classical” language by replacing
wave functions with suitable distributions in phase space (Wigner functions [1]) and by
replacing the commutators of the theory with some suitable brackets (Moyal brackets
[2]) which are a deformation of the Poisson brackets. Another, even older, direction is to
reformulate CM in an operatorial language by using a Hilbert space of square integrable
functions on the phase space and by replacing the Poisson brackets with some suitable
classical commutators. This is what has been done in the 30’s by Koopman and von
Neumann (KvN) [3][4]. More recently a functional (or path integral) approach to the
KvN method has been proposed in [5].
In this thesis we have analysed, clarified and explained some aspects of the operatorial
KvN approach to CM and of its path integral counterpart. The starting point of KvN
is the introduction of a Hilbert space of square integrable and complex functions ψ(q, p)
whose modulus square are just the usual probability densities in phase space ρ(q, p) =
|ψ(q, p)|2. A topic which was not analysed by KvN is the fact that the introduction
of these Hilbert space elements requires an enlargement of the set of observables of the
theory. If we stick to the accepted wisdom that in CM the observables are only the
functions of ϕ ≡ (q, p) then a superselection mechanism is triggered and this limits the
Hilbert space to be made of just the Dirac deltas centered on a single point of phase space.
In order to have ψ(ϕ), which are linear superpositions of the Dirac deltas mentioned
above with complex coefficients, we have to prevent the superselection mechanism to
set in and we do that by enlarging the space of observables to functions not only of ϕ
but also of
∂
∂ϕ
. In this way we can build a Hilbert space made up of square integrable
functions with phases.
In QM the phases of the wave functions are crucial to explain phenomena like, for
example, the interference effects in two slit-experiments. So one can ask which is the
role of the phases in the KvN approach to CM. In this respect a crucial difference between
CM and QM is given by the form of the operator of evolution. In fact KvN postulated
that the evolution of the ψ(ϕ) must be given by the Liouvillian which, containing only
first order derivatives, evolves also the probability densities ρ(ϕ), differently than what
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happens in QM. The presence of only first order derivatives in the Liouvillian has a lot of
peculiar consequences for what concerns the role of phases in KvN theory. For example,
differently from what happens in QM, the equations of evolution for the phase and the
modulus of the ψ are completely decoupled: the phase do not enter the equations of
the modulus and vice versa. One could then think that phases are completely useless
in CM and that it is sufficient to consider real instead of complex wave functions in
order to describe all the physics. This is true only if we limit ourselves to consider the
particular representation in which both the positions and the momenta of the theory
are given by multiplicative operators. If we want to remain free to consider also other
kinds of representations it is possible to prove that we have to consider complex wave
functions. In principle the classical phases of KvN functions could be measured by using
observables depending both on ϕ̂ and on
∂
∂ϕ
which generalize the usual ones of CM
which depend only on ϕ̂. From these last ones it is impossible to extract information on
phases, as we have proved in detail both by using the superselection principle mentioned
above and by implementing a classical analog of the double-slit experiment via the KvN
formalism. These classical phases could appear in a regime at the interface between CM
and QM. For further details on this part see paper [6].
Phases in QM appear also in other settings like for example the Aharonov-Bohm
experiment. In QM it is possible to show [7] that the effect of these phases (or better
of the magnetic field) is felt by the spectrum of the system even if the magnetic field
is confined to regions inaccessible to the particle. In CM this cannot happen because
the motion of a charged particle is determined uniquely by the Lorentz force and this
is identically zero if the magnetic field is zero. So a Aharonov-Bohm-like effect must be
absent also in the KvN operatorial approach for CM. Before checking this we had to
understand which are the analog in KvN theory of the minimal coupling rules of QM.
Having established all this, it was then quite easy to show that magnetic fields a` la
Aharonov-Bohm cannot change the spectrum of the Liouville operator, differently than
what happens in QM. All this analysis, which had never been performed before in the
literature, made us understand and clarify concepts like the gauge invariance in the KvN
formalism. For further details on this part see paper [8]. This concludes the first part of
the thesis which is entirely devoted to the study of the original KvN approach for CM.
In the second part we have analysed the path integral counterpart [5] of the KvN
approach that we have indicated with the acronym CPI (for Classical Path Integral).
The CPI is not only the functional counterpart of the operatorial formulation of CM but
it provides also an interesting generalization. In fact the CPI gives the kernel of evolu-
tion not only for the KvN states ψ(q, p) but also for more general objects ψ(q, p, cq, cp)
depending not only on q, p but also on some Grassmann variables cq, cp. These variables
make their appearance in the theory in a very natural way and, from a geometrical point
of view, they can be interpreted as a basis for the differential forms associated to the
phase space manifold [9]. To study the geometrical and the physical role of these forms
is the main aim of the second part of the thesis. Consequently we have called this part
“Koopman-von Neumann Theory with Forms” and the first part, where such differential
structures are not present, “Koopman-von Neumann Theory without Forms”.
The identification of the Grassmann variables with a basis for differential forms brings
into the CPI a lot of beautiful geometry. For example all the tensors manipulations
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on symplectic manifolds (the so-called Cartan calculus) can be reformulated in terms
of the Grassmann variables and structures present in the CPI: it is possible to repro-
duce exterior derivatives, interior contractions, Lie derivatives, Lie brackets and all their
generalizations, like the Schouten-Nijenhuis, the Fro¨licher-Nijenhuis and the Nijenhuis-
Richardson brackets using the structures present in the CPI. Further details can be found
in the paper [10].
We are aware that some readers might be not familiar with Grassmann variables, but
one can easily prove that every Grassmann algebra can be realized via tensor products of
Pauli matrices and that the functions ψ(q, p, cq, cp) can be replaced by ordinary vectors
in suitable tensor products of KvN spaces. As a consequence, while in the original CPI
all the Cartan calculus was performed via Grassmann variables, now, by replacing these
variables with matrices, we have all the Cartan calculus reproduced via tensor products
of Pauli matrices. For further details on this part see paper [11].
Even if the CPI is richer than the original KvN theory from a geometrical point of
view, the introduction of the Grassmann variables creates some problems. In fact at
the level of KvN theory without forms it was easy to construct a scalar product on the
Hilbert space of the ψ(ϕ). According to this scalar product all the norms of the states
were positive definite and the Liouvillian was a Hermitian operator. Consequently the
evolution turned out to be unitary and all the probabilistic interpretation of the function
ψ(ϕ) turned out to be consistent. In fact the norm of ψ(ϕ) was the total probability of
finding a particle in a point of the phase space and this had to be a conserved quantity.
Things become more difficult when we introduce the auxiliary Grassmann variables. In
this case one can construct a lot of different inner products but all of them satisfy the
following no-go theorem. For all the scalar products which are positive definite the
operator of evolution Ĥ is not Hermitian while in all the scalar products for which Ĥ
is Hermitian there are states with negative norms. This no-go theorem is due to the
Grassmannian character of the auxiliary variables but it is also a peculiar feature of CM.
It was not true for example in the supersymmetric quantum mechanical models developed
in [12][13] where there was no problem in having both the unitary of the evolution and
the positivity of the norm of the states, even if there were states containing Grassmann
variables. From a physical point of view the non hermiticity of the operator of evolution
in CM is somehow due to the fact that the norm of the Grassmannian wave functions
can be associated with the length of the Jacobi fields. Now the length of a Jacobi field
can change during the time evolution (for example it diverges exponentially in the case
of chaotic systems). Therefore the evolution of the Jacobi fields, which is given by the
operator Ĥ, cannot be in general unitary and this seems not to be a problem for CM.
Anyhow, if the reader is uncomfortable with a non unitary evolution or negative norm
states, we have considered two other different functional formulations of CM: in the first
one the auxiliary variables of the CPI are all bosonic and they belong to the vector
representation of the symplectic group; in the second one we have an infinite number
of Grassmann variables belonging to the spinor representation of the metaplectic group,
which is the covering group of the symplectic one. In both cases it is possible to endow
the associated Hilbert space with a positive definite scalar product and to describe the
dynamics via a Hermitian Hamiltonian. The price we have to pay for this is twofold: on
one hand the geometrical richness of the original CPI can be obtained only by introducing
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in the theory some further structures from outside, like a complicated tensor product
structure, on the other hand a real physical understanding of these approaches is lacking.
For further details on this part see the papers [14] and [15].
This thesis is organized as follows.
In Chapter 1 we will briefly review the main features of KvN theory without forms,
underlying the differences and the similarities with ordinary QM. Then we try to under-
stand the role of phases in this approach and in the different representations one can use
to describe the theory. We will show that there is at least one representation in which
phases and moduli do not interact with each other and we will prove how interference
effects are killed by the particular form of the classical evolution.
In Chapter 2 we will construct the “minimal coupling” rules, i.e. the rules to go
from the description of a free particle to the description of a particle in interaction with
an electromagnetic field. We will study in detail how to implement the Abelian gauge
invariance and we use the results to analyse two particular applications of the formalism:
the Landau problem and the Aharonov-Bohm effect.
From Chapter 3 we begin to take into account the forms. After a brief review of the
many geometrical structures of the CPI, we will prove how it is possible to construct
within the formalism some generalizations of the Lie brackets and how it is possible
to replace the Grassmann variables with Pauli matrices without losing anything of the
initial geometrical richness.
In Chapters 4 and 5 we will show that the enlarged “Hilbert space” associated to
the CPI cannot be endowed with a scalar product with positive definite norm states
and unitary evolution. Nevertheless we will show that it is possible to construct other
functional formulations of CM satisfying both requirements.
In the Conclusions we will give a brief summary of what we have done and we will indi-
cate which further lines of research we are currently pursuing with the results contained
in this thesis.
PART I:
Koopman-von Neumann Theory
without Forms
1. Koopman-von Neumann Waves
Ordinary mechanics must also be statistically formulated: the determinism
of classical physics turns out to be an illusion, it is an idol, not an ideal in
scientific research.
-Max Born, 1954 Nobel Prize Lecture.
As we have said in the Introduction, the starting point of the KvN approach to CM
[3][4] is the introduction of a Hilbert space of complex and square integrable functions
ψ(ϕ) such that ρ(ϕ) ≡ |ψ(ϕ)|2 can be interpreted as the probability density of finding a
particle at the point ϕ = (q, p) of the phase space.
We know that in QM the complex character of the wave function is crucial: in fact
while the modulus of ψ is the square root of the probability density ρ, also the phase
of ψ brings in some physical information. For example it is related to the mean value
of the momentum operator p̂ and it gives origin to the well-known interference effects.
In the following sections we want to study which is the role of the phases in the KvN
waves. Part of the content of this chapter has been already published in [6].
1.1 Operatorial Approach to Classical Mechanics
We know that in classical statistical mechanics the probability density ρ has to evolve
in time according to the well-known Liouville equation:
i
∂
∂t
ρ(ϕ) = L̂ρ(ϕ) (1.1.1)
where L̂ is the Liouville operator
L̂ = −i∂piH(ϕ)∂qi + i∂qiH(ϕ)∂pi (1.1.2)
and H(ϕ) is the Hamiltonian of the standard phase space. Koopman and von Neu-
mann postulated the same evolution for the elements ψ(ϕ) of the Hilbert space they had
introduced:
i
∂
∂t
ψ(ϕ) = L̂ψ(ϕ) =⇒ ∂
∂t
ψ = (−∂piH∂qi + ∂qiH∂pi)ψ. (1.1.3)
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We can think of (1.1.3) as the fundamental equation governing the evolution of the
vectors in the Hilbert space of CM: it is the analog of the Schro¨dinger equation for
QM. A space, in order to be defined as a Hilbert space, must be equipped with a scalar
product. KvN choose the following one:
〈ψ|τ〉 =
∫
dϕψ∗(ϕ)τ(ϕ). (1.1.4)
The norm of the states |ψ〉 is then:
‖ψ‖2 =
∫
dϕψ∗(ϕ)ψ(ϕ) =
∫
dϕρ(ϕ). (1.1.5)
With this scalar product it is easy to show that 〈ψ|L̂τ〉 = 〈L̂ψ|τ〉, i.e. the Liouvillian L̂
is a Hermitian operator; consequently the norm of the state 〈ψ|ψ〉 =
∫
dϕψ∗(ϕ)ψ(ϕ) is
conserved during the evolution and we can consistently interpret ρ(ϕ) = ψ∗(ϕ)ψ(ϕ) as
the probability density of finding the particle in a point of the phase space.
Coming back to (1.1.3) we note that no complex factor “i” appears on its RHS and
that the operator of evolution L̂ contains only first order derivatives. These ingredients
are crucial to check that (1.1.1) can be derived from (1.1.3). In fact, if we take the
complex conjugate of (1.1.3), we obtain:
∂
∂t
ψ∗ = (−∂piH∂qi + ∂qiH∂pi)ψ∗ (1.1.6)
i.e. ψ and ψ∗ satisfy the same equation. Now, multiplying (1.1.3) by ψ∗, (1.1.6) by
ψ and summing the two resulting equations, we re-obtain (1.1.1), i.e. the evolution of
ρ(ϕ) ≡ ψ∗(ϕ)ψ(ϕ) via the Liouvillian operator:
∂
∂t
ρ = (−∂piH∂qi + ∂qiH∂pi)ρ ⇒ i
∂
∂t
ρ(ϕ) = L̂ρ(ϕ). (1.1.7)
So we have derived the standard Liouville equation for ρ(ϕ) as a consequence of having
postulated (1.1.3) for ψ. We notice from (1.1.7) that the equation of motion of the
modulus square of ψ, i.e. ρ, is not coupled with the phase of ψ. We will see in (1.2.34)
that also the opposite is true, i.e. the equation of motion of the phase is completely
independent of the modulus of ψ. This does not happen in QM where the analog of L̂ is
given by the Schro¨dinger operator which contains second order derivatives in its kinetic
term. In fact if we start from the Schro¨dinger equation for the quantum wave function
ψ(q, t),
i~
∂ψ(q, t)
∂t
= Ĥψ(q, t) ⇒ i~∂ψ(q, t)
∂t
= − ~
2
2m
∇2ψ(q, t) + V (q)ψ(q, t) (1.1.8)
then we have that the probability density ρ(q, t) = |ψ(q, t)|2 satisfies a continuity equation
of the following form:
∂ρ
∂t
= −div j (1.1.9)
where we have indicated with j the probability density current:
j = − i~
2m
(
ψ∗∇ψ − ψ∇ψ∗
)
. (1.1.10)
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If we now write the wave function as ψ =
√
ρ exp[iS/~] we discover immediately that the
phase S enters explicitly into the expression of the current probability density j:
j =
ρ∇S
m
. (1.1.11)
As a consequence the equation of evolution of ρ (1.1.9) couples the phase S and the
modulus square ρ of the wave functions [7]. We can also notice from (1.1.9) that in QM,
differently than in CM, the probability density ρ does not evolve in time with the same
Schro¨dinger Hamiltonian Ĥ which gives the evolution of the wave function ψ.
The analysis presented above indicates some crucial differences between the KvN
equation (1.1.3) and the Schro¨dinger one (1.1.8). These differences have their origin in
the fact that the Liouvillian contains only first order derivatives while the Schro¨dinger
operator contains second order derivatives.
Before going on we want to briefly introduce the functional approach developed in
[5] which represents the path integral counterpart of the KvN operatorial formalism
and which we will indicate with the acronym CPI (for Classical Path Integral). First
of all let us ask ourselves: which is the probability of finding a particle at a point
ϕa = (q1, . . . , qn; p1, . . . , pn) of the phase space at time t if it was at ϕ
a
i at the ini-
tial time ti? This probability is one if ϕ
a
i and ϕ
a are connected with a classical path φacl,
i.e. a path that solves the classical equations of motion, and it is zero in all the other
cases. So we can write:
P (ϕa, t|ϕai , ti) = δ(ϕa − φacl(t;ϕi)) (1.1.12)
where φacl(t;ϕi) is the classical solution of the Hamiltonian equations of motion with
initial conditions (ϕai , ti). Since P (ϕ
a, t|ϕai , ti) is a classical probability, we can rewrite
it as a sum over all the possible intermediate configurations:
P (ϕa, t|ϕai , ti) =
∑
ki
P (ϕa, t|kN−1)P (kN−1|kN−2) · ... · P (k1|ϕai , ti)
=
N∏
j=1
∫
dϕj δ[ϕ
a
j − φacl(tj|ϕj−1, tj−1)]
N→∞−−−−→ =
∫
Dϕ δ˜[ϕa − φacl(t;ϕi)]
(1.1.13)
where in the first equality ki denotes an intermediate configuration ϕki between (ϕ
a
i , ti)
and (ϕa, t) and the symbol δ˜(. . .) represents a functional Dirac delta, that is a product
of an infinite number of Dirac deltas, each one referring to a different time t along the
classical trajectory.
The functional delta in (1.1.13) can be rewritten as a delta on the Hamiltonian equa-
tions of motion ϕ˙a = ωab∂bH(ϕ) via the introduction of a suitable functional determi-
nant:
δ˜[ϕa − φacl(t;ϕi)] = δ˜(ϕ˙a − ωab∂bH)det(∂tδab − ωac∂c∂bH). (1.1.14)
Next let us make a Fourier transform of the Dirac delta on the RHS of (1.1.14) intro-
ducing 2n extra variables λa; moreover let us exponentiate the determinant using 4n
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anticommuting variables ca, c¯a. The final result is the following one:
P (ϕ, t|ϕi, ti) =
∫
D′′ϕDλDcDc¯ exp
[
i
∫ t
ti
dtL
]
(1.1.15)
where with D′′ϕ we indicate that the integration is over paths with fixed end points in
ϕ and the Lagrangian L is given by:
L = λaϕ˙a + ic¯ac˙a − λaωab∂bH − ic¯aωad(∂d∂bH)cb. (1.1.16)
From (1.1.15) and the kinetic part of the Lagrangian (1.1.16) we can deduce the form of
the graded commutators [5] of the associated operatorial theory:
[ϕ̂a, λ̂b] = iδ
a
b , [ĉ
a, ̂¯cb] = δab . (1.1.17)
All the other commutators are identically zero. In particular, differently from the quan-
tum case, we have that [q̂, p̂] = 0 which implies that we can determine with an arbitrary
precision the position and the momentum of a classical particle, like it happens in the
standard approach to CM. Associated to the Lagrangian (1.1.16) there is a Hamiltonian
which is
H = λaωab∂bH + ic¯aωad(∂d∂bH)cb. (1.1.18)
We notice that, instead of just the original 2n phase space coordinates ϕa, we now have
8n variables (ϕa, λa, c
a, c¯a) whose geometrical meaning has been studied in detail in Refs.
[10][16] and will be reviewed in the second part of this thesis. We will indicate with M
the original phase space coordinatized by ϕa and with M˜ the space coordinatized by
(ϕa, λa, c
a, c¯a). This space can be endowed with some extended Poisson structures as
follows. From the Lagrangian (1.1.16) one could derive the equations of motion for the
8n-variables (ϕa, λa, c
a, c¯a) by the simple variational principle. These equations are:
ϕ˙a = ωab∂bH
c˙a = ωac∂c∂bHc
b
˙¯cb = −c¯aωac∂c∂bH (1.1.19)
λ˙b = −ωac∂c∂bHλa − ic¯aωac∂c∂d∂bHcd.
The same equations could be derived from the Hamiltonian H if we introduce the fol-
lowing extended Poisson brackets structure (epb) in the extended space (ϕa, λa, c
a, c¯a):{ {ϕa, λb}epb = δab
{c¯b, ca}epb = −iδab
(1.1.20)
where all the other brackets are identically zero. Then we get that the equations of
motion (1.1.19) can be written in a compact way as
dO
dt
= {O,H}epb (1.1.21)
where O is any function of the variables (ϕa, λa, c
a, c¯a). More details can be found in
Ref. [5].
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What is nice about the extended space M˜ is that all these 8n variables can be put
together in a single object known in the literature on supersymmetry as superfield. In
order to construct it we first enlarge the base space including, besides the standard
time t, two Grassmannian partners θ, θ¯ and then we build in the superspace (t, θ, θ¯) the
following superfield:
Φa(t, θ, θ¯) = ϕa(t) + θca(t) + θ¯ωabc¯b(t) + iθ¯θω
abλb(t). (1.1.22)
The index “a” in Φa indicates either the first n configurational variables q or the second
n momentum ones p. The explicit expression for the two different kinds of superfields is
given by:
q −→ Φq = q + θcq + θ¯c¯p + iθ¯θλp (1.1.23)
p −→ Φp = p+ θcp − θ¯c¯q − iθ¯θλq (1.1.24)
where we have put the index q (or p) on c, c¯, λ just to indicate that we refer to the first
n (or the second n) of the c, c¯, λ variables. Let us take the usual Hamiltonian H of CM
and replace in its argument the standard phase space variables ϕ with the superfields Φ.
Next let us make the expansion of H(Φ) in θ and θ¯. It is then straightforward to prove
the following formula:
H(Φ) = H(ϕ) + θNH − θ¯ NH + iθθ¯H (1.1.25)
where the precise form of NH,NH is not necessary in this section and can be found in
Ref. [5]. From (1.1.25) it is easy to prove that the connection between the standard
H(ϕ) and the Hamiltonian appearing in the weight of the CPI is:
i
∫
dθdθ¯ H[Φ] = H. (1.1.26)
The same steps we did above for the Hamiltonian, i.e. to replace ϕ with Φ and to expand
O(Φ) in θ, θ¯, can be done for any function O(ϕ) of the phase space M:
O(Φ) = O(ϕ) + θNO − θ¯NO + iθθ¯O (1.1.27)
where O = λaωab∂bO + ic¯aωad(∂d∂bO)cb.
In the first part of this thesis we will be interested only in the non-Grassmannian set
of variables (ϕa, λa). So the Lagrangian L of (1.1.16) and the Hamiltonian H of (1.1.18)
will be reduced to:
LB = λaϕ˙a − λaωab∂bH (1.1.28)
HB = λaωab∂bH (1.1.29)
and the superfields (1.1.23) and (1.1.24) to:
Φq = q + iθ¯θλp (1.1.30)
Φp = p− iθ¯θλq. (1.1.31)
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The commutators [ϕ̂a, λ̂b] = iδ
a
b can be realized considering ϕ̂
a as multiplicative operators
and λ̂b as derivative ones:
ϕ̂a = ϕa, λ̂b = −i ∂
∂ϕb
=⇒ λ̂qj = −i
∂
∂qj
, λ̂pj = −i
∂
∂pj
. (1.1.32)
From now on we will indicate this representation as the Schro¨dinger representation of
CM. Using (1.1.32) the Hamiltonian HB becomes the following operator:
ĤB = −iωab∂bH∂a = −i∂piH∂qi + i∂qiH∂pi (1.1.33)
that is exactly the Liouvillian L̂ of (1.1.2). This confirms that the path integral (1.1.15)
is the correct functional counterpart of the KvN operatorial theory.
In deriving (1.1.15) we have started from the transition probability P (ϕ, t|ϕi, ti) of
going from ϕi to ϕ in the time interval t − ti. So we can say that the path integral
(1.1.15) gives a kernel of evolution for the classical probability densities ρ(ϕ, t), in the
sense that if we know the probability density at the initial time ti we can derive the
probability density ρ at any later time t via the standard relation:
ρ(ϕ, t) =
∫
dϕiP (ϕ, t|ϕi, ti)ρ(ϕi, ti). (1.1.34)
Let us remember that KvN postulated for ψ(ϕ) the same equation of motion (1.1.3) as
for ρ(ϕ). As a consequence the evolution of the KvN waves can be represented as:
ψ(ϕ, t) =
∫
dϕiK(ϕ, t|ϕi, ti)ψ(ϕi, ti) (1.1.35)
where the kernel of evolution K(ϕ, t|ϕi, ti) has the same expression as the kernel of
evolution P (ϕ, t|ϕi, ti) for the densities ρ(ϕ). To show that there is no contradiction
in having the same kernel propagating both ψ(ϕ) and |ψ(ϕ)|2 now we will work out in
detail the case of a free particle. The kernel P (ϕ, t|ϕi, ti) of ρ(ϕ) is just (1.1.12) which
is a Dirac delta. So, since the kernel K(ϕ, t|ϕi, ti) of propagation of ψ(ϕ) has to be the
same, we have for a free particle:
K(ϕ, t|ϕi, ti = 0) = δ
(
q − qi − pit
m
)
δ(p − pi). (1.1.36)
Let us now use this expression to check what we get for the kernel of ρ knowing that
ρ(t) = |ψ(t)|2.
ρ(t) = ψ∗(t)ψ(t) =
∫
dϕiK
∗(ϕ, t|ϕi, 0)ψ∗(ϕi, 0) ·
∫
dϕ′iK(ϕ, t|ϕ′i, 0)ψ(ϕ′i, 0) =
=
∫
dqidpi δ
(
q − qi − pit
m
)
δ(p − pi)ψ∗(qi, pi, 0) ·
·
∫
dq′idp
′
i δ
(
q − q′i −
p′it
m
)
δ(p − p′i)ψ(q′i, p′i, 0). (1.1.37)
Now we can use the properties of the Dirac deltas to rewrite:
ρ(t) =
∫
dqidpidq
′
idp
′
i δ
(
q − qi − pit
m
)
δ(p − pi)δ(pi − p′i) ·
·δ
(
qi − q′i + (pi − p′i)
t
m
)
ψ∗(qi, pi, 0)ψ(q
′
i, p
′
i, 0). (1.1.38)
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The integrals over the primed variables can be done explicitly:∫
dq′idp
′
i δ(pi − p′i)δ
(
qi − q′i + (pi − p′i)
t
m
)
ψ∗(qi, pi, 0)ψ(q
′
i, p
′
i, 0) = ρ(ϕi, 0). (1.1.39)
Substituting (1.1.39) into (1.1.38) we have finally:
ρ(ϕ, t) =
∫
dqidpiK(ϕ, t|ϕi, 0)ρ(ϕi, 0). (1.1.40)
From this relation we get that the kernel of propagation for the probability density ρ is
the same as the one for the KvN wave ψ and this confirms that there is no contradiction
in the KvN postulate.
1.2 Spreading and Phases of KvN Waves
One of the most characteristic effects of QM is the spreading of the wave functions
during their time evolution. Let us consider for example a quantum free particle in one
dimension with Hamiltonian Ĥ = −~2 ∂
2
∂q2
and let us take as initial wave function the
following one of Gaussian type:
ψ(q, t = 0) =
1√√
πa
exp
(
− q
2
2a2
+
i
~
piq
)
. (1.2.1)
It is easy to check that, for what concerns the initial position q, its mean value is equal
to zero and the uncertainty in its measurement is: (∆q)2 =
a2
2
. At time t the wave
function will be:
ψ(q, t) = N · exp
[
− m
2(ma2 + i~t)
(
q − pit
m
)2
+
i
~
(
piq − p
2
i
2m
t
)]
. (1.2.2)
where N is a normalization factor. From (1.2.2) we can note how the coefficient pi,
which at time t = 0 appeared only in the phase of the wave function, at any time t > 0
appears also in its modulus. As a consequence the expectation value of the position q at
any time t > 0 depends explicitly on the initial phase factor pi; in fact we have:
q(t) =
∫
dq q |ψ(q, t)|2 = pit/m. (1.2.3)
So we can say that, during the evolution, the information about the mean value of q is
carried by terms appearing originally in the phase of ψ. For the mean square deviation
of q we get:
(∆q(t))2 = (q − q¯(t))2 = a
2
2
(
1 +
t2~2
m2a4
)
(1.2.4)
from which we obtain that, for t→∞, the wave function is totally delocalized:
lim
t→∞
(∆q(t))2 = +∞, ∀a > 0. (1.2.5)
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This effect is present also if we prepare an initial state very sharply peaked around the
origin, in fact:
lim
a→0
∆(q(t))2 = lim
a→0
(
a2
2
+
t2~2
2m2a2
)
= +∞, ∀t > 0. (1.2.6)
Note that the previous limit is +∞ because of the presence of the parameter a2 in the
denominator of (1.2.6). This relation is not surprising: if we take a→ 0 at the beginning
then we have a state perfectly localized in space, i.e. (∆q)2 → 0 but, from Heisenberg
uncertainty relations, we deduce that (∆p)2 → +∞. So in this case the initial momentum
is completely undetermined and, consequently, even after an infinitesimal time interval,
also the position of the particle becomes completely undetermined. These are the well-
known quantum mechanical effects.
What happens in the operatorial version of CM? As we have seen in the previous
section, the evolution in time of the KvN waves is generated by the Liouvillian itself
L̂ = −i∂pH∂q + i∂qH∂p which, in the particular case of a one-dimensional free particle,
has the following simplified form:
L̂ = −i p̂
m
∂
∂q
. (1.2.7)
The free Liouvillian is essentially the product of two commutative operators: an operator
of multiplication p̂ and a derivative operator −i ∂
∂q
. So if we want to diagonalize the
Liouvillian L̂ of (1.2.7) we have to diagonalize simultaneously both p̂ and −i ∂
∂q
. The
eigenstates of p̂ associated to an arbitrary real eigenvalue p0 are the Dirac deltas δ(p−p0);
the eigenstates of −i ∂
∂q
associated to an arbitrary real eigenvalue1 λq are instead the
plane waves
1√
2π
exp[iλqq]. So the eigenstates of the Liouvillian for a free particle (1.2.7)
are just the product of the eigenstates of p̂ and −i ∂
∂q
:
τλqp0(q, p) =
1√
2π
exp[iλqq]δ(p − p0) (1.2.8)
and the associated eigenvalues are: E = λqp0
m
. Now, let us take as initial wave function
the following double Gaussian in q and p:
ψ(q, p, t = 0) =
1√
πab
exp
(
− q
2
2a2
− (p − pi)
2
2b2
)
(1.2.9)
where a and b are related to our initial uncertainty in the knowledge of q and p:
(∆q)2 = a2/2, (∆p)2 = b2/2. Note that, since in CM q̂ and p̂ commute, there is no
1We call λq the eigenvalues of −i
∂
∂q
since −i
∂
∂q
is just a representation of the abstract Hilbert space
operator λ̂q: see (1.1.32) and the next section.
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uncertainty relation. As a consequence a and b in (1.2.9) are two completely indepen-
dent parameters and the product (∆q)2 · (∆p)2 can assume arbitrary small values.
Now we can write the initial KvN wave (1.2.9) as a superposition of the eigenstates
(1.2.8) of the Liouvillian L̂ as:
ψ(q, p, 0) =
∫
dλqdp0 c(λq, p0)τλqp0(q, p) (1.2.10)
where the coefficients c(λq, p0) are given by:
c(λq, p0) =
∫
dqdp τ∗λq ,p0(q, p)ψ(q, p, t = 0) =
=
√
a
πb
exp
(
−λ
2
qa
2
2
− (p0 − pi)
2
2b2
)
. (1.2.11)
The KvN wave at t is:
ψ(q, p, t) =
∫
dλqdp0 c(λq, p0) exp[−iEt] τλqp0(q, p)
=
1√
πab
exp
[
− 1
2a2
(
q − p
m
t
)2
− (p− pi)
2
2b2
]
. (1.2.12)
Note that this ψ(t) is related to the initial KvN wave ψ(0) by the following equation:
ψ(q, p, t) = ψ
(
q − pt
m
, p, 0
)
= ψ
(
q − ∂H
∂p
t, p+
∂H
∂q
t, 0
)
. (1.2.13)
The previous relation could be inferred also from the CPI (1.1.15). In fact, as we have
seen in the previous section, in the case of a free particle the resulting kernel of propa-
gation is correctly given by:
K(ϕ, t|ϕi, 0) = δ
(
q − qi − pit
m
)
δ(p − pi) (1.2.14)
from which we obtain immediately:
ψ(q, p, t) =
∫
dϕiK(ϕ, t|ϕi, 0)ψ(ϕi, 0) = ψ
(
q − pt
m
, p, 0
)
. (1.2.15)
If we calculate the modulus square of the KvN wave |ψ(q, p, t)|2 = ρ(q, p, t), i.e., the
probability density of finding the particle in a certain point of the phase space, we have
from (1.2.13) that:
ρ(q, p, t) = ρ
(
q − ∂H
∂p
t, p+
∂H
∂q
t, 0
)
. (1.2.16)
which is in perfect agreement with the Liouville theorem
d
dt
ρ = 0.
Let us now go back to (1.2.12) and calculate the mean values of the dynamical variables
at a generic time t. They are:
q¯ =
∫
dqdp q |ψ(q, p, t)|2 = pit
m
, p¯ =
∫
dqdp p |ψ(q, p, t)|2 = pi. (1.2.17)
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Note that, differently from QM, the information on the mean value of p̂ is given by
coefficients which appear in the modulus of the KvN wave (1.2.12). The mean square
deviations are:
(∆q(t))2 =
a2
2
+
b2
2
t2
m2
, (∆p(t))2 =
b2
2
. (1.2.18)
Therefore also in CM if b 6= 0 then we have lim
t→∞
(∆q(t))2 = +∞ and the KvN wave
becomes totally delocalized. This is not strange if we consider that we are giving a
statistical description of a set of particles with a momentum distributed in a Gaussian
way around pi. This means that we can have particles with momenta both greater and
smaller than pi. These particles cause a spreading in the wave function and, consequently,
in the distribution of probability around the mean value of q.
If we instead consider the motion of a single particle we can measure exactly its
position and momentum at the initial time. In this case the terms that parameterize
the Gaussians (1.2.9) and (1.2.12) go to zero (a → 0, b → 0). Therefore the variances
are identically zero because, differently from the quantum case (1.2.6), in (1.2.18) the
parameters a2 and b2 do not appear in the denominator:
lim
a,b→0
(∆q(t))2 = lim
a,b→0
(
a2
2
+
b2
2
t2
m2
)
= 0, lim
a,b→0
(∆p(t))2 = lim
b→0
b2
2
= 0. (1.2.19)
Since the previous relations hold for every time t we can say that the particle remains
perfectly localized in the phase space at every time t.
We feel that even this very simple and pedagogical example can be used to underline
some very important differences between the quantum and the classical operatorial ap-
proaches which are:
1) in CM we can know with absolute precision q and p since q̂ and p̂ are commuting
operators and so there is no uncertainty relation between them;
2) the classical dynamics given by L̂ is such that, if we know with absolute precision the
position and the momentum at t = 0, they remain perfectly determined at every instant
of time t and there is no spreading;
3) the knowledge about the average momentum of the classical particle is brought by
terms appearing in the modulus, and not in the phase, of the KvN wave.
For a classical free particle it is easy to show that, even if we add a phase factor to
an arbitrary initial KvN wave, then this phase factor does not pass into the real part
during the evolution differently from what happens in QM, see (1.2.1)-(1.2.2). This can
be proved as follows: every initial classical KvN wave
ψ(q, p) = F (q, p) exp[iG(q, p)] (1.2.20)
can always be written as a superposition of the eigenstates of the free Liouvillian (1.2.7)
in the following way:
ψ(q, p) =
∫
dλqdp0 c(λq, p0)τλqp0(q, p) (1.2.21)
where the eigenstates τλq,p0(q, p) are given by (1.2.8) while the coefficients c(λq, p0) are
basically the Fourier transforms of ψ(q, p0) with respect to the variable q:
c(λq, p0) =
1√
2π
∫
dq e−iλqqF (q, p0)e
iG(q,p0). (1.2.22)
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Now the free evolution of the KvN wave can be obtained in the usual way:
ψ(q, p, t) =
∫
dλqdp0 c(λq, p0) exp[−iEt] τλqp0(q, p) =
=
∫
dλq c(λq, p) exp
[
iλq
(
q − pt
m
)]
= (1.2.23)
= F
(
q − pt
m
, p
)
exp
[
iG
(
q − pt
m
, p
)]
which again is in perfect agreement with the kernel of evolution (1.2.14). Since the
phase G remains a phase also during the evolution we have that, in the case of a free
particle, for every initial KvN wave ψ(q, p) = F (q, p)exp[iG(q, p)] the probability density
|ψ(q, p, t)|2 does not depend on the phase G not only at the beginning, but also at any
later time; in fact from (1.2.23) we have that |ψ(q, p, t)|2 = F 2
(
q− pt
m
, p
)
. This has some
consequences also on the expectation values of the observables. Usually one assumes that
observables in CM are the functions of the phase space O(ϕ). In operatorial terms they
become the operators O(ϕ̂) and it is easy to check that their expectation values do not
depend on the phase G of the KvN wave (1.2.20):
〈O〉 =
∫
dϕF ∗(ϕ) exp[−iG(ϕ)]O(ϕ)F (ϕ)exp[iG(ϕ)] =
∫
dϕF ∗(ϕ)O(ϕ)F (ϕ). (1.2.24)
This is true for any time t as it is clear from the form (1.2.23) of the KvN wave. This
independence from the phase G would not happen if there were observables dependent
also on λ because λ̂ is a derivative operator and phases enter the expectation values of
the derivative operators2.
These considerations can be extended to the case of a physical system characterized
by a generic Liouvillian L̂. In fact the solution of the equation:
i
∂
∂t
ψ(q, p, t) = L̂ψ(q, p, t) (1.2.25)
is given by [17]:
ψ(q, p, t) = ψ
(
q¯(q, p, t), p¯(q, p, t)
)
(1.2.26)
where q¯ and p¯ are the solutions of the equations:
q˙j(q, p, t) = −
∂H(q¯, p¯)
∂p¯j
, p˙j(q, p, t) =
∂H(q¯, p¯)
∂q¯j
(1.2.27)
with the initial conditions q¯j(q, p, 0) = q
0
j , p¯j(q, p, 0) = p
0
j . So, according to (1.2.26), the
evolution of a classical system via the Liouvillian does not modify, in the Schro¨dinger
representation, the functional form of ψ. As an immediate consequence, we have that,
if we take a KvN wave without any phase at the initial time, then phases cannot be
generated during the evolution:
L̂ : ψ (without phases t = 0) −→ ψ (without phases t). (1.2.28)
2We will analyse this in more details in Sec. 1.4.
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In QM instead, even if we start from a wave function that does not contain phases, these
ones will be created in general at later times via the operator Ĥ:
Ĥ : ψ (without phases t = 0) −→ ψ (with phases t). (1.2.29)
An example of this phenomenon is given by (1.2.1) and (1.2.2). Even if we start with no
phase pi = 0, at time t we get that the wave function (1.2.2) becomes:
ψ = N · exp
[
− m
2(ma2 + i~t)
q2
]
(1.2.30)
and it has a phase because of the term i~t in the denominator. All this is a consequence
of the fact that the phase and the modulus of the wave functions are coupled in QM as
one can see from standard text books, [18]. In fact, writing
ψ(q) = A(q)exp
[
i
~
S(q)
]
(1.2.31)
and equating the real and imaginary part of the Schro¨dinger equation (1.1.8), we obtain
the following two equations for A(q) and S(q):
∂S
∂t
+
1
2m
(
∂S
∂q
)2
+ V =
~
2
2mA
∂2A
∂q2
m
∂A
∂t
+
∂A
∂q
∂S
∂q
+
A
2
∂2S
∂q2
= 0.
(1.2.32)
From (1.2.32) it is easy to see that S and A are coupled by their equations of motion.
In CM instead if we start from
ψ(q, p) = F (q, p) exp[iG(q, p)] (1.2.33)
we can insert it in (1.1.3): i
∂ψ
∂t
= L̂ψ and, equating the real and imaginary part, we get
that both the modulus and the phase evolve with the Liouville equation:
i
∂F
∂t
= L̂F, i
∂G
∂t
= L̂G. (1.2.34)
So we see that in CM the phase and the modulus decouple from each other and they do
not interact at all. Summarizing all this discussion we can give the following aphorism:
“What is QM? Quantum mechanics is the theory of the interaction of a phase with a
modulus”.
As we have just proved, in CM there is at least one representation in which this
interaction is completely lost and the evolution of the modulus is completely decoupled
from the evolution of the phase. One may then think that it is useless to deal with
complex KvN waves if their phases do not bring in any physical information. This is
true only if we decide to work in the Schro¨dinger representation. In the next section we
shall show that, changing representation and using the one where p̂ is realized as the
derivative with respect to λp, the mean value of p̂ is related to the phase of the KvN
waves. So, if we want to be as general as possible and not just stick to the Schro¨dinger
representation, we have to assume that the classical KvN waves are complex objects.
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1.3 Abstract Hilbert Space and the (q, λp) Representation
In the previous section we have restricted ourselves to the Schro¨dinger representation
in which both q̂ and p̂ are realized as multiplicative operators, and we have worked out
everything in this frame. What we want to do now is to construct the Hilbert space of CM
from an abstract point of view, i.e. without considering any particular representation.
We can start observing that q̂ and p̂ can be considered as a complete set of commuting
operators whose real eigenvalues form a continuous spectrum which includes all the values
from −∞ to +∞:
q̂|q, p〉 = q|q, p〉; p̂|q, p〉 = p|q, p〉. (1.3.1)
The eigenstates |q, p〉 form an orthonormal and complete set which can be used as a
basis for the Hilbert space of KvN. The orthonormality and completeness relations are
respectively given by:
〈q′, p′|q′′, p′′〉 = δ(q′ − q′′)δ(p′ − p′′),
∫
dqdp |q, p〉〈q, p| = 1. (1.3.2)
The connection between the abstract vectors |ψ〉 and the KvN waves ψ(q, p) is through
the relation 〈q, p|ψ〉 = ψ(q, p). In this basis the operators q̂ and p̂ are diagonal:
〈q′, p′|q̂|q′′, p′′〉 = q′δ(q′ − q′′)δ(p′ − p′′);
〈q′, p′|p̂|q′′, p′′〉 = p′δ(q′ − q′′)δ(p′ − p′′) (1.3.3)
while the operators −i ∂
∂q
(
−i ∂
∂p
)
defined by the relations:
〈q′, p′
∣∣∣∣−i ∂∂q
(
−i ∂
∂p
)∣∣∣∣ψ〉 = −i ∂∂q′
(
−i ∂
∂p′
)
〈q′, p′|ψ〉 (1.3.4)
are Hermitian. From (1.3.2)-(1.3.4) it is easy to check that:
〈q′, p′
∣∣∣∣[q̂,−i ∂∂q
]∣∣∣∣ψ〉 = 〈q′, p′|i|ψ〉, 〈q′, p′∣∣∣∣[p̂,−i ∂∂p
]∣∣∣∣ψ〉 = 〈q′, p′|i|ψ〉 (1.3.5)
while all the other commutators are zero. Because of the completeness of 〈q′, p′| and
the arbitrariness of the state |ψ〉 we have that (1.3.5) can be turned into the purely
operatorial relations:
[
q̂,−i ∂
∂q
]
= i and
[
p̂,−i ∂
∂p
]
= i and so, from (1.1.17), we can
identify λ̂q = −i ∂
∂q
and λ̂p = −i ∂
∂p
. Now it is easy to show that the Liouville equation
(1.1.3) is nothing more than a particular representation of the abstract Liouville equation:
i
∂
∂t
|ψ, t〉 = λ̂aωab∂bH|ψ, t〉 (1.3.6)
obtained using as basis the eigenfunctions of q̂ and p̂. If we consider the following
Hamiltonian in the standard phase space: H =
p2
2m
+ V (q), then the Liouville equation
(1.3.6) becomes:
i
∂
∂t
|ψ, t〉 =
[
λ̂q
p̂
m
− λ̂p∂qV (q)
]
|ψ, t〉. (1.3.7)
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Projecting the previous equation onto the basis 〈q, p| we easily obtain:
i
∂
∂t
〈q, p|ψ, t〉 = 〈q, p
∣∣∣∣λ̂q p̂m
∣∣∣∣ψ, t〉 − 〈q, p|λ̂p∂qV (q)|ψ, t〉 = (1.3.8)
= −i p̂
m
∂
∂q
〈q, p|ψ, t〉 + i∂qV (q) ∂
∂p
〈q, p|ψ, t〉
that is equivalent to the usual Liouville equation:
∂
∂t
ψ(q, p, t) =
[
− p̂
m
∂
∂q
+ ∂qV (q)
∂
∂p
]
ψ(q, p, t). (1.3.9)
The basis of the eigenstates |q, p〉 is not the only one for the Hilbert space of CM. A very
important representation [19] is the one in which we consider the basis of the simultaneous
eigenstates of q̂ and λ̂p which, according to (1.1.17), are commuting operators:
q̂ |q, λp〉 = q|q, λp〉; λ̂p|q, λp〉 = λp|q, λp〉. (1.3.10)
Sandwiching the second relation in (1.3.10) with the bra 〈q′, p′| we obtain the following
differential equation:
−i ∂
∂p′
〈q′, p′|q, λp〉 = λp〈q′, p′|q, λp〉 (1.3.11)
whose solution is:
〈q′, p′|q, λp〉 = 1√
2π
δ(q − q′)eip′λp . (1.3.12)
Also the states |q, λp〉 form a complete set of orthonormal eigenstates, i.e. another
possible basis for the vectors of the KvN classical Hilbert space. In this basis we have:
〈q, λp|ψ〉 =
∫
dq′dp〈q, λp|q′, p〉〈q′, p|ψ〉 (1.3.13)
which, via (1.3.12), gives:
ψ(q, λp) =
1√
2π
∫
dp e−ipλp ψ(q, p). (1.3.14)
This means that the KvN waves in the (q, λp) representation and in the Schro¨dinger
one are related via a Fourier transform3. In this new representation we have for the p̂
operator:
〈q, λp|p̂|ψ〉 =
∫
dq′dp′〈q, λp| p̂ |q′, p′〉〈q′, p′|ψ〉 = 1√
2π
∫
dp′ p′e−ip
′λpψ(q, p′) =
=
1√
2π
i
∂
∂λp
∫
dp′e−ip
′λp〈q, p′|ψ〉 = i ∂
∂λp
〈q, λp|ψ〉 (1.3.15)
while λ̂p is simply a multiplicative operator:
〈q, λp|λ̂p|ψ〉 = λp〈q, λp|ψ〉. (1.3.16)
3We indicate the wave functions in the new basis with the same symbol ψ for notational simplicity.
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Summarizing (1.3.10)-(1.3.16), we can say that, with respect to the Schro¨dinger repre-
sentation, in the (q, λp) one we have to consider p̂ as a derivative operator and λ̂p as a
multiplicative one: 
q −→ q̂
λp −→ λ̂p
λq −→ −i ∂
∂q
p −→ i ∂
∂λp
.
(1.3.17)
This is simply a different realization of the usual commutation relations: [ϕ̂a, λ̂b] = iδ
a
b .
Using 〈q, λp| we get that the abstract Liouville equation (1.3.7) becomes:
i
∂
∂t
ψ(q, λp, t) =
1
m
∂
∂q
∂
∂λp
ψ(q, λp, t)− λp∂qV (q)ψ(q, λp, t). (1.3.18)
We shall now show that a lot of the results of the previous section were strongly
dependent on the particular kind of representation we used. In fact in the (q, λp) rep-
resentation, since the momentum p̂ has become a derivative operator, we have that the
information about its mean value is brought in by the phase of the KvN wave similarly to
what happens in quantum mechanics. For example, using the Fourier transform (1.3.14),
we have that, in the (q, λp) representation, the double Gaussian state (1.2.9) becomes
the following one:
ψ(q, λp, t = 0) =
√
b
πa
exp
(
− q
2
2a2
)
exp
(
−λ
2
pb
2
2
− ipiλp
)
. (1.3.19)
We immediately note that the KvN wave, which was real in the Schro¨dinger represen-
tation, has become complex. The mean values of q̂ and p̂ are obviously the same as
before:
q¯ = 〈ψ|q̂|ψ〉 = 0, p¯ = 〈ψ|p̂|ψ〉 = 〈ψ
∣∣∣∣i ∂∂λp
∣∣∣∣ψ〉 = pi (1.3.20)
but now we see that elements appearing in the phase of the KvN waves, like pi in (1.3.19),
begin to play an important role since they are linked with the mean values of physical
observables like p̂.
Let us now make the evolution of (1.3.19) under the Liouvillian for a free particle.
This Liouvillian in the (q, λp) representation is given by:
L̂ =
1
m
∂2
∂q∂λp
. (1.3.21)
Its eigenstates are:
τλq,p(q, λp) =
1
2π
exp[iλqq − iλpp]. (1.3.22)
while the associated eigenvalues are pλq/m. Writing the KvN wave (1.3.19) as a super-
position of the eigenstates τλq,p above and making the evolution of the system, we obtain
at time t:
ψ(q, λp, t) = N · exp
[
− q
2
2a2
− p
2
i
2b2
− 1
2
(λpma
2b2 + iqtb2 + ipima
2)2
a2b2(m2a2 + t2b2)
]
(1.3.23)
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where N is the normalization factor. From the previous formula we see how the factor
pi which, according to (1.3.19), at time t = 0 entered only the phase factor, at time t
has passed also into the real part of the KvN wave, exactly as in the quantum case we
studied before. The expectation values and the variances of q and p are still given by
(1.2.17)-(1.2.18):
q¯ =
pit
m
, p¯ = pi (1.3.24)
and:
(∆q)2 =
a2
2
+
b2
2
t2
m2
, (∆p)2 =
b2
2
. (1.3.25)
This is true because they are observable quantities and, consequently, they have to be
independent of the representation we are using. Anyhow to prepare a KvN wave of the
form (1.3.19) well-localized both in q and in λp, we have to send a→ 0, b→∞. In this
limit we have that (∆q)2 → ∞ at every time t > 0 and so there is an instantaneous
spreading of the KvN wave. This is not surprising. In fact if the initial KvN wave is
very peaked around q = λp = 0 then we know precisely the values of q and λp, instead
of the values of q and p. From the commutator [p̂, λ̂p] = i we can derive the following
uncertainty relation: ∆p · ∆λp ≥ 1/2, where ∆p and ∆λp are the square roots of the
mean square deviations. So if, by sending b→∞, we determine with absolute precision
λp, the value of p is completely undetermined. Consequently also the position q at every
instant t > 0 is completely undetermined, because q and p are linked by the classical
equations of motion q˙ = p/m. An immediate consequence of this is the spreading of q
and the complete delocalization of the KvN wave at every instant of time following the
initial one4.
Another aspect that we can study is the continuity equation which in the Schro¨dinger
representation was nothing more than the usual Liouville equation for the probability
density ρ, as we have seen in Sec. 1.1. What happens in the (q, λp) representation?
According to what we have already seen, the Liouville equation for ψ becomes:
i
∂
∂t
ψ(q, λp, t) =
1
m
∂
∂q
∂
∂λp
ψ(q, λp, t)− λpV ′(q)ψ(q, λp, t). (1.3.26)
Taking the complex conjugate we obtain the equation for ψ∗(q, λp):
−i ∂
∂t
ψ∗(q, λp, t) =
1
m
∂
∂q
∂
∂λp
ψ∗(q, λp, t)− λpV ′(q)ψ∗(q, λp, t). (1.3.27)
From (1.3.26) and (1.3.27) we get that the equation for ρ(q, λp) = ψ
∗(q, λp)ψ(q, λp) is of
the form:
∂
∂t
ρ(q, λp, t) + J = 0 (1.3.28)
where:
J =
i
m
(
ψ∗
∂
∂q
∂
∂λp
ψ − ψ ∂
∂q
∂
∂λp
ψ∗
)
. (1.3.29)
So in this case ρ(q, λp) does not evolve with the Liouville equation and there is no manner
to write J in terms only of ρ. In fact, if we write ψ(q, λp) =
√
ρ exp[iS(q, λp)], the phase
4The usual mechanics of the single particle can be reproduced also in this representation but we have
to take the limit a→ 0, b→ 0, i.e. we have to use for λp a plane wave of the type exp(−ipiλp).
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S(q, λp) will enter explicitly into J and the equation of ρ. This creates a situation very
similar to the quantum one, where phases and moduli are coupled in the equations of
motion.
Another aspect that the (q, λp) representation of CM has in common with the standard
quantum one is the following: even if we prepare a real KvN wave of q and λp at the
initial time t = 0, phases will be created in general by L̂ during the evolution. This can
be seen by means of our usual example. In fact, if we put pi = 0, we have from (1.3.19)
and (1.3.23) that:
√
b
πa
exp
(
− q
2
2a2
− λ
2
pb
2
2
)
−→ N · exp
[
− q
2
2a2
− 1
2
(λpma
2b2 + iqtb2)2
a2b2(m2a2 + t2b2)
]
L̂ : ψ(q, λp, t = 0) without phases −→ ψ(q, λp, t) with phases.
Since the (q, λp) representation has all these features in common with QM it is to be
expected that this representation turns out to be [19] the one where the process of
quantization is best understood.
1.4 Superselection Rules and Observables
In the previous section we have given some reasons why the elements of the Hilbert
space of KvN must be chosen as complex. Now we want first to analyse in detail which
assumptions must be done on the observables in order to make this choice consistent.
Second we want to give the abstract theoretical reasons why the phases of the classical
KvN waves cannot be felt by those operators which depend only on ϕ̂ = (q̂, p̂) when we
choose the (q, p) representation. In performing this analysis we shall make use of the
notion of superselection rules. For a review about this subject we refer the reader to
[20][21].
Can a superselection mechanism appear in the Hilbert space of KvN and which are
its consequences? To answer this question we have to analyse in detail the issue of which
are the observables in KvN theory. Usually physicists identify the observables of CM
with the functions of the phase space variables ϕ. In the operatorial formulation of
CM this is equivalent to postulate that the observables are all and only the functions
of the operators ϕ̂ = (q̂, p̂). Let us accept for a while this postulate and see which
are its consequences for the KvN formulation of CM. First of all the algebra of the
classical observables turns out to be Abelian and the operators ϕ̂ = (q̂, p̂) turn out to
commute with all the observables of the theory. Therefore the operators ϕ̂ = (q̂, p̂) are
superselection operators and the associated superselection rules have to be taken into
account. According to these rules if we consider two states corresponding to different
eigenvalues of the superselection operators, i.e. |ϕ1〉 and |ϕ2〉 satisfying:{
ϕ̂|ϕ1〉 = ϕ1|ϕ1〉
ϕ̂|ϕ2〉 = ϕ2|ϕ2〉,
(1.4.1)
we have that there is no observable connecting them since:
〈ϕ1|O(ϕ̂)|ϕ2〉 = 0. (1.4.2)
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Furthermore if we consider a linear superposition of eigenstates corresponding to different
eigenvalues:
|ψ1〉 = α1|ϕ1〉+ α2|ϕ2〉 (1.4.3)
with α1α2 6= 0 we have that the vector |ψ1〉 cannot be considered a pure state. In fact,
if the observables of the theory are only the functions O(ϕ̂), then it is impossible to
find an observable having |ψ1〉 as an eigenstate. So the state |ψ1〉 cannot be prepared
diagonalizing a complete set of observables, like it happens for all the pure states of QM.
Besides this when we compute the expectation values of the observables O(ϕ̂) on |ψ1〉
we have that:
O =
〈ψ1|O(ϕ̂)|ψ1〉
〈ψ1|ψ1〉 =
(
α∗1〈ϕ1|+ α∗2〈ϕ2|
)
O(ϕ̂)
(
α1|ϕ1〉+ α2|ϕ2〉
)
(
α∗1〈ϕ1|+ α∗2〈ϕ2|
)(
α1|ϕ1〉+ α2|ϕ2〉
) =
=
|α1|2〈ϕ1|O(ϕ̂)|ϕ1〉+ |α2|2〈ϕ2|O(ϕ̂)|ϕ2〉
|α1|2〈ϕ1|ϕ1〉+ |α2|2〈ϕ2|ϕ2〉 . (1.4.4)
Therefore the expectation values that can be calculated using the vector |ψ1〉 are just
the same as those calculated starting from the mixed density matrix
ρ̂ = |α1|2|ϕ1〉〈ϕ1|+ |α2|2|ϕ2〉〈ϕ2| (1.4.5)
via the rule O = Tr[ρ̂O(ϕ̂)]/Tr[ρ̂]. So from a physical point of view the state (1.4.3) can-
not be distinguished from the mixed density matrix (1.4.5). This means that “coherent
superpositions of pure states are impossible, one automatically gets mixed states when
attempting to form them” [22].
All this can be rephrased also in the following way: the relative phase between |ϕ1〉
and |ϕ2〉 cannot be measured using only observables like O(ϕ̂). In fact to obtain the mean
values of these observables the only important thing is the modulus square of α1 and α2
as it is clear from (1.4.4) and (1.4.5). These considerations can be extended very easily to
the case of a continuous superposition of states |ϕ〉: the two vectors |ψ〉 = ∫ dϕψ(ϕ)|ϕ〉
and |ψ˜〉 = ∫ dϕψ(ϕ)eiA(ϕ)|ϕ〉 are physically indistinguishable because they give the same
expectation values for all the observables of the theory. “But they are also completely
different vectors in Hilbert space! ” [20]. If we want to avoid this redundancy we have to
forbid the superposition of eigenstates of the superselection operators and consider only
the statistical mixtures (1.4.5) which, in the continuous case, become:
ρ̂ =
∫
dϕρ(ϕ)|ϕ〉〈ϕ|. (1.4.6)
Therefore the Hilbert space must be considered as a direct sum (or, better to say, a
direct integral)
H = ⊕{ϕi}H
({ϕi}) (1.4.7)
of the different eigenspaces H
({ϕi}) corresponding to the different eigenvalues ϕi for the
superselection observables ϕ̂. These eigenspaces are incoherent, i.e. the relative phases
between vectors belonging to different eigenspaces cannot be measured at all; not only,
but it is impossible to move from one eigenspace to the other by means of an observable.
All this has a very unpleasant consequence: in QM the superselection observables, like
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the parity or the charge operator, commute with all the observables of the system and in
particular with the Hamiltonian Ĥ, which is the generator of the time evolution. This
implies that the eigenvalues of the superselection operators are constants of the motion.
So when we prepare the system in one particular eigenspace the time evolution cannot
bring the system outside it. This is fine if the superposition operator is the parity or the
charge because it only implies that all the states reached by the time evolution have the
same parity and the same charge. But this is catastrophic in the KvN formulation of
CM. In fact there the superselection operators are the ϕ̂ and so the eigenspaces of the
superselection operators are in 1-1 correspondence with the points of the phase spaceM;
when we consider the time evolution of the system we pass from one point of the phase
space to the other and, therefore, from one eigenspace of the superselection operators
to the other. Therefore if the observables of CM are only the functions of ϕ̂ and the
superselection mechanism is automatically triggered, then we have to admit that the time
evolution of the system cannot be performed by an operator belonging to the observables
of the system. We note that this is perfectly consistent with the fact that the generator
of the evolution is the Liouvillian which depends also on the variables λ̂ and not only on
ϕ̂.
The possible ways out are basically two. We can insist on having as observables all and
only the functions O(ϕ̂) and on considering as physically significant only the statistical
mixtures (1.4.6). From the probability density ρ(ϕ) we can construct its real square root
ψ(ϕ) ≡ |√ρ(ϕ)| and use it to build in any case the following linear superposition of the
eigenstates |ϕ〉:
|ψ〉 =
∫
dϕψ(ϕ)|ϕ〉. (1.4.8)
Now the coefficients of |ϕ〉 in the superposition (1.4.8) are just real functions of ϕ. As
a consequence there is a 1-1 correspondence between the statistical mixtures (1.4.6) and
the vectors |ψ〉 of (1.4.8). Not only, let us construct the pure density matrix
ρ̂ ′ = |ψ〉〈ψ| =
∫
dϕdϕ′ ψ(ϕ)ψ(ϕ′)|ϕ〉〈ϕ′|. (1.4.9)
Since the algebra of the observables O(ϕ̂) is Abelian we have that only the diagonal
terms of ρ̂ ′ contribute to the mean values of O. As a consequence it is easy to realize
that the mean values of the observables calculated from the ρ̂ of (1.4.6) and the ρ̂ ′ of
(1.4.9) are just the same:
Tr[ρ̂O(ϕ̂)]
Tr[ρ̂]
=
Tr[ρ̂ ′O(ϕ̂)]
Tr[ρ̂ ′]
. (1.4.10)
So we can say that via the linear superposition (1.4.8) with real coefficients we can
perform the same physics as with the statistical mixture ρ̂ of (1.4.6). Furthermore there
is also a 1-1 correspondence between the real vectors |ψ〉 and the statistical mixtures ρ̂.
So there is no redundancy in the description and we can look at the states |ψ〉 just as
useful mathematical tools to perform all the calculations and make all the predictions of
statistical classical mechanics. Since the coefficients of the superposition (1.4.8) are real
we have that the operators depending on ϕ̂ cannot feel the phases just because there is
no phase at all.
Another possible way out is to identify the observables with all the Hermitian op-
erators of the theory. With this assumption also the operators λ̂ and their Hermitian
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functions become observables. Now we cannot say anymore that ϕ̂ commute with all
the observables since [ϕ̂a, λ̂b] = iδ
a
b . As a consequence the superselection mechanism
is not triggered and a coherent superposition, even with complex coefficients, of the
eigenstates |ϕ〉 can be prepared by diagonalizing a complete set of commuting operators.
This is the solution that also Koopman and von Neumann must have had in mind in
their original papers when they postulated that the elements of their Hilbert space were
square integrable and complex functions, like in QM5. This is also the solution that we
have implicitly adopted in the first sections of this thesis. Such a theory is a gener-
alization of standard CM since it contains a much larger set of observables. It would
be interesting to understand the physical meaning of the extra observables depending
on λ̂. One of these observables is the Liouvillian L̂ = λ̂aω
ab∂bH and we know that its
spectrum (which, being L̂ an observable, could be measured) gives us information on
such properties as the ergodicity of the system. It is well-known in fact [24] that if the
zero eigenvalue of L̂ is non degenerate then the system is ergodic. Anyhow we could
get the same information on the ergodicity of the system using only the Hamiltonian
H(ϕ) and the correlations of ϕ̂ at different times, with no need of L̂. Other quantities
involving the variables λ̂ were studied in Ref. [25] where the correlation functions of λ̂
and ϕ̂ at different times were related with the so-called response functions [26] of the
system. Also in this case, anyhow, the correlations between λ̂ and ϕ̂ could be calculated
(via the fluctuation-dissipation theorem) using only correlations among the variables ϕ̂
at different times. This implies that the operators ϕ̂, being at different times, superselect
different Hilbert eigenspaces. Nevertheless all these phenomena of CM can be explained
via the incoherent superposition of states given by the mixed density matrix ρ̂ of (1.4.6).
Anyhow in principle there could be phenomena which need coherent superpositions of
states like the one given in (1.4.3). These phenomena would measure the relative phases
of such states by means of Hermitian operators of λ̂ and ϕ̂. For sure these operators are
not among those which have been studied in the literature (like the Liouville operators or
the λ̂-ϕ̂ correlations of the response functions). Of course there are many other operators
which have not been considered and they may be of some importance when we explore
that tricky region which is at the interface between classical and quantum mechanics.
This region is described neither by CM nor by QM and it may be the region where
“classical” coherence phenomena described by the state (1.4.3) and by observables of λ̂
and ϕ̂ emerge. That regime would then be the realm of the KvN theory. This is just a
hypothesis. To conclude this section we can say that the KvN theory is a generalization
of CM once we admit among the observables also the Hermitian operators containing λ̂.
It reduces to CM if we restrict the observables to be only the Hermitian operators made
out of ϕ̂. Using the arguments explained above via the superselection principle these
last observables could never detect the relative phases contained in the state (1.4.3) as
we explained above.
If the reader is not convinced of this we will work out in detail in the next section
the classical analog of the two-slit experiment. In this case the observables that we will
measure are only functions of ϕ̂ and we will observe no interference at all.
5We note that the first paper on superselection rules made its appearance only in 1952 [23], more or
less twenty years after KvN’s papers.
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1.5 Two-Slit Experiment
In QM phases play a crucial role in producing the interference effects which characterize
the two-slit experiment. The mystery of this kind of experiments is best summarized in
these words of Feynman [27]: “The question is, how does [the two-slit experiment] really
work? What machinery is actually producing this thing? Nobody knows any machinery.
The mathematics can be made more precise; you can mention that they are complex
numbers, and a couple of other minor points which have nothing to do with the main
idea. But the deep mystery is what I have described, and no one can go any deeper
today”. As Feynman mentions in the lines above one could think that the interference
effects are there because of the complex nature of the wave functions. Then it is natural
to check what happens in the classical KvN case where we deal with a Hilbert space of
complex, square integrable functions. We will actually show that, despite the complex
nature of these KvN waves, interference effects do not appear. This confirms, as Feynman
suspected, that the mystery of QM is deeper than that.
If we want to describe a classical two-slit experiment we have to deal with a problem
in two dimensions. Let us call y the axis along which our beam propagates and x the
orthogonal axis. We suppose that y = 0 is the starting coordinate of our beam. The
centers of the two slits ∆1 and ∆2 are placed respectively at xA and −xA on a first plate
which has coordinate yF along the y axis. The final screen is placed at yS like in the
figure below:
−xA
xA
•
•
0
∆2
∆1
yF yS
To simplify the problem we will make the assumption that the motion of the particles
along the y direction is known precisely. This means that at the initial time we know
with absolute precision the position and the momentum of the particles along that axis,
for example y(0) = 0, py(0) = p
0
y. With this prescription we are sure that the beam
will arrive at the two slits after a time tF = yFm/p
0
y and at the final screen after a
time tS = ySm/p
0
y. In this way we can concentrate ourselves only on the behaviour of
the particles along the x-axis and the two-slit experiment becomes a problem in one
dimension. Let us consider, along x, a double Gaussian with an arbitrary phase factor
G(x, px):
ψ(x, px, t = 0) =
1√
πab
exp
[
− x
2
2a2
− p
2
x
2b2
+ iG(x, px)
]
. (1.5.1)
We assume a and b sufficiently large, i.e. the initial classical KvN wave sufficiently
spread, in order to allow the beam to arrive at both slits. The evolution of the wave
function is via the free kernel of propagation (1.2.14) up to the time tF = yFm/p
0
y, when
1.5 Two-Slit Experiment 27
the beam arrives at the first plate. The KvN wave at the time tF is given by:
ψ(x, px, tF ) =
1√
πab
exp
[
− 1
2a2
(
x− pxyF
p0y
)2
− p
2
x
2b2
+ iG
(
x− pxyF
p0y
, px
)]
. (1.5.2)
If the width of the two slits is 2δ then the particles which at time tF are outside the two
intervals ∆1 = (xA − δ, xA + δ) and ∆2 = (−xA − δ,−xA + δ) are absorbed by the first
plate and they do not arrive at the final screen at all. Using Feynman’s words again:
“All particles which miss the slit[s] are captured and removed from the experiment [28]”.
Therefore the KvN wave just after tF can be rewritten, using a series of θ-Heavyside
functions, in the following compact way:
ψ(x, px, tF + ǫ) = N ψ(x, px, tF ) [C1(x) + C2(x)] (1.5.3)
where C1(x) = θ(x−xA+δ)−θ(x−xA−δ) is the function that parameterizes the slit ∆1,
C2(x) = θ(x+xA+δ)−θ(x+xA−δ) is the one that parameterizes the slit ∆2 and N is a
suitable normalization factor chosen in such a way that:
∫
dxdpx |ψ(x, px, tF + ǫ)|2 = 1.
Beyond the slits we propagate the ψ of (1.5.3). With our choice of the cut-off functions
C1 and C2, at tF + ǫ the KvN wave ψ is different from 0 only if x ∈ ∆1 or x ∈ ∆2.
Since there is no limitation in the momentum along the x-axis we expect that the ψ will
spread along x and it will become different from zero also outside the intervals ∆1 and
∆2.
Using the kernel of evolution for free particles (1.2.14) we can obtain from (1.5.3) the
KvN wave at time tS = ySm/p
0
y, when the beam arrives at the final screen:
ψ(x, px, tS) = N · exp
[
− 1
2a2
(
x− pxyS
p0y
)2
− p
2
x
2b2
]
·exp
[
iG
(
x− pxyS
p0y
, px
)]
·{C1(x− a¯px) + C2(x− a¯px)} (1.5.4)
where a¯ = (yS − yF )/p0y. The probability density of finding a particle in a certain point
x on the last screen is:
P (x) =
∫ ∞
−∞
dpx|ψ(x, px, tS)|2. (1.5.5)
We have to integrate over px because we are interested in the number of particles arriving
at the final plate, independently of their momentum. At this point we notice a first
important property: even starting from an initial KvN wave with an arbitrary phase
factor G(x, px), at time tS we have for the entire KvN wave the following common phase
factor: G
(
x− pxyS
p0y
, px
)
, see (1.5.4). So G will disappear completely from the modulus
square of the KvN wave and, consequently, from the probability density P (x) of (1.5.5).
Therefore the phase G of the initial wave function (1.5.1) do not have any observable
consequence for the figure on the final screen.
The second important thing to notice is that, because of the properties of the θ-
functions, we have that the cut-off term C1 +C2 in (1.5.4) is idempotent:
(C1 + C2)
2 = C1 + C2. (1.5.6)
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Therefore we can rewrite (1.5.5) as:
P (x) =
∫ ∞
−∞
dpx|ψ(x, px, tS)|2 = (1.5.7)
= N
∫ ∞
−∞
dpx
[
F 2(x, px, tS)C1(x− a¯px) + F 2(x, px, tS)C2(x− a¯px)
]
where N is a normalization factor and F is given by:
F (x, px, tS) ≡ exp
[
− 1
2a2
(
x− pxyS
p0y
)2
− p
2
x
2b2
]
. (1.5.8)
Let us now re-arrange the arguments inside the θ-functions appearing in C1 and C2
as follows:
C1(x− a¯px) = θ
(
−px + x− xA + δ
a¯
)
− θ
(
−px + x− xA − δ
a¯
)
C2(x− a¯px) = θ
(
−px + x+ xA + δ
a¯
)
− θ
(
−px + x+ xA − δ
a¯
)
. (1.5.9)
For the properties of the θ-Heavyside functions it is easy to realize that when px is not
in the interval: D1 =
[
x− xA − δ
a¯
,
x− xA + δ
a¯
]
or in D2 =
[
x+ xA − δ
a¯
,
x+ xA + δ
a¯
]
there is no contribution to the modulus square. Therefore the final plot P (x) given by
(1.5.7) can be written as:
P (x) = N ·
[∫
D1
dpx F
2(x, px, tS) +
∫
D2
dpx F
2(x, px, tS)
]
(1.5.10)
where F is the function of (1.5.8).
Now let us keep open only the first slit ∆1 and repeat the previous steps. We can
propagate the initial KvN wave (1.5.1) up to the time tF when the system is again
described by the ψ(x, px, tF ) of (1.5.2). The difference is that now only the first slit ∆1 is
open and so the second cut-off function C2 is identically zero. C1 itself is an idempotent
function and therefore we can repeat the steps (1.5.3)-(1.5.10), as before, freezing C2 to
zero everywhere. The final result for the probability on the last screen is:
P (x) = K
∫
D1
dpxF
2(x, px, tS) (1.5.11)
where F is given, as usual, by (1.5.8) and K is the normalization factor. In the same
manner, keeping open only the slit ∆2, we will obtain that:
P (x) = K
∫
D2
dpxF
2(x, px, tS). (1.5.12)
So, comparing (1.5.10) with (1.5.11)-(1.5.12), it is clear that when we keep open both
slits ∆1 +∆2 the total probability is the sum of the probabilities we have when we keep
open first the slit ∆1 and then the slit ∆2. The first integral in (1.5.10) is then the
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Fig. 1.1: Classical Two-Slit Experiment.
probability for the particle to pass through the slit ∆1, while the second integral is the
probability to pass through the slit ∆2. So, even if we start from complex functions in
the classical Hilbert space, every interference effect disappears. This is very clear from
Fig. 1.1 which shows the plot of the P (x) of (1.5.10) with the particular numerical
values yS/p
0
y = 2, a = b = 1, xA = 1, δ = 0.1.
Now we want to perform the same exercise at the quantum level and compare it with
the previous classical experiment. In order to get an analytic result we will assume that
the motion along y is the same classical motion analysed before. The reason for this
assumption is that otherwise we would not be able to determine the times tF and tS
when the wave function arrives on the two plates. Along x instead we will assume that
the motion is fully quantum mechanical. This will be sufficient to see the difference with
the purely classical case we have analysed before and to create interference phenomena.
In our approach we assume that at beginning the system along the y-axis is described
by a double Dirac delta δ(y)δ(py − p0y) evolving in time with the Liouvillian. In this way
we know that the time the particles arrive at the two slits is exactly the same as before.
Along the other axis, x, we consider instead an initial wave function given by:
ψ(x) =
√
1√
πa
exp
(
− x
2
2a2
)
. (1.5.13)
With this choice at the beginning the mean value of both x and px is zero as in the
classical case described by (1.5.1). Making the above wave function evolve in time via
the quantum Schro¨dinger operator, at time tF we obtain:
ψ(x, tF ) =
√
ma√
π(ma2 + i~tF )
exp
[
−1
2
mx2
ma2 + i~tF
]
. (1.5.14)
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Let us parameterize the two slits via the same θ-Heavyside functions we have used in
the classical case:
C1(x) = θ(x−xA+ δ)− θ(x−xA− δ), C2(x) = θ(x+xA+ δ)− θ(x+xA− δ). (1.5.15)
Just after the two slits we have that:
ψ(x, tF + ǫ) = N · exp
(
−1
2
mx2
ma2 + i~tF
)[
C1(x) + C2(x)
]
. (1.5.16)
Using now the kernel of propagation for a quantum free particle [28] which is given by:
K(xb, tb|xa, ta) =
[
2πi~(tb − ta)
m
]−1/2
exp
im(xb − xa)2
2~(tb − ta) (1.5.17)
we get that at time tS the wave function is:
ψ(x, tS) = N1
∫ +∞
−∞
dxF exp
[
im(x− xF )2
2~(tS − tF ) −
mx2F
2(ma2 + i~tF )
]
[C1(xF ) + C2(xF )]
(1.5.18)
where N1 is a new normalization constant. Differently from the classical case, the
quantum kernel of propagation is not a simple Dirac delta and the previous integral
cannot be done explicitly. Anyway we can employ the properties of the θ-functions in
order to rewrite (1.5.18) as:
ψ(x, tS) = N1
{∫ xA+δ
xA−δ
dxF exp
[
im(x− xF )2
2~(tS − tF ) −
mx2F
2(ma2 + i~tF )
]
+
+
∫ −xA+δ
−xA−δ
dxF exp
[
im(x− xF )2
2~(tS − tF ) −
mx2F
2(ma2 + i~tF )
]}
. (1.5.19)
In (1.5.19) we have two integrals of the same function over two different intervals ∆1 =
(xA−δ, xA+δ) and ∆2 = (−xA−δ,−xA+δ). The results will be two complex numbers ψ1
and ψ2 with different phases. So, differently from the classical case (1.5.4), the quantum
wave function on the final screen ψ(x, tS) has not a common phase factor and so the
relative phases of ψ1 and ψ2 will play a crucial role in giving interference effects. In fact
if we re-write the final wave function as:
ψ(x, tS) = N1 [ψ1(x, tS) + ψ2(x, tS)] (1.5.20)
the probability on the last screen is given by the modulus square of ψ(x, tS):
P (x, tS) = |ψ1(x, tS)|2 + |ψ2(x, tS)|2 + ψ∗1(x, tS)ψ2(x, tS) + ψ1(x, tS)ψ∗2(x, tS). (1.5.21)
Note that the last two terms in the previous formula are not identically zero. If we make
a plot of P (x, tS) as a function of x we can see the typical quantum figure of interference,
with a central maximum and a series of secondary maxima. This can be seen from Fig.
1.2 which is the plot of P (x, tS) in the case tS = 2, tF = 1, m = a = 1,~ = 1, δ = 0.1 for
two different distances of the slits: 2xA = 1 and 2xA = 2 respectively. We can count six
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Fig. 1.2: Quantum Two-Slit Experiment.
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minima in the first case and twelve minima in the second one. This in perfect agreement
with the well-known relation that the distance ∆x between two successive maxima or
minima in an interference figure is inversely proportional to the distance 2xA between
the slits. Therefore, even considering a quantum evolution only along the x-axis, the
quantum wave functions create interference effects and the final result reproduces the
real experiment.
Summarizing the results of this section we can say that if we make the evolution along
the x axis with the Schro¨dinger Hamiltonian Ĥ, even starting from a real wave function,
like (1.5.13), phases will appear during the evolution in a non trivial way and they will
contribute to create interference effects. Instead if we make the evolution along x with
the Liouvillian L̂, even starting from a complex KvN wave like (1.5.1), the phase will
appear as a common factor for the entire ψ on the final screen, so it will not contribute
to |ψ|2 and it will not have observable consequences. So we can say that the two different
behaviours in the classical and in the quantum case are basically due to the different
forms of the evolution operators. Nevertheless, in order to get a better understanding
of the role of the evolution and of the crucial differences between classical and QM in
the two-slit experiment, we want to further simplify our model. In particular we want
to strip down the previous calculation of all the mathematical details which are not
necessary in explaining the presence or not of an interference figure on the final screen.
So let us prepare a real initial quantum wave function reproducing the probability
distribution of the particles near the two slits. For example let us assume a uniform
distribution within the two slits:
ψ(x, t = 0) =

√
5
2 − 1.1 ≤ x ≤ −0.9; 0.9 ≤ x ≤ 1.1
0 otherwise
(1.5.22)
which implies
ρ(x, t = 0) =
{
5
2 − 1.1 ≤ x ≤ −0.9; 0.9 ≤ x ≤ 1.1
0 otherwise.
(1.5.23)
So at the beginning the distribution of particles along x does not show any interfer-
ence figure. According to the rules of QM to obtain the probability distribution in the
momentum space p we have first to perform the Fourier transform of ψ(x):
ψ(p, t = 0) =
1√
2π~
∫ ∞
−∞
dxψ(x, t = 0)e−ipx/~ =
=
1√
2π~
∫ −0.9
−1.1
dx e−ipx/~ +
1√
2π~
∫ 1.1
0.9
dx e−ipx/~. (1.5.24)
In the RHS of (1.5.24) we have the same complex function, e−ipx/~, integrated over
two different intervals. This gives two complex functions with two different phases and,
consequently, it will give a figure with maxima and minima in the momenta distribution
ρ(p, t = 0) = |ψ(p, t = 0)|2. Note that the momenta p enter explicitly into the equations
of motion of x since x˙ = p/m and this implies that during the time evolution the
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interference figure.
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figure with maxima and minima in p is inherited by the coordinates x creating the well-
known interference effects. This emerges very clearly from Fig. 1.3, where we have put
~ = m = 1 and plot the probability distribution in x at time t = 1.
The situation is completely different in CM: in fact if the initial KvN wave ψ˜(x, p), for
the part in x, is given by (1.5.22), then the modulus square of its Fourier transform shows
again a series of maxima and minima but now this modulus square is the probability
density in λx. So it is the distribution ρ(λx, t = 0) which is identical to the ρ(p, t = 0)
of Fig. 1.3. The crucial difference is that in CM the variables λx do not enter the
equations of x. Therefore the figure with maxima and minima in λx is not inherited by
x during the motion and so it does not create interference effects on the final screen,
like it happens in QM. So we can say the following: the formal structure of KvN theory
and of QM is the same. Just after the first screen we do not have an interference figure
in x but a distribution well-localized near the two slits. Both in quantum and in CM
the presence of the slits produces immediately a figure with maxima and minima in the
distribution of the variables conjugate to x which are p for QM and λx for CM. Since only
p (and not λx) enters the equation of motion of x the figure with maxima and minima
in the conjugate variable is inherited by x during the motion only in the quantum case
creating interference effects. This cannot happen in the classical case where there is no
interference at all on the final plate.
1.6 Measurements in Quantum and Classical Mechanics
Another aspect which is worth investigating in order to get a better understanding of
the differences and the similarities between CM and QM is related with the effect of
measurements. We know in fact that in QM a measurement disturbs the system and
modifies the probabilities of the outcomes of subsequent measurements. This disturbance
is present even if the measurement is a non selective one. We call non selective those
measurements which are explicitly performed but whose results are not read out. As we
will see later on in this case the system does not “collapse” on a particular eigenstate
but on a incoherent superposition of all its possible eigenstates. We want to begin this
analysis with a very simple but pedagogical exercise [29]:
1.6.1 Effect of non Selective Measurements in QM
Let us consider a quantum mechanical system characterized by a Hermitian Hamiltonian
with eigenvalues E1 = ~ω; E2 = −~ω and eigenfunctions |+〉 and |−〉 respectively. Let
us consider also an observable Ω̂ with eigenvectors:
|a〉 = 1√
2
[
|+〉+ |−〉
]
, |b〉 = 1√
2
[
|+〉 − |−〉
]
. (1.6.1)
Let us choose the initial state of the system to be the following one:
|ψ, 0〉 = 1
2
|+〉+
√
3
4
|−〉. (1.6.2)
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1) Let us evolve the system up to time t = 2τ and calculate the probability of obtaining
a as result of a measurement of Ω̂. The wave function at time t = 2τ is given by:
|ψ, 2τ〉 = e− i~ Ĥ2τ
[
1
2
|+〉+
√
3
4
|−〉
]
=
1
2
|+〉e−2iωτ +
√
3
4
|−〉e2iωτ . (1.6.3)
So, when the system is described by the pure state (1.6.3), the probability of finding
a as result of a measurement of Ω̂ at time t = 2τ is given by
PP (Ω = a|t = 2τ) =
∣∣∣〈ψ, 2τ |a〉∣∣∣2 = 1
2
(
1 +
√
3
4
cos 4ωτ
)
. (1.6.4)
2) Let us now perform at time t = τ a non selective measurement (NSM) of the
observable Ω̂. Are the probabilities at time t = 2τ influenced by the fact that we
have measured Ω̂ at time t = τ? To answer this question let us consider what
happens just after the measurement. Because of the postulate of the collapse of
the wave function and because of the fact that in a NSM we do not read out the
result of the measurement, the system will be described by a statistical mixture
of the two eigenstates |a〉 and |b〉 of Ω̂ where the weights are just the probabilities
Pa(τ) and Pb(τ) that the results a and b are obtained at time t = τ :
ρ̂M(τ) = Pa(τ)|a〉〈a| + Pb(τ)|b〉〈b|. (1.6.5)
The index M on ρ̂ is for “mixed” to indicate that ρ̂M is a mixed density matrix.
Now let the system evolve up to time t = 2τ . What we obtain is:
ρ̂M(2τ) = Pa(τ)|ψa, 2τ〉〈ψa, 2τ |+ Pb(τ)|ψb, 2τ〉〈ψb, 2τ | (1.6.6)
where |ψa, 2τ〉 and |ψb, 2τ〉 are given by the evolution of the eigenstates |a〉 and |b〉
from t = τ to t = 2τ :
|ψa, 2τ〉 = e−
i
~
Ĥτ |a〉 = 1√
2
(
e−iωτ |+〉+ eiωτ |−〉
)
,
|ψb, 2τ〉 = e−
i
~
Ĥτ |b〉 = 1√
2
(
e−iωτ |+〉 − eiωτ |−〉
)
. (1.6.7)
Let us now calculate the probability of obtaining Ω = a as result of a further
measurement of Ω̂ at time t = 2τ . We have to calculate:
PM(Ω = a|t = 2τ) = Tr
[
ρ̂M(2τ)|a〉〈a|
]
(1.6.8)
whose result is given by
PM(Ω = a|t = 2τ) = 1
2
(
1 +
√
3
4
cos22ωτ
)
. (1.6.9)
Note that the result that we have obtained is different with respect to (1.6.4).
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So we can conclude this exercise by saying that, if a NSM of Ω̂ is performed at time
t = τ like in the case 2), then the probabilities of the outcomes of Ω̂ itself at time t = 2τ
are modified with respect to the case 1) in which such a measurement is not performed.
This can be also summarized in the following scheme:
Initial Wave function |ψ, 0〉∣∣∣ ∣∣∣∣∣∣ ∣∣∣
case 1) 2) NSM of Ω̂∣∣∣ |ψ, τ〉 → ρ̂M(τ)∣∣∣ ∣∣∣y y
|ψ, 2τ〉 ρ̂M(2τ)
Outcome 1 for Ω̂ 6= Outcome 2 for Ω̂
1.6.2 Non Selective Measurements of x̂ in QM
In order to make a more direct comparison between classical and quantum mechanics in
this subsection we want to analyse what happens in QM when we perform at a certain
time a non selective measurement of a continuous operator like x̂. To be as clear as
possible let us distinguish the following cases:
a) the case in which we do not perform any measurement of x̂ at time t = 0, we let the
system evolve and we calculate the probabilities of the outcomes of a measurement
of x̂ at time t = τ .
b) the case in which we perform a NSM of x̂ at t = 0 and then
b1) either we perform another measurement (of x̂ or p̂) just after the first one
at t = 0+ (we will use the notation 0+ in order to indicate that the second
measurement is performed again at t = 0 but after the first one)
b2) or we let the system evolve from t = 0 to a finite t = τ and we calculate at
that time the probabilities of the outcomes of a measurement of x̂.
a) Let us start with a quantum wave function |ψ, 0〉; performing its evolution up to
time t = τ , we obtain another state |ψ, τ〉. Let us then ask ourselves: which is
the probability density of finding a particle between x′ and x′ + dx′ as result of a
measurement of x̂ at time t = τ? The answer is:
ρP (x
′, τ) = Tr
[
|x′〉〈x′|ρ̂P (τ)
]
= |ψ(x′, τ)|2. (1.6.10)
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The index P stands for “pure” in the sense that the matrix ρ̂P (τ) = |ψ, τ〉〈ψ, τ | is
a pure one. For example if we consider the Gaussian wave function:
ψ(x, 0) =
1√√
πa
exp
(
− x
2
2a2
+
i
~
pix
)
. (1.6.11)
the probability density ρP (x
′, τ) is given by the modulus square of ψ(x′, τ):
ρP (x
′, τ) = exp
[
− m
2a2
m2a4 + ~2τ2
(
x′ − piτ
m
)2]
. (1.6.12)
i.e. another Gaussian with a well-defined mean value and a finite standard devia-
tion.
b) Let us now perform a non selective measurement (NSM) of the quantum position
x̂ at time t = 0. With the initial wave function |ψ, 0〉 the probability of finding the
system between x0 and x0 + dx0 as result of a measurement is given by
P (x0)dx0 = |ψ(x0, 0)|2dx0. (1.6.13)
Just after the measurement, if its result is not read out, the system is described by
the statistical mixture
ρ̂M(0+) =
∫
dx0|ψ(x0, 0)|2|x0〉〈x0| (1.6.14)
instead of the pure one:
ρ̂P (0−) = |ψ, 0〉〈ψ, 0| (1.6.15)
which described the system just before the measurement. Since now on we will
use the notation 0− when we want to indicate that we are at t = 0 but before the
measurement. The question we want to answer is the following: has the NSM of x̂
changed the probability distributions of the observables?
b1) First of all, without taking into account any time evolution, let us suppose we
perform a further measurement at t = 0+. If the observable we measure is again
the position operator x̂, than the probability distributions of the outcomes are left
unchanged. In fact before the measurement done at t = 0 we had the following
distribution in x:
ρP (x, 0−) = Tr
[
|x〉〈x|ρ̂P (0−)
]
= ψ∗(x, 0)ψ(x, 0). (1.6.16)
Note that it remains the same also after the measurement at t = 0:
ρM(x, 0+) =
Tr
[
|x〉〈x|ρ̂M(0+)
]
Tr
[
ρ̂M(0+)
] = ψ∗(x, 0)ψ(x, 0). (1.6.17)
Let us now look at other observables different from x̂. The NSM of x̂ at t = 0
modifies immediately the probability density of finding a particular outcome in a
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measurement of p̂ for example at time t = 0+. In fact before the NSM of x̂ at time
t = 0 the distribution in the momentum space was given by:
ρP (p, 0−) = Tr
[
|p〉〈p|ρ̂P (0−)
]
= ψ
∗
(p, 0)ψ(p, 0). (1.6.18)
So, for example, if we consider as initial wave function the Gaussian ψ(x, 0) of
(1.6.11), its Fourier transform ψ(p, 0) will be another Gaussian with a well-defined
mean value p = pi and a finite standard deviation. After the non selective mea-
surement of x̂ at t = 0 the distribution probability in p will be given by:
ρM(p, 0+) =
Tr
[
|p〉〈p|ρ̂M(0+)
]
Tr
[
ρ̂M(0+)
] independent of p (1.6.19)
and, if we perform explicitly the calculation, it is easy to realize that this proba-
bility density is completely independent of the momentum p. This can be easily
understood also without any kind of calculation: in fact after the measurement
at t = 0 the system is described by a superposition of the eigenstates |x0〉 like in
(1.6.14) but, according to Heisenberg’s uncertainty principle, every eigenstate of
the position |x0〉 corresponds to a completely uniform probability distribution in
the momenta. So after the measurement at t = 0 the overall distribution ρM(p, 0+)
of (1.6.19) will be different than the one in (1.6.18): it will be a uniform one, with-
out any mean value and with an infinite standard deviation. Therefore we can say
that, without taking into account any time evolution, the NSM of x̂ at the initial
time has instantaneously modified the probability distributions of the outcomes6
of the momenta p. The probability outcomes of the positions, instead, are left
completely unchanged by the NSM of x̂. We can now ask ourselves whether this
property is maintained or not during the evolution.
b2) So, after the NSM of x̂ at time t = 0, let us perform the evolution of (1.6.14). At
time t = τ the system is described by the following statistical mixture:
ρ̂M(τ) =
∫
dx0|ψ(x0, 0)|2|x0, τ〉〈x0, τ | (1.6.20)
where |x0, τ〉 is given by the evolution of the eigenstate |x0〉 up to time t = τ . If
we use the Schro¨dinger representation we have that
〈x|x0, τ〉 =
∫
dxi exp
[
im
~τ
(x− xi)2
]
δ(xi − x0) = exp
[
im
~τ
(x− x0)2
]
, (1.6.21)
i.e. a pure phase factor. If we calculate the probability density of obtaining x′ as
result of a measurement of the position x̂ at time τ we obtain:
ρM(x
′, τ) =
Tr
[
|x′〉〈x′|ρ̂M(τ)
]
Tr
[
ρ̂M(τ)
] = 1∫∞
−∞ dx
. (1.6.22)
6This phenomenon is the same as the previous quantum experiment of the two slits which had created
immediately after the screen a figure with maxima and minima in p.
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Even from the not so well-defined expression above it is easy to understand that
there is an equal probability of finding the particle in any point of the configuration
space. Therefore, differently than the ρP (x
′, τ) obtained in the case a) in (1.6.12),
the probability distribution ρM(x
′, τ) is uniform. So the NSM of the position x̂ at
time t = 0 not only has changed immediately the probability distribution of the
momenta p, as we have analysed in b1), but it has changed also the probability
distribution of x at any time t > 0. Now the reader may wonder why the probability
distributions ρP (x, t) and ρM(x, t) were the same at t = 0, see (1.6.16)-(1.6.17), but
they are different at any time t > 0. The explanation is that during the evolution,
which is given by x˙ = p and couples x with p, the distributions in x are influenced by
the initial distributions in p which, as shown in (1.6.18) and (1.6.19), are different
in the two cases in which we perform (case b)) or not perform (case a)) the NSM of
x̂ at t = 0. Again the situation is similar to the one of the two-slit experiment: the
NSM of x̂ influences immediately the distribution of probability of the conjugate
variable p. Next, since the momenta p enter explicitly the equations of the positions
x, the changes in the distributions of p are inherited by all the distributions of the
positions at any instant of time t > 0.
1.6.3 Non Selective Measurements of ϕ̂ in CM
Let us now analyse the case of a non selective measurement of ϕ̂ in KvN approach to
CM. From a formal point of view the situation is the same as in QM with the following
substitutions: x −→ ϕ, p −→ λ. Therefore we can consider the same three case analysed
before:
a) Let us consider an initial pure state
ρ̂P (0−) = |ψ, 0〉〈ψ, 0|. (1.6.23)
Then we let the system evolve up to time t = τ and at that time we perform a
measurement of ϕ̂. The probability density of the possible outcomes ϕ′ is given
by:
ρP (ϕ
′, τ) = Tr
[
|ϕ′〉〈ϕ′|ρ̂P (τ)
]
= |ψ(ϕ′, τ)|2. (1.6.24)
For example if we consider the Gaussian wave function (1.2.9) we obtain that at
time t = τ also ρP (ϕ
′, τ) is a Gaussian with the following mean values and standard
deviations:
q¯ =
piτ
m
, p¯ = pi, (∆q(τ))2 =
a2
2
+
b2
2
τ2
m2
, (∆p(τ))2 =
b2
2
. (1.6.25)
b) Let us now suppose instead that we perform a simultaneous measurement at t = 0
of the positions and the momenta, i.e. a measurement of ϕ̂, without reading the
result. Like in QM also in the KvN theory there is the “postulate” that after a
measurement the system collapses in the eigenstate associated to the eigenvalue
that we get. In fact this is not only a typical feature of QM but it is intrinsic
to any Hilbert space and operator formulation of a theory and to its probabilistic
interpretation. In particular since the measurement of ϕ̂ we performed at t = 0
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is non selective, just after the measurement the system will be described by an
incoherent superposition of the eigenstates |ϕ0〉 where the weights are given by
|ψ(ϕ0), 0|2, which is the probability density associated to that particular outcome:
ρ̂M(0+) =
∫
dϕ0|ψ(ϕ0, 0)|2|ϕ0〉〈ϕ0|. (1.6.26)
b1) Now, as in QM, it is easy to prove that if, without taking into account the time
evolution, at time t = 0+ we perform another measurement of ϕ̂ the probability
distributions of the outcomes are left unchanged by the initial NSM since:
Tr
[
|ϕ〉〈ϕ|ρ̂M (0+)
]
Tr
[
ρ̂M(0+)
] = Tr
[
|ϕ〉〈ϕ|ρ̂P (0−)
]
Tr
[
ρ̂P (0−)
] . (1.6.27)
The situation changes if, instead, we perform a measurement of the conjugate
operator λ̂. In this case, before the NSM of ϕ̂ at time t = 0, the probability
distribution was:
ρP (λ, 0−) =
Tr
[
|λ〉〈λ|ρ̂P (0−)
]
Tr
[
ρ̂P (0−)
] = ψ∗(λ, 0)ψ(λ, 0). (1.6.28)
If ψ(ϕ, 0) were given by the double Gaussian of Eq. (1.2.9) then it is easy to prove
that also ρP (λ, 0−) would be a double Gaussian with well-defined mean values and
finite standard deviations. After the NSM of ϕ̂ the probability distribution in λ is
given by:
ρM(λ, 0+) =
Tr
[
|λ〉〈λ|ρ̂M (0+)
]
Tr
[
ρ̂M(0+)
] (1.6.29)
which again is a uniform probability distribution; this is consistent with the fact
that a superposition of the eigenstates |ϕ0〉 must correspond to a situation of
total ignorance for what concerns the variable λ. It is important to underline
that these considerations are completely independent of the kernel of evolution:
the measurement of ϕ̂ changes immediately the probability distribution in the
conjugate variables λ. The same phenomenon happens both in classical and in
quantum mechanics, even if they have different kernel of evolutions: we have only
to replace x with ϕ and p with λ in going from QM to CM.
b2) What we want to prove now is that, differently from what happens in QM, the
probability distributions in ϕ do not change (with respect to the case a) in which
no measurement was done at t = 0) not only at t = 0+ but also at any later time
t > 0. Performing the evolution of the statistical mixture (1.6.26), we get at time
t = τ :
ρ̂M(τ) =
∫
dϕ0|ψ(ϕ0, 0)|2|ϕ0, τ〉〈ϕ0, τ |. (1.6.30)
If the system we are considering is a free point particle then we have:
|ϕ0, τ〉 = |q0 + p0τ/m, p0〉. (1.6.31)
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Once we represent the previous equation on 〈ϕ| we obtain that in CM a Dirac delta
in ϕ remains a Dirac delta in ϕ and it does not become a pure phase factor as in
the quantum case (1.6.21). Consequently the probability density of finding ϕ′ as
result of a further measurement of ϕ̂ at time t = τ is given by:
ρM(ϕ
′, τ) = Tr
[
|ϕ′〉〈ϕ′|ρ̂M(τ)
]/
Tr
[
ρ̂M(τ)
]
=
=
∫
dϕ0|ψ(ϕ0, 0)|2δ(q′ − q0 − p0τ/m, p′ − p0) =
= |ψ(q′ − p′τ/m, p′, 0)|2. (1.6.32)
The previous expression is just the modulus square of the evolution of the initial
ψ(ϕ′, 0) up to time t = τ . This tells us that, differently than in QM, the probability
densities of the outcomes of ϕ̂ are left unchanged by the NSM of ϕ̂ not only at time
t = 0+ but also at any later time t > 0. In fact (1.6.32) is the same distribution as
if the measurement at t = 0 were not done. The reason for this is that in CM the
equations of motion of ϕ depend only on ϕ and not on λ:
ϕ˙a = ωab
∂H
∂ϕb
. (1.6.33)
Therefore at every time t > 0 the probability distributions in ϕ will not feel λ and,
as a consequence, will not feel that the probability distributions in λ were affected
by the measurement at t = 0. So we can say that the effect on λ of the NSM of ϕ̂
is not inherited by ϕ both at t = 0 and at t > 0.
What we have done in the last two subsections can be summarized in the following
scheme:
Quantum Non Selective Measurement of x̂:
Initial Quantum Wave Function∣∣ ∣∣
ψ(x, 0) NSM→ ρ̂M(0)∣∣∣ ∣∣∣∣∣∣ ∣∣∣
case a) case b2)∣∣∣ ∣∣∣y y
ψ(x, τ) ρ̂M(τ)
Outcome 1 for x̂ 6= Outcome 2 for x̂
42 1. Koopman-von Neumann Waves
Classical Non Selective Measurement of ϕ̂:
Initial Koopman-von Neumann Function∣∣ ∣∣
ψ(ϕ, 0) NSM→ ρ̂M(0)∣∣∣ ∣∣∣∣∣∣ ∣∣∣
case a) case b2)∣∣∣ ∣∣∣y y
ψ(ϕ, τ) ρ̂M(τ)
Outcome 1 for ϕ̂ = Outcome 2 for ϕ̂
We can conclude this section by saying that NSM of ϕ̂ in CM do not disturb the
probability distributions of ϕ either immediately after the measurement or after a long
time differently than what happens in QM for x̂. All other features instead, like the
disturbance on the conjugate variables, are very similar both in CM and QM.
2. Coupling with a Gauge Field
In classical electrodynamics the vector and scalar potentials were first intro-
duced as a convenient mathematical aid for calculating the fields. It is true
that in order to obtain a classical canonical formalism, the potentials are
needed. Nevertheless, the fundamental equations of motion can always be
expressed directly in terms of the fields alone. In the quantum mechanics,
however, the canonical formalism is necessary, and as a result, the potentials
cannot be eliminated from the basic equations.
-Y. Aharonov and D. Bohm, 1959.
In the previous chapter we have introduced the KvN operatorial approach to CM and
studied the similarities and differences with QM especially at the level of the role played
by the phases. The phases actually play a role also in another context that is the one
where a gauge field is present. A typical example of the interplay between phases and
gauge fields is the Aharonov-Bohm phenomenon [30]. In this chapter we will perform this
analysis for the KvN formulation of CM. First we will show how to implement the analog
of the minimal coupling rules at the KvN level, and we will analyse in which manner
the associated gauge invariance makes its appearance in the Hilbert space formulation of
CM. As an application we will study the Landau problem showing that there are some
extra degeneracies present in the classical KvN case with respect to the quantum one.
Next we will construct the KvN analog of the Aharonov-Bohm (AB) set-up. While in
QM the AB effect manifests itself on the spectrum of the Schro¨dinger Hamiltonian, we
will prove that nothing similar appears in the spectrum of the Liouville operator in the
classical KvN case. The work present in these pages is based on paper [8] where the
reader can find further details of the calculations.
2.1 Minimal Coupling Rules for the Liouvillian L
In QM there is a simple rule to couple a gauge field A with the point particle degrees of
freedom, the so-called “minimal coupling” (MC) rule [7][31]:
p −→ p− e
c
A. (2.1.1)
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According to this rule, in order to get the interaction of the particle with the gauge field,
it is enough to replace the momentum p with p − e
c
A in the Hamiltonian H(q,p) and
then replace p and A with the associated operators. In this section we want to find
out the MC rules which transform the free Liouvillian L̂ into the one with a gauge field
interaction L̂A.
Let us start by analysing a particle moving under a constant magnetic field directed
along z. The gauge field in this case can be chosen as:
Ax = 0
Ay = Bx
Az = 0
(2.1.2)
where B is the modulus of the magnetic field. Using the associated MC rule (2.1.1):
py −→ py − eB
c
x (2.1.3)
the Hamiltonian becomes:
HA =
p2x
2m
+
1
2m
(
py − eB
c
x
)2
+
p2z
2m
. (2.1.4)
Inserting this Hamiltonian into the abstract Liouvillian (1.1.29) we obtain:
LA =
1
m
λxpx +
1
m
λy
(
py − eB
c
x
)
+
1
m
λzpz − λpx
∂H
∂x
=
=
1
m
λxpx +
1
m
(
λy +
eB
c
λpx
)(
py − eB
c
x
)
+
1
m
λzpz. (2.1.5)
If we compare this Liouville operator with the free one which is:
L =
1
m
λxpx +
1
m
λypy +
1
m
λzpz (2.1.6)
then we see that the substitutions to go from (2.1.6) to (2.1.5) are the following ones:
py −→ py − eB
c
x
λy −→ λy + eB
c
λpx.
(2.1.7)
These are the MC rules for the Liouville operator in the case of a constant magnetic field.
They can be put in a compact form using the concept of superfield (1.1.30)-(1.1.31). In
fact let us take the MC rules in the standard phase space M for a constant magnetic
field (2.1.2) and replace ϕ with the superfields. This means the following:
py −→ py − e
c
Bx (2.1.8)
↓ ↓
Φpy −→ Φpy − e
c
BΦx. (2.1.9)
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Expanding (2.1.9) in θ, θ¯ and using (1.1.30)-(1.1.31) we get
py − iθ¯θλy −→ py − iθ¯θλy − eB
c
(x+ iθ¯θλpx). (2.1.10)
If we compare the terms with an equal number of θ and θ¯ then (2.1.10) reproduces
exactly the substitution rules (2.1.7) for the minimal coupling in the enlarged space M˜.
So the superfield formalism provides a compact way (2.1.9) to write the double MC rules
(2.1.7).
Let us now check if this compact way of writing MC rules via superfields is an acci-
dent of the case of a constant magnetic field or if it holds in general. Via (2.1.1) the
Hamiltonian H of a particle in interaction with a generic magnetic field is:
H =
1
2m
{(
px − e
c
Ax
)2
+
(
py − e
c
Ay
)2
+
(
pz − e
c
Az
)2}
. (2.1.11)
The associated abstract Liouvillian of (1.1.29) is then:
LA =
λx
m
(
px − e
c
Ax
)
+
λy
m
(
py − e
c
Ay
)
+
λz
m
(
pz − e
c
Az
)
−λpx
∂H
∂x
− λpy
∂H
∂y
− λpz
∂H
∂z
=
=
1
m
(
λx + λpx
e
c
∂Ax
∂x
+ λpy
e
c
∂Ax
∂y
+ λpz
e
c
∂Ax
∂z
)(
px − e
c
Ax
)
(2.1.12)
+
1
m
(
λy + λpx
e
c
∂Ay
∂x
+ λpy
e
c
∂Ay
∂y
+ λpz
e
c
∂Ay
∂z
)(
py − e
c
Ay
)
+
1
m
(
λz + λpx
e
c
∂Az
∂x
+ λpy
e
c
∂Az
∂y
+ λpz
e
c
∂Az
∂z
)(
pz − e
c
Az
)
.
If we define
Ai ≡ −
∑
j={x,y,z}
λpj
∂Ai
∂j
(2.1.13)
we can rewrite the Liouvillian in the following compact way:
LA =
1
m
∑
i={x,y,z}
(
λi − e
c
Ai
)(
pi − e
c
Ai
)
. (2.1.14)
This last expression can be obtained from the Liouvillian L of the free particle
L =
1
m
∑
i={x,y,z}
λipi (2.1.15)
via the substitutions:  pi −→ pi −
e
c
Ai
λi −→ λi − e
c
Ai
i = {x, y, z}. (2.1.16)
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These are the MC rules for the Liouvillian L in a generic magnetic field and they repro-
duce (2.1.7) in the case of the constant magnetic field (2.1.2). We can note that (2.1.16)
can be derived from the superfield generalization of the standard MC rules in the phase
space M, i.e.:
pi −→ pi − e
c
Ai(q) (2.1.17)
↓ ↓
Φpi −→ Φpi − e
c
Ai(Φ
q). (2.1.18)
In fact, expanding (2.1.18) in θ and θ¯, we get:
pi − iθ¯θλi −→ pi − iθ¯θλi − e
c
(Ai − iθ¯θAi) (2.1.19)
and, comparing the terms with the same number of θ, θ¯, we obtain just the relations
(2.1.16). So this proves that (2.1.18) is the most compact and general way to write the
MC rules for the Liouvillian L.
2.2 Gauge Invariance in KvN Approach
In the previous section we have seen that in the MC rules for the Liouvillian also the λi
should be changed when we turn on the magnetic field. To understand the reason of this
we have to analyse the issue of the gauge invariance of the system. First of all we want
to see what happens in the usual phase spaceM. Let us remember that the Lagrangian
associated to the Hamiltonian H of (2.1.11) is:
L =
1
2
m(x˙2 + y˙2 + z˙2) +
e
c
(x˙Ax + y˙Ay + z˙Az) (2.2.1)
where 
x˙ =
1
m
(
px − e
c
Ax
)
y˙ =
1
m
(
py − e
c
Ay
)
z˙ =
1
m
(
pz − e
c
Az
)
.
(2.2.2)
The velocities appearing above are measurable quantities and so they must be gauge
invariant. Since Ai transform under a gauge transformation as A
′
i = Ai + ∂iα(q) where
α(q) is an arbitrary function of q, the momenta pi must transform as
pi −→ p′i = pi +
e
c
∂iα(q). (2.2.3)
The Hamiltonian H is a combination of gauge invariant quantities like pi − e
c
Ai and so
it is gauge invariant. Since H is basically the energy of the system its gauge invariance
is crucial.
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Let us now go to the enlarged space M˜ and let us ask ourselves how the variables
λ should change under a gauge transformation. If we adopt the same trick (2.1.18) we
used to write the MC rules for the Liouvillian L, we have that the superfield analog of
the gauge transformations in M should be
Φpi −→ Φpi + e
c
[∂iα](Φ
q) (2.2.4)
and
Ai(Φ
q) −→ Ai(Φq) + [∂iα](Φq). (2.2.5)
Expanding (2.2.4) in θ, θ¯ and equating the terms with the same number of θ, θ¯ we get
(2.2.3) and the following gauge transformation for λi:
λi −→ λ′i = λi −
e
c
λpj∂j∂iα(q). (2.2.6)
Similarly from (2.2.5) we get the usual transformation A′i = Ai + ∂iα and the following
one:
A′i = Ai + ∂iα˜(q, λp) (2.2.7)
where
α˜(q, λp) = −
∑
j={x,y,z}
λpj
∂α
∂j
. (2.2.8)
It is then easy to see that the combinations λi− e
c
Ai which enter the Liouvillian (2.1.14)
are gauge invariant if we gauge transform λi as in (2.2.6) and Ai as in (2.2.7). Of course
all this is very formal and it is a consequence of the extension of the standard gauge
transformations via the superfields. We can ask ourselves: while H, which is the energy,
must be gauge invariant which is the reason why the Liouvillian LA should be gauge
invariant? Equivalently, while pi should change under a gauge transformation like in
(2.2.3) in order to make the velocities (2.2.2) gauge invariant, which is the reason why λi
should change under a gauge transformation as in (2.2.6)? Actually there is a physical
reason and it is the following. As the velocities (2.2.2) are gauge invariant then their
evolution has to be gauge invariant too. The evolution can occur via the Hamiltonian
H and the standard Poisson brackets {ϕa, ϕb} = ωab or via the Liouvillian LA and the
extended Poisson brackets (1.1.20). For example the gauge invariant velocity
vx =
1
m
(
px − e
c
Ax
)
(2.2.9)
evolves via the extended Poisson brackets according to the following equation:
v˙x = {vx, LA}epb = e
mc
(Bzvy −Byvz). (2.2.10)
If we use a different gauge but we transform only the gauge fields Ai and the momenta
pi, and not the variables λi, we get the following new Liouvillian LA:
L′A =
1
m
∑
i={x,y,z}
(
λi − e
c
A′i
)(
p′i −
e
c
A′i
)
. (2.2.11)
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The evolution of the velocity vx, via the gauge transformed L
′
A, would turned out to be:
v˙x = {vx, L′A}epb =
e
mc
(Bzvy −Byvz)+ e
mc
[(∂2xα)vx +(∂y∂xα)vy + (∂z∂xα)vz ]. (2.2.12)
So we notice that the evolution is not anymore gauge invariant because it depends on the
gauge parameters α which appear on the RHS of (2.2.12). This is absurd because the
velocities are gauge invariant quantities and this gauge invariance has to be maintained
by the evolution. The lack of gauge invariance in the evolution of the velocities is the price
we would pay by not allowing λi to change under gauge transformations or, equivalently,
by not imposing on λ the MC rules (2.1.16).
Up to now in this chapter we have regarded the Liouvillian LA as a function which
generates the evolution via some suitable extended Poisson brackets. We want now to
analyse the same issue of gauge invariance when we turn LA into an operator L̂A like in
(1.1.33). Let us first briefly review what happens in going from CM in the phase space to
ordinary QM [7][31]. In the standard CM the gauge transformations leave the positions
q invariant but change the momenta p as
p′i = pi +
e
c
∂iα(q). (2.2.13)
As a consequence the Poisson brackets are left invariant by these transformations:
{q,p} = {q,p′} = I. So when we quantize the gauge transformed variables we ob-
tain:
{q,p′} = I −→ [q̂, p̂ ′] = i~̂I. (2.2.14)
This implies that p̂ ′j can be realized operatorially like the original momenta p̂j, i.e.
p̂ ′j = −i~∂j . Therefore when we perform a gauge transformation we get that only the
gauge fields Âj have to be changed inside the quantum Hamiltonian ĤA:
ĤA =
1
2m
∑
j={x,y,z}
(
−i~ ∂
∂j
− e
c
Âj
)2
−→ Ĥ ′A =
1
2m
∑
j={x,y,z}
[
−i~ ∂
∂j
− e
c
(Âj + ∂jα̂)
]2
.
(2.2.15)
It is easy to check that one can pass from ĤA to Ĥ
′
A via the following unitary transfor-
mation:
Ĥ ′A = UĤAU
−1, U = exp
(
i
e
c~
α(q̂)
)
. (2.2.16)
So the quantum Hamiltonian ĤA is not gauge invariant, but nevertheless the expectation
values of all the measurable quantities are gauge invariant. This is due to the fact that,
if ĤA transforms as (2.2.16), then also the states have to be changed according to:
|ψ′〉 = U |ψ〉 =⇒ ψ′(q) = exp
(
i
e
c~
α(q)
)
ψ(q) (2.2.17)
which is the usual gauge transformation by a phase. We can notice that the expectation
values of 〈ψ′|p̂ ′i |ψ′〉 and 〈ψ|p̂i|ψ〉 are related exactly as the classical momenta in (2.2.13),
i.e.:
〈ψ′|p̂ ′i |ψ′〉 = 〈ψ|p̂i|ψ〉 +
e
c
∂iα(q). (2.2.18)
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Let us now turn to the KvN operatorial theory and check how the gauge transforma-
tions can be implemented. At the operatorial level we have to construct everything in
order to satisfy the gauge invariance of the following expectation values:
〈ψ|p̂i − e
c
Âi|ψ〉, 〈ψ|λ̂i − e
c
Âi|ψ〉. (2.2.19)
Let us start by noticing that the commutation relations [ϕ̂a, λ̂b] = iδ
a
b are the operatorial
counterpart of the extended Poisson brackets {ϕa, λb}epb = δab and the gauge transformed
coordinates ϕ′a, λ′b given by (2.2.3) and (2.2.6) have the same epb {ϕ′a, λ′b}epb = δab as
the original variables. So we expect that also the associated commutators among the
gauge transformed operators would be the same as the original ones: [ϕ̂′a, λ̂′b] = iδ
a
b .
This means that we can represent ϕ̂′a and λ̂′b in the same manner as ϕ̂
a and λ̂b. As a
consequence the gauge transformed expectation values of (2.2.19) are:
〈ψ′|p̂i − e
c
Âi − e
c
[∂iα](q̂)|ψ′〉, 〈ψ′|λ̂i − e
c
Âi − e
c
[∂iα˜](q̂, λ̂p)|ψ′〉. (2.2.20)
Note that, via the introduction of the operator
U˜ = exp
{
− ie
c
λ̂pj [∂jα](q̂)
}
(2.2.21)
we can write the following transformations:
p̂i − e
c
Âi − e
c
[∂iα](q̂) = U˜
[
p̂i − e
c
Âi
]
U˜−1
λ̂i − e
c
Âi − e
c
[∂iα˜](q̂, λ̂p) = U˜
[
λ̂i − e
c
Âi
]
U˜−1.
(2.2.22)
This implies that (2.2.20) are gauge invariant provided we transform also the states with
the operator U˜ :
|ψ′〉 = U˜ |ψ〉 = exp
{
−ie
c
λ̂pj [∂jα](q̂)
}
|ψ〉. (2.2.23)
Let us now represent this transformation law on the two basis given by (1.3.1) and
(1.3.10). In the 〈q, p| basis we obtain:
ψ′(q, p) = 〈q, p|ψ′〉 =
∫
dq′dλ′p〈q, p|q′, λ′p〉〈q′, λ′p|U˜ |ψ〉
=
∫
dλ′p√
2π
exp
[
ipjλ
′
pj + i
e
c
α˜(q, λ′p)
]
〈q, λ′p|ψ〉. (2.2.24)
where in the last step we have used (1.3.12). Inserting a further completeness relation
we get:
ψ′(q, p) =
∫
dλ′pdq
′dp′√
2π
exp
[
ipjλ
′
pj + i
e
c
α˜(q, λ′p)
]
〈q, λ′p|q′, p′〉〈q′, p′|ψ〉 =
=
∫
dλ′pdp
′
2π
exp
[
iλ′pj
(
pj − p′j −
e
c
∂jα
)]
ψ(q, p′) =
=
∫
dp′δ
(
p− p′ − e
c
∇α
)
ψ(q, p′) = ψ
(
q, p− e
c
∇α
)
. (2.2.25)
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So in the (q, p) representation of the KvN Hilbert space the gauge transformations are
implemented by just a shift in the argument p of the wave function.
Now let us represent (2.2.23) in the 〈q, λp| basis. We have:
ψ′(q, λp) ≡ 〈q, λp|ψ′〉 = 〈q, λp|exp
{
−ie
c
λ̂pj [∂jα](q̂)
}
|ψ〉 =
= exp
{
−ie
c
λpj∂jα(q)
}
〈q, λp|ψ〉 =
= exp
(
i
e
c
α˜
)
ψ(q, λp). (2.2.26)
So in this basis the gauge transformation is just the multiplication by the local phase
factor α˜(q, λp) defined in (2.2.8).
To end this section we want to prove that also the Liouville equation i
d
dt
|ψ, t〉 =
L̂A|ψ, t〉 is invariant under the gauge transformations. As we have seen in (2.2.23) the
gauge transformation on the ket is:
|ψ′, t〉 = U˜ |ψ, t〉 (2.2.27)
where U˜ is given by (2.2.21). To prove the gauge invariance of the Liouville equation we
have to prove that the state |ψ′, t〉 satisfies the following equation:
i
d
dt
|ψ′, t〉 = L̂′A|ψ′, t〉. (2.2.28)
L̂′A is the gauge transformed Liouvillian:
L̂′A =
1
m
(
λ̂i +
e
c
λ̂pk∂kA
′
i(q̂)
)(
p̂i − e
c
A′i(q̂)
)
− eλ̂pi∂iφ′(q̂) (2.2.29)
where we have introduced also the gauge transformed scalar potential φ′ = φ − 1
c
∂α
∂t
.
Let us evaluate the LHS of (2.2.28):
i
d
dt
|ψ′, t〉 = i d
dt
[
U˜(t)|ψ, t〉
]
= i
[
d
dt
U˜(t)
]
|ψ, t〉 + iU˜(t) d
dt
|ψ, t〉 (2.2.30)
= −e
c
∂α˜
∂t
U˜ |ψ, t〉+ U˜ L̂A|ψ, t〉 = −e
c
∂α˜
∂t
|ψ′, t〉+ U˜ L̂AU˜−1|ψ′, t〉.
The explicit expression for U˜ L̂AU˜
−1 is:
U˜ L̂AU˜
−1 =
1
m
(
λ̂′i +
e
c
λ̂′pk∂kAi(q̂
′)
)(
p̂′i −
e
c
Ai(q̂
′)
)
− eλ̂′pi∂iΦ(q̂′) (2.2.31)
where 
λ̂′i = U˜ λ̂iU˜
−1 = λ̂i +
e
c
λ̂pk∂k∂iα(q̂)
p̂′i = U˜ p̂iU˜
−1 = p̂i − e
c
∂iα(q̂)
q̂′ = U˜ q̂U˜−1 = q̂
λ̂′pi = U˜ λ̂piU˜
−1 = λ̂pi .
(2.2.32)
52 2. Coupling with a Gauge Field
Remembering that  A
′
i = Ai + ∂iα
φ′ = φ− 1
c
∂α
∂t
(2.2.33)
we can rewrite (2.2.31) as
U˜ L̂AU˜
−1 =
1
m
(
λ̂i +
e
c
λ̂pk∂k∂iα(q̂) +
e
c
λ̂pk∂kAi(q̂)
)
·
·
(
p̂i − e
c
∂iα(q̂)− e
c
Ai(q̂)
)
− eλ̂pi∂iφ
=
1
m
(
λ̂i +
e
c
λ̂pk∂kA
′
i(q̂)
)(
p̂i − e
c
A′i(q̂)
)
− eλ̂pi∂i
[
Φ′(q̂) +
1
c
∂α
∂t
]
=
= L̂′A +
e
c
∂
∂t
α˜. (2.2.34)
Inserting this result into (2.2.30) we obtain:
i
d
dt
|ψ′, t〉 = L̂′A|ψ′, t〉 (2.2.35)
which is just what we wanted to prove.
2.3 Landau Problem
In this section, as a first application of the MC scheme in the KvN formalism, we will
analyse the Landau problem. First of all we want to review it in QM. In the Landau
problem the main goal is to find the spectrum of a particle under a constant magnetic
field directed along z. We make the usual choice (2.1.2) for the gauge potential:
Ax = 0, Ay = Bx, Az = 0. (2.3.1)
The Schro¨dinger Hamiltonian is then
Ĥ =
1
2m
[
p̂ 2x +
(
p̂y − eB
c
x̂
)2
+ p̂ 2z
]
. (2.3.2)
As p̂y and p̂z commute with Ĥ we can diagonalize all these three operators simultane-
ously. Then the eigenfunctions will be labeled by the eigenvalues E, p0y and p
0
z of Ĥ, p̂y
and p̂z respectively. Their form is:
ψE,p0y,p0z(x, y, z) =
1
2π~
exp
[
i
~
(p0yy + p
0
zz)
]
ψ(x). (2.3.3)
The stationary eigenvalue problem ĤψE,p0y,p0z = EψE,p0y,p0z leads to the following differen-
tial equation for ψ(x)
− ~
2
2m
ψ′′(x) +
1
2m
(
p0y −
eBx
c
)2
ψ(x) =
(
E − p
02
z
2m
)
ψ(x). (2.3.4)
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If we introduce the notation:
Et ≡ E − p
02
z
2m
, x′ ≡ p0y −
eBx
c
(2.3.5)
then (2.3.4) is turned into the following equation:
− ~
2
2m
ψ′′(x′) +
1
2m
[
c
eB
]2
x′
2
ψ(x′) =
[
c
eB
]2
Et ψ(x
′). (2.3.6)
We immediately notice that this is the equation of the eigenvalue problem for a harmonic
oscillator with the frequency replaced by ω ≡ c
eBm
and the energy replaced by
[
c
eB
]2
Et.
Therefore this last quantity is discretized like in the harmonic oscillator problem:[
c
eB
]2
Et = ~ω
(
n+
1
2
)
= ~
c
eBm
(
n+
1
2
)
. (2.3.7)
Inserting the previous expression into (2.3.5) we get for the energy of the particle in the
gauge potential (2.3.1) the following values:
En,p0z =
e~B
mc
(
n+
1
2
)
+
p0
2
z
2m
. (2.3.8)
So the eigenfunctions (2.3.3) can be labeled by the quantum numbers (n, p0y, p
0
z) but there
is an infinite degeneracy because all the wave functions with different values of p0y have
the same energy En,p0z .
Let us now analyse the same problem at the classical level using the operatorial for-
malism of KvN. With the gauge choice (2.3.1), the Liouvillian (2.1.14) is:
LA =
1
m
λxpx +
1
m
(
λy − e
c
Ay
)(
py − e
c
Ay
)
+
1
m
λzpz. (2.3.9)
If we turn LA into an operator L̂A using the “mixed” representation (1.3.17) then what
we get is:
L̂A =
1
m
∂
∂x
∂
∂λpx
+
1
m
(
−i ∂
∂y
+
eB
c
λpx
)(
i
∂
∂λpy
− eB
c
x
)
+
1
m
∂
∂z
∂
∂λpz
. (2.3.10)
Let us now diagonalize this operator. The reason to do that is because in the KvN theory
the equation to solve is (1.1.3): i∂tψ = L̂Aψ. So, like for the Schro¨dinger equation, one
should first diagonalize the Liouvillian L̂A
L̂A ψE = E ψE (2.3.11)
and then the evolution of a generic wave function is given by:
ψ(t) =
∑
E
CEe
−iEtψE (2.3.12)
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where the CE are derived from the expansion of the initial wave function ψ on the
eigenstates ψE . We want to underline that the eigenvalues E appearing in (2.3.11)-
(2.3.12) have nothing to do with the physical energy of the system. They are simply the
possible eigenvalues of the evolution operator L̂A and, using them and the associated
eigenfunctions, we can reconstruct the evolution of the ψ like it is done in formula
(2.3.12).
Going back to the operator (2.3.10) we can notice that the operators: −i ∂
∂y
, i
∂
∂λpy
,
−i ∂
∂z
and i
∂
∂λpz
commute with L̂A and so they can be diagonalized simultaneously. In
the (q, λp) representation the generic eigenfunction of L̂A has the form
ψ(q, λp) =
1
(2π)2
exp
[
iλ0yy − iλpyp0y + iλ0zz − iλpzp0z
]
ψ(x, λpx) (2.3.13)
where λ0y, p
0
y, λ
0
z and p
0
z are the eigenvalues of the operators −i
∂
∂y
, i
∂
∂λpy
,−i ∂
∂z
, i
∂
∂λpz
respectively. We see the similarity with the quantum case except for the fact that the
dimension of the space is double. Inserting (2.3.13) in (2.3.11) we get the following
equation for ψ(x, λpx):[
1
m
∂
∂x
∂
λpx
+
1
m
(
λ0y+
eB
c
λpx
)(
p0y−
eB
c
x
)
+
1
m
λ0zp
0
z
]
ψ(x, λpx) = E ψ(x, λpx). (2.3.14)
Via the new quantity
E+ ≡ E − 1
m
λ0zp
0
z (2.3.15)
we can rewrite (2.3.14) as[
1
m
∂
∂x
∂
∂λpx
+
1
m
(
λ0y +
eB
c
λpx
)(
p0y −
eB
c
x
)]
ψ(x, λpx) = E+ ψ(x, λpx). (2.3.16)
Performing the following change of variables x
′ ≡ x− c
eB
p0y
λ′px ≡ λpx +
c
eB
λ0y
(2.3.17)
(2.3.16) becomes: [
1
m
∂
∂x′
∂
∂λ′px
−mω2λ′pxx′
]
ψ(x′, λ′px) = E+ ψ(x′, λ′px) (2.3.18)
where ω ≡ eB
mc
has the dimensions of an angular velocity and it is related to the well-
known Larmor frequency of rotation of a particle in a constant magnetic field. Like it
happens in the quantum case also (2.3.18) is nothing more than the KvN eigenvalue
equation for a harmonic oscillator. If we introduce the following new variables
Z+ ≡
x′ +∆λ′px√
2
, Z− ≡
x′ −∆λ′px√
2
(2.3.19)
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where ∆ is a constant with the dimensions of an action, the operator appearing in (2.3.18)
can be written as
L̂A =
1
∆
[
−∆
2
2m
∂2
∂Z2−
+
mω2
2
Z2−
]
− 1
∆
[
−∆
2
2m
∂2
∂Z2+
+
mω2
2
Z2+
]
=
=
1
∆
[
Hosc
(
Z−,
∂
∂Z−
)
−Hosc
(
Z+,
∂
∂Z+
)]
. (2.3.20)
As indicated in the second step above, we notice that L̂A is the difference of two quantum
harmonic oscillators respectively in Z− and Z+, where the role of ~ is taken by the
constant ∆. The eigenstates ψ(Z+, Z−) of L̂A can be easily obtained. They are:
ψ(Z+, Z−) = ψ
osc
n (Z+)ψ
osc
m (Z−). (2.3.21)
In the previous expression ψoscn (Z±) indicate the eigenfunctions of the quantum harmonic
oscillator:
ψoscn (Z±) = (
√
π2nn!σ0)
−1/2Hn
(
Z±
σ0
)
exp
(
− Z
2
±
2σ20
)
, n = 0,+1,+2, · · · (2.3.22)
where Hn are the Hermite polynomials and σ0 =
√
∆
mω
. The eigenvalues associated to
the eigenfunctions (2.3.21) are:
E+n,m =
1
∆
[(
m+
1
2
)
∆ω −
(
n+
1
2
)
∆ω
]
= (m− n)ω = Nω (2.3.23)
where N can take every positive or negative integer value: N = 0,±1,±2, · · · . Let us
notice that the spectrum of the Liouvillian (2.3.20) is discretized and unbounded below
and that, by making the difference of the two oscillators, the quantum zero-point energy
disappears completely from (2.3.23). Note also that there is an ∞-order degeneracy in
the sense that every eigenvalue E+ = Nω has an entire set of eigenfunctions labeled
by n: ψ = ψoscn (Z+)ψ
osc
n+N (Z−), where n = −N,−N + 1,−N + 2, · · · if N < 0 and
n = 0, 1, 2, · · · if N ≥ 0.
Coming back to the Landau problem and inserting (2.3.23) into (2.3.15) we have that
the final spectrum is
E = Nω + 1
m
λ0zp
0
z = N
(
eB
mc
)
+
1
m
λ0zp
0
z (2.3.24)
while the associated eigenfunctions are:
ψN,n,λ0y ,p0y,λ0z ,p0z =
1
(2π)2
exp
[
iλ0yy− iλpyp0y + iλ0zz− iλpzp0z
]
ψoscn (Z+)ψ
osc
n+N (Z−). (2.3.25)
From the previous eigenfunctions we see that the degeneracy in the KvN case is much
more than in the quantum one. In fact not only the eigenfunctions with different values
of p0y have the same eigenvalue E , but the same happens also for all the eigenfunctions
with different values of λ0y, n, λ
0
z and p
0
z with the only constraint that the product λ
0
zp
0
z
must be the same. So there is a much more wider degeneracy here than in the quantum
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case. This is due to the fact that the “wave functions” in the KvN formalism have a
number of variables (q, λp) that is double than the ones in QM.
We want to conclude this analysis of the Landau problem finding out which are the
constants of motion, i.e. the operators that commute with the generator of the time
evolution L̂A. These operators will give us some indications concerning the trajectory of
the classical particle in the constant magnetic field.
Let us remember the form of the Liouvillian in the Landau problem:
L̂A =
1
m
λ̂xp̂x +
1
m
(
λ̂y +
e
c
Bλ̂px
)(
p̂y − eB
c
x̂
)
+
1
m
λ̂zp̂z. (2.3.26)
The commutator of the gauge invariant velocity v̂y =
1
m
(
p̂y− e
c
Ây
)
with the Liouvillian
L̂A is given by:
[v̂y, L̂A] =
1
m
[
p̂y − e
c
Ây, L̂A
]
= − e
m2c
[
Bx̂, λ̂x
]
p̂x = − ieB
m2c
p̂x. (2.3.27)
If we introduce the Larmor frequency: ω =
eB
mc
we can then easily prove that
x̂0 ≡ x̂+ v̂y/ω is a constant of motion. In fact, using (2.3.27) we get:
[x̂0, L̂A] =
[
x̂+
v̂y
ω
, L̂A
]
=
i
m
p̂x − mc
eB
· ieB
m2c
p̂x = 0. (2.3.28)
In the same way the commutators of ŷ and v̂x =
1
m
(
p̂x − e
c
Âx
)
with the Liouvillian
are:
[ŷ, L̂A] =
i
m
(
p̂y − eB
c
x̂
)
, [v̂x, L̂A] =
ieB
m2c
(
p̂y − eB
c
x̂
)
(2.3.29)
and so we obtain that also ŷ0 ≡ ŷ − v̂x/ω commutes with L̂A:
[ŷ0, L̂A] = [ŷ, L̂A]− mc
eB
[v̂x, L̂A] = 0. (2.3.30)
Now a classical particle in a constant magnetic field directed along z describes an heli-
coidal orbit whose projection on the x, y-plane is a circumference with a radius equal to
the Larmor one ̺Lar:
̺2Lar ≡
1
ω2
(v2x + v
2
y). (2.3.31)
Using (2.3.27)-(2.3.29) it is possible to prove that also the Larmor radius is a constant
of motion:
[̺̂2Lar, L̂A] = 1ω2 [v̂2x, L̂A] + 1ω2 [v̂2y , L̂A] = 0. (2.3.32)
The Larmor radius can be written also in terms of the operators x̂, x̂0, ŷ, ŷ0 in the
following way:
̺̂2Lar = 1ω2 (v̂2x+ v̂2y) = 1ω2 [ω(ŷ− ŷ0)]2+ 1ω2 [ω(x̂0− x̂)]2 = (x̂− x̂0)2+(ŷ− ŷ0)2. (2.3.33)
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Therefore (x0, y0) is the center of a circumference which is the projection of the orbit
of the particle onto the plane (x, y) and ̺Lar is the corresponding radius. Note that
in the KvN operatorial formalism the operators x̂0 and ŷ0 are suitable combinations of
the operators ϕ̂ and they commute among themselves. This implies that they can be
determined with arbitrary precision. In QM, instead, one can prove that the following
relation holds:
[x̂0, ŷ0] =
−i~c
eB
(2.3.34)
and therefore, differently than in CM, there is an uncertainty relation involving the
coordinates of the center of the circumference.
2.4 Aharonov-Bohm Effect
The second application of the MC rules that we want to study now is the well-known
Aharonov-Bohm (AB) effect, [30]. According to this phenomenon, while the classical
motion of a particle feels only the magnetic field and not the gauge potential, the quan-
tum wave functions can be changed by the presence of a gauge potential even in regions
where the associated magnetic field is zero. The change in the wave functions can be
detected for example by an interference experiment. In this section we will study this
phenomenon by considering not the wave functions or the interference effects but the
spectra of the quantum Schro¨dinger operator Ĥ and the classical KvN Liouvillian L̂.
The geometrical set up that we will use for the AB effect is illustrated in Fig. 2.1:
basically we have a hollow cylindrical shell and a particle completely confined to the
interior of the shell with rigid walls [7]. We will show that the spectrum of Ĥ changes
once we turn on the magnetic field in the region enclosed by the shell and this happens
even if the magnetic field is identically zero in the shell. Using the same geometrical
configuration, we will study the spectrum of the KvN-Liouville operator L̂ and we will
prove that it does not change once we turn on the magnetic field differently than what
happens in QM. We feel that this, in the framework of the operatorial formulation of
CM, is the best mathematical proof that there is no AB effect in CM.
Let us now study the Schro¨dinger operator in the geometrical set up of Fig. 2.1 and
without magnetic field. Using cylindrical coordinates
x = ρ cosθ
y = ρ sinθ
z = z
(2.4.1)
the Schro¨dinger operator for a free particle is:
Ĥ = − ~
2
2µ
(
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂θ2
+
∂2
∂z2
)
(2.4.2)
and the equation for the eigenvalues becomes:
− ~
2
2µ
(
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂θ2
+
∂2
∂z2
)
ψ(ρ, θ, z) = E ψ(ρ, θ, z). (2.4.3)
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b
a
Fig. 2.1: Aharonov-Bohm geometrical set up.
As the operators
∂
∂θ
and
∂
∂z
commute with Ĥ we can diagonalize these three operators
simultaneously and search for the eigenfunctions in the form:
ψ(ρ, θ, z) =
1
2π
exp
[
ip0zz
~
+ imθ
]
R(ρ) (2.4.4)
where p0z is a real number and m is an integer. Inserting (2.4.4) in (2.4.3) we get the
following equation for R(ρ):
R′′(ρ) +
R′(ρ)
ρ
+
(
s¯− m
2
ρ2
)
R(ρ) = 0 (2.4.5)
where
s¯ ≡ 2µE
~2
− p
02
z
~2
. (2.4.6)
Using the new variables r ≡ √s¯ρ Eq. (2.4.5) becomes the well-known Bessel equation
[32]:
∂2R
∂r2
+
1
r
∂R
∂r
+
(
1− m
2
r2
)
R = 0. (2.4.7)
Since we want to have a wave function confined to the interior of the shell we will solve
(2.4.7) with the boundary conditions:
R(
√
s¯a) = R(
√
s¯b) = 0 (2.4.8)
where a and b are respectively the smaller and the larger radius of the cylindrical shell,
see Fig. 2.1. The most general solution of (2.4.7) with m integer is given by the linear
combination of the Bessel functions of the first and second kind [32]:
R(
√
s¯ρ) = a1Jm(
√
s¯ρ) + a2Ym(
√
s¯ρ) (2.4.9)
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where
Jm(r) =
(
r
2
)m ∞∑
n=0
(−1)n( r2)2n
n! Γ(n+m+ 1)
Ym(r) = lim
ǫ→0
1
ǫ
[Jm+ǫ(r)− (−1)mJ−m−ǫ(r)]. (2.4.10)
The spectrum of the system is completely determined by the boundary conditions (2.4.8).
In order to simplify things we will consider the limit case in which the radius of the
internal cylinder a goes to zero. In this case the boundary conditions (2.4.8) become
R(0) = 0, R(
√
s¯b) = 0. (2.4.11)
Now the Bessel functions of the second kind Ym are singular in the origin [32], so we
have to restrict ourselves to solutions (2.4.9) of the form:
R(
√
s¯ρ) = a1Jm(
√
s¯ρ). (2.4.12)
With this restriction the first of the boundary conditions (2.4.11) is automatically satis-
fied because Jm(0) = 0 form ≥ 1. So we have to impose only the second of the conditions
(2.4.11) which implies:
Jm(
√
s¯b) = 0. (2.4.13)
This relation tells us that we have to look for the zeros of the Bessel functions of the first
kind Jm. Let us call them αk,m where m indicates the Bessel function which we refer to
and k = 1, 2, · · · labels the various zeros of the mth Bessel function. Then the solutions
of (2.4.13) can be formally written as
√
s¯b = αk,m. (2.4.14)
Replacing s¯ in the equation above with its expression (2.4.6), we get the following energy
levels:
Ek,m = ~
2
α2k,m
2µb2
+
p0
2
z
2µ
. (2.4.15)
To give an example useful for the following discussion, if we choose the second zero
(k = 2) of the first Bessel function (m = 1), which is α2,1 ≈ 3.83, we obtain the following
energy level, see Fig. 2.2:
E2,1 = ~
2 7.33
µb2
+
p0
2
z
2µ
. (2.4.16)
Let us now turn on a magnetic field [30] which is zero everywhere except for the Bz
component on the line x2+ y2 = 0 and which has a fixed flux ΦB. A choice of the gauge
potential is 
Ax =
−yΦB
2π(x2 + y2)
Ay =
xΦB
2π(x2 + y2)
Az = 0.
(2.4.17)
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Fig. 2.2: Zeros of Bessel functions: m=1 (continuous line), m=0.9 (dashed line).
In cylindrical coordinates (2.4.17) becomes:
Aρ = 0, Aθ =
ΦB
2πρ
, Az = 0. (2.4.18)
So with the above gauge field the MC rules change only the operator −i~ ∂
∂θ
in the
following way:
−i~ ∂
∂θ
−→ −i~ ∂
∂θ
− e
c
ΦB
2π
. (2.4.19)
Inserting (2.4.19) in (2.4.2) we have that the Schro¨dinger operator becomes:
Ĥ −→ ĤA = −~
2
2µ
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
(
∂
∂θ
− ie
ch
ΦB
)2
+
∂2
∂z2
]
(2.4.20)
while the equation for the eigenvalues is:
−~2
2µ
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂θ2
− 2ie
ch
ΦB
1
ρ2
∂
∂θ
− e
2
c2h2
Φ2B
ρ2
+
∂2
∂z2
]
ψ = Eψ(ρ, θ, z). (2.4.21)
Like in the free case for the previous equation we can choose solutions of the form:
ψ(ρ, θ, z) =
1
2π
exp
[
ip0zz
~
+ imθ
]
R(ρ) (2.4.22)
which, inserted in (2.4.21), give the following differential equation for R(ρ)
− ~
2
2µ
[
R′′
R
+
1
ρ
R′
R
− 1
ρ2
(
m− eΦB
ch
)2
− p
02
z
~2
]
= E. (2.4.23)
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If α ≡ eΦB
ch
and s¯ ≡ 2µE
~2
− p
02
z
~2
, then (2.4.23) can be written as
R′′(ρ) +
R′(ρ)
ρ
+
[
s¯− (m− α)
2
ρ2
]
R(ρ) = 0. (2.4.24)
If we compare the previous equation with (2.4.5) we notice that the magnetic field has
only shifted m → mA ≡ m − α. Therefore mA will no longer be an integer but a real
number. Doing the same change of variables as before, r ≡ √s¯ρ, we can transform
(2.4.24) into
∂2R
∂r2
+
1
r
∂R
∂r
+
(
1− m
2
A
r2
)
R = 0. (2.4.25)
For this equation with mA real there are two linearly independent solutions which are
two Bessel functions of the first kind with opposite indices:
JmA(r) =
(
r
2
)mA ∞∑
n=0
(−1)n( r2)2n
n! Γ(n+mA + 1)
J−mA(r) =
(
r
2
)−mA ∞∑
n=0
(−1)n( r2)2n
n! Γ(−n+mA + 1) . (2.4.26)
One immediately notices that JmA(0) = 0 while J−mA(0) diverges. As before when we
impose the boundary conditions (2.4.11) the general solution of (2.4.25) becomes:
R(
√
s¯ρ) = a1JmA(r). (2.4.27)
From the boundary condition
JmA(
√
s¯b) = 0 (2.4.28)
we can derive, as before, the energy levels
Ek,mA = ~
α2k,mA
2µb2
+
p0
2
z
2µ
. (2.4.29)
If the magnetic flux ΦB gives α = 0.1, then we have to consider the Bessel functions
Jm−0.1. The second zero of J0.9, analog to the second one of J1 that we considered
before, is α2,0.9 = 3.70, see Fig. 2.2. Inserting this value in (2.4.29) we get
E2,0.9 = ~
2 6.84
µb2
+
p0
2
z
2µ
< E2,1. (2.4.30)
According to the last inequality the energy level E2,0.9 with the magnetic field is smaller
than the corresponding level E2,1 without the magnetic field calculated in (2.4.16). So
this is a clear indication that the presence of a gauge potential modifies the spectrum
of the quantum Schro¨dinger operator even if the wave function is restricted to an area
with zero magnetic field.
Let us now perform the same analysis in the classical case, studying what happens
to the Liouvillian L̂. We have to be careful and write in cylindrical coordinates all
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the variables which enter the Liouvillian L̂. We can start from the free Lagrangian in
cylindrical coordinates which is:
L =
1
2
µρ˙2 +
1
2
µρ2θ˙2 +
1
2
µz˙2. (2.4.31)
From (2.4.31) we can derive the following momenta conjugate to ρ, θ and z:
pρ = µρ˙
pθ = µρ
2θ˙
pz = µz˙.
(2.4.32)
Then the relations between the Cartesian momenta px, py, pz and the cylindrical ones
pρ, pθ, pz are: 
px = µx˙ = µρ˙ cosθ − µρθ˙ sinθ = pρcosθ − pθ
ρ
sinθ
py = µy˙ = µρ˙ sinθ + µρθ˙ cosθ = pρsinθ +
pθ
ρ
cosθ
pz = pz.
(2.4.33)
As the coordinate z and the momentum pz are the same in the two coordinate systems
we can summarize the basic transformation rules in the following scheme:
x = ρ cosθ
y = ρ sinθ
px = pρcosθ − pθ
ρ
sinθ
py = pρsinθ +
pθ
ρ
cosθ.
(2.4.34)
Note that the transformations of the momenta px, py include not only the new momenta
pρ, pθ but also the new coordinates θ, ρ. Let us remember that the Liouvillian L̂ in
Cartesian coordinates contains derivatives with respect to both the coordinates and
the momenta and so we should check how they are related to derivatives in cylindrical
coordinates. Using (2.4.34) it is a long but easy calculation to show that:
∂/∂x
∂/∂y
∂/∂px
∂/∂py
 =

cosθ −sinθ/ρ −pθsinθ/ρ2 pθ/ρ · cosθ + pρsinθ
sinθ cosθ/ρ pθcosθ/ρ
2 pθ/ρ · sinθ − pρcosθ
0 0 cosθ −ρsinθ
0 0 sinθ ρcosθ
 ·

∂/∂ρ
∂/∂θ
∂/∂pρ
∂/∂pθ
 .
(2.4.35)
Equipped with the transformations (2.4.34) and (2.4.35) we can then easily transform L̂
from Cartesian coordinates to cylindrical ones. In the case of a free particle we get
L̂ = −ipx
µ
∂
∂x
− ipy
µ
∂
∂y
− ipz
µ
∂
∂z
=
= − i
µ
pρ
∂
∂ρ
− i
µ
pθ
ρ2
∂
∂θ
− i
µ
pz
∂
∂z
− i
µ
p2θ
ρ3
∂
∂pρ
. (2.4.36)
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Next we will turn on the magnetic field whose gauge potential is given by (2.4.17).
To implement the MC rules (2.1.16), we need to build the variables Ai which, for our
potential, are: 
Ax = −λpx
ΦB
π
xy
(x2 + y2)2
+ λpy
ΦB
2π
x2 − y2
(x2 + y2)2
Ay = λpx
ΦB
2π
x2 − y2
(x2 + y2)2
+ λpy
ΦB
π
xy
(x2 + y2)2
Az = 0.
(2.4.37)
In the expression above we have now to turn λpx , and λpy into operators, like in (1.1.32),
and next we have to change everything into cylindrical coordinates using (2.4.34) and
(2.4.35). The result is:
Âx = iΦB
2π
1
ρ2
[
sinθ
∂
∂pρ
− ρ cosθ ∂
∂pθ
]
Ây = −iΦB
2π
1
ρ2
[
cosθ
∂
∂pρ
+ ρ sinθ
∂
∂pθ
]
Âz = 0.
(2.4.38)
Inserting (2.4.17)-(2.4.38) into (2.1.14) and turning all the variables into operators we
get, after a long but simple calculation, that the Liouvillian is:
L̂A ≡ − i
µ
pρ
∂
∂ρ
− i
µρ2
(
pθ − eΦB
2πc
)
∂
∂θ
− i
µ
pz
∂
∂z
− i
µρ3
(
pθ − eΦB
2πc
)2 ∂
∂pρ
. (2.4.39)
Notice that we could obtain this L̂A from the free Liouvillian L̂ of (2.4.36) by just doing
the replacement
pθ −→ pθ − eΦB
2πc
. (2.4.40)
Let us now turn to the eigenvalue equations: in the free case
L̂ ψ = E ψ (2.4.41)
can be solved by noticing that L̂ commutes with −i ∂
∂θ
,−i ∂
∂z
, pθ, pz. So these five oper-
ators can be diagonalized simultaneously and the solution of (2.4.41) have the form
ψ =
1
2π
R˜(ρ, pρ)δ(pθ − p0θ)δ(pz − p0z)exp(inθ + iλ0zz) (2.4.42)
where n is an integer and λ0z, p
0
θ, p
0
z are the eigenvalues of −i
∂
∂z
, p̂θ, p̂z. Inserting (2.4.42)
in (2.4.41) we get the following equation for R˜(ρ, pρ):(
− i
µ
pρ
∂
∂ρ
+
p0θn
µρ2
− i
µρ3
p0
2
θ
∂
∂pρ
+
λ0zp
0
z
µ
− E
)
R˜(ρ, pρ) = 0. (2.4.43)
We showed before that we could turn the free Liouvillian L̂ into the Liouvillian L̂A of
(2.4.39) by just doing the substitution (2.4.40) pθ → pθ − eΦB
2πc
. It is then clear that the
solutions of the eigenvalue equation:
L̂AψA = EAψA (2.4.44)
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can be obtained from the solutions (2.4.42) of the free one by means of the same replace-
ment (2.4.40). The result is:
ψA =
1
2π
R˜A(ρ, pρ)δ
(
pθ − p0θ −
eΦB
2πc
)
δ(pz − p0z)exp(inθ + iλ0zz). (2.4.45)
Inserting ψA into (2.4.44) we will get for R˜A(ρ, pρ) the following equation:(
− i
µ
pρ
∂
∂ρ
+
p0θn
µρ2
− i
µρ3
p0
2
θ
∂
∂pρ
+
λ0zp
0
z
µ
− EA
)
R˜A(ρ, pρ) = 0. (2.4.46)
(2.4.46) is the same equation as the free one (2.4.43) and as a consequence the eigenvalues
EA are the same as the eigenvalues E obtained from (2.4.43). Therefore the spectrum
of the Liouville operator is not changed by the presence of the gauge potential in the
shell. Of course the two eigenfunctions which have the same eigenvalues E = EA are
different because they are labeled by different eigenvalues of the operator p̂θ. In fact the
eigenfunction ψ of (2.4.42) has eigenvalue p0θ while the eigenfunction ψA of (2.4.45) has
eigenvalue p0θ +
eΦB
2πc
. So the two eigenfunctions are related by a shift in one of their
“classical” numbers p0θ. The difference with the quantum case is that the corresponding
equations (2.4.5) and (2.4.24) cannot be turned one into the other like in the KvN case
because in (2.4.5) m is an integer and not a continuous real eigenvalue like p0θ is in the
KvN case. Also in CM there is an integer eigenvalue, n for −i ∂
∂θ
, but as a consequence
of the MC rules in KvN Hilbert space, the only difference between the free and the
interacting case is in the eigenvalue p0θ and not in n. The reader may object that, even if
the spectrum of the classical Liouvillian is the same in the two cases, the eigenfunctions
are different and then the evolution may lead to different results. Actually it is not so
because, as we see from (2.3.12), to reconstruct the evolution of the wave functions we
have to integrate over all the possible eigenvalues which label the eigenfunctions. In our
case the different eigenfunctions (2.4.42)-(2.4.45) have only the “classical” number p0θ
shifted. Since p0θ can assume every real number, when in (2.3.12) we integrate over all
the p0θ a shift in them has no effect on the final result and the evolution of the classical
probability densities is left unchanged by the gauge potential. We feel that this proof
that the spectrum of the classical KvN operator is unchanged by the presence of the
gauge potential in the shell, while the spectrum of the Schro¨dinger operator is changed,
is a very convincing proof of the AB phenomenon.
This concludes the first part of the thesis on the original KvN formulation of CM. In
the following chapters we will include and analyse the geometrical and physical role of
the differential forms appearing in the Classical Path Integral which, besides a functional
counterpart of the KvN operatorial theory, is also one of its possible generalizations.
PART II:
Koopman-von Neumann Theory
with Forms
3. Geometrical Aspects of the
Classical Path Integral
I am coming more and more to the conviction that the necessity of our geome-
try cannot be demonstrated, at least neither by, nor for, the human intellect...
geometry should be ranked, not with arithmetic, which is purely aprioristic,
but with mechanics.
-Carl Friedrich Gauss, 1817.
In the first part of this thesis we have already shown that in the path integral formulation
of CM some auxiliary variables made their appearance besides the standard phase space
ones. Both the geometrical [5][10] and the physical meaning [33] of these variables
have already been studied in detail. In particular it is possible to rewrite the entire
Cartan calculus of symplectic differential geometry by using the auxiliary variables of
the CPI and the extended Poisson brackets introduced in (1.1.20). In this chapter
we will show how it is possible to reproduce via the CPI also some generalizations of
the Lie brackets which were lacking in the original papers. These are the Schouten-
Nijenhuis, the Fro¨licher-Nijenhuis and the Nijenhuis-Richardson brackets [34]. In all this
geometrical construction a crucial role is played by the identification of the Grassmann
variables present in the CPI with the differential forms on phase space. Grassmann
variables are more or less known objects to the physics community but, as Coleman
said in his Erice’s lectures, [35] “anticommuting c-numbers are notoriously objects that
make strong men quail”. Therefore in this chapter we will show that it is possible to
replace the anticommuting variables with less mysterious objects such as matrices. In
performing this operation all the geometrical richness of the original CPI is not lost.
In fact it is possible to map the differential forms of a 2n-dimensional phase space
into 22n-dimensional vectors. Correspondently all the standard operations of differential
geometry, such as exterior derivatives, Lie derivatives and so on, can be translated in
terms of suitable combinations of Pauli and identity matrices. More details about the
work contained in this chapter can be found in [10] and [11].
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3.1 Classical Path Integral and Cartan Calculus
As we have already seen in Chapter 1 from the Lagrangian of the CPI (1.1.16) one can
derive the following equations of motion for the Grassmann variables:
c˙b = ωbc∂c∂aHc
a
˙¯cb = −c¯aωac∂c∂bH. (3.1.1)
Therefore the infinitesimal transformation generated by H on the phase space variables
ϕa is:
ϕa
′
= ϕa + ǫωab∂bH (3.1.2)
and the corresponding transformations on c and c¯ are given by:
ca
′
= ca + ǫωac∂c∂bHc
b =
∂ϕa
′
∂ϕb
cb
c¯′a = c¯a − ǫc¯bωbc∂c∂aH =
∂ϕb
∂ϕa′
c¯b. (3.1.3)
From these equations we notice that, under the diffeomorphism generated by H, ca
transforms as a basis for the differential forms dϕa, while c¯a transforms as a basis for the
vector fields
∂
∂ϕa
, see [5][16]. This is a first clear indication of the geometrical richness
of the CPI and we will use it in a little while.
Before going on we want to underline that in [36] the space whose coordinates are
(ϕa, ca) is called reversed parity tangent bundle and it is indicated with ΠTM. The
specification “reversed parity” is due to the fact that the ca are Grassmann variables.
According to (1.1.17) (λa, c¯a) are the “momenta” associated to (ϕ
a, ca). Therefore ϕa,
λa, c
a and c¯a span the cotangent bundle to the reversed parity tangent bundle T
⋆(ΠTM).
For more details about this we refer the interested reader to [16]. Since the superspace
of the CPI is a cotangent bundle it has the Poisson structure we found in (1.1.20).
In the remaining part of this section we will show how to reproduce all the abstract
Cartan calculus via these Poisson structures and the Grassmann variables. First of all
we think that, even if the auxiliary variables λa, c
a, c¯a have a well-defined geometrical
meaning [5][16], still the reader could claim that they are somehow redundant because
we can do classical mechanics by using only the standard phase space variables ϕa. This
redundancy is actually signaled by the presence of some universal symmetries [5] whose
charges are:
Q ≡ icaλa, Q ≡ ic¯aωabλb,
Qf ≡ cac¯a, K ≡ 1
2
ωabc
acb, K ≡ 1
2
ωabc¯ac¯b. (3.1.4)
where ωab are the elements of the inverse matrix of ω
ab. There are also the following
supersymmetry charges [5][37]:
QH = Q− βN = icaλa − βca∂aH
QH = Q+ βN = ic¯aω
abλb + βc¯aω
ab∂bH (3.1.5)
3.1 Classical Path Integral and Cartan Calculus 69
whose anticommutator gives H:
[QH , QH ]+ = 2iβH. (3.1.6)
Since the ca transform as a basis for forms dϕa and c¯a as a basis for vector fields
∂
∂ϕa
,
one can start building the following map, called “hat” map ∧:
α = αadϕ
a −ˆ→ α̂ ≡ αaca (3.1.7)
V = V a∂a −ˆ→ V̂ ≡ V ac¯a. (3.1.8)
It is actually a much more general map between forms α, antisymmetric tensors V and
functions of ϕ, c, c¯:
F (p) =
1
p!
Fa1···apdϕ
a1 ∧ · · · ∧ dϕap −ˆ→ F̂ (p) ≡ 1
p!
Fa1···apc
a1 · · · cap (3.1.9)
V (p) =
1
p!
V a1···ap∂a1 ∧ · · · ∧ ∂ap −ˆ→ V̂ (p) ≡
1
p!
V a1···ap c¯a1 · · · c¯ap . (3.1.10)
Once the correspondence (3.1.7)-(3.1.10) is established we can easily find out how to
implement the various Cartan operations such as the exterior derivative d of a form, or
the interior contraction between a vector field V and a form F . It is easy to check that
[5]:
dF (p) −ˆ→ i{Q, F̂ (p)}epb (3.1.11)
ιV F
(p) −ˆ→ i{V̂ , F̂ (p)}epb (3.1.12)
pF (p) −ˆ→ i{Qf , F̂ (p)}epb (3.1.13)
where Q and Qf are the charges of (3.1.4). We can translate in our language also
the usual mapping [9] between vector fields V and forms V ♭ realized by the symplectic
two-form ω(V, 0) ≡ V ♭:
V ♭ −ˆ→ i{K, V̂ }epb (3.1.14)
or the inverse operation of building a vector field α♯ out of a form α = (α♯)♭:
α♯ −ˆ→ i{K, α̂}epb (3.1.15)
where again K and K are the charges of (3.1.4). We can also translate the standard
operation of building a vector field out of a function f(ϕ):
(df)♯ −ˆ→ i{Q, f}epb (3.1.16)
and the Poisson brackets between two functions f and g:
{f, g}pb −ˆ→ i
{
{f,Q}, {Q, g}
}
epb
. (3.1.17)
The next thing to do is to translate the concept of Lie derivative along a vector field V
which is defined as: LV = dιV + ιV d. It is easy to prove that:
LVF (p) −ˆ→ {−HV , F̂ (p)}epb (3.1.18)
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where HV = λaV a + ic¯a∂bV acb; note that, for V a = ωab∂bH, HV becomes just the
Hamiltonian H of (1.1.18), which appears in the weight of the CPI. This tells us that
H is just the Lie derivative of the Hamiltonian flow. Since the exterior derivative d
commutes with every Lie derivative LV now it is also clear the reason why the symmetry
charge Q commutes with the Hamiltonian H. Finally the Lie brackets between two
vector fields V, W is another vector field given by:
[V,W ]Lie brack −ˆ→ {−HV , Ŵ}epb. (3.1.19)
In the next section we will show that at least three generalizations of the Lie brackets,
which are well-known in the literature on differential geometry, can be reproduced and
unified within the formalism of the CPI.
3.2 Generalizations of the Lie Brackets
3.2.1 Schouten-Nijenhuis (SN) Brackets
The first generalization of the Lie brackets we will analyse in this section is given by the
so-called Schouten-Nijenhuis (SN) brackets: they involve two multivector fields and they
reduce to the usual Lie brackets in the case of vector fields. As the Lie brackets map
two vector fields X and Y into another vector field [X,Y ], so the SN brackets map two
multivector fields of rank p (P = X(1) ∧ · · · ∧ X(p)) and r (R = Y(1) ∧ · · · ∧ Y(r)) into a
multivector field [ · , · ]SN of rank p+ r − 1 via the following rule [38]:
[ · , · ]SN : Vp(M)× Vr(M) −→ Vp+r−1(M)
[P,R]SN ≡
p∑
i=1
(−1)i+1X(1) ∧ · · · ∧ ̂̂X(i) · · · ∧X(p) ∧ [X(i), R] (3.2.1)
where Vs indicates the space of multivector fields of rank s, the double hat ̂̂X(i) indicates
that we have removed X(i) and [X(i), R] = LX(i)R is the Lie derivative of a multivector
which can be defined in terms of the Lie brackets [X(i), Y(j)] between usual vector fields
as:
LX(i)R =
r∑
j=1
Y(1) ∧ · · · ∧ [X(i), Y(j)] ∧ · · · ∧ Y(r). (3.2.2)
Now the Lie derivative along a vector field of a multivector (3.2.2) can be translated in
our language as1:
LX(i)R −ˆ→ {−HX(i) , R̂} ≡ −
{
{X̂(i), Q}, R̂
}
(3.2.3)
where R̂ = Y j1(1) c¯j1 · · ·Y jr(r) c¯jr = Ŷ(1)Ŷ(2) · · · Ŷ(r). In fact:
{−HX(i) , R̂} = {−HX(i) , Ŷ(1)Ŷ(2) · · · Ŷ(r)} =
r∑
j=1
Ŷ(1)Ŷ(2) · · · {−HX(i) , Ŷ(j)} · · · Ŷ(r) =
=
r∑
j=1
Ŷ(1)Ŷ(2) · · ·
(
[X(i), Y(j)]
)∧ · · · Ŷ(r) = (LX(i)R)∧. (3.2.4)
1Since now on we will omit the “epb” acronym for our brackets { , }.
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We note that the extended Poisson brackets between −HX(i) and R̂ take automatically
into account the sum over j which appears in the definition of the Lie derivative of a
multivector.
Now we can consider the SN brackets. According to their definition we have
[P,R]SN −ˆ→
p∑
i=1
(−1)i+1X̂(1) · · · ̂̂X(i) · · · X̂(p){−{X̂(i), Q}, R̂}. (3.2.5)
The previous formula can be written in a very compact way as:
[P,R]SN −ˆ→ −
{
{Q, P̂}, R̂
}
. (3.2.6)
In fact:
−
{
{Q, P̂}, R̂
}
= −
{
{Q, X̂(1) · · · X̂(p)}, R̂
}
= (3.2.7)
=
p∑
i=1
(−)i+1X̂(1) · · · ̂̂X(i) · · · X̂(p){−{Q, X̂(i)}, R̂} = [P,R]∧SN .
We note that on the RHS of (3.2.6) we have the images, via the ∧-map, of the multivectors
P and R, which appear on the LHS of the same equation, and the usual BRS charge Q
which appears naturally also in this context.
Like in the case of vector fields, where HX = {Q, X̂}, we can define a Hamiltonian
associated with a multivector field P in the following way:
HP = {Q, X̂(1) · · · X̂(p)} =
p∑
i=1
(−1)i+1X̂(1) · · · ̂̂X (i) · · · X̂(p)HX(i) . (3.2.8)
and write the hat map of SN brackets as:
[P,R]SN −ˆ→ − {HP , R̂}. (3.2.9)
From (3.2.8) and (3.2.9) we can notice how the SN brackets become the usual Lie brackets
in the case of vector fields.
3.2.2 Fro¨licher-Nijenhuis (FN) Brackets
The second kind of brackets we want to analyse in this section are the Fro¨licher-Nijenhuis
(FN) ones. These brackets associate to two vector-valued forms2 K ∈ Ωk+1(M;TM)
of degree k + 1 and L ∈ Ωl+1(M;TM) of degree l + 1 a vector-valued form of degree
k + l + 2:
[ · , · ]FN : Ωk+1(M;TM) ×Ωl+1(M;TM) −→ Ωk+l+2(M;TM). (3.2.10)
They are defined in the following manner [34]:
2Regarding the manner to indicate the space of vector-valued forms with Ωk(M, TM) we follow the
notation of Ref. [34].
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a) let us first define the interior contraction ιJ with a vector-valued form J of degree
j+1, and its action on a form ω of degree l. As J is a (j +1)-form, ιJω is a (j + l)-form
and when we apply it on j + l vectors, we obtain the following number:
(ιJω)(X(1), · · · ,X(j+l)) ≡
≡ 1
(j + 1)!(l − 1)!
∑
{σ∈Sj+l}
(sign σ) ω
[
J(Xσ(1), · · · ,Xσ(j+1)),Xσ(j+2), · · · ,Xσ(j+l)
]
(3.2.11)
where Sj+l is the set of permutations of the vector fields X(1) · · ·X(j+l).
b) having a generalized interior contraction ιJ , we can also define a generalized Lie
derivative as:
LJ = [ιJ ,d] (3.2.12)
where [ · , · ] is the usual graded commutator and J ∈ Ωj+1(M;TM).
c) Now the FN brackets are defined in the following implicit way:
[LJ ,LL] ≡ L[J,L]FN (3.2.13)
where [LJ ,LL] is again the graded commutator among the Lie derivatives.
How can we translate all this in our language?
a) First of all via our ∧-map the vector-valued forms J ∈ Ωj+1(M;TM) become:
J −ˆ→ 1
(j + 1)!
J ii1i2···ij+1 [c
i1ci2 · · · cij+1 ][c¯i]. (3.2.14)
Which is the ∧-map of the interior contraction ιJω? As in the case of the interior
contraction with a vector field, we expect that:
ιJω −ˆ→ i{Ĵ , ω̂}. (3.2.15)
If we rewrite J = α⊗X, where α ∈ Ωj+1(M) andX is a vector field, then ιXω ∈ Ωl−1(M)
and we can translate the interior contraction ιJω as the exterior product between two
forms:
ιJω = α ∧ ιXω. (3.2.16)
Now, if α ∈ Ωj+1(M) and β ∈ Ωl−1(M) are two differential forms then the hat-map of
their exterior product is simply the product of the hat-map of the two forms:
(α ∧ β) −ˆ→ α̂β̂. (3.2.17)
In the case of our interior contraction we have that:
ιJω = α ∧ ιXω −ˆ→ α̂(ιXω)∧. (3.2.18)
Using (3.1.12) and {α̂, ω̂} = 0 we can go on writing:
α̂(ιXω)
∧ = iα̂{X̂, ω̂} = i{α̂X̂, ω̂} = i{Ĵ , ω̂}. (3.2.19)
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Inserting (3.2.19) into the RHS of (3.2.18) we finally obtain:
ιJω −ˆ→ i{Ĵ , ω̂} (3.2.20)
which is what we wanted to prove.
b) At this point, having defined the concept of interior contraction with a vector-valued
form, we can go on finding out which is the mapping of the Lie derivative associated
with a vector-valued form J :
LJ = [ιJ ,d] = ιJd+ (−1)j+1dιJ . (3.2.21)
Since we know how to translate in our language both the interior contraction with a
vector-valued form and the exterior derivative, we have the following mapping:
LJω −ˆ→ i{Ĵ , (dω)∧}+ (−1)j+1i{Q, (ιJω)∧} =
= −
{
Ĵ , {Q, ω̂}
}
+ (−1)j
{
Q, {Ĵ , ω̂}
}
= −
{
{Ĵ , Q}, ω̂
}
(3.2.22)
where, in the last step, we have used the Jacobi identity. So we have:
LJω −ˆ→ − {HJ , ω̂} (3.2.23)
where we have defined, as usual, HJ = {Ĵ , Q}. From this definition and from (3.2.14) it
follows that the explicit expression of HJ is:
HJ = 1
(j + 1)!
(
λiJ
i
i1i2···ij+1 + ic¯i(∂dJ
i
i1i2···ij+1c
d)
)
ci1 · · · cij+1 . (3.2.24)
We note that if j is Grassmannian even then HJ is odd and if j is odd then HJ is
even. Moreover, from (3.2.23), the Grassmannian parity of HJ coincides with that of the
correspondent Lie derivative LJ .
c) Finally we have all the elements to translate in our language the FN brackets. They
are defined [34] in implicit way by the equation:
[LJ ,LL] = L[J,L]FN . (3.2.25)
Now if we apply the LHS of (3.2.25) on a generic form ω we have:
[LJ ,LL]ω = (LJLL)ω − (−1)[HL][HJ ](LLLJ)ω (3.2.26)
where [H] is the Grassmannian parity of H. Via the hat-map we obtain:
[LJ ,LL]ω −ˆ→
{
HJ , {HL, ω̂}
}
− (−1)[HL][HJ ]
{
HL, {HJ , ω̂}
}
=
=
{
{HJ ,HL}, ω̂
}
(3.2.27)
where in the last step we have used, as usual, the Jacobi identity. From (3.2.23) we have
that the RHS of (3.2.25) can be translated as:
L[J,L]FNω −ˆ→ − {H[J,L]FN , ω̂}. (3.2.28)
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Comparing (3.2.27) and (3.2.28) we obtain:{
([J,L]FN)
∧, Q
}
= H[J,L]FN = −{HJ ,HL}. (3.2.29)
Therefore if we want the correct representation of the FN brackets, we have to write
{HJ ,HL} as { · , Q}. This is not difficult to do. In fact, using the nilpotency of Q and
the Jacobi identities one obtains:
{HJ ,HL} =
{
{Ĵ , Q}, {L̂,Q}
}
=
{
{{Ĵ , Q}, L̂}, Q
}
. (3.2.30)
Substituting (3.2.30) into the RHS of (3.2.29) we finally obtain:
[J,L]FN −ˆ→ = −{HJ , L̂}. (3.2.31)
We notice that, if J and L are vector-valued zero-forms, i.e. if they are usual vector
fields, then the FN brackets reduce to the usual Lie ones. So we can say that, while
the SN brackets generalize Lie brackets in the case of multivector fields, the FN ones
generalize the Lie brackets in the case of vector-valued forms.
3.2.3 Nijenhuis-Richardson (NR) Brackets
The last brackets we will analyse in this section are the Nijenhuis-Richardson (NR) ones:
they map two vector-valued forms J ∈ Ωj+1(M;TM) and L ∈ Ωl+1(M;TM) to another
vector-valued form of degree j + l + 1 defined in an implicit way as [34]:
[ · , · ]NR : Ωj+1(M;TM)× Ωl+1(M;TM) −→ Ωj+l+1(M;TM)
ι[J,L]NR ≡ [ιJ , ιL]. (3.2.32)
Let us now apply on a generic form ω ∈ Ωm(M) the LHS of (3.2.32) and let us use the
hat-map. We obtain:
ι[J,L]NRω −ˆ→ i
{
([J,L]NR)
∧, ω̂
}
. (3.2.33)
Instead if we apply on ω the RHS of (3.2.32) we get:
[ιJ , ιL]ω = ιJ(ιLω)− (−1)jlιL(ιJω) −ˆ→ i{Ĵ , (ιLω)∧} − (−1)jli{L̂, (ιJω)∧} =
= −{Ĵ , {L̂, ω̂}}+ (−1)jl{L̂, {Ĵ , ω̂}}. (3.2.34)
Using the Jacobi identity we can rewrite the previous equation as:
[ιJ , ιL]ω −ˆ→ −
{
{Ĵ , L̂}, ω̂
}
. (3.2.35)
and, from the definition (3.2.32) and the comparison of (3.2.33) with (3.2.35), we obtain
the following hat-map for the NR brackets:
[J,L]NR −ˆ→ i{Ĵ , L̂}. (3.2.36)
So the NR brackets between two vector-valued forms are just proportional to the ex-
tended Poisson brackets of the vector-valued forms themselves.
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We can now summarize all SN, FN, NR brackets in the following very compact way:
[P,R]SN −ˆ→ − {HP , R̂}epb
[J,L]FN −ˆ→ − {HJ , L̂}epb (3.2.37)
[J,L]NR −ˆ→ i{Ĵ , L̂}epb
where:
P = Y(1) ∧ · · · ∧ Y(r) −ˆ→ Y j1(1) c¯j1 · · ·Y jr(r) c¯jr
R = Y(1) ∧ · · · ∧ Y(r) −ˆ→ Y j1(1) c¯j1 · · ·Y jr(r) c¯jr
HP = {Q, X̂(1) · · · X̂(p)} =
p∑
i=1
(−1)i+1X̂(1) · · · ̂̂X(i) · · · X̂(p)HX(i)
HJ = 1
(j + 1)!
(
λiJ
i
i1i2···ij+1 + ic¯i(∂dJ
i
i1i2···ij+1c
d)
)
ci1 · · · cij+1 (3.2.38)
J ∈ Ωj+1(M;TM) −ˆ→ 1
(j + 1)!
J ii1i2···ij+1[c
i1ci2 · · · cij+1 ][c¯i]
L ∈ Ωl+1(M;TM) −ˆ→ 1
(l + 1)!
Ljj1j2···jl+1[c
j1cj2 · · · cjl+1][c¯j ].
By looking at (3.2.37) one immediately realizes that we have reduced three different
generalizations of the Lie brackets, like the SN, FN and NR ones, to the epb of (1.1.20).
Basically to change the brackets we have only to consider, as entries of the epb, different
functions of the CPI variables. In this sense we have provided a unifying structure for all
the possible generalizations of the standard Lie brackets between vector fields. Further
calculation details about the content of this section can be found in [10].
3.3 Grassmann Variables and Matrices in n = 1 Symplectic
Manifolds
In the previous sections we have implemented and analysed all the geometrical aspects
of the CPI and, in doing this, a very important role was played by the variables ca, c¯a
which are the generators of a Grassmann algebra. It is well-known that every Grass-
mann algebra can be realized in terms of suitable square matrices, see for example [39].
This matrix realization was already used in supersymmetric quantum mechanics [12][13].
What we want to see now is whether the same matrix realization can be used also in the
case of the CPI. The content of the remaining part of this chapter can be found also in
[11].
First of all let us notice that the CPI can be used to compute transition probabilities
and classical amplitudes [5]. In fact let us consider:
K(ϕf , cf , tf |ϕi, ci, ti) =
∫
D′′ϕDλD′′cDc¯ exp
[
i
∫ tf
ti
dtL
]
(3.3.1)
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with the boundary conditions
ϕa(ti) = ϕ
a
i , ϕ
a(tf ) = ϕ
a
f , c
a(ti) = c
a
i , c
a(tf ) = c
a
f . (3.3.2)
It is easy to realize that such a path integral makes the evolution of the generalized wave
functions
ψ(ϕ, c) = ψ(ϕ) + ψa(ϕ)c
a + ψab(ϕ)c
acb + . . . (3.3.3)
where ψ(ϕ), ψa(ϕ) and ψab(ϕ) are complex functions of ϕ. In the case n = 1, i.e.
ϕa = (q, p), ca = (cq, cp), these generalized wave functions become:
ψ(ϕ, c) = ψ0(ϕ) + ψq(ϕ)c
q + ψp(ϕ)c
p + ψ2(ϕ)c
pcq. (3.3.4)
The 4 arbitrary functions of the phase space variables ψ0, ψq, ψp and ψ2 can be thought
of as the components of a 4-vector:
ψ(ϕ, c) = ψ0(ϕ) + ψq(ϕ)c
q + ψp(ϕ)c
p + ψ2(ϕ)c
pcq ≡

ψ0
ψq
ψp
ψ2
 . (3.3.5)
With this choice it is then possible to represent every operator of the theory as a 4 × 4
matrix. For example if we apply the operator of multiplication by cq on ψ we get
ψ′ = cqψ = cqψ0 + c
qcpψp. This wave function ψ
′, in the 4-vector notation (3.3.5), has
the form:
ψ′ =

0
ψ0
0
−ψp
 (3.3.6)
and it could be obtained from the 4-vector representation of ψ as
ψ′ =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 −1 0


ψ0
ψq
ψp
ψ2
 . (3.3.7)
From (3.3.7) we have that the matrix realization of the operator cq is given by3:
ĉq =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 −1 0
 . (3.3.8)
Likewise the operator of multiplication by cp is represented by the following 4×4 matrix:
ĉp =

0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
 . (3.3.9)
3Since now on in this chapter we will put the hat symbol only to indicate the matrix realizations of
the Grassmann operators.
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c¯q and c¯p are instead the derivative operators
∂
∂cq
and
∂
∂cp
. If we apply them on the
wave function ψ written in (3.3.4) and we perform steps similar to those which lead to
(3.3.8), then we can obtain the following matrix representations:
̂¯cq =

0 1 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
 , ̂¯cp =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 . (3.3.10)
Note that the matrices ̂¯c are just the transpose of the associated matrices ĉ. It is also easy
to verify that the matrices (3.3.8)-(3.3.10) satisfy the correct anticommutation relations
given by the Grassmann algebra: [ĉ, ĉ]+ = 0, [̂c¯, ̂¯c]+ = 0, [ĉa, ̂¯cb]+ = δab .
The 4 × 4 matrices we have obtained so far can be written in a more compact form
via tensor products of Pauli matrices. Let us introduce:
σ(+)
2
=
σx + iσy
2
=
(
0 1
0 0
)
,
σ(−)
2
=
σx − iσy
2
=
(
0 0
1 0
)
. (3.3.11)
It is then easy to prove that (3.3.8)-(3.3.10) can be written as tensor products ⊗ of Pauli
matrices as:
ĉp =
σ(−)
2
⊗ 1, ĉq = σz ⊗ σ
(−)
2̂¯cp = σ(+)
2
⊗ 1, ̂¯cq = σz ⊗ σ(+)
2
. (3.3.12)
These formulae are very useful because, as we will see in Sec. 3.5, they can be easily
generalized to the case of systems with an arbitrary great number of degrees of freedom.
Via the representation (3.3.8)-(3.3.10) for the Grassmann operators of the theory we
can build also the matrix representation of the symmetry charges of the CPI:
Q̂ = iĉqλq + iĉ
pλp = ĉ
q∂q + ĉ
p∂p =

0 0 0 0
∂q 0 0 0
∂p 0 0 0
0 ∂p −∂q 0

Q̂ =

0 ∂p −∂q 0
0 0 0 −∂q
0 0 0 −∂p
0 0 0 0
 , Q̂f =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2
 (3.3.13)
K̂ =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
 , K̂ =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
 .
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One can easily check that the algebra of these charges is the one of Ref. [5]:
[Q̂, Q̂]+ = [Q̂, Q̂]+ = [Q̂, Q̂]+ = 0
[Q̂f , K̂]− = 2K̂, [Q̂f , K̂]− = −2K̂, [K̂, K̂ ]− = Q̂f − 1
[Q̂f , Q̂]− = Q̂, [Q̂f , Q̂]− = −Q̂, [K̂, Q̂]− = 0
[K̂, Q̂]− = Q̂, [K̂, Q̂]− = Q̂, [K̂, Q̂]− = 0. (3.3.14)
The representation of the supersymmetry charges is given by:
Q̂H =

0 0 0 0
∂q − β∂qH 0 0 0
∂p − β∂pH 0 0 0
0 ∂p − β∂pH −∂q + β∂qH 0

Q̂H =

0 ∂p + β∂pH −∂q − β∂qH 0
0 0 0 −∂q − β∂qH
0 0 0 −∂p − β∂pH
0 0 0 0
 . (3.3.15)
Finally the matrix representing the operator of evolution:
H = L̂+ ic¯q∂p∂pHcp + ic¯q∂p∂qHcq − ic¯p∂q∂pHcp − ic¯p∂q∂qHcq, (3.3.16)
where L̂ = λaω
ab∂bH is the Liouville operator, is given by:
Ĥ =

L̂ 0 0 0
0 L̂− i∂q∂pH i∂q∂qH 0
0 −i∂p∂pH L̂+ i∂p∂qH 0
0 0 0 L̂
 . (3.3.17)
From the above expression of Ĥ it is clear that the zero- and the two-forms, which in the
4-vector representation (3.3.5) have respectively only the first and the last components
different from zero, evolve only with the Liouvillian L̂. The one-forms instead evolve with
the central 2× 2 submatrix of (3.3.17) which contains all the possible second derivatives
of the Hamiltonian H(ϕ) and mixes the two central components of the 4-vector ψ. It is
easy to check that also at the matrix level the usual supersymmetry algebra holds, i.e.:
[Q̂H , Q̂H ]+ = 2iβĤ, [Q̂H , Ĥ]− = [Q̂H, Ĥ]− = 0. So, using the matrix realization of the
Grassmann operators in the case n = 1, we automatically represent the superalgebra of
the symmetry charges of the CPI in terms of 4×4 matrices of operators. Now irreducible
representations of superalgebras are well-known in literature. In Sec. 3.7 we shall use
the results of Ref. [40] to show how it is possible to build the irreducible representations
for the superalgebra of the CPI in terms of 4×4 matrices whose entries are real numbers.
All the symmetries of the CPI turn the states into each other within the eigenspaces
of the operator of evolution Ĥ. For example we can start considering an eigenstate of
the Liouvillian L̂ with eigenvalue l: L̂ψl0 = lψ
l
0. Since ψ
l
0 is a zero-form we can represent
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it by means of the following 4-vector:
ψl0 =

ψl0
0
0
0
 (3.3.18)
which is an eigenstate for Ĥ with eigenvalue l: Ĥψl0 = lψl0. Since Q̂ commutes with Ĥ
also Q̂ψl0 is an eigenstate for Ĥ with the same eigenvalue:
[Ĥ, Q̂] = 0 =⇒ Ĥ(Q̂ψl0) = l(Q̂ψl0). (3.3.19)
The explicit form of Q̂ψl0 is given by the following one-form:
Q̂ψl0 =

0 0 0 0
∂q 0 0 0
∂p 0 0 0
0 ∂p −∂q 0


ψl0
0
0
0
 =

0
∂qψ
l
0
∂pψ
l
0
0
 . (3.3.20)
In the same way K̂ψl0 is another eigenstate for Ĥ with eigenvalue l. Its explicit form is
given by:
K̂ψl0 =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0


ψl0
0
0
0
 =

0
0
0
ψl0
 (3.3.21)
and it is a two-form. So by means of the symmetry charges we can move within the
eigenspaces of Ĥ: from the zero-forms to the one-forms (by the charge Q̂) and from the
zero-forms to the two-forms (by the charge K̂).
A similar role is played also by the supersymmetry charges. First of all, following Ref.
[41], we can rewrite the matrix realization of QH and QH , that we derived in (3.3.15),
as:
Q̂H =

0 0 0 0
Q−1 0 0 0
Q−2 0 0 0
0 Q−2 −Q−1 0
 , Q̂H =

0 Q+1 Q
+
2 0
0 0 0 Q+2
0 0 0 −Q+1
0 0 0 0
 (3.3.22)
where
Q−1 = ∂q − β∂qH, Q+1 = ∂p + β∂pH
Q−2 = ∂p − β∂pH, Q+2 = −∂q − β∂qH. (3.3.23)
Since Q̂H commutes with the Hamiltonian Ĥ, we have that if ψl0 is an eigenstate for the
Liouvillian with eigenvalue l then
Q̂H

ψl0
0
0
0
 =

0
Q−1 ψ
l
0
Q−2 ψ
l
0
0
 (3.3.24)
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is also an eigenstate for Ĥ with the same eigenvalue. Not only, but let us rewrite the
operator of evolution (3.3.17) as
Ĥ =
L̂ 0 00 Ĥ(1)kj 0
0 0 L̂
 (3.3.25)
where Ĥ is the following 2× 2 matrix:
Ĥ(1) =
(
L̂− i∂q∂pH i∂q∂qH
−i∂p∂pH L̂+ i∂p∂qH
)
. (3.3.26)
It is easy to show that the 2-vector Q−j ψ
l
0 is an eigenstate for Ĥ(1) with eigenvalue l
Ĥ(1)kj (Q−j ψl0) = l(Q−k ψl0), i.e. the following relation holds:
Ĥ(1)
(
Q−1 ψ
l
0
Q−2 ψ
l
0
)
= l
(
Q−1 ψ
l
0
Q−2 ψ
l
0
)
. (3.3.27)
Vice versa if a state ψ(1)k is an eigenstate for the operator Ĥ(1) with eigenvalue l, then
the associated 4-vector
 0ψ(1)k
0
 is an eigenstate for Ĥ with the same eigenvalue. As
Q̂H commutes with Ĥ, the 4-vectors
 0ψ(1)k
0
 and
Q̂H
 0ψ(1)k
0
 =

0 Q+1 Q
+
2 0
0 0 0 Q+2
0 0 0 −Q+1
0 0 0 0
 ·

0
ψ(1)1
ψ(1)2
0
 =

Q+k ψ
(1)
k
0
0
0
 (3.3.28)
are degenerate. We can also phrase this degeneracy by saying that, if ψ(1)k is an eigen-
state of Ĥ(1), then the operators Q+k map the eigenstates of Ĥ(1) into eigenstates of the
Liouvillian L̂, according to the following relation:
L̂(Q+k ψ
(1)
k ) = l(Q
+
k ψ
(1)
k ) (3.3.29)
where an implicit sum over k is understood. A more complete and refined analysis can be
performed on the basis of what has been done for supersymmetric quantum mechanics
in Ref. [41]. The final result is that two quite different operators like L̂ and Ĥ(1) have
equivalent spectra and the only difference might be in the handling of the zero eigenvalue.
We should notice that in our case one of the two operators, the Liouvillian L̂, has a deep
physical meaning and its spectrum gives us information on important properties like the
ergodicity, the mixing of the system, etc. [24]. So the fact that its spectrum is equivalent
to the one of Ĥ(1) may help in discovering further things on dynamical systems.
Up to now we have specified only which is the space of the wave functions whose
evolution is given by the CPI, i.e. the space of 4-vectors ψ of (3.3.5). To build a true
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Hilbert space we have to introduce also a suitable scalar product between two different
wave functions ψ and Φ. Following Ref. [13] one of the most natural choices is:
〈ψ|Φ〉 =
∫
dϕ [ψ∗0Φ0 + ψ
∗
qΦq + ψ
∗
pΦp + ψ
∗
2Φ2]. (3.3.30)
With this scalar product all the states have positive definite norms and the only state
with zero norm is the null state. It is also easy to prove that:
〈ψ|caΦ〉 = 〈c¯aψ|Φ〉, 〈ψ|c¯aΦ〉 = 〈caψ|Φ〉 (3.3.31)
i.e. the operators c and c¯ are one the Hermitian conjugate of the other: c¯ = c† =
(cT )∗. Therefore the two number operators Nq = c
q c¯q and Np = c
pc¯p are Hermitian and
commute. Since N2q = Nq and N
2
p = Np the only possible eigenvalues of the number
operators are 0 and 1 as it is particularly clear using their matrix representation derived
from the matrix representation of c and c¯:
N̂q = ĉ
q̂¯cq =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
 ·

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 (3.3.32)
N̂p = ĉ
p̂¯cp =

0 0 0 0
0 0 0 0
1 0 0 0
0 −1 0 0
 ·

0 0 1 0
0 0 0 −1
0 0 0 0
0 0 0 0
 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 .
N̂q and N̂p are a complete set of commuting and Hermitian operators for what concerns
the Grassmannian part of the theory. This means that the knowledge of the simultaneous
eigenvalues of N̂q and N̂p allows us to select in a unique way one of the 4 basis vectors.
The correspondence between the couple of eigenvalues (nq, np) of the operators (N̂q, N̂p)
and the basis state vectors is given by the following table:
(0, 0) ⇐⇒

1
0
0
0
 , (1, 0) ⇐⇒

0
1
0
0

(0, 1) ⇐⇒

0
0
1
0
 , (1, 1) ⇐⇒

0
0
0
1
 . (3.3.33)
Therefore every wave function ψ of the generalized Hilbert space can be expanded on the
basis of the common eigenstates of N̂q and N̂p and it is possible to construct a resolution
of the identity involving only these eigenstates. These considerations will be useful in
Chapter 4 when we will analyse more in detail the Hilbert space structure underlying
the path integral formulation of CM.
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3.4 Cartan Calculus in n = 1 Symplectic Manifolds
In the previous sections we have seen that a lot of operations of the Cartan calculus
can be performed via the symmetry charges of the CPI [5] and that all these symmetry
charges can be represented via 4× 4 matrices, in the case of n = 1 symplectic manifolds
labeled by two variables (q, p). Therefore in this case we expect that also the operations of
differential geometry can be performed by means of 4×4 matrices. We start remembering
that if n = 1 then a basis for the cotangent bundle of the phase space is given by
(dq ≡ cq, dp ≡ cp) and, as we have seen in (3.3.5), the most general non-homogeneous
differential form ψ = ψ0 + ψqc
q + ψpc
p + ψ2c
pcq can be represented by the 4-vector
ψ =

ψ0
ψq
ψp
ψ2
. In this section we will translate into matrices all the operations one can
do on forms in ordinary differential geometry.
• Exterior Derivative. With the identifications dq ≡ cq and dp ≡ cp the action of the
exterior derivative d on a homogeneous form increases by 1 the degree of the form itself
according to the following equations:
dψ0 = ∂qψ0c
q + ∂pψ0c
p
d(ψqc
q + ψpc
p) = (∂pψq − ∂qψp)cpcq
d(ψ2c
pcq) = 0.
(3.4.1)
Then it is easy to prove that the symmetry charge Q̂ can be interpreted as the exterior
derivative also at the matrix level. In fact when we apply Q̂ over the 4-vector ψ we
produce a new 4-vector whose components are just the 4 components of the differential
form dψ obtained acting with the exterior derivative d over ψ:
Q̂ψ =

0 0 0 0
∂q 0 0 0
∂p 0 0 0
0 ∂p −∂q 0


ψ0
ψq
ψp
ψ2
 =

0
∂qψ0
∂pψ0
∂pψq − ∂qψp
 ≡ dψ. (3.4.2)
• Form Number. The symmetry charge Q̂f provides the form number of ψ. In fact:
Q̂fψ
(p) =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2


ψ(0)0
ψ(1)q
ψ(1)p
ψ(2)2
 =

0 · ψ(0)0
1 · ψ(1)q
1 · ψ(1)p
2 · ψ(2)2
 = pψ(p) (3.4.3)
where the previous relation means that all the homogeneous forms are eigenstates for
Q̂f . In particular the zero-forms ψ
(0) are eigenstates for Q̂f with eigenvalue 0, the one-
forms ψ(1) are eigenstates with eigenvalue 1 and the two-forms ψ(2) are eigenstates with
eigenvalue 2.
• Interior Contraction. The interior contraction of a homogeneous form with the
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vector field V = V ac¯a = V
q c¯q + V
pc¯p is given by
ιVψ
(0) = 0
ιVψ
(1) = V qψ(1)q + V pψ
(1)
p
ιVψ
(2) = V pψ(2)2 c
q − V qψ(2)2 cp.
(3.4.4)
So the interior contraction of a form with the vector field V maps

ψ(0)0
ψ(1)q
ψ(1)p
ψ(2)2
 into a new
4-vector

V qψ(1)q + V pψ
(1)
p
V pψ(2)2
−V qψ(2)2
0
. It is easy to see that the 4 × 4 matrix realizing the
previous mapping is given by:
ιV =

0 V q V p 0
0 0 0 V p
0 0 0 −V q
0 0 0 0
 . (3.4.5)
The matrix (3.4.5) is just equal to the matrix representation of the vector field
V̂ = V q̂¯cq + V p̂¯cp where ̂¯cq and ̂¯cp are the matrix representations of the Grassmann
operators, see (3.3.10).
• Lie Derivative along the Hamiltonian Flow. As a particular case of the previous
analysis, if we take a Hamiltonian vector field ha = ωab∂bH, then the components of V
are: V q = ∂pH, V
p = −∂qH and the interior contraction (3.4.5) becomes:
ιh =

0 ∂pH −∂qH 0
0 0 0 −∂qH
0 0 0 −∂pH
0 0 0 0
 . (3.4.6)
From the matrix representation of the exterior derivative (3.4.2) and of the interior
contraction (3.4.6) we can easily derive the matrix representation for the Lie derivative
along the Hamiltonian vector field h:
Lh = dιh + ιhd =

iL̂ 0 0 0
0 iL̂+ ∂q∂pH −∂q∂qH 0
0 ∂p∂pH iL̂− ∂p∂qH 0
0 0 0 iL̂
 . (3.4.7)
By comparing (3.3.17) and (3.4.7) we have that also at the matrix level the Hamiltonian
H is nothing more than the Lie derivative along the Hamiltonian vector field: Ĥ = −iLh.
This means that, when we apply the CPI operator of evolution Ĥ on a generic ψ we obtain
another form whose components are given, modulus a factor −i, by the Lie derivative of
the Hamiltonian flow: Ĥψ = −iLhψ.
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• Hodge Star. The Hodge ∗ transformation is defined as [42]:
∗(dxi1 ∧ dxi2 ∧ . . . ∧ dxip) = 1
(n− p)!ǫi1i2...ipip+1...iNdx
ip+1 ∧ dxip+2 ∧ · · · ∧ dxiN . (3.4.8)
In the language of the CPI we have that in the case of one degree of freedom (N = 2):
∗(1) = ǫqpdq ∧ dp = dq ∧ dp −→ ∗(1) = cqcp
∗(dxi) = ǫijdxj −→ ∗(cq) = cp, ∗(cp) = −cq (3.4.9)
∗(dp ∧ dq) = ǫpq = −1 −→ ∗(cpcq) = −1.
With the convention (3.3.5), the action of ∗ on the basis state vectors is given by:
∗

1
0
0
0
 =

0
0
0
−1
 , ∗

0
1
0
0
 =

0
0
1
0
 ,
∗

0
0
1
0
 =

0
−1
0
0
 , ∗

0
0
0
1
 =

−1
0
0
0
 . (3.4.10)
Therefore the matrix representation for the Hodge ∗ transformation is:
∗ =

0 0 0 −1
0 0 −1 0
0 1 0 0
−1 0 0 0
 . (3.4.11)
• The Adjoint of d. The previous ∗ transformation can be used to define the following
“inner product” between two l-forms:
(αl, βl) =
∫
M
αl ∧ ∗βl. (3.4.12)
Using it the adjoint δ of the exterior derivative d can be defined as:
(αl,dβl−1) ≡ (δαl, βl−1). (3.4.13)
In particular it is possible to prove [42] that, in the case of manifolds with even dimension
like the symplectic ones, δ can be expressed in terms of d and ∗ as: δ = − ∗ d∗. Using
(3.4.2) for the exterior derivative, and (3.4.11) for the Hodge ∗ transformation, we obtain
for δ the following matrix representation:
δ =

0 −∂q −∂p 0
0 0 0 −∂p
0 0 0 ∂q
0 0 0 0
 . (3.4.14)
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δ is a nilpotent matrix and it lowers the degree of the forms by one. So it acts like the
symmetry charge Q̂ but, nevertheless, it does not coincide with it. In fact, using the
language of the CPI, we have that ∂a = iλa and, from the explicit form (3.3.10) of the
matrices ̂¯c we easily obtain that:
δ =

0 −iλq −iλp 0
0 0 0 −iλp
0 0 0 iλq
0 0 0 0
 ≡ −iλq̂¯cq − iλp̂¯cp (3.4.15)
which is different from Q̂ = −iλq̂¯cp + iλp̂¯cq. It is also possible to prove that the “in-
ner product” (3.4.12) used in differential geometry coincides with the positive definite
inner product defined in (3.3.30). For example from the associated hermiticity relations
(3.3.31) among the Grassmann operators cq
†
= c¯q, c
p† = c¯p we have that:
δ = (icqλq + ic
pλp)
† =⇒ δ = d† (3.4.16)
which is nothing more than (3.4.13).
• The Laplacian. The Laplacian operator can be defined starting from d and δ as:
∆ = (d+ δ)2 = dδ + δd (3.4.17)
where in the last step we have used the property that d and δ are nilpotent. From (3.4.2)
and (3.4.15) we have that the matrix representation of the Laplacian is given by:
dδ + δd = (−∂2q − ∂2p)14×4 =∆ = (λ2q + λ2p)14×4 (3.4.18)
from which it is particularly clear that ∆ is a positive definite operator.
3.5 Grassmann Algebras and Pauli Matrices
In order to generalize the results of the previous sections to the case of a system with an
arbitrary great number of degrees of freedom, it is particularly useful to find a represen-
tation of the Grassmann operators in terms of tensor products of Pauli matrices like we
did in the case of n = 1 where we identified ĉp =
σ(−)
2
⊗ 1 and ĉq = σz ⊗ σ
(−)
2
. In the
case of a generic symplectic manifold we will label the indices 1, 2, . . . , k on ϕk and ck
in such a way that: ϕ1 = p1, ϕ
2 = q1, ϕ
3 = p2, ϕ
4 = q2 and so on. The correspondence
between Grassmann operators and Pauli matrices becomes:
ĉk = (σz)
⊗k−1 ⊗ σ
(−)
2
⊗ (1)⊗2n−k, k = 1, · · · , 2n
̂¯cj = (σz)⊗j−1 ⊗ σ(+)
2
⊗ (1)⊗2n−j , j = 1, · · · , 2n
(3.5.1)
where, for example, (σz)
⊗k−1 = σz ⊗ σz ⊗ · · · ⊗ σz︸ ︷︷ ︸
k−1 times
indicates the tensor product of k − 1
Pauli matrices σz. The matrices ĉ
k and ̂¯cj built in (3.5.1) satisfy the usual Grassmann
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algebra, i.e.:
[ĉa, ̂¯cb]+ = δab , [ĉa, ĉb]+ = [̂c¯a, ̂¯cb]+ = 0, a, b = 1, . . . , 2n. (3.5.2)
So we can say that the construction (3.5.1) allowed us to realize the Grassmann operators
of the CPI in terms of tensor products of suitable Pauli or identity matrices. Since this
property is crucial in order to derive all the other formulae of this section we will prove it
in detail in Appendix 3.A. Here we want only to underline that the Grassmann algebra
of ĉ and ̂¯c becomes a direct consequence of the algebra of Pauli matrices. Using the
construction (3.5.1) we will now generalize all the results obtained in the case n = 1 to
the case of an arbitrary great number of degrees of freedom, without losing a certain
compactness in the appearance of the formulae.
If we want to represent the Grassmann operators of the CPI as tensor products of
Pauli matrices we have to represent also the states of the associated Hilbert space as
tensor products of 2-dimensional vectors in a consistent way. For example in the n = 1
case, where we represented ĉp =
σ(−)
2
⊗ 1 and ĉq = σz ⊗ σ
(−)
2
, the correspondent Hilbert
space could be constructed from all the possible tensor products of the 2-dimensional
vectors on which the Pauli matrices act:
(
1
0
)
⊗
(
1
0
)
=

1
0
0
0
⇔ 1, ( 10
)
⊗
(
0
1
)
=

0
1
0
0
⇔ cq,
(
0
1
)
⊗
(
1
0
)
=

0
0
1
0
⇔ cp, ( 01
)
⊗
(
0
1
)
=

0
0
0
1
⇔ cpcq.
(3.5.3)
These four states and the identifications we have indicated on their RHS are of course
consistent with the expression (3.3.5) since it is from there that we began our analysis.
What we mean is that from (3.5.3) we obtain that the generic form
ψ(ϕ, c) = ψ0(ϕ) · 1 + ψq(ϕ) · cq + ψp(ϕ) · cp + ψ2(ϕ) · cpcq (3.5.4)
can be identified with the 4-vector:
ψ(ϕ, c) =

ψ0(ϕ)
ψq(ϕ)
ψp(ϕ)
ψ2(ϕ)
 (3.5.5)
that is just the RHS of (3.3.5). An important thing to underline is that, once we
have fixed the matrix representation of the Grassmann operators, the representation
of the states must be derived by consistency. Therefore the choice (3.5.1) implies that
we have to order the components of the generic form ψ in a very peculiar way. For
example to make the identifications (3.5.3) we have used the following empirical rule:
we have indicated the lacking of a Grassmann variable with respect to the reference
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string cpcq with the vector
(
1
0
)
and its presence with
(
0
1
)
. For example cp has the
first Grassmann variable present and the second lacking, so it has to be identified with
cp ⇔
(
0
1
)
⊗
(
1
0
)
. Let us now apply the same rule in the case of 2 degrees of freedom
(n = 2), i.e.: ϕa = (p1, q1, p2, q2), ca = (cp1 , cq1 , cp2 , cq2), c¯a = (c¯p1 , c¯q1 , c¯p2 , c¯q2). The basis
of the zero-forms is given by the following vector with 16 components:
1 =
(
1
0
)
⊗
(
1
0
)
⊗
(
1
0
)
⊗
(
1
0
)
= δi,1. (3.5.6)
For reasons of space we have not written down explicitly the 16-components vector. We
have indicated it with δi,1 which means that it has an element 1 in the first position and
all the other 15 elements equal to 0. For the one-forms we have instead:
cq2 ≡ dq2 ⇔
(
1
0
)
⊗
(
1
0
)
⊗
(
1
0
)
⊗
(
0
1
)
= δi,2
cp2 ≡ dp2 ⇔
(
1
0
)
⊗
(
1
0
)
⊗
(
0
1
)
⊗
(
1
0
)
= δi,3
cq1 ≡ dq1 ⇔
(
1
0
)
⊗
(
0
1
)
⊗
(
1
0
)
⊗
(
1
0
)
= δi,5
cp1 ≡ dp1 ⇔
(
0
1
)
⊗
(
1
0
)
⊗
(
1
0
)
⊗
(
1
0
)
= δi,9. (3.5.7)
If we perform explicitly the previous tensor products we obtain four 16-dimensional vec-
tors with all the elements equal to 0 except for one element equal to 1 placed respectively
in the second, the third, the fifth and the ninth position. Here we note one defect of the
representation we have introduced: the components of the one-form are scattered inside
the 16-dimensional vector and they do not form a unique block of adjacent components,
from the second to the fifth one, like it happens for n = 1.
Now, having represented the states as tensor products, it is quite evident the reason
why all the Grassmann algebra can be reconstructed starting from
σ(−)
2
,
σ(+)
2
and σz. In
fact
σ(−)
2
plays the role of the operator of multiplication by c:(
0 0
1 0
)
·
(
1
0
)
=
(
0
1
)
⇐⇒ ĉ · 1 = c(
0 0
1 0
)
·
(
0
1
)
=
(
0
0
)
⇐⇒ ĉ · c = 0.
(3.5.8)
while
σ(+)
2
plays the role of c¯ which is the derivative operator with respect to c:(
0 1
0 0
)(
1
0
)
=
(
0
0
)
⇐⇒ ∂
∂c
1 = 0(
0 1
0 0
)(
0
1
)
=
(
1
0
)
⇐⇒ ∂
∂c
c = 1.
(3.5.9)
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In (3.5.1) also the matrix σz made its appearance and the reader may wonder on which is
its role. Actually σz allows us to give to the states
(
1
0
)
and
(
0
1
)
the grading factors
that we have to introduce for the anticommutativity of the Grassmann variables. In fact
the state
(
1
0
)
must be Grassmannian even in order to represent “1”, while
(
0
1
)
must be Grassmannian odd in order to represent “c”. The matrix σz gives exactly the
correct grading factor to the vectors
(
1
0
)
and
(
0
1
)
:
σz
(
1
0
)
=
(
1
0
)
, σz
(
0
1
)
= −
(
0
1
)
. (3.5.10)
Just to give an example the representation of the equation ̂¯cq[cpcq] = ∂
∂cq
(cpcq) = −cp
in terms of Pauli matrices in the case n = 1 is:
σz ⊗ σ
(+)
2
[(
0
1
)
⊗
(
0
1
)]
= σz
(
0
1
)
⊗ σ
(+)
2
(
0
1
)
= −
(
0
1
)
⊗
(
1
0
)
. (3.5.11)
Note that the matrix σz is crucial in order to reproduce the minus sign on the RHS
of (3.5.11). That minus sign was there in the original equations written in terms of c
because the derivative
∂
∂cq
had to go through a Grassmannian odd variable cp before
acting on cq.
3.6 Cartan Calculus and Pauli Matrices
With the tools developed in the previous section, we can now generalize to more than
one degree of freedom what we did in Sec. 3.4, i.e. we can write down all the operations
of the Cartan calculus via Pauli matrices.
• Exterior Derivative. The exterior derivative d = ĉa∂a is a linear operator in the
variables c. From (3.5.1) its matrix representation is given by:
d =
2n∑
a=1
= ĉa∂a =
2n∑
j=1
(σz)
⊗j−1 ⊗ σ
(−)
2
∂j ⊗ (1)⊗2n−j . (3.6.1)
• Form Number. From the tensor representation (3.5.1) of ĉ and ̂¯c it is very easy to
find the expression of Q̂f in the general case:
Q̂f =
2n∑
j=1
ĉĵ¯cj = 2n∑
j=1
(σz · σz)⊗j−1 ⊗ σ
(−)
2
· σ
(+)
2
⊗ (1)⊗2n−j . (3.6.2)
Since σz · σz = 1 and σ
(−)
2
· σ
(+)
2
=
(
0 0
0 1
)
=
1
2
(1− σz) we can rewrite Q̂f as:
Q̂f =
2n∑
j=1
ĉĵ¯cj = 2n∑
j=1
(1)⊗j−1 ⊗ 1
2
(1− σz)⊗ (1)⊗2n−j . (3.6.3)
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We call Q̂f the form number because every homogeneous form of degree p is an eigenstate
for the matrix Q̂f with eigenvalue p.
• Interior Contraction. In the case n = 1 the interior contraction with a vector
field was given by ιV = V
q̂¯cq + V p̂¯cp. In general we have: ιV = V ĵ¯cj whose matrix
representation is given by:
ιV =
2n∑
j=1
(σz)
⊗j−1 ⊗ σ
(+)
2
V j ⊗ (1)⊗2n−j . (3.6.4)
In the particular case of a Hamiltonian vector field hj = ωjk∂kH we obtain:
ιh =
2n∑
j,k=1
(σz)
⊗j−1 ⊗ σ
(+)
2
ωjk∂kH ⊗ (1)⊗2n−j . (3.6.5)
• Lie Derivative along the Hamiltonian Flow. It is easy to represent the Lie
derivative along the Hamiltonian flow as a matrix starting from the matrix representation
of the exterior derivative d, (3.6.1), and of the interior contraction with a Hamiltonian
vector field, (3.6.5). In fact such a Lie derivative is given by the anticommutator of d
and ιh [9]:
Lh = dιh + ιhd =
∑
j<k
(1)⊗j−1 ⊗
[
σz,
σ(+)
2
]
⊗ (σz)⊗k−j−1 ⊗ σ
(−)
2
⊗ (1)⊗2n−kωjl∂lH∂k
+
∑
j<k
(1)⊗j−1 ⊗ σz · σ
(+)
2
⊗ (σz)⊗k−j−1 ⊗ σ
(−)
2
⊗ (1)⊗2n−kωjl∂k∂lH
+
∑
j
(1)⊗j−1 ⊗ 1⊗ (1)⊗2n−jωjl∂lH∂j + (3.6.6)
∑
j>k
(1)⊗k−1 ⊗
[
σ(−)
2
, σz
]
⊗ (σz)⊗j−k−1 ⊗ σ
(+)
2
⊗ (1)⊗2n−jωjl∂lH∂k
+
∑
j>k
(1)⊗k−1 ⊗ σ
(−)
2
· σz ⊗ (σz)⊗j−k−1 ⊗ σ
(+)
2
⊗ (1)⊗2n−jωjl∂k∂lH
Using the anticommutation relations
[
σz,
σ(+)
2
]
+
=
[
σ(−)
2
, σz
]
+
= 0 we can write (3.6.6)
in the more compact form:
Lh = (ωab∂bH∂a)(1)⊗2n + (3.6.7)
−
∑
j<k
(1)⊗j−1 ⊗ σ
(+)
2
σz ⊗ (σz)⊗k−1−j ⊗ σ
(−)
2
⊗ (1)⊗2n−k · ωjl∂l∂kH +
−
∑
j>k
(1)⊗k−1 ⊗ σz σ
(−)
2
⊗ (σz)⊗j−1−k ⊗ σ
(+)
2
⊗ (1)⊗2n−j · ωjl∂l∂kH.
It is easy to realize that (3.6.7) is just i times the matrix representation of H:
Lh = iĤ = ωab∂bH∂a1⊗2n − ̂¯cjωjl∂l∂kHĉk. (3.6.8)
90 3. Geometrical Aspects of the Classical Path Integral
To prove (3.6.8) it is sufficient to insert in Ĥ the usual matrix representation (3.5.1)
for the Grassmann operators ĉ, ̂¯c. This confirms that the operator H of (1.1.18) which
appears in the weight of the CPI is nothing more than the Lie derivative along the
Hamiltonian flow.
• The Adjoint of d and the Laplacian. The expression of δ in terms of Grassmann
variables: δ = −c¯j∂j can be translated into Pauli matrices using (3.5.1):
δ = −̂¯cj∂j = − 2n∑
j=1
(σz)
⊗j−1 ⊗ σ
(+)
2
∂j ⊗ (1)⊗2n−j . (3.6.9)
This is the expression of δ for an arbitrary number of degrees of freedom n. It is possible
to prove that d and δ are nilpotent. Let us check that for the exterior derivative d:
d2 =
∑
jk
[
(σz)
⊗j−1 ⊗ σ
(−)
2
∂j ⊗ (1)⊗2n−j
][
(σz)
⊗k−1 ⊗ σ
(−)
2
∂k ⊗ (1)⊗2n−k
]
=
=
∑
j<k
(1)⊗j−1 ⊗ σ
(−)
2
σz∂j ⊗ (σz)⊗k−1−j ⊗ σ
(−)
2
∂k ⊗ (1)⊗2n−k +
+
∑
k<j
(1)⊗k−1 ⊗ σz σ
(−)
2
∂k ⊗ (σz)⊗j−1−k ⊗ σ
(−)
2
∂j ⊗ (1)⊗2n−j =
=
∑
j<k
(1)⊗j−1 ⊗
[
σ(−)
2
, σz
]
+
∂j ⊗ (σz)⊗k−1−j ⊗ σ
(−)
2
∂k ⊗ (1)⊗2n−k =
= 0 (3.6.10)
where we have used respectively the fact that:
1) the terms with j = k do not contribute to the sum since
σ(−)
2
is nilpotent;
2) j and k are dummy indices and so they can be interchanged;
3)
[
σ(−)
2
, σz
]
+
= 0.
With an analogous calculation one can prove that δ2 = 0. Because of this the Laplacian
turns out to be just the anticommutator of d and δ: ∆ = (d+ δ)2 = [d, δ]+. Therefore,
using the matrix representations of d and δ we have:
∆ = −
[∑
j
(σz)
⊗j−1 ⊗ σ
(−)
2
∂j ⊗ (1)⊗2n−j ,
∑
k
(σz)
⊗k−1 ⊗ σ
(+)
2
∂k ⊗ (1)⊗2n−k
]
+
=
= −
∑
j<k
(1)⊗j−1 ⊗
[
σ(−)
2
, σz
]
+
∂j ⊗ (σz)⊗k−j−1 ⊗ σ
(+)
2
∂k ⊗ (1)⊗2n−k
−
∑
j
(1)⊗j−1 ⊗
[
σ(−)
2
,
σ(+)
2
]
+
∂2j ⊗ (1)⊗2n−j (3.6.11)
−
∑
j>k
(1)⊗k−1 ⊗
[
σz,
σ(+)
2
]
+
∂k ⊗ (σz)⊗j−k−1 ⊗ σ
(−)
2
∂j ⊗ (1)⊗2n−j =
= −
∑
j
(1)⊗j−1 ⊗ 1∂2j ⊗ (1)⊗2n−j .
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In the notations of the CPI ∆ becomes the following positive definite operator:
∆ =
2n∑
j=1
(1)⊗j−1 ⊗ 1λ2j ⊗ (1)⊗2n−j . (3.6.12)
• Other Symmetry Charges of the CPI. In the CPI some other charges were found
which had also a clear geometrical meaning [5]. For completeness we will write down
here their expressions in terms of Pauli matrices:
Q̂ = ̂¯caωab∂b = 2n∑
j,l=1
(σz)
⊗j−1 ⊗ σ
(+)
2
ωjl∂l ⊗ (1)⊗2n−j
K̂ =
1
2
ωabĉ
aĉb =
n∑
i=1
ĉpi ĉqi =
=
n∑
i=1
[
(σz)
⊗2(i−1) ⊗ σ
(−)
2
⊗ (1)⊗2(n−i)+1
][
(σz)
⊗2i−1 ⊗ σ
(−)
2
⊗ (1)⊗2(n−i)
]
=
=
n∑
i=1
(1)⊗2(i−1) ⊗ σ
(−)
2
σz ⊗ σ
(−)
2
⊗ (1)⊗2(n−i) = (3.6.13)
=
n∑
i=1
(1)⊗2i−2 ⊗
(
σ(−)
2
)⊗2
⊗ (1)⊗2n−2i
K̂ =
n∑
i=1
̂¯cqî¯cpi = n∑
i=1
(1)⊗2i−2 ⊗
(
σ(+)
2
)⊗2
⊗ (1)⊗2n−2i
Q̂H =
2n∑
j=1
ĉj(∂j − β∂jH) =
2n∑
j=1
(σz)
⊗j−1 ⊗ σ
(−)
2
(∂j − β∂jH)⊗ (1)⊗2n−j
Q̂H =
2n∑
j,l=1
̂¯cjωjl(∂l + β∂lH) = 2n∑
j,l=1
(σz)
⊗j−1 ⊗ σ
(+)
2
ωjl(∂l + β∂lH)⊗ (1)⊗2n−j .
3.7 Irreducible Representations of the Algebra of the Sym-
metry Charges
It is well-known, see [5], that the charges Qf , K andK form an algebra which is, modulus
a central extension, an Sp(2) algebra:
[Qf ,K]− = 2K
[Qf ,K]− = −2K (3.7.1)
[K,K ]− = Qf − 1.
It is easy to check that the 4 × 4 matrices K̂, K̂, Q̂f defined in (3.3.13) satisfy (3.7.1).
Since the matrix 14×4 commutes with K̂ and K̂ it is also possible to throw away the
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central extension of the algebra by replacing Q̂f → Q̂f − 14×4. What we want to prove
now is that the Sp(2) algebra can be reproduced via the 2 × 2 matrices σ
(+)
2
,
σ(−)
2
, σz
used several times in the previous sections. In fact:[
σz,
σ(+)
2
]
−
=
(
0 2
0 0
)
= 2
(
σ(+)
2
)
[
σz,
σ(−)
2
]
−
=
(
0 0
−2 0
)
= −2
(
σ(−)
2
)
(3.7.2)[
σ(+)
2
,
σ(−)
2
]
−
=
(
1 0
0 −1
)
= σz.
From (3.7.1) and (3.7.2) we have that it is possible to reproduce the Sp(2) algebra, with-
out any central extension, by identifying Qf = σz, K =
σ(+)
2
, K =
σ(−)
2
. Furthermore
the only 2×2 matrices commuting with the 3 generators of Sp(2) are those proportional
to the identity. This confirms that the representation we found is irreducible. We note
however that, while we can look at the generators of Sp(2) as 2×2 matrices, the same can-
not happen for the charges Q and Q. For example it is impossible to find a 2×2 matrix Q
which satisfies the relation [Qf , Q]− = Q. Therefore if we want to extend Sp(2) including
all the other symmetries of the CPI and finding non trivial representations of the algebra
then we have to consider 4× 4 instead of 2× 2 matrices. For sure the matrices (3.3.13)-
(3.3.15) whose entries are operators satisfy the correct algebra of the symmetry charges
of the CPI. What we want to prove now is that it is possible to find an irreducible repre-
sentation in terms of 4×4 matrices whose entries are just real numbers. Let us consider,
as independent charges, Q = icaλa, Q = ic¯aω
abλb, −iN = −ic¯aωab∂bH, iN = ica∂aH.
They are conserved charges and among them the only anticommutators different from
zero are: [Q,−iN ]+ = [Q, iN ]+ = H. Since H is a Casimir for the whole algebra the
irreducible representations will be labeled by its eigenvalues h. Using the results of
the Appendix of [40] we can start by considering two basis vectors e1, e2 to represent
the subalgebra [Q,−iN ]+ = H and two basis vectors f1, f2 to represent the subalgebra
[Q, iN ]+ = H:
Qe1 =
√
he2, −iNe1 = 0, iNf1 =
√
hf2, Qf1 = 0,
Qe2 = 0, −iNe2 =
√
he1, iNf2 = 0, Qf2 =
√
hf1. (3.7.3)
A basis to represent the algebra of Q,Q, iN,−iN,H is given by: F1 = e1f1, F2 = e1f2,
F3 = e2f1, F4 = e2f2. According to our conventions e1 and f1 are Grassmannian even
while e2 and f2 are Grassmannian odd. Consequently F1 and F4 are Grassmannian even
while F2 and F3 are Grassmannian odd. The matrix representation of Q is given by:
QF1 = (Qe1)f1 =
√
he2f1 =
√
hF3
QF2 = (Qe1)f2 =
√
he2f2 =
√
hF4
⇓ (3.7.4)
Q =

0 0 0 0
0 0 0 0√
h 0 0 0
0
√
h 0 0
 .
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Fig. 3.1: Representation of the CPI charges.
In the same way we can find the matrices associated to the other symmetry charges:
−iN =

0 0
√
h 0
0 0 0
√
h
0 0 0 0
0 0 0 0
 , Q =

0
√
h 0 0
0 0 0 0
0 0 0 −√h
0 0 0 0

iN =

0 0 0 0√
h 0 0 0
0 0 0 0
0 0 −√h 0
 , H =

h 0 0 0
0 h 0 0
0 0 h 0
0 0 0 h
 . (3.7.5)
Considering the algebra of (3.7.4)-(3.7.5) the only anticommutators different from zero
are: [Q,−iN ]+ = [Q, iN ]+ = H. Among these 4× 4 matrices there is enough space also
for the charges Qf = c
ac¯a, K =
1
2
ωabc
acb and K =
1
2
ωabc¯ac¯b:
Qf =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2
 ,
K =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
 , K =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
 . (3.7.6)
In (3.7.6) we have found again the matrices of (3.3.13). The novelty is entirely contained
in Eqs. (3.7.4)-(3.7.5) since there we have matrices whose entries are real numbers
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instead of operators. All the matrices we have defined here satisfy the correct algebra
of the symmetry charges of the CPI, which can be found in the original papers [5] or
in (3.3.14). It is possible to prove that the only 4 × 4 matrix that commutes with all
the symmetry charges of the theory is given, modulus a proportionality factor, by the
identity matrix. Therefore the representation we have found is irreducible. So, in order
to construct a non trivial irreducible representation of the symmetry charges of the CPI,
we just need 2 Grassmannian even states (F1 and F4) and 2 Grassmannian odd states
(F2 and F3). All these 4 states can be connected each other by means of the symmetry
charges as it emerges from Fig. 3.1. For example the charges Q and N which increase
the form number by one allow us to go from F1 to (F2, F3) and from (F2, F3) to F4. The
charge K which increases the form number by 2 allows us to go from F1 to F4 while in
the opposite direction we can go via K.
Appendix to Chapter 3
3.A Proof of (3.5.2)
In this Appendix we want to check explicitly that the Grassmann algebra can be repro-
duced in terms of tensor products of Pauli matrices, i.e. we want to prove in detail Eq.
(3.5.2). First of all we want to prove that all the ĉ anticommute. If we take two indices
k and l with k < l we have that:
ĉk ĉl = 1⊗ 1⊗ . . . ⊗ 1⊗ σ
(−)
2
σz︸ ︷︷ ︸
k
⊗σz ⊗ σz ⊗ . . . ⊗ σ
(−)
2︸︷︷︸
l
⊗1⊗ · · · ⊗ 1 (3.A.1)
while
ĉlĉk = 1⊗ 1⊗ . . .⊗ 1⊗ σz σ
(−)
2︸ ︷︷ ︸
k
⊗σz ⊗ σz ⊗ . . .⊗ σ
(−)
2︸︷︷︸
l
⊗1⊗ · · · ⊗ 1. (3.A.2)
Therefore the anticommutator is given by:
[ĉk, ĉl]+ = 1⊗ 1⊗ . . .⊗ 1⊗
[
σ(−)
2
, σz
]
+︸ ︷︷ ︸
k
⊗σz ⊗ σz ⊗ . . .⊗ σ
(−)
2︸︷︷︸
l
⊗1⊗ · · · ⊗ 1 (3.A.3)
and ĉk and ĉl anticommute because
[
σ(−)
2
, σz
]
+
= 0. If instead we take k = l we have:
ĉk ĉk = 1⊗ 1⊗ . . .⊗ 1⊗
(
σ(−)
2
)2
⊗ 1⊗ . . .⊗ 1 (3.A.4)
and ĉk ĉk = 0 because
(
σ(−)
2
)2
= 0. The proof that all the ̂¯c anticommute is the same
as the previous one with σ(−) replaced everywhere by σ(+).
The only thing that remains to be proved is the result of the anticommutator of ĉ
with ̂¯c. If k < l we have
ĉk̂¯cl = 1⊗ 1⊗ . . .⊗ 1⊗ σ(−)
2
σz︸ ︷︷ ︸
k
⊗σz ⊗ σz ⊗ . . .⊗ σ
(+)
2︸︷︷︸
l
⊗1⊗ · · · ⊗ 1 (3.A.5)
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while
̂¯clĉk = 1⊗ 1⊗ . . .⊗ 1⊗ σz σ(−)
2︸ ︷︷ ︸
k
⊗σz ⊗ σz ⊗ . . .⊗ σ
(+)
2︸︷︷︸
l
⊗1⊗ · · · ⊗ 1. (3.A.6)
Therefore from
[
σz,
σ(−)
2
]
+
= 0 we get that [ĉk, ̂¯cl]+ = 0. If k > l we have
ĉk̂¯cl = 1⊗ 1⊗ . . .⊗ 1⊗ σz σ(+)
2︸ ︷︷ ︸
l
⊗σz ⊗ σz ⊗ . . .⊗ σ
(−)
2︸︷︷︸
k
⊗1⊗ · · · ⊗ 1 (3.A.7)
and
̂¯clĉk = 1⊗ 1⊗ . . .⊗ 1⊗ σ(+)
2
σz︸ ︷︷ ︸
l
⊗σz ⊗ σz ⊗ . . .⊗ σ
(−)
2︸︷︷︸
k
⊗1⊗ · · · ⊗ 1. (3.A.8)
So from
[
σz,
σ(+)
2
]
+
= 0 we have that [ĉk, ̂¯cl]+ = 0. Finally if we take the same index
k = l we obtain
ĉk̂¯ck = 1⊗ 1⊗ . . .⊗ 1⊗ σ(−)
2
σ(+)
2︸ ︷︷ ︸
k
⊗1⊗ . . .⊗ 1,
̂¯ck ĉk = 1⊗ 1⊗ . . .⊗ 1⊗ σ(+)
2
σ(−)
2︸ ︷︷ ︸
k
⊗1⊗ . . .⊗ 1 (3.A.9)
from which we can derive
[ĉk, ̂¯ck]+ = 1⊗ 1⊗ . . .⊗ 1⊗ [σ(−)
2
,
σ(+)
2
]
+︸ ︷︷ ︸
k
⊗1⊗ . . .⊗ 1
= 1⊗2n (3.A.10)
where we have used the fact that:
[
σ(−)
2
,
σ(+)
2
]
+
= 1.
4. Hilbert Space Structure with
Forms: I
Gentlemen: there’s lots of room left in Hilbert space.
-Saunders MacLane.
In the previous chapter we have shown that the Classical Path Integral, with all its
auxiliary variables, provides a generalization of the original KvN theory and it provides
a lot of interesting geometrical structures. In this chapter we want to study more in
detail the Hilbert space underlying the CPI. In particular we shall show that, while the
Hilbert space of zero-forms can be endowed with a positive definite scalar product and
a unitary evolution, the same cannot be done when we include higher forms. In this last
case we explore all possible scalar products and prove that for those which are positive
definite the evolution is not unitary. Vice versa in all the scalar products for which the
evolution is unitary there are some states with negative norms. This feature is due to the
Grassmannian nature of the forms but it appears only in classical mechanics. It is known
in fact that in a similar structure, which is supersymmetric quantum mechanics, there
can be scalar products compatible with both positive norms and unitary evolutions. The
content of this chapter with many further calculational details can be found in [14].
4.1 The Salomonson-van Holten Scalar Product
As we have already seen in the first chapter, in order to endow their space with a true
Hilbert structure, KvN used the following scalar product:
〈ψ|Φ〉 =
∫
dϕ ψ∗(ϕ)Φ(ϕ). (4.1.1)
Under this scalar product all the states have positive definite norms and the Liouville
operator L̂ is Hermitian. This is necessary in order to guarantee the unitarity of the
evolution operator which is given by U(∆t) = e−iL̂∆t. As it is well-known the unitarity
of the evolution is crucial in order to guarantee the conservation of the total probability.
The question we want to address now is whether the space of higher forms ψ(ϕ, c) can
98 4. Hilbert Space Structure with Forms: I
also be endowed with a positive definite scalar product under which the operator of
evolution Ĥ is Hermitian.
The first scalar product we shall explore in this section is the one proposed by Sa-
lomonson and van Holten in [13] for supersymmetric quantum mechanics (susy QM).
Their Hamiltonian is similar to our Ĥ because both have “bosonic” degrees of freedom
(ϕa) and Grassmannian ones (ca), which are turned into one another by a supersymmetry
invariance [12]. The differences instead are mainly in the fact that the Hamiltonian of su-
persymmetric QM, like every good quantum Schro¨dinger-like operator, contains second
order derivatives in the kinetic term, while ours, like every good classical Liouville-like
operator, contains only first order derivatives.
The basic operators of the CPI can be divided in the following two sets:
(q̂, λ̂q, ĉ
q, ̂¯cq) ; (p̂, λ̂p, ĉp, ̂¯cp). (4.1.2)
The operators in the first set commute with those in the second one according to the
graded commutators (1.1.17). Therefore we can concentrate for a while on the first set.
The strategy we shall follow is to choose some hermiticity conditions for these operators
and the normalization of one of the basic states [13]. These conditions will be sufficient
to build a complete basis and the scalar product which reproduces the chosen hermiticity
conditions. For the bosonic variables (ϕ̂a, λ̂a) we choose, once and for all, the following
hermiticity conditions: {
ϕ̂a† = ϕ̂a
λ̂†a = λ̂a
(4.1.3)
which are consistent with the first of the commutators (1.1.17). For the Grassmann
variables ĉq and ̂¯cq, because of the anticommutator present in (1.1.17), we could choose
various hermiticity properties. Here we impose:{
ĉq† = ̂¯cq̂¯c†q = ĉq (4.1.4)
which are the analog of the hermiticity conditions used by SvH in [13]. Next let us start
building a basis for our Hilbert space. First we define the state |0−〉 as
ĉq|0−〉 = 0. (4.1.5)
Such a state must exist because if we take a generic state |s〉 such that ĉq|s〉 6= 0, then
the following state |0−〉 ≡ ĉq|s〉 has precisely the property (4.1.5). From |0−〉 it is easy
to build the complete set of eigenvectors of ĉq which are:
|α−〉 ≡ e−α̂¯cq |0−〉 = (1− α̂¯cq)|0−〉 = |0−〉 − α|0+〉. (4.1.6)
Using the anticommutator [ĉq, ̂¯cq] = 1, it is in fact easy to show that
ĉq|α−〉 = α|α−〉 (4.1.7)
where α, due to the “Grassmannian” nature of ĉq, is a Grassmannian odd parameter.
The state |0+〉 which appears in (4.1.6) is defined as:
|0+〉 ≡ ̂¯cq|0−〉. (4.1.8)
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Note that |0+〉 cannot be zero, otherwise we would end up in a contradiction; in
fact, if |0+〉 were zero, we would get ĉq|0+〉 = 0, and this cannot be true because
ĉq|0+〉 = ĉq̂¯cq|0−〉 = [ĉq, ̂¯cq]|0−〉 = |0−〉 which is a non-zero state. Via |0+〉 it is easy
to build the eigenstates of ̂¯cq. In fact, using the anticommutation relation (1.1.17), it is
easy to prove that the states
|β+〉 ≡ e−βĉq |0+〉 = (1− βĉq)|0+〉 = |0+〉 − β|0−〉 (4.1.9)
are eigenvectors of ̂¯cq with eigenvalues β:
̂¯cq|β+〉 = β|β+〉. (4.1.10)
Among the plethora of states that we built we have to choose a basis for our vector space
by diagonalizing a Hermitian operator. Thanks to the hermiticity conditions (4.1.4), it is
easy to see that the operator N̂q ≡ ĉq̂¯cq is Hermitian. Moreover it is a projection operator
which implies that it has only 1 and 0 as eigenvalues. The corresponding eigenstates are
just |0−〉 and |0+〉. In fact:{
N̂q|0−〉 = ĉq̂¯cq|0−〉 = [ĉq, ̂¯cq]|0−〉 = |0−〉
N̂q|0+〉 = ĉq̂¯cq|0+〉 = 0. (4.1.11)
So |0−〉 and |0+〉 make a basis for our space. The careful reader may object that the
eigenstates
{|0+〉, |0−〉} of a Hermitian operator are a basis of the Hilbert space only if
the scalar product is a positive definite one. We shall see in (4.1.26) that this is just the
case of the SvH scalar product and so we can proceed.
Up to now we have not given any scalar product but only some hermiticity conditions
like (4.1.4). To obtain the scalar product, which would reproduce those hermiticity rules,
the only extra condition we have to give is the normalization of |0−〉, which we choose
to be
〈−0|0−〉 = 1. (4.1.12)
As a consequence of this we get
〈+0|0+〉 = 1, 〈+0|0−〉 = 0. (4.1.13)
Using the following von Neumann notation for the scalar product:
(
|α±〉, |β±〉
)
≡
〈±α|β±〉 we have that the relations (4.1.13) can be proven in the following manner:(
|0+〉, |0+〉
)
=
(̂¯cq|0−〉, ̂¯cq|0−〉) = (|0−〉, ĉq̂¯cq|0−〉) =
=
(
|0−〉, [ĉq , ̂¯cq]+|0−〉) = (|0−〉, |0−〉) = 1; (4.1.14)(
|0+〉, |0−〉
)
=
(̂¯cq|0−〉, |0−〉) = (|0−〉, ĉq|0−〉) = (|0−〉, 0) = 0.
So
{|0+〉, |0−〉} form an orthonormal basis. As, according to (4.1.4), ĉq and ̂¯cq are
not Hermitian operators we cannot say that their eigenstates |α−〉 and |β+〉 make up
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an orthonormal basis for our Hilbert space. Nevertheless it is interesting to study the
relations among these states. For example it is easy to prove that
|β+〉 = −
∫
dα eαβ |α−〉
|γ−〉 = −
∫
dβ eβγ |β+〉
(4.1.15)
while the scalar products among them are given by:
(
|α±〉, |β±〉
)
= eα
∗β(
|α±〉, |β∓〉
)
= ±δ(α∗ − β).
(4.1.16)
With |α−〉 and |β+〉 it is possible to build the following “twisted” resolutions of the
identity:
−
∫
dα|α±〉〈∓α∗| = 1. (4.1.17)
We call them “twisted” because the bras and kets have the “+” and “−” signs inter-
changed.
Since |0+〉 and |0−〉 form a basis of our Hilbert space, the completeness relation can
also be written as:
|0+〉〈+0|+ |0−〉〈−0| = 1. (4.1.18)
It is easy to prove that (4.1.17) and (4.1.18) are equivalent. In fact let us remember the
relations: {
|α−〉 = |0−〉 − α|0+〉
|β+〉 = |0+〉 − β|0−〉 (4.1.19){
〈−α| = 〈−0| − α∗〈+0|
〈+β| = 〈+0|+ β∗〈−0| (4.1.20)
and let us insert them into the LHS of (4.1.17). What we get is
1 = −
∫
dα|α+〉〈−α∗| = −
∫
dα
{(
|0+〉 − α|0−〉
)(
〈−0| − α〈+0|
)}
=
= −
∫
dα
{
|0+〉〈−0| − α|0−〉〈−0| − α|0+〉〈+0|
}
= |0−〉〈−0| + |0+〉〈+0|
(4.1.21)
which is exactly (4.1.18). For our resolutions of the identity we can either use (4.1.18)
or (4.1.17). For example we could use the last one to express a generic state |ψ〉 in the
following manner:
|ψ〉 = −
∫
dα|α−〉〈+α∗|ψ〉 = −
∫
dα|α−〉(ψ0 + ψ1α) =
= −
∫
dα
(
|0−〉 − α|0+〉
)
(ψ0 + αψ1) = ψ0|0+〉+ ψ1|0−〉. (4.1.22)
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Similarly to what happens in ordinary QM, where 〈q|ψ〉 = ψ(q) is a function of q, the
projection of the state |ψ〉 onto the basis of the eigenstates 〈+α∗| is given by a function
of the Grassmannian odd number α:
〈+α∗|ψ〉 = ψ(α) = ψ0 + ψ1α. (4.1.23)
As we want to reproduce the forms whose coefficients ψ0(ϕ), ψa(ϕ), . . . are complex
functions we will make the choice that ψ0 and ψ1 in (4.1.23) are complex numbers.
Making use of (4.1.22) and of the scalar products (4.1.12)-(4.1.13) among the states{|0+〉, |0−〉}, it is very easy to derive the expression of the scalar product between two
generic states |ψ〉, |Φ〉 of the theory:
〈Φ|ψ〉 =
(
|Φ〉, |ψ〉
)
=
(
Φ0|0+〉+Φ1|0−〉, ψ0|0+〉+ ψ1|0−〉
)
=
=
(
|0+〉,Φ∗0ψ0|0+〉
)
+
(
|0−〉,Φ∗1ψ0|0+〉
)
+
(
|0+〉,Φ∗0ψ1|0−〉
)
+
+
(
|0−〉,Φ∗1ψ1|0−〉
)
= Φ∗0ψ0 +Φ
∗
1ψ1. (4.1.24)
We can also express (4.1.24) in terms of integrations over Grassmann variables:
〈Φ|ψ〉 =
∫
dηdα∗eα
∗ηΦ∗(α)ψ(η). (4.1.25)
From the previous relation it is also easy to obtain the expression of the norm of a generic
state |ψ〉:
〈ψ|ψ〉 = |ψ0|2 + |ψ1|2 ≥ 0. (4.1.26)
Up to now, in all our expressions, we have explicitly indicated the dependence only
on the Grassmann variable cq, but we know that the basic operators of the CPI (4.1.2)
were many more. Considering for example those contained in the first set of (4.1.2), i.e.
(q̂, λ̂q, ĉ
q, ̂¯cq), we see that our basic states should include also a dependence on q (if we
choose the q representation):
|q, α+〉 ≡ |q〉 ⊗ |α+〉
|q, β−〉 ≡ |q〉 ⊗ |β−〉. (4.1.27)
The variables λq and c¯q are the momenta conjugated to q and c
q and so they would
appear in the wave functions only in the momentum representation that for the moment
we do not consider. If we include q in the completeness relations (4.1.17) then we obtain:
−
∫
dαdq |q, α±〉〈∓α∗, q| = 1. (4.1.28)
Moreover the expansion (4.1.22) becomes:
|ψ〉 = −
∫
dαdq
(
|q, 0−〉 − α|q, 0+〉
)(
ψ0(q) + αψ1(q)
)
=
=
∫
dq
[
ψ0(q)|q, 0+〉 + ψ1(q)|q, 0−〉
]
(4.1.29)
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and as a consequence the scalar product (4.1.26) turns out to be
〈ψ|ψ〉 =
∫
dq
[
|ψ0(q)|2 + |ψ1(q)|2
]
≥ 0. (4.1.30)
Next we should start including the variables of the second set in (4.1.2), i.e. (p̂, λ̂p,
ĉp, ̂¯cp). As these operators commute with those of the first set things are not difficult.
Regarding the Grassmann variables we should impose on ĉp the following hermiticity
conditions: {
ĉp† = ̂¯cp̂¯c†p = ĉp. (4.1.31)
Then we define a new state |0−, 0−〉 as{
ĉq|0−, 0−〉 = 0
ĉp|0−, 0−〉 = 0 (4.1.32)
where the first “0−” in |0−, 0−〉 is associated to cq and the second one to cp. Analogously
to (4.1.8) we can define also the following other states
|0+, 0−〉 = ̂¯cq|0−, 0−〉
|0−, 0+〉 = −̂¯cp|0−, 0−〉
|0+, 0+〉 = −̂¯cq̂¯cp|0−, 0−〉. (4.1.33)
The reason for the “−” sign in front of the ̂¯cp on the RHS of (4.1.33) is because of the
Grassmannian odd nature of the first “0−” in the state |0−, 0−〉. These signs are the
only things we should be careful about when we deal with a great number of Grassmann
variables. Analogously to (4.1.6) we can construct the simultaneous eigenstates of ĉq
and ĉp:
|αq−, αp−〉 ≡ e−αq̂¯cq−αp̂¯cp |0−, 0−〉, (4.1.34)
the simultaneous eigenstates of ̂¯cq and ̂¯cp:
|βq+, βp+〉 ≡ e−βq ĉq−βpĉp |0+, 0+〉 (4.1.35)
but we can build also mixed states like:
|αq−, βp+〉 ≡ e−αq̂¯cq−βpĉp |0−, 0+〉. (4.1.36)
Like in the case of one Grassmann variable, imposing the normalization condition
〈−0,−0|0−, 0−〉 = 1 (4.1.37)
and using the hermiticity rules (4.1.4)-(4.1.31) we get the scalar products among all the
states. So for example we get that the other scalar products different from zero are:(
|0+, 0−〉, |0+, 0−〉
)
= 1 (4.1.38)(
|0−, 0+〉, |0−, 0+〉
)
= 1 (4.1.39)
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(
|0+, 0+〉, |0+, 0+〉
)
= 1. (4.1.40)
We can also easily derive the scalar products among the states (4.1.34) and (4.1.35). For
example: 
(
|αq−, αp−〉, |βq−, βp−〉
)
= exp[α∗qβq + α
∗
pβp](
|α∗q+, α∗p+〉, |βq−, βp−〉
)
= δ(αq − βq)δ(αp − βp)(
|α∗q−, α∗p−〉, |βq+, βp+〉
)
= −δ(αq − βq)δ(αp − βp).
(4.1.41)
In the case of more than one Grassmann variable, the round brackets
(
| 〉, | 〉
)
, which
indicate the scalar product, are turned into the Dirac notation as follows:(
|αq, αp〉, |βq , βp〉
)
≡ 〈αp, αq|βq, βp〉. (4.1.42)
This indicates that to pass from the bra to the ket it is necessary to invert the order
of the entries for the q and the p. Otherwise if we interpreted for example the scalar
product
(
|0q−, 0p+〉, |0q−, 0p+〉
)
as 〈−0q,+0p|0q−, 0p+〉 and not as in (4.1.42), then we
would end up in the following contradiction:
〈−0q,+0p|0q−, 0p+〉 = 〈−0q,−0p|cp(−c¯p)|0q−, 0p−〉 =
= −〈−0q,−0p|0q−, 0p−〉 = −1 = −
(
|0q−, 0p+〉, |0q−, 0p+〉
)
. (4.1.43)
We have now all the ingredients to write down the “twisted” resolutions of the identity
analog to (4.1.17). They are∫
dαqdαp|αq+, αp+〉〈−α∗p,−α∗q | = 1∫
dαpdαq|αq−, αp−〉〈+α∗p,+α∗q | = 1. (4.1.44)
It is easy to prove that the LHS of (4.1.44) turns out to be equal to
|0+, 0+〉〈+0,+0| + |0−, 0+〉〈+0,−0| + |0+, 0−〉〈−0,+0| + |0−, 0−〉〈−0,−0| (4.1.45)
and this is clearly equal to 1 because it is made of the projectors on the 4 states:
|0+, 0+〉, |0−, 0+〉, |0+, 0−〉, |0−, 0−〉 (4.1.46)
which are a complete basis in the case of 2 Grassmann variables cq and cp. The proof
that they are a basis is analogous to the one presented in (4.1.11): as we have seen also
in Sec. 3.3, in the case of a 2-dimensional phase space we can build two commuting
Hermitian operators: {
N̂q = ĉ
q̂¯cq
N̂p = ĉ
p̂¯cp (4.1.47)
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and the states (4.1.46) are just the eigenstates of N̂q and N̂p with eigenvalues (0, 0),
(1, 0), (0, 1), (1, 1) respectively:
N̂q|0+, 0+〉 = 0, N̂p|0+, 0+〉 = 0
N̂q|0−, 0+〉 = |0−, 0+〉, N̂p|0−, 0+〉 = 0
N̂q|0+, 0−〉 = 0, N̂p|0+, 0−〉 = |0+, 0−〉
N̂q|0−, 0−〉 = |0−, 0−〉, N̂p|0−, 0−〉 = |0−, 0−〉.
(4.1.48)
If we had diagonalized only N̂q we would not have had a complete set of operators because
the states |0−, 0−〉 and |0−, 0+〉 have the same eigenvalue with respect to N̂q. The
degeneracy is completely removed by diagonalizing another Hermitian and commuting
operator like N̂p and so N̂q and N̂p make a complete set of operators
1.
The next thing we are going to prove is that the SvH scalar product is positive definite
in the general case of a system with 2n Grassmann variables. For n = 1 let us write the
second of the completeness relations (4.1.44) as follows:∫
dpdqdcpdcq|q, p, cq−, cp−〉〈+cp∗,+cq∗, p, q| = 1 (4.1.49)
where we have denoted with cq and cp, rather than αq and αp, the eigenvalues of ĉq and
ĉp and we have included the dependence of the wave functions also on p and q. Inserting
this completeness relation into the scalar product 〈Φ|ψ〉 between the states, we get
〈Φ|ψ〉 =
∫
dpdqdcpdcq〈Φ|q, p, cq−, cp−〉〈+cp∗,+cq∗, p, q|ψ〉 =
=
∫
dpdqdcpdcq Φ∗+(q, p, c
q , cp)ψ−(q, p, c
q, cp) (4.1.50)
where {
Φ+(q, p, c
q, cp) ≡ 〈−cp,−cq, p, q|Φ〉
ψ−(q, p, c
q, cp) ≡ 〈+cp∗,+cq∗, p, q|ψ〉. (4.1.51)
The function ψ− depends on (q, p, c
q, cp) and, because (cq, cp) are Grassmannian, it can
only have the following form
ψ−(q, p, c
q, cp) = 〈+cp∗,+cq∗, p, q|ψ〉 = (4.1.52)
= ψ0(q, p) + ψq(q, p)c
q + ψp(q, p)c
p + ψ2(q, p)c
qcp
where ψ0 is the zero-form, ψq the coefficient of c
q, ψp the coefficient of c
p and ψ2 is the
coefficient of the two-form. Φ+(q, p, c
q, cp) instead is
Φ+(q, p, c
q, cp) = 〈−cp,−cq, p, q|Φ〉 =
=
∫
dp′dq′dcp′dcq′〈−cp,−cq, p, q|q′, p′, cq′−, cp′−〉〈+cp′∗,+cq′∗, p′, q′|Φ〉 =
=
∫
dcp′dcq′(1 + cq∗cq′ + cp∗cp′ + cq∗cq′cp∗cp′) · (Φ0 +Φqcq′ +Φpcp′ +Φ2cq′cp′) =
= Φ2(q, p) + Φp(q, p)c
q∗ − Φq(q, p)cp∗ − Φ0(q, p)cq∗cp∗ (4.1.53)
1N̂q and N̂p have a Grassmannian nature and so the reader could doubt that the usual theorems on
Hermitian operators hold for them and that the four states (4.1.46) really make a complete basis. To
convince himself of that the reader can perform the long, but boring, calculation of checking (4.1.44) on
all possible states of the theory.
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where we have made use of the resolution of the identity (4.1.49) in the second step
above and of the scalar product (4.1.41) in the third step. Inserting now (4.1.52) and
(4.1.53) into (4.1.50) we get
〈Φ|ψ〉 =
∫
dpdqdcpdcq(Φ∗2 +Φ
∗
pc
q − Φ∗qcp − Φ∗0cpcq) · (ψ0 + ψqcq + ψpcp + ψ2cqcp) =
=
∫
dpdq [Φ∗0ψ0 +Φ
∗
qψq +Φ
∗
pψp +Φ
∗
2ψ2]. (4.1.54)
Using this equation we see that the norm of a generic state |ψ〉 is:
〈ψ|ψ〉 =
∫
dpdq
[
|ψ0|2 + |ψq|2 + |ψp|2 + |ψ2|2
]
. (4.1.55)
This confirms that the SvH scalar product is positive definite. Note that for the zero-
forms the SvH scalar product is reduced to the KvN one of (4.1.1).
The derivation that we have presented here can be repeated for any number of degrees
of freedom. The state becomes
ψ =
1
m!
2n∑
m=0
ψa1...am(ϕ)c
a1ca2 . . . cam (4.1.56)
and the SvH norm turns out to be
〈ψ|ψ〉 = K
∑
{ai}
2n∑
m=0
∫
dϕ |ψa1...am(ϕ)|2 (4.1.57)
where K is a positive number. The derivation is long but straightforward.
All the construction we have done here is very similar to the one of SvH [13] but
there is a crucial difference. The model examined by SvH is supersymmetric QM whose
Hamiltonian is Hermitian under the SvH scalar product. The Hamiltonian of our model
instead is not Hermitian under the same scalar product as we shall show below. In fact
the operator which corresponds to the H of (1.1.18) can be written as:
Ĥ = Ĥbos + Ĥferm (4.1.58)
where {
Ĥbos = λ̂aωab∂bH
Ĥferm = îc¯aωab∂b∂dHĉd.
(4.1.59)
Let us check the Hermitian nature of each piece: the bosonic part is nothing more than
the Liouvillian and it is Hermitian also under the SvH scalar product. In fact:
Ĥ†bos = (λ̂aωab∂bH)† = ∂bHωabλ̂a = λ̂aωab∂bH = Ĥbos (4.1.60)
where we have used the fact that, according to (4.1.3), λ̂†a = λ̂a. Now let us analyse
the fermionic part Ĥferm of the Hamiltonian. The SvH hermiticity conditions (4.1.4)-
(4.1.31) for the Grassmann variables are the following ones:{
(ĉa)† = ̂¯ca
(̂c¯a)
† = ĉa.
(4.1.61)
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Next let us write Ĥferm as
Ĥferm = îc¯aωab∂b∂dHĉd = îc¯aFad ĉd (4.1.62)
where Fad ≡ ωab∂b∂dH. Then
(Ĥferm)† = (îc¯aFad ĉd)† = (−i)(ĉd)†(F†)da(̂c¯a)† = −îc¯d(F†)daĉa. (4.1.63)
So Ĥferm would be Hermitian if F† = −F . As F is real, the relation F† = −F implies
that FT = −F . Let us see if this happens by taking
Fqp = ωqb∂b∂pH = ωqp∂p∂pH = ∂p∂pH (4.1.64)
and comparing it with its transposed element
Fpq = ωpb∂b∂qH = ωpq∂q∂qH = −∂q∂qH. (4.1.65)
We see that (4.1.64) and (4.1.65) are not the opposite of each other like it should be
for Ĥferm to be Hermitian. Note anyhow that if we consider a harmonic oscillator with
H =
1
2
p2+
1
2
q2, then Fqp = −Fpq and so Ĥ is Hermitian. This of course would not happen
for a generic potential and this concludes the proof that Ĥ is not always Hermitian under
the SvH scalar product.
Originally the CPI model was formulated directly via path integrals without deriving
it explicitly from the operatorial formalism. In QM instead the path integral can be
derived [28] by assembling infinitesimal time evolutions in operatorial form and inserting
between them suitable resolutions of the identity. We shall now do the same for the
CPI and as resolutions of the identity we shall use the ones associated to the SvH
scalar product. Before proceeding we should remember that, besides the Schro¨dinger
representation (1.1.32) in which ϕ̂a is a multiplicative operator while λ̂a = −i ∂
∂ϕa
is a
derivative one, we can also have a sort of “momentum” representation in which λ̂a is a
multiplicative operator and ϕ̂a is a derivative one; the same happens for the Grassmann
variables. So in this momentum representation we have:
ϕ̂a = i
∂
∂λa
ĉa =
∂
∂c¯a
.
(4.1.66)
The “wave functions” in this representation would depend on λ, c¯ and the resolution of
the identity involving λ and c¯ would be:∫
dλqdλpdc¯qdc¯p|λq, λp, c¯q+, c¯p+〉〈−c¯∗p,−c¯∗q , λp, λq| = 1 (4.1.67)
to be contrasted with the one involving ϕ and c¯ which is:∫
dqdpdcpdcq|q, p, cq−, cp−〉〈+cp∗,+cq∗, p, q| = 1. (4.1.68)
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Using the two resolutions of the identity above and the SvH scalar product we will prove
that the following kernel:
K(f |i) = 〈+cp∗f ,+cq∗f , ϕf |e−iĤ(tf−ti)|ϕi, cqi−, cpi−〉, (4.1.69)
which is the transition amplitude to go from (ϕi, c
q
i , c
p
i ) to (ϕf , c
q
f , c
p
f ), has the same path
integral structure which led to the CPI [5]. So we can say that the Hilbert space structure
of SvH leads just to the classical path integral. Later on we will prove the same also for
the other types of scalar product which we will introduce. The reader may wonder why
(4.1.69) is really the transition amplitude to go from (ϕi, c
q
i , c
p
i ) to (ϕf , c
q
f , c
p
f ) since the
final bra in (4.1.69) is 〈+cp∗f ,+cq∗f , ϕf |. The reason is that this bra is the eigenstate of ĉq
and ĉp with eigenvalues c
q
f , c
p
f . The proof goes as follows. Let us start from the following
relations: { ̂¯cq|ϕf , cq∗f +, cp∗f +〉 = cq∗f |ϕf , cq∗f +, cp∗f +〉̂¯cp|ϕf , cq∗f +, cp∗f +〉 = cp∗f |ϕf , cq∗f +, cp∗f +〉 (4.1.70)
and let us perform their Hermitian conjugation with the rules of the SvH scalar product.
We get { 〈+cp∗f ,+cq∗f , ϕf |ĉq = cqf 〈+cp∗f ,+cq∗f , ϕf |
〈+cp∗f ,+cq∗f , ϕf |ĉp = cpf 〈+cp∗f ,+cq∗f , ϕf |
(4.1.71)
that is what we wanted to prove.
Now, as it is usually done in QM, let us divide the interval tf − ti in (4.1.69) into N
intervals of length ǫ, so that Nǫ = tf − ti. The amplitude K(f |i) of (4.1.69) can then be
written as
K(f |i) = 〈+cp∗f ,+cq∗f , ϕf
∣∣∣∣exp[−iǫĤ] . . . exp[−iǫĤ]︸ ︷︷ ︸
N terms
∣∣∣∣ϕi, cqi−, cpi−〉. (4.1.72)
Let us then insert a resolution of the identity (4.1.67) in front of each exponential in
(4.1.72) and a resolution of the identity (4.1.68) behind each exponential. We get the
following expression:
K(f |i) = 〈+cp∗f ,+cq∗f , pf , qf |
{ N∏
j=1
∫
dλqjdλpjdc¯qjdc¯pjdqjdpjdc
p
jdc
q
j
|λqj , λpj , c¯qj+, c¯pj+〉 · 〈−c¯∗pj ,−c¯∗qj , λpj , λqj
∣∣∣exp[−iǫĤ]∣∣∣qj, pj, cqj−, cpj−〉
·〈+cp∗j ,+cq∗j , pj, qj|
}
|qi, pi, cqi−, cpi−〉. (4.1.73)
The subindex j on (q, p, λq, λp, c
q, cp, c¯q, c¯p) is the time label in the subdivision of the in-
terval (tf−ti) in N subintervals. There are various elements to evaluate in the expression
above. We can start from the last one which is easy to evaluate:
〈+cp∗1 ,+cq∗1 , p1, q1|qi, pi, cqi−, cpi−〉 = δ(p1 − pi)δ(q1 − qi)δ(cq1 − cqi )δ(cp1 − cpi ). (4.1.74)
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Another element is
〈+cp∗j ,+cq∗j , pj, qj |λqj−1 , λpj−1 , c¯qj−1+, c¯pj−1+〉 =
= exp
[
ipjλpj−1 + iqjλqj−1
]
〈+cp∗j ,+cq∗j |c¯qj−1+, c¯pj−1+〉 = (4.1.75)
= exp
[
ipjλpj−1 + iqjλqj−1
]
exp
[
cqj c¯qj−1 + c
p
j c¯pj−1
]
.
These expressions are the analog of the QM ones which link the momentum and space
eigenstates and can be derived in the same manner using the operatorial expression
(1.1.32) for λa and c¯a. The last element that we need in (4.1.73) is
〈−c¯∗pj ,−c¯∗qj , λpj , λqj |exp[−iǫĤ]|qj , pj , cqj−, cpj−〉 = (4.1.76)
= exp
[
−iǫH(ϕj , λj , cj , c¯j)
]
exp
[
c¯qjc
q
j + c¯pjc
p
j
]
exp
[
−iλqjqj − iλpjpj
]
.
Inserting (4.1.74)-(4.1.75)-(4.1.76) into (4.1.73) we get2
K(f |i) =
∫
Dµ exp
[
iǫ
N∑
j=1
λj
(ϕj+1 − ϕj)
ǫ
− ǫ
N∑
j=1
c¯j
(cj+1 − cj)
ǫ
− iǫ
N∑
j=1
H(j)
]
(4.1.77)
where the boundary conditions are:
ϕ0 = ϕi, ϕN+1 = ϕf , c0 = ci, cN+1 = cf (4.1.78)
and where the measure is:
Dµ =
( N∏
j=2
dϕjdλjdc¯jdcj
)
dλ1dc¯1. (4.1.79)
This measure indicates that the initial and the final (ϕ, c) are not integrated over. The
continuum limit of (4.1.77) can be easily derived:
K(f |i) =
∫ ϕfcf
ϕici
Dµ exp
[
i
∫
dtL
]
(4.1.80)
and L turns out to be the Lagrangian in (1.1.16). This confirms that, via the scalar
products and the resolutions of the identity of SvH (4.1.67)-(4.1.68), one gets just the
CPI.
We can summarize this long section by saying that with the SvH scalar product the
Hilbert space of CM is a true Hilbert space in the sense that the scalar product is positive
definite but unfortunately the Hamiltonian is not Hermitian even if the standard path
integral for CM can be reproduced.
2In the formula below we have suppressed the index “a” on (ϕa, λa, c
a, c¯a).
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4.2 The Gauge Scalar Product
In this section we will study another scalar product which is the one typically used
in gauge theories [39]; this is the reason why we will call it “gauge scalar product”.
Proceeding as in (4.1.3)-(4.1.4) for the SvH scalar product, we shall first “postulate”
some hermiticity conditions for the operators of the theory and then derive the scalar
product and the resolutions of the identity. For the bosonic variables we choose the same
hermiticity conditions as in the SvH case{
ϕ̂a† = ϕ̂a
λ̂†a = λ̂a
(4.2.1)
while for the Grassmann variables we choose:{
ĉa† = ĉâ¯c†a = ̂¯ca. (4.2.2)
This means that the Grassmann variables are Hermitian, differently from the SvH case
(4.1.61). With this choice the Hamiltonian of the CPI turns out to be Hermitian. In
fact from
Ĥ = Ĥbos + Ĥferm (4.2.3)
we have that Ĥbos is Hermitian as it was in the SvH case (4.1.60) because it involves
only the bosonic variables which are Hermitian both in the SvH (4.1.3) and in the gauge
case (4.2.1). On the other hand it is easy to prove that also the Ĥferm of (4.1.59) is
Hermitian. In fact:
(Ĥferm)† = −iĉdωab∂b∂dĤ¯ca = îc¯aωab∂b∂dHĉd = Ĥferm (4.2.4)
where in the second step of (4.2.4) we have used the anticommutation relations
[ĉd, ̂¯ca] = δda (4.2.5)
together with the fact that ωab∂b∂aH = 0. Therefore the overall Hamiltonian Ĥ is
Hermitian under the gauge scalar product and this is a first important difference from
the SvH case where Ĥ was not Hermitian. We will next check whether the scalar product
underlying the gauge hermiticity conditions (4.2.1)-(4.2.2) is positive definite, as in the
SvH case, or not.
Let us now perform all the steps necessary to implement the gauge scalar product
in the case of a single Grassmann variable c and its conjugate c¯. Their algebra and
hermiticity relations can be summarized in the following table:
[ĉ, ̂¯c]+ = 1
ĉ2 = ̂¯c2 = 0
ĉ† = ĉ̂¯c† = ̂¯c.
(4.2.6)
As in the SvH case, let us define a state |0−〉 by
ĉ|0−〉 = 0 (4.2.7)
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and a state |0+〉 by
|0+〉 ≡ ̂¯c|0−〉. (4.2.8)
If we calculate the norm of |0+〉, we get:(
|0+〉, |0+〉
)
=
(̂¯c|0−〉, ̂¯c|0−〉) = (|0−〉, ̂¯c† ̂¯c|0−〉) =
=
(
|0−〉, ̂¯c ̂¯c|0−〉) = (|0−〉, 0 · |0−〉) = 0. (4.2.9)
The same happens also for |0−〉:(
|0−〉, |0−〉
)
=
(
ĉ|0+〉, ĉ|0+〉
)
=
(
|0+〉, ĉ2|0+〉
)
=
=
(
|0+〉, 0 · |0+〉
)
= 0. (4.2.10)
First we notice that, differently from the SvH case, neither of these norms can be chosen
as we like; they are completely determined by the algebra given in (4.2.6). Second we
notice that these states, which are different from the null state, turn out to be of zero
norm: this is the first sign that the gauge scalar product is not positive definite. Then
if we evaluate the following scalar product:
〈+0|0−〉 =
(
|0+〉, |0−〉
)
=
(̂¯c|0−〉, |0−〉) = (|0−〉, ̂¯c†|0−〉) =
=
(
|0−〉, ̂¯c|0−〉) = (|0−〉, |0+〉) = 〈−0|0+〉 (4.2.11)
we discover that 〈+0|0−〉 and 〈−0|0+〉 are not determined by the algebra (4.2.6) and so
we could choose them to be 1:
〈+0|0−〉 = 〈−0|0+〉 = 1. (4.2.12)
In this way the complete set of scalar products is the following one:
(
|0+〉, |0+〉
)
= 0(
|0−〉, |0−〉
)
= 0(
|0+〉, |0−〉
)
= 1(
|0−〉, |0+〉
)
= 1.
(4.2.13)
Analogously to the SvH case let us now build the eigenstates of ĉ and ̂¯c which are
respectively: {
|α−〉 = e−α̂¯c|0−〉 = |0−〉 − α|0+〉
|β+〉 = e−βĉ|0+〉 = |0+〉 − β|0−〉.
(4.2.14)
The gauge scalar products among these states can be easily worked out using (4.2.13):
(
|α±〉, |β±〉
)
= ∓δ(α∗ − β)(
|α±〉, |β∓〉
)
= eα
∗β.
(4.2.15)
4.2 The Gauge Scalar Product 111
These relations should be compared with the SvH ones which are given in (4.1.16).
Next we have to build the resolutions of the identity analogous to the SvH ones
(4.1.17). In the gauge case they become:
−
∫
dα|α±〉〈±α∗| = 1. (4.2.16)
Note that the signs in the bra and ket are no longer “twisted” as they were in the SvH
case. To prove (4.2.16) we have to test it on all the states we are interested in, i.e. |β+〉
and |β−〉. First let us start with |β+〉 and the relation
−
∫
dα|α+〉〈+α∗| = 1. (4.2.17)
Applying the LHS of (4.2.17) on |β+〉 we obtain:
−
∫
dα|α+〉〈+α∗|β+〉 = −
∫
dα|α+〉(−)δ(α − β) =
=
∫
dα
(
|0+〉 − α|0−〉
)
(α− β) = |0+〉 − β|0−〉 = |β+〉 (4.2.18)
where in the first step above we used the scalar product (4.2.15). If we do the same for
|β−〉 we obtain:
−
∫
dα|α+〉〈+α∗|β−〉 = −
∫
dα|α+〉exp(αβ) =
= −
∫
dα
(
|0+〉 − α|0−〉
)
(1 + αβ) = |0−〉 − β|0+〉 = |β−〉 (4.2.19)
which proves (4.2.17). The proof is the same for
−
∫
dα|α−〉〈−α∗| = 1. (4.2.20)
Let us now find out which is the expression of the gauge scalar product between two
generic states |ψ〉 and |Φ〉. Using the resolution of the identity (4.2.20) we have
|ψ〉 = −
∫
dα|α−〉〈−α∗|ψ〉. (4.2.21)
As 〈−α∗|ψ〉 is a function of α, we can write it as 〈−α∗|ψ〉 = ψ1 + αψ2. Inserting in
(4.2.21) the expression (4.2.14) for |α−〉, we get:
|ψ〉 = −
∫
dα
(
|0−〉 − α|0+〉
)
(ψ1 + αψ2) = ψ1|0+〉+ ψ2|0−〉. (4.2.22)
Doing the same for 〈Φ| we get that the scalar product between two states |Φ〉 and |ψ〉 is
〈Φ|ψ〉 =
(
|Φ〉, |ψ〉
)
=
(
Φ1|0+〉+Φ2|0−〉, ψ1|0+〉+ ψ2|0−〉
)
= Φ∗1ψ1
(
|0+〉, |0+〉
)
+Φ∗1ψ2
(
|0+〉, |0−〉
)
+Φ∗2ψ1
(
|0−〉, |0+〉
)
+Φ∗2ψ2
(
|0−〉, |0−〉
)
=
= Φ∗1ψ2 +Φ
∗
2ψ1 (4.2.23)
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where in the last step we have used the scalar products (4.2.13). According to (4.2.23),
the norm of the state ψ1 + αψ2 is given by:
〈ψ|ψ〉 = ψ∗1ψ2 + ψ∗2ψ1 = 2Re ψ∗1ψ2. (4.2.24)
Differently from the SvH norms (4.1.26) the gauge ones (4.2.24) are not always positive
definite. For example the zero-forms (i.e. states like ψ = ψ1) have zero norm and the
same happens for the one-forms ψ = αψ2. It is also easy to build negative norm states
like for example:
ψ = ψ1 − ψ1α, (4.2.25)
for which ‖ψ‖2 = −2|ψ1|2.
Having worked out all the details for the case of one Grassmann variable, we should
now turn to the CPI where, for one degree of freedom, we have two Grassmann variables
(cq, cp). We can proceed along the same lines we followed for the SvH case: we derive all
the scalar products from one choice of normalization, e.g.
(
|0−, 0−〉, |0+, 0+〉
)
= i, using
the hermiticity conditions (4.2.2) and the anticommutators (4.2.5) among the Grassmann
variables. For example:(
|0+, 0+〉, |0−, 0−〉
)
=
(
−̂¯cq̂¯cp|0−, 0−〉, ĉq ĉp|0+, 0+〉) =
=
(
|0−, 0−〉,−̂¯cp̂¯cq ĉq ĉp|0+, 0+〉) = (|0−, 0−〉,−[̂c¯q, ĉq][̂c¯p, ĉp]|0+, 0+〉) =
= −
(
|0−, 0−〉, |0+, 0+〉
)
= −i. (4.2.26)
Using the same kind of calculation it is possible to prove that the only non-zero scalar
products are: 
(
|0−, 0−〉, |0+, 0+〉
)
= i(
|0+, 0+〉, |0−, 0−〉
)
= −i(
|0−, 0+〉, |0+, 0−〉
)
= −i(
|0+, 0−〉, |0−, 0+〉
)
= i.
(4.2.27)
Then, as in the SvH case, we can build the following states
|αq−, αp−〉 ≡ exp[−αq̂¯cq − αp̂¯cp]|0−, 0−〉 (4.2.28)
which are eigenstates of ĉq and ĉp with eigenvalues αq and αp:{
ĉq|αq−, αp−〉 = αq|αq−, αp−〉
ĉp|αq−, αp−〉 = αp|αq−, αp−〉.
(4.2.29)
The proof is the same as in the SvH case because it is based only on the commutation
relations which are the same in both cases. Analogously we can build the states
|βq+, βp+〉 = exp[−βq ĉq − βpĉp]|0+, 0+〉 (4.2.30)
4.2 The Gauge Scalar Product 113
which are eigenstates of ̂¯cq, ̂¯cp{ ̂¯cq|βq+, βp+〉 = βq|βq+, βp+〉̂¯cp|βq+, βp+〉 = βp|βq+, βp+〉 (4.2.31)
and the states {
|αq−, βp+〉 = exp[−αq̂¯cq − βpĉp]|0−, 0+〉
|βq+, αp−〉 = exp[−βq ĉq − αp̂¯cp]|0+, 0−〉 (4.2.32)
which are respectively eigenstates of the following operators:{
ĉq|αq−, βp+〉 = αq|αq−, βp+〉̂¯cp|αq−, βp+〉 = βp|αq−, βp+〉 (4.2.33){ ̂¯cq|βq+, αp−〉 = βq|βq+, αp−〉
ĉp|βq+, αp−〉 = αp|βq+, αp−〉.
(4.2.34)
Next, we can calculate the gauge scalar products among all these states using (4.2.27)
and the hermiticity relations (4.2.2). The results are:(
|αq−, αp−〉, |βq+, βp+〉
)
= i · exp(α∗qβq + α∗pβp)(
|αq−, αp−〉, |α′q−, βp+〉
)
= i · δ(α∗q − α′q)exp(α∗pβp)(
|αq−, αp−〉, |βq+, α′p−〉
)
= i · δ(α∗p − α′p)exp(α∗qβq)(
|αq−, αp−〉, |α′q−, α′p−〉
)
= i · δ(α∗q − α′q)δ(α∗p − α′p) (4.2.35)(
|βq+, βp+〉, |αq−, β′p+〉
)
= i · δ(β∗p − β′p)exp(β∗qαq)(
|βq+, βp+〉, |β′q+, αp−〉
)
= i · δ(β′q − β∗q )exp(β∗pαp)(
|βq+, βp+〉, |β′q+, β′p+〉
)
= i · δ(β∗q − β′q)δ(β∗p − β′p)(
|βq+, βp+〉, |αq−, αp−〉
)
= −i · exp(β∗qαq + β∗pαp).
Via these scalar products it is easy to prove the following resolutions of the identity:
i
∫
dαqdαp|αq±, αp±〉〈±α∗p,±α∗q | = 1 (4.2.36)
which should be compared with the SvH ones (4.1.44).
Using (4.2.36) we can derive the scalar product between two generic states as in the
SvH case, see (4.1.50)-(4.1.54). Let us first include in (4.2.36) also the variables ϕ or λ
as in (4.1.67)-(4.1.68). Written in terms of c and c¯ these relations are3
i
∫
dqdpdcqdcp|q, p, cq−, cp−〉〈−cp∗,−cq∗, p, q| = 1 (4.2.37)
i
∫
dλqdλpdc¯qdc¯p|λq, λp, c¯q+, c¯p+〉〈+c¯∗p,+c¯∗q , λp, λq| = 1. (4.2.38)
3We have used the variable c instead of α in the ket |α−〉 to indicate that this last one is an eigenstate
of ĉ with eigenvalue c. In the same way we have replaced |α+〉 with |c¯+〉.
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Inserting the resolution of the identity (4.2.37) into the scalar product 〈ψ|Φ〉 we obtain:
〈ψ|Φ〉 = i
∫
dqdpdcqdcp〈ψ|q, p, cq−, cp−〉〈−cp∗,−cq∗, p, q|Φ〉 =
= i
∫
dqdpdcqdcp ψ∗+(q, p, c
q, cp)Φ−(q, p, c
q, cp) (4.2.39)
where{
ψ+(q, p, c
q, cp) ≡ 〈−cp,−cq, p, q|ψ〉
Φ−(q, p, c
q, cp) ≡ 〈−cp∗,−cq∗, p, q|Φ〉 ≡ Φ0 +Φqcq +Φpcp +Φ2cqcp.
(4.2.40)
Note that:
ψ+(q, p, c
q, cp) = 〈−cp,−cq, p, q|ψ〉 =
= i
∫
dq′dp′dcq′dcp′〈−cp,−cq, p, q|q′, p′, cq′−, cp′−〉〈−cp∗′,−cq∗′, p′, q′|ψ〉 =
=
∫
dcq′dcp′δ(cp′ − cp∗)δ(cq′ − cq∗) · (ψ0 + ψqcq′ + ψpcp′ + ψ2cq′cp′) =
= ψ0 + ψqc
q∗ + ψpc
p∗ − ψ2cp∗cq∗. (4.2.41)
Therefore the complex conjugate of ψ+(q, p, c
q, cp) is
ψ∗+(q, p, c
q, cp) = ψ∗0 + ψ
∗
qc
q + ψ∗pc
p − ψ∗2cqcp (4.2.42)
and inserting (4.2.42) into (4.2.39) we obtain:
〈ψ|Φ〉 = i
∫
dϕdcqdcp[ψ∗0 + c
qψ∗q + c
pψ∗p − cqcpψ∗2 ] · [Φ0 +Φqcq +Φpcp +Φ2cqcp] =
= i
∫
dϕ
[
ψ∗2Φ0 − Φ2ψ∗0 + ψ∗pΦq − ψ∗qΦp
]
. (4.2.43)
The presence of the factor “i” in (4.2.43) is crucial in order to have a real norm. In fact:
〈ψ|ψ〉 = i
∫
dϕ
[
ψ∗2ψ0 − ψ2ψ∗0 + ψ∗pψq − ψ∗qψp
]
=
= 2 Im
∫
dϕ
[
ψ2ψ
∗
0 + ψ
∗
qψp
]
. (4.2.44)
From (4.2.44) we see that this is not a positive definite scalar product. Moreover the
zero-forms have zero-norm. This means that the scalar product of KvN for the zero-
forms is definitely not of the gauge type because the zero-forms in KvN had positive
norm.
The resolutions of the identity (4.2.37)-(4.2.38) are useful also in the derivation of the
path integral. In the SvH case we proved that the resolutions of the identity (4.1.67) and
(4.1.68) turned the operatorial formalism into the classical path integral. Let us now see
what happens for the gauge scalar product. In this case the transition amplitude K(f |i)
between an initial configuration (ϕi, c
q
i , c
p
i ) and a final one (ϕf , c
q
f , c
p
f ) becomes:
K(f |i) = 〈−cp∗f ,−cq∗f , ϕf |e−iĤ(tf−ti)|ϕi, cqi−, cpi−〉. (4.2.45)
4.2 The Gauge Scalar Product 115
The difference with respect to (4.1.69) is that the final bra is 〈−cp∗f ,−cq∗f , ϕf | and not
〈+cp∗f ,+cq∗f , ϕf |. The reason is that the dual of the ket |cq−, cp−〉 in the SvH case is a
bra of the form 〈+cp∗,+cq∗| while in the gauge case is a bra of the form 〈−cp∗,−cq∗|. In
fact starting from the relations:{
ĉq|ϕf , cq∗f −, cp∗f −〉 = cq∗f |ϕf , cq∗f −, cp∗f −〉
ĉp|ϕf , cq∗f −, cp∗f −〉 = cp∗f |ϕf , cq∗f −, cp∗f −〉
(4.2.46)
and performing their Hermitian conjugation according to the gauge scalar product, we
get { 〈−cp∗f ,−cq∗f , ϕf |ĉq = 〈−cp∗f ,−cq∗f , ϕf |cqf
〈−cp∗f ,−cq∗f , ϕf |ĉp = 〈−cp∗f ,−cq∗f , ϕf |cpf
(4.2.47)
i.e. the bra 〈−cp∗f ,−cq∗f , ϕf | is just an eigenstate of ĉq and ĉp with eigenvalues cqf and cpf .
Let us now slice the time interval (tf − ti) into N intervals of length ǫ like in (4.1.72)
and insert a relation like (4.2.38) on the left of each operator e−iĤǫ and one like (4.2.37)
on the right. What we obtain is
K(f |i) = 〈−cp∗f ,−cq∗f , pf , qf |
{ N∏
j=1
i2
∫
dλqjdλpjdc¯qjdc¯pjdqjdpjdc
q
jdc
p
j
|λqj , λpj , c¯qj+, c¯pj+〉 · 〈+c¯∗pj ,+c¯∗qj , λpj , λqj |exp[−iǫĤ]|qj, pj, cqj−, cpj−〉
·〈−cp∗j ,−cq∗j , pj, qj|
}
|qi, pi, cqi−, cpi−〉. (4.2.48)
Using (4.2.35) the last term in the expression above gives
〈−cp∗1 ,−cq∗1 , p1, q1|qi, pi, cqi−, cpi−〉 = iδ(q1 − qi)δ(p1 − pi)δ(cq1 − cqi )δ(cp1 − cpi ). (4.2.49)
Via the integration in q1, p1, c
q
1 , c
p
1 the Dirac deltas identify q1 = qi, p1 = pi, c
q
1 = c
q
i and
cp1 = c
p
i . Using again the scalar products (4.2.35) it is easy to evaluate the other terms
in (4.2.48):
〈−cp∗j ,−cq∗j , pj , qj|λqj−1 , λpj−1 , c¯qj−1+, c¯pj−1+〉 =
= i exp
[
ipjλpj−1 + iqjλqj−1
]
exp
[
cqj c¯qj−1 + c
p
j c¯pj−1
]
, (4.2.50)
〈+c¯∗pj ,+c¯∗qj , λpj , λqj
∣∣exp[−iǫĤ]∣∣qj, pj , cqj−, cpj−〉 =
= −i exp[−iǫH(j)]exp[−iλqjqj − iλpjpj + c¯qjcqj + c¯pjcpj ]. (4.2.51)
The N factors “−i” and the N factors “+i” which appear in the expressions above will
get compensated by the 2N factors “+i” in the resolutions of the identity (4.2.37) and
(4.2.38) we have used. The N resulting “−” signs can be absorbed by turning around
the integrations in cq and cp:
−
∫
dqjdpjdc
q
jdc
p
j =
∫
dqjdpjdc
p
jdc
q
j . (4.2.52)
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So, combining all the pieces, the final result is4:
K(f |i) = i
∫
Dµ exp
[
iǫ
( N∑
j=1
λj
ϕj+1 − ϕj
ǫ
+ ic¯j
cj+1 − cj
ǫ
−H(j)
)]
(4.2.53)
where the boundary conditions are:
ϕ0 = ϕi, ϕN+1 = ϕf , c0 = ci, cN+1 = cf (4.2.54)
and the measure is
Dµ =
( N∏
j=2
dϕjdλjdc¯jdcj
)
dλ1dc¯1 (4.2.55)
which is identical to the measure of the SvH case in (4.1.79). Both measures can be
turned, without any sign change, into the following one:
Dµ = dλq1dλp1dc¯q1dc¯p1
N∏
j=2
dqjdpjdλqjdλpjdc
q
jdc¯qjdc
p
jdc¯pj (4.2.56)
which is the one which originally appeared in the CPI [5]. Furthermore the discretized
Lagrangian appearing in (4.2.53) goes into the usual L of (1.1.16) in the continuum limit.
All this confirms that also via the gauge scalar product we can reproduce the classical
path integral.
We can summarize this section by saying that in the gauge scalar product Ĥ is Her-
mitian, the CPI can be obtained from the operatorial formalism but the scalar product
is not positive definite.
4.3 The Symplectic Scalar Product
The gauge scalar product which we explored in the previous section is not the only one
under which Ĥ is Hermitian. In this section we will explore another one which has the
same feature and whose hermiticity conditions are:{
(ĉa)† = iωab̂¯cb
(̂c¯d)
† = iωdf ĉ
f
(4.3.1)
{
ϕ̂a† = ϕ̂a
λ̂†a = λ̂a.
(4.3.2)
Because of the presence of the symplectic matrix ωab in (4.3.1) we will call “symplec-
tic” the scalar product which produces the hermiticity conditions above. Under these
conditions the bosonic part of Ĥ turns out to be Hermitian as it was in the SvH case
4The factor “i” in front of the RHS of (4.2.53) is due to the normalization we have chosen: in fact for
tf = ti and f = i the K(f |i) in (4.2.45) is equal to “i” instead of “1”.
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(4.1.60). If we take H =
p2
2
+ V (q), the fermionic part (4.1.59) can be written as
Ĥferm = îc¯q ĉp − îc¯pV ′′ĉq where V ′′ = ∂
2V
∂q2
. Applying the hermiticity conditions (4.3.1)
we get
Ĥ†ferm = (îc¯q ĉp)† − (îc¯pV ′′ĉq)† = −iĉp†̂¯c†q + iĉq†V ′′̂¯c†p =
= −i(−îc¯q)(−iĉp) + i · îc¯pV ′′iĉq = îc¯q ĉp − îc¯pV ′′ĉq = Ĥferm, (4.3.3)
i.e. also the fermionic part of Ĥ is Hermitian.
As usual let us now proceed by constructing a resolution of the identity and to find
out the expression of the symplectic scalar product in terms of the components of the
wave functions, as in (4.1.55) for the SvH case and in (4.2.43) for the gauge case. The
vector space is the same as in the SvH and the gauge cases and is spanned by the four
states
{|0−, 0−〉, |0−, 0+〉, |0+, 0−〉, |0+, 0+〉} defined in the usual way:
ĉq|0−, 0−〉 = ĉp|0−, 0−〉 = 0
|0+, 0−〉 = ̂¯cq|0−, 0−〉
|0−, 0+〉 = −̂¯cp|0−, 0−〉
|0+, 0+〉 = ̂¯cq|0−, 0+〉 = ̂¯cp̂¯cq|0−, 0−〉.
(4.3.4)
As in the previous cases we can choose how to normalize one of these states. This time
we choose the following normalization:(
|0+, 0+〉, |0+, 0+〉
)
= 1. (4.3.5)
From this and (4.3.4) one can easily obtain that the only non-zero scalar products are
(
|0−, 0+〉, |0+, 0−〉
)
= i(
|0+, 0−〉, |0−, 0+〉
)
= −i(
|0−, 0−〉, |0−, 0−〉
)
= −1.
(4.3.6)
In (4.3.6) we notice the presence of negative norm states like |0−, 0−〉. The states which
are needed in the decomposition of the identity are the ones we have already built in the
SvH and gauge cases: 
|αq−, αp−〉 ≡ e−αq̂¯cq−αp̂¯cp |0−, 0−〉
|βq+, αp−〉 ≡ e−βq ĉq−αp̂¯cp |0+, 0−〉
|αq−, βp+〉 ≡ e−αq̂¯cq−βpĉp |0−, 0+〉
|βq+, βp+〉 ≡ e−βq ĉq−βpĉp |0+, 0+〉.
(4.3.7)
From (4.3.5)-(4.3.6) and the commutation relations (1.1.17) we can easily derive the
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scalar products among the states (4.3.7). They are(
|αq−, αp−〉, |α′q−, α′p−〉
)
= −exp(−iα∗qα′p + iα∗pα′q)(
|αq−, βp+〉, |βq+, β′p+〉
)
= iδ(β′p + iα
∗
q)exp(iβqβ
∗
p)(
|αq−, αp−〉, |βq+, α′p−〉
)
= δ(βq − iα∗p)exp(iα′pα∗q)(
|αq−, αp−〉, |βq+, βp+〉
)
= δ(βq − iα∗p)δ(βp + iα∗q)(
|αq−, αp−〉, |α′q−, βp+〉
)
= −δ(βp + iα∗q)exp(−iα′qα∗p)(
|βq+, αp−〉, |β′q+, βp+〉
)
= −iδ(β′q − iα∗p)exp(−iβpβ∗q ) (4.3.8)(
|βq+, αp−〉, |αq−, βp+〉
)
= −i exp(iβ∗qβp + iα∗pαq)(
|βq+, αp−〉, |β′q+, α′p−〉
)
= δ(α∗p + iβ
′
q)δ(α
′
p − iβ∗q )(
|αq−, βp+〉, |α′q−, β′p+〉
)
= δ(α′q + iβ
∗
p)δ(iβ
′
p − α∗q)(
|α′q−, α′p−〉, |αq−, αp−〉
)
= −exp(−iα′∗q αp + iα′∗p αq)(
|βq+, βp+〉, |β′q+, β′p+〉
)
= exp(iβ∗qβ
′
p − iβ∗pβ′q).
These relations should be compared with their analogs in the SvH (4.1.41) and in the
gauge case (4.2.35). Before proceeding let us remember what we discussed after (4.1.42).
There we proved that in passing from the |ket〉 to the 〈bra| the order of the entries had
to be reversed: if in the |ket〉 the first entry was q, in the corresponding 〈bra| it had to
be p. This was the case for the SvH and gauge scalar products but it is no longer the
case here. In fact let us remember for example the relation
|0q−, 0p−〉 = ĉq ĉp|0q+, 0p+〉 (4.3.9)
and let us perform the Hermitian conjugation (4.3.1) of the operators appearing in (4.3.9);
we obtain the following relation:
〈0q+, 0p + |̂c¯q̂¯cp = 〈0q−, 0p − | (4.3.10)
which is perfectly consistent. This consistency indicates that we can keep the same order
in the entries of the 〈bra| and the |ket〉.
The resolutions of the identity that we get for the symplectic scalar product are∫
dαpdαq|αq−, αp−〉〈iα∗p+, (−iα∗q) + | = 1 (4.3.11)∫
dαpdαq|αq+, αp+〉〈(−iα∗p)−, iα∗q − | = 1. (4.3.12)
These resolutions should be compared with those of the SvH (4.1.44) and the gauge case
(4.2.36). The strange form of the 〈bra| appearing in (4.3.11) is actually necessary in
order to make it an eigenstate of ĉp and ĉq. In fact if we start from
̂¯cq|iα∗p+, (−iα∗q)+〉 = iα∗p|iα∗p+, (−iα∗q)+〉 (4.3.13)
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and perform the Hermitian conjugation, we get:
〈iα∗p+, (−iα∗q) + |̂c¯†q = 〈iα∗p+, (−iα∗q) + |(iα∗p)∗. (4.3.14)
Using the hermiticity conditions (4.3.1), we obtain that
〈iα∗p+, (−iα∗q) + |(−iĉp) = 〈iα∗p+, (−iα∗q) + |(−iαp)⇒
⇒ 〈iα∗p+, (−iα∗q) + |ĉp = 〈iα∗p+, (−iα∗q) + |αp. (4.3.15)
The same can be shown for ĉq. Let us start from
̂¯cp|iα∗p+, (−iα∗q)+〉 = −iα∗q |iα∗p+, (−iα∗q)+〉 (4.3.16)
and perform its Hermitian conjugation. What we get is:
〈iα∗p+, (−iα∗q) + |iĉq = 〈iα∗p+, (−iα∗q) + |iαq ⇒
⇒ 〈iα∗p+, (−iα∗q) + |ĉq = 〈iα∗p+, (−iα∗q) + |αq (4.3.17)
which proves our claim. Via (4.3.11) it is now easy to write the symplectic scalar product
in terms of the components of the states as in (4.1.55) for the SvH case and in (4.2.43)
for the gauge case. Let us consider two states |ψ〉 and |Φ〉 and their scalar product 〈Φ|ψ〉.
By inserting the resolution of the identity (4.3.11), we obtain:
〈Φ|ψ〉 =
∫
dαpdαq〈Φ|αq−, αp−〉〈iα∗p+, (−iα∗q) + |ψ〉 =
=
∫
dαpdαq Φ
∗
+(αq, αp)ψ−(αq, αp) (4.3.18)
where:
ψ−(αq, αp) ≡ 〈iα∗p+, (−iα∗q) + |ψ〉 (4.3.19)
and
Φ+(αq, αp) ≡ 〈αq−, αp − |Φ〉. (4.3.20)
Since αq and αp are Grassmann variables and ψ−(αq, αp) is a function of them we can
write it as
ψ−(αq, αp) = ψ0 + ψqαq + ψpαp + ψ2αqαp. (4.3.21)
Let us now find out the expression of Φ+ in terms of its components:
Φ+(αq, αp) = 〈αq−, αp − |Φ〉 =
=
∫
dα′pdα
′
q〈αq−, αp − |α′q−, α′p−〉〈iα′∗p +, (−iα′∗q ) + |Φ〉 =
=
∫
dα′pdα
′
q〈αq−, αp − |α′q−, α′p−〉Φ−(α′q, α′p) = (4.3.22)
= −
∫
dα′pdα
′
q exp(−iα∗qα′p + iα∗pα′q) · (Φ0 +Φqα′q +Φpα′p +Φ2α′qα′p)
= −Φ2 − iΦpα∗p − iΦqα∗q +Φ0α∗pα∗q .
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Inserting the expressions (4.3.21) and (4.3.22) in (4.3.18) we get:
〈Φ|ψ〉 =
∫
dαpdαq(−Φ∗2 + iΦ∗pαp + iΦ∗qαq +Φ∗0αqαp) · (4.3.23)
·(ψ0 + ψqαq + ψpαp + ψ2αqαp) = Φ∗0ψ0 + i(Φ∗qψp − Φ∗pψq)− Φ∗2ψ2.
If we include also the bosonic variables ϕ we obtain:
〈Φ|ψ〉 =
∫
dϕ
[
Φ∗0ψ0 + i(Φ
∗
qψp − Φ∗pψq)− Φ∗2ψ2
]
(4.3.24)
and the hermiticity conditions (4.3.1) are correctly reproduced since{ 〈Φ|ĉqψ〉 = 〈îc¯pΦ|ψ〉, 〈Φ|îc¯pψ〉 = 〈ĉqΦ|ψ〉
〈Φ|ĉpψ〉 = 〈−îc¯qΦ|ψ〉, 〈Φ| − îc¯qψ〉 = 〈ĉpΦ|ψ〉. (4.3.25)
Let us also notice that the scalar product (4.3.24) reproduces the KvN one for the zero-
forms,
〈Φ|ψ〉 =
∫
dϕ Φ∗0ψ0. (4.3.26)
This happened also in the SvH but not in the gauge case. Unfortunately the symplectic
scalar product is not positive definite. In fact from (4.3.24) we notice that there are
states, like the two-forms Φ = Φ2αqαp, with negative norm:
〈Φ|Φ〉 = −
∫
dϕ|Φ2|2 (4.3.27)
and states, like the one-forms with real coefficients ψ = ψqα
q + ψpα
p, with zero norm:
〈ψ|ψ〉 = i
∫
dϕ(ψqψp − ψpψq) = 0. (4.3.28)
The symplectic scalar product can be easily generalized to the case of n degrees of
freedom. First of all let us rewrite (4.3.24) as:
〈Φ|ψ〉 =
∫
dϕ
[
Φ∗0ψ0 + iΦ
∗
aω
abψb +
i2
2!
Φ∗a1a2ω
a1b1ωa2b2ψb1b2
]
(4.3.29)
where the notation has the following meaning:
ϕa = (q, p), Φa = (Φq,Φp), Φqp = Φ2, Φqq = 0, Φpp = 0. (4.3.30)
Then it is a long but straightforward calculation to prove that two generic states of the
form:
ψ =
2n∑
m=0
1
m!
ψa1...amc
a1 . . . cam ; Φ =
2n∑
m=0
1
m!
Φb1...bmc
b1 . . . cbm (4.3.31)
have the following symplectic scalar product:
〈Φ|ψ〉 =
2n∑
m=0
im
m!
∫
dϕ Φ∗a1...amω
a1b1 . . . ωambmψb1...bm . (4.3.32)
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The last issue we want to explore is whether we can reproduce, via the symplectic scalar
product and its decompositions of the identity, the CPI starting from the operatorial
formalism, as in the SvH and gauge cases. Let us first include in the resolutions of the
identity (4.3.11)-(4.3.12) the bosonic variables. What we get is:∫
dϕdcpdcq|ϕ, cq−, cp−〉〈icp∗+, (−icq∗)+, ϕ| = 1 (4.3.33)∫
dλ dc¯p dc¯q|λ, c¯q+, c¯p+〉〈(−ic¯∗p)−, ic¯∗q−, λ| = 1. (4.3.34)
The kernel K(f |i) in the symplectic case takes the form:
K(f |i) = 〈icp∗f +, (−icq∗f )+, ϕf
∣∣∣e−iĤ(tf−ti)∣∣∣ϕi, cqi−, cpi−〉. (4.3.35)
Note that the difference with respect to (4.1.69) and (4.2.45) is in the initial 〈bra|.
Since K(f |i) ≡ K(ϕf , cqf , cpf |ϕi, cqi , cpi ) is the transition amplitude between an initial
configuration (ϕi, c
q
i , c
p
i ) and a final one (ϕf , c
q
f , c
p
f ), the 〈bra| which appears in (4.3.35),
i.e. 〈icp∗f +, (−icq∗f )+, ϕf |, must be an eigenstate of ĉp and ĉq with eigenvalues cpf and cqf .
This is actually the case as it has been proved in (4.3.15) and (4.3.17). The procedure
then continues, as in the previous cases, by splitting the time interval (tf − ti) in (4.3.35)
into N intervals of length ǫ
K(f |i) = 〈icp∗f +, (−icq∗f )+, ϕf | e−iǫĤe−iǫĤ . . . e−iǫĤ︸ ︷︷ ︸
N terms
|ϕi, cqi−, cpi−〉. (4.3.36)
Inserting (4.3.34) on the left and (4.3.33) on the right of each term e−iǫĤ, we get the
same discretized expression as in (4.1.77). We skip the details here because they are
very similar to the SvH and gauge cases and the result is the same. Therefore also in
the symplectic case we can reproduce the classical path integral (1.1.15).
We can say that up to now in this chapter we have shown that there is more than
one extension of the KvN scalar product, the SvH and the symplectic one, but both of
them have defects: for the first one Ĥ is not Hermitian, while for the second one the
scalar product is not positive definite. The gauge scalar product instead is not even
an extension of the KvN theory because, differently from the KvN case, the zero-forms
states have zero-norms, see (4.2.43).
4.4 “Physical” Hilbert Space
In this section we will address the issue of what is the physical subspace of the full Hilbert
space underlying the CPI. With a little abuse of notation, we call physical subspace the
one made of positive norm states on which Ĥ is Hermitian. We shall perform this analysis
for all the three scalar products studied in the previous sections starting from the SvH
one of Sec. 4.1.
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4.4.1 Salomonson-van Holten Case
In this case all the states in the Hilbert space have positive definite norm but Ĥ is
not always Hermitian. This is an unacceptable feature because it would lead to the
non-conservation of the norm creating in this way difficulties in assigning the meaning of
probability to the norm of a generic state, differently from what happens in the zero-form
case. The linear subspace of the full Hilbert space on which Ĥ is Hermitian is defined
by the following condition: (
Ĥ − Ĥ†
)
|ψ〉 = 0. (4.4.1)
The next thing we have to guarantee is that the vector subspace defined by (4.4.1) be
closed under time evolution. This means that a state |ψ′〉, obtained via an infinitesimal
time evolution from a physical state |ψ〉:
|ψ′〉 = e−iǫĤ|ψ〉, (4.4.2)
must still be physical, i.e.:
(Ĥ − Ĥ†)|ψ′〉 = 0. (4.4.3)
Inserting (4.4.2) into (4.4.3) we get
(Ĥ − Ĥ†)|ψ′〉 = (Ĥ − Ĥ†)|ψ〉 − iǫ(Ĥ − Ĥ†)Ĥ|ψ〉 =
= −iǫ
[
Ĥ, (Ĥ − Ĥ†)
]
|ψ〉 = iǫ
[
Ĥ, Ĥ†
]
|ψ〉 (4.4.4)
that implies that for |ψ′〉 to be physical the following condition must also be satisfied[
Ĥ, Ĥ†
]
|ψ〉 = 0. (4.4.5)
Let us analyse the commutator structure of (4.4.5). If we write Ĥ = Ĥbos+Ĥferm we get
that the commutator contained in the LHS of (4.4.5) turns into the following expression:
[Ĥ, Ĥ†] = [Ĥferm, Ĥ†ferm] + [Ĥbos, Ĥ†ferm] + [Ĥferm, Ĥbos]. (4.4.6)
Let us look at the first term on the RHS of (4.4.6). The general expression of Ĥferm was
given in (4.1.59) and, choosing H to be of the form H =
n∑
i=1
p2i /2+V (q1, . . . , qn), we get
Ĥferm = îc¯qi ĉpi − îc¯pj∂i∂jV ĉqi . (4.4.7)
Using the SvH Hermitian conjugation rules (4.1.61), we obtain:
Ĥ†ferm = −îc¯pi ĉqi + îc¯qi∂i∂jV ĉpj . (4.4.8)
So the first term in (4.4.6) turns out to be
[Ĥferm, Ĥ†ferm] = ̂¯cqi ĉqi − ̂¯cpi ĉpi + (∂i∂jV )(∂l∂mV )[̂c¯pj ĉpmδil − ̂¯cql ĉqiδmj ] (4.4.9)
while the second and the third term in (4.4.6) contain third order derivatives in the
potential V . To find solutions |ψ〉 of (4.4.5), whose form is independent of the potential,
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we should impose that |ψ〉 be annihilated separately by the terms in (4.4.6) which contain
no derivative in V, next by those which contain first derivatives of V and so on. By looking
at (4.4.6) and (4.4.9) the term with no derivative of V is (̂c¯qi ĉ
qi − ̂¯cpi ĉpi); imposing it on
|ψ〉 we get
(̂c¯qi ĉ
qi − ̂¯cpi ĉpi)|ψ〉 = 0 (4.4.10)
which implies
cqi
∂
∂cqi
|ψ〉 = cpi ∂
∂cpi
|ψ〉. (4.4.11)
If we represent |ψ〉 as
ψ(ϕ, c) =
2n∑
j=0
1
j!
ψa,b,...,j(ϕ)c
acb . . . cj (4.4.12)
then (4.4.11) is satisfied by those ψ(ϕ, c) which contain the same number of cq and cp.
Clearly these forms are Grassmannian even, which implies immediately that odd forms
cannot be physical. Before going on to check whether also the terms in (4.4.9) with second
derivatives in V annihilate these forms, let us remember that we must also satisfy the
condition (4.4.1). The operator Ĥ − Ĥ† with H of the form H =
n∑
i=1
p2i
2
+ V (q1, . . . , qn)
has the expression
Ĥ − Ĥ† = (îc¯qi ĉpi + îc¯pi ĉqi)− i(̂c¯pj∂i∂jV ĉqi + ̂¯cqi∂i∂jV ĉpj). (4.4.13)
Again, a physical form must be annihilated separately by the terms independent of V and
by those depending on it. So, using (4.4.13), (4.4.1) gives the following two conditions:
(̂c¯qi ĉ
pi + ̂¯cpi ĉqi)|ψ〉 = 0 (4.4.14)
(̂c¯pj∂i∂jV ĉ
qi + ̂¯cqi∂i∂jV ĉpj)|ψ〉 = 0. (4.4.15)
Let us now remember that, because of (4.4.11), the state |ψ〉 must contain the same
number of cq and cp. Therefore it is easy to realize that (4.4.14) implies that the following
two relations must hold separately:
̂¯cqi ĉpi |ψ〉 = 0 (4.4.16)̂¯cpi ĉqi |ψ〉 = 0. (4.4.17)
Analogously (4.4.15) implies that each term in it separately annihilates |ψ〉:
̂¯cpj(∂i∂jV )ĉqi |ψ〉 = 0 (4.4.18)̂¯cqi(∂i∂jV )ĉpj |ψ〉 = 0. (4.4.19)
Let us now construct a linear combination of (4.4.16) and (4.4.18) of the following form:
(îc¯qi ĉ
pi − îc¯pj∂i∂jV ĉqi)|ψ〉 = 0. (4.4.20)
It is easy to realize, looking at (4.4.7), that this is equivalent to:
Ĥferm|ψ〉 = 0. (4.4.21)
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Performing instead a linear combination of (4.4.17) and (4.4.19) of the form
(−îc¯pi ĉqi + îc¯qj∂i∂jV ĉpi)|ψ〉 = 0 (4.4.22)
we immediately realize that this is equivalent to:
Ĥ†ferm|ψ〉 = 0. (4.4.23)
These are the two relations which complete our proof. In fact, using (4.4.21)-(4.4.23),
we have that (4.4.9) becomes:
[Ĥ, Ĥ†]|ψ〉 = [Ĥferm, Ĥ†ferm]|ψ〉+ [Ĥbos, Ĥ†ferm]|ψ〉+ [Ĥferm, Ĥbos]|ψ〉 =
= −Ĥ†fermĤbos|ψ〉+ ĤfermĤbos|ψ〉 = −Ĥ†ferm|ψ′〉+ Ĥferm|ψ′〉 = 0.
(4.4.24)
The last step is based on the fact that |ψ′〉 ≡ Ĥbos|ψ〉 is still a physical state. In fact
Ĥbos acts only on the bosonic coefficients of the states and so it does not modify their
Grassmannian structure which determines whether a state is physical or not.
Up to now we have proved that a state, to be physical, must be annihilated by the
fermionic part of the Hamiltonian Ĥ. The next step is to find the explicit form of such
states. We want to start with an example. Let us take a two-form with n degrees of
freedom. In order to satisfy (4.4.11) the two-form must contain one variable cq and one
variable cp and so it must be of the form:
ψ = ψqipkc
qicpk . (4.4.25)
If we impose (4.4.17) on the state (4.4.25) we obtain:
cqα
∂
∂cpα
ψ = 0 =⇒ ψqipαcqαcqi = 0. (4.4.26)
For the properties of the Grassmann variables the previous relation is satisfied if we take
α = i. This means that we have to take a two-form of the type:
ψ = ψq1p1c
q1cp1 + ψq2p2c
q2cp2 + . . .+ ψqnpnc
qncpn (4.4.27)
i.e. a form in which each cqi is coupled with the relative cpi . Let us indicate, for simplicity,
the various components ψqjpj as ψ(j)(ϕ). Then (4.4.27) can be written as
ψ =
∑
j
ψ(j)(ϕ)c
qjcpj . (4.4.28)
Inserting (4.4.28) into (4.4.18)-(4.4.19), it is easy to prove that they can be satisfied only
if all the coefficients ψ(j)(ϕ) in (4.4.28) are the same
ψ(j)(ϕ) = K(ϕ). (4.4.29)
So (4.4.27) turns out to be
ψ = K(ϕ)[cq1cp1 + cq2cp2 + . . . + cqncpn ]. (4.4.30)
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One sees that somehow the dependence on the indices of the coefficients of the two-forms
has disappeared. In general the coefficients K(ϕ) will be the same for forms of the same
rank but they will change with the rank. So for example a “physical” inhomogeneous
form of rank up to 4 will be:
ψ = ψ0(ϕ) +K(ϕ)
∑
i
cqicpi + S(ϕ)
∑
i,j
(cqicpi)(cqjcpj) + . . . (4.4.31)
Anyhow all our construction proves only that states of the form (4.4.31) are physical but
not that they are the only ones. We feel anyhow very confident that they are actually
the only ones. From the physical point of view the homogeneous physical forms, like
(4.4.30), are “somehow” isomorphic to the zero-forms. In fact Ĥferm annihilates them,
see (4.4.21), and this is the same that happens on the zero-forms. Basically Ĥferm
acts on the Grassmann variables in (4.4.30) annihilating them; so we are left with only
K(ϕ) changing under the time evolution and this K(ϕ) evolves like a zero-form. Instead
an inhomogeneous state like (4.4.31) is made of a sum of terms, each isomorphic to a
zero-form; so we can say that it is like a linear superposition of the various zero-forms
ψ0(ϕ),K(ϕ), S(ϕ). It is also easy to realize that among these physical states we always
have the zero-forms and the 2n or volume-forms. Before concluding we should point out
that the physical condition (4.4.1) limits the forms to be of the type (4.4.31) only if we
do not put any restriction on the potential V . If we put restriction instead, for example
choosing a harmonic oscillator potential or a separable potential, then the condition
(4.4.1) is satisfied by a wider class of forms than the ones in (4.4.31). This concludes the
analysis of the SvH case.
4.4.2 Symplectic Case
Let us now turn to the other scalar products and in particular to the symplectic one
of Sec. 4.3. The Hamiltonian Ĥ in this case is Hermitian but not all the states of the
Hilbert space have positive norm. So the “physical” Hilbert space, which we will indicate
with Hphys, should be a vector subspace of the full Hilbert space, made only of positive
norm states. Anyhow this subspace Hphys cannot be identified with the set H
(+) of all
the positive norm states. In fact it is easy to realize that H(+) is not a vector space
because the linear combination of two states with positive norm, ψ ≡ αψ(1)+ + βψ(2)+
where α and β are complex coefficients, does not necessarily belong to H(+). We will
provide an explicit example of this fact in (4.4.50). So Hphys can only be a particular
subspace of H(+). In order to build it, it is better to change the variables, and pass from
the set (q̂i, p̂i, λ̂qi , λ̂pi , ĉ
qi , ĉpi , ̂¯cqi , ̂¯cpi) to the following one:
ẑi ≡ 1√
2
(q̂i + ip̂i), ̂¯zi ≡ 1√
2
(q̂i − ip̂i)
l̂i ≡ 1√
2
(λ̂qi − iλ̂pi), ̂¯li ≡ 1√
2
(λ̂qi + iλ̂pi)
ξ̂i ≡ 1√
2
(ĉqi + iĉpi), ̂¯ξi ≡ 1√
2
(−̂¯cqi + îc¯pi)
ξ̂i∗ ≡ 1√
2
(ĉqi − iĉpi), ̂¯ξ∗i ≡ 1√
2
(̂c¯qi + îc¯pi).
(4.4.32)
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From (1.1.17) it is easy to work out the graded commutators among the new variables
(4.4.32). In particular we will be interested in the following ones: [ξ̂i, ̂¯ξj] = −δij , [ξ̂i, ̂¯ξ
∗
j ] = 0
[ξ̂i∗, ̂¯ξ∗j ] = +δij, [ξ̂i∗, ̂¯ξj ] = 0. (4.4.33)
Under the symplectic Hermitian conjugation (4.3.1), we get
ξ̂i† = ̂¯ξi, ξ̂i∗† = ̂¯ξ∗i . (4.4.34)
Note that this “hermiticity” properties for the Grassmann variables (ξ̂, ξ̂∗), (̂¯ξ, ̂¯ξ∗) are
the same as the SvH one (4.1.61) for the variables ĉa, ̂¯ca. The crucial difference is in the
anticommutator
[ξ̂i, ̂¯ξj] = −δij (4.4.35)
which, for the analog SvH variables, had the opposite sign on the RHS: [ĉqi , ̂¯cqj ] = δij .
We shall show that it is just this difference in sign which gives rise to negative norm
states in the symplectic case. Let us define in the case n = 1 the state:
ξ̂|0−, 0−〉 = ξ̂∗|0−, 0−〉 = 0. (4.4.36)
Applying the other operators on |0−, 0−〉 we obtain easily the other basic states of the
theory: 
|0+, 0−〉 = ̂¯ξ|0−, 0−〉
|0−, 0+〉 = −̂¯ξ∗|0−, 0−〉
|0+, 0+〉 = ̂¯ξ∗̂¯ξ|0−, 0−〉.
(4.4.37)
These states |0±, 0±〉 will be different from those defined in (4.3.4) via the operators
ĉ and ̂¯c because they are eigenstates of different operators. Besides the hermiticity
conditions, let us choose, as usual, a normalization for one of the states |0±, 0±〉. In
particular let us impose: (
|0−, 0−〉, |0−, 0−〉
)
= −1. (4.4.38)
Via the definitions (4.4.37) and the anticommutation relations (4.4.33), we easily obtain
the following normalization conditions for the other states:
(
|0+, 0−〉, |0+, 0−〉
)
= 1(
|0−, 0+〉, |0−, 0+〉
)
= −1(
|0+, 0+〉, |0+, 0+〉
)
= 1.
(4.4.39)
From the definition (4.4.37) we could represent the states as follows:{
|0−, 0−〉 = ξξ∗, |0−, 0+〉 = ξ
|0+, 0−〉 = ξ∗, |0+, 0+〉 = 1. (4.4.40)
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From this representation one sees that |0+, 0+〉 is the basis of the zero-forms. This
explains the reason for the normalization choice
(
|0−, 0−〉, |0−, 0−〉
)
= −1: in this way
the normalization of |0+, 0+〉 turns out to be +1 and, as a consequence, the zero-form-
states have positive norm as in the KvN case. According to (4.4.40) the scalar products
(4.4.39) can be written as{
(ξξ∗, ξξ∗) = −1, (ξ, ξ) = −1
(ξ∗, ξ∗) = 1, (1, 1) = 1
(4.4.41)
and so a generic state
ψ(ξ, ξ∗) = ψ0 + ψξξ + ψξ∗ξ
∗ + ψ2ξξ
∗ (4.4.42)
has the following norm:
〈ψ|ψ〉 = |ψ0|2 − |ψξ|2 + |ψξ∗ |2 − |ψ2|2. (4.4.43)
The differences of sign between (4.4.43) and (4.1.55) are due to the minus signs appearing
in (4.4.38)-(4.4.39) instead of the plus signs appearing in (4.1.37)-(4.1.40).
We will now generalize our treatment to the case of n = 2. If we still want that
|0 + 0 + 0 + 0+〉 be the basis of the zero-forms and have positive norm like in the KvN
case, then we should not choose the analog of the normalization (4.4.38) but rather:(
|0− 0− 0− 0−〉, |0 − 0− 0− 0−〉
)
= 1. (4.4.44)
With this choice it is easy to prove that we get(
|0 + 0 + 0 + 0+〉, |0 + 0 + 0 + 0+〉
)
= 1 (4.4.45)
and, as a consequence, the zero-forms have positive norm. In general, for n degrees of
freedom, in order to have positive norm for the zero-forms we should make the following
choice for the normalization of the state |0− 0− . . . 0− 0−〉:
〈0− 0− . . . 0− 0− |0− 0− . . . 0− 0−〉 = (−1)n. (4.4.46)
We have now all the ingredients to start looking for the physical states. From the
norms in (4.4.41) we infer that in general a homogeneous form ψ =
1
l!
ψij...lξ
iξj∗ . . . ξl has
positive norm if the number of ξ variables is odd. This rule holds not only for n = 1 but
also for higher n. For example, the representation of |0− 0− 0− . . . 0−〉 in n dimensions
is
|0− 0− 0− . . . 0−〉 = ξ1ξ1∗ξ2ξ2∗ . . . ξnξn∗ (4.4.47)
and its norm is (4.4.46), i.e. (−1)n, which is +1 if n (number of ξ contained) is even
and −1 if n is odd. So we have a criterion to look for positive norm states: if a generic
homogeneous state
1
l!
ψab...lc
acb . . . cl is given, we first transform the ca variables into
ξi, ξi∗ variables via (4.4.32):
1
l!
ψab...lc
acb . . . cl =⇒ 1
l!
ψ˜ij...ξ
iξj∗ . . . (4.4.48)
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and then we count the number of ξ: if they are even, the state has positive norm; if
they are odd, the state has negative norm. Of course this is a sufficient and necessary
condition for homogeneous states but not for non-homogeneous ones. For example the
state
ψ =
1
2!
ψabξ
aξb + ψaξ
a (4.4.49)
is made of two parts, a two-form ψabξ
aξb, and a one-form ψaξ
a. From what we said
above the two-form has positive norm because it contains two ξ, while the one-form has
a negative one. Still the overall norm
〈ψ|ψ〉 =
∑
a<b
ψabψ
∗
ab −
∑
a
ψaψ
∗
a (4.4.50)
could well be positive. Indeed this is the statement that the subspace H(+) of H is not
a vector space. In fact in the example (4.4.49) we have summed a vector of H(+) with
one of H(−) and ended up in a vector of H(+). Anyhow it is possible to find a subspace
of H(+) which is a vector space.
Let us stick to the homogeneous positive forms and let us check what happens under
time evolution. First we rewrite the Hamiltonian Ĥ in terms of the new variables (4.4.32)
as:
Ĥ = i∂aHl̂a − i∂¯aĤ¯la + (ξ̂k̂¯ξa + ξ̂a∗̂¯ξ∗k)∂k∂¯aH + ξ̂a∗̂¯ξk∂¯a∂¯kH + ξ̂â¯ξ∗k∂a∂kH (4.4.51)
where ∂¯i =
∂
∂z¯i
and ∂i =
∂
∂zi
. If we now take a generic homogeneous state of positive
norm, i.e., with an even number of ξ:
ψ =
1
q!
ψij...qξ
iξj∗ . . . ξq, (4.4.52)
in general the time evolution will turn it into a positive norm state because Ĥ is Hermitian
and the evolution is unitary. Nevertheless the final state will be the sum of two terms,
the first with an even number of ξ and the second with an odd number. In fact the last
two terms in (4.4.51) change the number of ξ and ξ∗ factors in the state (4.4.52). For
example the first of these two terms removes a ξ from (4.4.52) and injects a ξ∗ into it.
So the resulting state is an inhomogeneous form in ξ. This is not surprising because,
even if Ĥ conserves the form number in ca, it does not conserve the form number in
ξi and ξi∗ separately. If we restrict our space of homogeneous positive norm states to
those which are annihilated by the last two terms of (4.4.51), then the time evolution
will occur only via the first four terms of (4.4.51) which will not modify the number of
ξ and ξ∗ contained in the state. It is easy to check that the states of the form:
ψphys ≡ ψ0(ϕ) +B(ϕ)
∑
i,j
ξiξi∗ξjξj∗ + C(ϕ)
∑
i,j,k,l
ξiξi∗ξjξj∗ξkξk∗ξlξl∗ + . . . (4.4.53)
are annihilated by the last two terms of H. The features of these states are:
1) each homogeneous form contained in them is made of products of an even number
of ξi and ξi∗;
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2) all indices are summed over;
3) in the homogeneous forms each term has the same coefficient: in our example B(ϕ)
is the coefficient of the 4-form, C(ϕ) is the coefficient of the 8-form.
The states (4.4.53) have positive norm because they are the sum of orthogonal positive
norm states. Moreover the time evolution turns them in states with the same features
because the last two terms in Ĥ, which could break the pairs ξiξi∗, give zero on states
of the form (4.4.53). So this family of states is closed under time evolution. Last but
not least, differently than generic positive norm states, those of the form (4.4.53) make
a vector space: the sum of two forms with arbitrary coefficients is still a form which has
the properties 1), 2), 3) which define this family. So these states have all the features
to be physical states: they have positive norm, they are closed under time evolution and
they make a vector space. Furthermore not only the last two terms of Ĥ, but also the
previous two containing second derivatives of H, annihilate the states (4.4.53):[
(ξ̂k̂¯ξa + ξ̂a∗̂¯ξ∗k)∂k∂¯aH]ψphys = 0. (4.4.54)
The four terms containing second derivatives of H are what we called Ĥferm in the first
part of this section. So (4.4.54) implies that
Ĥfermψphys = 0. (4.4.55)
This feature is preserved under time evolution because
[
Ĥ, Ĥferm
]
ψphys = 0. Note that
(4.4.55) is the same equation we obtained in the SvH case (4.4.21). Therefore also for
the states (4.4.53) there is no evolution of the Grassmann variables. Only Ĥbos evolves
the states acting on the coefficients ψ0(ϕ), B(ϕ), C(ϕ) just like the Liouvillian on the
zero-forms. In this sense also the symplectic physical states, like the SvH ones, are
“isomorphic” to a set of zero-forms. Nevertheless the SvH physical states are many
more than the symplectic physical ones. In fact if we take for example a 4-form in
(4.4.53), by turning the ξi, ξi∗ into cq, cp variables via (4.4.32), we get :
A(z, z¯)ξiξi∗ξjξj∗ =
A˜(ϕ)
4
[
(cqi + icpi)(cqi − icpi)(cqj + icpj )(cqj − icpj )
]
=
=
A˜(ϕ)
4
[
(−icqicpi + icpicqi)(−icqjcpj + icpjcqj )
]
=
=
A˜(ϕ)
4
2icpicqicpjcqj2i = −A˜(ϕ)cpicqicpjcqj (4.4.56)
and this is a physical 4-form also in the SvH case. But if we take a 6-form an analogous
calculation gives:
A(z, z¯) ξiξi∗ξjξj∗ξkξk∗ = −iA˜(ϕ) cpicqicpjcqjcpkcqk . (4.4.57)
A 6-form like this is physical in the SvH case because it is annihilated by Ĥferm and
so Ĥ is Hermitian on it. Nevertheless in the symplectic case it cannot be a physical
form since it has negative norm because it contains an odd number of ξ. So the class of
physical states is wider in the SvH case than in the symplectic one.
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4.4.3 Connection between the Symplectic and the Gauge Case
What about the gauge scalar product we analysed in Sec. 4.2? Actually we are less
interested in it because the zero-forms have zero norm violating in this way the main
feature of the KvN scalar product which we wanted to maintain. Nevertheless in order
to find the physical Hilbert space also in this case the way to proceed is the following.
Let us define the new Grassmann variables:
ψ̂a ≡ ĉ
a + iωab̂¯cb√
2̂¯ψa ≡ ̂¯ca + iωabĉb√
2
.
(4.4.58)
Using the symplectic hermiticity conditions (4.3.1) for the variables (ĉa, ̂¯ca), we get that
ψ̂a† = ψ̂a, ̂¯ψ†a = ̂¯ψa (4.4.59)
which means that ψ̂a and ̂¯ψa are Hermitian like the Grassmann variables in the gauge
scalar product (4.2.2). This is an interesting connection between the symplectic and the
gauge scalar product which can be used to find the physical subspace. In fact it is easy
to prove that the anticommutation relations among (ψ̂a, ̂¯ψa) are the same as the ones
among the variables ĉa:
[ψ̂a, ̂¯ψb] = δab , [ψ̂a, ψ̂b] = 0, [̂¯ψa, ̂¯ψb] = 0. (4.4.60)
Furthermore the inverse transformations of (4.4.58) are:
ĉa =
ψ̂a − iωab ̂¯ψb√
2
̂¯ca = ̂¯ψa − iωabψ̂b√
2
.
(4.4.61)
Having proved all this we can introduce, as in (4.4.32), the Grassmann variables:
ξ̂i =
1√
2
(ĉqi + iĉpi) =
1
2
(ψ̂qi + iψ̂pi − î¯ψpi − ̂¯ψqi)
ξ̂i∗ =
1√
2
(ĉqi − iĉpi) = 1
2
(ψ̂qi − iψ̂pi − î¯ψpi + ̂¯ψqi)
̂¯ξi = 1√
2
(−̂¯cqi + îc¯pi) = 12(−̂¯ψqi − iψ̂pi + î¯ψpi + ψ̂qi)̂¯ξ∗i = 1√
2
(̂c¯qi + îc¯pi) =
1
2
(̂¯ψqi + iψ̂pi + î¯ψpi + ψ̂qi). (4.4.62)
It is easy to realize that, if ψ̂ and ̂¯ψ satisfy the algebra and the anticommutation relations
of the gauge scalar product, then the set of operators ξ̂, ξ̂∗, ̂¯ξ, ̂¯ξ∗ satisfy exactly (4.4.33)-
(4.4.34). Therefore, even starting from the gauge scalar product, we can repeat the
same kind of considerations made in the symplectic case in order to find out which is
the subset of physical states.
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4.5 Generalized Scalar Products
From the previous sections we can conclude that all the three scalar products we have
analysed have either Ĥ non-Hermitian or the scalar product non-positive definite. We
shall show in this section that this is not a feature of the particular scalar products that
we have introduced: even the most general one cannot have both Ĥ Hermitian and no
negative norm states.
Let us limit our analysis to the case of n = 1 and H =
p2
2
+ V (q). What we want to
do now is to find out the most general hermiticity conditions for (ĉa, ̂¯ca) under which Ĥ
is Hermitian5. After this we will analyse whether any of the associated scalar product is
positive definite.
The bosonic part of Ĥ is always Hermitian and therefore we should only care about
the fermionic part which is
Ĥferm = îc¯q ĉp − îc¯pV ′′(q)ĉq. (4.5.1)
For this to be Hermitian the two pieces on the RHS of (4.5.1) must be separately Her-
mitian since the second one, differently from the first, contains the potential V . So we
must have:
(îc¯q ĉ
p)† = îc¯q ĉ
p (4.5.2)
(−îc¯pĉq)† = −îc¯pĉq. (4.5.3)
Let us now see which are the most general hermiticity conditions on ̂¯cq and ĉp which
satisfy (4.5.2). Imposing a general condition of the form:{
ĉp† = αĉp + β̂¯cq̂¯c†q = γĉp + δ̂¯cq (4.5.4)
and inserting it in (4.5.2) we get
αδ − βγ = 1. (4.5.5)
Besides (4.5.2) ĉp and ̂¯cq have to satisfy also the relations ((ĉp)†)† = ĉp, ((̂c¯q)†)† = ̂¯cq.
Inserting (4.5.4) into them we get the following further conditions on the coefficients
α, β, γ, δ:
α∗α+ β∗γ = 1 (4.5.6)
α∗β + β∗δ = 0 (4.5.7)
αγ∗ + δ∗γ = 0 (4.5.8)
γ∗β + δ∗δ = 1. (4.5.9)
From (4.5.6) and (4.5.9) we get
|α|2 − |δ|2 = −2i Im(β∗γ) =⇒
{
|α| = |δ|
Im(β∗γ) = 0.
(4.5.10)
5For ϕ̂ and λ̂ we will stick to the standard hermiticity conditions (4.1.3).
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So β∗γ is a real number and from (4.5.6) we get that β∗γ ≤ 1. We will have to analyse
three different cases: 
β∗γ = 1
β∗γ = 0
β∗γ = z,
(4.5.11)
where z is a real number different from 0 and 1. It is possible to show that the hermiticity
conditions (4.5.4) in the three cases (4.5.11) become respectively:
β∗γ = 1 ⇒
 ĉ
p† = ib̂c¯q̂¯c†q = ib ĉp (4.5.12)
β∗γ = 0 ⇒
{
ĉp† = eiθα ĉp̂¯c†q = iγI ĉp + e−iθα̂¯cq (4.5.13)
β∗γ = z ⇒
{
ĉp† = eiθα ĉp + ib̂c¯q̂¯c†q = e−iθα̂¯cq (4.5.14)
where b, γI are the imaginary part of β, γ and the variable θα is the phase of α: α = e
iθα .
Note that, if b = −1, (4.5.12) gives part of the hermiticity conditions of the symplectic
scalar product (4.3.1). If instead θα = 0 and γI = 0, (4.5.13) gives part of the gauge
scalar product hermiticity conditions (4.2.2). Analogously if θα = 0 and b = 0, (4.5.14)
also gives part of the gauge scalar product hermiticity conditions (4.2.2). So, via our
procedure, we got some generalizations of either the symplectic or the gauge scalar
product. We did not get generalizations of the SvH one because in that case Ĥ can be
non-Hermitian while here we are searching for all the scalar products under which Ĥ
is Hermitian. Let us remember that up to now we have only satisfied (4.5.2). In order
to satisfy also the hermiticity conditions (4.5.3) we can note that they can be obtained
from (4.5.2), replacing p with q and vice versa. So the associated hermiticity conditions
can be derived from (4.5.12), (4.5.13), (4.5.14), replacing p with q and vice versa: ĉ
q† = iâ¯cp̂¯c†p = ia ĉq (4.5.15){
ĉq† = eiθβ ĉq̂¯c†p = iγ′I ĉq + e−iθβ̂¯cp (4.5.16){
ĉq† = eiθβ ĉq + iâ¯cp̂¯c†p = e−iθβ̂¯cp. (4.5.17)
In the formulae above the variables a, θβ, γ
′
I are real parameters that can vary like b, θα, γI
in (4.5.12), (4.5.13), (4.5.14). Now, having three conditions (4.5.12), (4.5.13), (4.5.14)
which satisfy (4.5.2), and three (4.5.15), (4.5.16), (4.5.17) which satisfy (4.5.3), we have
nine combinations which satisfy both (4.5.2) and (4.5.3). The next step in our proce-
dure is to see whether some of the scalar products associated to these nine hermiticity
conditions are positive definite. In order to perform this analysis in a neater form we
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shall introduce in each scalar product a metric gij . If we write the states as:{
ψ = ψ0 + ψ1c
q + ψ2c
p + ψ3c
qcp
Φ = Φ0 +Φ1c
q +Φ2c
p +Φ3c
qcp
(4.5.18)
then we can define the matrix gij by the following equation:
〈Φ|ψ〉 ≡
∫
dϕΦ∗i g
ijψj (4.5.19)
where i, j can be (0, 1, 2, 3). It is easy to get convinced that all the three scalar products,
SvH (4.1.55), gauge (4.2.43) and symplectic one (4.3.24), can be written in the form
(4.5.19) with different choices of the metric.
Let us now see which metric we obtain out of the hermiticity conditions (4.5.12)-
(4.5.15) which are: 
ĉp† = ib̂c¯q̂¯c†q = ib ĉp
ĉq† = iâ¯cp̂¯c†p = ia ĉq.
(4.5.20)
The first two equations of (4.5.20) can be written as
〈ĉpΦ|ψ〉 = 〈Φ|ib ∂
∂cq
ψ〉
〈ib ∂
∂cq
Φ|ψ〉 = 〈Φ|ĉpψ〉.
(4.5.21)
Similarly the last two equations of (4.5.20) are equivalent to
〈ĉqΦ|ψ〉 = 〈Φ|ia ∂
∂cp
ψ〉
〈ia ∂
∂cp
Φ|ψ〉 = 〈Φ|ĉqψ〉.
(4.5.22)
Inserting (4.5.19) into (4.5.21) and (4.5.22) we get that the real parameters a and b in
(4.5.20) must be one the opposite of the other: a = −b. With the choice g00 = 1 the
whole metric turns out to be
gij =

1 0 0 0
0 0 −ib 0
0 ib 0 0
0 0 0 −b2
 . (4.5.23)
Let us first notice that with the choice b = −1 the metric (4.5.23) reproduces, via (4.5.19),
the usual symplectic scalar product (4.3.24) which is not positive definite. In general,
to check whether (4.5.23) gives positive definite scalar products, we should calculate the
eigenvalues of (4.5.23) and see if they are all positive. These eigenvalues are:
λ1 = 1
λ2 = +b
λ3 = −b
λ4 = −b2.
(4.5.24)
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So we see that there are always two negative eigenvalues. This ultimately confirms
that the scalar product associated to (4.5.23) is not positive definite. Let us now turn
to another of the nine possible hermiticity conditions, in particular the one obtained
combining (4.5.12) with (4.5.16):
ĉp† = ib̂c¯q̂¯c†q = ib ĉp
ĉq† = eiθβ ĉq̂¯c†p = iγ′I ĉq + e−iθβ̂¯cp.
(4.5.25)
It is easy to realize that this choice of hermiticity conditions is not consistent. In fact
from the standard anticommutation relation [ĉq, ̂¯cq] = 1 we get this other one
[ĉq†, ̂¯c†q] = 1 (4.5.26)
and replacing in it the expression obtained from (4.5.25) we get:
[ĉq†, ̂¯c†q] = [eiθβ ĉq, (i/b)ĉp] = 0 (4.5.27)
which contradicts (4.5.26). We have a similar problem with the hermiticity conditions
obtained combining (4.5.12) and (4.5.17):
ĉp† = ib̂c¯q̂¯c†q = ib ĉp
ĉq† = eiθβ ĉq + iâ¯cp̂¯c†p = e−iθβ̂¯cp.
(4.5.28)
In fact from [ĉp, ̂¯cp]=1 we get:
[ĉp†, ̂¯c†p] = 1 (4.5.29)
but inserting (4.5.28) in (4.5.29) we obtain
[ĉp†, ̂¯c†p] = [ib̂c¯q, e−iθβ̂¯cp] = 0 (4.5.30)
which contradicts (4.5.29).
Another hermiticity condition which is inconsistent is the one obtained combining
(4.5.13) with (4.5.15). In that case in fact, instead of (4.5.29), we would get
[ĉp†, ̂¯c†p] = [eiθα ĉp, (i/a)ĉq ] = 0. (4.5.31)
Analogously the hermiticity conditions obtained combining (4.5.14) and (4.5.15) are
inconsistent. In fact in this case we get
[ĉq†, ̂¯c†q] = [iâ¯cp, e−iθα̂¯cq] = 0 (4.5.32)
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which contradicts (4.5.26). Let us now analyse the case (4.5.13)-(4.5.16) which gives the
following hermiticity conditions:
ĉp† = eiθα ĉp̂¯c†q = iγI ĉp + e−iθα̂¯cq
ĉq† = eiθβ ĉq̂¯c†p = iγ′I ĉq + e−iθβ̂¯cp.
(4.5.33)
The parameters θα, θβ, γI , γ
′
I have to satisfy the following conditions: θα = θβ, γI = −γ′I
which lead to the following metric gij :
gij =

ig03eiθαγI 0 0 g
03
0 0 g03eiθα 0
0 −g03eiθα 0 0
−g03e2iθα 0 0 0
 . (4.5.34)
The eigenvalue equation associated to this metric is(
λ2 + (g03)2e2iθα
)(
λ2 − ig03eiθαγIλ+ (g03)2e2iθα
)
= 0. (4.5.35)
Two of its eigenvalues are
λ = ±ig03eiθα (4.5.36)
and one sees that, for example, the choice θα = 0 and g
03 = i leads to a positive and a
negative eigenvalue. In general it is impossible to obtain from (4.5.36) two real eigen-
values. This proves that even the scalar product which is associated to the hermiticity
conditions (4.5.33) is not positive definite. This case is a generalization of the gauge
scalar product (4.2.43); in fact it reduces to it with the choice γI = 0, g
03 = −i, θα = 0.
Let us now proceed to other cases like for example the one whose hermiticity conditions
are the combination of (4.5.13) and (4.5.17). From these relations we get
ĉp† = eiθα ĉp
ĉq† = eiθβ ĉq + iâ¯cp̂¯c†q = iγI ĉp + e−iθα̂¯cq̂¯c†p = e−iθβ̂¯cp.
(4.5.37)
Using these expressions and imposing the following relations:{
[ĉq, ĉp]† = 0
[̂c¯q, ̂¯cp]† = 0, (4.5.38)
we get that in (4.5.37) we must choose a = γI = 0. Therefore the hermiticity conditions
are the same as those which led to the metric (4.5.34) with γI = 0. Therefore also the
scalar product (4.5.13)-(4.5.17) is not positive definite. A similar analysis can be carried
out for the hermiticity conditions given by the combination of (4.5.14) and (4.5.16). Also
in this case we get that, in order to satisfy (4.5.38), we must put b = γ′I = 0 in (4.5.14)
and (4.5.16). These relations lead again to the metric (4.5.34) with γI = 0 which is not
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positive definite. The last of the nine hermiticity conditions that we have to examine is
the combination of (4.5.14) and (4.5.17). This leads to the metric
gij =

0 0 0 g03
0 0 g03eiθα 0
0 −g03eiθα 0 0
−g03e2iθα 0 0 −ig03eiθαb
 (4.5.39)
whose eigenvalues are given by the solutions of the equation(
λ2 + (g03)2eiθα
)(
λ2 + ig03eiθαbλ+ (g03)2e2iθα
)
= 0. (4.5.40)
Two solutions are given by
λ = ±ig03eiθα (4.5.41)
and again it is impossible to obtain two real and positive eigenvalues from them. Since
the metric (4.5.39) have negative eigenvalues, the associated scalar product is not positive
definite. It should be noticed that also (4.5.39) is a generalization of the gauge scalar
product which is obtained with the following choice of parameters: b = 0, θα = 0,
g03 = −i.
To summarize what we have done in this section, we can say that the whole set of
consistent scalar products under which Ĥ is Hermitian is given by the three metrics
(4.5.34), (4.5.39) and (4.5.23). The first two are generalizations of the gauge scalar
product while the last one is a generalization of the symplectic case. None of these three
generalizations leads to a positive definite scalar product. So we have proved that if Ĥ
is Hermitian for every choice of the Hamiltonian H then the associated scalar product is
not positive definite. As a consequence, based on standard rules of logic, we have that if
the associated scalar product is positive definite then Ĥ can turn out to be non-Hermitian.
This second case is exemplified in the SvH scalar product.
Of course the theorem above holds if we work in the full Hilbert space. It is easy to
see that, even with the generalized scalar products (4.5.23), (4.5.34) and (4.5.39), the
subspace of positive norm states, closed under time evolution and with the feature of
being a vector space, is isomorphic to the space of zero-forms. We will skip the proof
because it is very similar to that presented in Sec. 4.4.
4.6 Grassmann Variables and Jacobi Fields
Despite the detailed mathematical analysis contained in this chapter, the reader may
still be puzzled by the results we have gotten. In fact it is difficult to accept that in
CM we cannot have at the same time a positive definite scalar product and a Hermitian
Hamiltonian. In this section we would like to give some tentative physical explanations
of this result.
Let us for example analyse chaotic systems, i.e. systems which have trajectories flying
away exponentially as time passes by. The variables which describe this behaviour better
are the so-called Jacobi fields which are defined as
δϕa(t, ϕ0) = ϕ
a
2(t, ϕ0 + δϕ0)− ϕa1(t, ϕ0) (4.6.1)
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where ϕa1(t) and ϕ
a
2(t) are the two trajectories which start at time t = 0 very close to
each other respectively in ϕ0 and ϕ0 + δϕ0. The evolution of these Jacobi fields δϕ
a is
the same as that of the Grassmann variables ca:[
δab ∂t − ωal
∂2H
∂ϕl∂ϕb
]
δϕb = 0. (4.6.2)
The Euclidean square distance between the two trajectories in phase space is given by
D(ϕ0, t) ≡ ‖δϕa‖2 (4.6.3)
and it is a function of t and ϕ0. In more precise mathematical terms the inequality which
defines a system as chaotic is the following one:
lim
t→∞
1
t
ln
∫
dϕ0D(ϕ0, t) > 0. (4.6.4)
One immediately infers from (4.6.4) that the phase space of chaotic systems has re-
gions of non-zero measure such that the trajectories which originate from there fly away
exponentially as time passes by.
Now we want to show that, in those regions, also the components ψa of any one-form
ψ = ψac
a behave as the Jacobi fields. Let us first turn to the “momentum” representation
for the Grassmann variables replacing c with c¯. In the c¯ representation it is natural to
use, instead of the notation (4.1.52):
〈+cp∗,+cq∗, ϕ|ψ〉 = ψ0 + ψqcq + ψpcp + ψ2cqcp (4.6.5)
the following one:
〈−c¯∗p,−c¯∗q, ϕ|ψ〉 = ψ0 + ψq c¯q + ψpc¯p + ψ2c¯q c¯p. (4.6.6)
In this basis a completeness relation, analog to the first one of (4.1.44), is then∫
dc¯qdc¯p|c¯q+, c¯p+〉〈−c¯∗p,−c¯∗q | = 1 (4.6.7)
and inserting it into the LHS of (4.6.5) we get the relation between (4.6.5) and (4.6.6),
i.e.:
〈+cp∗,+cq∗|ψ〉 =
∫
dc¯qdc¯p〈+cp∗,+cq∗|c¯q+, c¯p+〉 · 〈−c¯∗p,−c¯∗q |ψ〉 =
=
∫
dc¯qdc¯p(1 + c
q c¯q + c
pc¯p − cqcpc¯q c¯p) · (ψ0 + ψq c¯q + ψpc¯p + ψ2c¯q c¯p) =
= −ψ2 − ψpcq + ψqcp + ψ0cqcp. (4.6.8)
Comparing this with the RHS of (4.6.5) we get that:
ψ0 = −ψ2
ψq = −ψp
ψp = ψ
q
ψ2 = ψ
0.
(4.6.9)
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The reason why we have introduced the c¯ representation is that, as we will show below,
the components ψq and ψp transform, under time evolution, as the Jacobi fields δq, δp
of (4.6.1). The evolution of the wave functions (4.6.6) is given by the Hamiltonian Ĥ
expressed in the “momentum” representation, i.e.:
Ĥferm = ic¯aMad
∂
∂c¯d
. (4.6.10)
where Mad = ω
ab∂b∂dH. Restricting ourselves to the part of the wave function (4.6.6)
which is linear in the c¯ variables, we have that the infinitesimal evolution gives:
ψa(ǫ)c¯a(ǫ) = e
−iĤǫ
(
ψa(0)c¯a(0)
)
. (4.6.11)
Inserting (4.6.10) into (4.6.11) we get easily:
ψa(ǫ) = ψa(0) + ǫMadψ
d(0). (4.6.12)
If we now solve, for an infinitesimal time, the equation of motion (4.6.2) for the Jacobi
fields we get:
δϕa(ǫ) = δϕa(0) + ǫMad δϕ
d(0). (4.6.13)
This proves that the variables ψa and the Jacobi fields δϕa evolve in the same way and
if the latter diverge exponentially with t, the same happens to ψa. This implies that
the behaviour with t of the distance D(ϕ0, t) (4.6.3) and of
∑
a
|ψa(ϕ0, t)|2 are the same.
Furthermore if (4.6.4) holds, also the following inequality holds:
lim
t→∞
1
t
ln
∫
dϕ0
∑
a
|ψa(ϕ0, t)|2 > 0. (4.6.14)
Then via (4.6.9) we can replace (4.6.14) with
lim
t→∞
1
t
ln
∫
dϕ0
∑
a
|ψa(ϕ0, t)|2 > 0 (4.6.15)
and the argument of the logarithm is exactly the SvH norm of the one-form ψa(ϕ0, t)c
a.
So in the case of chaotic systems the norm of the states ψ = ψac
a in the SvH scalar
product ∫
dϕ0
∑
a
|ψa(ϕ0, t)|2 (4.6.16)
diverges exponentially, just like (4.6.4). Now if we take the sum of a zero-form ψ0 and a
one-form ψac
a
ψ˜ ≡ ψ0 + ψaca. (4.6.17)
the SvH norm of ψ˜ becomes:
‖ψ˜‖2 =
∫
dϕ0|ψ0(ϕ0, t)|2 +
∫
dϕ0
∑
a
|ψa(ϕ0, t)|2. (4.6.18)
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Let us suppose that in the SvH scalar product Ĥ were Hermitian. Then the norm of ψ˜
would be conserved under the time evolution. Anyhow we know that the second piece in
(4.6.18), i.e.
(∫
dϕ0
∑
a
|ψa|2
)
, increases for chaotic systems and this implies that, for
‖ψ˜‖2 to be conserved, the first term in (4.6.18), i.e.
∫
dϕ0|ψ0|2, cannot be conserved.
The non-conservation of this piece implies a violation of the Liouville theorem but this
is an absurd. Therefore Ĥ must be non-Hermitian in the SvH scalar product. To put
things in simpler terms: if we have a chaotic system we must be able to produce, from
the operator of evolution e−iĤt, an exponential diverging behaviour like:
e−iĤt −→ Ke+lt (4.6.19)
with l a real number. This happens only if Ĥ is not Hermitian. In fact only in this case
Ĥ can have complex eigenvalues producing something like (4.6.19). This same kind of
behaviour can be produced also in the gauge and symplectic case where Ĥ is Hermitian
but the scalar product is not positive definite. In this case even Hermitian operators can
have complex eigenvalues and the proof goes as follows. Let us start from the hermiticity
of Ĥ, i.e.:
〈ψ|Ĥψ〉 = 〈Ĥψ|ψ〉. (4.6.20)
If |ψ〉 is an eigenstate of Ĥ with eigenvalue λ then (4.6.20) can be written as
λ〈ψ|ψ〉 = λ∗〈ψ|ψ〉. (4.6.21)
From this relation we cannot deduce that λ = λ∗ because, in a non-positive definite
scalar product, the state |ψ〉 could be of zero norm and satisfy (4.6.21) whatever is the
value, real or complex, of λ.
This analysis explains the reason why for a generic potential, as we have assumed
throughout this paper, we have either a positive definite Hilbert space or Ĥ Hermitian
but never both of them. This last possibility can happen only for specific potentials. For
example in the SvH case the Ĥ associated to a Hamiltonian of the form
H =
1
2
p2 +
1
2
q2 (4.6.22)
is Hermitian, see (4.1.64)-(4.1.65). As this is a harmonic oscillator one may be tempted to
generalize the result and jump to the conclusion that, for integrable systems, differently
than for chaotic ones, we could have both Ĥ Hermitian and the scalar product positive
definite. It is actually not so: even for harmonic oscillators only some of them have the
features above. In fact let us insert the mass and the frequency in H:
H =
1
2m
p2 +
1
2
mω2q2. (4.6.23)
and check if the associated Ĥ is Hermitian under the SvH hermiticity conditions{
(ĉq)† = ̂¯cq
(ĉp)† = ̂¯cp. (4.6.24)
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p
q
Fig. 4.1: Phase space trajectories for a harmonic oscillator with
1
ω2
= m2.
The only part of Ĥ which can encounter problems is Ĥferm which, with the Hamiltonian
(4.6.23), turns out to be
Ĥferm = i
̂¯cq ĉp
m
− îc¯pĉqmω2. (4.6.25)
Using (4.6.24) its Hermitian conjugate is
Ĥ†ferm = îc¯q ĉpmω2 − i
̂¯cq ĉp
m
. (4.6.26)
Comparing (4.6.25) and (4.6.26) one sees that Ĥferm is Hermitian only if
1
ω2
= m2. (4.6.27)
So, given the mass of the system, only the harmonic oscillators whose frequency is given
by (4.6.27) are Hermitian. It is easy to realize that all the oscillators satisfying (4.6.27)
have trajectories in phase space which are circles (see Fig. 4.1). Note that in this case,
since Ĥ is Hermitian, the norm of the Jacobi fields, i.e. the arrows in Fig. 4.1, does not
change with time. If instead
1
ω2
6= m2 then the trajectories are ellipses, see Fig. 4.2,
and the norm of the Jacobi fields is not preserved during the time evolution just as a
consequence of the non-hermiticity of Ĥ.
The reader may object that the relation (4.6.27) can be disrupted by just changing
the system of units which we use to measure ω and m. Anyhow we should note that,
if we change the units, we have to change also the hermiticity conditions (4.6.24) for
dimensional reasons and, under the new hermiticity conditions, Ĥ is again Hermitian.
In fact, looking at the Lagrangian (1.1.16), we notice that the kinetic term of the action
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p
q
Fig. 4.2: Phase space trajectories for a harmonic oscillator with
1
ω2
6= m2.
is
∫
dt c¯q c˙
q and so the dimensions of cq are the inverse of c¯q: [c
q] = [c¯q]
−1. The same
happens for cp: [cp] = [c¯p]
−1. From the interaction term
∫
dt c¯p∂q∂qHc
q of the action
associated to the L of (1.1.16) we get that
[cp] =
M
T
[cq]. (4.6.28)
So the hermiticity conditions (4.6.24) should be written as
(ĉq)† = ̂¯cq · 1q, (ĉp)† = ̂¯cp · 1p (4.6.29)
where 1q and 1p are dimensionful quantities. Of course we could choose ĉ
q to be di-
mensionless but if ĉq is dimensionless then ĉp must have dimensions because of (4.6.28).
Consequently 1p would have the dimension of [c
p]2 and so it would change with the
system of units. Let us for example choose the S.I. system of units and the hermiticity
conditions {
(ĉq)† = ̂¯cq
(ĉp)† = ̂¯cp. (4.6.30)
The harmonic oscillators which are Hermitian are those satisfying: m = α ·Kgω = 1
α
sec−1.
(4.6.31)
If we now pass to the CGS system the relation (4.6.31) becomes m = α · 10
3g
ω =
1
α
sec−1
(4.6.32)
and mω = 103 6= 1. In any case also the hermiticity conditions (4.6.30), in the new units,
have to be changed: {
(ĉq)† = ̂¯cq
(ĉp)† = 106 ̂¯cp (4.6.33)
142 4. Hilbert Space Structure with Forms: I
and with these new hermiticity conditions Ĥ is Hermitian even under the condition
(4.6.32).
This concludes this chapter. In the next one we will analyse the same issues by using
an entirely bosonic Ĥ first introduced in [16]. We shall also analyse what happens when
we change the representation for the Grassmann variables [43].
5. Hilbert Space Structure with
Forms: II
What is proved by impossibility proofs is lack of imagination.
-John Bell, 1982.
As we have seen in the previous chapter the introduction of the Grassmann variables
creates some problems at the level of the CPI, since it becomes impossible to endow the
associated Hilbert space with a positive definite scalar product and, at the same time,
to have a unitary evolution. To overcome these difficulties we want to analyse in this
chapter two other functional formulations of CM. In the first one the Jacobi fields are
represented by bosonic variables and belong to the vector (or its dual) representation of
the symplectic group. In the second formulation the Jacobi fields are given as condensates
of Grassmann variables belonging to the spinor representation of the metaplectic group.
For both formulations we shall show that, differently from what happens in the case
presented in the previous chapter, it is possible to endow the associated Hilbert space
with a positive definite scalar product and to describe the dynamics via a Hermitian
Hamiltonian. Unfortunately both these new formulations present some difficulties at the
geometrical level which make them less pleasant and easy to use than the previous one.
The content of this chapter with further calculational details can be found in [15].
5.1 Bosonic Functional Approach (BFA)
As we have already seen the starting point of the CPI formulation of CM [5] is given by
the transition probability (1.1.13):
P (ϕa, t|ϕai , ti) =
∫
Dϕ δ˜
[
ϕa − φacl(t;ϕi)
]
(5.1.1)
where the variables ϕa ≡ (qi, pi) are the phase space coordinates of the symplectic
manifold M and φacl(t;ϕi) are the solutions of the Hamiltonian equations of motion
ϕ˙a = ωab
∂H
∂ϕb
(5.1.2)
144 5. Hilbert Space Structure with Forms: II
with initial conditions ϕi. Eq. (5.1.1) can be rewritten as:
P (ϕa, t|ϕai , ti) =
∫
Dϕ δ˜
[
ϕ˙a − ωab ∂H
∂ϕb
]
det
[
δal ∂t − ωab
∂2H
∂ϕb∂ϕl
]
(5.1.3)
where the determinant appearing in (5.1.3) is the functional determinant needed to
pass from the zeroes of the function F (ϕ, ϕ˙) ≡ ϕ˙a − ωab ∂H
∂ϕb
to the function itself.
This functional determinant is positive definite [44] and this crucial property is based
on the fact that between two phase space points there is at most only one trajectory.
This property does not hold between two points of the configuration space where the
associated functional determinant in general is not positive definite.
As we have seen in Sec 1.1, in the CPI formulation [5] of CM the next step was to
“exponentiate” the determinant in (5.1.3) via Grassmann variables like in the Faddeev-
Popov (FP) method of gauge theories. In Ref. [16] a different strategy was adopted. In
particular the determinant in (5.1.3) was replaced with the inverse determinant:
det
[
δal ∂t − ωab
∂2H
∂ϕb∂ϕl
]
=
{
det
[
δal ∂t + ω
ab ∂
2H
∂ϕb∂ϕl
]}−1
. (5.1.4)
The next steps in [16] were to insert (5.1.4) in (5.1.3) and to “exponentiate” the inverse
matrix via bosonic variables using the well-known formula∫
dxidyj exp (ix
iAjiyj) ∝
{
det[Aji ]
}−1
. (5.1.5)
This formula of Gaussian integration applies only to matrices with positive determinant
but this is just our case as we explained above. Note that this is no longer the case for
the FP determinant which, as signalled by the Gribov problem, is not positive definite.
This is the reason why the FP determinant could not be exponentiated via bosonic
variables. Various attempts exist in the literature to write fermionic determinants via
bosonic variables [45] but they are all different from the one we have presented here.
Let us now insert (5.1.4) and (5.1.5) into (5.1.3). The result is the following path
integral1:
PBFA =
∫
Dϕ δ˜
[
ϕ˙a − ωab ∂H
∂ϕb
]{
det
[
δal ∂t + ω
ab ∂
2H
∂ϕb∂ϕl
]}−1
=
∫
DϕDλDπDξ exp
(
i
∫
dtLBFA
)
(5.1.6)
where
LBFA = λa
[
ϕ˙a − ωab ∂H
∂ϕb
]
+ πl
[
δal ∂t + ω
ab ∂
2H
∂ϕb∂ϕl
]
ξa. (5.1.7)
The variables λa are the same as in the CPI [5] formulation of CM and they are needed
to perform the Fourier transform of the Dirac delta δ˜
(
ϕ˙a − ωab ∂H
∂ϕb
)
. The variables λa
are bosonic like the variables πl, ξa which were introduced to exponentiate the matrix
1The acronym BFA stands for Bosonic Functional Approach.
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[
δal ∂t + ω
ab ∂
2H
∂ϕb∂ϕl
]
and to produce its inverse determinant. The variables πl and ξa
are the analog of the xi and yj of (5.1.5). Let us remember that in the original CPI
formulation of CM [5] the Lagrangian obtained was
LCPI = λa
[
ϕ˙a − ωab ∂H
∂ϕb
]
+ ic¯a
[
δal ∂t − ωab
∂2H
∂ϕb∂ϕl
]
cl (5.1.8)
which can be compared with the LBFA of (5.1.7) if, in this last one, we interchange πl, ξa:
LBFA = λa
[
ϕ˙a − ωab ∂H
∂ϕb
]
− ξa
[
δal ∂t − ωab
∂2H
∂ϕb∂ϕl
]
πl + (s.t.). (5.1.9)
From (5.1.9) we see that, modulo the surface terms (s.t.), we get LBFA from LCPI by
replacing the Grassmann variables ic¯a and c
l with the bosonic ones −ξa and πl.
5.2 Operatorial Formalism of the BFA
We should now build the operatorial formalism associated to the BFA. The commutators
among the basic variables (ϕ̂a, λ̂a, π̂
a, ξ̂a) can be straightforwardly derived from the path
integral (5.1.6) by inspecting the kinetic term of (5.1.7). They turn out to be:
[ϕ̂a, λ̂b] = iδ
a
b
[ξ̂a, π̂
b] = iδba. (5.2.1)
Next we choose the “Schro¨dinger” representation in which we realize ϕ̂a and π̂a as
multiplicative operators while λ̂a and ξ̂a as derivative ones:
λ̂a = −i ∂
∂ϕa
ξ̂a = i
∂
∂πa
.
(5.2.2)
So in this representation the associated Hilbert space is made of the functions ψ(ϕa, πa)
of the 4n coordinates (ϕa, πa). A very natural, and positive definite, scalar product that
can be introduced in this space is
〈ψ|ψ′〉 ≡
∫
dϕdπ ψ∗(ϕa, πa)ψ′(ϕa, πa). (5.2.3)
It is extremely easy to check that the 8n operators ϕ̂a, λ̂a, π̂
a, ξ̂a are all Hermitian under
the scalar product (5.2.3): 
ϕ̂a† = ϕ̂a
λ̂†a = λ̂a
ξ̂ †a = ξ̂a
π̂a† = π̂a.
(5.2.4)
146 5. Hilbert Space Structure with Forms: II
Let us now derive from the Lagrangian (5.1.7) the associated Hamiltonian:
HBFA = λaωab∂bH − πlωab∂b∂lHξa. (5.2.5)
Turning the variables (ϕa, λa, π
a, ξa) into operators, the Hamiltonian itself becomes:
ĤBFA = λ̂aωab∂bH − π̂lωab∂b∂lHξ̂a. (5.2.6)
It is straightforward to check that this Hamiltonian is Hermitian under the hermiticity
conditions (5.2.4)
Ĥ†BFA = (λ̂aωab∂bH − π̂lωab∂b∂lHξ̂a)† = (∂bH)ωabλ̂a − ξ̂aωab∂b∂lHπ̂l =
= λ̂aω
ab∂bH + iω
ab∂a∂bH − π̂lωab∂b∂lHξ̂a − iδlaωab∂b∂lH = ĤBFA. (5.2.7)
In the last two steps we have used the commutation relations [λ̂a, ∂bH] = −i∂a∂bH,
[ξ̂a, π̂
l] = iδla and the fact that ω
ab∂b∂aH is zero because of the antisymmetry of ω
ab.
So we can say that, differently than in the CPI case analysed in the previous chapter,
in the BFA case we can have both a positive definite Hilbert space and a Hermitian
Hamiltonian.
The reader may remember that in the previous chapter we gave some physical rea-
sons of why we could not have both a positive definite Hilbert space and a Hermitian
Hamiltonian in the CPI case: basically in a chaotic system the Jacobi fields ca grow
exponentially and, as a consequence, some of the one-forms
ψ(ϕ, c) = ψa(ϕ)c
a (5.2.8)
have a norm which also grows exponentially with time. Therefore such norms are not
conserved and this happens only if the evolution is not unitary or equivalently if the
Hamiltonian is not Hermitian. This kind of reasoning cannot be applied in the BFA case.
In fact here the role of the Jacobi fields is taken by the variables πa whose equations of
motion can be derived from the Lagrangian LBFA of (5.1.7):
π˙a = ωad∂d∂bHπ
b. (5.2.9)
So the analog of the wave function (5.2.8) is:
ψ(ϕ, π) = ψa(ϕ)π
a. (5.2.10)
Unfortunately this wave function is not normalizable according to the scalar product
(5.2.3). So an exponential increase in πa would not lead to the conclusion that the
evolution is not unitary because the state (5.2.10) itself is not part of the Hilbert space
already at t = 0 since it is not normalizable. If the reader is not immediately convinced
by our arguments, he should remember that the line of reasoning we followed in the
CPI case to motivate our physical understanding was crucially based on the use of wave
functions linear in the Jacobi fields. These functions no longer belong to our Hilbert
space in the BFA approach.
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5.3 Geometrical Analysis and Symmetries in the BFA
In Ref. [16] a first geometrical analysis of the bosonic formalism was proposed: basically
the variables πa, ξa were identified with the components of vectors and forms whose basis
were respectively c¯a and c
a: {
V = πac¯a
F = ξac
a.
(5.3.1)
In fact it is easy to prove that, under the infinitesimal diffeomorphism generated by
ĤBFA over the original phase space:
ϕ′a = ϕa + ǫωab∂bH, (5.3.2)
the variables πa and ξa transform in the following way:
π′a = πa + ǫωac∂c∂bHπ
b =
∂ϕ′a
∂ϕb
πb
ξ′a = ξa − ǫωbc∂c∂aHξb =
∂ϕb
∂ϕ′a
ξb, (5.3.3)
i.e. just as components of vectors and forms. With this identification the Hamiltonian
ĤBFA of (5.2.6) cannot be given the meaning of a Lie derivative. In fact we know that
the Lie derivative L(dH)♯ [9] changes the components of a vector as follows:
δπl = (∂aπ
l)ωab∂bH − (∂aωlb∂bH)πa (5.3.4)
while the ĤBFA of (5.2.6) induces on π̂l, via the commutators (5.2.1), the following
transformation
δπ̂l =
[
π̂l, iĤBFA
]
= (−∂aωlb∂bH)π̂a (5.3.5)
which is clearly different from (5.3.4). So if we insist in the analysis presented in [16], we
should first abandon the interpretation of ĤBFA as the Lie derivative along the Hamil-
tonian flow. Second, if we interpret π̂a and ξ̂a as components, we should make them
dependent on ϕ̂ and consequently we should give a connection to glue the fibers of
T ∗(T ∗M) of which π̂a and ξ̂a are coordinates [16]. This connection does not appear
in a natural way in our formalism. So, in order to bypass these two problems, we will
interpret π̂a and ξ̂a as basis respectively of forms and vector fields. One-forms and vector
fields are then given by {
F = Fa(ϕ̂)π̂
a
V = V a(ϕ̂)ξ̂a.
(5.3.6)
As a consequence, it is easy to check that the ĤBFA of (5.2.6) can be interpreted, up to
a constant factor, as the Lie derivative. In fact the commutator between iĤBFA and the
vector V of (5.3.6) gives:[
iĤBFA, V e(ϕ̂)ξ̂e
]
=
[
(∂aV
e)ωab∂bH − (∂aωeb∂bH)V a
]
ξ̂e (5.3.7)
and this is exactly how vector components V e change [9] under the Lie derivative of the
Hamiltonian flow:
δV e(ϕ) ≡ V ′e(ϕ)− V e(ϕ) = (∂aV e)ωab∂bH − (∂aωeb∂bH)V a. (5.3.8)
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Analogously, on the one-forms F = Fe(ϕ̂)π̂
e of (5.3.6), ĤBFA acts as follows:
[iĤBFA, Fe(ϕ̂)π̂e] =
[
(∂aFe)ω
ab∂bH + (∂eω
ab∂bH)Fa
]
πe (5.3.9)
and this is exactly how one-forms components Fe transform [9] under the Lie derivative:
δFe(ϕ) = F
′
e(ϕ)− Fe(ϕ) = (∂aFe)ωab∂bH + (∂eωab∂bH)Fa. (5.3.10)
To give to ĤBFA the meaning of a Lie derivative, another check we should do is the
following. The commutator of two Lie derivatives has the property [9]:[
L(dH1)♯ ,L(dH2)♯
]
= L[(dH1)♯,(dH2)♯]Lb (5.3.11)
where H1 and H2 are the Hamiltonians entering the Lie derivative and [(dH1)
♯, (dH2)
♯]Lb
are the Lie brackets (Lb) between the associated Hamiltonian vector fields. According
to our conventions the Lie brackets can be related to the Poisson brackets between H1
and H2 in the following way [9]:[
(dH1)
♯, (dH2)
♯
]
Lb
=
[
ωbc∂cH1∂bω
ad∂dH2 − ωbc∂cH2(∂bωad∂dH1)
]
ξa =
= −
[
ωad∂d(∂bH1ω
bc∂cH2)
]
ξa = −
(
d{H1,H2}
)♯
. (5.3.12)
Therefore (5.3.11) can be rewritten as:[
L(dH1)♯ ,L(dH2)♯
]
= L−(d{H1,H2})♯ . (5.3.13)
If we want to identify each Lie derivative L(dH)♯ with an operator iĤH , the relation
(5.3.13) has to be satisfied also between the correspondent Ĥ:[
iĤH1 , iĤH2
]
= −iĤ{H1,H2} (5.3.14)
where we have put on the Ĥ of (5.2.6) the label H1, H2 or {H1,H2} to indicate the
function entering each ĤBFA. It is easy to prove that (5.3.14) is satisfied using the
commutators (5.2.1). This confirms that it is consistent to assign to ĤBFA the meaning
of a Lie derivative.
As we have seen in Chapter 3, in the CPI there are various conserved universal charges
[5] which somehow signal the redundancy of the 8n variables (ϕa, λa, c
a, c¯a) used in
describing CM. Also in the bosonic case we have many extra variables (λa, π
a, ξa) besides
the 2n phase space ones ϕa and so we expect to find various symmetries like in the CPI.
The way we start our search for the symmetries in the bosonic case is rather naive
but it is one of the few we could think of. Basically, as the variables π̂a, ξ̂a take the
place - in the bosonic case - of the Grassmann variables ĉa, ̂¯ca, we simply rewrite the
conserved charges of the CPI replacing in them ĉa and ̂¯ca with π̂a and ξ̂a. If in the CPI
the conserved charges were [5][37]
Q̂f = iĉ
â¯ca
N̂ = ĉa∂aH
N̂ = ̂¯caωab∂bH
(5.3.15)
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and 
Q̂ = iĉaλ̂a BRS charge
Q̂ = îc¯aω
abλ̂b anti-BRS charge
Q̂H = Q̂− N̂ susy charge
Q̂H = Q̂+ N̂ susy charge,
(5.3.16)
then in the bosonic case we get the following two set of charges:
Q̂(B)f = iπ̂
aξ̂a
N̂ (B) = π̂a∂aH
N̂
(B)
= ξ̂aω
ab∂bH
(5.3.17)
and 
Q̂(B) = iπ̂aλ̂a
Q̂
(B)
= iξ̂aω
abλ̂b
Q̂(B)H = Q̂
(B) − N̂ (B)
Q̂
(B)
H = Q̂
(B)
+ N̂
(B)
(5.3.18)
where the superscript (B) on the charge indicates that it refers to the BFA case. We note
that, by replacing ĉa with π̂a and ̂¯ca with ξ̂a, we have not really done the replacement
which would bring the Ĥ of the CPI into the Ĥ of the BFA (5.2.6) but the difference
is only in some multiplicative factors (±i) which cannot modify the conservation of
the charges. The careful reader may also notice that in the CPI there were other two
conserved charges [5]: 
K̂ =
1
2
ĉaωabĉ
b
K̂ =
1
2
̂¯caωab̂¯cb. (5.3.19)
We did not list them because, via our substitutions, the corresponding charges in the
BFA case would be zero because of the bosonic character of (π̂, ξ̂) and the antisymmetry
of ωab: 
K̂(B) =
1
2
π̂aωabπ̂
b = 0
K̂
(B)
=
1
2
ξ̂aω
abξ̂b = 0.
(5.3.20)
Now, turning back to the set of charges in (5.3.17), it is easy to check that they are all
conserved, i.e.:
[Q̂(B)f , ĤBFA] = [N̂ (B), ĤBFA] = [N̂
(B)
, ĤBFA] = 0. (5.3.21)
On the other hand the charges present in (5.3.18) are apparently not conserved. In fact
the bosonic analog of the BRS charge has the following commutator with ĤBFA:
[Q̂(B), ĤBFA] = −π̂lωab∂b∂l∂cHπ̂cξ̂a (5.3.22)
while for the anti-BRS charge we get:
[Q̂
(B)
, ĤBFA] = −ξ̂aωabξ̂sωst(∂b∂t∂lH)π̂l. (5.3.23)
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Analogously the bosonic charges Q̂(B)H , Q̂
(B)
H of (5.3.18) cannot be conserved because they
are a linear combination of Q̂(B) and Q̂
(B)
, which are not conserved, with N̂ (B) and N̂
(B)
which are conserved.
Let us now look at the RHS of (5.3.22) and (5.3.23) which indicate by “how much”
the conservation law is violated. It is easy to notice that these RHS do not contain λ̂a
and so they commute with the original phase space operators ϕ̂a. As a consequence the
infinitesimal transformations generated by Q̂(B) and by the Hamiltonian ĤBFA commute
when they are applied on ϕ̂. In fact the infinitesimal BRS transformations generated by
Q̂(B) on a field Â are given by the commutator of Q̂(B) with the field: δQ(B)A = [ǫQ̂
(B), Â]
where ǫ is an infinitesimal parameter. The same happens for the transformations gen-
erated by the Hamiltonian: δHÂ = [ǫ¯ ĤBFA, Â]. Let us take for Â the original phase
space variables ϕ̂a. If we perform first an infinitesimal time evolution and then a BRS
transformation we obtain
δQ(B)δHϕ̂
a = ǫǫ¯
[
Q̂(B), [ĤBFA, ϕ̂a]
]
(5.3.24)
while, if we perform the transformations in the inverse order, we get:
δHδQ(B) ϕ̂
a = ǫǫ¯
[
ĤBFA, [Q̂(B), ϕ̂a]
]
. (5.3.25)
Now we can use the Jacobi identities to obtain
δQ(B)δHϕ̂
a − δHδQ(B) ϕ̂a = ǫǫ¯
([
Q̂(B), [ĤBFA, ϕ̂a]
]
−
[
ĤBFA, [Q̂(B), ϕ̂a]
])
=
= −ǫǫ¯
[
ϕ̂a, [Q̂(B), ĤBFA]
]
= 0 (5.3.26)
where in the last step we have used the fact that the RHS of (5.3.22) commutes with ϕ̂a.
“Somehow” we can say that the transformations generated by Q̂(B) and ĤBFA commute
on the original phase space. Of course the same happens for the anti-BRS charge Q̂
(B)
and for the supersymmetry charges Q̂(B)H , Q̂
(B)
H .
Now we want to provide a geometrical interpretation of this fact at least for the
BRS-charge. Let us perform an infinitesimal BRS transformation on ϕ̂a:
δQ(B) ϕ̂
a = [ǫQ̂(B), ϕ̂a] = [ǫiπ̂bλ̂b, ϕ̂
a] = ǫπ̂a (5.3.27)
where ǫ is an infinitesimal commuting parameter. The new phase space point ϕ′a reached
after this transformation is:
ϕ′a = ϕa + ǫπa. (5.3.28)
Remember now that πa is a Jacobi field, i.e. it satisfies the same equation of motion as
the first variations (5.2.9). So if ϕa is a point on a trajectory then ϕ′a is a point on a
nearby trajectory as indicated in the following picture:
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ϕ′a = ϕa + ǫπa
ϕa
From (5.3.26) we expect that we could move from the point ϕa along its trajectory via
the Hamiltonian ĤBFA for an interval of time ∆t, reach a point ϕa(1) and from there jump,
via a BRS transformation to a point ϕ′a(1) on the nearby trajectory. Moving then back
on this second trajectory for an interval of time ∆t we should reach the point ϕ′a that
we originally reached via a simple BRS transformation from ϕa. All this is illustrated in
the picture below:
BRS
Ĥ∆t
Ĥ∆t
ϕ′a = ϕa + ǫπa
ϕa
ϕ′a(1) = ϕ
a
(1) + ǫπ
a
ϕa(1)
BRS
This diagram illustrates what Eq. (5.3.26) tells us: in the ϕ-space the BRS charge Q̂(B)
and the Hamiltonian ĤBFA commute.
Let us now turn to the bosonic analogs of the susy charges Q̂(B)H , Q̂
(B)
H . As they are
linear combinations of Q̂(B), Q̂
(B)
, N̂ (B), N̂
(B)
and these last two charges commute with
ĤBFA, from (5.3.22) and (5.3.23) we get
[Q̂(B)H , ĤBFA] = −π̂lωab∂b∂l∂cHπ̂cξ̂a
[Q̂
(B)
H , ĤBFA] = −ξ̂aωabξ̂sωst(∂b∂t∂lH)π̂l. (5.3.29)
So also the transformations generated by Q̂(B)H , Q̂
(B)
H and those generated by ĤBFA com-
mute on the phase space variables ϕ̂a. It would be interesting to check whether they
behave as true supersymmetry charges2, i.e. whether:
[Q̂(B)H , Q̂
(B)
H ] = 2ĤBFA. (5.3.30)
2Since Q̂(B)
H
and Q̂
(B)
H
are bosonic charges in all the following formulae there will be commutators
instead of the usual anticommutators of the supersymmetry algebra.
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It is actually easy to work out the following commutator between Q̂(B)H and Q̂
(B)
H :
[Q̂(B)H , Q̂
(B)
H ] = 2ĤBFA + 4π̂aωde∂e∂aHξ̂d. (5.3.31)
We see that we can get the standard supersymmetry algebra if the last term on the RHS
of (5.3.31) were zero. Again this term does not contain λ̂a and so on the ϕ̂
a variables we
have that
δ
Q
(B)
H
δ
Q
(B)
H
ϕ̂a − δ
Q
(B)
H
δ
Q
(B)
H
ϕ̂a = 2δĤϕ̂
a (5.3.32)
i.e. the supersymmetry algebra holds.
Usually supersymmetry is described as the “square root” of the time translations. Let
us find out whether there is anything like that in our bosonic case. Instead of the two
charges Q̂(B)H and Q̂
(B)
H , let us build the following ones: Q̂
(B)
1 = Q̂
(B) − N̂
(B)
Q̂(B)2 = Q̂
(B)
+ N̂ (B).
(5.3.33)
The transformations under Q̂(B)1 can be easily worked out. The result is:
δ
Q
(B)
1
ϕ̂a = ǫπ̂a
δ
Q
(B)
1
ξ̂a = ǫλ̂a
δ
Q
(B)
1
π̂a = −iǫωae∂eH
δ
Q
(B)
1
λ̂a = −iǫξ̂bωbe(∂e∂aH)
(5.3.34)
where ǫ is an infinitesimal commuting parameter. Let us check whether, by performing
these transformations twice, we get a time translation. Using (5.3.34) and restricting
ourselves on the original phase space ϕ̂a, we get
δ2
Q
(B)
1
ϕ̂a = δ
Q
(B)
1
(ǫπ̂a) = −iǫ2ωae∂eH = −iǫ2 ˙̂ϕa (5.3.35)
where in the last step above we have used the equations of motion. The result seems
to confirm that Q̂(B)1 is the “square root” of the time translations. In fact (5.3.35) is an
infinitesimal time translation if we equate ǫ2 = ∆t. So we could say that, in order to do
an infinitesimal time translation, we could perform two Q̂(B)1 -transformations in a row
each with “infinitesimal” parameter ǫ related to the “square root” of ∆t. We think that
it is curious that, at least on some hypersurfaces of our 8n-dimensional space we could,
without introducing Grassmann variables and via purely bosonic charges, get a square
root of a time translation.
Let us now go back to geometry and to the bosonic BRS charge Q̂(B). As we have
seen in Chapter 3 in the Grassmann case the BRS charge can be identified with the
exterior derivative and one of its properties is that it commutes with the Lie derivative.
This is no longer the case for our Q̂(B) as it is proved in (5.3.22). Even if Q̂(B) and ĤBFA
commute in the ϕ-space, it is not enough. In fact the exterior derivative must commute
with the Lie derivative in the full space of forms which is somehow an extension of the
ordinary phase space. Actually it is the space of higher forms which has to be properly
defined in the BFA case and this is what we will do in the next section.
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5.4 Higher Forms in the BFA
In (5.3.6) we have seen that it is possible to build one-forms using the operators π̂a instead
of the Grassmann variables ca. The problem arises when we want to build higher forms:
in fact it is difficult to define a wedge product ∧ so that, for example, the basis dϕa∧dϕb
for two-forms is antisymmetric in the interchange a ↔ b. This operation was naturally
incorporated in the Grassmann formalism [5]: in fact, by representing the forms dϕa
with the anticommuting variables ca, the antisymmetry of dϕa ∧ dϕb was automatically
reproduced by the antisymmetry of the product cacb:
dϕa ∧ dϕb = −dϕb ∧ dϕa
m
cacb = −cbca.
(5.4.1)
In the bosonic case we do not have Grassmann variables and the forms π̂a commute
among themselves. Therefore we cannot represent a two-form dϕa∧dϕb as π̂aπ̂b, because
in this way we would loose its anticommuting nature.
The way out seems to be the standard procedure used in the literature on differential
geometry [42], i.e. to introduce a tensor product among the cotangent spaces whose
basis are dϕa and define the wedge product ∧ as
dϕa ∧ dϕb ≡ 1
2
(dϕa ⊗ dϕb − dϕb ⊗ dϕa). (5.4.2)
In our case the role of dϕa is played by the operators π̂a and, since we want to build
tensor products among them, we have to enlarge our Hilbert space. Originally it was
made of the functions ψ(ϕ, π) belonging to the tensor product of the two Hilbert spaces
spanned by |ϕa〉 and |πa〉:
H ≡ Hϕ ⊗Hπ. (5.4.3)
From now on we will use instead the following new Hilbert space:
H2n ≡ Hϕ ⊗Hπ(1) ⊗Hπ(2) . . . ⊗Hπ(2n) . (5.4.4)
where we have made the tensor products of 2n copies of the space Hπ and labeled them
with Hπ(1) , . . .Hπ(2n) . If we limit ourselves to the case n = 1 the space (5.4.4) reduces
to:
H2 ≡ Hϕ ⊗Hπ(1) ⊗Hπ(2) (5.4.5)
and, for example, a two-form can be represented as
F̂ = Fab(ϕ̂)⊗ 1
2
[
π̂a(1) ⊗ π̂b(2) − π̂b(1) ⊗ π̂a(2)
]
. (5.4.6)
The operator (5.2.6) was good to represent the Lie derivative but only in the space
(5.4.3). To represent the Lie derivative on the new space (5.4.5) we should generalize
ĤBFA to the following operator:
Ĥ ≡ λ̂aωab∂bH(ϕ̂)⊗1(1)⊗1(2)−ωbe∂e∂aH(ϕ̂)⊗
(
π̂a(1)ξ̂
(1)
b ⊗1(2) +1(1)⊗ π̂a(2)ξ̂(2)b
)
. (5.4.7)
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Using the following commutators:
[π̂a(i), π̂
b
(j)] = 0
[ξ̂(i)a , ξ̂
(j)
b ] = 0
[ξ̂(i)a , π̂
b
(j)] = iδ
b
aδ
(i)
(j) (5.4.8)
[ϕ̂a, π̂b(i)] = 0
[ϕ̂a, ξ̂(i)b ] = 0
it is easy to see that the action of the Ĥ of (5.4.7) on the two-form F̂ of (5.4.6) is:
[iĤ, F̂ ] = ωab
[
∂bH∂aFde + ∂b∂dHFae + ∂b∂eHFda
]
⊗ 1
2
(π̂d(1) ⊗ π̂e(2) − π̂e(1) ⊗ π̂d(2)) (5.4.9)
and this is exactly the manner how the two-forms transform under the Lie derivative
[9]. In the case n = 1 we have only zero-, one- and two-forms; if the two-forms are
represented by (5.4.6), the zero-forms Ĝ and the one-forms Ĉ are respectively given by:
Ĝ = G(ϕ̂)⊗
[
1(1) ⊗ 1(2)
]
, (5.4.10)
Ĉ = Cd(ϕ̂)⊗
[
π̂d(1) ⊗ 1(2) + 1(1) ⊗ π̂d(2)
]
. (5.4.11)
The commutator of iĤ with Ĉ gives the correct action of the Lie derivative on one-forms:
[iĤ, Ĉ] = (∂aCdωab∂bH + ωae∂e∂dHCa)⊗
[
π̂d(1) ⊗ 1(2) + 1(1) ⊗ π̂d(2)
]
. (5.4.12)
So we can conclude that, in the case n = 1, the operator (5.4.7) represents a good
extension of the Lie derivative on the entire space of differential forms.
It is easy to generalize this operator to the Lie derivative which acts in a space with
an arbitrary number n of degrees of freedom. It is the following one:
Ĥ ≡ λaωab∂bH ⊗ 1⊗2n − ωbe∂e∂aH ⊗ S
[
π̂aξ̂b ⊗ 1⊗(2n−1)
]
(5.4.13)
where by 1⊗2n we indicate the tensor product of 2n identity operators, and with S the
symmetrizer of the operators contained in the square brackets. So for example for n = 2
we have
S
[
π̂aξ̂b ⊗ 1⊗3
]
= π̂a(1)ξ̂
(1)
b ⊗ 1(2) ⊗ 1(3) ⊗ 1(4) + 1(1) ⊗ π̂a(2)ξ̂(2)b ⊗ 1(3) ⊗ 1(4) +
+1(1) ⊗ 1(2) ⊗ π̂a(3)ξ̂(3)b ⊗ 1(4) + 1(1) ⊗ 1(2) ⊗ 1(3) ⊗ π̂a(4)ξ̂(4)b .
Let us remember that the indices (1), (2), . . . (2n) always indicate on which Hilbert space
Hπ(i) in (5.4.4) the operators π̂(i), ξ̂
(i) and 1(i) act. In the same way it is possible to
generalize the concept of differential form. An m-form in a 2n-dimensional space is
given by:
P̂ ≡ S
{
1
m!
Pa1...am(ϕ̂)⊗A
{
π̂a1(1) ⊗ π̂a2(2) ⊗ . . . π̂am(m)
}
⊗ 1⊗(2n−m)
}
, (5.4.14)
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whereA indicates the antisymmetrizer of the basis π̂ai(i) of the m cotangent spaces needed
to build an m-form. The position of thism operators π̂ inside the string of the 2n Hilbert
spaces is completely arbitrary. Therefore if we do not want to choose a particular position
we can symmetrize the 2n−m identity operators with them operators π̂ by means of the
symmetrizer S as we did in (5.4.11) for the one-forms. Then the commutator between
(5.4.13) and (5.4.14) reproduces the correct action of the Lie derivative on an arbitrary
differential form P :
[iĤ, P̂ ] = L(dH)♯P. (5.4.15)
Before concluding this section let us notice that, in the BFA approach, the higher
forms are not represented by wave functions of the theory like ψ(ϕ, c) in the CPI case,
but by operators like in (5.4.14). In fact the wave functions of the BFA approach do not
have the structure of the Grassmannian ones:
ψ(ϕ, c) = ψ0(ϕ) + ψa(ϕ)c
a + ψab(ϕ)c
acb + . . .+ ψabc...lc
acbcc . . . cl. (5.4.16)
In the CPI case it was this structure which allowed us to identify ψ0(ϕ) with zero-forms,
ψa(ϕ)c
a with one-forms, ψabc
acb with two-forms etc. In the bosonic case instead the
wave functions ψ(ϕ, π) are generic functions of π and this forbids their identification with
forms. Moreover, as we said previously, a one-form would be represented by ψ(ϕ, π) =
ψa(ϕ)π
a which would be not an acceptable wave function because it is not normalizable.
Of course this does not mean that in the formalism given by (5.4.13) we cannot introduce
wave functions. It simply means that such wave functions cannot have the meaning of
higher forms, differently than operators like (5.4.14).
The wave functions associated to the multi-form formalism of the Hamiltonian (5.4.13)
basically make up the Hilbert space (5.4.4) and so they are given by ψ(ϕ, π(1), . . . , π(2n)).
It is possible to introduce also in this space the following positive definite scalar product:
〈ψ1|ψ2〉 ≡
∫
dϕa
2n∏
i=1
dπa(i) ψ
∗
1ψ2 (5.4.17)
and it is easy to prove that with this product the Hamiltonian (5.4.13) is Hermitian. The
reader may remember that our original ĤBFA (5.2.6) was derived from the path integral
formalism (5.1.6). Also the multi-form Hamiltonian (5.4.13) can be derived from the
following path integral:
Z =
∫
DϕDλ
2n∏
i=1
Dπ(i)Dξ(i) exp
[
i
∫
dtLMF
]
(5.4.18)
where the multiform (MF) Lagrangian LMF is given by:
LMF = λaϕ˙a +
2n∑
i=1
πa(i)ξ˙
(i)
a −HMF (5.4.19)
with
HMF = λaωab∂bH −
2n∑
i=1
πa(i)ω
be∂e∂aHξ
(i)
b . (5.4.20)
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At this level the proof of the hermiticity of HMF under the scalar product (5.4.17) is
identical to the proof given for ĤBFA in (5.2.7). Basically in the Hamiltonian (5.4.20)
we have a set of extra variables (π(i), ξ
(i)) for each extra Hilbert space Hπ(i) appearing in
(5.4.4). It is actually then easier to work with the Hamiltonian HMF than with the one
in (5.4.13). We can in fact turn the πa(i), ξ
(i)
a into operators by just looking at the kinetic
term of (5.4.19) and deriving from it the commutators that we introduced by hand in
(5.4.8) plus the usual one [ϕ̂a, λ̂b] = iδ
a
b . This confirms that the path integral (5.4.18)
is basically the one behind the operatorial formalism (5.4.13). Unfortunately this path
integral does not have a “natural” interpretation differently than the one in (5.1.6), in the
sense that the latter is naturally related to (5.1.3) and (5.1.1) which are just Dirac deltas
on the classical paths. These Dirac deltas are natural objects in a functional approach to
CM because they just give weight one to classical paths and weight zero to non-classical
ones. Nothing like that can be done for the path integral (5.4.18) which can be turned
into a Dirac delta of the equations of motion like in (5.1.3) but it gets multiplied not by
one determinant but by 2n of them. This structure does not allow us to pass to the Dirac
deltas of the classical trajectories appearing in (5.1.1). So somehow the path integral
(5.4.18) does not have a simple intuitive understanding. This is the price we pay: we
have a formalism with a positive definite scalar product and a Hermitian Hamiltonian
but a physical understanding is lacking. If on the contrary we keep the intuitive single
particle path integral associated to the Hilbert space (5.4.3) then the tensor product
structure ⊗, needed to build higher forms like in (5.4.14), has to be given from outside
and is not provided directly by the path integral. On the contrary in the original CPI
[5] the whole formalism, even for higher forms, has a nice and intuitive understanding
and construction (because it can be reduced to a Dirac delta on classical paths), and no
extra structure has to be brought in from outside, but we have to give up one of the two
conditions: either the positive definiteness of the scalar product or the hermiticity of the
Hamiltonian.
5.5 Metaplectic Representation
So far we have widely used the concept of Lie derivative [9]. In particular we have seen
how it acts on vector fields (5.3.8), on forms (5.3.10) or on general tensors in the case of
symplectic manifolds. The notion of Lie derivative can be extended to general manifolds
Mn with Diff(Mn) as group of diffeomorphisms and with G as structure group of the
associated (co-)tangent bundle [42]. Under the action of an element of Diff(Mn), which
generates an infinitesimal displacement δϕa = −ha(ϕ), an arbitrary tensor field X on
Mn is transformed as follows:
X ′(ϕ) −X (ϕ) = LhX (ϕ) (5.5.1)
where Lh is the Lie derivative associated to the vector field h = ha∂a. The general
abstract expression of Lh is [46]:
Lh = ha∂a − ∂bhaGba (5.5.2)
where Gba are the generators of the structure group G in the representation to which X
belongs. We will indicate with a, b the group indices and with α, β the representation
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ones. So the matrix representation of (Gab) will be (G
a
b)
α
β where α are also the indices
of X , if we organize it as a vector. For a generic manifold we have that G = GL(n,R),
for a Riemann manifold G = O(n), and for a symplectic manifold G = Sp(2N). It is
easy to check that, if X is a vector or a form and M2N a symplectic manifold, (5.5.1)
reduces to the usual transformations (5.3.8) and (5.3.10) [43]. As we have already said
the coefficients Gba are the generators of the structure group G in the representation
to which X belong. Now G could have also spinor representations like in the case of
G = O(n). This means that we can introduce the concept of Lie derivative also for
spinors but not along all the vector fields ha. We have to restrict ourselves to the Lie
derivatives along Killing vector fields in the Riemann case [46] and along Hamiltonian
vector fields ha = ωab∂bH in the symplectic one. We will not give the reasons why we
have to restrict ourselves to these particular vector fields for spinors X but we refer the
reader to the literature [46]. Basically it is only for those fields that the usual commutator
structure of the Lie derivatives (5.3.11) is preserved even for spinors.
Before proceeding let us rewrite (5.5.2) in a slightly modified form, by introducing the
following objects:
Kab(ϕ) ≡ ∂a∂bH(ϕ)
Σab ≡ i(ωcaGbc + ωcbGac). (5.5.3)
Both are symmetric in a, b and KabΣ
ab = 2i∂bh
cGbc; so (5.5.2) can be rewritten as
Lh = ha∂a + i
2
KabΣ
ab. (5.5.4)
This is the classical Lie derivative for fields whose components transform, under infinites-
imal Sp(2N) transformations of the tangent space, via the operator
S = 1− i
2
KabΣ
ab. (5.5.5)
We want now to apply this formalism to spinors, i.e. we want to use for Σab in (5.5.5) the
spinorial representation of Sp(2N). To do this we have to pass to the universal covering
group of Sp(2N) which is the metaplectic group Mp(2N) [47][48][49]. In analogy to the
spinorial representation of the Lorentz group, we first have to build the counterpart of
the representation of the Clifford algebra
γµγν + γνγµ = 2gµν (5.5.6)
which, in the case of the metaplectic group [49], is
γaγb − γbγa = 2iωab. (5.5.7)
This algebra, because of the crucial difference in sign on the LHS of (5.5.7) with respect
to (5.5.6), does not admit finite dimensional unitary representations. The reason is
the same as the one for which we cannot find any finite dimensional representation
for the operators q̂, p̂ in QM: they obey the algebra q̂p̂ − p̂q̂ = i~ and, if they were
represented by finite dimensional matrices, by taking the trace on both sides, we would
get a contradictory result. The only representations are infinite dimensional. We will
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indicate with V this infinite dimensional Hilbert space and with “x” the indices of its
vectors. The generators of the metaplectic group are operators in this Hilbert space and
the matrices γa in (5.5.7) can be represented by the infinite matrices (γa)xy. As Mp(2N)
is the covering group of Sp(2N) there are two elements M(S) and −M(S) of Mp(2N)
associated to each S ∈ Sp(2N). Correspondingly the multiplication rules will be
M(S1)M(S2) = ±M(S1S2). (5.5.8)
Following the procedure used for spinors in the case of the Lorentz group, we now try to
find an operator M(S) on V such that
M(S)−1γaM(S) = Sabγ
b. (5.5.9)
We choose Sab infinitesimally close to the identity and parameterize it like in (5.5.5). For
M(S) we make the ansatz
M(S) = 1− i
2
KabΣ
ab
meta (5.5.10)
where Σabmeta are the operators Σ
ab in the metaplectic representation. If we insert (5.5.10)
into (5.5.9) we get:
Σabmeta =
1
4
(γaγb + γbγa). (5.5.11)
So a representation for the matrix γa gives rise to an associated representation for the
generators Σabmeta. We will consider only representations in which γ
a is Hermitian with
respect to the inner product in V. As a consequence also Σabmeta is Hermitian and M(S)
turns out to be unitary:
(γa)† = γa
(Σabmeta)
† = Σabmeta (5.5.12)
M(S)† =M(S)−1.
Explicit representations of the symplectic operators γa have been worked out and can
be found in the literature [43]. We will briefly review one of them here. The Clifford
algebra (5.5.7) is isomorphic to the standard Heisenberg algebra made of N positions x̂k
and N momenta operators p̂j:
[x̂k, p̂j] = i~δkj
[x̂k, x̂j ] = 0 k, j = 1, . . . , N. (5.5.13)
[p̂k, p̂j] = 0
In fact, combining x̂k and p̂k into a single variable
φ̂a = (p̂k, x̂k) a = 1, . . . , 2N, (5.5.14)
we get that the algebra (5.5.13) can be written as:
φ̂aφ̂b − φ̂bφ̂a = i~ωab (5.5.15)
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which is isomorphic to the metaplectic analog of the Clifford algebra (5.5.7); so we have
the following representation for γa:
γa =
(
2
~
) 1
2
φ̂a. (5.5.16)
In the “Schro¨dinger” representation in which the operators x̂k are diagonal, we have:
(γk)xy =
(
2
~
) 1
2
〈x|x̂k|y〉 =
(
2
~
) 1
2
xkδN (x− y)
(γN+k)xy =
(
2
~
) 1
2
〈x|p̂k|y〉 = −i(2~) 12 ∂kδN (x− y) (5.5.17)
where x, y are the Hilbert space indices. With the representation above and using
(5.5.11), we get the following expression for the KabΣ
ab
meta entering the matrix M(S)
of (5.5.10): (
1
2
KabΣ
ab
meta
)x
y
=
[
−1
2
Kkj∂
k∂j − 1
2
iKN+k,j(x
k∂j + ∂jxk) +
+
1
2
KN+k,N+jx
kxj
]
δN (x− y) (5.5.18)
where we have put ~ = 1.
The geometrical picture we have so far is the following: the base space is the phase
space M2N and on its fibers the structure group Sp(2N) acts no longer in the vector
representation like in Ref. [5] or in Secs. 5.1-5.4, but in the spinor representation.
In this way we get a bundle similar to the “spin-bundle” [42] but whose fibers are the
Hilbert spaces V. So we end up in a Hilbert bundle which we call Vϕ to indicate that
there is a fiber V at each point ϕ of the phase space M2N . In each fiber a state |ψ〉 can
be represented in its basis 〈x| as:
ψx ≡ 〈x|ψ〉 (5.5.19)
while its dual state 〈ψ| ∈ V∗ is given by:
〈ψ|x〉 = (ψx)∗. (5.5.20)
The dual pairing is then the usual inner product
〈X |ψ〉 ≡
∫
dNx (X x)∗ψx (5.5.21)
on L2(RN , dNx). To avoid possible mistakes we want to underline that the bra 〈x|
entering (5.5.19) or the operators φ̂ entering (5.5.15) have nothing to do with the variables
ϕ parameterizing the phase space M2N .
Going back to the Hilbert bundle Vϕ a section is locally given by a function ψ
ψ :M2N → V
ϕ → |ψ;ϕ〉 ∈ Vϕ. (5.5.22)
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Here the notation |ψ;ϕ〉 indicates that the vector ψ lives in the local Hilbert space (fiber)
V associated to the point ϕ of the base manifold. At the level of matrix elements the
function (5.5.22) is defined by its components:
ψx(ϕ) = 〈x|ψ;ϕ〉. (5.5.23)
By replacing V with its Hilbert dual V∗ we can construct:
Xx(ϕ) = 〈X ;ϕ|x〉, 〈X ;ϕ| ∈ V∗ϕ. (5.5.24)
In our formalism it is natural to consider also “multispinor” fields
ϕ→ X x1...xqy1...yp (ϕ) (5.5.25)
which assume values in the tensor product:
V∗ϕ ⊗ V∗ϕ ⊗ . . . ⊗ V∗ϕ︸ ︷︷ ︸
p factors
⊗Vϕ ⊗ Vϕ ⊗ . . .⊗ Vϕ︸ ︷︷ ︸
q factors
. (5.5.26)
The symplectic spinors and multispinors have been first studied in detail in Ref. [48].
Restricting ourselves to a spinor, its evolution equation under the Hamiltonian vector
field ha = ωab∂bH is:
∂tXx(ϕ, t) = −LhXx(ϕ, t) =
= −
∫
dy
[
δ(x− y)ha∂a + i
2
Kab(ϕ)(Σ
ab
meta)
y
x
]
Xy(ϕ, t) (5.5.27)
where Kab(Σ
ab
meta)
y
x is given by (5.5.18). In general if we indicate the representation
indices with Greek letters (α, β) and the group (or manifold) indices with Latin ones
(a, b) Eq. (5.5.27) can be replaced by
∂tXα(ϕ, t) = −LhXα(ϕ, t) =
= −
[
δβαh
a∂a +
i
2
Kab(ϕ)(Σ
ab)βα
]
Xβ(ϕ, t). (5.5.28)
Note also that we have not put the label “meta” on the Σab matrix just because (5.5.28)
is the equation of evolution of the spinor χ in any representation.
5.6 Metaplectic Hamiltonian and Scalar Product
Up to now we have used the abstract formalism of differential geometry that one can find
in the literature [9][42][48][49], but we would like to put it in the same kind of language
of the CPI [5]. The procedure is straightforward [43]. Let us extendM2N to a new space
Mext labeled by the coordinates (ϕa, λa, ηα, η¯α) where λa are the same kind of variables
we used in the first part of this chapter while ηα, η¯α are Grassmann variables and they
are as many as the indices α. Note that in the CPI of Ref. [5], since the vector (or form)
representation has the same dimension as the manifold M2N , the Grassmann variables
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ca, c¯a were as many as the variables ϕ
a (or λa). Here instead the number of indices α
is equal to the dimension M of the representation that we are using. So the dimension
of Mext is not 8N , as in the CPI case, but 4N + 2M where M is the dimension of the
representation.
Next let us endow Mext with the following extended Poisson structure (epb):
{ϕa, λb}epb = δab , {ϕa, ϕb}epb = {λa, λb}epb = 0
{η¯β , ηα}epb = −iδαβ , {ηα, ηβ}epb = {η¯α, η¯β}epb = 0 (5.6.1)
and with the following Hamiltonian
HMFA = ha(ϕ)λa + 1
2
η¯αKab(ϕ)(Σ
ab
meta)
α
βη
β (5.6.2)
where the acronym MFA means “Metaplectic Functional Approach”. We have used it to
identify also this Hamiltonian because it is the one appearing in the functional approach
which we will present later on. As last ingredient let us build the following hat “∧”
map between the multispinor fields of the abstract formalism (5.5.25) and the variables
belonging to Mext:
X (ϕ) −ˆ→ X̂ ≡ 1
p!q!
X β1...βqα1...αp(ϕ)η¯β1 . . . η¯βqηα1 . . . ηαp . (5.6.3)
It is then a very long but straightforward calculation to show that the action of the Lie
derivative on X can be realized via the extended Poisson brackets and the Hamiltonian
HMFA as:
(LhX ) −ˆ→ − {HMFA, X̂ }epb. (5.6.4)
It is easy to show that the standard equation of motion (5.5.28) for the spinor field
∂tXα = −LhXα can be written in terms of the Hamiltonian HMFA as:
∂tX̂ = {HMFA, X̂ }epb (5.6.5)
where X̂ is given by (5.6.3). Via HMFA and the extended Poisson brackets it is easy to
obtain the evolution of all the variables (ϕa, λa, η
α, η¯α) of the extended manifold Mext.
The equations of motion for ϕa are the standard ones of CM:
ϕ˙a = ha(ϕ(t)) (5.6.6)
while the equations for the Grassmann variables are:
η˙α = − i
2
Kab(Σ
ab
meta)
α
βη
β
˙¯ηα =
i
2
Kabη¯β(Σ
ab
meta)
β
α.
(5.6.7)
Let us notice that the last two equations are quite different from the one of the Jacobi
field δϕa
˙(δϕa) = ∂lh
a(ϕ)(δϕl). (5.6.8)
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So we cannot identify ηα with the Jacobi fields of CM. Instead it is easy to show that
they are a sort of “square root” of the Jacobi fields [43] in the sense that the composite
objects Pa(t) defined as
Pa(t) ≡ η¯α(γa)αβ η¯β (5.6.9)
have the same equations of motion as the Jacobi fields.
It is possible to give also a path integral version of the formalism presented in this
section, as explained in detail in Ref. [43]. The associated generating functional is
ZMFA =
∫
DϕDλDηDη¯ exp i
∫
dt
[
λaϕ˙
a + iη¯αη˙
α −HMFA
]
. (5.6.10)
As for the CPI case [5] it is easy to derive the “operatorial” version of this MFA path
integral. From the kinetic term in (5.6.10) one gets the following graded commutators:{
[ϕ̂a, λ̂b] = iδ
a
b
[̂¯ηβ, η̂α] = δαβ . (5.6.11)
All the commutators not indicated in (5.6.11) are zero. In a “Schro¨dinger-type” repre-
sentation ϕ̂a and η̂α are multiplicative operators while the associated momenta λ̂a, ̂¯ηα
have to be realized as derivative operators in order to satisfy the algebra (5.6.11):
λ̂a = −i ∂
∂ϕâ¯ηα = ∂∂ηα . (5.6.12)
The associated representation space is given by the set of functions:
X (ϕ, η) ≡
∑
p
1
p!
Xα1α2...αp(ϕ)ηα1ηα2 . . . ηαp (5.6.13)
while the metaplectic Hamiltonian (5.6.2) is turned into the operator
ĤMFA = HMFA
(
ϕ̂, λ̂ = −i ∂
∂ϕ
, η̂, ̂¯η = ∂
∂η
)
. (5.6.14)
The next step is to endow the space of functions (5.6.13) with a scalar product and
check if ĤMFA is Hermitian under it. We will choose the analog of the SvH scalar product
by imposing the following hermiticity conditions:
η̂α† = ̂¯ηα̂¯η†α = η̂α
ϕ̂a† = ϕ̂a
λ̂†a = λ̂a.
(5.6.15)
Along the same lines developed in the previous chapter, it is easy to show that the scalar
product induced by (5.6.15) is given by:
〈τ |X 〉 =
∑
p
K(p)τ∗α1...αp(ϕ)Xα1...αp(ϕ). (5.6.16)
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where K(p) is a positive combinatorial factor. One immediately notices that this is a
positive definite scalar product. Let us now check whether the Hamiltonian ĤMFA is
Hermitian under this scalar product. As usual the bosonic part of (5.6.2), which is the
same as in the CPI case, is Hermitian. So we have to check out only the fermionic part
which is
ĤfermMFA =
1
2
∂a∂bĤ¯ηx(Σabmeta)xyη̂y. (5.6.17)
We have indicated the indices with x, y because in the metaplectic case, as explained
above, they are a continuous set labeling the infinite states of the Hilbert space V.
Second let us remember that Σabmeta have to be chosen Hermitian in the metaplectic
representation:
(Σabmeta)
† = Σabmeta. (5.6.18)
This hermiticity of course refers to the indices (x, y) and not to (a, b). So if we indicate
the elements (Σabmeta)
x
y as 〈x|Σabmeta|y〉, then (5.6.18) implies that:
〈x|Σabmeta|y〉∗ = 〈y|Σab †meta|x〉 = 〈y|Σabmeta|x〉 (5.6.19)
which in normal matrix language means
(Σabmeta)
x∗
y = (Σ
ab
meta)
y
x. (5.6.20)
Now it is easy to prove the hermiticity of ĤfermMFA. In fact:
(ĤfermMFA)† =
(
1
2
(∂a∂bH)̂¯ηx(Σabmeta)xy η̂y)† = 12(∂a∂bH)η̂y†(Σabmeta)x∗y ̂¯η†x =
=
1
2
(∂a∂bH)̂¯ηy(Σabmeta)yxη̂x = 12(∂a∂bH)̂¯ηx(Σabmeta)xyη̂y = ĤfermMFA. (5.6.21)
This proves that the full ĤMFA is Hermitian under the SvH scalar product. This does
not happen for the Ĥ of the CPI [5] and it is easy to understand why. In fact the usual
ĤCPI can be given the following form:
ĤCPI = haλ̂a + 1
2
̂¯ceKab(ϕ)(Σabvec)ef ĉf (5.6.22)
where (Σabvec)
e
f is the Σ associated to the transformations of vectors under Sp(2N):
(Σabvec)
e
f = −i(δafωbe + δbfωae). (5.6.23)
Then it is easy to check that this Σ does not satisfy the analog of (5.6.20), i.e.:
(Σabvec)
e∗
f 6= (Σabvec)fe. (5.6.24)
This explains why ĤCPI is not Hermitian with the SvH scalar product.
Summarizing the work contained in the last two chapters we can conclude that the
KvN program of introducing a positive definite Hilbert space in CM fails as soon as we
try to include the higher forms ψ(ϕ, c) of the CPI, besides the zero-forms ψ0(ϕ). It fails
in the sense that we cannot have both a positive definite scalar product and a Hermitian
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Hamiltonian. To disentangle from the problem above we prefer to abandon the Hilbert
space picture of the KvN program in the CPI case and to interpret the functions ψ(ϕ, c)
of the CPI not as “classical wave functions” but only as probability densities ρ(ϕ, c), i.e.
elements of L1. Doing so there is no need to introduce a scalar product and a Hilbert
space structure. Otherwise, if we do not want to abandon the “classical wave function”
picture of KvN, we can use the wave function picture that the metaplectic case of Secs.
5.5-5.6 provides. In fact the metaplectic functions and the associated Hilbert spaces are
not affected by problems like the lack of a positive definite scalar product or the lack
of hermiticity of the Hamiltonian. Moreover also the MFA provides a description of the
standard classical Hamiltonian dynamics. In fact from its path integral (5.6.10) we have
that the usual phase space points ϕa evolve as in CM:
ϕ˙a = ωab
∂H
∂ϕb
(5.6.25)
and the equations of the Jacobi fields δϕa, which are crucial to study some features of
the dynamics such as ergodicity, chaos etc. [5][33][37], can be reconstructed from the
dynamics of η, η¯ via (5.6.9). So somehow the metaplectic formulation is a different
manner to describe the standard classical Hamiltonian dynamics for a point particle.
The next question is how to describe, via the metaplectic formulation, the standard
classical statistical mechanics. In the CPI this is described by the classical probability
densities ρ0(ϕ) which evolve via the Liouville operator, or (if we include also the Jacobi
fields like in Ref. [5]) by the Grassmann-valued densities
ρ(ϕ, c) = ρ0(ϕ) + ρa(ϕ)c
a + ρab(ϕ)c
acb + . . . (5.6.26)
whose evolution is generated by the standard Lie derivative ĤCPI [5]. In the metaplectic
representation we have instead functions like (5.6.13)
ψ(ϕ, η) =
∑
p
1
p!
ψα1...αp(ϕ)η
α1ηα2 . . . ηαp (5.6.27)
and it is from these wave functions that we should reconstruct the probability densities
(5.6.26). We feel that somehow the metaplectic wave functions (5.6.27) should be related
to something like the “square roots” of the probability densities (5.6.26). We get that
feeling by noticing that in the metaplectic representation we have already done something
similar in the sense that η, η¯ are like the “square roots” of the Jacobi fields δϕa as shown
in (5.6.9). What we need is a scalar product such that the following relation holds3:
ϕ〈ψ|η〉〈η|ψ〉ϕ = ρ(ϕ, η¯γη) = ρ(ϕ, c). (5.6.28)
In other words we would like that the η, η¯ on the LHS of (5.6.28) get combined by this
scalar product into the combination η¯γaη which are basically the δϕa (or ca) Jacobi fields,
see (5.6.9). We want that they combine in this way because the probability densities
(5.6.26) contain the variables c and not η, or η¯.
The scalar product (5.6.28) is not the SvH one that we explored in (5.6.16). In fact
the SvH scalar product does not pull in the γ matrices which instead are necessary
3In (5.6.28) we have put the subindex ϕ on |ψ〉ϕ to indicate that they belong to the Hilbert space V
jetting out of the point ϕ.
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in (5.6.28) to get the combination η¯γη inside the ρ. So far we have not succeeded in
building the “scalar” product (5.6.28), in checking if it is positive definite and if ĤMFA
is Hermitian under it. However, in order to get some practice in the interplay between
the metaplectic wave functions (5.6.27) and the CPI probability densities (5.6.26), we
have asked ourselves how, from the components of the ψ appearing in (5.6.27), we can
build objects which at least have the same indices and transformation properties as the
components of the ρ appearing in (5.6.26). One solution we found is the following one
ρab...d︸︷︷︸
p
(ϕ) = Tr
[
|ψ(p)〉〈ψ(p)|γ[a ⊗ γb ⊗ . . . γd]
]
(5.6.29)
where with |ψ(p)〉 we indicate the components of the states (5.6.13) with p indices and
with ⊗ we indicate the tensor products among the Hilbert spaces like in (5.5.26).
The first thing we can derive from (5.6.29) is that if we transform |ψ(p)〉 according to
the metaplectic transformations then the resulting ρab...d turns out to transform according
to the symplectic ones.
Second, the metaplectic |ψ(p)〉 has the following components ψα1...αp whose number of
indices can run from zero to ∞, while ρ can have at most N indices. This means that
we have much more information stored in the |ψ(p)〉 that what is needed to build the ρ.
What does this imply?
Third, while (5.6.29) produces a ρ out of a ψ, it is not clear whether the inverse
procedure is true and unique, i.e. whether, given a ρ with all its components, it is
possible to find a |ψ〉 such that (5.6.29) or (5.6.28) is satisfied. These are the topics
we are currently working on. Our reason to insist with the metaplectic formulation is
because, as proved in this chapter, this is the only formulation of CM where a true
Hilbert space can be introduced and therefore it is the formulation which can most
probably be directly compared with QM. Actually the metaplectic representation made
its appearance before in issues related to quantization. In particular it appeared in
Geometric Quantization [50] and in a beautiful approach to quantization developed in
[51]. In this last paper quantization was achieved via three postulates and the first was
just the necessity to go to the metaplectic representation for the Lie derivative. At that
time it was not clear why one had to do that step first. Now instead it is clear: going to
the metaplectic representation is the only way to introduce a true Hilbert space in CM.
The reader may object to the statement we made above that the MFA is the only way
to introduce a true Hilbert space in CM. Actually there is also the BFA case presented in
Secs. 5.1-5.4 in which, after all, the Hilbert space has a positive definite scalar product
and a Hermitian Hamiltonian. What we do not like in the BFA approach is that higher
forms and tensors have to be built by hand introducing from outside the operation ⊗
of tensor product. What we mean is that in the CPI case of Ref. [5] the higher tensors
and forms were generated automatically as functions on the extended phase space which
is the only ingredient entering the associated path integral. In the bosonic or BFA case
instead we have to introduce an extra structure which is the cross product ⊗ or use a
strange path integral like (5.4.18). Anyhow we will leave to the reader and his taste
which of the two programs to pursue in case he is interested in carrying further this
research.
6. Conclusions and Outlook
The mathematician plays a game in which he himself invents the rules while
the physicist plays a game in which the rules are provided by Nature, but as
time goes on it becomes increasingly evident that the rules which the mathe-
matician finds interesting are the same as those which Nature has chosen.
-P.A.M. Dirac, 1939.
In this thesis we have studied some aspects of the original KvN formulation of CM which
had never been studied before in the literature, such as the role played by the phases of
the elements of KvN Hilbert space and the rules needed to couple a point particle with an
external gauge field. Next, following Ref. [5], we have extended the KvN formalism to the
space of differential forms where we have analyzed first some purely geometrical topics
and second some Hilbert space features. The geometrical topics were centered on the
Cartan calculus of differential symplectic geometry which, as shown in Ref. [5], could be
reproduced in a compact form via the Grassmann variables and other structures present
in the CPI. In this thesis we showed that the CPI could also provide a unified view
of those various generalizations of the Lie brackets known as the Schouten-Nijenhuis,
the Fro¨licher-Nijenhuis and the Nijenhuis-Richardson brackets. Furthermore we showed
that all the Cartan calculus could be reproduced not only via the Grassmann variables
of the CPI but also via some suitable tensor products of Pauli matrices. Regarding the
Hilbert space features mentioned above, in this thesis we have shown that, once forms
are included in the formalism, the associated Hilbert space cannot have at the same time
a positive definite scalar product and a Hermitian Hamiltonian. Two solutions to this
problem have been studied in details in Chapter 5.
Having now completed this thesis, what to do next? The main problem we are inter-
ested in is the quantization of the theory. We know that usually the quantization of a
system is performed via the Dirac’s correspondence rules, which consist in replacing the
classical Poisson brackets { · , · }pb by commutators according to the following relation:
{ · , · }pb −→ [ · , · ]QM
i~
. (6.1.1)
Now, if we formulate CM a` la KvN, the Poisson brackets are already replaced by the
KvN commutators. So the quantization of the system can be performed: 1) either
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finding suitable rules to go from the KvN commutators to the quantum ones; 2) or
finding a way to reproduce the algebra of quantum observables using KvN commutators
and operators. Up to now we have found a compact way to realize the second road
towards a quantization based on the following map:
Q : f(q̂, p̂) −→ f
(
q̂ − ~
2
λ̂p, p̂+
~
2
λ̂q
)
(6.1.2)
where the domain of Q is made up of all the standard classical observables f(q̂, p̂) and its
image is made up of suitable Hermitian operators living in the KvN Hilbert space and
depending also on λ̂. In particular it is possible to prove that, using KvN commutators,
all the functions of the form f
(
q̂− ~
2
λ̂p, p̂+
~
2
λ̂q
)
appearing on the RHS of (6.1.2) satisfy
exactly the algebra of the observables of QM. So maybe this is a rule to quantize the
KvN classical mechanics and it might be useful also in clarifying the physical role of the
KvN operators which depends on λ̂.
An even more interesting road towards a quantization of the theory starts from the
CPI and its basic ideas have been explained in [19]. Having both classical and quantum
mechanics formulated via path integrals, the quantization of the system is equivalent
to finding some rules to go from the CPI to the quantum path integral. A very simple
and elegant trick to connect at least the weights of the path integrals is based on the
concept of superfield introduced in (1.1.22). Basically if we take the Lagrangian L which
appears in the weight of the quantum path integral, replace in it the fields with the
superfields and integrate over θ, θ¯, what we obtain is just the Lagrangian L of (1.1.16),
which appears in the weight of the CPI, modulus some surface terms:
i
∫
dθdθ¯L(Φ) = L − d
dt
(λpp+ ic¯pc
p). (6.1.3)
Inserting (6.1.3) into the kernel of evolution (3.3.1) for the functions in the (ϕ, c) repre-
sentation we obtain:
K(ϕf , cf , tf |ϕi, ci, ti) = 〈qf , pf , cqf , cpf , tf |qi, pi, cqi , cpi , ti〉 =
∫
Dµ exp i
∫
dtL =
=
∫
Dµ exp
[
i
∫
idtdθdθ¯L(Φ) + i
∫
dt
d
dt
(λpp+ ic¯pc
p)
]
= (6.1.4)
=
∫
Dµ exp
[
i
∫
idtdθdθ¯L(Φ) + iλp,fpf − iλp,ipi − c¯p,fcpf + c¯p,icpi
]
where we have indicated the functional measure of integration with:
Dµ = D′′ϕaDλaD′′caDc¯a. (6.1.5)
It is easy to prove that the surface terms appearing in (6.1.4) can be re-absorbed by
going from the (ϕ, c) representation to the mixed one (q, λp, c
q, c¯p). In fact the kernel of
propagation for the functions in this mixed representation is related to the previous one
by the following relation:
〈qf , λp,f , cqf , c¯p,f , tf |qi, λp,i, cqi , c¯p,i, ti〉 =
∫
dpf√
2π
dpi√
2π
dcpfdc
p
i exp(−iλp,fpf + c¯p,fcpf ) ·
·〈qf , pf , cqf , cpf |qi, pi, cqi , cpi 〉 exp(iλp,ipi − c¯p,icpi ). (6.1.6)
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The exponentials of the partial Fourier transforms appearing in (6.1.6) are just equal
and opposite to the ones obtained from the surface terms in (6.1.4). Therefore the kernel
of propagation in the mixed representation can be written in the following very compact
form1:
〈Φqf , tf |Φqi , ti〉 =
∫
DΦ exp
[
i
∫
idtdθdθ¯L(Φ)
]
(6.1.7)
where the functional integration over the superfield is defined as:
DΦ ≡ D′′qDpD′′λpDλqD′′cqDcpD′′c¯pDc¯q. (6.1.8)
The quantization procedure is then equivalent to sending the variables θ, θ¯ → 0 according
to the following scheme:
〈Φqf , tf |Φqi , ti〉 =
∫
DΦ exp i
∫
idtdθdθ¯L[Φ]
quantization :
ww θ, θ¯ → 0 (6.1.9)
〈qf , tf |qi, ti〉 =
∫
Dϕ exp i
~
∫
dtL[ϕ]
where the limit at the state level has to be intended as:
lim
θ,θ¯→0
|Φq〉 = | lim
θ,θ¯→0
Φq〉 = |q〉. (6.1.10)
This road to quantization is interesting because, differently than the usual procedure,
it is performed at the level of space and time, freezing to zero the variables θ, θ¯ which
are the Grassmannian partners of time in the superspace. What remains to be done in
these projects is to study in more details the physics and the geometry underlying these
procedures of quantization. In any case the work contained in this thesis may be helpful:
in fact we think that a better understanding of the physical features of the Hilbert space
of CM is crucial in order to make a comparison with quantum theories and to discover
the real meaning of the associated quantization rules.
As we have already said in the first chapter another problem that we would like to
analyze in the future is whether the large number of Hermitian operators present in
the KvN Hilbert space may be useful in order to describe those intermediate regimes
which are at the interface between quantum and classical mechanics and which are
becoming more and more important in modern experiments. In fact, even if we find out
the physical meaning and the correct rules to quantize CM a` la KvN, the problem of
understanding which are the realms of applicability of quantum and classical mechanics
would remain. What happens in the intermediate region, at the border between the two
theories? Maybe the answer lies just within the KvN Hilbert space which seventy years
after its birth has not revealed yet all its secrets and mysteries.
1The ket |qi, λp,i, c
q
i , c¯p,i〉 is an eigenstate for the operators q̂, λ̂p, ĉ
q , ̂¯cp and, consequently, is an
eigenstate also for the superfield Φ̂q . In this way we tentatively identify |Φqi 〉 with |qi, λp,i, c
q
i , c¯p,i〉. A
problem to be solved is the following: is this correspondence one-to-one? All the eigenstates of q̂, λ̂p, ĉ
q
and ̂¯cp are eigenstates for the superfield operator Φ̂q but does it make sense to consider, if they exist,
also eigenstates of Φ̂q which are not of the form |qi, λp,i, c
q
i , c¯p,i〉?
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