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Abstract. A system consisting of a number of servers, where demands
of different types arrive in bursts (modelled by interrupted Poisson pro-
cesses), is examined in the steady state. The problem is to decide how
many servers to allocate to each job type, so as to minimize a cost func-
tion expressed in terms of average queue sizes. First, an exact analysis is
provided for an isolated IP/M/n queue. The results are used to compute
the optimal static server allocation policy. The latter is then compared
to two heuristic policies which employ dynamic switching of servers from
one queue to another (such switches take time and hence incur costs).
1 Introduction
Recent developments in distributed and grid computing have facilitated the host-
ing of service provisioning systems on clusters of computers. Users do not have
to specify the server on which their requests (or ‘jobs’) are going to be executed.
Rather, jobs of different types are submitted to a central dispatcher, which sends
them for execution to one of the available servers. Typically, the job streams are
bursty, i.e. they consist of alternating ‘on’ and ‘off’ periods during which de-
mands of the corresponding type do and do not arrive.
In such an environment it is important, both to the users and the service
provider, to have an efficient policy for allocating servers to the various job
types. One may consider a static policy whereby a fixed number of servers is
assigned to each job type, regardless of queue sizes or phases of arrival streams.
Alternatively, the policy may be dynamic and allow servers to be reallocated
from one type of service to another when the former becomes under-subscribed
and the latter over-subscribed. However, each server reconfiguration takes time,
and during it the server is not available to run jobs; hence, a dynamic policy
must involve a careful calculation of possible gains and losses.
The purpose of this paper is to (i) provide a computational procedure for de-
termining the optimal static allocation policy and (ii) suggest acceptable heuris-
tic policies for dynamic server reconfiguration. In order to achieve (i), an exact
solution is obtained for an isolated queue with n parallel servers and an on/off
source. The dynamic heuristics are evaluated by simulation.
The problem described here has not, to our knowledge, been addressed before.
Much of the server allocation literature deals with polling systems, where a single
server attends to several queues [2–6]. Even in those cases it has been found that
the presence of non-zero switching times makes the optimal policy very difficult
to characterize and necessitates the consideration of heuristics. The only general
result for multiple servers concerns the case of Poisson arrivals and no switching
times or costs: then the cµ-rule is optimal, i.e. the best policy is to give absolute
preemptive priority to the job type for which the product of holding cost and
service rate is largest (Buyukkoc et al [1]).
A model similar to ours was examined by Palmer and Mitrani [10]; however,
there all arrival processes were assumed to be Poisson; also, the static allocation
was not done in an optimal manner. The novelty of the present study lies in the
inclusion of on/off sources, the computation of the optimal static policy and the
introduction of new dynamic heuristics.
The assumptions of model are stated in section 2. The analysis of the IP/M/n
queue, leading to the optimal static policy, is presented in section 3. Section 4
describes the dynamic heuristics, while section 5 shows the results of experiments
comparing the performance of the different policies.
2 The model
The system contains N servers, each of which may be allocated to the service of
any of M job types. There is a separate unbounded queue for each type. Jobs
of type i arrive according to an independent interrupted Poisson process with
on-periods distributed exponentially with mean 1/ξi, off-periods distributed ex-
ponentially with mean 1/ηi and arrival rate during on-periods λi (i = 1, 2, ...,M).
The required service times for type i are distributed exponentially with mean
1/µi.
Any of queue i’s servers may at any time be switched to queue j; the re-
configuration period, during which the server cannot serve jobs, is distributed
exponentially with mean 1/ζi,j . If a service is preempted by the switch, it is
eventually resumed from the point of interruption.
The cost of keeping a type i job in the system is ci per unit time (i =
1, 2, ...,M). These ‘holding’ costs reflect the relative importance, or willingness
to wait, of the M job types. The system performance is measured by the total
average cost, C, incurred per unit time:
C =
N∑
i=1
ciLi , (1)
where Li is the steady-state average number of type i jobs present. Those quan-
tities depend, of course, on the server allocation policy.
In principle, it is possible to compute the optimal dynamic switching policy
by treating the model as a Markov decision process and solving the corresponding
dynamic programming equations. However, such a computation is tractable only
for very small systems. What makes the problem difficult is the size of the state
space one has to deal with. The system state at any point in time is described
by a quadruple, S = (j,n,u,m), where j is a vector whose ith element, ji, is the
number of jobs in queue i (including the jobs in service); n is a vector whose ith
element, ni, is the number of servers currently assigned to queue i; u is a vector
whose ith element, ui, is 0 if the ith arrival process is in an off-period, 1 if it is
on; m is a matrix whose element mi,k is the number of servers currently being
switched from queue i to queue k. The possible actions that the policy may take
in each state are to do nothing or to initiate a switch of a server from queue i
to queue k.
A numerical procedure to determine the optimal policy would involve trun-
cating the queue sizes to some reasonable level, discretizing the time parameter
through uniformization and then applying either policy improvement or value
iterations (e.g., see [11, 12]). It is readily appreciated that the computational
complexity of that task grows very quickly with the number of queues, M , the
number of servers, N , and the truncation level. For that reason, we have con-
centrated on determining the optimal static allocation policy (which does not
involve switching) and comparing its performance with that of some dynamic
heuristics.
3 The IP/M/n queue
If the server allocation is fixed, with ni servers assigned to queue i (n1+n2+. . .+
nM = N), then theM queues are independent of each other. Queue i behaves like
an isolated IP/M/ni queue and may be analyzed as such. To simplify notation,
the index i will be omitted in this section.
The state of the queue is described by the pair (j, u), where j is the number
of jobs present and u is 0 if the arrival process is in an off-period, 1 if it is on. Let
pj,u be the equilibrium probability of state (j, u). Also denote by µj the total
service completion rate when there are j jobs present: µj = min(j, n)µ.
The necessary and sufficient condition for stability is that the offered load is
less than the number of servers:
λη
µ(ξ + η)
< n . (2)
When that condition is satisfied, the steady-state probabilities satisfy the fol-
lowing set of balance equations (j = 0, 1, . . . ; u = 0, 1).
[λu+ µj + ξu+ η(1− u)]pj,u = λupj−1,u + µj+1pj+1,u
+ [ξ(1− u) + ηu]pj,1−u , (3)
where p−1,u = 0 by definition.
This model can be solved numerically by treating it as a ‘Markov-modulated
queue’. The Markovian environment that influences the behaviour of the queue is
the phase of its arrival process. Then one can compute performance measures by
applying either the spectral expansion or the matrix-geometric solution method
(see [7, 9]). However, the present model is sufficiently simple to allow both an
explicit exact analysis and an approximate solution in closed-form.
It is convenient to introduce the generating functions of the probabilities
corresponding to off and on periods, respectively:
g0(z) =
∞∑
j=0
pj,0z
j ; g1(z) =
∞∑
j=0
pj,1z
j . (4)
Then the balance equations (3) can be transformed into a set of two equations
for g0(z) and g1(z).
[ηz − nµ(1− z)]g0(z) = ξzg1(z)− µ(1− z)P0(z) , (5)
[λz(1− z)− nµ(1− z) + ξz]g1(z)
= ηzg0(z)− µ(1− z)P1(z) , (6)
where P0(z) and P1(z) are two polynomials involving ‘boundary’ probabilities
(corresponding to states with state-dependent departure rates):
P0(z) =
n−1∑
j=0
(n− j)pj,0zj ; P1(z) =
n−1∑
j=0
(n− j)pj,1zj . (7)
From equations (5) and (6), g0(z) and g1(z) can be expressed as rational
functions whose numerators involve P0(z) and P1(z), and a common denomina-
tor, d(z). The latter is quadratic and has two real zeros, z1 and z2, such that
0 < z1 < 1 and 1 < z2 <∞.
The balance equations (3) for j < n−1 supply 2n−2 equations for the coeffi-
cients of P0(z) and P1(z). An additional equation is provided by the normalizing
condition g0(1)+g1(1) = 1. The final equation is obtained by observing that the
generating functions are finite in the interior of the unit disc and therefore their
numerators must vanish at z = z1.
This determines all unknown probabilities, and hence the full distribution of
the queueing process.
The average number of jobs present, L, is given by
L = g′0(1) + g
′
1(1) . (8)
Thus, the procedure for determining the optimal static allocation of servers
would use the solution described here to evaluate the cost function (1) for each
feasible allocation and then choose the best one. A server allocation (n1, n2, . . .,
nM ), with n1 + n2 + . . . + nM = N , is feasible if the stability condition (2) is
satisfied for every queue.
It can also be shown that the tail of the queue size distribution is geometric
with parameter 1/z2 (see [8]). When the queue is heavily loaded, this leads to a
very simple approximation for the average queue size:
L =
1/z2
1− 1/z2 =
1
z2 − 1 . (9)
Using that approximation speeds up the search for the optimal static server
allocation considerably.
4 Dynamic heuristics
It is to be expected that a dynamic allocation policy which reacts to changing
queue sizes and switches servers when large disparities occur, can achieve lower
costs than even the best static policy. However, because of the size of the state
space, a computation of the optimal policy is impractical. Hence, our objective
is to design heuristic dynamic policies and compare their performance with the
optimal static policy.
Two heuristics will be examined. In both cases, switching decisions are made
by taking into account the currently observed system state and estimating the
costs that would be incurred over some subsequent period of time if (a) no action
is taken, and (b) one or more servers are switched from queue j to queue i. The
two policies differ by the way they estimate future costs.
The first policy will be referred to as the Average Flow heuristic. It ignores
the on/off periods and treats queue i as a deterministic fluid which arrives at
rate γi, given by
γi =
λiηi
ξi + ηi
. (10)
That fluid is consumed at rate niµi, where ni is the number of servers currently
allocated to queue i.
Suppose that two queues, i and j, have current sizes ki and kj , and currently
allocated numbers of servers ni and nj , respectively. If no further actions are
taken, and both queues are stable (i.e., γi < niµi and γj < njµj), then those fluid
queues would decrement at constant rates and would empty in times ki/(niµi−
γi) and kj/(njµj − γj), respectively. The total holding costs incurred would be
proportional to the areas of the resulting triangles.
Hence, the Average Flow heuristic estimates the cost of taking no action with
queues i and j as
C0 =
cik
2
i
2(niµi − γi) +
cjk
2
j
2(njµj − γj) . (11)
On the other hand, if a decision is made to switch a server from queue j to
queue i, and that switch takes time 1/ζ (deterministic), then the service rate at
queue j immediately reduces to (nj − 1)µj , while that at queue i remains the
same for the duration of the switch and then increases to (ni + 1)µi. Assuming
that queue i does not empty during the switch, its size at the point when the
switch is completed would be equal to mi, where
mi = ki − (niµi − γi)/ζ . (12)
The total holding cost incurred in clearing both queues is estimated as
C1 =
ci(ki +mi)
2ζ
+
cim
2
i
2((ni + 1)µi − γi) +
cjk
2
j
2((nj − 1)µj − γj) . (13)
At every arrival or departure event, the Average Flow heuristic evaluates C0
and C1 for every pair of queues i and j, where i is the queue where the arrival
occurred, or j is the queue where the departure occurred. If C1 < C0, a server
is switched from queue j to queue i. If that inequality holds for more than one
queue i, the switch is made to the queue for which the difference C0 − C1 is
largest. If a contemplated switch would leave queue j potentially unstable (i.e.,
(nj − 1)µj ≤ γj), then it is not made. If, at a decision instant, a server is in
the process of being switched, it is counted as being already available at the
destination queue.
The second policy will be referred to as the On/Off heuristic. When making
allocation decisions, it assumes that that the current phase of each arrival pro-
cesses, whether it is ‘on’ or ‘off’, will last forever. Again queue i is treated as a
fluid, but the arrival rate is taken to be γi = λiui, where ui = 1 if the queue i
arrival process is in an on-period and ui = 0 if it is in an off-period.
Switching decisions are made not only at arrival and departure instants, but
also when an arrival process changes phase from ‘on’ to ‘off’ or vice versa. As
well as evaluating the estimated costs C0 and C1, of doing nothing or switching
one server from queue j to queue i, the On/Off heuristic evaluates the costs
Cs, of switching s servers from queue j to queue i, for s = 2, 3, . . . , nj . This is
necessary because a phase change can make a big difference to the arrival rate
at a queue, requiring or releasing more than one server. When calculating Cs
for s > 1, one could assume that all s servers become available at queue i after
a switching interval of length 1/ζ. Alternatively, the assumption could be that
the s switches complete at different times: the earliest after an interval 1/(sζ),
the next after a subsequent interval 1/((s−1)ζ), etc. The first alternative would
be appropriate if the switching times are nearly constant, the second if they
are exponentially distributed. In both cases, the costs are evaluated by adding
together areas under linear segments.
As before, the switching decision that yields the largest cost reduction is
taken. If no reduction is possible, or if all estimated costs are infinite (that
can happen, for example, if all arrival processes are in an on-period and the
corresponding arrival rates are greater than the available service rates), then no
action is taken.
5 Results
To illustrate the behaviour of the dynamic heuristics, and compare their perfor-
mance with that of the optimal static allocation policy, a cluster of servers was
simulated. For completeness, a simpler static policy was also included in some
comparisons. The latter is referred to as the ρ-rule: it allocates the servers to
job types in proportion to costs, ci, and offered loads, ρi = γi/µi (γi is given by
(10)). The ρ-rule is what one would apply without the benefit of the analysis in
section 3. Indeed, that was the static allocation used in [10].
The following parameters were kept fixed throughout.
Number of job types: M = 2.
Number of servers: N = 20.
Average required service times: 1/µ1 = 1/µ2 = 1.
In the first experiment, the average ‘on’ and ‘off’ periods were equal at the
two queues, and so were the average switching times: 1/ξi = 1/ηi = 100, i = 1, 2;
1/ζi,j = 1, i, j = 1, 2. The two arrival rates were also equal, and were increased
simultaneously. Some asymmetry was introduced by making type 2 jobs more
expensive than type 1: the holding costs were c1 = 1, c2 = 1.5. The simulated
time for each run was 10000 time units. Since each arrival process is ‘on’ for
about half of that time, if λ1 = λ2 = 10, a total of about about 100000 jobs
go through the system. (Note that the simulations were required only for the
dynamic policies. The static ones could have been solved numerically, but since
the simulation programs could easily be adapted to different policies, they were
used in all cases.)
Figure 1 shows the average costs achieved by the two static and two dynamic
policies, as the load increases. As expected, at light loads it does not matter very
much which policy is adopted. However, differences start appearing at medium
loads and become ever larger at heavy loads.
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Fig. 1. Policy comparisons: increasing λ1, λ2
The ρ-rule has the worst performance. Its application results in 8 servers
being allocated to type 1 and 12 servers to type 2 throughout. Hence, when
λ1 ≥ 16, the system becomes unstable and in the long run incurs infinite cost.
The optimal static policy allocates 9 servers to type 1 and 11 to type 2 for most
of the range, changing to 10 and 10 when the arrival rates become greater than
about 17. That policy achieves considerably lower costs than the ρ-rule, and re-
mains stable for λi < 20. The benefits of the dynamic allocation policies become
significant for λi > 13. Their performance is similar, although the Average Flow
policy appears to be consistently slightly better than On/Off. We point this out
as an observed fact, but cannot explain it. Intuitively, one might have expected
that a heuristic which takes into account the current state of the input stream
would make better allocation decisions.
Figure 2 shows the effect of increasing the average switching time, in a rea-
sonably lightly loaded system (λ1 = λ2 = 10). We observe that the cost of the
Average Flow heuristic increases initially and then stops changing significantly:
it performs slightly better than the optimal static policy (whose allocation does
not change) when 1/ζ < 4 and then becomes slightly worse. On the other hand,
the On/Off policy shows an initial steady improvement before its cost also stops
changing significantly.
The static allocation policy based on the ρ-rule is not included in these and
subsequent comparisons because its performance can only be worse than that of
the optimal static policy.
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The last experiment involves a system with asymmetric traffic characteristics.
Type 1 jobs arrive in a steam which is ‘on’ most of the time: ξ1 = 1/100000,
η1 = 1, λ1 = 10. That stream would need at least 10 servers in order to remain
stable. Jobs of type 2 arrive in short bursts, with long intervals in between:
ξ2 = 1/25, η2 = 1/500 (i.e., the arrival stream of type 2 is ‘on’ for less than 5%
of the time). The arrival rate of type 2 during ‘on’ periods, λ2, is increased from
20 to 120 in steps of 5. The switching costs are very small.
Figure 3 illustrates very clearly the benefits of using a dynamic allocation
policy. Again, there is not much difference between the performance of the Av-
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Fig. 3. One steady and one bursty source: increasing λ2
erage Flow and the On/Off heuristics. However, the average cost achieved by
either of them can be an order of magnitude lower that that of the optimal
static policy.
6 Conclusions
We have addressed a resource allocation problem that is of considerable impor-
tance in the context of distributed computing and grid systems with hetero-
geneous, bursty demand streams. Under Markovian assumptions, the optimal
static allocation policy can be determined quite simply, using the analytic solu-
tion provided in section 3. An even simpler approximate solution is also available.
Two dynamic heuristic policies were proposed and evaluated by simulation.
When the system is heavily loaded, both achieve large savings in costs, compared
to the best static policy.
Further work is required in several directions. First, it is clearly necessary
to carry out more extensive evaluations and comparisons for different system
configurations (including larger numbers of job types), cost structures and pat-
terns of demand. Next, are there other, better dynamic heuristics that react
more promptly and accurately to changes of state? Also, it would be desirable
to implement the proposed heuristics in a real grid system and measure their
performance. Finally, how would the resource allocation problem change if the
servers, too, can be ‘on’ or ‘off’ (they may be subject to breakdowns and repairs,
or for other reasons become unavailable from time to time)? These and other
extensions will be tackled in the future.
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