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ABSTRACT
The Variable Block Row (VBR) format is an influential blocked
sparse matrix format designed to represent shared sparsity struc-
ture between adjacent rows and columns. VBR consists of groups
of adjacent rows and columns, storing the resulting blocks that con-
tain nonzeros in a dense format. This reduces the memory footprint
and enables optimizations such as register blocking and instruction-
level parallelism. Existing approaches use heuristics to determine
which rows and columns should be grouped together. We adapt
and optimize a dynamic programming algorithm for sequential hy-
pergraph partitioning to produce a linear time algorithm which can
determine the optimal partition of rows under an expressive cost
model, assuming the column partition remains fixed. Furthermore,
we show that the problem of determining an optimal partition for
the rows and columns simultaneously is NP-Hard under a simple
linear cost model.
To evaluate our algorithm empirically against existing heuristics,
we introduce the 1D-VBR format, a specialization of VBR format
where columns are left ungrouped. We evaluate our algorithms on
all 1626 real-valued matrices in the SuiteSparse Matrix Collection.
When asked to minimize an empirically derived cost model for a
sparse matrix-vector multiplication kernel, our algorithm produced
partitions whose 1D-VBR realizations achieve a speedup of at least
1.18 over an unblocked kernel on 25% of the matrices, and a speedup
of at least 1.59 on 12.5% of the matrices. The 1D-VBR representation
produced by our algorithm had faster SpMVs than the 1D-VBR
representations produced by any existing heuristics on 87.8% of
the test matrices.
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1 INTRODUCTION
Matrices that occur in practice are often sparse, meaning that
most of their entries are zero. Several sparse matrix formats have
been proposed that process and store only the nonzero entries in
an effort to improve performance. For example, the Compressed
Sparse Row (CSR) format stores a list of nonzero locations in each
row. While most sparse formats perform better than dense formats,
a considerable portion of the storage is used to record the individual
locations of nonzeros. This contributes to the runtime of memory-
bound kernels such as Sparse Matrix-Vector Multiply (SpMV) [46].
The complexity of these compressed formats makes it difficult to
apply optimization techniques that are typical to dense settings,
such as register blocking and instruction-level parallelism.
Because sparse matrices come from physical applications, many
matrices have the property that nonzeros occur close together.
Blocked sparse matrix formats have enjoyed a long history of
study because they provide a way to use this observation to reduce
the complexity of storing individual nonzero locations, opting to
store rectangular regions of nonzeros in dense blocks instead. This
allows implementations to store only the size and location of each
block, avoid storage of each nonzero location within the block. The
block can be processed as a small dense matrix, enabling dense
performance engineering techniques.
Blocked formats have a long history of use, but one of the first
formats to receive considerable study was the Variable Block Row
(VBR) format [23, 24, 32–34, 41, 43], where similar adjacent rows
and columns are grouped together. Unlike many formats which
require blocks to be of fixed size, the number of rows or columns
that may be grouped together varies across each dimension, pro-
ducing variably sized blocks. Since blocks are produced by merging
entire rows or columns, the blocks are aligned, which allows imple-
mentations to reuse elements of other kernel arguments along the
direction of alignment. In general, producing bigger blocks means
that less location information is needed, but as blocks get bigger,
they may begin to cover more zeros that need to be stored explic-
itly in the dense storage. While the VBR format was motivated by
scientific applications that produce matrices with clear block struc-
ture, we investigate the application of these techniques to arbitrary
sparse matrices.
In Appendix A,we prove that the problem of determining optimal
groupings of adjacent rows and columns for VBR format is NP-Hard
under a simple linear cost model by reduction from the Maximum
Cut problem [25, 29]. The remainder of the work focuses on the
more constrained problem of determining an optimal grouping of
the rows given a fixed grouping of columns.
At of the time of writing, only heuristic algorithms have been
given to determine which rows or columns should be grouped
together in either the full problem or our restricted case. In Section
6, we propose a novel modification to the implementation of the
commonly used “overlap similarity” heuristic to ensure that it reads
each element of the matrix only once.
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Optimal algorithms have been proposed for the related, but not
directly applicable, problems of sequential hypergraph and graph
partitioning [5, 15, 26]. In Section 7, we adapt the algorithm due to
Grandjean et. al. to produce a linear time, single pass, algorithm
which can determine the optimal contiguous row groups under a
fixed column grouping and an expressive cost model which applies
directly to VBR and 1D-VBR. For example, we can use a cost model
that directly minimizes the memory footprint of the resulting VBR
format, or one of the widely used affine row-wise cost models for
blocked sparse matrix-vector multiplication (SpMV) [9, 24]. Our
algorithm runs in timeO(N +m ·wmax +n), where N is the number
of nonzeros,m is the number of rows,wmax is the maximum block
dimension (treated as a small constant), and n is the number of
columns. Our algorithm operates directly on the sparse matrix
in CSR format, taking only one pass over the matrix. In practice,
benefits are not typically observed for increasing wmax beyond
approximately 12 [40].
To test our partitioner empirically, we invent a specialization
of the VBR sparse matrix format for the case where the columns
are ungrouped. We refer to this new, restricted, format as 1D-VBR.
Because SpMV has a long history of use as the target kernel for
blocked formats, we use SpMV as our target kernel. SpMV is often
used as a subroutine in iterative solvers, where a dense vector mul-
tiplies the same sparse matrix hundreds of times before a solution is
found. Thus, a practical use case for our optimal 1D-VBR partitioner
would be to run the partitioner and convert the matrix to 1D-VBR
once, then offset the conversion cost with the savings obtained after
multiplying the matrix many times in an iterative solver.
We test our optimal algorithm against existing heuristics using
a Julia implementation of the 1D-VBR format 1 on the entire set
of 1626 real-valued matrices in the SuiteSparse collection [13]. On
12.5% of the matrices we tested, our optimally-partitioned 1D-VBR
format under an empirically-determined affine cost model exhibited
an SpMV speedup of at least 1.59 over the CSR implementation.
This partitioner was able to justify its cost within 74.8 multipli-
cations on 25% of the matrices we tested. Using our algorithm to
partition under one of our three studied cost models produced the
fastest multiply on 43.7% of the tested matrices. Not only does this
prove the effectiveness of our partitioner, it describes the extent of
availability of block structure in practical sparse matrices.
2 PARTITIONS
LetA be anm×nmatrixwith N nonzeros, whereAi, j corresponds
to the value in the ith row and jth column. For convenience, we will
use the interval notation i : i ′ to represent the integer sequence
i, i + 1, ..., i ′. We can then describe submatrices of A as Ai :i′, j :j′ . We
will use : to represent the full interval of valid indices. Thus, A:,4
should be interpreted as the fourth column of A, and A1:3, : should
be interpreted as the first three rows of A.
In practice, adjacent rows (and columns) often contain similar
patterns of nonzero locations. To capitalize on this observation,
we will group similar rows together, forming a row part. A K-
partition P of rows of A assigns each row i to one of K parts
1 ≤ Pi ≤ K . In this work, we will insist that our partitions stay
1Code is available at https://github.com/peterahrens/SparseMatrix1DVBCs.jl
contiguous, meaning that Pi−1 ≤ Pi ≤ Pi+1 for all 1 ≤ i ≤ m. Be-
cause our partitions are contiguous, we can represent a K-partition
P using vector Π(P) of the K + 1 split positions. Thus, the rows in
part p lie in the range Πp : (Πp+1 − 1). Note that when the argu-
ment to a function is clear from context, we will omit the argument
for brevity. We will use : to represent the trivial partition, which
assigns each row to a distinct part, and ®1 to represent the unit
partition, which assigns each row to the same part.
Although our primary focus will be partitions of rows, the Vari-
able Block Row (VBR) format uses a partition of rows and a partition
of columns simultaneously. Thus, we also introduce notation for
an L-partition Q of columns, with the corresponding split vector
Φ(Q). The partitions P andQ tile our matrix with K ×L contiguous,
non-overlapping, rectangular blocks. The block (p,q) is of size
wp ×uq = (Πp+1 − Πp ) × (Φq+1 − Φq ). Blocked formats store only
nonzero blocks, or blocks that contain at least one nonzero of A.
If we pick our partitions wisely, many blocks will be zero, and will
not need to be stored.
We use vi (A) to refer to the set of nonzero locations in the ith
row of A, and ej (A) to refer to the set of nonzero locations in the
jth column of A.
vi = {j |A[i, j] , 0}, ej = {i |A[i, j] , 0}.
Similarly, let γi (A,Q) be the set of column parts which contain
nonzeros in the ith row, and let λj (A, P) be the set of row parts
which contain nonzeros in the jth column. Tersely,
γi = {Q j |A[i, j] , 0}, λj = {Pi |A[i, j] , 0}.
Note that if Q and P are each the trivial partition, then vi (A) =
γi (A, :) and ej (A) = λj (A, :).
Block partitioning algorithms sometimes focus on reordering
the rows to group similar rows together [30, 35, 38]. If we allow
our blocks to become large, the problem begins to resemble graph
and/or hypergraph partitioning [10, 18]. While noncontiguous par-
titions allow for more expressive blocks, permuting a matrix or
vector may be an expensive memory-intensive procedure. In some
situations, the matrix may have already been reordered for numer-
ical reasons, and the user might want to operate on the matrix
without changing the column ordering. Furthermore, there are sev-
eral matrices which do not need to be reordered to take advantage
of similarities among adjacent rows. Partitioning problems often
focus on reordering the rows to group the similar ones together.
As a parting thought on the topic, research into the less complex
contiguous partitioning problem may help to provide insight into
the more general case.
3 SPARSE FORMATS
Sparse matrices are commonly stored in Compressed Sparse Row
(CSR) format [36], which consists of three vectors pos , idx , and
val . The lengthm + 1 vector pos stores the regions of idx and val
corresponding to each row. The vectors idx and val (each of length
N ) store the sorted nonzero column locations and corresponding
values of nonzeros, respectively. Assume we were to store A in
CSR format and wanted to determine the value Ai, j . We start by
finding the unique index l such that A.pos[i] ≤ l < A.pos[i + 1] and
A.idx[l] = j . If no such l exists, Ai, j = 0 and is not stored explicitly
in CSR format. Otherwise, Ai, j = A.val[l]. Note that A.pos[1] will
always be 1 and A.pos[m + 1] will always be N + 1. Storing A in
CSR format uses
sCSR(A) = (m + 1)sindex + N · sindex + N · svalue (1)
bits, where sindex and svalue are the sizes of the index and value
types, in bits.
When adjacent rows or columns are used to represent different
aspects of the same component of a system, the nonzeros in these
rows or columns often appear in the same locations. For example,
in many sparse matrices, adjacent nonzeros may represent partial
derivatives of the same variable with respect to some set of impor-
tant dependent variables. If different aspects are recorded for each
component, the number of similar rows or columns may vary from
component to component. Similarly, in matrices where adjacent
rows or columns represent similar datapoints, the nonzeros tend to
be clustered. These observations motivated the development of the
Variable Block Row (VBR) format, which groups similar rows and
columns together [32]. While VBR was motivated by applications
like multiphysics simulations with several variables per mesh point,
we focus on the more general setting of arbitrary sparse matrices,
without assuming underlying meshes, PDEs, etc. VBR saves mem-
ory by storing only the locations of the resulting blocks instead
of the locations of the individual nonzeros. Because the blocks
produced by VBR are aligned along rows and columns, SpMV im-
plementations can register block the corresponding sections of the
input and output vectors, and use dense linear algebra to process
each block. VBR is described in the SPARSKIT library [33, 34], the
SparseBLAS specification [32], and the OSKI Sparse Kernel Inter-
face [41, 42], and is used internally by the MKL Paradiso solver
[2].
The VBR format imposes both a row K-partition P and a column
L-partitionQ . However, it is more efficient to store the length K + 1
split vectors Π and Φ than it is to store the lengthm and n partition
vectors. Instead of storing individual nonzero locations, the VBR
format uses the idx vector to store block indices (the indices record
the parts corresponding to each block). Because the blocks are
variably sized, the block locations in val are not aligned with the
positions of the block indices in the idx array. Therefore, we use
a vector ptr of block locations to record the starting index of each
block inval . Assume we were to storeA in VBR format and wanted
to determine the value of the entry Ai, j . Let p and q be the block
indices of the index (i, j) (the integers such that Π[p] ≤ i < Π[p+1]
and Φ[q] ≤ j < Φ[q + 1]). If we cannot find l such that A.pos[p] ≤
l < A.pos[p + 1] and A.idx[l] = q, then Ai, j = 0 because the block
(p,q) is entirely zero and is not stored in explicitly VBR format.
Otherwise, our block contains at least one nonzero and starts at
position A.ptr [l] in the val array. Our block has dimensionswp ×
uq = (Π[p+1]−Π[p])×(Φ[q+1]−Φ[q]). Because VBR stores nonzero
blocks in a dense, row-major format, Ai, j = A.val[A.ptr [l] + (i −
A.Π[p]) · uq + (j −A.Φ[q])].
Let Nindex(A, P ,Q) be the number of nonzero blocks induced by
P and Q , so that
Nindex(A, P ,Q) = |{(Pi ,Q j )|Ai, j , 0}|. (2)
We will use Nindex,p (A, P ,Q) to represent the number of nonzero
blocks in the pth row part. Let Nvalue(A, P ,Q) be the number of
entries contained in all nonzero blocks induced by P and Q , such
that
Nvalue(A, P ,Q) =
∑
(p,q)∈{(Pi ,Q j ) |Ai, j,0}
wp · uq (3)
We will use Nvalue,p (A, P ,Q) to represent the number of elements
in nonzero blocks in the pth row part. The VBR format uses six
arrays, Π, Φ, pos , idx , ptr , and val . Storing A in VBR format uses
sVBR(A, P ,Q) = (2(K+1)+(L+1)+2Nindex)sindex+Nvaluesvalue
(4)
bits.
In this work, we introduce a special case of the VBR format
where the column partition is trivial, meaning that the columns
are not grouped together, and we concern ourselves only with
row partitioning. We call this special format 1D-VBR. Because Φ
is trivial, we do not need to store it. Additionally, because blocks
have only one column, block sizes are constant within each row
part and the stride between blocks is constant within each row part.
Thus, instead of storing the location each block in the val array,
we need only store the location of the first block in each row part.
Thus, we replace the ptr array with a new array of row offsets,
o f s . Assume we were to store A in 1D-VBR format and wanted to
determine the value of the entry Ai, j . Let p be the block index of
the index i (the integer such that Π[p] ≤ i < Π[p + 1]). Notice that
the block index of j is j itself, since we have not partitioned the
columns. If we cannot find l such that A.pos[p] ≤ l < A.pos[p + 1]
and A.idx[l] = j, then A[i, j] = 0 because the block (p, j) is entirely
zero and is not stored explicitly in 1D-VBR format. Otherwise,
our block contains at least one nonzero and because the blocks in
row part p are all of size wp = Π[p + 1] − Π[p], our block starts
at position A.o f s[p] + (l − A.pos[p]) · wp in the val array. Thus,
Ai, j = A.val[A.o f s[p] + (l − A.pos[p]) · wp + (i − A.Π[p])]. The
1D-VBR format uses five arrays, Π, pos , idx , o f s , and val . Storing
A in 1D-VBR format uses
s1D-VBR(A, P) = (3(K + 1) + Nindex)sindex + Nvaluesvalue (5)
bits.
3.1 Related Sparse Formats
Blocked sparse formats have enjoyed a long history of study. In lieu
of providing an exhaustive overview of existing formats, we refer
the reader to works such as [23, 31, 42] which provide summaries
of several sparse blocking techniques. We focus only on the most
relevant formats here.
The BCSR format tiles the matrix with fixed-size dense format
blocks, storing nonzero block locations in CSR format [12, 14, 20–
22]. BCSR is referred to as BSR in the Intel®Math Kernel Library [2].
Cost models developed for BCSR depend on the number of nonzero
blocks, leading to the development of row-wise sampling algorithms
to estimate the number of nonzero blocks [9, 20, 20, 22, 24, 27, 41, 42].
A nonzero-wise sampling algorithm was proposed in [3, 4, 44].
Generalizing to less constrained block decompositions, unaligned
block formats continue to use fixed-size blocks, but relax alignment
requirements. The SPARSKIT implementation of BCSR relaxes the
column alignment of blocks, allowing blocks to shift along the block
rows[34]. One could imagine a format which groups adjacent blocks
in 1D-VBR block rows to achieve a similar format. The UBCSR for-
mat uses a number of fixed block sizes that can start at any entry in
the matrix [43]. An intriguing approximation algorithm has been
described for producing good fixed-sized, unaligned sparse matrix
block decompositions (the UBCSR format) [39]. The CSR-SIMD
format produces dense blocks inside the rows, putting successive
groups of nonzeros into SIMD-register sized blocks for instruction
level parallelism [11]. Note that SpMVs on CSR-SIMD formatted
matrices cannot reuse loads from the input vector, whereas 1D-
VBR uses only one load from the input for each block, no matter
how large the block is. The Variable Block Length (VBL) format,
originally proposed in [30] and referred to as VBL in [23], relaxes
the constraint that the blocks inside rows must be of fixed length.
Both VBL and CSR-SIMD can reduce the size of the matrix when
nonzeros occur next to each other in the same row. The Variable
Blocked-σ -SIMD Format (VBSF) is similar to CSR-SIMD, but allows
the blocks to be merged across multiple rows, so the blocks have a
fixed width but variable height. The DynB format relaxes all align-
ment and size constraints, allowing variably sized blocks to start at
any entry of the matrix [31]. Algorithms for producing CSR-SIMD,
VBSR, and DynB formats create their blocks with greedy algorithms
that add adjacent elements into the block up to a density-related
threshold. Because these formats make decisions on a block-by-
block basis, it makes sense to convert the matrix to blocked format
at the same time as the block decomposition is determined [11, 31].
4 BLOCKED SPMV
Algorithm 1 shows an example SpMV for a matrix in CSR format.
Notice that processing each element of the matrix requires a load
from A.val , A.idx , and x . The accesses into y, A.idx , and A.val are
sequential, but the accesses to x are random.
Algorithm 1. Givenm × n matrix A in CSR format and a length
n vector x , add A · x to the lengthm vector y, in-place.
1: function SpMV-CSR(y, A, x)
2: for i ← 1 tom do
3: yy ← y[i]
4: for l ← A.pos[i] to A.pos[i + 1] do
5: j ← A.idx[l]
6: yy ← yy +A.val[l] · x[j]
7: end for
8: y[i] ← y
9: end for
10: end function
Algorithm 2 shows an example SpMV kernel for a matrix stored
in 1D-VBR format. Processing each stored element of A requires a
load from A.val , but we only need to load from A.idx and x once
for each block (this data reuse is a benefit of producing aligned
blocks, and a key property enjoyed by 1D-VBR but not by CSR-
SIMD). Of course, the computations and the sequential loads are
now processed with vector instructions. If our vector size does not
divide our block size, we can simply pad our vectors as they are
loaded from memory, without needing to pad the stored blocks.
For example, if our blocks are of size 3, we can process them using
vectors of size 4, with the fourth value of our y vector register
remaining undefined.
Algorithm 2. Givenm × n matrix A in 1D-VBR format and a
length n vector x , add A · x to the length m vector y, in-place. We
intend for the subvectors produced by ranged index expressions to be
processed by vectorized instructions, so that the statement
yy ← yy +A.val[A.Π[K] : A.Π[K + 1]] · x[j]
loads a whole block from A.val into a vector register, multiplies it
pointwise by the scalar in x , and adds the resulting vector pointwise
to the vector register yy.
1: function SpMV-1D-VBR(y, A, x)
2: for p ← 1 to K do
3: yy ← y[A.Π[p] : A.Π[p + 1]]
4: for l ← A.pos[p] to A.pos[p + 1] do
5: j ← A.idx[l]
6: yy ← yy +A.val[A.Π[p] : A.Π[p + 1]] · x[j]
7: end for
8: y[A.Π[i] : A.Π[i + 1]] ← yy
9: end for
10: end function
5 1D AND 2D PARTITIONING PROBLEMS
Because the blocks in a VBR format are stored in a dense format, we
must trade off between a partition that uses larger blocks (and stores
more explicit zeros) and a partition that uses smaller blocks (and
stores more block locations). Practitioners often use cost models
to measure the effect of performance parameters like block sizes.
Several diverse cost models have been proposed for blocked sparse
matrix formats [22, 28, 42]. While several of these models apply to
VBR SpMV [24], we are not aware of any work which takes the
next step to use the cost model to optimize a VBR partition. To
simplify the presentation of our algorithms, we will keep our cost
models simple. Our first cost model is simply the memory used by
the representation, sV BR , as described in (4). This model assumes
that runtime will be directly proportional to the memory footprint
of the induced VBR format. Because SpMV is a memory-bound
kernel [46] and many sparse matrices do not fit in fast memory, we
expect this model to work well for large matrices.
The form of our second cost model is taken from [24, (2)] and
[9, (3)], which both model the time taken to compute a row part
p of weightwp as an affine function in the number of elements in
the part. Cost models with similar forms have been proposed for
similar blocked formats [20–22, 42]. The constant term α represents
costs that occur once per row part, such as loading elements from
y and A.Π, etc. The coefficient on the linear term β represents the
cost of processing elements in the blocks. We use separate values
of αw and βw for each weightw because the relationship between
the number of rows in the row part and the constant and linear
terms is not easily characterized. Thus,
tV BR (A, P ,Q) =
K∑
p=1
αwp + βwpNvalue,p , (6)
where Nvalue,p is the number of stored nonzero elements in the
part. This is further simplified for 1D-VBR format since uq = 1,
Nvalue,p = wpNindex,p , and we can move a constant factorwp into

x x x 0 x
x x x x x x
x 0 0 0 x x
x x x x x x
x x
x x
0 x 0 x x x x
x x 0 x x x x

(a) The stored entries of A in VBR format. Here, Π = [1, 2, 5, 7, 9] and
Φ = [1, 3, 4, 7, 8, 9, 10].

x x x x
x x x x x x
x 0 0 0 x x
x x x x x x
x x
x x
0 x x x x x
x x x x x x

(b) The stored entries of A in 1D-VBR format. Here, Π = [1, 2, 5, 7, 9].
x x x x
x x x x x x
x x x
x x x x x x
x x
x x
x x x x x
x x x x x x

(c) The stored entries of A in 1D-VBL format.

x x x 0 x 0 0 0
x x 0 x x x 0 x
x 0 0 0 x 0 x 0
x x 0 x x x 0 x
x 0 0 0 x 0 0 0
x 0 0 0 x 0 0 0
x 0 0 x x x 0 x
x x 0 0 x x x 0 x 0 0 0

(d) The stored entries of A in CSR-SIMD format.
Figure 1: Various blocked sparse representations of a sample matrix A. Here, x represents a nonzero value, 0 represents an
explicitly stored 0 value, and each box represents a distinct stored block. Blank spaces correspond to implicit zeros ofA. All of
these formats store the nonzero blocks in a row-major order analogous to the way CSR stores nonzero entries.
the linear term β , so that
t1D−V BR (A, P) =
K∑
p=1
(
αwp + Nindex,pβwp
)
. (7)
For 1D-VBR, we produce values for αwp and βwp by filling half
of our L1 cache with a dense matrix stored in 1D-VBR format
containing n blocks of widthwp in each row part. We then create a
kernel which runs SpMV on this matrix 1000 times. Measuring the
time for each n ∈ 1 : 8 allows us to fit αwp and βwp with simple
linear regression.
Our main problem can be stated as follows:
Problem 1 (Contiguous Row and Column Partitioning).
Given an m × n matrix A and block size limit wmax × umax, find
the K-partition P and L-partition Q minimizing the cost function
f (A, P ,Q).
We show in Appendix A that Problem 1 is NP-Hard for the very
simple cost model
f (A, P ,Q) = s · Nindex + Nvalue (8)
where s ≥ 1 is small constant andwmax ≥ 2. This cost model bears
a striking similarity to our memory and runtime models. This cost
model penalizes each nonzero block (index) with a cost of s , and
each value in a nonzero block with a cost of 1, so this can represent
the dominant terms in (4) and (6), our cost models for memory
usage and runtime of the resulting VBR format. We further show
that even minimizing the number of blocks used by VBR format is
NP-Hard, which corresponds to the cost model
f (A, P ,Q) = Nindex. (9)
The remainder of the paper will be focused on the much simpler
Problem 2, for which we give an optimal linear-time algorithm for
cost functions of the form
f (A, P ,Q) =
K∑
p=1
д(wp ,Nindex,p ,Nvalue,p ) (10)
whereд is any positive-valued function. Becausewe can convert any
row partitioning algorithm to a column partitioning algorithm by
simply transposing our matrix first [17], without loss of generality
we consider only the row partitioning case.
Problem 2 (Contiguous Row Partitioning). Given anm ×
n matrix A, block size limit wmax, and L-partition Q , find the K-
partition P minimizing the cost function f (A, P ,Q).
We can minimize all of our cost functions using (10). As a warm
up, notice that setting д to the number of nonzero blocks in the
block row,
д(wp ,Nindex,p ,Nvalue,p ) = Nindex,p , (11)
means that our algorithm will minimize (2), the number of blocks.
f (A, P ,Q) =
K∑
p=1
д(wp ,Nindex,p ,Nvalue,p )
=
K∑
p=1
Nindex,p = Nindex
By setting
д(wp ,Nindex,p ,Nvalue,p ) = (2 + 2Nindex,p )sindex + Nvalue,psvalue,
(12)
we have
f (A, P ,Q) =
K∑
p=1
д(wp ,Nindex,p ,Nvalue,p )
=
K∑
p=1
(2 + 2Nindex,p )sindex + Nvalue,psvalue
= (2k + 2Nindex)sindex + Nvaluesvalue
= sVBR + (L + 3)sindex.
Since L is constant in this case, minimizing f is equivalent to min-
imizing the memory usage of the resulting VBR format, sVBR, de-
scribed in (4).
Similarly, by setting
д(wp ,Nindex,p ,Nvalue,p ) = (3 + Nindex,p )sindex + Nvalue,psvalue,
(13)
we can minimize the memory usage of the resulting 1D-VBR format,
s1D-VBR, described in (5).
If we set
д(wp ,Nindex,p ,Nvalue,p ) = αwp + βwpNvalue,p (14)
we have that
f (A, P ,Q) =
K∑
p=1
д(wp ,Nindex,p ,Nvalue,p )
=
K∑
p=1
αwp + βwpNvalue,p
= tV BR ,
the affine compute cost model (6) for the VBR format.
Finally, if
д(wp ,Nindex,p ,Nvalue,p ) = αwp + βwpNindex,p , (15)
then we will minimize the affine compute cost model (7) for the
1D-VBR format.
6 HEURISTICS
Existing heuristics assume trivial column partitions when parti-
tioning rows, and trivial row partitions when partitioning columns.
Our heuristics are therefore phrased in terms of vi , which is effi-
ciently accessible in CSR format, sinceA.idx is just a concatenation
of sorted representations of each vi . The cardinality of each vi is
accessible via the differences between neighboring elements of pos .
vi = {j,A[i, j] , 0}.
The VBR implementation in SPARSKIT groups identical rows
and columns[33, 34]. The VBR implementations of OSKI and MKL
PARADISO relax this notion and instead group rows which satisfy
some similarity requirement [2, 41]. The OSKI algorithm for VBR
examines each row i ′ from top to bottom. Initially, all rows are
ungrouped. Let i be the first row in the group immediately preceding
i ′. OSKI will add i ′ to i’s group if
|vi ∩vi′ |
min(|vi |, |v ′i |)
≥ ρ .
Otherwise, we start a new group with row i ′. This process is re-
peated for the columns, producing P andQ . The similarity metric is
known as the overlap similarity. Another similarity metric, the
cosine similarity, is sometimes used for greedy noncontiguous par-
titioning [35]. The OSKI code base uses a binary vector h of length
n as a perfect hash table to calculate the size of the intersection,
first setting hj to true for each j ∈ vi , then iterating over elements
of vi′ , checking to see if corresponding locations in h have been
set to true. When we start a new group, we must iterate through vi
again to reinitialize h to false. Once a partition has been produced,
we iterate over the matrix again to fill the pos array, repeatedly
filling and zeroing a binary hash vector to calculate the various
important quantities.
Because h will be used at mostm times, if we instead change h
to be a integer vector and store the value i at each location of h
when calculating intersections withvi , we need only iterate overvi
once. Because we will build on this concept when introducing our
optimal algorithm, we introduce the idea with our interpretation
of the OSKI algorithm. Instead of checking whether hj has been
set to true, we can check whether hj = i . When we start a new
group, we will use a different value of i and avoid reinitialization
of h. When checking if row i ′ should be added to the current part,
we can also add vi′ to the hash table to avoid reading vi′ twice.
However, this may overwrite the entries which contain i with i ′,
so if hj = i , we can indicate that it was i when we overwrote it by
negating i ′ before writing to h. Thus, our hash table can check the
similarity between the two rows and add a new row at the same
time, reducing the number of random accesses in our hash table to
a minimum.
Our improved overlap algorithm is presented in Algorithm 3.
Algorithm 3. Given an overlap similarity ρ, partition the rows of
m ×n matrix A producing no part with more thanwmax rows. Return
Π, pos , and o f s .
Require: m > 1,wmax > 1, 0 < ρ ≤ 1.
1: function OverlapPartitioner(A,wmax, ρ)
2: Allocate uninitialized length-n + 1 vectors Π, pos , and o f s
3: Allocate length-m vector h initialized to 0
4: Π[1] ← 1,pos[1] ← 1,o f s[1] ← 1
5: i ← 1
6: K ← 0
7: d ← |v1 |
8: for i ′ ← 2 tom do
9: d ′ ← d
10: c ← 0
11: for j ← vi′ in ascending order do
12: if h[j] = ±i then
13: c ← c + 1
14: h[j] ← −i ′
15: else if i < h[j] then
16: h[j] ← i ′
17: else if h[j] < −i then
18: c ← c + 1
19: h[j] ← −i ′
20: else
21: d ′ ← d ′ + 1
22: h[j] ← i ′
23: end if
24: end for
25: w ← i ′ − i
26: ifw = wmax or c < ρ ·min(|vi |, |v ′i |) then
27: K ← K + 1 ▷ Start a new partition.
28: Π[K + 1] ← i ′
29: i ← i ′
30: d ← |vi′ |
31: else
32: d ← d ′ ▷ Expand current partition.
33: end if
34: K ← K + 1
35: w ← (n + 1) − i
36: Π[K + 1] ← n + 1
37: end for
38: return P
39: end function
If we plan to use Algorithm 3 to produce 1D-VBR, we can play
one last trick. While the value d is currently unused in the algo-
rithm, d has the value Nindex,K (A, P , :), the number of blocks in the
current block row, on lines 28 or 36. Multiplying d byw produces
NvalueK(A, P , :), or the number of values in the current block row.
We can use the value of d in these locations to build the pos and
o f s arrays while we produce the partition, saving ourselves a pass
over the matrix during construction of the 1D-VBR format.
Notice that when ρ = 1, Algorithm 3 only merges identical rows
(this is the SPARSKIT heuristic). In this case, Algorithm 3 can be
simplified to avoid a hash table by simply iterating over each pair
of consecutive rows to check that they are equal. While this may
read each row more than once, the reads are all sequential. We refer
to this specialization as the StrictPartitioner. Because the row
patterns in produced parts are equal, we can easily fill the pos and
o f s arrays if we choose to convert to 1D-VBR.
7 OPTIMAL ALGORITHM
An optimal algorithm for the related problem of “restricted hyper-
graph partitioning” (producing contiguous partitions that reduce
communication in parallel SpMV) is described by Grandjean et. al.
[15]. However, this algorithm is described for cost functions which
do not apply directly to Problem 2. Furthermore, this algorithm
does not consider our fixed column partition. Since the algorithm
is given as a reduction from the hypergraph problem to a graph
problem, it requires multiple passes over the input. In situations
where the runtime of the partitioner is justified with respect to
the runtime savings of the target kernel, efficient algorithms that
operate directly on the input matrix are desirable.
Since we are interested in both the number of blocks Nindex,p
and the number of values Nvalue,p in blocks, our algorithm uses
two simultaneous hypergraph costs corresponding to each quantity.
Thus, the algorithm we propose can be thought of as fusing the
construction of two appropriate hypergraph problems for the fixed
column partition together with the Grandjean et. al. reduction
from the hypergraph to the graph formulation and the dynamic
programming loop itself. We also add the part weight wp as a
parameter to the cost function. The structure of our algorithm is
also reminiscent of the structure of the algorithm proposed in [47].
Recall that Problem 2 asks us to compute an optimal row partition
under some fixed column partition Q . We use dynamic program-
ming, working upwards through the matrix A and using a vector h
to remember the last row in which we saw each nonzero column
part. This allows us to efficiently count the relevant values Nindex,p
and Nvalue,p for each candidate row part in our dynamic program.
Our approach is shown in Algorithm 4. Recall that CSR format
provides convenient iteration over vi in sorted order.
Algorithm 4. Given anm×n sparse matrixA, a column partition
Q , a maximum block size wmax, and a positive-valued function д,
compute a row partition P minimizing the cost function
f (A, P ,Q) =
K∑
p=1
д(wp ,Nindex,p ,Nvalue,p ) (10)
1: function OptimalPartitioner(A, Q , Φ,wmax, д)
2: Allocate uninitialized length-n + 1 vectors Π, Π′, c
3: Allocate uninitialized length-n vectors ∆index, ∆value
4: Allocate length-L vector h initialized to n + 1
5: c[n + 1] ← 0
6: for i ←m to 1 do ▷ Iterating Backwards!
7: for j ← vi in ascending order do
8: q ← Q[j]
9: u ← Φ[q + 1] − Φ[q]
10: ∆index[i] ← ∆index[i] + 1
11: ∆value[i] ← ∆value[i] + u
12: ∆index[h[q]] ← ∆index[h[q]] − 1
13: ∆value[h[q]] ← ∆value[h[q]] − u
14: h[q] ← i
15: end for
16: dindex ← ∆index[i]
17: dvalue ← ∆value[i]
18: Π′[i] ← i + 1
19: c[i] ← д(1,dindex,dvalue) + c[i + 1]
20: for i ′ ← i + 2 to min(i +wmax ,n + 1) do
21: dindex ← dindex + ∆index[i ′ − 1]
22: dvalue ← dvalue + ∆value[i ′ − 1]
23: w ← i ′ − i
24: if д(1,dindex,w · dvalue) + c[i ′] < c[i] then
25: c[i] ← д(1,dindex,w · dvalue) + c[i ′]
26: Π′[i] ← i ′
27: end if
28: end for
29: end for
30: K ← 0
31: i ← 1
32: while i , n + 1 do
33: i ′ ← Π′[i]
34: K ← K + 1
35: Π[K] ← i
36: i ← i ′
37: end while
38: Π[K + 1] ← i
39: return Π
40: end function
7.1 Explanation
We can use dynamic programming because our problem has recur-
sive substructure. Let ci′ represent the cost of the best row partition
of Ai′:n, : under column partition Q according to f , as defined in
(10). Then the cost of a row partition whose first part starts at i and
ends just before i ′ is
д(i ′ − i,Nindex(Ai :(i′−1), ®1,Q),Nvalue(Ai :(i′−1), ®1,Q)) + ci′
Thus, the first row part in the minimal partition of Ai :n, : ends at
argmin
i<i′≤i+wmax
д(i ′−i,Nindex(Ai :(i′−1), ®1,Q),Nvalue(Ai :(i′−1), ®1,Q))+ci′
This gives us our dynamic programming formulation. All that is left
to explain is how we calculate these Nindex and Nvalue quantities.
We have defined Nindex(Ai :(i′−1), ®1,Q) as the number of nonzero
blocks induced by putting rows i through i ′ − 1 in the same row
part. This is equivalent to the number of distinct column parts of
nonzeros in rows i through i ′ − 1, or
dindex,i′ = |γi ∪ ... ∪ γi′−1 |.
We have defined Nvalue(Ai :(i′−1), ®1,Q) as the total size of the
nonzero blocks induced by putting rows i through i ′−1 in the same
row part. Notice that Nvalue(Ai :(i′−1), ®1,Q)/(i ′ − i) is equivalent to
the sum of the sizes of each distinct column part of nonzeros in
rows i through i ′ − 1, or
dvalue,i′ =
∑
q∈γi∪...∪γi′−1
uq .
After completing the loop on line 7, ∆index and ∆value satisfy
∆index,i′ = dindex,i′ − dindex,(i′−1)
∆value,i′ = dvalue,i′ − dvalue,(i′−1)
Notice that as we expand a row part starting at row i , the set of
nonzero column blocks that belong to our row part can only grow.
If our candidate row part starts at i , we can think of ∆index,i′ as the
number of additional nonzero column blocks that we encounter as
we move the end of our row part from i ′ − 1 to i ′. Similarly, we
can think of ∆value,i′ as the the number of additional columns in
nonzero blocks that we encounter as we move the end of our row
part from i ′ − 1 to i ′.
When we change our row start to i − 1 in the next iteration of
the loop on line 6, we need to update our ∆ arrays. We use the
vector h to do this. We define hq as the most recent row i ′ > i for
which the column part q contains a nonzero block. Notice that part
q contributes to the count of dindex,i′ and dvalue,i′ precisely when
i ′ > hq . Thus, if row i − 1 contains a nonzero in part q, then we
must decrement ∆index,hq and increment ∆index,i , to reflect that
this part will now be in all partitions starting at i − 1. Similarly, we
must update our ∆value vector, except with the size uq of part q.
After the loop on line 7 updates ∆index and ∆value, we can com-
pute dindex and dvalue for each candidate part in the loop on line
20 by simply adding the corresponding ∆ quantities, and therefore
compute the minimum-cost part.
Finally, at the start of the loop on line 32, Π′i contains the start
of the next block i ′ in an optimal partition of Ai :n, :. This cleanup
loop follows each pointer starting at row 1 and sets Π to its correct
value, as well as computing K .
7.2 Runtime, Optimizations, and Extensions
The body of the loop at line 7 can be executed in constant time
and will be repeated at most once for each nonzero in A. The body
of the loop at line 20 can be executed in constant time and will
be repeated at most wmax times for each row in A. Initialization
takes O(m + n) time. The cleanup loop is accomplished in O(m)
time. Thus, Algorithm 4 runs in O(m ·wmax + n + N ) time.
Because the outer dynamic program loop on line 20 works back-
wards, all of the innermost loops access memory in storage order.
While we show Π and Π′ as separate vectors in Algorithm 4, an
implementation can reuse the Π′ vector to store Π, overwriting it
in place during the last loop on line 32.
This algorithm can be improved if Q is the trivial partition and
we intend to convert to 1D-VBR. IfQ is trivial,Q[j] = j ,uq is always
1, and dindex = dvalue, so we only need to compute one of the d
values and the corresponding ∆ vectors.
If we store the values dindex and dvalue corresponding to each
potential part recorded with Π′, then we can compute the pos and
o f s arrays for 1D-VBR format as we unravel the pointers in the
loop on line 32, allowing us to allocate memory for the idx and
val arrays and potentially parallelize the conversion step without
having to walk the matrix again. Computing pos and o f s will also
help to compute the ptr array for VBR format.
If the blocks in our format are themselves sparse [7, 8, 19], we
may be interested in a cost functionдwhich counts both the number
of nonzero blocks and the number of reads from x required for
processing the block row. This corresponds to the value ofNindex for
both a nontrivial column partition and the trivial column partition.
If a cost model depends on Nindex or Nvalue for more than one
simultaneous column partition, we suggest using more than one
copy of h, ∆, and d to optimize this expanded cost model.
8 CONVERSION
After producing a partition, we need to actually convert the matrix
from CSR to VBR or 1D-VBR format. Because all of our partitioning
algorithms can also compute pos and o f s , we can allocate the exact
amount of memory needed for idx ,val , and possibly ptr , and all we
need are the algorithms to fill them. A fast conversion algorithm is
just as important as a fast partitioner, and we find that our conver-
sion algorithms are similarly expensive to the partitioners we have
proposed. If we need to parallelize the conversion algorithm, each
process can start at the locations defined by pos and o f s .
If all the rows in each group are identical, as is the case with
partitions produced by the StrictPartitioner, then the nonzero
patterns from the CSR representation can be copied directly from
any row in each part to form the idx array in 1D-VBR format. The
val array can be filled straightforwardly using offsets from o f s and
indexing expressions to access elements within each row.
If, however, all the rows in each group are not identical, then
we must merge the nonzero patterns of each row in a part to pro-
duce the nonzero block patterns. If each CSR row contains a sorted
list of the elements in vi , then our goal is to form a sorted list
of the elements in
⋃
i |Pi=p vi . This is a similar problem to merg-
ing w sorted lists. Algorithms exist to solve such a problem in
O(log(w)(|⋃i |Pi=p vi |)+∑ |vi |) time [16, “HeapMerge”]. Since we
also need to fill allw · (|⋃i |Pi=p vi |) entries of the val array with
either nonzeros or explicit zeros, we instead use a linear search over
the rows to find the minimum index, then iterate over the rows to
fill the corresponding elements of idx and val [16, “LinearSearch-
Merge”]. The direct merge algorithm is the simpler choice whenw
is small, which we have assumed it is. The algorithm for produc-
ing block rows in VBR or 1D-VBR format is similar enough to [16,
“LinearSearchMerge”] that we omit it. It is enough to know that the
number of operations performed by the conversion algorithm is
proportional to the size of the resulting format.
9 RESULTS
We ran our programs on the “Haswell” partition of the “Cori”
NERSC Supercomputer. We used a single core of a 16-core In-
tel®Xeon®Processor E5-2698 v3 running at 2.3 GHz with 32 KB of
L1 cache per core, 256 KB of L2 cache per core, 41 MB of shared
L3 cache, and 128 GB of memory. This CPU supports the AVX2
instruction set, meaning that it supports SIMD processing with 256
bit vector lanes, or 4 elements of 64 bits each.
All kernels were implemented2 in Julia 1.4.1 [6]. Because Julia
is compiled just-in-time, it enjoys powerful metaprogramming ca-
pabilities. This allowed us to create a custom SpMV subkernel for
each block size in our 1D-VBR SpMV kernel. Hard-coding block
sizes allows the compiler to perform important optimizations like
loop unrolling. In all of our tests, our maximum block size was
wmax = 8 because we found that further increasing wmax did not
increase performance. If the block size of a row part was 1, we
used scalar instructions. Otherwise, we used one or two vectors of
size 4 to process the row part. We used the SIMD.jl library to emit
explicit LLVM vector instructions for each block size [37]. Since
our matrices were real-valued, the value datatypes were Binary64
floating point numbers [1], and the index datatypes were 64 bit
signed integers.
We benchmark with a warm cache, meaning that we run the
kernel once before beginning tomeasure it.We run the Julia garbage
collector before taking each sample. After warming up the cache,
each kernel is sampled one million times or until 10 seconds of
measurement time is exceeded (we allow the kernel to complete
before stopping), whichever happens first. All benchmarks use the
minimum sampled time.
Our experiments are motivated by the application of sparse iter-
ative solvers of linear systems of equations, where the same matrix
is multiplied by a vector many times during the solve. Therefore,
we focus on the 1626 real-valued matrices in the SuiteSparse Matrix
Collection [13]. Not all of these matrices have block structure. We
view these results not just as an evaluation of our partitioners and
2Code is available at https://github.com/peterahrens/SparseMatrix1DVBCs.jl
cost functions, but also an exploration of the block distribution of
real-world matrices.
We compare several partitioners. The “Reference” label refers to
the case where no partitioner is used. The “Strict” label refers to
the StrictPartitioner algorithm, a specialization of Algorithm
3 when ρ = 1. Note that we also use the specialized conversion
routine for the “Strict” case. We use Algorithm 3 (the OverlapPar-
titioner) directly with 3 different values of ρ (0.9, 0.8, and 0.7),
each under the label “Overlap (rho = ρ).” OurOptimalPartitioner
algorithm (Algorithm 4) is tested with 3 different cost models. The
“Minimize Memory” label refers to minimizing the size of the 1D-
VBR representation (13). The “Minimize Compute” label refers to
minimizing the modeled computation time for 1D-VBR represen-
tation (15). The “Minimize Blocks” label refers to minimizing the
number of blocks (11).
For each partitioner, we measure the time to partition the matrix,
convert from CSR to 1D-VBR format, and to multiply the matrix by
a vector. Since our partitioners are intended to accelerate an SpMV
kernel, they must have a similar runtime. We therefore normalize
our runtimes to a standard, unblocked CSR SpMV kernel. We used
the same straightforward implementation that is used by the Julia
standard library. We measure the memory usage and number of
blocks in the resulting 1D-VBR formats, normalized to the memory
usage and number of nonzeros in the CSR format. Table 1 shows
the distribution of normalized running times for each partitioning
method over all tested matrices.
Since we are using our algorithms in the context of a sparse
iterative solver, where we partition once and multiply several times,
using a partitioner only produces an overall speedup after a certain
number of SpMV executions. If t1D-VBR partition and t1D-VBR convert
are the measured times to partition and convert, and t1D-VBR multiply
is the time to multiply once, then if we are to multiplyM times, the
total time to performM multiplications is
t1D-VBR total = t1D-VBR partition+t1D-VBR convert+M ·t1D-VBR multiply
(16)
If the time required to multiply in CSR is tCSR multiply, then parti-
tioning is the faster approach only if one plans to perform
Mcritical =
t1D-VBR partition + t1D-VBR convert
tCSR multiply − t1D-VBR multiply
(17)
multiplications. We refer to the valueMcritical as the critical point.
Table 1 also shows the distribution of normalized memory usage,
normalized blocks, and the critical points for each partitioning
method over the test set. We see that minimizing our empirical
cost model sometimes increases memory usage, but that modest
memory savings may obtained by directly minimizing memory
usage. Partitions with minimal modeled cost also create very few
blocks, and tend to increase memory usage slightly. Minimizing
our empirical cost model produces runtime savings quicker and
more often than the other tested approaches.
Interestingly, simply minimizing the number of blocks is quite
effective. However, minimizing our empirical cost model produces
consistently faster multiply times. The OverlapPartitioner pro-
duced partitions slightly faster than our ownOptimalPartitioner,
but no partitioning method was as fast as the StrictPartitioner.
Similarly, the specialized conversion routine for the StrictPar-
titioner was the fastest. The other partitioners used the same
conversion routines, so the differences in conversion time reflect
the sizes of the 1D-VBR representation, which we can verify by
comparing the relevant columns of Table 1.
Figure 2 shows how often (as a percentage of tested matrices)
each method produced the fastest total time t1D-VBR total (defined
in (16)) for increasing values ofM . This figure shows that no parti-
tioning is worth it for situations requiring less than 5 multiplies,
and that the StrictPartitioner was the only partitioner that ran
fast enough to produce overall speedups in regimes requiring less
than 10 multiplies. As the number of multiplies increases, we start
to see several different partitioning techniques become practical,
and by 100 multiplies, using the OptimalPartitioner with our
modeled compute cost function (15) is often the best partitioning
approach. If approximately 1000 multiplies are needed, partition-
ing becomes effective on almost half of the tested matrices. While
minimizing the modeled compute cost was effective on matrices
that fit inside L3 cache, minimizing memory was more effective
on larger matrices. The L3 cache size of this machine is 1.2 · 107
bytes. Minimizing memory usage was the better cost model in 9.69%
of matrices whose CSR representation used less than half of the
L3 cache. However, minimizing memory was better on 61.6% of
matrices whose CSR representation used more than half of the L3
cache.
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Figure 2: A profile of how often each partitioner was the
fastest. For each partitioner, we show the fraction of ma-
trices in our test set for which that partitioner resulted in
the lowest total time t1D-VBR total to partition, convert from
CSR to 1D-VBR format, and multiply in 1D-VBR format M
times, as described in (16). The “Reference” partitioner cor-
responds to multiplying in unpartitioned CSR. The horizon-
tal axis represents the value of M in logarithmic scale. The
vertical axis displays the fraction of test matrices as a per-
centage.
10 CONCLUSIONS
We presented a fast and optimal algorithm for partitioning rows in a
VBRmatrix.We apply the algorithm to a novel specialization of VBR
with only row partitions, 1D-VBR. We showed that our algorithm
works well in practice on a large test set from the SuiteSparse
collection. For iterative solvers, the same matrix is used in many
iterations. For nonlinear solvers, a sequence of linear systems are
often solved with the same sparsity pattern. We showed that the
setup cost of partitioning and conversion can typically be amortized
over many SpMV invocations.
We believe that a similar approach as Yaşar [45] can be taken to
extend our optimal one dimensional algorithm to a two dimensional
heuristic by applying it repeatedly, alternating partitioning the rows
and columns. While we have proven the two dimensional problem
to be NP-Hard to solve optimally, our proof did not exclude the
existence of efficient approximation algorithms. Additionally, we
hope to see this partitioner tested on other row and column aligned
contiguous partitioning problems and cost models, such as block
decompositions with sparse blocks [7, 8, 19].
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O. 1 Q. 1 Med. Q. 3 O. 7 O. 1 Q. 1 Med. Q. 3 O. 7 O. 1 Q. 1 Med. Q. 3 O. 7
Reference 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
Strict 0.233 0.399 0.597 0.783 1.01 2.62 2.89 3.31 3.88 4.27 0.976 1.14 1.35 1.54 1.66
Overlap (rho = 0.9) 2.39 2.9 3.55 4.18 4.57 3.14 3.55 4.25 5.29 6.23 0.711 0.967 1.27 1.45 1.59
Overlap (rho = 0.8) 2.41 2.9 3.56 4.18 4.57 3.24 3.65 4.42 5.42 6.53 0.724 0.972 1.25 1.44 1.59
Overlap (rho = 0.7) 2.4 2.91 3.58 4.19 4.57 3.28 3.78 4.59 5.56 6.68 0.719 0.965 1.23 1.42 1.59
Minimize Memory 2.66 3.33 4.83 6.33 7.57 3.23 3.53 4.03 4.77 5.41 0.656 0.931 1.19 1.39 1.54
Minimize Compute 2.74 3.54 5.27 7.01 8.47 4.83 5.99 7.21 8.62 9.9 0.628 0.846 1.02 1.19 1.35
Minimize Blocks 2.54 3.16 4.38 5.56 6.58 4.83 6.39 8.45 11.4 14.3 0.679 0.936 1.25 1.53 1.83
Partitioner Memory Used Number of Blocks Critical Point
O. 1 Q. 1 Med. Q. 3 O. 7 O. 1 Q. 1 Med. Q. 3 O. 7 O. 1 Q. 1 Med. Q. 3 O. 7
Reference 1 1 1 1 1 1 1 1 1 1 ∞ ∞ ∞ ∞ ∞
Strict 0.914 1.03 1.1 1.17 1.23 0.741 0.98 1 1 1 170 ∞ ∞ ∞ ∞
Overlap (rho = 0.9) 0.85 1 1.13 1.23 1.32 0.288 0.538 0.79 0.95 1 27.3 273 ∞ ∞ ∞
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Minimize Compute 0.85 1.2 1.46 1.67 1.84 0.25 0.412 0.626 0.74 0.807 23.9 74.8 ∞ ∞ ∞
Minimize Blocks 0.89 1.31 1.77 2.24 2.59 0.23 0.365 0.575 0.698 0.746 31 187 ∞ ∞ ∞
Table 1: The first table summarizes the distribution of the normalized times required to partition, convert from CSR to 1D-
VBR format, and multiply in 1D-VBR format for over each matrix in our test set of matrices. The “Reference” partitioner
corresponds tomultiplying in unpartitioned CSR, and all timesmeasured for eachmatrix are normalized to this CSRmultiply
time. The second table summarizes memory usage and number of blocks in the resulting 1D-VBR formats. Thememory usage
and number of blocks for eachmatrix are normalized to the corresponding attributes of the unpartitioned CSR representation.
We also display the distribution of critical points for each partitioner over all the matrices. The critical point is defined in (17)
as the number of multiplies needed to justify partitioning. The “O. 1”, “Q. 1”, “Med”, “Q. 3”, and “O. 7” columns refer to the
least octile, least quartile, median, greatest quartile, and greatest octile, respectively, of the corresponding distribution.
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A FINDING OPTIMAL VBR PARTITIONS IS
NP-HARD
In this section, we show that Problem 1, finding the row and column
partition which maximizes a cost model f (A, P ,Q) of the VBR repre-
sentation of some matrixA, is NP-Hard by reduction from the Maxi-
mum Cut problem, one of Karp’s 21 NP-Complete problems[25, 29].
We restate the Maximum Cut problem here for convenience.
Problem 3 (Maximum Cut). Given an undirected graph G =
(V ,E) withm nodes and n edges, split V into two sets C1 ⊂ V and
C2 ⊂ V where C1 ∩C2 = ∅ and the number of edges between C1 and
C2 is maximized.
Theorem 1. Problem 1 is NP-Hard for any wmax ≥ 2 and cost
functions of the form
f (A, P ,Q) = s · Nindex + Nvalue (8)
where s ≥ 1 is constant.
Proof. Assumewe are given an instance of MaximumCut (Prob-
lem 3). We first define a matrix A in terms of G and s , then show
a correspondence between a class of partitions of A and cuts in G.
Finally, we show that the P and Q which optimize (8) correspond
to a maximum cut through G.
LetA be an rm×rnmatrix of zeros and nonzeros, where nonzeros
are represented with x . Unless stated otherwise, entries of A are
defined to be zero. Fix an ordering of the edges of G, and let ej =
(i1, i2) where i1 < i2 be the jth edge in this ordering of G. We will
insert an l × l gadget into A at each endpoint of ej , where
l = 3 + r1 + (1 + r1)r2 + 2(1 + r1)r3 (18)
r1 = ⌊s + 1⌋ (19)
r2 = 32 (20)
r3 = ⌈28s − 10⌉ (21)
These constants depend on the relative weights that s assigns to
each block and the size of each block. They are larger to make the
proof shorter; making them large allows us to upper bound r3 by
28s−9when calculating the cost of each gadget. To give an example
of some smaller constants, if s = 1, we can use r1 = 2, r2 = 3, r3 = 1.
If we think ofA as being tiled with l ×l tiles, we insert the gadget
B1 at the intersection of the ith1 tile row and j
th tile column.
B1 =

x · · · x · · · x · · · · · ·
x · · · x · · · · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

We insert the gadget B2 at the intersection of the ith2 tile row and
jth tile column.
B2 =

x · · · x · · · x · · · · · ·
x · · · x · · · · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

where the upper left patterns occur once, the patterns second to
the right and the bottom are repeated r2 times, and the two right-
most and bottommost patterns are repeated r3 times. All patterns
are followed by r1 rows or columns of zeros. Figure 3 gives an
example of A for some G.
The gadgets are identical except for the upper left 3 × 3 pattern.
Thus, the patterns on the top of the gadgets are column-aligned
and the patterns on the left are row-aligned across gadget rows and
gadget columns. We refer to the resulting fully zero r1 rows (resp.
columns) as filler rows (resp. columns).
We start by arguing that it is never optimal to produce a partition
with a row part that contains both filler rows and non-filler rows.
A symmetric argument holds for the columns.
First, consider the case where the row part contains filler rows
on the top or bottom. Separating these rows from the part reduces
the sizes Nvalue of the blocks in that part without changing the
number Nindex of blocks, so the part cannot have been optimal.
Second, if the row part does not start or end with a filler row, it
must contain filler rows. Since the filler rows in A occur in contigu-
ous groups of size r1, this part must contain such a group. Consider
a block in this part. If the block contains nonzeros on only one side
of the filler rows, then separating the rows strictly reduces the size
of the block without adding any new blocks. If the block contains
nonzeros on both sides of the filler rows, then removing the rows
creates a block, but deletes at least r1 explicitly stored zero values.
Since r1 > s , separating these filler rows still reduces the cost of
the partition, so it cannot have been optimal.
Therefore, optimal partitions do not merge different patterns
together. We won’t concern ourselves with whether the filler rows
have beenmerged together, since it doesn’t change the cost function.
Since the patterns on top consist of only one column, and the
patterns on the side consist of only one row, the only undetermined
piece of our optimal partition is the partition of the first three rows
and columns of each gadget row and gadget column, respectively.
There remains only four cases for the rows. Either each row lies
in a separate part, all rows share a part, the first two rows share
a part, or the last two rows share a part. A symmetric argument
holds for the columns.
Sections A.1 and A.2 exhaustively check that for all cases where
both the first three rows and columns of a gadget have two parts
each (P ,Q ∈ {[1, 1, 2, ...], [1, 2, 2, ...]}),
f (B1, P ,Q) ≤ 146 + 263s + 112s2 (22)
and that in all the other cases,
f (B1, P ,Q) ≥ 147 + 263s + 112s2 (23)
The exhaustive proofs for B2 are symmetric, so we omit them.
Assume we start with a row and column partition where only
the first three rows and columns of each gadget share parts in the
partition. For every row or column part with three members, we
split off one row or column into a different part. For any case where
the first three rows or columns of a gadget row or column all belong
to different parts, we merge two of the rows or columns. For every
gadget in our initial partition whose first three rows and columns
had two parts each, it’s blocks will be unchanged. For every other
gadget, the cost will be strictly reduced. Thus, optimal partitions
only merge pairs of rows and columns, and these pairs occur in
the first three rows or columns of each gadget row or column. In
this case, the cost of every subassembly is the same except for the
upper left 3 × 3 pattern of each gadget. Therefore, the remainder of
the argument focuses on these assemblies.
At this point, we can establish a correspondence between cuts in
the graph and partitions. Let (C1,C2) be a cut in the graph. We will
define a row partition P corresponding to this cut. Unless stated
otherwise, rows in this partition are assigned to distinct parts. If a
vertex i lies in C1, then we merge the first and second rows of the
corresponding gadget row. If our vertex i lies in C2, then we merge
the second and third rows of the gadget row. Consider the gadgets
corresponding to an edge ej = (i1, i2). Notice that if vertices i1 and
i2 lie in the same part,C1 for example, we have one of the following
situations:
vi ∈ V1, P = (1, 1, 2)

x 0
0 x
x

vi′ ∈ V1, P = (1, 1, 2)

0 0 x
0 x 0
x 0

ej ,Q = (1, 1, 2)
or

x 0 0
0 x 0
0 x

0 x
x 0
x

ej ,Q = (1, 2, 2)
The cost of either arrangement is f = 13 + 5s . However, if vertices
i1 and i2 lie in different parts, C1 and C2, for instance, the situation
is as follows:
vi ∈ V1, P = (1, 1, 2)

x 0
0 x
x

vi′ ∈ V2, P = (1, 2, 2)

x
0 x
x 0

ej ,Q = (1, 1, 2)
or

x 0 0
0 x 0
0 x

0 x
0 x 0
x 0 0

ej ,Q = (1, 2, 2)
Since these are the only two gadgets in the column corresponding
to this edge, we are free to choose a column partition. The above
partition of minimal cost has a cost of f = 10 + 4s , less than the
case where the vertices shared an edge.
Thus, the cost of an optimal column partition corresponding
to the row partition representation of a cut can be expressed as a
constant minus 3 + s times the number of cut edges. Since there is
a bijection between cuts and our “pairwise” row partitions (one of
which we know to be optimal), producing an optimal partition of
rows and columns is equivalent to finding the maximum cut in G.
If we treat s as a constant, our reduction imposes only a constant
factor of overhead inm andn, and Problem 3 is reducible to Problem
1 in polynomial time. □
Notice that our proof of Theorem 1 makes no assumption on the
size ofwmax, using onlywmax ≥ 2 and enforcing pairwise partitions
with the cost function. We chose this proof technique since the cost
function is realistic and in some situations there may be no limit on
the sizes of blocks (wmax = n). However, it requires large gadgets
when s is large. Alternative gadgets can be used in situations where
s is large by instead using wmax to constrain the sizes of blocks
and choosing different gadgets. This leads us to Theorem 2, which
corresponds to the case where s is large enough that Nvalue would
be considered negligibly small.
Theorem 2. Problem 1 is NP-Hard for anywmax ≥ 2 and the cost
function
f (A, P ,Q) = Nindex. (9)
Proof. The proof is similar to that of Theorem 1, but because
wmax is the only factor limiting the size of blocks, we will use
different gadgets. Since the rest of the proof is so similar, we only
describe the new gadgets.
Let B1 be a 2wmax + 1 × 2wmax + 1 matrix whose upper left
wmax + 1 × wmax + 1 subregion is nonzero, save for the upper
right and lower left entries of the subregion, and zero everywhere
else. Let B2 be the same as B1, except B2’s upper left and lower
right entries of the dense subregion are zero and the upper right
and lower left entries of the upper left subregion are nonzero. For
example, ifwmax = 3, our gadgets are defined as:
B1 =

x x x · · ·
x x x x · · ·
x x x x · · ·
x x x · · ·
...
...
...
...

, B2 =

x x x · · ·
x x x x · · ·
x x x x · · ·
x x x · · ·
...
...
...
...

Our cost function asks us to minimize the total number of blocks.
Since the dense region is of sizewmax + 1 ×wmax + 1, each gadget
must contribute at least three blocks to this cost function. This can
be achieved with one horizontal and one vertical split in the dense
region that isolates one of the zeros on the corners. Any other
decomposition with a single horizontal and single vertical split
produces four blocks. Thus, when vertices i1 and i2 lie on the same
side of the cut, this corresponds to one of the following situations
(we keep our example value ofwmax = 3):
vi ∈ V1, P = (1, 1, 1, 2)

x x x 0
x x x x
x x x x
0 x x x

vi′ ∈ V1, P = (1, 1, 1, 2)

0 x x x
x x x x
x x x x
x x x

ej ,Q = (1, 1, 1, 2)
or

x x x 0
x x x x
x x x x
x x x

0 x x x
x x x x
x x x x
x x x 0

ej ,Q = (1, 2, 2, 2)
When vertices i1 and i2 like on different sides of the cut, we have:
vi ∈ V1, P = (1, 1, 1, 2)

x x x 0
x x x x
x x x x
0 x x x

vi′ ∈ V2, P = (1, 2, 2, 2)

0 x x x
x x x x
x x x x
x x x 0

ej ,Q = (1, 1, 1, 2)
or

x x x 0
x x x x
x x x x
x x x

x x x
x x x x
x x x x
x x x 0

ej ,Q = (1, 2, 2, 2)
By choosing the correct column partition, the case where vertices
i1 and i2 lie on different sides of the cut can be made to use only
6 blocks. When these vertices are on the same side of the cut we
require 7 blocks. □
A.1 Exhaustively Checking (22)
A.1.1 P = [1, 2, 2, ...],Q = [1, 2, 2, ...].

x · · · x · · · x · · · · · ·
x 0 · · · x · · · · · · 0 · · ·
0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 6r3) + (2 + 4r2 + 4r3)s
= 197 + 6⌈28s − 10⌉ + (130 + 4⌈28s − 10⌉)s
≤ 143 + 262s + 112s2
≤ 146 + 263s + 112s2
G = 1
2
3
4
A =

x 0 x x x x x 0 x x x x x 0 x x x x
0 x x x x 0 0 x x x x 0 0 x x x x 0
x x x x x x x x x x x x x x x
x x x x x x x x x
x x x x x x x x x
x x x x x x x x x
x 0 x 0 x 0
x x x
x x x x x x x x x x
0 x x x x 0 x 0 x x x 0
x 0 x x x x 0 x x x x x
x x x x x x
x x x x x x
x x x x x x
x 0 x
x 0 x
x x x x x 0 x x x x x
0 x x x x 0 0 x 0 x x x 0
x 0 x x x x x 0 0 x x x x
x x x x x x
x x x x x x
x x x x x x
x 0 x
x 0 x
x x x x x
0 x x x x 0
x 0 x x x x
x x x
x x x
x x x
x 0
x

Figure 3: An example of our reduction for a simple graphG. The maximum cut inG is shown, and the corresponding optimal
partition of A under the cost function where s = 1 is shown. Notice that gadgets corresponding to edges that cross the cut cost
less than the gadgets of edges that do not cross the cut.
A.1.2 P = [1, 2, 2, ...],Q = [1, 1, 2, ...].
x 0 · · · x · · · x · · · · · ·
0 x 0 · · · x · · · · · · 0 · · ·
0 0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (8 + 6r2 + 6r3) + (3 + 4r2 + 4r3)s
= 200 + 6⌈28s − 10⌉ + (131 + 4⌈28s − 10⌉)s
≤ 146 + 263s + 112s2
A.1.3 P = [1, 1, 2, ...],Q = [1, 2, 2, ...].
x 0 0 · · · x · · · x · · · · · ·
0 x 0 · · · x · · · 0 · · · · · ·
0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (8 + 6r2 + 6r3) + (3 + 4r2 + 4r3)s
= 200 + 6⌈28s − 10⌉ + (131 + 4⌈28s − 10⌉)s
≤ 146 + 263s + 112s2
A.1.4 P = [1, 1, 2, ...],Q = [1, 1, 2, ...].
x 0 · · · x · · · x · · · · · ·
0 x · · · x · · · 0 · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 6r3) + (2 + 4r2 + 4r3)s
= 197 + 6⌈28s − 10⌉ + (130 + 4⌈28s − 10⌉)s
≤ 143 + 262s + 112s2
≤ 146 + 263s + 112s2
A.2 Exhaustively Checking (23)
A.2.1 P = [1, 1, 1, ...],Q = [1, 1, 1, ...].

x 0 0 · · · x · · · x · · · 0 · · ·
0 x 0 · · · x · · · 0 · · · 0 · · ·
0 0 x · · · x · · · 0 · · · x · · ·
...
...
...
x x x
...
...
...
x 0 0
...
...
...
0 0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 12r3) + (1 + 2r2 + 4r3)s
= 201 + 12⌈28s − 10⌉ + (65 + 4⌈28s − 10⌉)s
≥ 81 + 361s + 112s2
≥ 147 + 263s + 112s2
A.2.2 P = [1, 1, 1, ...],Q = [1, 2, 2, ...].

x 0 0 · · · x · · · x · · · 0 · · ·
0 x 0 · · · x · · · 0 · · · 0 · · ·
0 0 x · · · x · · · 0 · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 9r3) + (2 + 3r2 + 4r3)s
= 201 + 9⌈28s − 10⌉ + (98 + 4⌈28s − 10⌉)s
≥ 111 + 310s + 112s2
≥ 147 + 263s + 112s2
A.2.3 P = [1, 1, 1, ...],Q = [1, 1, 2, ...].
x 0 0 · · · x · · · x · · · 0 · · ·
0 x 0 · · · x · · · 0 · · · 0 · · ·
0 0 x · · · x · · · 0 · · · x · · ·
...
...
...
x x x
...
...
...
x 0
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 9r3) + (2 + 3r2 + 4r3)s
= 201 + 9⌈28s − 10⌉ + (98 + 4⌈28s − 10⌉)s
≥ 111 + 310s + 112s2
≥ 147 + 263s + 112s2
A.2.4 P = [1, 1, 1, ...],Q = [1, 2, 3, ...].
x 0 0 · · · x · · · x · · · 0 · · ·
0 x 0 · · · x · · · 0 · · · 0 · · ·
0 0 x · · · x · · · 0 · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 8r3) + (3 + 4r2 + 4r3)s
= 201 + 8⌈28s − 10⌉ + (131 + 4⌈28s − 10⌉)s
≥ 121 + 315s + 112s2
≥ 147 + 263s + 112s2
A.2.5 P = [1, 2, 2, ...],Q = [1, 1, 1, ...].
x 0 0 · · · x · · · x · · · · · ·
0 x 0 · · · x · · · · · · 0 · · ·
0 0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0 0
...
...
...
0 0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 9r3) + (2 + 3r2 + 4r3)s
= 201 + 9⌈28s − 10⌉ + (98 + 4⌈28s − 10⌉)s
≥ 111 + 310s + 112s2
≥ 147 + 263s + 112s2
A.2.6 P = [1, 2, 2, ...],Q = [1, 2, 3, ...].

x · · · x · · · x · · · · · ·
x 0 · · · x · · · · · · 0 · · ·
0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 5r3) + (3 + 5r2 + 4r3)s
= 197 + 5⌈28s − 10⌉ + (163 + 4⌈28s − 10⌉)s
≥ 147 + 263s + 112s2
A.2.7 P = [1, 1, 2, ...],Q = [1, 1, 1, ...].

x 0 0 · · · x · · · x · · · · · ·
0 x 0 · · · x · · · 0 · · · · · ·
0 0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0 0
...
...
...
0 0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 9r3) + (2 + 3r2 + 4r3)s
= 201 + 9⌈28s − 10⌉ + (98 + 4⌈28s − 10⌉)s
≥ 111 + 310s + 112s2
≥ 147 + 263s + 112s2
A.2.8 P = [1, 1, 2, ...],Q = [1, 2, 3, ...].
x 0 · · · x · · · x · · · · · ·
0 x · · · x · · · 0 · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 5r3) + (3 + 5r2 + 4r3)s
= 197 + 5⌈28s − 10⌉ + (163 + 4⌈28s − 10⌉)s
≥ 147 + 263s + 112s2
A.2.9 P = [1, 2, 3, ...],Q = [1, 1, 1, ...].
x 0 0 · · · x · · · x · · · · · ·
0 x 0 · · · x · · · · · · · · ·
0 0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0 0
...
...
...
0 0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 8r3) + (3 + 4r2 + 4r3)s
= 201 + 8⌈28s − 10⌉ + (131 + 4⌈28s − 10⌉)s
≥ 121 + 315s + 112s2
≥ 147 + 263s + 112s2
A.2.10 P = [1, 2, 3, ...],Q = [1, 2, 2, ...].
x · · · x · · · x · · · · · ·
x 0 · · · x · · · · · · · · ·
0 x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
0 x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 5r3) + (3 + 5r2 + 4r3)s
= 197 + 5⌈28s − 10⌉ + (163 + 4⌈28s − 10⌉)s
≥ 147 + 263s + 112s2
A.2.11 P = [1, 2, 3, ...],Q = [1, 1, 2, ...].
x 0 · · · x · · · x · · · · · ·
0 x · · · x · · · · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x 0
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (5 + 6r2 + 5r3) + (3 + 5r2 + 4r3)s
= 197 + 5⌈28s − 10⌉ + (163 + 4⌈28s − 10⌉)s
≥ 147 + 263s + 112s2
A.2.12 P = [1, 2, 3, ...],Q = [1, 2, 3, ...].
x · · · x · · · x · · · · · ·
x · · · x · · · · · · · · ·
x · · · x · · · · · · x · · ·
...
...
...
x x x
...
...
...
x
...
...
...
x
...
...
...

f (B1, P ,Q) = Nvalue + Nindexs
= (9 + 6r2 + 4r3) + (3 + 6r2 + 4r3)s
= 201 + 4⌈28s − 10⌉ + (195 + 4⌈28s − 10⌉)s
≥ 161 + 267s + 112s2
≥ 147 + 263s + 112s2
