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Resumo
Translocações são usadas para mensurar a distância evolutiva entre espécies. Do ponto
de vista biológico dois tipos de genomas tem recebido atenção: genomas com e sem sinal.
Ao considerar genomas com sinal, computar a distância mínima de translocações é linear
enquanto que o caso sem sinal é NP-difícil.
Propõem-se algoritmos genéticos (AGs) para resolver o problema de distância de
translocação entre genomas sem sinal. A abordagem, consiste em utilizar uma popu-
lação composta por indivíduos representando genomas com sinal obtidos de um genoma
sem sinal provido como entrada. A solução de cada indivíduo é também uma solução
admissível para o genoma dado. A função de aptidão utilizada, que é a distância para
genomas com sinal, é computada linearmente com um algoritmo proposto por Bergeron
et al.
O AG baseado nessa abordagem foi aprimorado com duas técnicas de otimização:
memética e aprendizagem baseada em oposição. Além disso, foram propostas paraleliza-
ções do AG memético buscando diminuir o tempo de processamento assim como melhorar
a precisão .
A qualidade dos resultados foi validada utilizando uma implementação de um algo-
ritmo de raio de aproximação 1.5+ε recentemente proposto por Cui et al.
Experimentos foram realizados tomando como entrada genomas sintéticos e gerados
a partir de dados biológicos. Os AGs forneceram melhores resultados que o algoritmo
de controle de qualidade. As paralelizações apresentaram melhoras tanto no tempo de
execução quanto na precisão dos resultados.
Utilizou-se o teste de hipóteses de Wilcoxon a fim de verificar a significância estatística
das melhorias fornecidas pelos AGs aprimorados em relação àquelas fornecidas pelo AG
básico. Desta análise foi possível identificar que o AG memético provê resultados difer-
entes (melhores) que o AG básico, e que este último e o AG com aprendizagem baseada
em oposição não apresentam nenhuma diferença significativa. O teste foi também aplicado
para comparar as soluções das paralelizações confirmando que existem aprimoramentos
dos resultados comparados com o AG memético.
Palavras-chave: Distância por Translocações, Distância entre Genomas Com e Sem
Sinal, Algoritmos de Aproximação, Algoritmos Genéticos, Paralelismo.
iv
Abstract
Translocations are used to measure the evolutionary distance between species. From a
biological point of view two types of genomes have received attention: signed and unsigned
genomes. When considering signed genomes, the problem can be solved in linear time,
while, in the case of unsigned genomes the problem was shown to be NP-hard.
Genetic algorithms (GAs) are proposed to solve the translocation distance problem
between unsigned genomes. The approach consists in using a population composed of
individuals representing signed genomes obtained from a given unsigned genome provided
as input. The solution of each individual is also an admissible solution to the given
genome. The fitness function used, which is the distance for signed genome, is computed
linearly with an algorithm proposed by Bergeron et al.
The GA based on this approach has been enhanced with two optimization techniques:
memetic and opposition based learning. Also, parallelizations of the GA embedded with
memetic were proposed seeking to improve both running time as the accuracy of results.
The quality of the results was verified using an implementation of a 1.5+ε-approxima-
tion algorithm recently proposed by Cui et al.
Experiments were performed taking as input synthetic genomes and genomes generated
from biological data. The GAs provided better results than the quality control algorithm.
The parallelizations showed improvements both regarding runtime as well as accuracy.
A statistical analysis based on the Wilcoxon test was performed to check if the im-
provements in the solutions provided by enhanced GAs compared to those provided by
the basic GA have some significance. This analysis can identify that the GA embed-
ded with the technical memetic provides different (better) results than GA and that the
results provided by the GA embedded with opposition based learning presents no signifi-
cant difference. The test was also performed to compare the solutions of the paralleliza-
tions confirming that there are improvements of the results regarding the GA embedded
memetic.
Keywords: Translocation Distance, Distance between Signed and Unsigned Genomes,




1.1 Descrição do Problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Organização do Trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Fundamentação Teórica 7
2.1 Definições e Terminologia sobre Genomas . . . . . . . . . . . . . . . . . . . 7
2.1.1 Genes, Cromossomos e Genomas . . . . . . . . . . . . . . . . . . . 7
2.1.2 Subpermutações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Grafo de Pontos-de-Quebra . . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 Translocação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Computação Evolucionária . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Algoritmos Genéticos . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Contextualização-O problema de Distância de Translocação 19
3.1 Distância de Translocação com Sinal . . . . . . . . . . . . . . . . . . . . . 19
3.2 Complexidade do Problema de Distância de Translocação sem Sinal . . . . 20
3.2.1 Roteiro da Prova . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.2 k-cliques ⊆ MAX-ECD . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.3 MAX-ECD p MAX-ACD . . . . . . . . . . . . . . . . . . . . . . 22
3.2.4 MAX-ACD p DTS . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Abordagens aproximadas para o Problema de Distância de Translocação
sem Sinal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Algoritmo Aproximado de Raio 1.5 + ε para DTS 33
4.1 Fórmula de Hannenhalli . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Algoritmo Aproximado de Raio 1.75 . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Simples MinSPs Removíveis . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Algoritmo de Decomposição aproximado de 1.5 + ε . . . . . . . . . . . . . 40
vi
4.4.1 Criando e Destruindo RS-MSPs . . . . . . . . . . . . . . . . . . . . 41
4.4.2 Implementação do Algoritmo de Aproximação . . . . . . . . . . . . 43
4.5 Apresentado a Prova que as soluções do Algoritmo Aproximado é de raio
1.5 + ε . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.1 Análise dos 2-ciclos . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5.2 Análise das 1-2minSPs . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5.3 O Raio Aproximado . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Algoritmo Genético para DTC 59
5.1 Descrição do AG Proposto . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1.1 Análise da Complexidade do AG . . . . . . . . . . . . . . . . . . . 60
5.2 Função de Aptidão utilizada no AG . . . . . . . . . . . . . . . . . . . . . . 61
5.2.1 Intervalos Elementares e Ciclos . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Componentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.3 Relações entre Árvores e a Distância de Translocação . . . . . . . . 66
5.2.4 Algoritmo para computar d( ~A, ~B) . . . . . . . . . . . . . . . . . . . 69
6 AG Aprimorado com Técnicas: Meméticas e Aprendizagem por Opo-
sição 71
6.1 Algoritmos Meméticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Algoritmo Memético para DTS . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.1 Análise da Complexidade de Tempo . . . . . . . . . . . . . . . . . . 74
6.3 Método de Aprendizagem por Oposição . . . . . . . . . . . . . . . . . . . . 74
6.4 AG Melhorado com OBL para DTS . . . . . . . . . . . . . . . . . . . . . . 76
6.4.1 Análise da Complexidade de Tempo . . . . . . . . . . . . . . . . . . 77
7 Versões em Paralelo do AM 79
7.1 Computação Paralela . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.1.1 Classificação de Arquiteturas Paralelas . . . . . . . . . . . . . . . . 79
7.1.2 Ambiente Paralelo . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2 Métricas de Avaliação para Programas em Paralelo . . . . . . . . . . . . . 82
7.2.1 Speedup e Eficiência . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.3 Message Passing Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.3.1 Rotinas MPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.4 Paralelização com Algoritmos Genéticos . . . . . . . . . . . . . . . . . . . 86
7.5 Contribuição . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.5.1 Paralelizando a Função de Aptidão do AM . . . . . . . . . . . . . . 88
7.5.2 AM com Múltiplas Populações com Troca de Indivíduos . . . . . . 89
vii
8 Experimentos e Resultados 93
8.1 Ambiente de Execução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.2 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.2.1 Definição dos Parâmetros dos Algoritmos . . . . . . . . . . . . . . . 94
8.2.2 Experimentos com Genomas Sintéticos . . . . . . . . . . . . . . . . 96
8.2.3 Experimentos com Genomas Baseados em Dados Biológicos . . . . 103
8.3 Discussão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.3.1 Análise Estatística . . . . . . . . . . . . . . . . . . . . . . . . . . . 108





1.1 Descrição do Problema
Um genoma de um organismo é constituído de toda a informação hereditária que
está codificada em seu DNA (se tratando de alguns vírus tal informação se encontra no
RNA). Isto inclui tanto diferentes genes como as sequências não-codificadoras que são de
grande relevância para a regulação gênica, dentre outras funções. A partir de genomas
de diferentes espécies pode-se mensurar a distância evolutiva que separa uma espécie de
outra.
O estudo da distância evolutiva entre duas espécies usando dados genéticos requer a
reconstrução da sequência de eventos evolutivos que transformam um genoma em outro.
Atualmente os mecanismos de rearranjos mais utilizados incluem operações globais como
reversão, transposição, duplicação e translocação, e a tarefa básica é: dados dois genomas,
encontrar a sequência mais curta de operações de rearranjo que transforma um genoma
em outro. Para este trabalho, considera-se translocação, que consiste em: dado dois
cromossomos, particionar ambos os cromossomos em um ponto aleatório e combinar os
segmentos formados para construir dois novos cromossomos [30].
1.2 Motivação
Comparações de sequências biológicas são problemas relevante em bioinformática para
determinar as relações evolutivas entre organismos. Este problema pode ser resolvido uti-
lizando algoritmos que levam em consideração mutações locais (deleções, inserções), como
por exemplo o algoritmo clássico de programação dinâmica para alinhar duas sequências
de DNA. Porém, quando se tenta entender como as sequências genéticas sofrem mutações
a nível cromossômico é necessário considerar operações globais como reversões, translo-
cações e transposições.
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Ao falar do estudo de distância evolutiva entre espécies dois tipos de genomas tem
recebido atenção do ponto de vista biológico: genomas com e sem sinal. Para genomas
sem sinal, os genes são abstraídos sem qualquer orientação, enquanto que em genomas
com sinal, cada gene tem um sinal positivo ou negativo refletindo sua orientação dentro
do genoma.
Dados dois genomas, o número mínimo de translocações para transformar um genoma
em outro é conhecido como distância de translocação, que é o mesmo que encontrar a
sequência mínima de translocações necessária para transformar um genoma em outro. O
problema é conhecido na literatura como ordenação por translocação. Considerando os
dois tipos de genomas, tem-se dois problemas de complexidades diferentes. No caso de
genomas sem sinal, o problema foi demostrado ser NP-difícil por D. Zhu et al. em [50].
Para genomas com sinal, existem algoritmos que fornecem tanto a distância quanto a
sequência em tempo polinomial ([48], [5]).
No estudo do problema de distância de translocação entre genomas uma estrutura de
suma importância é o grafo de Pontos-de-Quebra, que será definido no Capítulo 2. Tal
grafo é construído a partir das relações de adjacência entre dois genomas. A distância
de translocação está intimamente relacionada com o número de ciclos deste grafo. Para
genomas com sinal a decomposição em ciclos deste grafo é única. Em contrapartida, isto
não ocorre para genomas sem sinal. Esta observação é a base para compreender porque o
problema de distância entre genomas com sinal é de complexidade polinomial e utilizando
genomas sem sinal éNP-difícil. Após demonstrar a dificuldade do problema considerando
genomas na versão sem sinal, vários algoritmos aproximados foram propostos. Em sua
essência, algoritmos aproximados são algoritmos que não necessariamente produzem uma
solução ótima, porém soluções que estão demonstradas estar dentro de um certo raio da
solução ótima, fato este provado matematicamente.
Como contribuição, neste trabalho é apresentada a compilação da prova de que o pro-
blema de distância de translocação entre genomas sem sinal (DTS ) é NP-difícil expondo
todos os passos necessários para fornecer uma prova detalhada bem como um conjunto
apropriado de algoritmos genéticos (AGs) para resolver o problema. O primeiro algo-
ritmo evolucionário denotado como AG (publicado em [42]), proposto para a resolução do
problema DTS, tem como enfoque mapear um dado genoma sem sinal de tamanho n for-
necido como entrada (com n representado a quantidade de genes) em um subconjunto das
2n possíveis versões com sinal. Isto é feito assinalando aleatoriamente um sinal positivo ou
negativo para cada gene do genoma fornecido na entrada. Todavia nem sempre é possível
explorar todo esse espaço de busca, assim apenas um subconjunto de tamanho n log n
contendo genomas com sinal constitui a população utilizada no AG. A solução de cada
um destes indivíduos da população corresponde a uma solução admissível para o genoma
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sem sinal provido na entrada. A função de aptidão referente aos indivíduos na população
é dada como a distância exata provida em tempo linear pelo algoritmo proposto em [5]
para o problema envolvendo genomas com sinal. Em um segundo estágio, melhorias foram
adicionadas ao AG e dois novos algoritmos evolucionários foram propostos (publicados
em [43]). O primeiro algoritmo incorpora estágios contendo a técnica memético e o se-
gundo, estágios contendo a técnica conhecida na literatura como aprendizado baseado em
oposição, e são denotados neste trabalho respectivamente como AM e OBL-AG. Como
mecanismo de controle de qualidade para as soluções providas pelos AGs, o algoritmo
aproximado de raio 1.5 + ε fornecido em [14] foi implementado. Experimentos envolvendo
genomas construídos a partir de dados biológicos e sintéticos mostram que os AGs forne-
cem soluções que incrementam consideravelmente a precisão dos resultados (número de
translocações) quando comparados com os resultados providos pelo algoritmo aproximado
de raio 1.5 + ε. Testes estatísticos mostram que AM possui melhor desempenho resguar-
dando a precisão dos resultados obtidos pelo AG, e que OBL-AG não fornece qualquer
melhoria na qualidade das soluções quando comparadas com as computadas pelo AG.
Por fim, são fornecidos duas abordagens paralelas para melhorar o AM (submetido
em [41]).
• A primeira (denotada como AMF ) busca acelerar a execução do AM mantendo
a acurácia dos resultados, fazendo uso do modelo paralelo mestre-escravo, onde o
processo mestre mantém os estágios do AM com uma única população de tamanho
n log n, enquanto os processos escravos são responsáveis pelo cálculo da função de
aptidão dos indivíduos.
• A segunda abordagem paralela, busca incrementar a acurácia dos resultados utili-
zando múltiplas populações, tal que cada processo mantém uma instância do AM
com sua respectiva população. Duas variantes foram propostas:
– A primeira denotada como AMMPT , compartilha os melhores indivíduos entre
as diferentes populações durante o ciclo de reprodução. A estratégia consiste
em incrementar a amostra do espaço de busca do problema DTS. Através
da troca de melhores indivíduos, espera-se acelerar a convergência de cada
população para soluções melhores adaptadas ao problema DTS.
– A segunda variante, denotada como AMMPS, na qual cada população evolui
de forma homogênea sem compartilhar quaisquer indivíduos. A estratégia con-
siste em unicamente aumentar o tamanho da amostra do espaço de busca do
problema DTS, de forma que cada população evolua independentemente uma
da outra. Em ambos os casos, cada processo mantém uma população de ta-
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manho n log n e o objetivo é essencialmente melhorar a acurácia dos resultados
por explorar uma amostra maior do espaço de busca do problema DTS.
Resultados a partir de experimentos mostram que o AMF reduz significativamente o
tempo de execução do AM. Para as variantes com múltiplas populações, AMMPS in-
crementa a acurácia dos resultados obtidos quando comparado com o AM ; todavia, a
variante que envolve troca de indivíduos (AMMPT ) não provê qualquer incremento na
acurácia dos resultados. Através de testes estatísticos é possível identificar que AMMPS
fornece resultados tanto diferentes quanto melhores quando comparado com os resultados
providos pelos AM e AMMPT , respectivamente.
1.3 Objetivo
O objetivo deste trabalho é propor algoritmos genéticos para resolver o problema de
distância de translocação entre genomas sem sinal. Para isso foi necessário desenvolver
as seguintes tarefas:
1. Realizar um estudo para compreender porque a distância de translocação entre
genomas sem sinal é NP-difícil.
2. Realizar um estudo teórico e implementação do algoritmo de raio de aproximação
1.5+ε.
3. Propor e implementar um algoritmo genético básico para o problema de distância
de translocação entre genomas sem sinal.
4. Adicionar ao algoritmo genético técnicas de otimização conhecidas na literatura
como: memético e aprendizagem baseada em oposição.
5. Propor e implementar versões em paralelo do melhor algoritmo genético, com foco
no tempo de execução e na precisão dos resultados.
6. Realizar experimentos utilizando como entrada genomas sintéticos (gerados a partir
de um algoritmo) e biológicos para ambos algoritmos genéticos e de raio 1.5+ε.
7. Comparar os resultados do algoritmo de raio 1.5+ε, com os resultados providos
pelos algoritmos genéticos propostos.
1.4 Organização do Trabalho
O trabalho segue a seguinte organização:
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Capítulo 2. [Referencial Teórico] Apresenta as definições e terminologias usadas com
relação aos genomas e o problema de distância de translocação, bem como os con-
ceitos relacionados com algoritmos genéticos (AG).
Capítulo 3. [Revisão da Literatura] Revisa a literatura para o problema de distância
de translocação para genomas com e sem sinal, no último, a compilação da prova
que o problema é NP-difícil.
Capítulo 4. [Algoritmo Aproximado de Raio 1.5 + ε] Apresenta o algoritmo de raio
de aproximação 1.5+ε para o problema de distância de translocação entre genomas
sem sinal.
Capítulo 5. [Proposto AG] Apresenta o AG proposto para solucionar o problema de
distância de translocação entre genomas sem sinal, o qual foi publicado em [42].
Capítulo 6. [Melhorias Incorporadas Ao AG] Apresenta duas técnicas de otimiza-
ção (memético e aprendizagem baseada em oposição) incorporadas ao AG. Tal tra-
balho foi publicado em [43].
Capítulo 7. [Versão Paralela do AG] Apresenta os conceitos sobre paralelismo, e
dois métodos propostos para o AG com a técnica memético. Tal trabalho foi sub-
metido em [41].
Capítulo 8. [Experimentos e Resultados] Mostra os experimentos realizados tomando
como entrada genomas sintéticos e biológicos, além de apresentar uma discussão so-
bre os resultados dos experimentos.
Capítulo 9. [Conclusão e Trabalhos Futuros] Apresenta as conclusões e indica su-






O capítulo possui a seguinte organização. A Seção 2.1 apresenta definições e ter-
minologias para genomas com e sem sinal, subpermutações e uma estrutura de dados
denotada como Ponto-de-Quebra utilizada para se computar a distância evolutiva entre
espécies. Na Seção 2.2 são apresentados os conceitos sobre computação evolucionária com
ênfase nos algoritmos genéticos descrevendo com detalhes todo o processo envolvido para
a modelagem de um algoritmo genético.
2.1 Definições e Terminologia sobre Genomas
As seguintes abstrações serão adequadas para o nosso propósito, tendo como fonte [5]
e [23].
2.1.1 Genes, Cromossomos e Genomas
Um genoma é constituído por uma sequência de genes. Em informática, para repre-
sentar os genes de um genoma, cada gene é associado com um número inteiro. Inteiros
com e sem sinal representam genes orientados e não orientados, respectivamente. Um cro-
mossomo é uma sequência de genes e um genoma é formado por um conjunto ordenado
de cromossomos. Para simplificar o modelo, considera-se que cada gene aparece um única
vez em um dado genoma. Assim, um genoma G com n genes orientados e N cromossomos
pode ser visto como um conjunto {(x11, . . . , x1r1), . . . , (xk1, . . . , xkrk), . . . (xN1, . . . , xNrN )},
onde
∑N
i=1 ri = n, xij ∈ {±1, . . . ,±n} e |xij| 6= |xlk| sempre que i 6= l ou j 6= k. Para a
versão sem sinal, xij ∈ {1, . . . , n}.
Cromossomos não tem orientação. Assim, os cromossomos X = (x1, x2, . . . , xk) e X ′
= (−xk,−xk−1, . . . ,−x1) são os mesmos no caso com sinal; enquanto que X e X ′′ =
(xk, xk−1, . . . , x1) são iguais no caso sem sinal. Assim, por exemplo G = {(+1,−3),
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(−4,+2,−5)} é um genoma com 5 genes e 2 cromossomos, além disso, G eG′ = {(+1,−3),
(+5,−2,+4)} são os mesmos genomas. Para distinguir genoma com sinal de sem sinal, o
primeiro é indicado com uma seta: ~G.
Um Genoma contendo um único cromossomo pode ser visto como uma permutação
pi no grupo simétrico Sn. Uma permutação é uma função bijetiva de naturais para na-
turais num conjunto finito {1, . . . , n}. Uma permutação pi pode ser representada como
(pi1, . . . , pin), onde pii abrevia pi(i), para 1 ≤ i ≤ n.
2.1.2 Subpermutações
Sejam A e B dois genomas com os mesmos genes e S = (x1, x2, . . . , xn) um cromossomo
em A. Uma subpermutação no cromossomo S em A para B (de forma abreviada, SP em A
para B) é um segmento [xi, xi+1, . . . , xi+l] ocorrendo em S com pelo menos 3 genes, tal que
exatamente os naturais entre |xi| e |xi+l| ocorrem no conjunto {|xi+1|, . . . , |xi+l−1|} e existe
outro segmento [yj, yj+1, . . . , yj+l] em algum cromossomo T do genoma B, satisfazendo:
• |xi| = |yj| e |xi+l| = |yj+l|;
• {|xi+1|, . . . , |xi+l−1|} = {|yj+1|, . . . , |yj+l−1|};
• [xi, xi+1, . . . , xi+l] 6= [yj, yj+1, . . . , yj+l].
Uma MinSP é uma SP em A para B que não contém qualquer outra SP. Por exemplo,
considere os genomas:
A = {(1, 3, 2, 4, 5, 8, 6), (7, 9)} e
B = {(1, 2, 3, 4, 5, 6), (7, 8, 9)};
[1, 3, 2, 4, 5] é uma SP e [1, 3, 2, 4] é uma MinSP. Para os genomas com sinal ~A e ~B abaixo,
[+1,−3,+2,+4,+5] é uma SP e [+1,−3,+2,+4] é uma MinSP.
~A = {(+1,−3,+2,+4,+5,+8,+6), (+7,+9)} e
~B = {(+1,+2,+3,+4,+5,+6), (+7,+8,+9)}.
2.1.3 Grafo de Pontos-de-Quebra
O grafo de Pontos-de-Quebra é uma importante estrutura de dados usada em com-
binatória de permutações e também útil para mensurar a distância evolutiva entre as
espécies a partir de seus genomas utilizando a métrica translocação, entre outras.
Dado um cromossomo X = (x1, x2, . . . , xn) de um (com ou sem sinal) genoma, os genes
xi e xi+1, para 1 ≤ i ≤ n − 1, são adjacentes; caso contrário, eles são não adjacentes.
Além disso, genes em diferentes cromossomos são não adjacentes.
Considere dois genomas com sinal ~A e ~B com os mesmos genes e a mesma quantidade
de cromossomos. O grafo de Pontos-de-Quebra Gs( ~A, ~B) é construído como segue. Os
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vértices do grafo são construídos a partir dos genes em ~A, tal que, para cada cromos-
somo X = (x1, x2, . . . , xn) de ~A, substitui-se cada xi por um par ordenado de vértices
(L(xi), R(xi)) com L(xi) representando a esquerda de xi, e R(xi) representando a direita





i). Se os genes xi e xi+1 são adjacentes em ~A, adiciona-se uma aresta preta
(R(xi), L(xi+1)) em Gs( ~A, ~B). Se os genes xi e xi+1 são adjacentes em ~B, adiciona-se uma
aresta cinza (R(xi), L(xi+1)) em Gs( ~A, ~B). A Figura 2.1 ilustra o grafo Gs( ~A, ~B) para
~A={(+1,+3,+7), (+5,−2,+6,+4)} e ~B={(+1,+2,+3,+4), (+5,+6,+7)}
Figura 2.1: Grafo Gs( ~A, ~B) para genomas com sinal.
Note que há unicamente uma aresta preta e uma cinza incidentes para cada vértice
em Gs( ~A, ~B), exceto para os vértices formados a partir dos genes finais dos cromossomos.
Portanto, um grafo de Pontos-de-Quebra para genomas com sinal tem apenas uma forma
de ser decomposto em ciclos de cor alternada, onde arestas pretas e cinzas aparecem
alternadas. (veja em [12]). Um ciclo é chamado longo, se contém pelo menos duas arestas
pretas (ou cinzas), caso contrário é curto.
Os grafos de Pontos-de-Quebra também são definidos para genomas sem sinal. Con-
sidere dois genomas sem sinal A e B com os mesmos genes e número de cromossomos.
O grafo Gu(A,B) para A e B é construído como segue: cada vértice em Gu(A,B) repre-
senta um único gene em A. Para todo cromossomo X = (x1, x2, . . . , xn) em A, existe uma
aresta preta entre xi e xi+1, 1 ≤ i < n; e, para todo cromossomo Y = (y1, y2, . . . , ym) de
B existe uma aresta cinza entre vértices rotulados com yj e yj+1, sempre que yj e yj+1 são
adjacentes em B.
A Figura 2.2 ilustra o grafoGu(A,B) paraA = {(1, 3, 7), (5, 2, 6, 4)} eB = {(1, 2, 3, 4), (5, 6,
7)}.
O grafo Gu(A,B) pode ser particionado em um conjunto de ciclos de cor alternada.
Note que cada vértice em Gu(A,B) tem o mesmo número de arestas pretas e cinzas
incidentes; vértices associados com genes nos extremos dos cromossomos em A tem uni-
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Figura 2.2: Gu(A,B) para genomas sem sinal.
camente uma aresta preta e uma cinza, e vértices associados a genes internos nos cromos-
somos em A tem exatamente duas arestas pretas e duas cinzas. Assim, há mais de uma
forma de particionar Gu(A,B) em ciclos de cor alternada.
Grafos de Pontos-de-Quebra também serão definidos para permutações no Capítulo 3,
onde se pode ver que tais grafos são semelhantes aos grafos obtidos para genomas A e B,
onde A e B têm apenas um cromossomo.
2.1.4 Translocação
Uma translocação é dita ser “atuante” em dois cromossomos X e Y quando ambos são
cortados e representados como X = (X1, X2) e Y = (Y1, Y2) e os segmentos produzidos
em ambos os cromossomos são intercambiados, transformando X e Y em dois novos cro-
mossomos X ′ e Y ′. É importante mencionar que uma operação de translocação trabalha
com a hipótese que os quatros segmentos são não vazios.
No cenário de translocação, dois tipos de operações sobre segmentos de cromosso-
mos são apresentadas: Prefixo-Prefixo e Prefixo-Sufixo. Dados dois cromossomos X =
(x1, x2, . . . , xn) e Y = (y1, y2, . . . , ym) em um genoma com sinal, aplicando uma ope-
ração de translocação Prefixo-Prefixo ρ(X, Y, xi, yk), obtém-se dois novos cromossomos
X ′ = (x1, . . . , xi, yk+1, . . . , ym) e Y ′ = (y1, . . . , yk, xi+1, . . . , xn). Por outro lado, apli-
cando a operação Prefixo-Sufixo θ(X, Y, xi, yk) obtém-se os novos cromossomos X ′ =
(x1, . . . , xi,−yk, . . . ,−y1) e Y ′ = (−ym, . . . ,−yk+1, xi+1, . . . , xn) (veja Figura 2.3).
Figura 2.3: Tipos de operações de translocação Prefixo-Prefixo e Prefixo-Sufixo.
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Exemplo: Considere o genoma ~A = {X, Y, Z} com X = (+1,+2,−7,+5), Y = (+4,+3)
e Z = (+6,−8,+9). A translocação ρ(X, Y,+2,+4) transforma ~A no genoma
~A′ = {(+1,+2,+3), (+4,−7,+5), Z}.
Aplicando a translocação θ(X,Z,+2,+6) em ~A, obtém-se o genoma
~A′′ = {(+1,+2,−6), Y, (−9,+8,−7,+5)}.
Para o caso sem sinal, translocação é definida como segue. Considere dois cromosso-
mos X = (x1, x2, . . . , xn) e Y = (y1, y2, . . . , ym). Uma translocação por Prefixo-Prefixo
ρ(X, Y, xi, yk) transformaX e Y em dois novos cromossomosX ′ = (x1, . . . , xi, yk+1, . . . , ym)
e Y ′ = (y1, . . . , yk, xi+1, . . . , xn); por outro lado uma translocação por Prefixo-Sufixo
θ(X, Y, xi, yk) transforma X e Y em X ′ = (x1, . . . , xi, yk, . . . , y1) e Y ′ = (ym, . . . , yk+1, xi+1
, . . . , xn).
Exemplo: Considere o genoma sem sinal A = {X, Y, Z}, com cromossomos X =
(1, 2, 7, 5), Y = (4, 3) e Z = (6, 8, 9). ρ = (X, Y, 2, 4) transforma A em
A′ = {(1, 2, 3), (4, 7, 5), Z}.
θ(X,Z, 2, 6) transforma A em
A′′ = {(1, 2, 6), Y, (9, 8, 7, 5)}.
A seguir, serão definidos os problemas de distância de translocação para genomas com
e sem sinal.
Problema de distância de translocação com sinal (DTC ): considere dois genomas
com sinal ~A e ~B com os mesmos genes e o mesmo número de cromossomos, onde os
genes de B são inteiros positivos em ordem incremental. O DTC consiste em encontrar
o mínimo número de translocações necessárias para transformar ~A em ~B.
Problema de distância de translocação sem sinal (DTS ): o DTS é definido como
o DTC, porém restrito para genomas sem sinal.
Considere um cromossomo X = (x1, x2, ..., xk), os genes +x1 e −xk são chamados
caudas de X para genomas com sinal; considerando genomas sem sinal, as caudas de X
são x1 e xk. Dois genomas são chamados co-caudais se os seus conjuntos de caudas são
os mesmos. Os genomas ~B e ~C abaixo são co-caudais uma vez que eles compartilham os
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mesmos conjuntos de caudas, que é {+1,−6,+7,−10}.
~B = {(+1,+2,−4,+3,+5,+6), (+7,−9,+8,+10)},
~C = {(+1,+2,+3,+4,+5,+6), (+7,+8,+9,+10)}.
Note que, os genomas ~A, ~A′ e ~A′′ assim como A,A′ e A′′ de exemplos prévios são co-caudais.
Translocações por Prefixo-Prefixo ou Prefixo-Sufixo não modificam o conjunto de cau-
das de um genoma. Assim, a fim de transformar um genoma A em B (considerando
genomas com e sem sinal) por translocações, A e B satisfazem a propriedade abaixo.
Propriedade 1 Os genomas A e B tem os mesmos genes, o mesmo número de cromosso-
mos e A e B são co-caudais. Note que, quando A e B são co-caudais, os genes de A e B
podem ser renomeados de maneira que B seja reescrito como uma identidade (sequência
de genes ordenados em ordem incremental). Assim, sem perca de generalidade, sempre
que A e B são co-caudais pode-se assumir que B é uma identidade.
No restante deste trabalho n sempre representará o tamanho (quantidade de genes)
de um dado genoma em questão.
2.2 Computação Evolucionária
A proposta de que evolução natural poderia ser utilizada como um mecanismo para a
análise de sistemas mais complexos do que aqueles matematicamente analisáveis veio com
a invenção do computador. Nas décadas de 70 e 80 a principal ideia foi desenvolvida em
diferentes implementações algorítmicas sob nomes tais como programação evolucionária
[19], estratégia evolucionária (proposta por Rechenberg et al. e detalhada em [32]) e
algoritmos genéticos [26]. Estes ramos se fundiram na década de 90, e nos últimos 20
anos, computação evolucionária tem provado ser muito bem sucedida em uma ampla
gama de problemas computacionais envolvendo otimização e modelagem.
Computação evolucionária obteve um sucesso estrondoso no campo computacional de
forma que muitas das suas técnicas hoje em dia são utilizadas por uma ampla variedade
de algoritmos de otimização, tais como os algoritmos baseados em inteligência de enxame
(Swarm intelligence), onde dentre estes algoritmos, temos: otimização por enxame de
partículas, otimização por colônia de formigas, colônia artificial de abelhas etc.
2.2.1 Algoritmos Genéticos
Os conceitos e terminologias apresentados nesta seção foram em sua maioria tomados
do livro "Introduction to Genetic Algorithms" [44].
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Definindo Algoritmos Genéticos
Charles Darwin é considerado o pai da teoria da evolução natural na origem das
espécies, onde tais espécies se mantém em um processo evolutivo baseado no princípio de
seleção natural "sobrevivência dos mais aptos". Partindo da ideia de evolução encontrada
na natureza, então deve ser interessante simular a evolução natural e desenvolver um
método que resolva problemas de busca e otimização.
Em 1975, Holland fazendo uso da ideia de evolução na natureza, aplicou tais definições
afim de simular a evolução natural para desenvolver métodos que resolviam problemas de
otimização em seu livro "Adaptation in natural and artificial systems". Ele descreveu
como aplicar os princípios da evolução natural para problemas de otimização, além de
fornecer os primeiros algoritmos genéticos. A teoria de Holland foi amplamente estudada
e desenvolvida de uma tal forma que hoje, algoritmos genéticos são uma ferramenta
poderosa de resolução de problemas voltados a busca e otimização.
Os algoritmos genéticos estão baseados nos princípios da genética e evolução, como segue:
a informação genética de uma determinada população contém potencialmente a solução,
ou converge para uma solução melhor, para um determinado problema. Esta solução,
possivelmente está contida em um determinado indivíduo. Assim, através de técnicas de
combinações genéticas entre vários indivíduos, pode-se obter indivíduos cada vez mais
próximos do ideal, que após um certo tempo converge a uma boa solução.
Terminologia Básica
É apresentada a terminologia básica relacionada aos algoritmos genéticos. A fim de
modelar uma solução baseada em evolução natural, algoritmos genéticos emulam o pro-
cesso evolucionário que é realizado na natureza. Os seguintes conceitos são necessários a
fim de entender os algoritmos genéticos.
Indivíduos Um indivíduo é um portador de código genético representando uma única
solução para um dado problema. Além disso, cada indivíduo é representado como um
cromossomo, que por sua vez está subdividido em genes. Através deste cromossomo
é possível tanto adquirir uma solução como também explorar seu código genético para
gerar novos indivíduos que melhor se adaptem ao problema em questão.
Genes Genes são os componentes básicos dos cromossomos. Tais cromossomos são for-
mados por uma sequência de genes de comprimento arbitrário. Os genes trazem consigo
código genético que pode descrever uma possível solução para um problema sem ser real-
mente a solução.
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Função de Aptidão A função de aptidão é utilizada para mensurar quão bom é um
individuo, levando em consideração algum método de avaliação (de acordo com o problema
envolvido) para posterior uso pelos operadores de reprodução. A ideia desta função,
consiste em tomar como entrada um indivíduo e através de um conjunto de métricas a
serem alcançadas em tal indivíduo, avaliar e fornecer como saída um valor real. Deve-se
mencionar que identificar um modo para avaliar o quão distante um indivíduo está da
solução ideal nem sempre é uma tarefa trivial.
População A população é um conjunto de indivíduos representando o espaço de busca
de possíveis soluções que estará sendo manipulada pelo algoritmo genético. Devem-se
salientar dois aspectos importantes relacionado a população: 1) A geração da população
inicial e 2) o tamanho da população. A geração da população inicial por padrão (muitas
vezes) é criada de forma aleatória. Tal método é preferível para problemas sobre os quais
nenhum conhecimento é diagnosticado ou para avaliar o desempenho de um algoritmo.
Todavia há casos específicos em que é utilizado um conhecimento a priori sobre o dado
problema. Utilizando tal conhecimento, um conjunto de requerimentos é obtido e soluções
as quais satisfazem estes requerimentos são coletadas para formar uma população inicial.
O tamanho da população depende em muito da complexidade do problema, uma vez que
muitos dos problemas tratados com algoritmos genéticos são de caráter NP-difícil ou
NP-completo. Logo, explorar todo o espaço de busca de soluções se torna inviável em
tempo polinomial.
Reprodução
No ciclo de reprodução, indivíduos são selecionados da população para se reproduzi-
rem, gerando descendentes que irão compor a próxima geração. Os pais são selecionados
da população usando um esquema que favorece na maioria das vezes os indivíduos mais
aptos. O ciclo de reprodução é dividido em três etapas: seleção de indivíduos, cruza-
mento dos indivíduos selecionados para criar os descendentes, mutação aplicada sobre os
descendentes e substituições de indivíduos velhos na população pelos descendentes.
• Seleção
Consiste no processo de escolha dos indivíduos (pais) da população corrente para
a geração de descendentes. Tais indivíduos são selecionados a partir dos melho-
res indivíduos na população encontrados pelos seus valores de aptidão; visto que,




Tal operador toma dois indivíduos, particiona suas cadeias de cromossomos em
alguma posição escolhida aleatoriamente, para produzir dois segmentos cabeça e
dois segmentos cauda. Os segmentos da cauda são então trocados para produzir
dois novos indivíduos completos (Figura 2.4). Isto é conhecido como cruzamento de
único ponto. Tal método é o mais utilizado em algoritmos genéticos, uma vez que
é simples e efetivo.
Figura 2.4: Exemplo de recombinação de ponto único.
• Mutação
Mutação consiste em alterações que acontecem na sequência dos nucleotídeos do
material genético de um determinado organismo. As mutações conhecidas na lite-
ratura como benéficas, podem trazer mudanças evolutivas adaptativas, tendo como
consequência a evolução da espécie em questão [20]. Assim, Depois da fase de cruza-
mento, os descendentes são submetidos a mutação. A mutação desempenha o papel
de recuperar o material genético perdido, e também para perturbar aleatoriamente
a informação genética. Se o operador de cruzamento explora a solução atual no
intuito de encontrar melhores soluções, além de ajudar na exploração do espaço de
busca, a mutação é vista como um operador para manter a diversidade genética na
população.
Figura 2.5: Exemplo de mutação.
• Substituição
A substituição é o último passo do ciclo de reprodução. Após a escolha dos pais
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de uma população e a partir deles, gerar novos indivíduos, tem-se a necessidade
de atualizar a população. Porém nem todos podem voltar. Logo, deve-se esco-
lher que membros da população atual devem ser substituídos pelas novas soluções
(normalmente os piores indivíduos na população são substituídos).
Parâmetros Genéticos
O desempenho de um algoritmo genético está intimamente relacionado com a forma
de definição do espaço de busca (população) bem como de cada parâmetro a ser utilizado
nos operadores de ciclo de reprodução. Assim, há uma necessidade de analisar cuida-
dosamente estes parâmetros para poder estabelecê-los conforme a necessidade de cada
problema a ser resolvido [10]. Na literatura comumente estes parâmetros são definidos
através de exaustivos testes, onde se executa o algoritmo genético fazendo uso de possí-
veis valores obtidos de intervalos discretos para cada parâmetro, dessa forma é possível
definir os melhores valores para tais parâmetros, os quais provém as melhores soluções.
Os principais parâmetros utilizados e que devem ser ajustados previamente à computação
dos resultados, são listados na sequência. Além disso são sugeridos intervalos de bons
valores para estes parâmetros tomando como base trabalhos encontrados na literatura
que utilizam algoritmos genéticos:
• Tamanho da População
O tamanho da população tem impacto no desempenho dos algoritmos genéticos.
Ao escolher uma população de tamanho reduzido, o desempenho do algoritmo pode
ser privilegiado (caso o número de gerações seja estático), contudo a eficácia do
algoritmo pode estar sendo comprometida, uma vez que a população está refletindo
uma pequena amostra do espaço de busca do problema. Uma grande população
geralmente fornece uma cobertura bem mais ampla do domínio do problema, além
de evitar um problema muito comum em algoritmos evolutivos, denotado como o
“falso global”, que nada mais é que a convergência prematura para uma solução local
ao invés de uma global. No entanto, ao se escolher uma amostra muito grande do
domínio do problema, tem-se a necessidade de uma fatia muito maior de recursos
computacionais, ou que o algoritmo execute por um período de tempo maior ou
mesmo desconhecido. Logo, um balanceamento entre desempenho versus eficácia é
visto com bons olhos na busca por um algoritmo eficaz no sentido de prover soluções
com alto grau de acurácia dentro de um tempo de execução razoável.
• Porcentagem de Cruzamento
Representa uma porcentagem estimada para aplicar ou não o operador de cru-
zamento entre dois pais. Ao utilizar valores altos, haverá um grande número de
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descendentes introduzidos rapidamente na população. Todavia, podem-se perder
indivíduos contendo bons genes, antes que seja possível utilizá-los. Contudo, ao
optar por um porcentagem muito baixa, o algoritmo pode se tornar lento ou mesmo
chegar a estagnar. Frequentemente um valor bom para esta taxa varia entre 50%
até 70%. Isso varia muito de problema para problema.
• Porcentagem de Mutação
Representa uma porcentagem estimada para aplicar ou não o operador de mutação
em cada gene em um indivíduo descendente. Uma porcentagem baixa de mutação
previne que a busca permaneça estagnada em regiões do espaço de busca. Normal-
mente, esse valor varia entre 1% a 5%, escolher uma porcentagem mais alta, pode
acabar mudando drasticamente os genes herdados dos seus respectivos pais, o que
normalmente não é o desejado.
• Porcentagem de Substituição
Representa uma porcentagem estimada para selecionar parte da população que será
o espaço para inserção dos descendentes que possuam melhor valor de aptidão.
Com um valor médio (de 40% a 70% da população), a tendência é que a população
tenha uma convergência mais rápida sem o risco de uma convergência prematura,
utilizando um valor baixo, o algoritmo genético pode tornar-se muito lento.
É importante enfatizar que um algoritmo genético pode envolver mais parâmetros que
estes apresentados acima, dependendo das técnicas que podem estarem sendo utilizadas
para acelerar o processo de convergência para uma solução viável em tempo polinomial.
Algoritmo Genético Simples (SGA)
Em [44] faz-se uma classificação dos algoritmos genéticos como AG Paralelo, AG
Messy, AG Distribuído. Para o problema de distância de translocação, foi tomado como
modelo o algoritmo genético simples (SGA) que é descrito como segue:
O procedimento padrão de execução do SGA contém 6 passos, que são:
1. Definir uma população inicial gerada aleatoriamente.
2. Selecionar indivíduos (pais) para o ciclo de reprodução (usando o valor de aptidão).
3. Aplicar cruzamento sobre um par de pais.
4. Aplicar a mutação sobre a descendência.
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Figura 2.6: Exemplo de inserção de um descendente melhor adaptado na população.
5. Inserir os novos indivíduos (descendentes) na população (veja Figura 2.6, o qual
considera a inserção de um descendente na população).
6. Se um indivíduo (representando uma solução) alcançou a meta preestabelecida, ou
o número de gerações se esgotou, retornar o melhor indivíduo encontrado. Caso
contrário voltar ao item (2).
A partir da simulação do processo evolutivo, tem-se indivíduos cada vez mais bem
adaptados. Isto é, com melhor valor de aptidão, de maneira que no final obtém-se soluções





O capítulo possui a seguinte organização. A Seção 3.1 apresenta um resumo do estado
da arte para o problema de DTC com os trabalhos mais relevantes na literatura. Na
sequência, a Seção 3.2 apresenta a prova de que o problema de DTS é NP-difícil. Pos-
teriormente, na Seção 4.4 são apresentados os trabalhos encontrados na literatura para o
problema de DTS.
3.1 Distância de Translocação com Sinal
O problema de distância de translocação tem sido estudado extensivamente. Kece-
cioglu e Ravi foram os primeiros a estudar o problema na versão com sinal e em [30]
forneceram o primeiro algoritmo aproximado com um raio de aproximação 1.5.
No ano de 1996 Hannenhalli [23] forneceu o primeiro algoritmo polinomial (O(n3))
exato para o cálculo da distância de translocação, neste mesmo artigo ele propôs um
segundo algoritmo, que computa as translocações necessárias para o rearranjo dos ge-
nomas. A ideia por trás destes algoritmos consiste em: a partir da estrutura de grafo
de Pontos-de-Quebra encontrar uma máxima decomposição em ciclos de cor alternada e
realizar tanto o cálculo da distância quanto explorar tais ciclos para encontrar a sequência
de translocações.
Após tal feito vários outros algoritmos foram propostos, tais como um de complexidade
quadrática proposto por Wang et al. em [48] (utiliza a máxima decomposição em ciclos
de cor alternada do grafo de Pontos-de-Quebra) para obter tanto a distância quanto a
sequência de translocações, e os propostos por Bergeron et al. em [5] que fazem uso de um
sofisticado método, onde um genoma é visto como uma única permutação (permutação
é uma forma simples de representar um genoma contendo um único cromossomo) de
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forma que uma estrutura contendo marcadores em forma de pontos brancos representam
os genes finais de cada cromossomo, e pontos pretos representam os genes internos nos
cromossomos. A partir desta estrutura é computada a decomposição em ciclos de cor
alternada. Por fim, eles introduziram a noção de intervalos elementares (apresentada no
Capítulo 2 comoMinSP), e destes intervalos elementares construir uma floresta de árvores
(as árvores representam os intervalos elementares) o qual é parte chave para o cálculo da
distância e a sequência de translocações. Além disso, é importante enfatizar que Bergeron
et al. em [5] encontraram um problema no algoritmo proposto por Hannenhalli [23] que
provia as translocações necessárias para transformar um genoma em outro, e o corrigiram
(a complexidade se manteve (O(n3)) e introduziram um novo algoritmo para o cálculo da
distância em tempo linear.
Ozery-Flato e Shamir em [37] melhoraram a complexidade do algoritmo que fornecia




log n), tal algoritmo faz uso
da estrutura de dados chamada de floresta de sobreposição proposta em [3] inicialmente
para ordenação por reversão e adaptada para translocações, e utilizam reversões para
imitar translocações (Prefixo-Prefixo e Sufixo-Sufixo) fato este que tinha sido levantado e
provado por Hannenhalli e Pevzner em [24].
3.2 Complexidade do Problema de Distância de Trans-
locação sem Sinal
Para o problema com genomas sem sinal, os que são tratados nesse trabalho, o pro-
blema foi demonstrado ser NP-difícil por D. Zhu e L. Wang em [50]. Antes de apresentar
uma breve descrição dos trabalhos encontrados na literatura para distância de transloca-
ção envolvendo genomas sem sinal, será apresentada uma compilação contendo os passos
necessários da prova que não foram expostos por D. Zhu e L. Wang em [50].
3.2.1 Roteiro da Prova
Para um bom entendimento dos estágios da prova, um roteiro é apresentado contendo
todos os passos necessários que foram implicitamente ou explicitamente usados em [50].
Primeiramente, alguns problemas devem ser definidos.
k-cliques: checa-se o conjunto de arestas de um grafo H pode ser particionado em cliques
de tamanho k. Para k ≥ 3, k-cliques é um problema NP-completo.
MAX-ECD: considere um grafo euleriano H. O problema consiste em encontrar uma
máxima decomposição em ciclos de H, ou seja, um particionamento do conjunto de arestas
de H no máximo número de ciclos.
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MAX-ACD: dado um grafo de Pontos-de-Quebra G(pi) de uma permutação pi, o pro-
blema consiste em encontrar uma máxima decomposição em ciclos alternados de G(pi).
A prova é organizada nos seguintes passos (Veja Figura 3.1, onde Gu(X, Y ) e Gu(A,B)
representam grafos de Pontos-de-Quebra para genomas com um único cromossomo e mais
de um cromossomo, respectivamente):
• Inicialmente Seção 3.2.2 demonstra que o problema de particionar grafos em ciclos
para k = 3 o qual é NP-completo é uma instância do problema MAX-ECD [27];
Assim, MAX-ECD é um problema NP-completo.
• Depois Seção 3.2.3 apresenta uma redução polinomial de MAX-ECD em MAX-ACD
[12]; consequentemente, MAX-ACD é um problema NP-difícil;
• Finalmente Seção 3.2.4 reduz polinomialmente MAX-ACD no problema DTS [50];
assim, o problema DTS é NP-difícil.
Figura 3.1: Reduções de queDTS é NP-difícil.
3.2.2 k-cliques ⊆ MAX-ECD
Na década de 80 Holyer provou em [27] que verificar se o conjunto de arestas de um
dado grafo H pode ser particionado em cliques de tamanho k é NP-completo para k ≥ 3.
Em particular, para k = 3 se quer verificar se o conjunto de arestas do grafo H pode ser
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particionado em triângulos. Neste caso, sem perca de generalidade H pode ser assumido
Euleriano. Assim, o problema de decidir se o conjunto de arestas de um grafo Euleriano
é particionado em triângulos está em NP-completo. Além disso, uma decomposição de
um grafo Euleriano em 3-cliques provê uma máxima decomposição Euleriana, dessa forma
pode-se concluir que 3-cliques ⊆ MAX-ECD.
3.2.3 MAX-ECD p MAX-ACD
Antes de apresentar os detalhes da redução polinomial a partir de MAX-ECD para
MAX-ACD proposta em [12], algumas definições e propriedades devem ser apresentadas.
Grafo de Pontos-de-Quebra G(pi)
Considere uma permutação pi = (pi1, . . . , pin) em Sn representando um genoma consti-
tuído por unicamente um cromossomo.
O grafo de Pontos-de-Quebra G(pi) = 〈V,E = R ∪ B〉 de pi é construído como segue:
inicialmente, adiciona-se a pi os elementos pi0 = 0 e pin+1 = n + 1, e considere pi =
(0, 1, . . . , n + 1). Cada vértice v ∈ V representa um elemento de pi. O grafo G(pi) é um
grafo bi-colorido, onde o conjunto de arestas é particionado em dois subconjuntos: arestas
vermelhas (R) e azuis (B). Há uma aresta vermelha (pii, pii+1) sempre que |pii−pii+1| 6= 1,
para 0 ≤ i ≤ n, ou seja, existe uma aresta vermelha entre vértices consecutivos pii e pii+1
que não contém rótulos consecutivos. Neste caso, o par pii, pii+1 é chamado um ponto de
quebra de G(pi). Há uma aresta azul entre vértices rotulados com i e i + 1, 1 ≤ i ≤ n,
sempre que i e i+ 1 não são posições consecutivas em pi. Figura 3.2 ilustra esta noção.
Figura 3.2: Grafo de Pontos-de-Quebra G(pi) associado a um genoma pi = (0, 2, 4, 1, 3, 5)
Teorema 3.1 (Propriedades de G(pi) - Teorema 4 em [12]). Um grafo bi-colorido G =
〈V,R ∪B〉 é o grafo de Pontos-de-Quebra de algum genoma pi sse
• Cada componente conectada dos subgrafos G(R) e G(B), induzidos por arestas ver-
melhas e azuis respectivamente, representa um caminho simples;
• Cada vértice i ∈ V tem o mesmo grau (0, 1 ou 2) em G(R) e G(B);
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• Para cada par de vértices i, j ∈ V conectados por uma aresta em G(R), i e j não
são conectados por uma aresta em G(B), e vice-versa, ou seja, se (i, j) ∈ R então
(i, j) /∈ B e vice-versa.
A Suficiência segue das definições de grafos de Pontos-de-Quebra. A Necessidade
requer a construção de uma permutação pi através do caminho Hamiltoniano [12].
Um ciclo alternado de G(pi), é uma sequência de arestas (r1, b1, r2, b2, . . . ,
rm, bm), onde ri ∈ R, bi ∈ B para i = 1, . . . ,m; ri e bj tem um vértice em comum para
i = j = 1, . . . ,m e para i = j + 1, j = 1, . . . ,m (onde rm+1 = r1); e ri 6= rj, bi 6= bj para
1 ≤ i < j ≤ m.
Uma decomposição em ciclos alternados de G(pi) é uma coleção de ciclos contendo
alternadas arestas disjuntas, tal que cada aresta de G(pi) está contida exatamente em
um ciclo da coleção. Assim, MAX-ACD é um problema de otimização que consiste na
busca de uma máxima decomposição em ciclos alternados de G(pi). Por exemplo veja a
MAX-ACD na Figura 3.3.
Figura 3.3: MAX-ACD de tamanho 2 para G(pi) para pi = (0, 2, 4, 1, 3, 5) (Fig. 3.2)
MAX-ACD é NP-difícil
A prova é baseada em uma redução polinomial a partir de MAX-ECD para MAX-
ACD. Dado um grafo Euleriano H = 〈W,E〉 pode-se construir um grafo bi-colorido G
em tempo polinomial, tal que existe uma correspondência um-para-um entre ciclos de H
e ciclos alternados de G. O grafo G é construído substituindo cada vértice v de H de
grau d, por um subgrafo bi-colorido G(v), contendo d nodos bottom. As ligações entre os
vértices originais de H se mantém representadas por arestas vermelhas entre os subgrafos
bicoloridos G(v) ∈ G (veja Figura 3.4). Para completar a prova, o grafo G deve satisfazer
o Teorema 3.1. A estrutura interna de cada subgrafo G(v) ∈ G é definida como segue.
Seja d e m representando a quantidade de nodos e a quantidade de níveis em G(v), por
simplificação escreve-se G(d,m). Seja s = d
2
e >r (representando o teto de r) para r = d
4
.
G(d,m) é subdividido em m níveis, que são todos iguais com exceção do último nível.
Cada nível l, l = 1, · · · ,m contém 2s + 1 nodos; s + 1 deles são nodos de nível supe-
rior, denotados como ql1, · · · , qls+1, e os outros s são os nodos de nível inferior, denotados
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Figura 3.4: (a) O grafo Euleriano H. (b) O grafo bi-colorido G(pi) construído a partir de
H.
por pl1, · · · , pls. Nodos ql1, · · · , qls+1 são conectados aos pl1, · · · , pls por d arestas vermelhas
(qli, pi), (q
l
i+1, pi), para i = 1, · · · , s. Além disso, para l = 1, · · · ,m−1 os nodos ql1, · · · , qls+1





para i = 1, · · · , s. Finalmente, os nodos superiores do último nível m são conectados
de acordo com suas adjacências uns com os outros por s arestas azuis (qmi , qmi+1), para
i = 1, · · · , s. G(d,m) também contém d nodos bottom, representados por b1, · · · , bd, co-
nectados aos nodos inferiores do primeiro nível por d arestas azuis (b2i−1, p1i ), (b2i, p1i ), para
i = 1, · · · , s (veja Figura 3.5).
Figura 3.5: Subgrafo G(d,m) for d = 8 e m = 2.
Observe que todos os nodos de G(d,m) exceto os nodos bottom tem o mesmo número
de arestas incidentes vermelhas e azuis. Dados dois nodos de G(d,m) um caminho alter-
nado entre tais nodos é um caminho onde as cores das arestas são alternadas. Tomando
dois diferentes nodos bottom bi e bj, é possível construir um caminho alternado entre bi
e bj, sempre que há um número suficiente de níveis em G(d,m). Pelo Teorema 5 em
[12], o conjunto de arestas de G(d,m) pode ser decomposto em s caminhos alternados,
conectando qualquer seleção de diferentes pares de nodos bottom, sse m ≥ r(s − 1) + 1.
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Assim, pode-se garantir que é sempre possível de um nodo bottom bi alcançar qualquer
outro nodo bottom bj por um caminho alternado e então conectar bj a outro subgrafo
pertencente a G por uma aresta vermelha (veja Figura 3.4). Logo, se existe um ciclo
em H, então tal ciclo pode ser representado por um ciclo alternado em G e vice-versa;
consequentemente existe uma correspondência entre uma decomposição em ciclos de H e
G. A Figura 3.6 ilustra esta correspondência.
Figura 3.6: (a) Grafo Euleriano H contendo dois ciclos. (b) O grafo bi-colorido G repre-
sentando os mesmos dois ciclos de H.
Para concluir, pode-se observar que G satisfaz as condições do Teorema 3.1. Conse-
quentemente, G é um grafo de Pontos-de-Quebra. A redução é feita em tempo polinomial
tomandom = r(s−1)+1. Logo, tem-se uma redução em tempo polinomial de MAX-ECD
para MAX-ACD, e MAX-ACD é NP-difícil.
3.2.4 MAX-ACD p DTS
Nesta seção, uma redução polinomial de MAX-ACD para DTS é dada seguindo a
apresentação em [50]. Isto permite concluir que o último problema é NP-difícil.
Sejam X e Y dois cromossomos sem sinal. Sem perca de generalidade, considere
X = (g1, g2, . . . gn) e (Y = 1, 2, . . . , n), onde {g1, g2, . . . , gn} = {1, 2, . . . , n} e g1 = 1,
gn = n. A partir deX e Y , podem-se construir dois genomas A = {X1, X2} e B = {Y1, Y2}
como será descrito na sequência. Além disso, considere um inteiro d usado para controlar
o número de ciclos curtos na decomposição de Gu(A,B); este número é detalhado no
Lema 3.1. O cromossomo X1 do genoma A é construído por inserção de n−1 novos genes
entre dois genes adjacentes em X como segue:
X1 = (1, t1,1, g2, t1,2, . . . , gn−1, t1,n−1, n)
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onde, t1,k = 3n− 2 + k, 1 ≤ k ≤ n− 1.
X2 contém dois tipos de novos genes, t2,l = n + l, 1 ≤ l ≤ 2(n − 1) e si = 4n − 3 + i,
1 ≤ i ≤ (n− 2)d.
X2 = (t2,1, t2,2, s1, s2, . . . , sd,
t2,3, t2,4, sd+1, sd+2, . . . , s2d,
...
t2,2(n−2)−1, t2,2(n−2), s(n−3)d+1, . . . , s(n−2)d,
t2,2(n−1)−1, t2,2(n−1))
Para construir o genoma B = {Y1, Y2}, considere os mesmos inteiros t1,k, t2,l e si,
1 ≤ k ≤ n− 1, 1 ≤ l ≤ 2(n− 1), 1 ≤ i ≤ (n− 2)d, como calculado em A. O cromossomo
Y1 = Y = (1, 2, . . . , n) e Y2 é construído de X2 inserindo t1,k entre t2,2k−1 e t2,2k em X2.
Y2 = (t2,1, t1,1, t2,2, s1, s2, . . . , sd,
t2,3, t1,2, t2,4, sd+1, . . . , s2d,
...
t2,2(n−2)−1, t1,n−2, t2,2(n−2), s(n−3)d+1, . . . , s(n−2)d,
t2,2(n−1)−1, t1,n−1, t2,2(n−1))
No fim da construção, cada um dos genomas A e B tem um número total de 4n− 3 +
(n− 2)d genes.
Exemplo. Seja X = (1, 3, 4, 2, 5) e Y = (1, 2, 3, 4, 5); Figura 3.7 (a) ilustra o grafo
Gu(X, Y ). Considere d = 4. Assim, os genomas A e B são:
A = {X1, X2}, onde
X1 = (1, 14, 3, 15, 4, 16, 2, 17, 5) e
X2 = (6, 7, 18, 19, 20, 21, 8, 9, 22, 23, 24,
25, 10, 11, 26, 27, 28, 29, 12, 13)
e
B = {Y1, Y2}, onde
Y1 = (1, 2, 3, 4, 5) e
Y2 = (6, 14, 7, 18, 19, 20, 21, 8, 15, 9, 22, 23, 24,
25, 10, 16, 11, 26, 27, 28, 29, 12, 17, 13)
O grafo Gu(A,B) é mostrado na Figura 3.7 (b). Os Lemas 3.1 e 3.2 esclarecem a rela-
ção entre uma máxima decomposição em ciclos alternados de Gu(X, Y ) e a distância de
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Figura 3.7: O grafo de Pontos-de-Quebra (a) Gu(X, Y ) e (b) Gu(A,B)
translocação entre dois genomas A e B.
Lema 3.1 (Lema 4 em [50]). Assuma d ≥ n−1. Há uma decomposição de Gu(X, Y ) em J
ciclos alternados sse existe uma decomposição de Gu(A,B) em pelo menos (n−2)(d+1)+J
ciclos alternados.
Demonstração. Poucos detalhes são agregados a prova original dada em [50].
Suficiência: Assumindo que há uma decomposição M de Gu(X, Y ) em J ciclos alterna-
dos. A ideia consiste em associar de maneira unívoca para cada ciclo C ∈ M um ciclo
C ′ em Gu(A,B), e com as arestas remanescentes de Gu(A,B) construir (n − 2)(d + 1)
ciclos. Desta forma, tem-se uma decomposição de Gu(A,B) em (n− 2)(d+ 1) + J ciclos
alternados.
Para cada ciclo C ∈M , C pode ser representado como uma lista C = {u1, u2, . . . , u2k−1,
u2k}, onde (u2i−1, u2i) é uma aresta preta e (u2i, u2i+1) é uma aresta cinza, 1 ≤ i ≤ k e
u2k+1 = u1. Note que se u2i−1 = gj então u2i = gj+1 or u2i = gj−1.
Um novo ciclo C ′ emGu(A,B) pode ser obtido substituindo cada aresta preta (u2i−i, u2i)
de C por um caminho alternado P2i−i,2i , onde,
P2i−i,2i = gj, t1,j, t2,2j−1, t2,2j, t1,j, gj+1
se u2i−1 = gj, u2i = gj+1;
P2i−i,2i = gj, t1,j−1, t2,2j−3, t2,2j−2, t1,j−1, gj−1
se u2i−1 = gj, u2i = gj−1.
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Assim, para cada ciclo C ∈ M um ciclo longo C ′ de Gu(A,B) pode ser associado
univocamente. Tal ciclo é longo porque cada caminho alternado P2i−i,2i tem 3 ares-
tas pretas e 2 arestas cinzas (veja Figuras 3.7 e 3.8). Note que as únicas arestas de
Figura 3.8: Ciclos alternados de Gu(A,B) a partir de ciclos alternados de Gu(X, Y )
Gu(A,B) não usadas para construir os J ciclos longos são as d + 1 arestas pretas e cin-
zas (t2,2i, s(i−1)d+1), . . . , (sid−1, sid), (sid, t2,2i+1), cujos vértices pertencem a X2 e Y2, para
i ∈ {1, . . . , n − 2}. Tais arestas são usadas para construir (n − 2)(d + 1) ciclos curtos.
Consequentemente, a decomposição M de Gu(X, Y ) em J ciclos alternados leva a uma
decomposição de Gu(A,B) em (n− 2)(d+ 1) + J ciclos alternados.
Necessidade: SejaM ′ um conjunto de (n−2)(d+1)+J ciclos alternados formando uma
decomposição deGu(A,B). Note que, unicamente as arestas (t2,2i, s(i−1)d+1), . . . , (sid−1, sid),
(sid, t2,2i+1), para i ∈ {1, . . . , n− 2}, podem formar ciclos curtos; consequentemente, exis-
tem pelo menos (n − 2)(d + 1) ciclos curtos em M ′. A ideia consiste em mostrar que
sempre é possível construir uma decomposição de Gu(A,B) com (n − 2)(d + 1) ciclos
curtos; e, para os outros J ciclos longos de Gu(A,B) pode-se associar uma decomposição
de J ciclos alternados de Gu(X, Y ).
Um ciclo alternado usando um vértice em X1 deve ter no mínimo duas arestas pretas
contendo unicamente vértices de X1 e pelo menos duas arestas cinzas com um vértice em
X1 e outro emX2. Sem perca de generalidade, suponha que há um ciclo C = u1, u2, . . . , u2k
deGu(A,B) tal que (u2i−1, u2i) é um aresta preta e (u2i, u2i+1) uma aresta cinza, 1 ≤ i ≤ k,
u2k+1 = u1 e u1 = gj. Assim, u2 = t1,j−1 ou u2 = t1,j e ambos os vértices de (u1, u2) estão
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em X1. A aresta cinza (u2, u3) satisfaz u3 = t2,2j−1 ou u3 = t2,2j. Assim, u3 está em
X2. Note que (u2k, u1) é uma aresta cinza, assim u2k = gl, uma vez que {g1, . . . , gn} =
{1, . . . , n}. Assumindo que u2m−1 = t1,s para algum 3 ≤ m ≤ k. De fato, se u2m−1 6= t1,s
para qualquer 3 ≤ m ≤ k, então (u2m−1, u2m) são arestas com vértices em X2 e u2k 6= gl.
Assim, a aresta preta (u2m−1, u2m) = (t1,s, gt) contém vértices em X1 e a aresta cinza
(u2m−2, u2m−1) = (u2m−2, t1,s), onde u2m−2 = t2,2s−1 ou u2m−2 = t2,2s, contém um vértice
em X1 e outro em X2.
Consequentemente, cada ciclo contendo um vértice em X1 é um ciclo longo e, uma vez
que X1 tem 2n−1 vértices, existem no máximo n−1 ciclos alternados emM ′ usando vérti-
ces em X1. Para qualquer i, os d+2 vértices consecutivos {t2,2i, s(i−1)d+1, . . . , sid−1, sid, sid,
t2,2i+1} em X2 não podem estar em um mesmo ciclo em M ′; caso contrário, o número de
ciclos curtos será reduzido por d+ 1 ≥ n, por hipótese, e o máximo número de ciclos em
M ′ deve ser
(n− 3)(d+ 1) + (n− 1) = (n− 2− 1)(d+ 1) + n− 1
≤ (n− 2)(d+ 1)− n+ n− 1
< (n− 2)(d+ 1) + J
Assim, se um ciclo em M ′ contém uma das arestas cinzas (t1,j, t2,2j−1) e (t1,j, t2,2j), é
necessário que este ciclo contenha ambas arestas cinzas; do contrário, existiria um ciclo
emM ′ usando d+2 vértices consecutivos em X2. Além disso, se um ciclo longo emM ′ faz
uso de dois vértices consecutivos na sequência (t2,2i, s(i−1)d+1), . . . , (sid−1, sid), (sid, t2,2i+1),
tal ciclo deve conter ambas arestas cinzas e pretas entre estes dois vértices; então, este
ciclo (longo) pode ser decomposto no intuito de incrementar o número de ciclos curtos.
Assim, pode-se assumir que todos os (n− 2)(d+ 1) ciclos curtos estão em M ′.
Finalmente, uma vez que todos os ciclos longos em Gu(A,B) não podem unica-
mente conter arestas cinzas em X1, cada ciclo longo em M ′ deve tomar o caminho
P1,2, . . . , P2k−1,2k , onde P2i−1,2i = u2i−1, t1,j, t2,2j−1, t2,2j, t1,j, u2i, e {u2i−1, u2i} = {gj, gj+1}.
Substituindo o caminho P2i−1,2i pela aresta preta (u2i−1, u2i), um ciclo alternado em
Gu(X, Y ) é obtido. Logo, Gu(X, Y ) pode ser decomposto em J ciclos alternados.
Antes do Lema 3.2, é conveniente enunciar dois teoremas introduzidos em [50]. O
primeiro relaciona distância de translocação e ciclos na decomposição do grafo de Pontos-
de-Quebra para genomas com sinal. O segundo, distância de translocação entre genomas
sem sinal.
Teorema 3.2 (Teorema 1 em [50]). A distância de translocação entre dois genomas com
sinal ~A e ~B satisfaz d( ~A, ~B) ≥ n −m − cAB. Se não existem subpermutações para ~A e
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~B, d( ~A, ~B) = n−m− cAB, onde n é o número de genes, m o número de cromossomos e
cAB o número de ciclos na decomposição do grafo de Pontos-de-Quebra Gs( ~A, ~B).
Teorema 3.3 (Teorema 2 em [50]). Sejam A e B genomas sem sinal. Considere ~B
o genoma com sinal obtido de B por atribuir a cada gene um sinal positivo. Então,
d(A,B) = min ~A∈Spin(A)d( ~A, ~B), onde Spin(A) é o conjunto de todos os genomas com
sinal obtido de A atribuindo sinais para os seus genes.
Lema 3.2 (Lema 5 em [50]). Existe uma decomposição de Gu(A,B) em (n−2)(d+1)+J
ciclos alternados sse d(A,B) ≤ 3n− 3− J .
Demonstração. Suficiência: Se Gu(A,B) pode ser decomposto em (n−2)(d+1)+J ciclos
alternados, há uma decomposiçãoM ′ com (n−2)(d+1)+J ciclos alternados de Gu(A,B),
onde cada ciclo longo possui uma aresta cinza contendo um vértice de X1 e um vértice
de X2, como apresentado no Lema 3.1. A partir desta decomposição é possível construir
genomas com sinal ~A e ~B, tal que o número de ciclos alternados de Gs( ~A, ~B) é o mesmo
que em M ′ (veja Seção 3.4 em [28]); e porque cada ciclo longo em M ′ tem uma aresta
cinza com um vértice em X1 e um vértice em X2. Além disso, não há subpermutações
para ~A e ~B, uma vez que unicamente ciclos longos geram subpermutações para ~A e ~B e
todas as arestas de um ciclo alternado envolvido em uma subpermutação dever estar no
mesmo cromossomo (veja [23]).
Seja n o número de genes em ambos os genomas A e B, N o número de cromossomos
e cAB o número de ciclos alternados na decomposição M ′ de Gu(A,B). Do Teorema 3.3
tem-se d(A,B) ≤ d( ~A, ~B) e pelo Teorema 3.2,
d( ~A, ~B) = n−N − cAB
= 4n− 3 + (n− 2)d− 2− ((n− 2)(d+ 1) + J)
= 4n− 3 + dn− 2d− 2− (dn+ n− 2d− 2 + J)
= 4n− 3 + dn− 2d− 2− dn− n+ 2d+ 2− J
= 4n− n− 3 + 2− 2− 2d+ 2d− J
= 3n− 3− J.
Assim d(A,B) ≤ 3n− 3− J .
Necessidade: Seja d(A,B) ≤ 3n− 3− J . Pelo Teorema 3.3, há genomas ~A e ~B obtidos
de A e B tal que d( ~A, ~B) ≤ 3n− 3− J .
Utilizando o Teorema 3.2, d( ~A, ~B) ≥ 4n− 3 + (n− 2)d− 2− c ~A~B. Assim,
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c ~A~B ≥ 4n− 3 + (n− 2)d− 2− d( ~A, ~B)
≥ 4n− 3 + nd− 2d− 2− 3n+ 3 + J
= n+ nd− 2d− 2 + J
= n(d+ 1)− 2(d+ 1) + J
= (n− 2)(d+ 1) + J.
Portanto, o máximo número de ciclos alternados em uma decomposição de Gu(A,B)
é de no mínimo (n− 2)(d+ 1) + J .
Pelos Lemas 3.1 e 3.2, existe uma decomposição em J ciclos alternados de Gu(X, Y ),
se e unicamente se, a distância de translocação ente A e B é dada por 3n− 3− J .
Para finalizar a prova, é necessário mostrar que a redução é realizada em tempo poli-
nomial.
Considere uma instância de MAX-ACD contendo n genes e d = n−1. Assim, a correspon-
dente instância de distância de translocação sem sinal tem 4n−3+(n−2).(n−1) = n2+n−1
genes. Consequentemente, há uma redução polinomial de MAX-ACD para o problema
de distância de translocação sem sinal e o último problema é NP-difícil.
3.3 Abordagens aproximadas para o Problema de Dis-
tância de Translocação sem Sinal
Antes de provar que o problema para a versão com genomas sem sinal está em NP-
difícil, Kececioglu e Ravi [30] desenharam um algoritmo de raio de aproximação 2. Em
trabalhos mais recentes (a partir de 2005) voltou-se a intensificar a busca por melhores
soluções aproximadas. A ideia destes novos algoritmos consiste em encontrar uma versão
com sinal dos genomas sem sinal dados como entrada e assim utilizar um dos algoritmos
apresentados na Seção 3.1 para computar a distância de translocação que será o resultado
para os genomas sem sinal.
Yun Cui et al. propuseram em [13] um algoritmo com raio aproximado 1.75 com
complexidade de tempo O(n2). O método utilizado no algoritmo consiste em buscar todos
os 1-ciclos (ciclos contendo exatamente uma aresta cinza e uma preta) no grafo de Pontos-
de-Quebra. Após identificar os 1-ciclos, é utilizado o método de máximo emparelhamento
para encontrar um ciclo de decomposição que contenha um número suficiente de 2-ciclos
(ciclos contendo exatamente duas arestas cinzas e pretas). Na sequência, cada gene sem
sinal destes 1-ciclos e 2-ciclos tem sinais fixados de forma a obterem os mesmos 1-ciclos
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e 2-ciclos na versão com sinal dos genomas sem sinal dados como entrada. É importante
enfatizar que após atribuir sinais para todos os genes pertencentes aos 1-ciclos e 2-ciclos,
há a chance de se terem remanescentes genes sem sinais. Assim, atribuísse arbitrariamente
sinais para estes genes.
Os mesmos autores de [13], forneceram um novo algoritmo aproximado com raio 1.5+ε








ε ). Tal algoritmo é
um aprimoramento do algoritmo de raio 1.75. Neste novo algoritmo, após computar todos
os 1-ciclos e 2-ciclos, mantém-se o foco nos 2-ciclos afim de encontrar um tipo especial de
2-ciclo denominado ciclo removível, tais ciclos removíveis são destruídos e não farão parte
da solução final. No fim, atribuem-se sinais para os genes sem sinais para criar todos os
1-ciclos e 2-ciclos (para os restantes) e para os remanescentes genes, conforme explicado
no parágrafo anterior.
Atualmente o algoritmo que provê o melhor raio de aproximação (1.408 + ε, onde ε =
1
logn
) é o proposto por Haitao Jiang et al. em [28] de complexidadeO(n2+n log2 n log log n).
O algoritmo segue a mesma abordagem dos anteriores algoritmos aproximados. Primei-
ramente, encontra todos os 1-ciclos. Em seguida, identifica todas as SP com tamanho
n log n, então em tempo polinomial obtém todas as formas possíveis de decomposição
de tais subpermutações (que seria todas as versões com sinal de uma subpermutação) e
escolhe para cada subpermutação a versão que maximiza o número de ciclos e minimize
o número de MinSP (SP e MinSP são definidas na Seção 2.1.2). Para os genes que não
fizeram parte das SPs, utilizam-se duas rotinas envolvendo soluções de problemas NP-
completos [29] como segue. A primeira utiliza um algoritmo aproximado para computar
o máximo conjunto independente em grafos com grau no máximo 4 para computar os
2-ciclos. A segunda utiliza um algoritmo aproximado para computar o máximo conjunto
de empacotamento em conjuntos de tamanho no máximo 3 na busca por 2-ciclos e 3-ciclos
(que não compartilhem genes). Após isto, escolhe-se o ciclo de decomposição com o maior
número de ciclos providos através das subrotinas citadas acima. Caso restem genes sem
sinais, atribuem-se sinais arbitrariamente a fim de obter versões com sinal dos genomas
sem sinal dados como entrada.
Note que, estes algoritmos apresentados acima são compostos de métodos computaci-
onais de difícil implementação, principalmente o algoritmo de raio 1.408 + ε. Além disso,
na literatura não é encontrada nenhuma implementação de nenhum deles (verificado com
os próprios autores). Sendo assim, como parte deste trabalho foi implementado um destes
algoritmos, o de raio 1.5 + ε introduzido em [14].
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Capítulo 4
Algoritmo Aproximado de Raio 1.5 + ε
para DTS
Neste capítulo será mostrado o método utilizado por Yun Cui et al. em [14] para
aproximar a distância de translocação entre genomas A e B sem sinal, tendo como es-
tratégia computar os ciclos de decomposição de Gu(A,B), e a partir desta decomposição
atribuir sinais para os genes de A e B. Uma vez que se tem ~A e ~B, pode-se calcular
a distância entre eles. Tal algoritmo é usado como mecanismo de controle para as so-
luções fornecidas pelo algoritmo genético proposto, o qual será descrito no Capítulo 5.
Na literatura, as melhores soluções para o problema DTS são providas pelo algoritmo de
raio 1.408 + ε, contudo utilizar o algoritmo de raio 1.5 + ε foi mais vantajoso devido às
seguintes circunstâncias.
1. As rotinas chave do algoritmo 1.408 + ε, utilizadas para computarem soluções apro-
ximadas para máximo conjunto de empacotamento com tamanho no máximo 3 em
[22] e máximo conjunto independente com grau no máximo 4 em [6] são complexas
e imprecisas em se tratando de detalhes de implementação. Por ser um algoritmo
com um grau de complexidade elevada em se tratando de implementação, seria
necessário dispor de muito tempo para estudar as rotinas citadas anteriormente e
implementá-las adequadamente, além de outras partes que envolve um algoritmo
aproximado como a prova do raio da qualidade das soluções, o qual não consta em
[28]. Assim, considerou-se que não seria possível fornecer uma implementação ade-
quada com soluções que apresentassem garantia matemática de precisão dentro do
raio de 1408 + ε estabelecido teoricamente durante o curto espaço que se tem em
um mestrado sem que isso afetasse o equilíbrio da pesquisa, uma vez que a pesquisa
relacionada ao tema foi abordada unicamente durante os 2 anos de que se cursou o
mestrado. Em contrapartida, ao analisar o algoritmo aproximado de raio 1.5 + ε, a
sua implementação se apresentava bem mais fácil de se alcançar em um espaço de
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tempo aceitável (implementação levou cerca de 2 meses) quando comparado com o
algoritmo de raio 1408+ε, visto que os autores detalharam com os mínimos detalhes
tanto a prova do raio da qualidade das soluções quanto os passos que o algoritmo
possui, expondo todo o conhecimento teórico envolvido.
2. A qualidade das soluções providas pelo algoritmo aproximado 1.5 + ε é suficiente
para os nossos objetivos. As respostas fornecidas por este algoritmo não estão tão
distantes daquelas fornecidas do raio do algoritmo aproximado 1.408 + ε, quando
considerado o tamanho dos genomas utilizados nos experimentos (contendo no má-
ximo 150 genes).
O capítulo possui a seguinte organização. A Seção 4.1 apresenta a fórmula fornecida
por Hannehalli em [23] para computar a distância exata entre genomas com sinal. O
algoritmo de raio 1.5+ε é uma continuação do algoritmo 1.75 (são providos pelos mesmos
autores). Assim, na Seção 4.2 é descrito de forma resumida o algoritmo de raio 1.75
proposto em [13]. Na Seção 4.3 é apresentada a estratégia adotada no algoritmo de raio
1.5 + ε para prover resultados melhores que os fornecidos pelo algoritmo de raio 1.75.
Na sequência, a Seção 4.4 descreve os passos necessários para implementar o algoritmo
aproximado de raio 1.5 + ε reportado em [14], e apresenta a análise de complexidade de
tempo do mesmo. Por fim, a Seção 4.5 apresenta a prova fornecida por Yun Cui et al.
em [14], que as soluções fornecidas pelo algoritmo aproximado estão dentro de um raio de
1.5 + ε da solução ótima.
4.1 Fórmula de Hannenhalli
Por questão de compatibilidade com os autores, utiliza-se a equação fornecida por
Hannenhalli para verificar a DTC. Tal fórmula faz parte da demonstração da qualidade
das soluções providas pelo algoritmo aproximado de raio 1.5 + ε fornecida em [14] e
apresentada na Seção 4.5.
A ds( ~A, ~B) está fortemente relacionada com o número de ciclos e o número de minSPs.
Se todas as minSPs no grafo de Pontos-de-Quebra Gs( ~A, ~B) estão em uma única SP e o
número de minSPs é par, se tem uma isolação par. Claramente, existe uma única isolação
em Gs( ~A, ~B).
Seja n o número de genes e N o número de cromossomos para os dois genomas ~A e ~B.
Seja c o número de ciclos e s o número de minSPs em Gs( ~A, ~B). O índice remanescente
f é definido como segue:
1)f = 1 se s é ímpar.
2)f = 2 se existe uma isolação par.
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3)f = 0 caso contrário.
O Lema a seguir, o qual está enunciado em [14], apresenta a fórmula demonstrada por
Hannehalli em [23] para computar a distância ótima de translocação ds( ~A, ~B) entre dois
genomas com sinal.
Lema 4.1. (Lema 2 em [14]) ds( ~A, ~B) = n−N − c+ s+ f.
4.2 Algoritmo Aproximado de Raio 1.75
O algoritmo de raio aproximado 1.75 em [13] busca uma decomposição em ciclos do
grafo de Pontos-de-Quebra sem sinal Gu(A,B) que contenha o máximo número de 1-ciclos
e 2-ciclos. Para alcançar soluções com raio aproximado 1.5+ε, essa estratégia foi mantida.
Assim, há a necessidade de uma breve revisão do algoritmo de decomposição em ciclos do
raio 1.75.
Na busca por uma decomposição em ciclos, mantém-se o máximo número de 1-ciclos,
que é, se dois vértices são unidos por uma aresta preta e uma aresta cinza em Gu(A,B),
então atribui-se sinal adequado aos dois genes para obter o 1-ciclo. Considere como
exemplo, o grafo Gu(A,B) (Figura 4.1(a)) construído a partir de dois genomas sem sinal
A e B, onde
A = {(1, 2, 7, 5, 13, 9, 11, 10, 12, 8, 14, 4, 6, 3, 15), (16, 17, 23, 19, 21, 20, 22, 18, 24)} e
B = {(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15), (16, 17, 18, 19, 20, 21, 22, 23, 24)}.
A Figura 4.1(b) ilustra como ficaria o genoma resultante ( ~A) após identificar todos os
1-ciclos.
Após obter o máximo número de 1-ciclos, busca-se uma máxima quantidade de 2-ciclos
{(+1,+2,7,5,13,9,-11,-10,12,8,14,4,6,3,15),(+16,+17,23,19,-21,-20,22,18,24)}
Figura 4.1: Mapeando os 1-ciclos em Gu(A,B).
em tempo polinomial.
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Um grafo de emparelhamento FAB do grafo Gu(A,B) é definido como segue:
1) Para cada dois genes em sequência no genoma solução (após identificar os 1-ciclos)
com pelo menos um deles sem sinal, cria-se um vértice em FAB. Figura 4.2 ilustra um
exemplo.
{(+1,+2,7,5,13,9,-11,-10,12,8,14,4,6,3,15),(+16,+17,23,19,-21,-20,22,18,24)}
Figura 4.2: Vértices do grafo FAB construídos a partir do genoma resultante ~A da Figura
4.1(a).
2) Para cada dois vértices em FAB, cria-se uma aresta conectando-os em FAB se as
duas arestas pretas em Gu(A,B) podem formar um 2-ciclo. A Figura 4.3 ilustra um
exemplo considerando o conjunto de vértices apresentado na Figura 4.2.
Seja M o máximo emparelhamento de Gu(A,B) (qualquer emparelhamento máximo é
Figura 4.3: Arestas do Grafo FAB construídas a partir do grafo Gu(A,B) da Figura 4.1(a).
válido). Cada aresta em M representa um 2-ciclo em Gu(A,B). Pela construção, dois
2-ciclos em M não podem compartilhar qualquer aresta preta de Gu(A,B). Todavia,
eles podem compartilhar uma aresta cinza em Gu(A,B). Neste caso, os dois 2-ciclos não
podem ser mantidos na decomposição em ciclos simultaneamente. Um 2-ciclo em M é
isolado se não compartilha qualquer aresta com qualquer outro 2-ciclo. Caso contrário,
o 2-ciclo é relacionado. Uma vez que um 2-ciclo tem 2 arestas cinzas, ele se relaciona no
máximo com dois 2-ciclos.
Uma componente relacionada U consiste de 2-ciclos relacionados c1, c2, · · · , ck, onde ci
está relacionado com ci−1 (2 ≤ i ≤ k), e cada 2-ciclo não se relaciona com qualquer outro
36
2-ciclo fora de U. Considere dois 2-ciclos relacionados ci e ci−1 compartilhando uma aresta
cinza em uma componente U. Os dois 2-ciclos também compartilham os genes finais da
aresta cinza. Assim, tem-se:
1. Se as duas arestas pretas em ci estão no mesmo cromossomo, o mesmo acontece
para ci−1.
2. Se as duas arestas pretas estão em dois cromossomos diferentes em ci, então as duas
arestas pretas em ci−1 também estão nos mesmos dois cromossomos.
O processo pode ser repetido no sentido esquerda para direita no genoma A para incluir
mais ciclos na componente, onde tem-se como último 2-ciclo relacionado na componente
o 2-ciclo mais interno em A. Portanto, uma componente relacionada envolve no máximo
dois cromossomos e pode ser unicamente um dos quatro tipos, conforme Figura 4.4.
O algoritmo do raio de aproximação 1.75 consiste de 7 passos.
1) Construir o grafo Gu(A,B).
2) Manter todos os 1-ciclos na decomposição do grafo Gu(A,B).
3)Construir o grafo FAB de Gu(A,B), e computar o máximo emparelhamento M de FAB.
Computar todos os 2-ciclos isolados e respectivamente as componentes relacionadas.
4) Manter todos os 2-ciclos isolados na decomposição e selecionar 2-ciclos alternados (ao
escolher Ci−1 o 2-ciclo Ci que está compartilhando uma aresta cinza é desprezado) para
cada componente relacionada U.
5) Arbitrariamente, fazer a distribuição de sinais nos vértices restantes completando a
decomposição em ciclos do grafo Gu(A,B).
6)Atribuir sinais positivos para todos os genes de B.
7) Computar a distância de translocação para o genoma solução.
Algoritmo 1 apresenta o pseudo-código do algoritmo aproximado de raio 1.75 guiado
pelos passos apresentados acima.
4.3 Simples MinSPs Removíveis
Uma minSP contém pelo menos um ciclo longo. Uma minSP simples (S-MSP) é uma
minSP contendo um 2-ciclo como sendo o único ciclo longo e pelo menos um 1-ciclo, além
das arestas cinzas pertencentes ao 2-ciclo serem cruzadas. Na figura 4.5, o segmento de
genes xl, · · · , xt formam uma S-MSP.
Seja Is = xl, xl+1, · · · , xt−1, xt uma S-MSP. Uma minSP simples removível (RS-MSP)
Is é uma minSP simples tal que as duas arestas pretas (R(xl−1), L(xl)) e (R(xt), L(xt+1))
emolduram Is pertencente a um ciclo cruzado e pelo menos uma das arestas cinzas





Figura 4.4: (a) e (b) As componentes estão em um único cromossomo. (c) e (d) Dois
cromossomos estão envolvidos nas componentes.
ou (L(xl), L(xt+1)) são chamadas arestas chaves de Is e tal ciclo cruzado é chamado ciclo
removível de Is. A figura 4.5(a) mostra um exemplo.
Dados genomas A e B, uma simples minSP candidata a ser removível (CRS-MSP) é
definida como um intervalo Ic = xi, xi+1, · · · , xi+m contendo pelo menos quatro genes em
um cromossomo de A tal que:
1) Existe um intervalo de mesmo tamanho yj, yj+1, · · · yj+m em algum cromossomo de B
satisfazendo xi = yj, xi+m = yj+m e xi+k = yj+m−k para (1 ≤ k ≤ m− 1).
2) Pelo menos uma das arestas cinzas (xi−1, xi+m) ou (xi, xi+m+1) existe.
Assim, qualquer CRS-MSP pode-se tornar uma RS-MSP, como segue:
2.1) Atribuir adequadamente os sinais de todos os genes para criar uma S-MSP.
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Algoritmo 1: Algoritmo 1.75 para DTS
Input: Genomas sem sinais A e B
Output: Distância aproximada
1 Construir o grafo de Pontos-de-Quebra Gu(A,B);
2 Computar todos os possíveis 1-ciclos em A;
3 Construir o grafo FAB;
4 Computar o máximo emparelhamento M de FAB;
5 Computar 2-ciclos isolados e componentes relacionados em M ;
6 Distribuir apropriadamente sinais para os isolados 2-ciclos;
7 Distribuir apropriadamente sinais para as componentes;
8 Tomar os sinais distribuídos nos prévios passos e atribuir aos genes de A;
9 if Há genes sem sinais em A then
10 Distribuir arbitrariamente sinais para os remanescentes genes em A;
11 end
12 Atribuir sinais positivos para cada genes em B;
13 Calcular a distância ds( ~A, ~B);
2.2) Atribuir adequadamente sinais para xi−1 ou xi+m+1 tal que pelo menos uma das ares-
tas cinzas (R(xi−1), R(xi+m)) ou (L(xi), L(xi+m+1)) esteja no grafo de Pontos-de-Quebra
com sinal.
(a) (b)
Figura 4.5: (a) A RS-MSP. (b) Gs( ~A, ~B) após remover a RS-MSP invertendo os sinais
dos genes xl e xt .
Lema 4.2 (Modificando os genes extremos de uma RS-MSP Lema 5 em [14]). Dado uma
RS-MSP Is = xl, xl+1, · · · , xt−1, xt, ao modificar os sinais de xl e xt, tem-se:
1. Is = −xl, xl+1, · · · , xt−1,−xt não é mais uma minSP.
2. O número de minSPs não é incrementado.
3. O número de i-ciclos no novo grafo de Pontos-de-Quebra permanece o mesmo.
Demonstração. Caso 1): Ao modificar os sinais de xl e xt tem-se Is = −xl, xl+1, · · · ,
xt−1,−xt. Assim, Is não é mais uma minSP. Uma vez que, a extremidade mais à esquerda
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e mais à direita não é mais o menor e o maior valor respectivamente deste segmento, pro-
priedade básica de uma minSP.
Caso 2): Seja Is o segmento após modificar os sinais xl e xt, pelo caso 1 tem-se que
Is não é mais uma minSP, e o segmento Is não contém qualquer outra minSP. Logo, a
única possível nova minSP a ser criada vem de uma subpermutação SP que continha o
segmento Is, neste caso, a SP se torna uma nova minSP. Assim, o número de minSPs
não é incrementado.
Caso 3): Se Is é uma RS-MSP, então o grafo Gs( ~A, ~B) contém pelo menos uma das
arestas cinzas chaves (R(xl−1), R(xt)) e (L(xl), L(xt+1)). Alterando os sinais de xl e xt
tem-se dois novos ciclos c1 e c2. Veja figura 4.5(b). Assuma que o ciclo removível c é um
i-ciclo (i ≥ 2). Por definição, pelo menos uma das arestas cinzas chaves está em c. Assim,
se há apenas uma delas, um dos dois i-ciclos c1 e c2 é um 2-ciclo e o outro é um i-ciclo
(i > 2). Se c contém ambas as arestas, tanto c1 e c2 serão 2-ciclos, veja Figuras 4.5(a)
e 4.5(b). Portanto, o número de i-ciclos no novo grafo de Pontos-de-Quebra Gs( ~A, ~B)
permanecem os mesmos.
4.4 Algoritmo de Decomposição aproximado de 1.5 + ε
O algoritmo de raio 1.5 + ε é uma extensão do algoritmo de raio 1.75, onde se tem
os passos utilizados no algoritmo de raio 1.75 mantidos e incorporados novos passos. Os
novos passos incorporados em relação aos do algoritmo 1.75, estão destacados em itálico:
1) Construir o grafo Gu(A,B).
2) Manter todos os 1-ciclos na decomposição do grafo Gu(A,B).
3) Construir o grafo FAB de Gu(A,B), e computar o máximo emparelhamentoM de FAB.
Computar todos os 2-ciclos isolados e respectivamente as componentes relacionadas.
4) Para cada 2-ciclo isolado em M , se possível, criar uma RS-MSP utilizando o procedi-
mento apresentado na Seção 4.4.1.
5) Selecionar todos os 2-ciclos isolados (exceto os conflitantes com as RS-MSPs criadas
no passo anterior). Para cada componente relacionada, excluir 2-ciclos conflitantes com
as RS-MSPs e selecionar os remanescentes 2-ciclos relacionados, alternando entre seleci-
onar um e ignorar o próximo que compartilha uma aresta com tal 2-ciclo selecionado.
6) Para as partes remanescentes, arbitrariamente fazer a decomposição.
7) Seja G5s( ~A, ~B) o grafo de Pontos-de-Quebra obtido dos passos 1-6. Remover todas as
RS-MSPs em G5s( ~A, ~B) conforme apresentado na Seção 4.4.1.
8)Atribuir sinais positivos para todos os genes de B.
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9)Computar a distância de translocação para o genoma solução.
A partir dos passos apresentados acima, foi abstraído o Algoritmo 2, de como compu-
tar soluções aproximadas de raio 1.5 + ε.
Algoritmo 2: Algoritmo 1.5+ε para DTS
Input: Genomas sem sinais A e B
Output: Distância aproximada
1 Construir o grafo de Pontos-de-Quebras Gu(A,B);
2 Computar todos os possíveis 1-ciclos em A;
3 Construir o grafo FAB;
4 Computar o máximo emparelhamento M de FAB;
5 Computar 2-ciclos isolados e componentes relacionados em M ;
6 Construir as S-MSPs a partir de M (Alg. 3);
7 Construir todas as possíveis RS-MSPs de isolados 2-ciclos (Alg. 5);
8 Distribuir apropriadamente sinais para os isolados 2-ciclos;
9 Distribuir apropriadamente sinais para as componentes;
10 Remover todas RS-MSPs (Alg. 4);
11 Tomar os sinais distribuídos nos prévios passos e atribuir aos genes de A;
12 if Há genes sem sinais em A then
13 Distribuir arbitrariamente sinais para os remanescentes genes em A;
14 end
15 Atribuir sinais positivos para cada genes em B;
16 Calcular a distância ds( ~A, ~B);
4.4.1 Criando e Destruindo RS-MSPs
Após designar sinais para os genes internos ao genoma A para identificar todos 1-
ciclos e construir o máximo emparelhamento M do grafo FAB, o foco estará nos 2-ciclos
isolados em M que podem ser únicos 2-ciclos para S-MSPs. Por definição tem-se que este
tipo especial de 2-ciclo é um 2-ciclo cruzado, com todas as arestas pretas entre as suas
duas arestas pretas envolvidas em 1-ciclos. O procedimento apresentado no Algoritmo 3
é utilizado pelo Algoritmo 2 para criar as S-MSPs.
Seja Is = xl, xl+1, · · · , xt uma S-MSP. Se existe aresta cinza (xl−1, xt) ou (xl, xt+1) no
grafo Gu(A,B), então pode-se criar aresta cinza (R(xl−1), R(xt)) ou (L(xl), L(xt+1)) no
grafo de Pontos-de-Quebra com sinal Gs( ~A, ~B), transformando Is em uma RS-MSP. Con-
tudo, quando cria-se uma aresta cinza (R(xl−1), R(xt)) ou (L(xl), L(xt+1)) alguns 2-ciclos
em M podem ser destruídos. Veja Figura 4.6(a) e 4.6(b), se aresta cinza (L(xi), L(xj+1))
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Algoritmo 3: Procedimento para identificar S-MSPs
Input: Máximo emparelhamento M do grafo FAB
Output: Estrutura X contendo todas as S-MSPs
1 X=∅;
2 índice=0;
3 for i até tamanho(M) do
4 if M[i] é um 2-ciclo isolado then
/* Is = xl, xl+1, · · · , xt */
5 Is=M[i];






é criada no grafo Gs( ~A, ~B) (ou seja atribuem-se sinais para os dois genes xi e xj+1 de
modo que a aresta (L(xi), L(xj+1)) seja criada), c1 e c2 não estarão no grafo Gs( ~A, ~B),
pois serão destruídos, similarmente, se (R(xl−1), R(xt)) é criada, então c1 e c2 também
serão destruídas, veja Figura 4.6(c) e 4.6(d).
Tem-se um 2-ciclo c em M conflitante com arestas cinzas (R(xl−1), R(xt)) ou (L(xl),
L(xt+1)), se mantendo (R(xl−1), R(xt)) ou (L(xl), L(xt+1)), c é destruído. Portanto, um ci-
clo conflitante deve conter uma das duas arestas pretas (L(xi−1), L(xi)) e (R(xj), L(xj+1)).
(a) (b)
(c) (d)
Figura 4.6: 2-ciclos conflitantes. (a) Antes de criar aresta cinza (L(xi), L(xj+1)). (b)
Após criar aresta cinza (L(xi), L(xj+1)). (c) Antes de criar aresta cinza (R(xi−1), R(xj)).
(d) Após criar aresta cinza (R(xi−1), R(xj)).
O procedimento apresentado no Algoritmo 5 é utilizado para criar as RS-MSPs. Uma
RS-MSP não vai ser criada caso dois 2-ciclos conflitantes sejam destruídos com as arestas
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cinzas (R(xl−1), R(xt)) e (L(xl), L(xt+1)).
Com relação a remoção de tais RS-MSPs, o Lema 4.2 mostra que ao remover uma
RS-MSP, o número de i-ciclos não se altera no grafo de Pontos-de-Quebra resultante.
Deste modo, o algoritmo de raio 1.5+ε remove todas as RS-MSPs encontradas utilizando
o procedimento apresentado no Algoritmo 4. A ideia consiste em: Dado uma RS-MSP
Is, onde Is = (xl, xl+1, · · · , xt), altera-se os sinais de xl e xt conforme ilustrado na Figura
4.5.
Algoritmo 4: Procedimento para remover RS-MSPs
Input: Estrutura Q contendo todas as RS-MSPs
Output: Estrutura Q contendo todas as RS-MSPs removidas
1 for i até tamanho(Q) do
/* Is = xl, xl+1, · · · , xt */
2 Is=Q[i];
3 Inverter os sinais de xl e xt;
4 end
4.4.2 Implementação do Algoritmo de Aproximação
A seguir, serão dados os detalhes relacionados as representações das estruturas de
dados utilizadas para representar: o grafo de Pontos-de-Quebra Gu(A,B), o grafo FAB
utilizado para abstrair o máximo emparelhamento dos 2-ciclos bem como a representação
das componentes apresentadas na Seção 4.2. Por fim é apresentada a complexidade do
Algoritmo 2.
Estruturas de Dados Utilizadas
Ao iniciar a implementação de um algoritmo, a escolha adequada das estruturas de
dados utilizadas é de grande impacto no tempo computacional.
Inicialmente, será descrita a estrutura utilizada para representar os genomas. Para
facilitar os cálculos utilizados nos procedimentos do algoritmo, utiliza-se um arranjo de
inteiros de tamanho n. A separação entre um cromossomo e outro é representada pelo
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inteiro 0, veja Figura 4.8.
Algoritmo 5: Procedimento para criar RS-MSPs
Input: Grafo Gu(A,B), máximo emparelhamento M e uma estrutura X contendo
S-MSPs
Output: Estrutura Q contendo todas as RS-MSPs
1 Q=∅, índice=0;
2 for i até tamanho(X) do
3 marcador=0;
/* Is = xl, xl+1, · · · , xt */
4 Is=X[i];
5 if Existe aresta cinza (xl−1, xt) then
6 marcador=1, cont=0;
7 Atribuir sinais adequados para criar aresta cinza (R(xl−1), R(xt));
8 for i até tamanho(M) do




13 if cont<2 then
14 Manter (R(xl−1), R(xt)) em IS;
15 end
16 end
17 if Existe aresta cinza (xl, xt+1) em Gu(A,B) then
18 marcador=1, cont1=0;
19 Atribuir sinais adequados para criar aresta cinza (R(xl), R(xt+1));
20 for i até tamanho(M) do




25 if cont1<2 then
26 Manter (R(xl), R(xt+1)) em IS;
27 end
28 end





O grafo Gu(A,B) é representado por uma lista de adjacências. A lista é representada
por uma estrutura de dados contendo um arranjo de tamanho 2 para armazenar as arestas
cinzas e outro de tamanho 2 para armazenar as arestas pretas. A Figura 4.7 mostra a
representação do grafo Gu(A,B) da Figura 2.2.
Figura 4.7: Representação do Grafo de Pontos-de-Quebra Gu(A,B).
Um 2-ciclo é formado por exatamente 4 elementos de A e suas respectivas arestas
pretas e cinzas envolvidas. Na representação do grafo FAB, cada 2-ciclo em Gu(A,B)
representa um vértice, onde cada vértice contém um arranjo de inteiros de tamanho 4
para alocar os índices dos genes em A que constituim o 2-ciclo. Considere o seguinte
exemplo com A = {X = (1, 2, 3), Y = (4, 6, 5, 7)} e B = {X ′ = (1, 2, 3), Y = (4, 5, 6, 7)}
contendo apenas um único 2-ciclo na Figura 4.8. Note que, os genes em X são utilizados
para os 1-ciclos e eventualmente possuem sinais atribuídos, sendo assim, são descartados
na busca por 2-ciclos, conforme descrito na Seção 4.2.
Figura 4.8: Representação do Grafo FAB.
As componentes são representadas por uma lista de ponteiros de estruturas com ta-
manho igual à quantidade de 2-ciclos. Cada nodo na lista de ponteiros contém um arranjo
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de duas posições com o índice do primeiro 2-ciclo e do último 2-ciclo, estes índices são
herdados do grafo FAB para representar uma determinada componente. Além disso, um
marcador para cada componente é utilizada da seguinte forma: se a componente contém
dois ou mais 2-ciclos, então tal componente é dita compartilhada, caso contrário (um
único 2-ciclo) é marcada como não compartilhada e eventualmente representa um 2-ciclo
isolado. Isto facilita o processo de busca por S-MSPs, uma vez que apenas as componentes
não compartilhadas representando 2-ciclos isolados serão avaliadas.
Análise da Complexidade de Tempo do Algoritmo de Aproximação
O Algoritmo 2 foi implementado na linguagem C++. Será apresentada a análise da
complexidade de tempo de execução, mostrando que a implementação tem a mesma com-
plexidade dada em [14].
Na linha 1, o grafo Gu(A,B) é construído usando listas de adjacências em O(n2).
Na linha 2, o processo de computar todos os 1-ciclos, e na linha 3 construir o grafo
FAB toma O(n) cada um, uma vez que é necessário percorrer os n genes em A.
Na linha 4, para computar o máximo emparelhamentoM de FAB, foi utilizado a bibli-
oteca boost, tal biblioteca possui grande prestígio na comunidade científica e, encontra-se
implementada em C++, disponível em http://www.boost.org/. A computação do má-
ximo emparelhamento tem complexidade de tempo O(V 2) com V representando o número
de vértices em FAB.
Na linha 5, encontrar 2-ciclos isolados e 2-ciclos em componentes relacionadas de M ,
tem complexidade de tempo O(m2) com m sendo o número de vértices de M , uma vez
que é necessário comparar se dois ciclos compartilham a mesma aresta em M .
Na linha 6, o procedimento para identificar as S-MSPs (Algoritmo 3) tem complexi-
dade de O(m.r), com r = n
N
, onde n representa o número de genes e N o número de
cromossomos em A.
Na linha 7, o procedimento para criar as RMSPs (Algoritmo 5) tem complexidade de
O(mp), com p representando a quantidade de S-MSPs.
Para as linhas 8 e 9, distribuir apropriados sinais para ambos 2-ciclos isolados e rela-
cionados, o tempo necessário é O(m2).
Na linha 10, remover todas as RMSPs (Algoritmo 4) é executado em O(m), uma vez
que no pior caso pode existir m/2 RMSPs e cada RMSP pode ser removida em O(1),
visto que o procedimento unicamente reverte os sinais dos genes extremos de cada RMSP.
Na linha 11, tomar os sinais distribuídos para os 2-ciclos nos prévios passos e fixá-los
para os genes de A tem complexidade de tempo O(n).
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Nas linhas 12, 13 o qual consiste nos seguintes procedimentos: verificar se existe genes
sem sinais remanescentes em A e, distribuir sinais para tais genes tem complexidade O(n)
para cada procedimento respectivamente.
Por fim, na linha 15 são fixados sinais positivos para cada gene em B em tempo
O(n) e na linha 16, utilizando o algoritmo proposto em [5] para computar a distância de
translocações entre genomas com sinal, o qual é linear em n, computa-se a distância entre
~A e ~B.
Assim, se considerar unicamente os procedimentos com maiores pesos computacionais,
que neste algoritmo seria o procedimento utilizado para construir o grafo Gu(A,B), o qual
tem complexidade quadrática em n, a implementação possui tempo de execução conforme
sugerido em ([13] e [14]).
4.5 Apresentado a Prova que as soluções do Algoritmo
Aproximado é de raio 1.5 + ε
Seja GAs ( ~A, ~B) o grafo de Pontos-de-Quebra construído a partir de ~A e ~B obtidos pelo
algoritmo aproximado 1.5 + ε. Seja cAi o número de i-ciclos, sA o número de minSPs e
fA o índices remanescentes em GAs ( ~A, ~B). O número de translocações requeridas para o
algoritmo aproximado é denotado como dA( ~A, ~B). Pelo Lema 4.1,
dA( ~A, ~B) = n−N − Σi≥1cAi + sA + fA. (1)
onde fA ∈ {0, 1, 2}. Uma minSP é uma 1-2minSP se os ciclos contidos na minSP tem
como único ciclo longo um 2-ciclo e os demais ciclos são 1-ciclos. Seja c∗i o número de
i-ciclos em G∗s( ~A, ~B), o qual representa o grafo de Pontos-de-Quebra ótimo ( ~A utilizado no
G∗s( ~A, ~B) representa a versão de A contendo uma atribuição de sinais que provê a menor
distância de translocação). Pelo Lema 3 em [14],




Lema 4.3 (Inequação chave para a prova do raio, Lema 4 em [14]). Assuma que cA1 = c∗1,
que é, GAs ( ~A, ~B) tem todos os possíveis 1-ciclos. Se
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A primeira inequação é de (2). Note que n − N é o número de arestas pretas em
G∗s( ~A, ~B). Por definição de c∗i , tem-se n−N =
∑
i≥1
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O número de minSPs contendo pelo menos um i-ciclo para i ≥ 3 é SA − SA2 . Uma
vez que, SA e SA2 é o número de minSPs e o número de 1-2minSPs em GAs ( ~A, ~B). Assim,∑
i≥3
cAi ≥ sA − SA2 . Substituindo em (5) tem-se,
















dA( ~A, ~B)− fA
d( ~A, ~B)
≤ 1.5.
Logo, o lema é provado.
Para mostrar que o raio do algoritmo é 1.5 + ε, mantém-se o foco na inequação (3).
4.5.1 Análise dos 2-ciclos
Por 2-ciclos selecionáveis, entende-se que foram atribuídos sinais para seus genes de
modo a representar esses 2-ciclos (Passo 5 do algoritmo 1.5+ε), e os ciclos arbitrários são
os mesmos construídos no passo 6 do algoritmo 1.5 + ε, atribuindo sinais para os genes
que ainda se encontram sem sinais.
Assuma que o máximo emparelhamento M de FAB contém z 2-ciclos isolados. Uma
componente relacionada deM é uma componente ímpar (par) se contém um número ímpar
(par) de 2-ciclos. Seja r0 denotando o número de componentes relacionadas ímpares, ∆r0
o número de componentes relacionadas ímpares onde cada uma tenha no mínimo um 2-
ciclo conflitante que não esteja no grafo G5s( ~A, ~B) (o grafo que ainda não teve as RS-MSPs
destruídas), e ∆re o número de componentes relacionadas pares onde cada uma tenha dois
2-ciclos que não esteja em G5s( ~A, ~B). Seja ∆z denotando o número de 2-ciclos isolados
conflitantes (2-ciclos tal que ao remover uma RS-MSP eliminam-se outros 2-ciclos) que
não estão em G5s( ~A, ~B), e por fim ca2 o número de 2-ciclos arbitrários em G5s( ~A, ~B).
O grafo GAs ( ~A, ~B) usado no lema abaixo, é o grafo após remover as RS-MSPs.
Lema 4.4 (Quantidade de 2-ciclos na solução dada pelo algoritmo aproximado, Lema 9
em [14]). O número total de 2-ciclos em GAs ( ~A, ~B) é
cA2 =
|M |+ r0 + z
2
−∆r0 −∆re −∆z + ca2.
Demonstração. Pelo Lema 4.2, tem-se que o número de 2-ciclos em ambos G5s( ~A, ~B) e
GAs ( ~A, ~B) é o mesmo. Para uma componente ímpar contendo pelo menos um 2-ciclo con-
flitante que não esteja em G5s( ~A, ~B), o número de 2-ciclos selecionados é reduzido por um.
Uma vez que, se tem o 2-ciclo eliminado na componente e alternância nas escolhas dos
2-ciclos restantes. Assim, o número total de 2-ciclos selecionáveis reduzidos será ∆r0.
Para uma componente par, contendo dois 2-ciclos conflitantes, o número de 2-ciclos sele-
cionáveis é reduzido por um. Consequentemente, o número total de 2-ciclos selecionáveis
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reduzidos será ∆re. Há também ∆z 2-ciclos conflitantes, que não estão em G5s( ~A, ~B).
Portanto, o total de reduções de 2-ciclos selecionáveis é ∆r0 + ∆re + ∆z.
Se ∆r0 + ∆re + ∆z = 0, não existem 2-ciclos conflitantes com os z 2-ciclos isolados, e
assim podem-se manter todos os z 2-ciclos na solução e
|M |+ r0 − z
2
2-ciclos relacionados. O total de 2-ciclos selecionáveis na solução será
|M |+ r0 − z
2
+ z =
|M |+ r0 + z
2
.
Somando com os ca2 2-ciclos arbitrários, G5s( ~A, ~B) contém
|M |+ r0 + z
2
−∆r0 −∆re −∆z + ca2.
4.5.2 Análise das 1-2minSPs
Uma minSP é uma isolada minSP 1-2 se os ciclos contidos na minSP são compostos
por 2-ciclos isolados e 1-ciclos. Seja sm o número de isoladas minSPs do tipo 1-2 com no
mínimo dois ciclos isolados e ss o número deminSPs isoladas 1-2 contendo exatamente um
2-ciclo isolado em G5s( ~A, ~B). Por definição, todas as S-MSPs (definidas na Seção 4.3) em
G5s( ~A, ~B) são isoladas minSPs do tipo 1-2, contendo exatamente um 2-ciclo, e o número
total de S-MSPs em G5s( ~A, ~B) também será ss. Assim, o número total de isoladas minSPs
1-2 é
sm + ss.
Seja sa o número de 1-2minSPs em G5s( ~A, ~B), onde cada uma delas contém pelo menos
um 2-ciclo arbitrário.
Proposição 4.1(Relação entre 2-ciclos relacionados e ciclos arbitrários Prop. 1 em [14]).
Se uma minSP de G5s( ~A, ~B) contém um 2-ciclo relacionado, então a minSP contém no
mínimo um ciclo arbitrário.
Demonstração. Suponha uma minSP contendo um 2-ciclo relacionado selecionado C em
uma componente U de GAu (A,B), e U contendo 2-ciclos cl, cl+1, · · · , cr, onde ci se relaci-
ona com ci+1 para l ≤ i ≤ r− 1. C pode ser unicamente uma componente relacionada do
tipo (a) ou (b) na figura 4.4. Assuma que cl contém o vértice mais à esquerda de U.
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U é do tipo (a).
Se c = ci, l ≤ i ≤ r − 1, então cada aresta preta de ci+1 está em um ciclo arbitrário de
I. Se c = cr, então cada aresta preta de cr−1 pertence a um ciclo arbitrário. Uma vez
que, existe uma aresta cinza conectando os vértices mais à esquerda e mais à direita de
cr, pelo menos uma aresta preta e de cr−1 (que está em um ciclo arbitrário) está em I.
Uma vez que, I é uma minSP, por definição de subpermutação, I contém todo o ciclo em
que a aresta preta e está contida.
U é do tipo (b).
Se c = ci, l ≤ i ≤ r − 1, então a aresta preta de ci+1 entre as duas arestas pretas de ci
está em um ciclo arbitrário de I. Se c = cr, a aresta preta de Cr−1 que está entre as duas
arestas pretas de Cr está em um ciclo arbitrário de I.
A partir da Proposição 1, tem-se o seguinte Lema:
Lema 4.5 (Quantidade de 1-2minSPs até o passo 6 do algoritmo aproximado, Lema 10
em [14]). O número total de 1-2minSPs em G5s( ~A, ~B) é
sm + ss + sa.
Considere as ss S-MSPs em G5s( ~A, ~B). Tais S-MSPs podem ser classificadas em três
grupos:
1. Existem sn S-MSPs que não contém aresta cinza chave. Estes tipos de S-MSPs não
correspondem a qualquer CRS-MSPs no grafo Gu(A,B).
2. Existem st S-MSPs em G5s( ~A, ~B) que correspondem a CRS-MSPs no grafo Gu(A,B)
e não são transformadas em RS-MSPs pelo procedimento apresentado no Algoritmo
3.
3. Existem sr S-MSPs G5s( ~A, ~B) que correspondem a CRS-MSPs no grafo Gu(A,B)
e são transformadas em RS-MSPs. Estas RS-MSPs são removidas no passo 7 do
algoritmo.
Assim, tem-se
ss = sn + st + sr. (6)
Seja sr o número de RS-MSPs no G5s( ~A, ~B), onde se tem s3r RS-MSPs com i-ciclos
removíveis para i ≥ 3 (RS-MSPs contendo unicamente uma das arestas cinzas chave).
51
Removendo as s3r RS-MSPs não se criam quaisquer outras 1-2minSPs. Logo, existe s3r
1-2minSPs em G5s( ~A, ~B) que não estarão em GAs ( ~A, ~B)(após o passo 7 do algoritmo).
Assim, tem-se
sA2 = sm + ss + sa − s3r. (7)
Considere as R-SMSPs em G5s( ~A, ~B) que são removidas no passo 7 do algoritmo, tais
ciclos removíveis são do tipo 2-ciclo. Pelo Lema 8 em [14], os 2-ciclos removíveis podem
ser unicamente 2-ciclos isolados ou 2-ciclos arbitrários. Seja sir o número de RS-MSPs com









Seja zin o número de 2-ciclos isolados internos a minSPs em G5s( ~A, ~B) e zout o número
de 2-ciclos isolados externos a qualquer minSPs em G5s( ~A, ~B). Por definição, o total de
2-ciclos isolados z é z = ∆z + zin + zout.
Pelo lema 11 em [14] tem-se
zout ≥ st + sir.
Onde st denota a quantidade de CS-MSPs em G5s( ~A, ~B) que não são transformadas em
RS-MSPs. Pela definição de sm e ss tem-se:
zin ≥ 2sm + ss (9)
A partir das equações (6), (8) e (9) tem-se:
z = ∆z + zin + zout
z ≥ st + sir + zin + ∆z substituindo zout
z ≥ ss − sn − sr + sir + zin + ∆z por (6)
z ≥ ss − sn − sr + sr − s3r − sar + zin + ∆z por (8)
z ≥ ss − sn − s3r − sar + 2sm + ss + ∆z por(9)
z ≥ 2sm + 2ss − sn − s3r − sar + ∆z (10)
Lema 4.6 (Quantidade de RS-MSPs com i-ciclos removíveis para i ≥ 3, Lema 12 em
[14]).
s3r ≥ ∆r0 + 2∆re + ∆z − sar .
52
Demonstração. Uma vez que, M contém ∆r0 componentes relacionadas ímpares cada
uma com pelo menos um 2-ciclo conflitante, ∆re componentes relacionadas pares cada
uma com dois 2-ciclos conflitantes e ∆z ciclos isolados conflitantes. Há no mínimo
∆r0 + 2∆re + ∆z
2-ciclos destruídos pelo procedimento de criação das RS-MSPs, e consequentemente ∆r0+
2∆re+∆z RS-MSPs emG5s( ~A, ~B). Pelo Lema 8 em [14], o número de RS-MSPs destruindo
2-ciclos conflitantes não é maior que s3r + sar . Assim,
s3r + s
a
r ≥ ∆r0 + 2∆re + ∆z.
O seguinte lema faz a conexão entre os parâmetros c∗2 e s∗ (número de 2-ciclos e
minSPs respectivamente no grafo ótimo G∗s( ~A, ~B) ) e os parâmetros |M | e sn (tamanho




Figura 4.9: Cada uma das arestas pretas (r(xi), l(xi+1)) e (r(xj−1), l(xj)) está em um
i-ciclo (i ≥ 3).
Lema 4.7 (Quantidade de subpermutações na solução aproximada é maior que em uma
solução ótima, Lema 13 em [14]). |M | − c∗2 ≥ sn − s∗.
Demonstração. Seja G∗s( ~A, ~B) o grafo de Pontos-de-Quebra ótimo contendo todos os pos-
síveis 1-ciclos, onde ~A é versão com sinal de A contendo a menor distância de translocação
possível. Pela construção de FAB, tem-se |M | − c∗2 ≥ 0. Assim, tem-se que considerar
unicamente o caso, onde sn − s∗ ≥ 0.
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Pelas definições de sn e s∗, GAs ( ~A, ~B) contém no mínimo (sn − s∗) S-MSPs que repre-
sentam subpermutações não contidas em G∗s( ~A, ~B), tais que essas S-MSPs não produzem
quaisquer RS-MSPs.
Seja Is = xl, xl+1, · · · , xt−1, xt uma das (sn − s∗) S-MSPs, Is não corresponde a qualquer
S-MSP em G∗s( ~A, ~B). Porém, G∗s( ~A, ~B) mantém todos os 1-ciclos entre as arestas pretas
(R(xl), L(xl+1)) e (R(xt−1), L(xt)), além de conter pelo menos uma das arestas cinzas
(L(xl), R(xt−1)) e (L(xl+1), R(xt)). Assim, há três possíveis casos a serem analisados.
Caso 1: Figura 4.9(a), aresta cinza (L(xl), R(xt−1)) está em G∗s( ~A, ~B), porém não se
tem a aresta (L(xl+1), R(xt)) em G∗s( ~A, ~B). Todos os 1-ciclos entre as arestas pretas
(R(xl), L(xl+1)) e (R(xt−1), L(xt)) são mantidos, e tem-se a aresta cinza (L(xl+1), L(xt))
em G∗s( ~A, ~B). Uma vez que, a aresta cinza (R(xl), R(xt−1)) não está em G∗s( ~A, ~B), as duas
arestas pretas (R(xl), L(xl+1)) e (R(xt−1), L(xt)) pertencem a um i-ciclo, com i ≥ 3.
Caso 2: Figura 4.9(b), aresta cinza (L(xl+1), R(xt)) está em G∗s( ~A, ~B), porém (L(xl),
L(xt−1)) não está em G∗s( ~A, ~B). Uma vez que, todos os 1-ciclos entre as duas arestas pre-
tas (R(xl), L(xl+1)) e (R(xt−1), L(xt)) estão mantidos, a aresta cinza (R(xl), R(xt−1)) deve
estar em G∗s( ~A, ~B). Uma vez que, a aresta cinza (L(xl+1), L(xt)) não está G∗s( ~A, ~B), as
duas aresta pretas (R(xl), L(xl+1)) e (R(xt−1), L(xt)) devem estar em um i-ciclo com i ≥ 3.
Caso 3: Figuras 4.9(c) e 4.9(d). Tem-se que ambas as arestas cinzas (L(xl), R(xt−1)) e
(L(xl+1), R(xt)) estão emG∗s( ~A, ~B). Neste caso, tem-se que as arestas pretas (R(xl−1), L(xl))
e (R(xt−1), L(xt)) de um ciclo C em GAs ( ~A, ~B) e arestas pretas (R(xl), L(xl+1)) e (R(xt),
L(xt+1)) de um ciclo C’ em GAs ( ~A, ~B) estão mescladas em um único ciclo em G∗s( ~A, ~B),
Figura 4.9(c), ou em dois diferentes ciclos (Figura 4.9(d)) em G∗s( ~A, ~B).
Uma vez que, as arestas cinzas (xl−1, xt) e (xl, xt+1) não estão em Gu(A,B), tem-se
que, G∗s( ~A, ~B) não contém arestas cinzas (R(xl−1), L(xt)) e (R(xl), L(xt+ 1)), e portanto,
tanto C e C’ são i-ciclos com i ≥ 3. Assim, as duas arestas pretas (R(xl), L(xl+1)) e
(R(xt−1), L(xt)) devem estar em um ou dois i-ciclos, com i ≥ 3.
Alterando os sinais de pelo menos um dos dois genes xl e xt em G∗s( ~A, ~B) para ob-
ter uma S-MSP, destrói-se o ciclo onde se encontra pelo menos uma das arestas pre-
tas (R(xl), L(xl+1)) e (R(xt−1), L(xt)). Isto incrementa em um o número de 2-ciclos em
G∗s( ~A, ~B). Repetindo o procedimento, podem-se obter todos os (sn − s∗) 2-ciclos que
representam as S-MSPs. Portanto, tem-se
|M | ≥ c∗2 + sn − s∗,
e o lema se conclui.
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4.5.3 O Raio Aproximado
Para mostrar que o algoritmo possui soluções com raio de aproximação 1.5 + ε, faz-se
uma análise para dois possíveis cenários. Caso f( ~A) = 0 ( ~A foi produzido pelo algoritmo
aproximado), ou seja, o número de minSPs, não é ímpar e nem uma isolação par. Assim,
o raio aproximado será 1.5, caso contrário (f( ~A) 6= 0) tem-se o raio aproximado de 1.5+ε.
Teorema 4.2 (Os índices remanescentes são irrelevantes, Teorema 2 em [14]). Se f( ~A) =
0, então o raio do algoritmo aproximado é 1.5.
Demonstração. Seja cA1 o número de 1-ciclos no grafo GAs ( ~A, ~B) construído a partir de
~A e ~B produzido pelo algoritmo aproximado. Seja c∗1 o número de 1-ciclos no grafo de
Pontos-de-Quebra ótimo G∗s( ~A, ~B). Pelo passo 2 do algoritmo, cA1 = c∗1. Pelo Lema 4.3,
precisa-se unicamente provar que




Pelo Lema 4.4 tem-se,
cA2 =
|M |+ r0 + z
2
−∆r0 −∆re −∆z + ca2.
Pela equação 7 tem-se
sA2 = sm + ss + sa − s3r.
Assim,
cA2 − sA2 =
|M |+ r0 + z
2
−∆r0 −∆re −∆z + ca2 − sm + ss + sa − s3r. (11)
Substituindo z em (11), com o lado direito da inequação em (9), tem-se











− (∆r0 + ∆re + ∆z) + ca2 − sa. (12)
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Pelo Lema 4.6, (s3r ≥ ∆r0 + 2∆re + ∆z − sar), substituindo s3r em (12), tem-se
















+ ca2 − sa − sar
≥ |M |−sn
2
+ ca2 − sa − sar . (13)
A última inequação vem do fato que r0 ≥ ∆r0. Uma vez que, G5s( ~A, ~B) tem pelo
menos sa arbitrários 2-ciclos em minSPs e sar 2-ciclos arbitrários como ciclos removíveis
das RS-MSPs. Logo, o número de 2-ciclos arbitrários ca2 é limitado inferiormente como
ca2 ≥ sar + sa.
Substituindo ca2 em (13) temos,
cA2 − sA2 ≥
|M | − sn
2
.
Pelo Lema 4.7, tem-se,




Teorema 4.3 (Os índices remanescentes são relevantes, Teorema 3 em [14]). Se f( ~A) 6= 0,
então o raio do algoritmo aproximado é 1.5 + ε.
Demonstração. Seja d(A,B), a distância de translocação entre genomas A e B.
Para qualquer ε ≥ 0, faz-se k = 2
ε
. Suponha que d(A,B) ≤ k. Assim, o número de 1-ciclos
em Gu(A,B) não é menor que n − N − 2k, com n e N representando a quantidade de
genes e cromossomos em A, respectivamente. Logo, pode-se encontrar uma solução ótima
([14]). Se o número de 1-ciclos em Gu(A,B) é menor que n−N − 2k, tem-se d(A,B) = t,
onde t > k.
Neste caso, computa-se uma solução aproximada com distância x. Pelo Teorema 4.2,
tem-se que
x ≤ 1.5t+ fA ≤ 1.5t+ 2,
onde fA representa o índice remanescente de GAs ( ~A, ~B) (grafo construído através dos
genomas ~A e ~B produzido pelo algoritmo aproximado), e (1.5t + 2), vem do fato que





≤ 1.5 + 2
t















Algoritmo Genético para DTC
O capítulo possui a seguinte organização. A Seção 5.1 apresenta a descrição, o pseudo-
código e a análise de complexidade de tempo do algoritmo genético (AG) proposto para
o problema de DTS. Por fim, a Seção 5.2 apresenta respectivamente o pseudo-código e
o arcabouço teórico do algoritmo utilizado como função de aptidão do AG proposto. O
algoritmo foi publicado em [42].
5.1 Descrição do AG Proposto
Antes de enunciar o AG proposto, é apresentada a ideia chave utilizada pelo mesmo.
Na busca por soluções de boa qualidade para o problema DTC, a seguinte estratégia é
utilizada: dado um genoma sem sinal A (uma vez que B é considerado como o genoma
identidade), construir todas as possíveis versões com sinal de tal genoma, atribuindo
um sinal aleatoriamente positivo/negativo para cada gene em A. A menor distância de
translocação dentre todas estas versões com sinal representará a solução ótima para a
distância de translocação entre os genomas A e B sem sinal.
Note que, ao obter todas as versões com sinal de um dado genoma sem sinal, serão
obtidos 2n genomas com sinal, uma vez que para cada gene é possível tanto atribuir
um sinal negativo ou positivo. A partir deste fato, surgiu a ideia de utilizar algoritmos
genéticos para explorar o espaço de soluções. Todavia, nem sempre o algoritmo genético é
capaz de encontrar uma solução ótima em tempo polinomial, visto que o espaço de busca é
muito vasto, porém, espera-se que em um tempo aceitável, o proposto algoritmo genético
forneça soluções próximas do ótimo, superando as providas pelo algoritmo aproximado
1.5 + ε.
Sejam A e B genomas sem sinal satisfazendo a Propriedade 1 definida na Seção 2.1.4
do Capítulo 2, onde B é o genoma identidade. O AG proposto trabalha como segue:
Inicialmente é construída uma população de tamanho n log n, onde cada indivíduo repre-
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senta um diferente genoma com sinal gerado a partir de A. Após isto, para cada geração,
a reprodução é executada como segue: Selecionam-se dois indivíduos da população, tais
indivíduos fazem parte dos melhores indivíduos (representam melhores soluções) para o
qual o operadores de cruzamento e mutação serão aplicados a fim de produzir dois no-
vos indivíduos. Então, os novos indivíduos são incorporados na população. Neste passo,
escolhe-se o pior par de indivíduos na população para dar lugar a estes dois novos indi-
víduos. O AG finaliza após um número de gerações terem sido completadas, que é pré
fixado como sendo n.
O pseudo-código do AG proposto é mostrado no Algoritmo 6.
Algoritmo 6: AG para computar DTS
Input: Genoma sem sinal A
Output: Número de translocações para transformar A numa identidade
1 Gerar a população inicial de A;
2 Computar a aptidão da população;
3 for i = 1 até Tamanho(A) do
4 Selecionar os melhores indivíduos encontrados;
5 Aplicar o operador de cruzamento;
6 Aplicar o operador de mutação sobre os descendentes ;
7 Computar a aptidão dos descendentes;
8 Substituir os piores indivíduos;
9 end
5.1.1 Análise da Complexidade do AG
O tamanho da população inicial é definida como sendo n log n. Cada indivíduo da
população é gerado a partir de A em tempo linear, aleatoriamente atribuindo um sinal
positivo ou negativo para cada gene. Este passo tem complexidade de O(n2 log n).
Uma vez que, para um único indivíduo a aptidão é computada em tempo linear, o
processo de computar a aptidão para todos os indivíduos contidos na população tem
complexidade de tempo O(n2 log n).
No passo de seleção de indivíduos, para ordenar a população pelos seus respectivos
valores de aptidão em ordem ascendente, usa-se o algoritmo counting sort que executa
com complexidade O(n+ n log n), com o valor de aptidão de cada indivíduo no intervalo
de 1 até n, e com uma população de tamanho n log n. Assim, a complexidade deste passo
é O(n log n).
No passo de cruzamento, os melhores indivíduos classificados durante o passo se seleção
são escolhidos para serem os pais. Para cada par de pais, aplica-se cruzamento entre eles,
copiando os elementos a partir de um ponto aleatório à direita de um indivíduo para o
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outro indivíduo e vice-versa, claramente tal passo pode ser computado em tempo linear
(O(n)). Assim, o tempo de execução para a operação de cruzamento sobre um quantidade
máxima de n log n indivíduos é O(n2 log n).
No passo de mutação, tal operador é aplicado para cada descendente produzido pelo
operador de cruzamento. Para cada gene de um dado indivíduo, uma checagem é reali-
zada com o intuito de verificar quando aplicar ou não a mutação sobre estes genes, isto
claramente toma tempo linear em n. Logo, o tempo total para a operação de mutação
considerando toda a população (n log n) é O(n2 log n).
No passo de substituição, cada substituição de um indivíduo na população é realizado
em O(n), uma vez que necessita copiar todos os genes. Ao considerar toda a população,
o tempo total requerido para essa operação tem complexidade de O(n2 log n).
O algoritmo finaliza após n gerações, o tempo total é limitado em O(n3 log n), ou de
forma mais geral O(gn2 log n), onde g representa o número de genes.
5.2 Função de Aptidão utilizada no AG
A função de aptidão utilizada no AG proposto, consiste da distância de translocação
entre ~A e ~B, onde ~A representa um indivíduo na população e ~B a versão de B contendo
todos genes com sinal positivo.
Para computar a distância entre ~A e ~B, o AG faz uso o algoritmo proposto por Berge-
ron et al em [5]. A seguir será apresentado o conteúdo teórico envolvido na implementação
de tal algoritmo.
5.2.1 Intervalos Elementares e Ciclos
Seja ~A um genoma contendo n genes e N cromossomos. Considera-se PA a permutação
estendida com sinal definida por uma concatenação arbitrária de cromossomos de ~A.
Definição 5.1 (Ponto-de-quebra [5]). Um par p · q de elementos consecutivos em uma
permutação com sinal é chamado um ponto. Um ponto é chamado uma adjacência, se é
um ponto da forma i.i+ 1 ou −(i+ 1).− i para 0 ≤ i ≤ n, caso contrário, é chamado um
ponto-de-quebra.
Uma permutação PA tem n+ 1 pontos, N − 1 deles estão entre caudas, e dois outros
pontos estão entre 0 e uma cauda e entre uma cauda e o valor representado por n+ 1. Os
N + 1 pontos definem a concatenação do genoma ~A e são chamados pontos brancos. Os
outros pontos são chamados pontos pretos, sendo internos aos cromossomos. Por exemplo,
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considere o genoma
~A = {(+1,+3,+9), (+7,+8,+4,+5,+6), (+10,+2,+11,+12,+13)},
A Figura 5.1 mostra como seria PA.
Figura 5.1: Permutação PA construída a partir do genoma ~A.
PA tem 14 pontos na figura 5.1; os pontos brancos internos a PA marcam a concate-
nação de um cromossomo pertencente a ~A.
Definição 5. 2 (Intervalo elementar [5]). Para cada par de genes sem sinal (k, k + 1)
para 0 ≤ k ≤ n + 1, defini-se o intervalo elementar IK associado ao par k.k + 1 como
segue:
1. Ponto à direita de k, se k é positivo, caso contrário, a esquerda de k.
2. Ponto à esquerda de k + 1, se k + 1 é positivo, caso contrário, a direita de k + 1.
Definição 5.3 (Ciclos pretos em PA [5]). Um ciclo preto (ou branco) é uma sequência
de pontos-de-quebra que estão ligados por intervalos elementares pretos (respectivamente,
brancos). Um gene k tendo como adjacente k + 1 (exemplo:+2 +3 ou -3 -2) define um
ciclo trivial.
Figura 5.2: Intervalos elementares e ciclos da permutação PA. Adjacências definem ciclos
triviais.
Os intervalos elementares e ciclos de PA são mostrados na Figura 5.2. Os ciclos brancos
formados pelos N + 1 pontos brancos dependem de como é feita a concatenação dos
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cromossomos. Uma vez que, a ordem e a orientação dos cromossomos são irrelevantes para
o problema de distância por translocação, o foco está nos ciclos pretos que são formados
pelos n−N pontos pretos (na figura 5.2 são os ciclos contendo vértices pretos). Pode-se
observar que o número de ciclos pretos em PA é máximo, e igual a n−N , unicamente se
o genoma ~A está ordenado (PA está ordenado em ordem incremental).
Lema 5.1 (Genoma após uma translocação [5]). Uma translocação em um genoma ~A
modifica o número de ciclos pretos no genoma resultante por 1, 0 ou -1.
Demonstração. Sejam W e Z dois cromossomos em ~A, particionando W em W1 e W2 e
Z em Z1 e Z2, há três possíveis cenários.
O número de ciclos pretos é incrementado: Considere o caso (a) da figura 5.3,
ao aplicar uma translocação produz-se ~A′. Uma vez que, se tinha um ciclo em ~A conside-
rando os 4 genes envolvidos na operação, ~A′ terá um ciclo a mais no somatório de ciclos
pretos, e será denominada uma translocação adequada.
Observe que esse será o melhor caso, pois em uma translocação só é possível juntar dois
pares de genes.
O número de ciclos pretos não se altera: Considere o caso (b) da figura 5.3, ao
aplicar uma translocação produz-se ~A′. ~A′ terá a mesma quantidade de ciclos pretos.
Logo, essa translocação será inadequada.
O número de ciclos pretos é decrementado: Considere o caso (c) da figura 5.3,
ao aplicar uma translocação produz-se o caso ~A′. ~A′ tem um ciclo a menos no somatório
de ciclos pretos. Assim, essa translocação será denominada ruim (aplicou uma transloca-
ção entre pares adjacentes).
Com os três casos acima, tem-se as possíveis variações de quantidade de ciclos pretos
após uma translocação entre segmentos de dois cromossomos, onde, uma translocação
apropriada aumenta em um a quantidade de ciclos pretos, uma translocação inadequada
mantém a quantidade de ciclos pretos e uma translocação ruim decrementa o número de
ciclos pretos.
Um intervalo elementar cujos pontos finais pertencem a diferentes cromossomos é cha-
mado intercromossomal ; caso contrário, é chamado intracromossomal. Dado um intervalo
elementar intercromossomal IK de PA, pode-se assumir que elementos k e k + 1 podem
criar uma nova adjacência em PA e consequentemente em ~A.
Assim, tem-se o seguinte lema.
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Lema 5.2 ([5]). Para cada intervalo intercromossomal em PA existe uma translocação




Figura 5.3: Cenário de translocações utilizando operação Prefixo-Prefixo sobre arestas
pretas (u, v) e (x, y).
5.2.2 Componentes
Componentes foram primeiramente identificadas em [23] como subpermutações (SP ).
Para recordar, retorne ao Capítulo 2.
Definição 5.4 (Componentes em permutações estendidas [5]). Uma componente de uma
permutação estendida PA é um intervalo de i até i + j ou de −(i + j) até −i, onde
j > 0, tal que o conjunto de genes considerados sem sinal no intervalo {i, · · · , i + j} ou
{−(i+ j), · · · ,−i} não contém qualquer outro intervalo menor.
Quando os elementos de uma componente pertencem a um mesmo cromossomo, esta
componente é dita intracromossomal. Uma componente intracromossomal é dita mínima
se não contém qualquer outra componente intracromossomal. Uma componente formada
por um par de elementos adjacentes (exemplo [2, 3] ou [-3, -2]) é denominada uma com-
ponente trivial, do contrário é não trivial.
Por exemplo, considere o genoma
~A1 = {(+1 + 2 + 4 + 3 + 5 + 6 + 8 + 7 + 9), (+10 + 11− 12 + 13 + 14 + 15)}.
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A permutação PA1 tem 7 componentes intracromossomais [+1 + 2], [+2 · · ·+ 5], [+5 + 6],
[+6 · · · + 9], [+10 + 11], [+11 · · · + 13] e [+13 + 14]. Elas podem ser representadas pelos
enquadramentos na Figura 5.4.
Figura 5.4: As componentes da permutação PA1 e a floresta FA1 .
As relações entre as componentes intracromossomais caracterizam uma importante
propriedade no problema de distância de translocação entre genomas. Como mostrado
por Bergeron e Stoye em [4], duas diferentes componentes intracromossomais podem
ser classificadas tanto disjuntas, próximas com diferentes pontos ou sobrepostas em um
elemento.
Quando duas componentes intracromossomais se sobrepõem em um elemento, é dito
que elas estão ligadas. Sucessivas ligações formam uma cadeia. Uma cadeia que não
pode ser estendida tanto para sua direita quanto para sua esquerda é considerada uma
cadeia máxima. Representam-se as relações entre as componentes intracromossomais
pertencentes a um cromossomo conforme a seguinte definição:
Definição 5.5 (Floresta de um cromossomo [5]). Dado um cromossomo X e suas com-
ponentes intracromossomal, define-se a floresta FX da seguinte forma:
1. Cada componente não trivial é representado por um nodo redondo.
2. Cada cadeia máxima contendo componentes não triviais é representada por um nodo
quadrado e suas ligações (filhos) são representados por nodos redondos representando
componentes não triviais pertencentes à cadeia.
3. Um nodo quadrado é o filho da menor componente que contém esta cadeia.
A noção de floresta pode ser estendida para genomas combinando as florestas formadas
a partir de todos os seus cromossomos.
Definição 5.6 ( Floresta de um genoma [5]). Dado um genoma ~A consistindo de cromos-
somos {X1, X2, · · · , XN} a floresta FA é o conjunto de florestas {FX1 , FX2 , · · · , FXN}.
Figura 5.4 mostra a floresta FA1 consistindo de 2 árvores, onde o primeiro cromossomo
contém uma floresta contendo uma única árvore com dois ramos e o segundo cromossomo
contém uma floresta contendo uma árvore contendo um único ramo.
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5.2.3 Relações entre Árvores e a Distância de Translocação
Lema 5.3 ( Translocação adequada [5]). Se um cromossomo X do genoma ~A contém
mais que uma árvore, então existe uma translocação adequada envolvendo o cromossomo
X.
Demonstração. Considere o cromossomo X = (x1 · · ·xm). Assuma que todos os intervalos
elementares envolvidos no cromossomo X são intracromossomal. Logo, é necessário mos-
trar que o primeiro elemento do cromossomo é o menor e o último elemento é o maior, se
ambos são positivos, e o contrário, se ambos são negativos, e todos os elementos entre o
menor e maior estão contidos no cromossomo.
Seja i o menor elemento (desprezando o sinal positivo ou negativo) contido no cromos-
somo X. Suponha que i tenha sinal positivo e que x1 6= i. Assim, tem-se que o ponto à
esquerda de i é um ponto do intervalo elementar Ii−1. Uma vez que, i é o menor elemento
no cromossomo X o elemento i − 1 está em outro cromossomo. Portanto, Ii−1 é um
intervalo intercromossomais, contrariando a suposição inicial de que todos os intervalos
elementares são intracromossomais.
Seja j (desprezando o sinal) o maior elemento contido emX. Suponha que j tenha sinal
positivo e que xm 6= j. Logo, o ponto à direita de j é o ponto do intervalo Ij. Uma vez que,
xm 6= j, tem-se j+1 em outro cromossomo. Portanto, Ij é um intervalo intercromossomal,
contrariando a hipótese de que todos os intervalos são intracromossomais.
Usando argumentos similares, pode-se mostrar que x1 = −j, se j é o maior elemento
e tem sinal negativo, e xm = −i se i tem sinal negativo. Além disso, todos os elementos
entre i e j devem estar contidos no cromossomo X, do contrário tem-se intervalos inter-
cromossomais. Assim, tem-se que X é uma componente intracromossomal e contém uma
única árvore, o que leva a uma contradição. Portanto, existe um intervalo elementar inter-
cromossomal contendo um elemento em X, pelo Lema 5.2, a correspondente translocação
é adequada.
Em um cenário de ordenação por translocações ótimo (utiliza o número minimo de
translocações), quando se tem todas as árvores contidas em um único cromossomo, há
a necessidade de separá-las (uma translocação é aplicada em dois cromossomos), isto
significa mover elas para diferentes cromossomos através de translocações. O corolário a
seguir mostra que tais separações é sempre possível com translocações que não modificam
a topologia da floresta FA.
Corolário 5.1 (Separando árvores [5]). Se um cromossomo X de um genoma ~A contém
mais que uma árvore em FA, e nenhum outro cromossomo de ~A contém qualquer outra
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componente intracromossomal não trivial, então as árvores em X podem ser separadas
por uma translocação adequada.
Demonstração. Pelo teorema 1 em [5], existe uma translocação que não muda FA. Tal
translocação tanto separa as árvores ou não. Se todas as árvores ainda continuam conti-
das no mesmo cromossomo, então, pelo mesmo argumento, existe uma outra translocação
adequada que não muda o número de árvores. Assim, existem translocações adequadas
que pode ou não separar as árvores de um cromossomo. Uma vez que, o número de trans-
locações adequadas é finito, sempre existirá uma sequência de translocações adequadas
que separam as árvores do cromossomo X sem modificar FA.
Lema 5.4 (Sequência ótima de translocações [5]). Seja ~A um genoma, tal que FA tem
L folhas e T árvores. Se L é par e T > 1, então existe uma sequência de translocações
adequadas, seguidas por uma translocação ruim, tal que o genoma resultante ~A tem L′ =
L− 2 folhas e T ′ 6= 1 árvores.
Demonstração. Se todas as árvores estão contidas em um único cromossomo em ~A, pelo
Corolário 5.1 pode-se separá-las sem modificar a topologia de FA utilizando translocações
adequadas.
Assuma que existem árvores em diferentes cromossomos. Será mostrado que ao des-
truir um par de folhas representando componentes intracromossomais com uma trans-
locação ruim reduz-se o número de folhas em 2, de formaf que o número de árvores no
genoma resultante é 0 ou maior que 1.
Seja t1 a árvore contida em FA com o maior número de folhas e t2 a segunda maior
árvore em FA não contida no mesmo cromossomo que t1. Algumas observações podem ser
feitas: Se t1 contém uma única folha, obviamente todas as outras árvores também tem 1
folha, incluindo t2. Assim, pode-se destruir t1 e t2 por uma translocação ruim. Neste caso,
tinha-se T = L antes de aplicar a translocação, e após a translocação tem-se T ′ = L′.
Logo, pode-se afirmar que T 6= 1. Uma vez que, L′ = L− 2 é par.
Se t1 possui mais de uma folha, escolhe-se a segunda folha a partir da esquerda,
emparelhando com qualquer folha de t2. Executando uma translocação ruim, destrói-
se as duas folhas criando uma nova árvore com a primeira folha à esquerda de t1. Se
T ′ = 1, então esta única árvore contém apenas uma folha, porém isso é impossível, já que
o número de folha antes de aplicar a translocação ruim era par, e destruindo duas folhas
em FA tem-se L′ = L− 2 sendo par, ou seja, o número de árvores T ′ > 1.
O Lema 5.4 implica que, quando o número de folhas é par e T > 1, tem-se um cenário
ótimo para destruir toda a floresta. Assim, podem-se usar translocações adequadas para
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separar a floresta (todas as folhas em um único cromossomo) e remover duas folhas com
uma translocação ruim (isso equivale a destruir subpermutações). Eventualmente, todas
as árvores serão destruídas, ou seja, ao final do procedimento tem-se T = 0. A ideia
básica é reduzir todos os outros casos ao simples caso do Lema 5.4 .
Teorema 5.1 (Fórmula da distância de translocação [5]). Seja ~A um genoma com c
ciclos, n genes, N cromossomos e FA a floresta associada com ~A. Então




L+ 2 seL é par e T = 1 (1)
L+ 1 seL é impar (2)
L+ 1 seL é par e T 6= 1 (3)

Demonstração. Primeiramente, será mostrado que d( ~A) ≥ n−N − c + t. Considere um
cenário de ordenação ótima de tamanho d contendo p translocações e b translocações
ruins. Assim,
d = p+ b (1),
com b translocações removendo ciclos e p translocações adicionando p ciclos, precisa-se
ter
c− b+ p = n−N,
ao final da ordenação, que seria ter todos os pares adjacentes como em ~B. somando 2b
aos dois lados da equação tem-se:
c− b+ 2b+ p = n−N + 2b
c+ b+ p = n−N + 2b
c+ d = n−N + 2b utilizando (1)
d = n−N − c+ 2b
Vamos mostrar que 2b ≥ t, implica d ≥ n−N − c+ t.
Uma vez que, uma translocação ruim remove no máximo duas folhas, tem-se b ≥ L
2
,
se L é par, ou b ≥ (L+1)
2
, se L é ímpar. Portanto, casos (2) e (3): b ≥ t
2
.
Se existe uma única árvore com um número par de folhas, então existe uma translo-
cação ruim no cenário ótimo que tem um ponto contido na árvore e outro não contido na




Se esta translocação destrói uma componente mínima, o número de translocações ruins
necessárias para destruírem as folhas remanescentes é ((L−1)+1)
2
, implicando que b ≥ 1+
L
2
. Assim, no caso (1): b ≥ t
2
.
No caminho para mostrar que d( ~A) ≤ n−N − c+ t, será mostrado uma sequência de
translocações ruins que alcança o limite n−N − c+ t.
A análise é por casos:
Caso (2): Se L é ímpar e T = 1, pode-se destruir uma folha do meio da árvore. Então
L − 1 será par, e T > 1 ou T = 0. Se T > 1, tem-se as precondições do Lema 5.4
aplicáveis, e o número total de translocações ruins será 1 + (L−1)
2
.
Se L é ímpar e T > 1, destrói-se uma única folha de alguma árvore que contenha no
mínimo duas folhas, se tal árvore existe. Do contrário, tem-se T ≥ 2. Uma vez que, o
número de folhas é ímpar, destrói-se qualquer folha. Em ambos os casos, tem-se T ′ > 1.
Novamente, o número de translocações ruins será 1 + (L−1)
2
.
Caso (3): Se L é par e T 6= 1, tem-se as precondições do Lema 5.4 aplicáveis, e o
número total de translocações ruins será L
2
.
Caso (1): Se L é par e T = 1, destrói-se qualquer folha e aplica-se o caso (2). O
número total de translocações ruins será 1 + L
2
.
5.2.4 Algoritmo para computar d( ~A, ~B)
O pseudo-código apresentado no Algoritmo 7 utilizado para computar a distância de
translocação ótima é descrito como segue: assuma que os genomas ~A e ~B, e uma per-
mutação estendida PA são fornecidas como entrada. Os ciclos de PA são computados
escaneando PA da esquerda para direita sem levar em consideração os pontos brancos,
os quais representam início e fim de um cromossomo em ~A. Para computar as as com-
ponentes intracromossomais em cada cromossomo de ~A é utilizado uma adaptação do
algoritmo proposto por Bergeron et al em [4], cujo tempo é linear em n. A floresta FA é
construída a partir das componentes intracromossomais em O(n). Finalmente, a distância
de translocação é computada utilizando a fórmula do Teorema 5.1 .
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Algoritmo 7: Computação da Distância de Translocação entre Genomas
Input: Genomas ~A e ~B e a permutação estendida PA
Output: A distância exata de translocações entre genomas ~A e ~B
1 if ~A e ~B são co-caudais then
2 Armazene em c os ciclos em PA;
3 foreach cromossomo Crom em ~A do
4 Guarde em Comp as componentes intracromossomais de Crom;
5 Armazene em FA a(s) árvore(s) construídas de Comp;
6 end
7 if L é par then
8 if T=1 then







16 t← L+ 1;
17 end
18 d← n−N − c+ t;
19 end
20 else




AG Aprimorado com Técnicas:
Meméticas e Aprendizagem por
Oposição
O capítulo possui a seguinte organização. A Seção 6.1 apresenta a metodologia utili-
zada nos algoritmos meméticos, os quais são conhecidos na área de computação evolutiva
como extensões dos algoritmos genéticos. A Seção 6.2 apresenta um algoritmo memé-
tico para resolver o problema de DTS, juntamente com a sua análise de complexidade de
tempo. Na sequência, a Seção 6.3 apresenta os termos e definições com relação a técnica
de aprendizagem por oposição, para fechar, a Seção 6.4 apresenta um algoritmo genético
melhorado com a sua respectiva análise de complexidade de tempo. Os AGs aprimorados
com técnicas meméticas e aprendizagem por oposição foram publicados em [43].
6.1 Algoritmos Meméticos
Algoritmos Meméticos (AMs) são tidos como extensões dos algoritmos genéticos, com
ênfase na exploração de uma dada população (como nos algoritmos genéticos) com uma
ou mais fases de busca local. Tais algoritmos surgiram no fim da década de 80, após
quase duas décadas do surgimento dos algoritmos genéticos, introduzido por Moscato
em seu trabalho "On Evolution, Search, Optimization, Genetic Algorithms and Martial
Arts"[34], baseados no conceito de meme.
A caracterização de meme o qual originou o termo memético, foi relatada por Dawkins
em [15] como sendo similar ao gene, todavia no contexto da evolução cultural. Dawkins
define meme como:
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"Exemplos de memes são melodias, ideias, frases de efeito, modos de fabricação de
arcos de edifício. Similar aos genes que se propagam na piscina de genes saltando de
corpo em corpo por espermas ou ovos, memes se propagam na piscina de memes saltando
de cérebro em cérebro mediante um processo que, no sentindo real, é tido como processo
de imitação" [15].
Em [31] é definido que, a diferença entre genes e memes está na forma como é reali-
zada a transmissão de informação aos descendentes. Ao transmitir informações através
dos genes aos descendentes, tem-se que eles herdam tanto as habilidades quanto as carac-
terísticas dos seus respectivos progenitores. Em contrapartida, os memes são adaptados
aos indivíduos baseando-se no conhecimento adquirido para atender as suas necessidades.
Assim, para Moscato ([35]), os AMs quando fazem uso de heurísticas tais como: métodos
de aproximação, técnicas de busca local, etc, estão incorporando a ideia principal em re-
lação à transmissão dos memes. Buriol em [8] também levanta outro ponto importante o
qual diferencia memes e genes. A transmissão de informação para os genes seria somente
através da criação de uma nova geração, enquanto que, para os memes isso pode ocorrer
sem a necessidade de se ter uma nova geração. Levando em consideração os dois pontos
de divergência entre memes e genes, base dos AMs e AGs respectivamente, tem-se que
AMs além da evolução genética, utilizam o conceito de evolução cultural, enquanto que
AGs procuram emular o processo de evolução biológica.
Na literatura, o mecanismo para transmitir a informação memética é a introdução de
um ou mais passos de otimização local incluídos a um algoritmo evolutivo. Esse processo
consiste em, dado um AG, adicionam-se fases de busca local transformando-o num AM,
também conhecido como AG híbrido ([35]).
6.2 Algoritmo Memético para DTS
O algoritmo memético proposto aqui, denotado como AM para o problema DTS é
baseado no AG apresentado no Capítulo 5.
O AM é um híbrido do AG, onde são incluídas fases de busca local nos seguintes
estágios do AG :
• Após a geração da população inicial.
• Após o reinício da população.
• Após a geração de cada ciclo de reprodução.
O estágio de reinício da população é executado sempre que a população converge para
um estado degenerado, que seria quando todos os indivíduos tem um alto grau de seme-







onde S é o conjunto de diferentes elementos da população corrente, e pi é a probabilidade
de ocorrência do elemento i na população corrente. Quando a entropia tem um alto valor é
dito que a população tem uma boa diversidade (indivíduos distantes um do outro), porém
quando a entropia possui um baixo valor, tem-se uma população contida ou prestes a
convergir em um estado degenerado.
A função de aptidão utilizada no AM é a mesma usada pelo AG. O pseudo-código do
AM é ilustrado no Algoritmo 8.
Algoritmo 8: AM para DTS
Input: Genoma sem sinal A
Output: Número de translocações para transformar A numa identidade
1 Gerar a população inicial de A;
2 Computar a aptidão da população;
3 Aplicar busca Local sobre a população (Alg. 9);
4 for i = 1 até Tamanho(A) do
5 Selecionar os melhores indivíduos encontrados;
6 Aplicar operador de cruzamento;
7 Aplicar operador de mutação sobre os descendentes;
8 Computar a aptidão dos descendentes;
9 Substituir os piores indivíduos;
10 Aplicar busca Local sobre a população (Alg. 9);
11 if Limite de entropia é atingido then
12 Reiniciar a população;
13 Computar a aptidão da população;
14 Aplicar busca Local sobre a população (Alg. 9);
15 end
16 end
O método de otimização por busca local utilizado no AM consiste em um passo muito
simples, o qual envolve modificar o sinal de um gene de um indivíduo em uma posição
aleatória , e verificar se esta alteração traz alguma melhora na aptidão do indivíduo em
questão. No caso em que o valor de aptidão é melhorado, mantém-se o novo sinal para este
gene e o indivíduo retorna para a população. Para cada indivíduo, o número de possíveis
modificações foi restringido para dois. O pseudo-código do procedimento de busca local
é apresentado no Algoritmo 9.
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Algoritmo 9: Técnica busca local
Input: ~A e sua aptidão
Output: ~A′ com seu atual valor de aptidão
1 for i até numero_Iterações do
2 Gerar aleatoriamente uma posição k em ~A;
3 Inverter o sinal do gene na posição k, obtendo ~A;
4 if aptidão( ~A′) > aptidão( ~A) then
5 Substituir ~A por ~A′ na população;
6 Atualizar aptidão de ~A′ na população;
7 end
8 else
9 Recuperar o último estado de ~A′;
10 end
11 end
6.2.1 Análise da Complexidade de Tempo
Os estágios pertencentes ao AM nas linhas 1, 2, 6, 7, 8, 9, 13 possuem complexidade
de tempo O(n2 log n) e na linha 5 O(n log n), conforme argumentado na Seção 5.1.1 do
Capítulo 5. Na linha 12, onde a população é reiniciada, a complexidade é de O(n2 log n).
Nas linhas 3, 10, 14 que é o Algoritmo 9, onde se tem o número de iterações restrito a 2,
e consequentemente tendo a necessidade de calcular o valor de aptidão unicamente duas
vezes, a complexidade é linear em n, uma vez que na análise de complexidade constantes
são descartadas. Na linha 11, onde é computado o valor de entropia, implementa-se uma
tabela hash com índices para cada diferente valor de aptidão encontrado na população
corrente, e então faz-se o cálculo do valor de entropia. A complexidade exigida é de O(n2).
Assim, se considerar unicamente o procedimento com maior complexidade, que seria o que
contém complexidade quadrática, o AM possui complexidade de tempo de O(n3 log n) (na
linha 4 a complexidade é de O(n)).
6.3 Método de Aprendizagem por Oposição
Ao lidar como um problema de otimização, aprendizagem (adaptação ao cenário de
possíveis soluções), é um fato de suma importância para a resolução do problema. Com
esta base de pensamento, tem-se que, sempre que estiver procurando uma solução x de um
dado problema, é preferível de alguma forma fazer uma estimativa de x. Tal estimativa
não necessariamente estará representando a solução exata e pode ser obtida com base
em uma suposição aleatória, ou provida por algum outro algoritmo que fornece uma
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estimativa dentro de um fator próximo da solução ótima. Este último geralmente envolve
a resolução de problemas complexos.
Em muitos casos, a aprendizagem começa num ponto aleatório e se desloca em direção
a uma solução existente. Se tal suposição não se encontra muito longe da solução ótima,
este ponto pode convergir rapidamente à solução existente. No entanto, ao iniciar de um
ponto aleatório, o qual se encontra distante da solução ótima, pensando no pior caso onde
a solução está em direção oposta, achar uma solução pode tomar muito mais tempo ou
mesmo se tornar impossível. Todavia, se não há qualquer conhecimento a priori, não é
possível fugir deste problema. Assim, a saída é olhar em todas as direções ao mesmo
tempo o que para alguns problemas se torna inviável, ou de um maneira mais simples, na
direção oposta.
Se beneficiando dos argumentos descritos acima, Tizhoosh em [46] propôs um método
inovador de otimização, denominado aprendizado por oposição (OBL-Opposition-based
Learning). A principal ideia sobre OBL é que, quando se está buscando uma solução em
uma direção, pode ser uma boa ideia tomar a direção oposta. Isto incrementa as chances
de melhorar a solução final especialmente quando se encontra em um cenário onde as
soluções estão piorando. Em [47] e [1] foram definidos dois tipos de pontos de oposição,
denotados como: tipo-I e tipo-II, os quais são descritos como segue:
Definição 6.1 (Número Oposto [47]). Seja x um número real no intervalo [a, b], o número
oposto x˜ é definido da seguinte forma: x˜ = a+ b− x.
Definição 6.2 (Ponto Oposto de Tipo-I [47] ). Seja P = (x1, x2, . . . , xn) um ponto n-
dimensional com xi sendo um número real no intervalo [ai, bi]. O ponto oposto de tipo-I é
definido por P˜ = (x˜1, x˜2, . . . , x˜n), onde cada coordenada é definida como: x˜i = ai+bi−xi,
com i = 1, 2, . . . , n.
Definição 6.3 (Ponto Oposto de Tipo-II [47] ). Seja f uma função arbitrária Rn → R
com imagem no intervalo [ymin, ymax]. Para cada ponto n-dimensional P = (x1, . . . , xn),
o ponto oposto de tipo-II é definido por f˜(x1, . . . , xn) = ymin + ymax − f(x1, . . . , xn).
Em simples palavras, oposição de tipo-I refere-se ao cálculo de uma posição oposta de
um dado ponto P , que seria P˜ , onde f(P ) e f(P˜ ) representam seus valores de aptidão
respectivamente. Dada uma função, oposição de tipo-II refere-se ao cálculo oposto, que é
uma função f˜(P ). Neste trabalho, foi considerado apenas oposição do tipo-I.
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6.4 AG Melhorado com OBL para DTS
O algoritmo genético com OBL do tipo-I (OBL-AG) proposto para o problema DTS
é baseado no AG apresentado no Capítulo 5, e tem similaridade com o AM se tratando
de onde a técnica OBL é aplicada. Tal técnica é aplicada nos seguintes estágios do AG :
• Após gerar a população inicial.
• Após o término de uma geração do ciclo de reprodução.
• Após reiniciar a população.
Similarmente como no AM a convergência da população é controlada utilisando a
entropia de Shannon [40]. Se tratando da função de aptidão usada pelo OBL-AG, utiliza-
se a mesma função proposta para o AG. O pseudo-código do OBL-AG é apresentado no
Algoritmo 10.
Algoritmo 10: OBL-AG para DTS
Input: Genoma sem sinal A
Output: Número de translocações para transformar A numa identidade
1 Gerar a população inicial de A;
2 Computar a aptidão da população;
3 Aplicar técnica OBL sobre a população (Alg. 11);
4 for i = 1 até Tamanho(A) do
5 Selecionar os melhores indivíduos encontrados;
6 Aplicar operador de cruzamento;
7 Aplicar operador de mutação;
8 Computar a aptidão dos descendentes;
9 Substituir os piores indivíduos;
10 Aplicar técnica OBL sobre a população (Alg. 11);
11 if Limite de entropia é atingido then
12 Reiniciar a população;
13 Computar a aptidão da população;
14 Aplicar técnica OBL sobre a população (Alg. 11);
15 end
16 end
A técnica OBL inclusa no OBL-AG consiste em aplicar oposição do tipo-I para um
dado indivíduo representando um genoma com sinal, que seria inverter o sinal de cada
gene interno aos cromossomos sem alterar os seus genes extremos. Este novo indivíduo
oposto é adicionado à população sempre que o valor de sua aptidão seja melhor quando
comparado com o indivíduo original. Caso contrário, este indivíduo oposto é descartado.
O pseudo-código da técnica OBL é apresentando no Algoritmo 11.
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Algoritmo 11: Técnica OBL
Input: ~A e seu valor de aptidão
Output: ~A′ com seu atual valor de aptidão
1 A˜′ = gerar oposição I para ~A ;
2 if aptidão( ~A′) > aptidão( ~A) then
3 Substituir ~A por ~A′ na população;
4 Atualizar aptidão de ~A′ na população;
5 end
6.4.1 Análise da Complexidade de Tempo
A análise da complexidade do OBL-AG é dada como segue. Uma vez que n representa
o tamanho do genoma A fornecido como entrada, onde a população possui tamanho fixo
em n log n. O estágio de seleção na linha 5 tem complexidade de tempo O(n log n). Os
estágios de cruzamento, mutação, função de aptidão, e substituição nas linhas 6, 7, 2, 8,
13 e 9 respectivamente, possuem complexidade de tempo O(n2 log n). Na linha 11, onde
se computa o valor de entropia, a complexidade é de O(n2). Para as linhas 1 e 12, onde se
gera e reinicia a população respectivamente, a complexidade é de O(n2 log n). Nas linhas
3, 10 e 14 (Algoritmo 11), onde se aplica a técnica de otimização OBL, a complexidade
é limitada em O(n2 log n). Assim, a complexidade total do OBL-AG é O(n3 log n), uma





Versões em Paralelo do AM
O capítulo possui a seguinte organização. A Seção 7.1 apresenta um breve resumo
relacionado a computação paralela. Na Seção 7.2 são abordadas duas métricas populares
para avaliar programas em paralelo. Na sequência, a Seção 7.3 apresenta uma descrição
sobre o padrão de troca de mensagensMessage Passing Interface utilizado em computação
paralela, na Seção 7.4 são apresentados conceitos relevantes sobre paralelização envolvendo
algoritmos genéticos. Por fim, a Seção 7.5 apresenta 3 versões em paralelo do AM.
7.1 Computação Paralela
Computação paralela é um estratégia designada em computação, onde um programa
é constituído por múltiplas tarefas que cooperam estreitamente para resolver um dado
problema [38]. Assim, um programa em paralelo geralmente executa várias tarefas si-
multaneamente em núcleos que estão fisicamente perto uns dos outros onde tais núcleos
podem compartilhar a mesma memória ou manter a sua própria memória. Ao utilizar
paralelismo, tem-se em pauta um dos seguintes objetivos:
• Reduzir o tempo de processamento.
• Resolver grandes desafios computacionais.
• Aumentar a acurácia de soluções aproximadas para problemas não pertencentes a
classe P .
7.1.1 Classificação de Arquiteturas Paralelas
Arquiteturas paralelas são classificadas de acordo com a semelhança de suas carac-
terísticas. A classificação mais popular é a proposta por Flyn em [18], que agrupa as
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arquiteturas levando em considerações os seus fluxos de instruções e dados. A classifica-
ção é dada como segue:
Single Instruction, Single Data (SISD) Um único fluxo de instrução para um único
fluxo de dados. Tal organização representa as máquinas sequenciais disponíveis no mer-
cado atual baseadas na arquitetura de Vonn Neumann.
Single Instruction, Multiple Data (SIMD) Um único fluxo de instrução para múl-
tiplos fluxos de dados. A classe SIMD corresponde aos computadores matriciais e veto-
riais, os quais executam em um dado instante de tempo uma mesma instrução sobre um
conjunto de dados.
Multiple Instruction, Single Data (MISD) Múltiplos fluxos de instruções para um
único fluxo de dados. Máquinas que se encontram nesta classe, contém um pipeline de
múltiplas unidades funcionais, o qual executa instruções independentes uma das outras
sobre um único fluxo de dados. Todavia, não existe nenhuma implementação real desse
tipo de arquitetura reportado na literatura [2].
Multiple Instruction, Multiple Data (MIMD) Múltiplos fluxos de instrução para
múltiplos fluxos de dados. Máquinas inclusas nesta classe, consistem tipicamente de um
conjunto de núcleos de processamentos independentes, no qual cada um dos núcleos possui
tanto a sua própria unidade de controle quando a sua própria unidade lógica aritmética.
A maior parte dos sistemas paralelos atuais estão inclusos nessa classe, abrangendo tanto
máquinas multiprocessadores as quais mantém memória compartilhada quanto sistemas
multicomputadores os quais mantém memória distribuída.
Após introduzir o conceito de paralelismo a nível de hardware, a próxima seção aborda
o assunto do ponto de vista de software.
7.1.2 Ambiente Paralelo
Ao pensar em um ambiente apto a executar programas em paralelo quatro pontos de-
vem ser levados em consideração. 1) máquina que ofereça recursos para explorar parale-
lismo, 2) sistema operacional que suporte paralelismo, 3) uma linguagem de programação
que ofereça suporte a um modelo de programação paralela e 4) o modelo de programação
paralela, os quais estão divididos em dois: memória compartilhada e Message Passing.
Os pontos citados acima, são detalhados como segue:
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1. máquinas que se encontram na classe de arquitetura MIMD, uma vez que os recursos
disponíveis são muito mais viáveis quando comparado com máquinas pertencentes
as outras classes apresentadas na seção anterior.
2. Sistemas operacionais que implementam além do conceito de multitarefa o qual
possibilita a execução concorrente de processos, o conceito de multithreading1. Os
sistemas operacionais mais populares atuais: UNIX, Windows e MAC OS implementam
tal conceito.
3. Há duas abordagens populares na literatura para explorar paralelismo através de
linguagens de programação: paralelismo automático e extensões paralelas para lin-
guagens.
• Paralelismo automático está ligado ao conceito do desenvolvimento de com-
piladores, os quais são capazes de analisar o código sequencial de um dado
programa e gerar uma versão em paralelo. A tarefa de paralelização consiste
de três estágios, no primeiro identifica-se regiões no código sequencial propícias
a aplicar paralelismo, em um estágio posterior, a partir das regiões identifica-
das é feito um mapeamento do paralelismo para a arquitetura da máquina alvo
e por fim o código paralelo é gerado e otimizado. Compiladores paraleliza-
dores são populares entre as linguagens Fortran e C, como exemplo tem-se:
SUIF [49], Parafrase-2 [39], PGI [33] entre outros. Embora essa abordagem
seja cômoda ao desenvolvedor, visto que não precisa alterar o código fonte do
programa sequencial. Todavia, a performance obtida através desta abordagem
não é muito satisfatória. Atualmente, é uma das áreas mais cobiçada pelos
pesquisadores de computação paralela.
• A abordagem através de bibliotecas contendo extensões paralelas (exemplo:
MPI, OpenMP) em linguagens de programação (C, Fortram e etc) requer um
esforço maior do programador, uma vez que necessita de um embasamento teó-
rico relacionado a computação paralela. A vantagem com tal abordagem, é que
o desenvolvedor pode utilizar uma linguagem que esteja familiarizado e explo-
rar o paralelismo através dos acréscimos de comandos e estruturas específicas
para funções paralelas. A performance está intimamente ligada com a estra-
tégia utilizada pelo desenvolvedor e o conhecimento semântico de paralelismo
respectivamente.
4. aa
1sistema operacional possui a capacidade de executar várias threads (partes de um programa) simul-
taneamente.
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• Memória compartilhada: todos os processos compartilham o mesmo espaço
de memória, tal que o acesso é feito de maneira assíncrona. A vantagem de tal
modelo está na comunicação entre os processos o qual é realizada de maneira
implícita. A desvantagem consiste que, tal modelo pode ocasionar condição
de corrida, onde dois ou mais processos estão acessando dados compartilhados
de forma concorrente, e o resultado final do processamento vai depender da
política de execução utilizada nos processos para controlar o acesso a estes
dados compartilhados. Dentre implementações de biblioteca conhecidas que
utilizam este modelo tem-se: Posix-Threads (somente em C) e OpenMP (C,
C++ e Fortran) e etc.
• Message Passing : modelo normalmente associado com ambiente de memória
distribuída. Neste modelo, cada processo mantém o próprio espaço de memória
e a comunicação entre eles é feita via troca de mensagens. Estas trocas de
mensagens podem ser síncronas ou assíncronas. Um sistema de passagem de
mensagens síncronas requer que o emissor e o receptor esperem um pelo outro
durante a transferência da mensagem. Na comunicação assíncrona, emissor e
receptor não esperam um pelo outro e podem continuar a execução enquanto
a transferência da mensagem está sendo realizada. A Vantagem deste modelo
consiste no número ilimitado de processadores que podem ser utilizados, além
disso cada processador acessa sem interferência e rapidamente a sua própria
memória.
A Desvantagem se dá tanto pelo overhead imposto pela troca de mensagens
quanto pela responsabilidade dada ao desenvolvedor pelo o envio e recebimento
de dados o que de certa forma ocasiona muito mais chances de se ter erros
semânticos. Como exemplo de bibliotecas que segue este modelo tem-se: PVM
e MPI ambas disponíveis para as linguagens C, C++ e Fortran.
7.2 Métricas de Avaliação para Programas em Paralelo
O principal objetivo ao escrever programas em paralelo, geralmente é desempenho.
Deste modo, necessita-se de métricas para avaliar o quão bons são estes programas.
7.2.1 Speedup e Eficiência
Ao utilizar paralelismo, o melhor cenário possível consiste em dividir igualmente o
trabalho entre os núcleos sem introduzir nenhum overhead adicional. Se isto é possível
para um dado programa, onde se tem p núcleos disponíveis para executá-lo, este programa
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é executado paralelamente p vezes mais rápido do que a versão sequencial. Em uma
representação matemática, seja Tserial o tempo da versão sequencial, Tparalelo, o tempo da





Quando se obtém um cenário conforme discutido acima, tem-se um programa em paralelo
com speedup linear.
Na prática, é difícil obter um speedup linear, porque múltiplos processos acabam intro-
duzindo alguma sobrecarga. Por exemplo, programas de memória compartilhada quase
sempre utilizam seções críticas, o que por sua vez exige que algum mecanismo de exclusão
mútua seja aplicado, tal como um mutex 2. Ao utilizar chamadas para o mutex tem-se
sobrecargas que não se encontram na versão sequencial do programa, além disso a utili-
zação do mutex exige que o programa paralelo execute sequencialmente uma dada seção
crítica. Em se tratando de memória distribuída, os programas quase sempre necessitam
trocar mensagens através da rede, ocasionando um gargalo quando comparado com aces-
sos a memória local. Por outro lado os problemas citados anteriormente não se encontram
em programas sequenciais. Logo, é muito incomum que programas paralelos obtenham
um speedup linear e, é provável que os custos tendem a aumentarem à medida que se
incrementa o número de processos. Levando em consideração cada ponto citado acima,




Outra métrica para mensurar programas paralelos, denominada como eficiência, tem





Quanto mais próximo de 1 o valor de E, melhor será a eficiência de um programa
paralelo, todavia um valor igual a 1 só será alcançado caso o programa tenha speedup
linear. Em comum, ambas as métricas speedup e eficiência são dependentes do número de
processos utilizados.
2Mutex é uma técnica usada em programação concorrente para evitar que dois processos obtenham
acesso simultaneamente a um recurso compartilhado.
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7.3 Message Passing Interface
A seguir será dado um introdução de Message Passing Interface (MPI ), levando em
consideração alguns aspectos importantes do ambiente bem como algumas rotinas que
serão utilizadas na Seção 7.5 onde são propostas versões em paralelo do AM. A escolha
por MPI se deve a facilidade e flexibilidade comparada com as outras biblioteca de meu
conhecimento, tais como OpenMP e Posix-Threads. O conteúdo teórico em relação ao
MPI apresentado a seguir foi capturado da documentação oficial do MPI que se encontra
disponível em http://www.open-mpi.org/.
MPI é uma biblioteca de troca de mensagens para computação paralela criado na
década de 90 por um grupo composto por universidades, órgãos governamentais e repre-
sentantes de indústrias.
Neste padrão, uma aplicação é constituída por dois ou mais processos, onde estes
processos possuem um identificador único atribuído no instante em que o processo é
criado.
Cada processo mantém o seu próprio espaço de memória, de forma que a comunicação
entre diferentes processos é realiza através de protocolos específicos de comunicação. Isto
é feito definindo coleções de processos (grupos), que poderão se comunicar entre si de
forma segura.
Em se tratando dos tipos de dados,MPI suporta todos os tipos primitivos (float,double,
int, char, etc), além disso fornece facilidade para os usuários definirem suas próprias es-
truturas de dados baseando-se nos tipos de dados primitivos.
As rotinas do MPI necessitam que sempre seja especificado um comunicador como
argumento, que é o responsável por identificar um grupo de processos e o contexto em
relação ao qual uma determinada operação deve ser executada. Deste modo, o MPI
fornece um comunicador pré definido chamado
MPI_COMM_WORLD, que por padrão inclui todos os processos criados pelo usuário ao
iniciar a aplicação.
Há diferentes tipos de envio de mensagens providos pelo MPI na forma com e sem
bloqueio, tais como:
• Envio síncrono, só é completado quando o recebimento é confirmado.
• Envio bufferizado, sempre é completado (caso não ocorra um erro), independente-
mente do recebimento ser confirmado.
• Envio pronto, sempre é completado (caso não ocorra um erro), mesmo que o rece-
bimento não seja confirmado.
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Quando ocorre com bloqueio, a rotina que enviou a mensagem necessita de confirmação
de recebimento por parte do processo designado ao recebimento para continuar o fluxo
corrente. Na forma sem bloqueio, não há a necessidade de confirmar o recebimento da
mensagem, assim a rotina continua normalmente após o envio de uma dada mensagem.
Na sequência será apresentado as rotinas providas pelo MPI que serão utilizadas para
o nosso propósito na Seção 7.5.
7.3.1 Rotinas MPI
Antes de enunciar as rotinas, serão apresentados os argumentos básicos que tais roti-
nas necessitam (lembrando que são apenas nomes fictícios, podem ser usados quaisquer
outros).
• buf: local onde armazenar os dados de envio ou recebimento.
• count: quantidade de dados a ser enviado ou recebido.
• dataype: o tipo de dado (tipo primitivo ou definido).
• dest: especifica o processo que irá receber a mensagem.
• source: específica de qual processo irá receber a mensagem.
• tag: uma maneira de identificar os tipos de mensagens. Assim, um processo de
recebimento pode usar a tag para decidir quais mensagens quer receber em um
determinado momento.
• comm: indica o contexto da comunicação, ou um conjunto de processos para os
quais os campos de origem ou de destino são válidos. A menos que o programador
crie explicitamente novos comunicadores, o comunicador MPI_COMM_WORLD é
geralmente utilizado.
MPI_Send Operação básica de envio bloqueante. Tal rotina somente retorna após o
buffer da aplicação estiver livre para reutilização. Esta rotina pode ser implementada de
forma diferente em sistemas operacionais diferentes. A sintaxe utilizada é:
MPI_Send (buf,count,datatype,dest,tag,comm)
MPI_Recv Recebe uma mensagem e bloqueia até que os dados requisitados estejam
no buffer de recepção. A sintaxe utilizada é:
MPI_Recv (buf,count,datatype,source,tag,comm,status)
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MPI_Barrier Rotina que força todos os processos a esperarem em um mesmo ponto
até que todos os processos tenham alcançado tal ponto. A sintaxe utilizada é:
MPI_Barrier(comm)
7.4 Paralelização com Algoritmos Genéticos
A ideia de paralelizar algoritmos evolutivos existe desde a década de 80 com Pettey et
al. em [45]. Nesse trabalho, foi utilizado um algoritmo genético contendo dois operadores
(cruzamento e mutação) com uma única população de tamanho estático para análise de
cadeias de Markov.
De acordo com os trabalhos ([11] [21], [9]), existem três modelos de paralelização de
algoritmos genéticos:
Granularidade Grossa Neste modelo, cada processo mantém a sua própria população
isolada evoluindo em paralelo, periodicamente há uma migração dos melhores indivíduos
entre as populações, o que de certa forma, leva a uma elitização das populações.
Figura 7.1: Esquema de um algoritmo genético utilizando paralelismo de granularidade
grossa.
Granularidade Fina Neste modelo, cada processo mantém uma população separada
e ao mesmo tempo sobreposta com outros processos, de forma que na fase de seleção,
somente indivíduos pertencentes a mesma população podem reproduzir. Devido a so-
breposição, muitos indivíduos fazem parte de mais de uma população, permitindo que o
material genético destes indivíduos sejam utilizados em mais de um ciclo evolutivo.
Global Nesse modelo, dado um conjunto de processos, um processo tido como mestre
mantém toda a população, e envia blocos de um ou mais indivíduos desta população aos
demais processos(escravos), os quais podem realizar tanto o ciclo de reprodução quanto
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Figura 7.2: Esquema de um algoritmo genético utilizando paralelismo de granularidade
fina.
o cálculo do valor de aptidão, ficando responsáveis por retornar as entradas manipuladas
ao processo mestre.
Figura 7.3: Esquema de um algoritmo genético utilizando paralelismo global.
7.5 Contribuição
Apresentam-se duas versões em paralelo do algoritmo AM proposto no Capítulo 6.
1) Paralelização do cálculo da função de aptidão do AM, onde a busca é por aprimorar
o desempenho de tempo de execução. 2) AM com múltiplas populações, onde a busca é
por melhoria na qualidade das soluções.
As versões em paralelo do AM fazem uso da biblioteca MPI implementada na lingua-
gem C. Para a troca de mensagens foram utilizados as rotinasMPI_send andMPI_receive.
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7.5.1 Paralelizando a Função de Aptidão do AM
Esta paralelização (chamada AMF ) é baseada no modelo global (mestre-escravo) con-
tendo uma única população. O AMF mantém tal população no processo mestre e, os
processos escravos são usados para computar a função de aptidão em paralelo. A ideia
principal desta paralelização é acelerar o tempo de execução do AM, todavia mantendo a
precisão dos resultados (número de translocações). Como forma de avaliação serão usadas
as duas métricas discutidas na Seção 7.2, juntamente com a avaliação da quantidade de
indivíduos processados por segundo. O Algoritmo 12 mostra o pseudo-código executado
pelo processo mestre e o pseudo-código executado pelos processos escravos, enquanto o
Algoritmo 13 apresenta o procedimento de envio de indivíduos e recebimento dos valores
de aptidão em paralelo.
Algoritmo 12: AMF para DTS com o cálculo da aptidão em paralelo
Input: Genoma sem sinal A
Output: Número de translocações para transformar A numa identidade
/* Pseudo-código do processo mestre: */
1 Gerar a população inicial de A;
2 Computar aptidão da população em paralelo (Alg. 13);
3 Aplicar busca local sobre a população (Alg. 9);
4 Computar aptidão da população em paralelo (Alg. 13);
5 for i = 1 até Tamanho(A) do
6 Selecionar os melhores indivíduos encontrado;
7 Aplicar operador de cruzamento;
8 Aplicar operador de mutação;
9 Computar aptidão dos descendentes em paralelo (Alg. 13);
10 Substituir os piores indivíduos;
11 Aplicar busca local sobre a população (Alg. 9);
12 if Limite de entropia é atingido then
13 Reiniciar a população;
14 Computar a aptidão da população em paralelo (Alg. 13);
15 Aplicar busca local sobre população (Alg. 9);
16 end
17 end
/* Pseudo-código do processo escravo: */
18 while 1 do
19 Receber um indivíduo a partir do processo mestre (MPI_Send);
20 Computar aptidão do indivíduo ;
21 Enviar o resultado para o processo mestre (MPI_Recv);
22 end
O cálculo do valor de aptidão realizado na busca local também é feito em paralelo
(linhas 3, 11 e 15 no Algoritmo 12), onde o procedimento apresentado no Algoritmo 13
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Algoritmo 13: Procedimento Executado pelo Processo Mestre
1 for todos os processos escravos do
2 Enviar um indivíduo da população (MPI_Send);
3 end
4 while existir individuo na população sem valor aptidão do
5 Receber resultado de um processo escravo (MPI_Recv);
6 Enviar para um processo escravo um indivíduo da população (MPI_Send);
7 end
8 for todos os processos escravos do
9 Receber resultado de um processo escravo (MPI_Recv);
10 end
envia um indivíduo para um dado processo escravo, o qual fica responsável por aplicar a
busca local e retornar um indivíduo melhor adaptado com seu respectivo valor de aptidão
(quando se alcança um indivíduo melhor adaptado).
Note que, o processo de computar o valor de aptidão em paralelo é bem simples.
Primeiramente, é fornecido a todos os processos um indivíduo (representando um genoma),
no segundo laço, sabe-se que todos os processos estão ocupados, logo há necessidade de
receber os resultados para que possa alocar novos indivíduos a estes processos. No fim,
tem-se processos contendo resultados que ainda não foram devolvidos, assim o último
laço certifica-se que todos os indivíduos da população tenham tido seus valores de aptidão
computados e devolvidos ao processo mestre.
7.5.2 AM com Múltiplas Populações com Troca de Indivíduos
Esta paralelização é denotada como AMMPT (algoritmo memético com múltiplas po-
pulações com troca de indivíduos) e está baseada no modelo de granularidade grossa. O
AMMPT mantém multi populações, onde cada população está alocada em um processo
diferente. Em cada geração é executado um estágio no qual todos os processos trocam
seus melhores indivíduos, todos os processos continuam seus ciclos de reprodução após
todos eles terem alcançado uma barreira ( rotina MPI_Barrier), o qual é executado
para sincronizar os processos. Tal paralelização visa unicamente melhorar a precisão dos
resultados (número de translocações) explorando uma população maior.
No Algoritmo 14 é mostrado o pseudo-código do AMMPT e no Algoritmo 15 é descrito
o procedimento para realizar a troca de indivíduos entre as populações em paralelo.
Além disso uma variante do AMMPT é proposta, chamada AMMPS (algoritmo me-
mético com multi populações sem troca de indivíduos). A principal característica desta
variante em relação ao AMMPT é que não há nenhuma troca de indivíduos entre as popu-
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lações, implicando que cada população evoluirá de forma independente. O pseudo-código
do AMMPS é obtido ao eliminar as linha 6 e 7 do Algoritmo 14.
Algoritmo 14: MA paralelo com multi populações para UTD (AMMPT ), onde cada
processo mantém uma diferente população inicial
Input: Genoma A
Output: Número de translocações para transformar A numa identidade
1 Gerar a população inicial de A;
2 Computar a aptidão da população;
3 Aplicar busca Local sobre a população (Alg. 9);
4 for i = 1 até Tamanho(A) do
5 Selecionar os melhores indivíduos encontrados;
6 Envia o melhor indivíduo, e receber indivíduos (Alg. 15);
7 MPI_Barrier;
8 Aplicar operador de mutação sobre os descendentes;
9 Computar a aptidão dos descendentes;
10 Substituir os piores indivíduos;
11 Aplicar busca Local sobre a população (Alg. 9);
12 if Limite de entropia é atingido then
13 Reiniciar a população;
14 Computar a aptidão da população;
15 Aplicar busca Local sobre a população (Alg. 9);
16 end
17 end
18 Retornar o valor de aptidão do melhor indivíduo dentre todas as populações;
O parâmetro p que aparece no Algoritmo 15 é utilizado para controlar quando substi-
tuir um indivíduo ruim (baixa aptidão) na população corrente por um recebido de outra
população. Este parâmetro será definido no próximo capítulo.
aa
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Algoritmo 15: Procedimento para enviar e receber indivíduos em paralelo
1 for i = 1 to numeroProcesssos do
2 if i não é processo corrente then
3 Enviar o melhor indivíduo para processo i (MPI_Send);
4 end
5 end
6 for i = 1 to numeroProcessos do
7 if i não é processo corrente then
8 Receber melhor indivíduo a partir do processo i (MPI_Recv);
9 Gerar um número float r entre 0 e 1;
10 if r < p then









O capítulo possui a seguinte organização. A Seção 8.1 apresenta o ambiente utilizado
para realizar os experimentos. A Seção 8.2 apresenta um roteiro para realizar tanto a
definição dos parâmetros quanto os experimentos para os algoritmos genéticos propostos
em capítulos anteriores. Por fim, a Seção 8.3 apresenta a discussão dos resultados obtidos.
8.1 Ambiente de Execução
Para os experimentos, foi utilizada uma máquina de 64 GB de memória RAM com
sistema operacional Ubuntu-Server contendo dois processadores Intel Xeon E5-2620. Cada
processador contém 6 núcleos (cada núcleo com velocidade de 2.4 GHZ) com Hyper-
threading habilitado apresentando dois níveis de cache acoplado a cada núcleo (L1 32Kb
e L2 256 Kb) e uma cache externa (L3) compartilhada entre todos os núcleos de 15 MB.
8.2 Experimentos
A fim de validar os AGs propostos, testes foram realizados. Para estes testes utilizou-se
tanto genomas sintéticos quanto genomas biológicos. Para construir os genomas sintéticos
foi proposto um algoritmo como segue: produz-se um genoma identidade contendo n
genes e N cromossomos. Então, sobre este genoma identidade, aplica-se um número
fixo de translocações e reversões. O pseudo-código deste procedimento é apresentado no
Algoritmo 16.
Em uma fase inicial os parâmetros de cada algoritmo evolutivo proposto foram ajusta-
dos via experimentos utilizando possíveis bons valores conforme comentado no Capítulo 2,
Seção 2.2.1, tal procedimento visa obter resultados de maior acurácia quando comparado
com as soluções providas pelos algoritmos evolutivos sem ajustes nos parâmetros.
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Algoritmo 16: Gerador de genomas sintéticos
Input: Número de genes n com N cromossomos
Output: Um genoma sintético A
1 Gerar um genoma identidade A com n genes e N cromossomos;
2 j ← 0;
3 while j ≤ n do
4 Escolher randomicamente um cromossomo C de A;
5 Selecionar randomicamente um intervalo em C;
6 Aplicar uma reversão sobre este intervalo;
7 Escolher randomicamente dois cromossomos C e C ′ de A;
8 Applicar uma translocação Prefixo-Prefixo entre segmentos de C e C ′;
9 j ← j + 1;
10 end
8.2.1 Definição dos Parâmetros dos Algoritmos
A seguir será apresentado o procedimento utilizado em cada algoritmo genético pro-
posto para fixar os valores dos seus respectivos parâmetros.
Definindo os Parâmetros do AG
O AG foi executado dez vezes para cada grupo contendo genomas com n genes,
para n ∈ {30, 50, 100, 150}, com 25% de cada grupo contendo N cromossomos, com
N ∈ {2, 3, 4, 5}. Para ajustar cada um dos parâmetros, valores foram estimados sobre
um cenário de possíveis bons valores, e valores aleatórios foram fixados para os demais
parâmetros que não obtiveram um bom valor atribuído através dos experimentos.
No fim dos experimentos os parâmetros que forneceram os melhores resultados para
o AG foram tomados. Os parâmetros com seus respectivos valores são apresentados na
Tabela 8.1.
Tabela 8.1: Valores correspondentes aos respectivos parâmetros do AG.
Parâmetro Valores Estimados Melhor Valor
Probabilidade de cruzamento {30%, 40%, · · · , 90%, 100%} 90%
Probabilidade de mutação {1%, 2%, 3%, 4%, 5%} 2%
Num. de pontos de cruzamento {1, 2, 3} 1
% para seleção {30%, 40%, · · · , 90%, 100%} 80%
% para substituição {30%, 40%, · · · , 90%, 100%} 70%
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Definição dos Parâmetros para AM e OBL-AG
Os parâmetros utilizados no AG são mantidos e acrescenta-se um novo grupo para
ambos AM e OBL-AG contendo três novos parâmetros: porcentagem da população para
o qual busca local ou OBL é aplicada, porcentagem da população corrente que será pre-
servada após reiniciar a população e o limite de entropia.
Os parâmetros de ambos algoritmos foram divididos em 3 grupos.
• G1:
– p1: probabilidade de cruzamento
– p2: probabilidade de mutação
– p3: Número de pontos de cruzamento
• G2:
– p4: porcentagem de seleção
– p5: porcentagem de substituição sobre a população corrente.
• G3:
– p6: porcentagem da população corrente para o qual busca loca ou OBL é
aplicada
– p7: porcentagem da população corrente que vai ser preservada após reiniciar a
população
– p8: Máximo limite de entropia
Seja pi um parâmetro de um grupo Gl, um intervalo discreto foi gerado para este
parâmetro e os outros parâmetros foram fixados com um valor estimado ou com o seu
valor já computado via experimentos. Em seguida, testes exaustivos foram executados
para os possíveis valores de pi. No fim dos testes experimentais, o melhor valor discreto
encontrado foi tomado. Este processo é executado para cada parâmetro pi com 0 < i < 9
contido em cada grupo Gl, para 0 < l < 4. No fim do processo, os melhores valores
obtidos para os parâmetros do AM e do OBL-AG são apresentados nas Tabelas 8.2 e 8.3,
respectivamente.
Definição dos Parâmetros dos Algoritmos Paralelos
O AMF (Algoritmo 12) visa unicamente acelerar a execução do AM, deste modo,
foram utilizados os mesmos parâmetros.
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Tabela 8.2: Valores correspondentes aos respectivos parâmetros do AM.
Parâmetro Valores Estimados Melhor Valor
p1 Probabilidade de cruzamento {30%, 40%, · · · , 90%, 100%} 90%
p2 Probabilidade de mutação {1%, 2%, 3%, 4%, 5%} 2%
p3 Num. de pontos de cruzamento {1, 2, 3} 1
p4 % para seleção {30%, 40%, · · · , 90%, 100%} 80%
p5 % para substituição {20%, 30%, · · · , 90%, 100%} 70%
p6 % para busca local {20%, 30%, · · · , 90%, 100%} 80%
p7 % de preservação {20%, 30%, · · · , 80%, 90%} 60%
p8 Max. limite entropia {0.1, 0.2, · · · , 0.9, 1.0} 0.3
Tabela 8.3: Valores correspondentes aos respectivos parâmetros do OBL-AG.
Parâmetro Valores Estimados Melhor Valor
p1 Probabilidade de cruzamento {0.3, 0.4, · · · , 0.9, 1.0} 90%
p2 Probabilidade de mutação {0.01, 0.02, 0.3, 0.4, 0.5} 2%
p3 Num. de pontos de cruzamento {1, 2, 3} 1
p4 % para seleção {0.3, 0.4, · · · , 0.9, 1.0} 80%
p5 % para substituição {0.2, 0.3, · · · , 0.9, 1.0} 70%
p6 % para OBL {0.2, 0.3, · · · , 0.9, 1.0} 70%
p7 % de preservação {0.2, 0.3, · · · , 0.9, 1.0} 50%
p8 Max. limite entropia {0.1, 0.2, · · · , 0.9, 1.0} 0.1
No segundo algoritmo proposto, o qual busca melhorar a precisão dos resultados do
AM, foi inserido um novo parâmetro (P) para controlar a quantidade de inserções que
são realmente feitas em uma dada população, esse parâmetro representa a probabilidade
que um indivíduo tem de ser adicionado em uma determinada população. O experimento
para determinar tal parâmetro foi feito da seguinte forma: foi gerado um intervalo dis-
creto de possíveis valores para p, onde p ∈ {0.1, 0.2, · · · , 0.9, 1.0}. Para cada valor de
p, AMMPT (Algoritmo 14) foi executado para grupos de 100 genomas de n genes, com
n ∈ {100, 110, 120, 130, 140, 150}, onde 33.3% contém N cromossomos, para N ∈ {3, 4, 5}.
Ao fim do experimento, foi identificado que os melhores resultados são providos com
p = 0.2, ou seja apenas 20% de todos os indivíduos que chegam para eventuais inserções,
realmente serão incorporados a população. Para a variante proposta na qual não há troca
de indivíduos (AMMPS) p = 0.0.
8.2.2 Experimentos com Genomas Sintéticos
Para facilitar o entendimento, os experimentos foram divididos em duas partes. A
primeira trata unicamente das execuções com algoritmos sequenciais e, a segunda, unica-
mente com execuções com algoritmos paralelos.
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Execuções com Algoritmos Sequenciais para Grupos de Genomas
Experimentos com AG, OBL-AG, AM e o algoritmo aproximado de raio 1.5+ε foram
conduzidos como segue: Inicialmente, grupos contendo 100 genomas sem sinais com n
genes, para n ∈ {30, · · · , 140, 150}, e com N cromossomos, para N ∈ {2, 3, 4, 5} foram
gerados. Para cada genoma o algoritmo aproximado foi executado uma única vez e, os
três algoritmos evolutivos foram executados dez vezes e a média destas dez execuções
é tomada como resultado para cada algoritmo. Finalmente, para cada família de 100
genomas de tamanho (n,N) a média dos resultados foi calculada. Veja Tabelas 8.4 e 8.6
( a relação de tempo desses resultados é apresentada nas Tabelas 8.5 e 8.7).
Tabela 8.4: Média de translocações para genomas sintéticos com 2 e 3 cromossomos.
2 cromossomos 3 cromossomos
n 1.5Apr AG OBL-AG AM 1.5Ap AG OBL-AG AM
30 18.53 16.34 16.32 16.25 18.03 15.83 15.81 15.76
40 26.65 23.07 23.05 22.91 26.40 22.70 22.68 22.52
50 34.75 30.08 30.03 29.75 33.60 29.39 29.36 29.14
60 43.12 37.22 37.18 36.80 41.75 36.22 36.16 35.85
70 51.56 44.34 44.28 43.80 50.34 43.62 43.59 43.09
80 59.80 51.97 51.92 51.28 58.05 50.16 50.14 49.58
90 68.26 59.20 59.14 58.42 66.08 57.49 57.38 56.76
100 76.16 66.35 66.30 65.49 75.17 65.23 65.16 64.40
110 85.32 74.10 73.99 73.14 83.71 72.65 72.58 71.68
120 93.65 81.59 81.55 80.60 91.04 79.14 79.12 78.18
130 102.00 88.89 88.80 87.72 100.39 87.55 87.42 86.43
140 110.55 96.66 96.68 95.58 109.16 95.21 95.13 94.04
150 118.59 103.83 103.76 102.70 116.35 101.76 101.76 100.60
Execuções com Algoritmos Sequenciais para Genomas Benchmarks
Nove genomas Benchmarks foram propostos em [43]. Os genomas possuem a seguinte
nomenclatura GenomaLxCy, onde L representa o padrão para tamanho e C o padrão para
o número de cromossomos. Para cada genoma, AG, AM e OBL-AG foram executados 50
vezes, e então as seguintes medidas foram calculadas: média, mediana, mínimo e máximo.
Veja as Tabelas 8.8 e 8.9, onde os melhores valores estão destacados em negrito.
Execuções com Versões em Paralelo do AM
Dois experimentos foram realizados. Um para calcular o tempo de execução do AMF
(Algoritmo 12 ) confrontando a quantidade de indivíduos que podem ser processados por
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Tabela 8.5: Tempo de execução (em segundos) dos algoritmos evolutivos e do algoritmo
aproximado de raio 1.5+ε para genomas sintéticos com 2 e 3 cromossomos.
2 cromossomos 3 cromossomos
n 1.5Apr AG OBL-AG AM 1.5Ap AG OBL-AG AM
30 0.09 0.09 0.12 0.23 0.07 0.10 0.14 0.25
40 0.09 0.24 0.32 0.56 0.07 0.24 0.34 0.61
50 0.10 0.46 0.63 1.12 0.08 0.47 0.66 1.18
60 0.09 0.74 1.03 1.91 0.07 0.78 1.10 2.03
70 0.10 1.12 1.59 3.01 0.08 1.17 1.71 3.20
80 0.10 1.69 2.39 4.51 0.09 1.74 2.49 4.77
90 0.09 2.37 3.37 6.44 0.09 2.45 3.51 6.76
100 0.11 3.18 4.55 8.80 0.08 3.27 4.72 9.21
110 0.10 4.23 6.06 11.76 0.08 4.36 6.28 12.28
120 0.11 5.43 7.81 15.29 0.12 5.60 8.10 15.95
130 0.11 6.83 9.85 19.45 0.09 7.04 10.23 20.30
140 0.12 8.52 12.32 24.41 0.10 8.78 12.74 25.47
150 0.12 10.39 15.10 30.24 0.11 10.71 15.65 31.59
Tabela 8.6: Média de translocações para genomas sintéticos com 4 e 5 cromossomos.
4 cromossomos 5 cromossomos
n 1.5Apr AG OBL-AG AM 1.5Ap AG OBL-AG AM
30 16.76 14.83 14.82 14.81 15.45 13.88 13.88 13.87
40 24.09 20.93 20.91 20.84 23.01 20.29 20.28 20.24
50 31.73 27.71 27.66 27.53 29.62 26.03 26.01 25.94
60 39.76 34.50 34.44 34.21 37.49 32.59 32.56 32.39
70 47.42 41.41 41.31 40.99 44.69 39.01 38.97 38.74
80 55.33 47.88 47.87 47.42 51.40 44.85 44.80 44.48
90 63.35 54.86 54.82 54.27 59.46 51.75 51.69 51.26
100 71.15 61.89 61.80 61.17 66.68 58.40 58.37 57.85
110 78.91 68.85 68.86 68.05 74.77 65.48 65.42 64.81
120 86.29 75.80 75.79 74.85 81.80 71.69 71.66 70.97
130 95.25 83.17 83.15 82.25 89.67 78.76 78.71 77.91
140 102.86 90.47 90.37 89.42 97.29 85.34 85.25 84.39
150 109.71 96.18 96.21 95.10 104.24 91.70 91.64 90.69
segundo com a versão sequencial (AM ). O outro experimento, consiste em computar o
número de translocações necessárias para transformar um genoma em outro aumentando
o número de populações utilizando duas variantes, uma que implementa o modelo de
granularidade grossa realizando trocas de indivíduos entre populações AMMPT , e a outra
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Tabela 8.7: Tempo de execução (em segundos) dos algoritmos evolutivos e do algoritmo
aproximado de raio 1.5+ε para genomas sintéticos com 4 e 5 cromossomos.
4 cromossomos 5 cromossomos
n 1.5Apr AG OBL-AG AM 1.5Ap AG OBL-AG AM
30 0.10 0.10 0.14 0.28 0.07 0.12 0.16 0.31
40 0.10 0.25 0.27 0.65 0.10 0.26 0.38 0.71
50 0.09 0.50 0.68 1.26 0.09 0.51 0.83 1.45
60 0.10 0.80 1.14 2.13 0.09 0.93 1.40 2.37
70 0.11 1.21 1.75 3.37 0.10 1.46 2.05 3.78
80 0.12 1.81 2.61 5.02 0.10 2.06 2.90 5.44
90 0.11 2.52 3.65 7.10 0.09 2.80 4.01 7.64
100 0.14 3.38 4.94 9.69 0.11 3.80 5.44 10.43
110 0.12 4.51 6.54 12.89 0.10 4.95 7.30 13.81
120 0.13 5.79 8.43 16.71 0.11 6.27 9.06 17.78
130 0.12 7.31 10.69 21.33 0.11 7.96 11.51 22.70
140 0.10 9.13 13.35 26.76 0.13 9.14 13.58 27.69
150 0.13 11.07 16.24 32.86 0.13 11.44 16.88 34.29
em que as populações não realizam qualquer troca de indivíduo, AMMPS.
No primeiro experimento, para genomas de tamanho n, onde n = 150 com N cromos-
somos, para N ∈ {3, · · · , 8, 9, 10} apenas um genoma foi gerado, e então ambos AMF e
AM foram executados 10 vezes, tal que a média do tempo destas 10 execuções foi tomada
como resultado para os respectivos algoritmos. O número de processos P utilizados na
versão paralela chegou a 24 no total, com P ∈ {3, 4, · · · , 23, 24}. O número de proces-
sos foi tomado a partir de 3, uma vez que, como algoritmo paralelo utiliza a topologia
mestre-escravo, com apenas 2 processos, teríamos unicamente um processo encarregado de
computar a função de aptidão. Resultados são apresentados nas Tabelas 8.10, 8.11, 8.12
e 8.13 (o tempo é dado em segundos). O tempo e quantidade de indivíduos processados
por segundo para o AM é apresentado na legenda de cada tabela.
No segundo experimento, o número de processos foi fixado como sendo 24, e gru-
pos de 100 genomas foram gerados. Cada grupo contém genomas com n genes, para
n ∈ {100, 110, 120, 130, 140, 150}, possuindo N cromossomos, para N ∈ {3, 4, 5}. É im-
portante enfatizar que cada grupo não diversifica a quantidade de genes e cromossomos,
ou seja, geram-se grupos a partir do produto cartesiano de n x N . Então para cada
genoma em cada um destes grupos, AM, AMMPT e AMMPS foram executados 10 vezes e
a média destas 10 execuções foi tomada como resultado para cada um dos algoritmos en-
volvidos. Esta média representa o resultado para um dado genoma. Além disso, a média
dos resultados e dos tempos de execução de todos os conjuntos de 100 genomas de igual
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Tabela 8.8: Resultados para AG, AM e OBL-AG utilizando genomas Benchmarks.
Média Mediana
AG AM OBL-AG AG AM OBL-AG
GL150C2 102.52 101.58 102.48 102.50 102.00 102.00
GL150C3 109.54 108.82 109.40 109.00 109.00 109.50
GL150C4 100.94 100.04 101.08 101.00 100.00 101.00
GL150C5 96.92 96.32 96.82 97.00 96.00 97.00
GL150C6 84.80 84.06 84.58 85.00 84.00 84.00
GL150C7 91.08 90.38 91.14 91.00 90.00 91.00
GL150C8 77.52 76.88 77.46 77.50 77.00 78.00
GL150C9 78.80 78.22 78.74 79.00 78.00 79.00
GL150C10 77.52 77.10 77.48 77.00 77.00 77.00
Tabela 8.9: Resultados para AG, AM e OBL-AG utilizando genomas Benchmarks.
Mínimo Máximo
AG AM OBL-AG AG AM OBL-AG
GL150C2 101.00 100.00 100.00 106.00 104.00 106.00
GL150C3 108.00 107.00 107.00 111.00 111.00 112.00
GL150C4 99.00 98.00 99.00 104.00 102.00 104.00
GL150C5 95.00 95.00 95.00 99.00 98.00 99.00
GL150C6 84.00 84.00 84.00 87.00 85.00 86.00
GL150C7 90.00 90.00 90.00 93.00 92.00 94.00
GL150C8 76.00 76.00 76.00 79.00 78.00 78.00
GL150C9 78.00 78.00 78.00 81.00 79.00 81.00
GL150C10 77.00 77.00 77.00 81.00 78.00 79.00
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tamanho foram calculados. Os resultados do segundo experimento são apresentados nas
Tabelas 8.14, 8.15 e 8.16, lembrando que o tempo e o resultado médio apresentado para
cada algoritmo é o tempo e o resultado médio respectivamente para cada grupo contendo
100 genomas de n genes.
Tabela 8.10: AM obteve tempo de 29.14 segundos com 1111 indivíduos processados por
segundo (p/s) com 3 cromossomos, e tempo de 29.98 com 10860 indivíduos p/s para 4
cromossomos.
3 crom. 4 crom.
N. de Processos Tempo AMF Speedup Eficiência N.Indivíduos Tempo AMF Speedup Eficiência N.Indivíduos
3 16.43 1.77 0.59 20542 17.63 1.70 0.57 20035
4 11.83 2.46 0.62 30975 12.40 2.42 0.61 29163
5 9.83 2.96 0.59 38880 10.34 2.90 0.58 36979
6 8.50 3.43 0.57 45041 8.90 3.37 0.56 45199
7 7.54 3.86 0.55 52775 8.05 3.72 0.53 51219
8 6.99 4.17 0.52 62003 7.13 4.20 0.52 57846
9 6.23 4.68 0.52 63056 6.56 4.57 0.51 61128
10 5.96 4.89 0.49 71227 6.09 4.92 0.49 68865
11 5.88 4.96 0.45 72950 6.01 4.99 0.45 70066
12 5.34 5.46 0.46 78852 5.51 5.44 0.45 78850
13 5.59 5.21 0.40 79076 5.58 5.37 0.41 78128
14 5.36 5.44 0.39 78481 5.68 5.28 0.38 77551
15 5.57 5.23 0.35 76591 5.81 5.16 0.34 74411
16 5.59 5.21 0.33 75056 5.91 5.07 0.32 70035
17 5.60 5.20 0.31 74840 5.70 5.26 0.31 74982
18 5.51 5.29 0.29 75198 5.58 5.37 0.30 79224
19 5.42 5.38 0.28 78983 5.78 5.19 0.27 70191
20 5.49 5.31 0.27 78072 5.59 5.36 0.27 77050
21 5.39 5.41 0.26 79334 5.62 5.33 0.25 75203
22 5.61 5.19 0.24 75821 5.61 5.34 0.24 76749
23 5.74 5.08 0.22 73264 5.62 5.33 0.23 76248
24 5.72 5.09 0.21 74850 5.77 5.20 0.22 70134
Tabela 8.11: AM obteve tempo de 31.53 segundos com 10542 indivíduos processados por
segundo (p/s) com 5 cromossomos, e tempo de 32.60 com 10269 indivíduos p/s para 6
cromossomos.
5 crom. 6 crom.
N. de Processos Tempo AMF Speedup Eficiência N.Indivíduos Tempo AMF Speedup Eficiência N.Indivíduos
3 18.48 1.71 0.57 19290 19.26 1.69 0.56 18988
4 12.95 2.43 0.61 29253 13.45 2.42 0.61 27693
5 10.67 2.96 0.59 35843 11.32 2.88 0.58 33690
6 9.28 3.40 0.57 43098 9.78 3.33 0.56 40159
7 8.35 3.78 0.54 50354 8.78 3.71 0.53 46280
8 7.43 4.24 0.53 55564 7.71 4.23 0.53 52958
9 6.76 4.66 0.52 64090 7.21 4.52 0.50 55194
10 6.23 5.06 0.51 65194 6.75 4.83 0.48 60956
11 6.20 5.09 0.46 73387 6.56 4.97 0.45 66070
12 5.76 5.47 0.46 79680 6.12 5.33 0.44 73110
13 5.93 5.32 0.41 74214 6.46 5.05 0.39 71453
14 5.87 5.37 0.38 75625 6.48 5.03 0.36 70154
15 5.86 5.38 0.36 75794 6.52 5.00 0.33 69802
16 5.77 5.46 0.34 77537 6.49 5.02 0.31 68831
17 5.76 5.47 0.32 79420 6.07 5.37 0.32 67009
18 5.86 5.38 0.30 75879 6.32 5.16 0.29 71930
19 5.78 5.46 0.29 78020 6.17 5.28 0.28 72085
20 5.80 5.44 0.27 77282 6.15 5.30 0.27 72719
21 5.82 5.42 0.26 76691 6.53 4.99 0.24 70222
22 5.79 5.45 0.25 77761 6.23 5.23 0.24 71162
23 5.85 5.39 0.23 76102 6.25 5.22 0.23 68281
24 6.12 5.15 0.21 74025 6.13 5.32 0.22 67678
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Tabela 8.12: AM obteve tempo de 33.92 segundos com 10106 indivíduos processados por
segundo (p/s) com 7 cromossomos, e tempo de 35.61 com 9913 indivíduos p/s para 8
cromossomos.
7 crom. 8 crom.
N. de Processos Tempo AMF Speedup Eficiência N.Indivíduos Tempo AMF Speedup Eficiência N.Indivíduos
3 19.82 1.71 0.57 18250 20.37 1.75 0.58 18132
4 14.30 2.37 0.59 26206 14.51 2.45 0.61 26750
5 11.74 2.89 0.58 33438 12.20 2.92 0.58 32969
6 10.32 3.29 0.55 39730 12.19 2.92 0.49 38474
7 9.15 3.71 0.53 46361 9.39 3.79 0.54 43614
8 8.44 4.02 0.50 50743 8.61 4.14 0.52 50760
9 7.83 4.33 0.48 57563 7.99 4.46 0.50 55320
10 7.27 4.67 0.47 59846 7.40 4.81 0.48 62015
11 7.02 4.83 0.44 64037 7.19 4.95 0.45 62814
12 6.45 5.26 0.44 74023 6.38 5.58 0.47 70654
13 6.83 4.97 0.38 74397 6.74 5.28 0.41 67211
14 6.97 4.87 0.35 71616 6.90 5.16 0.37 66217
15 6.65 5.10 0.34 72613 6.89 5.17 0.34 66345
16 6.68 5.08 0.32 71955 6.82 5.22 0.33 66484
17 6.89 4.92 0.29 65617 6.64 5.36 0.32 67869
18 6.55 5.18 0.29 73731 6.55 5.44 0.30 68110
19 6.95 4.88 0.26 71177 6.42 5.55 0.29 69595
20 6.75 5.03 0.25 68321 6.68 5.33 0.27 67595
21 7.00 4.85 0.23 70938 6.39 5.57 0.27 70313
22 6.76 5.02 0.23 72071 6.51 5.47 0.25 69876
23 6.53 5.19 0.23 73744 6.55 5.44 0.24 69547
24 7.01 4.84 0.20 66362 7.04 5.06 0.21 65606
Tabela 8.13: AM obteve tempo de 36.86 segundos com 9561 indivíduos processados por
segundo (p/s) com 9 cromossomos, e tempo de 39.27 com 9345 indivíduos p/s para 10
cromossomos.
9 crom. 10 crom.
N. de Processos Tempo AMF Speedup Eficiência N.Indivíduos Tempo AMF Speedup Eficiência N.Indivíduos
3 21.32 1.73 0.58 17744 22.80 1.72 0.57 16919
4 14.84 2.48 0.62 25556 16.43 2.39 0.60 24207
5 12.68 2.91 0.58 32203 14.06 2.79 0.56 29833
6 10.76 3.43 0.57 37314 12.19 3.22 0.54 35033
7 9.50 3.88 0.55 41680 10.86 3.62 0.52 40234
8 9.03 4.08 0.51 48389 10.02 3.92 0.49 43779
9 8.22 4.48 0.50 54636 9.17 4.28 0.48 47253
10 7.80 4.73 0.47 55221 8.78 4.47 0.45 50026
11 7.69 4.79 0.44 60480 8.63 4.55 0.41 52858
12 7.09 5.20 0.43 63831 8.12 4.84 0.40 54585
13 7.56 4.88 0.38 62726 8.36 4.70 0.36 55401
14 7.67 4.81 034 62345 8.26 4.75 0.34 54477
15 7.65 4.82 0.32 62499 8.34 4.71 0.31 53594
16 7.40 4.98 0.31 62591 8.60 4.57 0.29 53868
17 7.10 5.19 0.31 63294 8.48 4.63 0.27 52319
18 7.49 4.92 0.27 62102 8.45 4.65 0.26 52448
19 7.29 5.06 0.27 63088 8.19 4.79 0.25 54052
20 7.53 4.90 0.25 61962 8.34 4.71 0.24 53139
21 7.15 5.16 0.25 63185 8.26 4.75 0.23 53468
22 7.29 5.06 0.23 63135 8.58 4.58 0.21 52550
23 7.48 4.93 0.21 62643 8.61 4.56 0.20 52298
24 7.30 5.05 0.21 62840 8.53 4.60 0.19 52652
Tabela 8.14: Número médio de translocações utilizando um conjunto de 100 genomas
para cada n de 3 cromossomos.
3 crom.
n Média AM Tempo AM Média AMMPT Tempo AMMPT Média AMMPS Tempo AMMPS
100 64.30 8.26 64.81 21.02 63.79 20.80
110 71.43 11.05 72.10 27.46 70.74 26.76
120 78.62 14.46 79.50 35.19 77.73 34.94
130 86.45 18.49 87.44 44.60 85.33 43.79
140 94.15 23.19 95.45 54.74 92.89 54.42
150 100.55 28.75 102.08 66.57 99.16 66.21
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Tabela 8.15: Número médio de translocações utilizando um conjunto de 100 genomas
para cada n de 4 cromossomos.
4 crom.
n Média AM Tempo AM Média AMMPT Tempo AMMPT Média AMMPS Tempo AMMPS
100 61.24 8.64 61.53 21.96 60.72 21.95
110 68.07 11.55 68.64 28.83 67.49 28.73
120 75.00 15.06 75.73 36.83 74.30 36.76
130 81.53 19.32 82.41 46.57 80.76 46.48
140 88.85 24.35 90.12 57.44 87.90 57.41
150 95.42 30.16 96.83 69.79 94.40 69.55
Tabela 8.16: Número médio de translocações utilizando um conjunto de 100 genomas
para cada n de 5 cromossomos. O tempo é dado em segundos.
5 crom.
n Média AM Tempo AM Média AMMPT Tempo AMMPT Média AMMPS Tempo AMMPS
100 57.95 9.15 58.16 23.25 57.69 23.21
110 64.78 13.17 65.12 30.38 64.35 30.29
120 72.15 16.87 72.62 38.74 71.62 38.75
130 78.48 20.33 79.25 48.70 77.82 48.81
140 85.25 25.60 86.23 59.92 84.58 59.81
150 91.89 31.53 93.07 73.08 91.20 72.94
8.2.3 Experimentos com Genomas Baseados em Dados Biológicos
Três diferentes espécies de mamíferos foram escolhidas: gato, rato e humano. Seus
genomas foram tomados de [7], considerando unicamente o material genético em comum.
Modificações nestes genomas foram feitas para satisfazer a Propriedade 1 (Seção 2.1.4 no
Capítulo 2): genes 82, 83 e 88 foram removidos no mapeamento original proposto em [7];
além disso, genes auxiliares foram adicionados no extremos de cada cromossomo para cada
um dos genoma em ordem para obter genomas co-caudais, no fim cada um dos genomas
permaneceu com 146 genes e 18 cromossomos.
Inicialmente, o genoma humano foi fixado como o genoma identidade e, corresponden-
tes mapeamentos de genes sobre os genomas do gato e do rato foram executados para dar
origem aos genomas Humano-Gato e Humano-Rato. Em seguida, o genoma do gato foi
fixado como o genoma identidade e o correspondente mapeamento de genes foi aplicado
sobre o genoma do rato para gerar o genoma Gato-Rato. Com o método descrito acima
é possível mensurar a distância evolutiva entre humano × gato, humano × rato, gato ×
rato.
Os experimentos foram conduzidos como segue: AG, AM e OBL-AG foram executados
dez vezes para cada um destes genomas (e o algoritmo aproximado de raio 1.5+ε uma
única vez), e a média das dez execuções foi tomada como resultado. Veja Tabela 8.17.
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Tabela 8.17: Resultados utilizando dados biológicos com tempo de execução fornecido em
segundos.
Genoma 1.5-Ap 1.5-Ap-Tempo AG AG-Tempo AM AM-Tempo OBL-AG OBL-AG-Tempo
Humano-Gato 43 2.34 43 17.61 43 54.78 43 30.10
Humano-Rato 53 3.37 51 18.16 51 56.86 51 31.80
Gato-Rato 53 2.71 50 17.82 50 55.04 50 30.79
8.3 Discussão
Algumas considerações são necessárias antes de discutir os resultados. No procedi-
mento de geração de genomas sintéticos (Algoritmo 16), aplicam-se reversões sobre um
único cromossomo e, unicamente translocações Prefixo-Prefixo entre os cromossomos. Ao
incluir reversões, foi possível obter instâncias do problema bem mais complexa. Translo-
cações Prefixo-Sufixo não foram consideradas, pois uma operação Prefixo-Sufixo pode ser
simulada combinando uma reversão seguida de uma operação Prefixo-Prefixo [5].
É importante enfatizar que o algoritmo proposto em [5], o qual é usado como função de
aptidão, encontrava-se implementado em Java pelos seus autores como uma ferramenta
inclusa no framework UniMoG [25]. Esta implementação foi traduzida em C neste trabalho.
Afim de manter o padrão de qualidade, exaustivos testes foram executados para validar
os resultados desta implementação comparando os resultados de ambas as versões (Java
e C).
Afim de facilitar a leitura, a discussão será particionada em duas partes. A primeira
parte será restrita aos algoritmos evolutivos implementados de forma serial, e a segunda
parte será relacionada aos algoritmos paralelos.
Algoritmos Seriais
Os resultados apresentados nas Tabelas 8.4, 8.6 e 8.17 também são apresentados em
[43]. Ao olhar para os resultados em ambas as tabelas é notório que o algoritmo apro-
ximado apresenta pouquíssimas variações no tempo de execução, mesmo para genomas
contendo 150 genes, isto se deve ao fato que as soluções providas pelo algoritmo aproxi-
mado são baseadas nos cálculos dos 2-ciclos e os genomas gerados tanto dos dados bioló-
gicos quanto do Algoritmo 16 possuem um baixo número de 2-ciclos. Logo, a execução
do algoritmo aproximado torna-se muito rápida.
A partir dos experimentos usando grupos de genomas sintéticos (Tabelas 8.5 e 8.7)
pode-se observar que quando o número de genes é incrementado, os algoritmos evolutivos
tendem a aumentar seus respectivos tempos de execução continuamente "como esperado".
Isto pode ser claramente observado na Figura 8.1, para entradas com 2 cromossomos.
Outro fator que influência o tempo, é o número de cromossomos, o tempo de execução
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também sofre aumento quando o número de cromossomos é incrementado. Isto se deve
ao fato que, tendo mais cromossomos, o processo de construção da floresta pertencente
ao algoritmo utilizado como função de aptidão se torna mais complexa (identificações de
SPs e MinSPs nos cromossomos).
Figura 8.1: Tempos de execução dos algoritmos evolutivos considerando diferentes quan-
tidades de genes para 2 cromossomos.
Ao observar o tempo necessário para computar genomas grandes (contendo 150 genes),
os experimentos mostram que AM e OBL-AG tomam aproximadamente 184% e 47% do
tempo de execução do AG, respectivamente. Todavia, tanto AM quanto OBL-AG são
de interesse prático uma vez que o primeiro algoritmo leva pouco menos 1 minuto para
computar genomas com 150 genes e 10 cromossomos em um modesto OS X de 3,1 GHz
com processador Intel Core i5 de 4 cores sem Hyper-threading.
A partir das Tabelas 8.4 e 8.6, pode-se concluir que o AG computa em média melhores
resultados que aqueles providos pelo algoritmo aproximado. Além disso, para genomas
contendo 50 genes ou mais, o AG fornece resultados aproximadamente 12% melhores que
o algoritmo aproximado (menos translocações são usadas para transformar um genoma
em outro). Para as versões do AG utilizando métodos de otimização, pode-se observar
que AM fornece melhores resultados comparados tanto com o AG (aproximadamente
1%) quanto com o OBL-AG (cerca de 0.87%), e o OBL-AG apresenta resultados muito
semelhantes aos providos pelo AG (melhoria de aproximadamente 0.09%).
Ao analisar os experimentos utilizando específicos genomas (Tabelas 8.8 e 8.9), o AM
provê melhores resultados quando comparado com AG e OBL-AG respectivamente. Ao
considerar as mesmas medidas, o OBL-AG apresenta uma pequena melhoria comparado
ao AG, e para certas instâncias os resultados são os mesmos.
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A partir dos experimentos usando dados biológicos, pode-se observar que AG, OBL-
AG e AM apresentam os mesmos resultados. Isto é explicado porque estes genomas são
instâncias muito fáceis de resolverem, uma vez que, gato, humano e rato, possuem uma
sequência genética muito similar. Além disso, os piores resultados são aqueles computados
pelo algoritmo aproximado, o qual é utilizado como mecanismo de controle mínimo de
qualidade.
Algoritmos Paralelos
Nos primeiros ciclos da pequisa onde foram propostos algoritmos genéticos para lidar
com o problema DTS ([42] e [43]) não nos preocupamos com o tempo de execução, e
sim na precisão das soluções fornecidas por estes algoritmos. Esta foi a principal razão
para propor a implementação do Algoritmo 12 (AMF ). Com relação aos resultados dos
experimentos, pode-se concluir que utilizando o modelo de paralelização global, onde os
processos escravos realizam o cálculo da função de aptidão, reduz-se substancialmente o
tempo de execução do AM, mantendo a precisão dos resultados. Como pode ser visto
nas respectivas Tabelas 8.10, 8.11, 8.12 e 8.13, é notável que, utilizando 12 processos
se tem os melhores tempos de execução (aproximadamente 5x mais rápido), mesmo a
máquina tendo condições de utilizar até 24 processos simultaneamente. A explicação mais
plausível se deve ao fato que o tempo de execução de cada genoma é baixo (entre 30 e 40
segundos) para que, ao aumentar a quantidade de processos, continue obtendo ganho de
desempenho, uma vez que se utiliza MPI para a implementação, ao aumentar o número
de processos, tem-se o aumento do número de troca de mensagens e eventualmente, o
aumento do gargalo. Além disso, a técnica de Hyper-threading não oferece desempenho
igual a uma máquina que contenha o mesmo número de núcleos físicos, uma vez que tal
técnica aproveita os ciclos ociosos de cada núcleo real para realizar processamento, isto
dá um ganho de desempenho entre 20% a 30%, o que acaba não compensando o custo
do gargalo nas trocas de mensagens ao colocar mais de 12 processos (a máquina utilizada
contém 12 núcleos reais). Outro ponto a destacar é que ao utilizar mais de 12 processos
não se obtém incremento no speedup, porém estes valores obtidos são superiores aos demais
speedups utilizando um número de processos inferior a 12.
Ao observar a eficiência do AMF , pode-se concluir que a medida que se incrementa o
número de processos nos experimentos, salve algumas exceções para 3 e 4 processos, onde
a eficiência aumenta ou para alguns outros casos onde se mantém, a eficiência decresce em
aproximadamente 3%. Com relação ao número de indivíduos processados por segundo, os
experimentos mostram que o maior número é obtido justamente com 12 processos o que
de certa forma é normal visto que os melhores speedups são alcançados com 12 processos
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simultâneos. Para mais de 12 processos, o número de indivíduos processados por segundo
é superior em todos os experimentos realizados com o número de processos inferior a 11.
Os resultados obtidos pelo AM foram relatados para superar a precisão das soluções
providas pelo algoritmo genético proposto em [42] bem como os resultados fornecidos
pelo algoritmo aproximado de raio 1.5+ε. Assim, o segundo experimento foi realizado
com AMMPT e AMMPS (versões em paralelo do AM ), com o intuito de aumentar a o
número de indivíduos e consequentemente melhorar a precisão dos resultados.
A partir das Tabelas 8.15 e 8.16 pode-se observar que o AMMPS sobrepõem a quali-
dade dos resultados providos por ambos algoritmos AMMPT e AM. Comparado com os
resultados do AM isto já era esperado, visto que AMMPS faz uso de uma amostra do
espaço de busca bem mais extensa (24 vezes maior). Entretanto, não era esperado que
o AMMPT fornecesse resultados inferiores ao AM, visto que o espaço de busca da ver-
são em paralelo é bem mais extenso que o da versão sequencial, contudo na literatura,
os grandes autores que lidam com algoritmo genético deixam claro que a estratégia de
elitização tende a prover indivíduos mais aptos, todavia, há o risco de, ao manter uma
população totalmente elitizada, possa-se perder genes que poderiam estar contidos em
indivíduos menos aptos, que por sua vez poderiam ser usados para convergir a resultados
mais expressivos. Outra observação, é que foi utilizado no AMMPT os mesmos valores dos
parâmetros definidos para o AM, em uma eventual continuação deste trabalho é desejável
definir os parâmetros utilizados pelo AMMPT , na tentativa de melhorar os resultados pro-
vidos pelo mesmo. Além disso, é importante enfatizar que mesmo com a paralelização do
AM há apenas uma pequena vantagem (aproximadamente 1.07%) do AMMPS para com
o AM em se tratando da qualidade das soluções providas por ambos com genomas de até
150 genes para 3, 4 e 5 cromossomos. Contudo, ao olhar os resultados na Figura 8.2 (dife-
rença entre o resultados providos pelo AM serial e o AMMPS) é possível constatar que a
medida que se incrementa a quantidade de genes e consequentemente a amostra do espaço
de busca do problema se torna maior, a precisão dos resultados providos pelo AMMPS se
tornam cada vez melhores. Em relação ao tempo, tem-se que, além do AMMPT fornecer
os piores resultados, ele também consome mais tempo de execução, cerca de 242% e 0.3%
mais tempo de processamento quando comparado com AM e AMMPS respectivamente.
Como considerações finais, foi decepcionante o AMMPT ter sido um fracasso, visto que se
tinha muitas expectativas em relação ao seu desempenho. O AMMPS fornecer resultados
melhores que o AM era óbvio, já que, uma execução de si, equivale a realizar 24 experi-
mentos diferentes com o AM. Todavia, há um ponto positivo que deve ser apontado com
relação ao AMMPS, o tempo de execução destes 24 experimentos simultâneos tem um
tempo bem mais baixo quando comparado com o tempo de realizar os mesmos 24 experi-
mentos sequencialmente (aproximadamente 916%), ou mesmo fazendo uso do MAF com
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12 processos (aproximadamente 89%). Os dados utilizados para calcular a porcentagem
de ganho de tempo do AMMPS foram tomados das Tabelas 8.10, 8.11, 8.14, 8.15 e 8.15.
Figura 8.2: Diferença entre os resultados providos pelo AM e os resultados fornecidos
pelo AMMPS.
8.3.1 Análise Estatística
A avaliação estatística tem sido considerada uma parte essencial na validação da quali-
dade dos resultados providos por algoritmos baseados em aprendizagem. A ideia consiste
em a partir de um conjunto de entradas fornecidas para ambos algoritmos envolvidos,
avaliar estatisticamente se há alguma diferença nos resultados providos por tais algorit-
mos.
Aqui, a análise estatística tem como objetivo verificar se existe alguma diferença nos
resultados providos pelo OBL-AG e AM quando comparado com os resultados do AG ; e
as soluções do melhor algoritmo em paralelo AMMPS com relação as soluções do AM e
AMMPT .
As amostras utilizadas para os testes são genomas sem sinal denotados como bench-
marks propostos em [43] os quais também foram utilizados e apresentados na Seção 8.2.2.
A análise é realizada seguindo a metologia discutida em [16, 17, 36]; que é, inicialmente,
aplicar o teste de Kolgomorov-Smirnov para determinar a distribuição não normal das
amostras (50 execuções do AG, OBL-AG, AM, AMMPS e AMMPT ). Então, aplica-se o
teste de Wilcoxon considerando um nível de confiabilidade de 95%, o qual representa uma
significância de 5% ou valor inferior a 0.05; para comparar a mediana de pares de amos-
tras (genomas) entre dois algoritmos. Os resultados do teste de Wilcoxon são mostrados
respectivamente nas Tabelas 8.18, 8.19 e 8.20. Duas colunas são incluídas: uma com a
mediana e a outra com o resultado do teste estatístico, onde símbolo “s+” indica que
dois algoritmos apresentam diferenças nos resultados e “s−” indica que não há qualquer
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diferença estatística nos resultados providos (valor > 0.05) entre eles. A seguir, ao se
referir como desempenho superior e inferior, tem-se que a mediana possui um valor menor
e maior, respectivamente.
Avaliando primeiramente os algoritmos sequenciais, pode-se observar na Tabela 8.18
que em muitos casos, o AM apresenta desempenho superior com relação ao AG eOBL-AG.
A partir da Tabela 8.18, pode-se observar que o OBL-AG possui desempenho diferente
somente com relação ao AM, e nenhuma diferença quando comparado com o AG ; o que
significa que estatisticamente as soluções providas pelo OBL-AG não possuem nenhuma
significância estatística quando comparadas com as soluções fornecidas pelo AG. Além
disso, é importante destacar que mesmo o OBL-AG apresentando desempenho diferente
do AM, em muitos casos, o OBL-AG possui desempenho inferior.
Para os algoritmos paralelos, foram realizados testes estatísticos somente com relação
ao AMMPS (sem troca de indivíduos), visto que o AMMPT (com troca de indivíduos)
apresenta resultados piores que o AM. A partir da Tabela 8.20 pode se observar que
na maioria das amostras os resultados providos pelo AMMPS são diferentes que aqueles
fornecidos tanto pelo AM e AMMPT . Em se tratando de desempenho, o AMMPS supera
os resultados do AM na maioria dos experimentos. Em relação ao AMMPT , é ainda mais
evidente, o AMMPS apresenta melhor desempenho para todo o conjunto de amostras
(valor da mediana é menor).
Tabela 8.18: AM versus outros algoritmos utilizando o teste de Wilcoxon.
Genomas AM AG OBL-AG
GL150C2 102.00 102.50 s+ 102.00 s+
GL150C3 109.00 109.00 s+ 109.50 s+
GL150C4 100.00 101.00 s+ 101.00 s+
GL150C5 96.00 97.00 s+ 97.00 s+
GL150C6 84.00 85.00 s+ 84.00 s+
GL150C7 90.00 91.00 s+ 91.00 s+
GL150C8 77.00 77.50 s+ 78.00 s+
GL150C9 78.00 79.00 s+ 79.00 s+
GL150C10 77.00 77.00 s+ 77.00 s+
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Tabela 8.19: OBL-AG versus outros algoritmos utilizando o teste de Wilcoxon.
Genomas OBL-AG AG AM
GL150C2 102.00 102.50 s− 102.00 s+
GL150C3 109.50 109.00 s− 109.00 s+
GL150C4 101.00 101.00 s− 100.00 s+
GL150C5 97.00 97.00 s− 96.00 s+
GL150C6 84.00 85.00 s− 84.00 s+
GL150C7 91.00 91.00 s− 90.00 s+
GL150C8 78.00 77.50 s− 77.00 s+
GL150C9 79.00 79.00 s− 78.00 s+
GL150C10 77.00 77.00 s− 77.00 s+
Tabela 8.20: AMMPS versus outros algoritmos utilizando o teste de Wilcoxon.
Genomas AMMPS AM AMMPT
L150C2 100.00 102.00 s+ 104.00 s+
L150C3 106.00 108.00 s+ 109.00 s+
L150C4 99.00 100.00 s+ 103.00 s+
L150C5 95.00 96.00 s+ 97.00 s+
L150C6 84.00 84.00 s− 86.00 s+
L150C7 90.00 90.00 s+ 92.00 s+
L150C8 76.00 77.00 s+ 77.00 s+
L150C9 78.00 78.00 s+ 78.00 s−
L150C10 77.00 77.00 s− 78.00 s+
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Capítulo 9
Conclusão e Trabalhos Futuros
Neste trabalho foi proposto um algoritmo genético (AG), para resolver o problema
de distância evolutiva entre genomas sem sinal por translocações. Este AG atua em
uma população de genomas com sinal gerados a partir de um genoma fornecido como
entrada e após cada geração a população evolui com a inserção de descendentes contendo
as menores distâncias de translocação. De fato, a ideia chave do AG, está no uso da
função de aptidão baseada no cálculo de soluções exatas para genomas com sinal, usando
o algoritmo de tempo linear no número de genes do genoma proposto em [5]. Em seguida,
dois algoritmos evolucionários híbridos para o problema de distância de translocação entre
genomas sem sinal foram propostos, baseando-se no AG. As principais características
destes novos algoritmos, chamados de AM e OBL-AG, é a aplicação das técnicas de
otimização, de: memético e aprendizagem baseada em oposição (OBL-Opposition-based
Learning), respectivamente. Tais técnicas são acrescentadas ao iniciar a população, no
reinício da população sempre que o limite de entropia é alcançado, e como um novo
estágio após o ciclos de reprodução. Em ambos algoritmos, a convergência da população
é controlada utilizando um método conhecido como entropia de Shannon.
Para o desenvolvimento do método e execução de testes experimentais que permitiram
verificar a qualidade das respostas fornecidas foi necessário realizar o seguinte.
• Implementação do algoritmo aproximado de raio 1.5+ε proposto em [14]. Dessa
forma foi realizado um minucioso estudo teórico a fim de alcançar um algoritmo que
computasse corretamente as soluções dentro do raio proposto.
• Na literatura há poucos genomas baseados em dados biológicos contendo mais de
um cromossomo. Assim, foi implementado um algoritmo para a geração de genomas
sintéticos baseados em translocações e reversões para que testes mais específicos
pudessem ser aplicados.
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• Dos genomas baseados em dados biológicos com mais de um cromossomo que se
encontram mapeados, escolheram-se três (gato, rato e humano). Todavia, para
mensurar a distância evolutiva entre essas espécies utilizando translocações foi ne-
cessário realizar um mapeamento sobre o original [7], para satisfazer a propriedade,
onde dados dois genomas os mesmos devem possuir o mesmo conjunto de genes
finais dos seus respectivos cromossomos.
• Para o cálculo da função de aptidão do AG foi utilizado o código fonte do algoritmo
de tempo linear para o problema de distância de translocações entre genomas com
sinal, disponibilizado em [25]. Tal algoritmo encontrava-se implementado em Java
como parte de um framework (UniMoG) utilizado para computar distâncias evolutivas
entre espécies através de várias métricas. Deste modo, houve a necessidade de isolar
a parte referente à distância de translocação entre genomas com sinal e abstrair para
uma implementação em C.
• Duas versões em paralelo do AM foram propostas para resolver o problema de dis-
tância de translocação entre genomas sem sinal. A primeira AMF busca melhor
desempenho de execução conservando a precisão dos resultados fazendo uso do mo-
delo global (mestre-escravo), onde o processo mestre mantém os estágios do AM
sobre uma única população, enquanto que os processos escravos ficam encarrega-
dos de computar o valor de aptidão de cada indivíduo. A segunda versão busca
incrementar a precisão dos resultados utilizando múltiplas populações, onde cada
processo mantém uma instância do AM com sua população. Nesta versão, duas
variantes foram propostas, uma com troca dos melhores indivíduos entre as popu-
lações (AMMPT ), e uma sem quaisquer trocas de indivíduos entre as populações
(AMMPS).
• Para obter um máximo desempenho dos AGs, os seguintes parâmetros foram ajus-
tados via experimentos.
– AG : probabilidade de cruzamento, probabilidade de mutação, número de pon-
tos de cruzamento, % da população para seleção e % da população para subs-
tituição.
– OBL-AG : utiliza os parâmetros do AG, incorporando os parâmetros % da po-
pulação para aplicar OBL, % de preservação da população ao reiniciar e limite
de entropia.
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– AM, AMF e AMMPS: utilizam os parâmetros do AG, incorporando os parâ-
metros % da população para busca local, % de preservação da população ao
reiniciar e limite de entropia.
– AMMPT : utiliza os parâmetros do AM, incorporando o parâmetro % troca de
indivíduos.
Experimentos e Resultados:
• Experimentos com genomas sintéticos utilizando algoritmos seriais:
– O AG fornece resultados com precisão de cerca de 12 % melhor que o algoritmo
aproximado de raio 1.5+ε.
– O AM apresenta melhores precisões nos resultados comparados com AG e
OBL-AG respectivamente, e o OBL-AG apresenta soluções muito semelhantes
quando comparado com AG.
– Uma análise estatística para os algoritmos evolutivos AG, OBL-AG, AM foi
realizada utilizando o teste de Wilcoxon, onde são considerados como amostras
genomas benchmark propostos em [43]. Desta análise, concluiu-se que AM
apresenta melhor desempenho nos resultados comparados com AG e OBL-AG
respectivamente, e que os resultados providos pelo OBL-AG não apresentam
nenhuma diferença significativa de desempenho quando comparados com os
resultados fornecidos pelo AG.
• Experimentos com genomas sintéticos utilizando algoritmos paralelos:
– AMF reduz o tempo de execução do AM em aproximadamente 5 vezes.
– Em se tratando das variantes com múltiplas populações, o AMMPS obtém
melhora na precisão dos resultados quando comparado com AM e o AMMPT .
Todavia, a versão na qual há troca de indivíduos AMMPT não fornece qualquer
melhora na precisão dos resultados.
– Através de uma análise estatística baseada no teste de Wilcoxon, considerando
como amostras, os genomas benchmark propostos em [43], para o AMMPS,
AMMPT e AM ; tem-se que o AMMPS provê tanto resultados diferentes quanto
melhores que o AMMPT e AM. Quando comparado com o AM, os resultados
(valor da mediana) providos pelo AMMPS superam em 77.7% do conjunto de
amostras adotado e com relação ao AMMPT os resultados (valor da mediana)
superam em 88.8%.
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• Experimentos com genomas biológicos utilizando algoritmos seriais:
– três genomas baseados em dados biológicos (gato, rato, e humano) foram pro-
cessados, onde os experimentos usando estes dados mostraram que o AG, AM
e OBL-AG computam os mesmos resultados, em compensação, todos superam
os resultados providos pelo algoritmo aproximado de raio 1.5+ε.
É necessário enfatizar, que o cálculo da função de aptidão está restrito unicamente a
distância de translocação sem necessariamente calcular a sequência de translocações que
transforma (ou ordena) um genoma em outro. Do ponto de vista biológico, isto não é
um problema, uma vez que não é necessário se ter em mãos a sequência de ordenação
para realizar uma reconstrução filogenética; além disso, esta sequência não detêm muita
significância, já que, existe mais de uma sequência, a qual fornece uma ordenação ótima.
Como possíveis trabalhos futuros, propõe-se o seguinte:
• Estudar e implementar o algoritmo de raio de aproximação 1.408+ε, já que ainda
não foi provida uma implementação para este algoritmo.
• Adicionar novos genomas baseados em dados biológicos.
• Estudar possíveis adaptações para aprimorar o AG com a técnica de otimização
OBL do tipo-II.
• Estudar possibilidades de aprimorar o AG mesclando ambas as técnicas memético
e OBL.
• Estudar outras possibilidades de explorar paralelismo para aprimorar a precisão
dos resultados. O fato do algoritmo AMMPS ter fornecido melhores soluções em
comparação com o AM, já era esperado, visto que o AMMPS unicamente simula
a execução de 24 (número de processos utilizados nos experimentos) instâncias do
AM, onde cada uma mantém uma população diferente, o que de certa forma con-
siste em unicamente aumentar o espaço de amostragem do problema em questão.
Com relação ao AMMPT , foi decepcionante os resultados fornecidos pelo mesmo,
já que o tamanho do espaço de amostragem é o mesmo considerado no AMMPS,
era esperado que pelo menos os resultados pudessem competir com os do AM. Dois
pontos passaram despercebidos, e que por falta de tempo não puderam ser repara-
dos, e que por ventura podem explicar o fracasso do AMMPS: 1) avaliar com mais
cuidado a escolha de quais indivíduos são compartilhados e 2) refazer os testes para
definir quais os melhores valores a serem fixados para os parâmetros utilizados pelo
algoritmo, uma vez que foram utilizados os mesmos valores tomados pelo AM e o
processo de escolha do melhor valor foi realizado unicamente para o novo parâmetro
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incorporado ao AMMPT . Assim, tem-se em mente que como uma contribuição mais
pertinente perante a comunidade científica, explorar o paralelismo com granulari-
dade grossa, utilizando outros métodos para realizar a troca de indivíduos entre as
populações envolvidas e refazer os experimentos para fixar os parâmetros utilizados
no AMMPT , possa ser um dos meios de se obter uma precisão nos resultados que
pelo menos se equipare com as providas pelo AMMPS.
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