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Abstract
In this paper, we present a versatile method for visual lo-
calization. It is based on robust image retrieval for coarse
camera pose estimation and robust local features for ac-
curate pose refinement. Our method is top ranked on vari-
ous public datasets showing its ability of generalization and
its great variety of applications. To facilitate experiments,
we introduce kapture, a flexible data format and process-
ing pipeline for structure from motion and visual localiza-
tion that is released open source. We furthermore provide
all datasets used in this paper in the kapture format to fa-
cilitate research and data processing. The code can be
found at https://github.com/naver/kapture,
the datasets as well as more information, updates, and news
can be found at https://europe.naverlabs.com/
research/3d-vision/kapture.
1. Introduction
Visual localization The goal of visual localization is to
estimate the accurate position and orientation of a cam-
era using its images. In detail, correspondences between
a representation of the environment (map) and query im-
ages are utilized to estimate the camera pose in 6 de-
grees of freedom (DOF). The representation of the envi-
ronment can be a structure from motion (SFM) reconstruc-
tion [35, 43, 13, 40, 26], a database of images [47, 44, 33],
or even a CNN [16, 20, 5, 39]. Structure-based meth-
ods [35, 24, 36, 22, 44, 40] use local features to estab-
lish correspondences between 2D query images and 3D
reconstructions. These correspondences are then used to
compute the camera pose using perspective-n-point (PNP)
solvers [17] within a RANSAC loop [12, 7, 21]. To re-
duce the search range in large 3D reconstructions, image
retrieval methods can be used to first retrieve most rele-
vant images from the SFM model. Second, local correspon-
dences are established in the area defined by those images.
Scene point regression methods [42, 6] establish the 2D-3D
correspondences using a deep neural network (DNN) and
absolute pose regression methods [16, 20, 5, 39] directly
estimate the camera pose with a DNN. Furthermore, also
objects can be used for visual localization, such as proposed
in [49, 32, 8, 3].
Challenges Since in visual localization correspondences
between the map and the query image need to be estab-
lished, environmental changes present critical challenges.
Such changes could be caused by time of day or season of
the year, but also structural changes on house facades or
store fronts are possible. Furthermore, the query images
can be taken under significantly different viewpoints than
the images used to create the map.
Long term visual localization To overcome these chal-
lenges, researchers proposed various ways to increase ro-
bustness of visual localization methods. Most relevant to
our work are data-driven local [25, 10, 11, 30, 9] and
global [1, 28, 29] features. Instead of manually describ-
ing how keypoints or image descriptions should look like, a
large amount of data is used to train an algorithm to make
this decision by itself. Recent advances in the field showed
great results on tasks like image matching [27] and visual
localization [33, 11, 31]. [37] provide an online benchmark
which consists of several datasets covering a variety of the
mentioned challenges.
In this paper, we present a robust image retrieval-based
visual localization method. Extensive evaluations show that
it reports top results on various public datasets which high-
lights its versatile application. We implemented our algo-
rithm using our newly proposed data format and toolbox
named kapture. The code is open source and all datasets
from the website mentioned above are provided in this for-
mat.
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Figure 1. Overview of the structure from motion (SFM) reconstruction of the map from a set of training (mapping) images. Photos: Sceaux
Castle image dataset2
2. Visual Localization Method
As a reminder, visual localization is the problem of es-
timating the 6DOF pose of a camera within a known 3D
space representation using query images. There are several
ways to tackle this problem including structure-based meth-
ods [35, 24, 36, 22, 44, 40], pose [16, 20, 5, 39] and scene
point regression-based [42, 6] methods or image retrieval-
based methods [46, 51, 47]. Our approach follows the work-
flow of image retrieval as well as structure-based meth-
ods and combines functionalities provided by the COLMAP
SFM library3 [40] as well as our local features R2D2 [30]
and our global image representation APGeM [29]. The
method consists of two main components: the SFM-based
mapping pipeline (shown in Figure 1) and the localization
(image registration) pipeline (shown in Figure 2).
Mapping SFM is one of the most popular strategies for
reconstruction of a 3D scene from un-ordered photo collec-
tions [43, 13, 40, 26]. The main idea is to establish 2D-2D
correspondences between local image features (keypoints)
of mapping4 image pairs, followed by geometric verifica-
tion to remove outliers. By exploiting transitivity, obser-
vations of a keypoint can be found in several images al-
lowing to apply relative pose estimation for initialization of
the reconstruction followed by 3D point triangulation [15]
and image registration for accurate 6DOF camera pose es-
timation. RANSAC [12, 7, 21] can be used to increase ro-
bustness of several steps in this pipeline and bundle adjust-
ment [48] can be used for global (and local) optimization of
the model (3D points and camera poses). Since the camera
poses of the training images for all datasets used in this pa-
per are known, our mapping pipeline can skip this step. For
geometric verification of the matches and triangulation of
the 3D points, we used COLMAP. Figure 1 illustrates our
3https://colmap.github.io
3https://github.com/openMVG/ImageDataset_
SceauxCastle
4Also referred to as training images.
mapping workflow.
Localization Similarly to the reconstruction step, 2D-2D
local feature correspondences are established between a
query image and the database images used to generate the
map. In order to only match relevant images, we use im-
age retrieval to obtain the 20 most similar images from
the database. Since many keypoints from the database im-
ages correspond to 3D points of the map, 2D-3D correspon-
dences between query image and map can be established.
These 2D-3D matches are then used to compute the 6DOF
camera pose by solving a PNP problem [17, 18, 19] ro-
bustly inside a RANSAC loop [12, 7, 21]. We again used
COLMAP for geometric verification and image registration.
Local descriptors We can see, that both pipelines (map-
ping and localization) heavily rely on local image descrip-
tors and matches. Early methods used handcrafted local fea-
ture extractors, notably the popular SIFT descriptor5 [23].
However, those keypoint extractors and descriptors have
several limitations, including the fact that they are not nec-
essary tailored to the target task. Therefore, several data-
driven learned representations were proposed recently in-
cluding learning local features with end-to-end deep archi-
tectures (see the evolution of local features in [9, 41]).
Our method uses R2D2 [30], which is a sparse keypoint
extractor that jointly performs detection and description but
separately estimates keypoint reliability and keypoint re-
peatability. Keypoints with high likelihoods on both as-
pects are chosen which improves the overall feature match-
ing pipeline. R2D2 uses a list-wise loss that directly max-
imises the average precision to learn reliability. Since a very
large amount of image patches (only one is correct) is used
per batch, the resulting reliability is well suited for the task
of matching. Since reliability and patch descriptor are re-
lated, the R2D2 descriptor is extracted from the reliability
5as used in COLMAP
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Figure 2. Overview of the localization pipeline which registers query images in the SFM map. Photos: Sceaux Castle image dataset3
network. The R2D2 model was trained with synthetic im-
age pairs generated by known transformations (homogra-
phies) providing exact pixel matches as well as optical flow
data from real image pairs. See Section 4 for details about
the model.
Image retrieval In principle, mapping and localization
can be done by considering all possible image pairs. How-
ever, this approach does not scale well to visual localization
in real-world applications where localization might need to
be done in large scale environments such as big buildings
or even cities. To make visual localization scaleable, im-
age retrieval plays an important role. On the one hand,
it makes the mapping more efficient, on the other hand,
it increases robustness and efficiency of the localization
step [14, 34, 44]. This is achieved in two steps: First, the
global descriptors are matched in order to find the most
similar images which form image pairs (e.g. reference-
reference for mapping and query-reference for localization).
Second, these image pairs are used to establish the local
keypoint matches.
Localization approaches based on image retrieval typ-
ically use retrieval representations designed for geo-
localization [1, 45, 2]. However, our initial experiments
have not shown superiority of these features compared to
our off-the-shelf deep visual representations Resnet101-
AP-GeM [29]. Note that our model was trained for the
landmark retrieval task on the Google Landmarks (GLD)
dataset [25]. The model considers a generalized mean-
pooling (GeM) layer [28] to aggregate the feature maps into
a compact, fixed-length representation which is learned by
directly optimizing the mean average precision (mAP).
3. Kapture
3.1. Kapture format and toolbox
When running a visual localization pipeline on several
datasets, one of the operational difficulties is to convert
those datasets into a format that the algorithm and all the
tools used can handle. Many formats already exist, no-
tably the ones from Bundler6, VisualSFM7, OpenMVG8,
OpenSfM9, and COLMAP10, but none met all our require-
ments. In particular we needed a format that could handle
timestamps, shared camera parameters, multi-camera rigs,
but also reconstruction data (keypoints, descriptors, global
features, 3D points, matches...) and that would be flexible
and easy to use for localization experiments. Furthermore,
it should be easy to convert data into other formats sup-
ported by major open source projects such as OpenMVG
and COLMAP.
Inspired by the mentioned open source libraries, kapture
started as pure data format that provided a good represen-
tation of all the information we needed. It then grew into a
Python toolbox and library for data manipulation (conver-
sion between various popular formats, dataset merging/s-
plitting, trajectory visualization, etc.), and finally it became
the basis for our mapping and localization pipeline. More
precisely, the kapture format can be used to store sensor
data: images, camera parameters, camera rigs, trajectories,
but also other sensor data like lidar or wifi records. It can
also be used to store reconstruction data, in particular local
descriptors, keypoints, global features, 3D points, observa-
tions, and matches.
We believe that the kapture format and tools could be
useful to the community, so we release them as open-
source at https://github.com/naver/kapture.
We also provide major public datasets of the domain in this
format to facilitate future experiments for everybody.
6https://www.cs.cornell.edu/˜snavely/bundler/
bundler-v0.4-manual.html#S6
7http://ccwu.me/vsfm/doc.html#nvm
8https://openmvg.readthedocs.io/en/latest/
software/SfM/SfM_OutputFormat/
9https://www.opensfm.org/docs/dataset.html/
10https://colmap.github.io/format.html
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3.2. Kapture pipeline
We implemented our visual localization method, de-
scribed in Section 2, on top of the kapture tools and li-
braries. In particular, the mapping pipeline consists of the
following steps:
1. Extraction of local descriptors and keypoints
(e.g. R2D2) of training images
2. Extraction of global features (e.g. APGeM) of training
images
3. Computation of training image pairs using image re-
trieval based on global features
4. Computation of local descriptor matches between
these image pairs
5. Geometric verification of the matches and point trian-
gulation with COLMAP
The localization steps are similar:
1. Extraction of local and global features of query images
2. Retrieval of similar images from the training images
3. Local descriptor matching
4. Geometric verification of the matches and camera pose
estimation with COLMAP
4. Evaluation
For evaluation of our method, we chose the datasets pro-
vided by the online visual localization benchmark11 intro-
duced in [37]. Each of these datasets is split into a training
(mapping) and a test set. The training data, which consists
of images, corresponding poses in the world frame as well
as intrinsic camera parameters, is used to construct the map,
the test data is used to evaluate the precision of the localiza-
tion method. Intrinsic parameters of the test images are not
always provided.
We converted all datasets to kapture which provided an
easy way to evaluate our methods on a variety of datasets
using the proposed method. We used the publicly available
models for R2D212 and APGeM13 for all datasets and eval-
uations. If not indicated differently, we used the top 20k
keypoints extracted with R2D2.
Parameters We experimented with three COLMAP pa-
rameter settings which are presented in Table 1. For map
generation, we always used config1.
11http://visuallocalization.net
12r2d2 WASF N8 big from https://github.com/naver/r2d2
13Resnet101-AP-GeM-LM18 from https://github.com/
almazan/deep-image-retrieval
Metrics All datasets used are divided into different con-
ditions. These conditions could be different times of day,
differences in weather such as snow, or even different build-
ings or locations within the dataset. In order to report local-
ization results, we used the online benchmark11 which com-
putes the percentage of query images which where localized
within three pairs of translation and rotation thresholds.
4.1. Aachen Day-Night
The Aachen Day-Night dataset [37, 38] represents an
outdoor handheld camera localization scenario where all
query images are taken individually with large changes in
viewpoint and scale, but also between daytime and night-
time. In detail, the query images are divided into the classes
day and night and the two classes are evaluated separately.
We evaluated our method in two settings: (i) we used the
full dataset to construct a single map using the provided
reference poses and localized all query images within this
map, and (ii) we used the pairs14 provided for the local
features evaluation task on the online benchmark11, which
cover nighttime images only. Table 2 presents the results.
4.2. Inloc
Inloc [44, 50] is a large indoor dataset for visual lo-
calization. It also represents a handheld camera scenario
with large viewpoint changes, occlusions, people and even
changes in furniture. Contrary to the other datasets, Inloc
also provides 3D scan data, i.e. 3D point clouds for each
training image. However, since the overlap between the
training images is quite small, the resulting structure from
motion models are sparse and, according to our experience,
not suitable for visual localization. Furthermore, the Inloc
environment is very challenging for global and local fea-
tures because it contains large textureless and many repeti-
tive areas. To overcome these problems, the original Inloc
localization method [44] introduced various dense match-
ing and pose verification methods which make use of the
provided 3D data.
Mapping Even if impressive results were achieved, we
did not follow the Inloc method since we did not want to
change the core of our method for a specific dataset. In-
stead, we constructed our SFM map using the provided 3D
data and the camera poses, which differs from the mapping
described in Section 2. We first assign a 3D point to each
local feature in the training images. Second, we generate
matches based on 3D points. In detail, we look for local
features which are the projection of the same 3D point in
different images. To decide whether or not a 3D point is the
same for different keypoints, we use an Euclidean distance
14https://github.com/tsattler/
visuallocalizationbenchmark
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Table 1. Parameter configurations.
COLMAP image registrator config1 config2 config3
−−Mapper.ba refine focal length 0 0 1
−−Mapper. ba refine principal point 0 0 0
−−Mapper.ba refine extra params 0 0 1
−−Mapper.min num matches 15 4 4
−−Mapper.init min num inliers 100 4 4
−−Mapper.abs pose min num inliers 30 4 4
−−Mapper. abs pose min inlier ratio 0.25 0.05 0.05
−−Mapper.ba local max num iterations 25 50 50
−−Mapper.abs pose max error 12 20 20
−−Mapper. filter max reproj error 4 12 12
Table 2. Results on Aachen Day-Night. In pairs we used the top
40k R2D2 keypoints. Day: (0.25m, 2◦) / (0.5m, 5◦) / (5m, 10◦),
Night: (0.5m, 2◦) / (1m, 5◦) / (5m, 10◦)
setting day night
full (config2) 88.7 / 95.8 / 98.8 44.9 / 62.2 / 85.7
pairs (config1) - 48.0 / 67.3 / 88.8
threshold (5mm, 1mm, and 0.5mm). This results in a very
dense 3D map (Figure 3) where each 3D point is associated
with a local descriptor and can, thus, be used in our method.
Localization We ran the localization pipeline (Figure 2)
for all provided query images. Table 3 presents the results.
Table 3. Results on Inloc using different 3D point distance thresh-
olds for mapping. (0.25m, 10◦) / (0.5m, 10◦) / (5m, 10◦)
setting DUC1 DUC2
config2, 5mm 24.7 / 38.4 / 52.5 22.1 / 41.2 / 51.1
config2, 1mm 21.7 / 37.4 / 54.5 23.7 / 41.2 / 54.2
config2, 0.5mm 28.8 / 40.4 / 60.6 25.2 / 44.3 / 54.2
4.3. RobotCar Seasons
RobotCar Seasons [37] is an outdoor dataset captured in
the city of Oxford at various periods of a year and in differ-
ent conditions (rain, night, dusk, etc.). The images are taken
from a car with a synchronized three-camera rig pointing in
three directions (rear, left and right). The data was cap-
tured at 49 different non-overlapping locations and several
3D models are provided. Training images were captured
with a reference condition (overcast-reference), while test
images were captured in different conditions. For each test
image, the dataset provides its condition, the location where
it was captured (one of the 49 location used in the training
data), its timestamp, and the camera name.
Mapping Since the different locations are not overlap-
ping, there is no benefit in building a single map. For our
experiments, we used the individual models for each 49
locations that are provided in the COLMAP format. We
converted the COLMAP files into the kapture format to re-
cover trajectories (poses and timestamps) and created 49 in-
dividual maps using our mapping pipeline (Figure 1). For
this step, we used the provided camera parameters (pinhole
model) and considered each camera independently without
using the rig information.
Localization Since the location within the dataset is given
for each query image, we can directly use it during local-
ization. Otherwise, we would have first selected the cor-
rect map, e.g. by using image retrieval. We tested both,
COLMAP config1 and config2.
For the images that could not be localized we ran two
additional steps. First, we leveraged the fact that images
are captured synchronously with a rig of three cameras for
which the calibration parameters are provided. Hence, if
one image taken at a specific timestamp is localized, using
the provided extrinsic camera parameters we can compute
the pose for all images of the rig (even if they were not
successfully localized). We used this technique to find the
missing poses for all images for which this can be applied.
However, there are still timestamps for which no pose
was found for any of the three cameras. In this case, we
leverage the fact that query images are given in sequences
(e.g. 6 to 12 images in most cases). Sequences can be found
using image timestamps. When the gap between two suc-
cessive timestamps is too large (i.e. above a certain thresh-
old), we start a new sequence. Once the sequences are de-
fined, we look for non-localized image triplets in these se-
quences and estimate their poses by linear interpolation be-
tween the two closest successfully localized images. If this
is not possible, we use the closest available pose. Note that
for real-world applications, we could either only consider
images of the past or introduce a small latency if images
from both directions (before and after) are used. These steps
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Figure 3. Inloc map generated by assigning a 3D point to each R2D2 feature in the training images (viewed in COLMAP).
increase the percentage of localized images to 97.2%. Ta-
ble 4 presents the results of the configurations tested. Inter-
estingly, even if config2 could localize all images and con-
fig1 only 90%, applying the rig and sequence information
on config1 led to overall better results.
Table 4. Results on RobotCar Seasons. Thresholds: (0.25m, 2◦) /
(0.5m, 5◦) / (5m, 10◦)
setting day night
config2 55.2 / 82.0 / 97.1 28.1 / 59.0 / 82.7
config1 55.1 / 82.1 / 96.9 26.9 / 55.6 / 78.4
config1 + rig 55.1 / 82.1 / 97.2 28.7 / 58.3 / 83.4
config1 + rig + seq 55.1 / 82.1 / 97.3 28.8 / 58.8 / 89.4
4.4. Extended CMU-Seasons
The Extended CMU-Seasons dataset [37, 4] is an au-
tonomous driving dataset that contains sequences from ur-
ban, suburban, and park environments. The images were
recorded in the area of Pittsburgh, USA over a period of one
year and thus contain different conditions (foliage/mixed-
foliage/no foliage, overcast, sunny, low sun, cloudy, snow).
The training and query images were captured by two front-
facing cameras mounted on a car, pointing to the left and
right of the vehicle at approximately 45 degrees with re-
spect to the longitudinal axis. The cameras are not syn-
chronized. This dataset is also split into multiple locations.
Unlike RobotCar Seasons, there is some overlap between
them that we did not leverage.
Mapping For our experiments, we used the individual
models for each location. We converted the ground-truth-
database-images-sliceX.txt files into the kapture format to
recover trajectories (poses and timestamps). We then cre-
ated 14 individual maps (the slices that were provided with
queries: 2-6/13-21) using the pipeline described above.
For this step, we used the provided camera parameters
(OpenCV15 pinhole camera), and considered each camera
independently, without using the rig information.
Localization We ran the localization pipeline described
above on all images listed in the test-images-sliceX.txt files
with config1. We then ran two post-processing steps: rig
and sequence. For rig, we first estimated a rig configuration
from the slice2 training poses. For all images that failed
to localize, we computed the position using this rig if the
image from the other camera with the closest timestamp
was successfully localized. Finally, we applied the same
sequence post-processing that is described in the Robot-
Car Seasons section. Table 5 presents the results on this
dataset and the improvements we get from each of the post-
processing steps.
Table 5. Results on Extended CMU-Seasons. All conditions:
(0.25m, 2◦) / (0.5m, 5◦) / (5m, 10◦)
setting urban suburban park
config2 95.9 / 98.1 / 98.9 89.5 / 92.1 / 95.2 78.3 / 82.0 / 86.4
config1 95.8 / 98.1 / 98.8 88.9 / 91.1 / 93.4 75.5 / 78.4 / 82.0
config1 + rig 96.5 / 98.8 / 99.5 94.3 / 96.7 / 99.1 83.1 / 87.9 / 92.8
config1 + rig + seq 96.7 / 98.9 / 99.7 94.4 / 96.8 / 99.2 83.6 / 89.0 / 95.5
15https://opencv.org
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4.5. SILDa Weather and Time of Day
SILDa Weather and Time of Day16 is an outdoor dataset
captured over a period of 12 months (clear, snow, rain,
noon, dusk, night) which covers 1.2km of streets around
Imperial College in London. It was captured using a cam-
era rig composed of two back-to-back wide-angle fisheye
lenses. The geometry of the rig as well as the hardware syn-
chronization of the acquisition could be leveraged, e.g. to
reconstruct spherical images.
Mapping The dataset provides camera parameters cor-
responding to a fisheye model that is not available in
COLMAP. For the sake of simplicity, we chose to estimate
the parameters of both cameras using a camera model sup-
ported by COLMAP, namely the FOV model (we still use
the provided estimation of the principal point).
Localization Similarly to the RobotCar Seasons dataset,
we applied the image sequences and camera rig configura-
tion to estimate camera poses of images which could not
be localized. As the rig geometry is not given for SILDa,
we estimated an approximation. Table 6 presents the results
of the configurations used. As can be seen, leveraging the
sequence did not improve the results.
Table 6. Results on SILDa. Thresholds: (0.25m, 2◦) / (0.5m, 5◦) /
(5m, 10◦)
setting evening snow night
config1 31.8 / 66.3 / 89.4 0.3 / 3.9 / 64.9 30.0 / 53.4 / 77.5
config1 + rig 31.9 / 66.6 / 92.5 0.5 / 5.8 / 89.2 30.5 / 54.2 / 78.5
config1 + rig + seq 31.9 / 66.6 / 92.5 0.5 / 5.8 / 89.2 30.5 / 54.2 / 78.5
5. Conclusion and Future Work
We presented a versatile method for visual localization
based on robust global features for coarse localization us-
ing image retrieval and robust local features for accurate
pose computation. We evaluated our method on multiple
datasets covering a large variety of application scenarios
and challenging situations. Our method ranks among the
best methods on the online visual localization benchmark11.
We implemented our method in Python and ran the exper-
iments using kapture, a unified SFM and localization data
format which we released open source. Since all datasets
will be made available in this format, we hope to facilitate
future large scale visual localization and structure from mo-
tion experiments using a multitude of datasets.
16https://research.scape.io/silda/
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