In this paper, we propose a novel efficient algorithm for calculating winding numbers, aiming at counting the number of roots of a given polynomial in a convex region on the complex plane. This algorithm can be used for counting and exclusion tests in a subdivision algorithms for polynomial root-finding, and would be especially useful in application scenarios where high-precision polynomial coefficients are hard to obtain but we succeed with counting already by using polynomial evaluation with lower precision. We provide the pseudo code of the algorithm as well as a proof of its correctness.
Introduction
(z − z j ), p d = 0
(1) be a polynomial of degree d with real or complex coefficients. Counting its roots (with their multiplicity) in a fixed domain (such as an interior of a polygon or a disc) is a fundamental problem with an important application to devising efficient root-finders for p(z) on the complex plane, particularly subdivision algorithms, proposed by Hermann Weyl in [10] and then extended and improved in [4] , [3] , [8] , [7] , [1] , and [2] 1 and recently implemented in [6] . We propose a new algorithm for counting the roots in a fixed convex region on the complex plane by expressing their number as the winding number computed along the boundary of the region, provided that the boundary was sufficiently isolated from the roots of p(z).
Winding number algorithms have been proposed for counting roots in a disc as parts of root-finding algorithms by Henrici and Gargantini in [4] , then by Henrici in [3] and by Renegar in [8] . Pan in [7] used root-radii algorithm by Schönhage [9] for counting roots in a disc, and Becker et al. in [1] and [2] performed counting based on Pellet's theorem.
Our winding number computation shares some techniques with the algorithms of [3] and [8] , but there the algorithms have only devised in the special case of a disc rather than an arbitrary convex compact region, and unlike these papers we ensure numerical stability of our computation of the winding number. Another method using insertion technique, but not requiring isolation of the input region has been proposed by Zapata and Martin in [11] , [12] . We evaluate an input polynomial p(z) at some additional auxiliary points that we insert a priori on the boundary of the input region. In this way we made our parametrization is smooth on the associated sub-segments of the boundary curve.
Our proposed root-counting algorithm has the following computational advantages:
• It does not involve polynomial coefficients: only polynomial evaluations are required. This is especially useful when polynomial evaluations can be provided as a fast "black box".
• Computational precision can be kept low: the algorithm outputs the winding number correctly as long as polynomial evaluations are precise enough to indicate correctly the quadrant of the complex plane in which the values of the polynomial lies.
• Besides evaluating polynomials, only integer calculations are involved.
We present our algorithm in the next section and then continue the paper in section 3 by proving its correctness.
Winding Number Calculation via Sampling
Suppose that p(z) is a polynomial of Eqn. (1), γ : [0, 1] → C is a simple convex closed piecewise-smooth curve, and Γ is the region enclosed by γ. The winding number ω p•γ of a curve p•γ is the number of counterclockwise turns that p(γ(t)) makes around the origin as t increases from 0 to 1. Namely,
Hereafter we write ω := ω p•γ omitting the subscript p • γ. It is well-known by principle of argument, that if (p • γ)(t) = 0 for all t ∈ [0, 1], then the winding number ω is a well-defined integer equals to the number of the roots of p(z) inside the region bounded by Γ.
In this paper we aim at developing algorithm that calculates winding numbers of p • γ, where p is a univariate polynomial whose roots lie reasonably far from γ. In particular, such algorithm can be applied to circles, squares or polygons. Before diving into the details of the algorithm, we should clarify the assumptions about the curve γ : [0, 1] → C.
Assumptions on γ.
1. γ is the boundary of a connected region Γ on the complex plane. It is a convex closed curve, i.e., γ(0) = γ(1).
2. There exists the continuous derivative γ ′ (t) except for t lying in a finite subset T ⊂ [0, 1] (which is relatively small).
3. Furthermore the derivative γ ′ (t) is bounded by L from above, that is,
4. γ is 1 3 r-isolating the roots of polynomial p(z), meaning that the minimum distance between a point on the curve γ and a root of p(z) is at least 1 3 r where r denotes the minimal distance between the origin and the curve p • γ, that is, r = min
In particular (p • γ)(t) = 0 for all t ∈ [0, 1].
Remark 1. For a convex domain with a center (which covers a disc and an interior of a rectangle as particular cases) we can define its dilation with a coefficient θ > 1. If the number of roots of p(z) in the domain is invariant in its dilation with coefficients θ and 1/θ, then we call the domain θ-isolated. We can square isolation coefficient θ by performing Dandelin's root-squaring iteration
The core idea of our winding number algorithm is to compute the number of turns of Γ around 0. We do it by computing polynomial in finite number of points t 0 , ..., t N ∈ [0, 1]. More precisely we correctly compute the number of roots in a given region if for every i the actual value p(γ(t i )) and the computed value of p(x) at the point γ(t i ) lie in the same quadrant on the complex plane, labeled by the following integers m(p(γ(t i )). 
We simplify the notation letting the integers m 0 , ..., m N denote the quadrant labels for a sequence 0 = t 0 < t 1 < · · · < t N ≤ 1.
We are going to prove that the winding number increases by 1 (respectively, decreases by 1) whenever a sub-sequence (m 0 , ..., m l ) goes through all four quadrants counterclockwise (respectively, clockwise).
1 → 2 → 3 → 3 → 0 → 1 is an example of a full counterclockwise cycle, and 3 → 2 → 1 → 2 → 1 → 0 → 3 is an example of a full clockwise cycle.
Notice that in the latter example the labels go counterclockwise at some point (the 1 → 2 part), but do not complete a full counterclockwise cycle and thus make no impact on the value of winding number.
To calculate the number of cycles in quadrant labels, we take the difference of each quadrant label with its preceding label modulo 4. For example, the difference between label 2 and its preceding label 1 is 2 − 1 ≡ 1(mod 4); the difference between label 0 and its preceding label 3 is also 1, since 0 − 3 = −3 ≡ 1(mod 4).
Notice that for a counterclockwise cycle, the overall sum of these differences must equal 4 (as there must be 4 net increases in quadrant labels); for a clockwise cycle, the overall sum of the label differences must be -4 (as there must be 4 net decreases in quadrant labels). As a result, if we construct sequence m(0), ..., m(N ) where m(0) = m 0 and m(k) for k = 1, ..., N are chosen such that m(k) − m(k − 1) ∈ {0, 1, 2, 3} and m(k) − m(k − 1) ≡ m k − m k−1 (mod 4), then (m(N ) − m(0))/4 will be the number of counterclockwise cycles minus the number of clockwise cycles.
In order to establish the link between winding number and the cycles of quadrant labels, we need to eliminate two possibilities: 1) a full cycle of the curve that does not correspond to a full cycle of quadrant labels (this may happen if the sampled points are too far apart, for instance only three firstquadrant points from a cycle are sampled, showing labels 0 → 0 → 0), and 2) we cannot determine whether a full cycle of quadrant labels is a clockwise or counterclockwise cycle (this may happen when two consecutive quadrant labels differ by more than 1, e.g., if 0 → 2 → 0). Our winding number algorithm ensures that the points are sampled properly so that neither bad scenario will occur, and so the winding number can be calculated correctly as
Algorithm 1 The Winding Number Algorithm
Require: A polynomial p(z) = d k=0 p k x k , a region Γ with boundary parametrized as a piece-wise smooth curve γ : [0, 1] → C, r > 0, L > 0. Ensure: A positive integer ω such that if γ, r, L satisfy Assumption 1-4, then ω equals to the winding number of p • γ.
Correctness of the Winding Number Algorithm
In this section we prove that our algorithm indeed produces correct winding number.
Theorem 1. For a degree-d univariate polynomial p(z), a parametrized curve satisfying Assumption 1 -5, and a sequence 0 = t 0 < t 1 < · · · < t N ≤ 1 such that |t i − t i−1 | ≤ πr 12dL for all i = 1, ..., N + 1, t N +1 := t 0 , construct a sequence of integers m(0), ..., m(N ) such that m(0) = m 0 , m(i) − m(i − 1) ∈ {0, 1, 2, 3}, and m(i) − m(i − 1) ≡ m i − m i−1 (mod 4) for i = 1, ..., N , where m i is the quadrant label of (p • γ)(t i ). Then the winding number ω of p(z) along curve γ is equal to
Proof. On each segment [t i , t i−1 ], γ(t) is smooth. If a sequence of consecutive labels m(i), m(i + 1), ..., m(j) completes a counterclockwise cycle, then the sum of differences must equal to 4, i.e., is equal to the number of counterclockwise cycles minus the number of clockwise cycles. Given this property, it suffices to show that for any i = 1, ..., N it holds that 1. It is impossible that the curve p • γ can complete a full turn in [t i , t i+1 ], that is, 1 2π
.
2. The quadrant labels m i differs from m i−1 by at most 1, that is,
Proof of claim 1. Recall that p(z) = p d d j=1 (z − z j ) and that
We will show that the integral in Eqn. (9) is less than 2π. It follows that
This verifies Eqn. (9) . Proof of claim 2. If m i differs from m i−1 by more than one, then the path (p • γ)(t) would cross both the real axis and the imaginary axis as t increases from t i−1 to t i . As a consequence, the argument of (p • γ)(t) would change at least by π/4. Since
there exists at least one j such that arg(γ(t i ) − z j ) differs from arg(γ(t i−1 ) − z j ) by more than π/(4d). Next we will show that this is impossible, because according to the choice of samples, γ(t i ) is very close to γ(t i−1 ). On one hand,
On the other hand, both |γ(t i ) − z j | and |γ(t i−1 ) − z j | are at least r/3 and their arguments differ by at least π/4d. Let θ 1 = arg(γ(t i ) − z j ) and θ 2 = arg(γ(t i−1 ) − z j ), θ 1 = θ 2 then
A contradiction proves the claim.
Computation Complexity The complexity of the algorithm is dominated by the evaluations of the polynomial at N sampled points. Besides polynomial evaluation, the algorithm only requires arithmetic of small integers (mostly less than 8). The value of N is proportional to the Lipschitz bound L defined in Assumption 3. Thus the speed of the algorithm is determined by how fast it can obtain polynomial evaluations at sampled points. If the region is the unit disc {z : |z| ≤ 1}, then we can evaluate p(x) at 2 h equally-spaced points on the unit boundary circle {z : |z| = 1} and by using FFT, would correctly compute the number of roots of p(x) in the disc at a arithmetic cost inÕ(dL), which means O(dL) up to poly-logarithmic factors in dL.
