The ground state electronic structure and energy of a CuFg2Na$ cluster (Cu+ plus 12 shells of neighbors) embedded into a quantum lattice representing the NaF crystal are determined by using the ab initio perturbed ion (azF1) method, with unrelaxed Coulomb-Hartree-Fock . (uCHF) correlation energy corrections. Parallel calculations are performed on the NaF,,Nai; cluster of the pure crystal in order to identify the changes induced by the impurity and to estimate the systematic errors in our calculations. The geometry of the first four shells (32 ions) is allowed to relax by following symmetric breathing modes. An inwards relaxation of -0.12 b; is predicted for the nearest neighbors (nn) shell, but negligible relaxations are found for the outer shells. The substitution of the Na+ ion by the Cu+ impurity is favored by -1.03 eV. The Cu+ ion is found to occupy an on-center octahedral position. The 138 independent 0, force constants corresponding to the vibration of the Cu+ and its first four shells of neighbors are then numerically computed from the azT'I energy using a Richardson iterated, finite-difference limit formula. These force constants give the vibrational modes of the impurity center. Strong couplings are found among vibrational modes of adjacent shells. Vibration frequencies characteristic of the doped system are obtained at 206 cm-' (la,,), 108 cm-' (It,,), and 173 cm-t (leg) determined mainly by the motions of the CuF6 octahedron.
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The Cu+:NaF system is at present the subject of an intense research, both from the experimenta12-21 and from the theoretical perspectives."22-34 Even though the Cu+ ion appears to be unstable in fluoride lattices, reproducible concentrations of about 200 ppm have been achieved in doping NaF." The Cu+ ions are separated ten to 12 lattice units on average" and the impurity can be considered infinitely diluted. The host is transparent in the optical and near UV region in which the impurity presents electronic transitions involving the 3d" ground state and the 384s' excited states. The observed spectrum reveals the on-center octahedral position of the impurity.
The distance of the nearest neighbors to the impurity ion has not been experimentally determined in Cu+:NaF. Considering the similar ionic radius assigned to Na+ and Cu+ (0.98 and 0.96 A, respectively), it has been frequently argued that no significant reconstruction of the pure lattice should be expected upon substitution in the sodium halides.22~27*33 The theoretical predictions, based on cluster calculations, are highly sensitive to the representation of the rest of the crystal, i.e., to the embedding scheme. This sensitivity turns out to be much greater than that shown to the quantum' technique used to solve the cluster. Those predictions range from negligible nearest neighbor relaxations23'25 to inwards shifts of 0.1 A (Ref. 1) or even 0.2 A.3o A reduction of 0.1 A in the first-shell distance would cause the 3d-4~ transitions to increase by about 4000 cm-1,28 This sensitivity shows how important is to know the exact geometry around the impurity in order to unambiguously predict the electronic spectrum of this system.
Vibrational resonant modes containing information about the potential energy surfaces have been determined by absorption and emission spectroscopies, either as direct band structure resolutions" or through the analysis of the temperature dependence of the intensities2 '3'17 (see the review in Ref. 20) . The exact nature of that vibrational structure remains unexplained. The only theoretical calculations available refer to the totally symmetric vibration of the first shell of neighbors and predict a frequency -300 cm- ' (Refs. 1, 23, 25, and 28) , or even 400 cm-1.3o Those predictions differ largely from the 170 cm-' determined by Berg-and McClure*' upon the analysis of the 'Alg t 3T2g( Ti,) emission band. It is not clear whether the large discrepancy is due to the errors inherent to the theoretical methods or to the configuration coordinate model used to analyze the emission band.
Non-a,, vibrations of the impurity neighborhood have never been calculated, although they would represent a test for the embedding methods even more significant than the geometry alone. A t,, vibration of 93 f 3 cm-' has been assigned by Berg, Chien, and McClure" to the 1Alg + 3E, ( T,,) emission at 2 K, and it has been attributed to the mot& of Cu+ in its cage. The es vibrations, on the other hand, are relevant to the analysis of the possible Jahn-Teller (ST) effect on the electronic excited states of the center. The JT and the spin-orbit effects are the two phenomena competing to explain the band at -34 600 cm -', and those at 29 148 and 29 175 cm-1.17~20f21 Because no es vibration has been definitely identitled in the optical spectra, the JT analyses have been based on the assumption that er vibrations are very similar to the alg ones.
The theoretical simulation of the impurity should be able to give insight on the three problems indicated above, namely (a) the determination of the equilibrium geometry of the impurity center; (b) the deviation of the theoretical alg vibration from the observed assignment; and (c) the identification of the remaining vibrations. In this paper, we present our analysis of these three problems in terms of the ab initio perturbed ion (alPI) method.
The rest of the paper is structured as follows: Sec. II is devoted to the presentation of the method and the cluster model, with emphasis on the vibrational analysis. Our results are collected in Sec. III. The local geometry of the impurity and the stability of the CuNa center is the subject of Sec. III A. Results concerning the cluster vibrations are presented and analyzed in Sec. III B. Our conclusions are finally collected at Sec. IV.
II. THE METHOD AND THE CLUSTER MODEL
The use of a finite collection of ions to modelize properties of solids can be traced back to the pioneer research by Bethe, Van Vleck, and those workers responsible of the birth of the crystal field theory (CFT). The idea first came upon observing the existence of local properties, i.e., properties characteristic of a small subset of ions and nearly independent of the crystalline matrix. This is in many respects the case of the optical spectra of transition metal ions in crystals or even in liquid solution. Whereas the CFT has been successful in producing qualitative models and as a fitting procedure to organize experimental results, it failed in providing quantitative predictions as an ab initio formalism.
The cluster model revitalized with the advent of molecular linear combination of atomic orbitals (LCAO) techniques and the pioneer calculations by Sugano and Shulman, 35 Watson and Freeman, 36 Gladney and Veillard, 37 Richardson et al, 38p3g and Wachters and Nieuwpoort40 These cluster calculations suffered the same problems of all molecular quantum mechanical calculations of that time. The correlation error is a particularly relevant problem, as many significant local properties directly relate to first order changes in the cluster electronic structure. In addition, there is a peculiar problem appearing in all solid state cluster calculations, namely, the adequate incorporation of the effects caused by the rest of the crystal (lattice) on the cluster wave function and energies. This problem (usually referred to as the embedding problem) should be viewed as a question of mathematical and physical consistency between the cluster and the lattice wave functions.
It should be stressed that some local properties appear to be inherently independent ofthe embedding scheme. This is the case for the 3d-3d elegtronic transitions of the fourth-row transition-metal ions 'as computed at a fixed geometry. This result has been the cause of some confusion, with authors recurrently concluding the properness of embedding schemes limited to crude representations of the electrostatic (Madelung) lattice potentials and monitored by the calculation of 3d-3d electronic transitions. Equilibrium geometries, local phonons, pressure effects, 3d-4s, 3d4p, and charge transfer electronic transitions are examples of local properties genuinely sensitive to the embedding. As remarked above, these properties may show larger sensitivity to the embedding scheme than to the quantum cluster technology itself. In consequence, a careful analysis of any embedding procedure cannot be made without giving adequate consideration to these properties.
It has been discussed by several authors that the theory of electronic separability (TES) provides a solid physical foundation to the embedding problem, being also a productive tool in the design of practical cluster-in-the-lattice methods.41a Another relevant route exploits the general theory of localizing potentials (TLP) developed by Adams and Gilbert.45d7 It has been highly satisfactory to encounter analyses in recent times that bring together both points of view, producing new interpretations of several aspects relevant to the nature of the approximations invoked in those different models.4 ' The azX'1 is a particular TES-based method that begins by assuming the electronic wave function of the doped crystal to be an antisymmetric product of group functions, each of them representing an ion in the crystal. Two disjoint sets of ions are considered-the cluster (C), formed of the ions relevant to the problem under study, and the lattice (L), containing the ions of the rest of the crystal. All ions receive a quantum mechanical treatment in the calculation. The difference between C ions and L ions is that the group wave functions of the former are solved selfconsistently, while pure-crystal wave functions are maintained frozen to describe the ions in L. It is useful to distinguish, within C, the subcluster of ions that is geometrically as well as electronically relaxed, designated C, from now on, from the subcluster of ions that is only electronically relaxed, C2.
To obtain the group wave function of an ion in C, we minimize its effective energy, which is made of the energy components internal to the ion (net energy) and all the interaction terms with the remaining ions in the crysta143*4g
(1)
Every ion contributes to the interaction energy with a Coulombic potential, a nonlocal exchange term, and a projection operator that procures the orthogonality between the group wave functions and corrects the total energy for any residual nonorthogonality. 43'48.49 The azl'i equations are solved iteratively for every dif:
ferent ion in the cluster up to a required convergence. At LuaiTa, Fl6rez, and Pueyo: Local geometry of Cu+:NaF 7971 the end, the azT'1 wave functions are self-consistent within C and consistent with the frozen description of L. In addition to the efictive energy described above, it is convenient to introduce the locally additive energies (local energies for short) of the ions in C,
SeL The effective energy of the whole C set can be easily recovered by adding up the local energies of its ions &= lb&.
Ad!
It should be noticed that A$ contains all contributions to the total energy of the crystal in which the wave function of C directly participates. If we assume that the electronic structure of L does not relax, it must be concluded that the cluster is at equilibrium when its effective energy is minimal.
The partition of the Cu+:NaF system in the C and L sets is discussed below.
A. Description of the cluster and the calculations Quantum mechanical calculations of impurity centers are usually performed by using very small clusters, most times limited to the impurity and the first shell of neighbors. It is implicitly assumed that by embedding this cluster within an appropriate frozen representation of the rest of the crystal, the equilibrium properties (the geometry in particular) of the cluster will closely resemble that of the real impurity center. We checked explicitly this hypothesis by analyzing the convergence of the center geometry against the cluster size in Cu+:NaF, Cu+:NaCl, Na+:NaF, and Na+:NaCl.' It was observed there that the artificial interface introduced between the cluster (whose electronic structure is relaxed along with its geometry) and the lattice (for which the electronic structure is held frozen) gives rise to a poor prediction of the geometry of the cluster surface. In particular, the calculation done on the CuFzcluster predicted an equilibrium value for R (Cu,F) 0.05 w smaller than those obtained in the calculations done on clusters of 13, 25, and 33 ions.
To elude the above undesirable effects, the impurity center has been simulated in this work by a large cluster of 179 ions CuFs2Nai; (see Fig. 1 ) embedded in the crystal. The cluster is formed of Cu+ ion at the origin of coordinates plus its 12 lirst shells of neighbors, described in Table  I . The experimental host geometry (cubic, a=4.634 A, space group Fm3m, Nat at the [O,O,O] and F-at the [l/2,0,0] positions) is used for the cluster and the lattice, except for the position of the shells that will be allowed to relax as described afterwards.
Large Slater-type orbital (STO) basis sets have been used on every ion: (5~4~) for Na, (5~5~) for F, and (8s6p5d) for CU.~' The wave functions describing the ions in the lattice are taken from a previous aiP1 calculation on the pure host crystal.
The Madelung potential, responsible for the larger part of the interaction energy, has been integrated analytically. The quantum mechanical contributions to the interaction energies have been computed for all shells of neighbors contributing about 10 nhartree or more. This represents adding quantum contributions of ions up to 15 to 20 bohr from the Cu+ ion. The unrelaxed CoulombHartree-Fock models' has been used to estimate the correlation energies without modifying the self-consistent azB1 wave functions.52 All the calculations performed on the clusters and on the NaF as an in6nite crystal have been done using the pi7 program, 52~53 the optimization schemes, and the numerical calculation of derivatives being conducted by specific driver programs.
B. Vibrational analysis and symmetry-adapted vibration coordinates
The presence of the Cu+ center affects the vibrational properties of the host in two important ways. First, it perturbs the vibration frequencies by changing the bonding and because Cu is heavier than Na. Even more importantly, Cu+ introduces a privileged center in the translationally invariant crystal, allowing us to label the vibrations according to the point group symmetry.
The local vibrational modes of the 33-ion inner subcluster are classified in Table II attending to the 0, symmetry. It can be observed that the symmetry plays a definitive role. The harmonic vibration of 33 ions embedded in the solid amounts to 99 modes and 4950 second-order force constants to be determined. By taking into account the point group symmetry, only 138 independent force constants are required to produce 40 different orthonormal modes.
The 33 ions of Ci are grouped into five different shells. The Cartesian displacements from the equilibrium of all the ions in a shell are linearly combined to produce symmetry-adapted displacement coordinates (SADC from now on) XtTyW 2 where l? is an irreducible representation (irrep for short), y is one of the subspecies of l?, i is an order integer, and s indicates the shell (0 for Cu+ and 1 to 4 for the neighbor shells).
To produce the SADCs, we have to build up the 0, diagonal projection operators &=f lx l%f&(~)R, (4) li where I=48 is the order of the group, lr is the order of the irrep I', the sum runs over the 48 0, symmetry operators, and ML(A) is the 77 element of the block I in the matrix representation of 2. Note that all the diagonal elements of M are needed here, not just the trace of the matrix. By applying the above projection operators to the displacement coordinates of the ions in a shell, we can derive the independent SADCs for that shell. Even though this method is well known and discussed in many textbooks,54 the application to a huge group like 0, is far from trivial. The SADCs corresponding to the five shells in Ci are presented in Tables III-VI. The coordinate and atom numbering used on those tables are depicted in Figs. 2-4 . Some of the SADCs appear beautifully illustrated in Liehr.s5 The force constants necessary to complete the harmonic analysis of the vibration of Cl are the elements of the force constant matrix K and are given by (5) where mSi is the mass of an ion in the Si shell. Note that the gijr elements only depend on the potential energy surface, thus providing useful information about the bonding. The derivatives of the effective energy must be computed at the equilibrium geometry of the cluster. Force constants involving symmetry modes of different irrep or different subspecies are null. Moreover, the force constants are independent of the subspecies.
Were the cluster shells to vibrate separately, the vibration frequencies would be given by the square roots of the diagonal elements of K, where the upper index u stands for uncoupled. The nondiagonal force constants, however, produce the coupling among the vibrations of different shells. This effect is taken into account by solving the eigenvalue equations KrUr=ArUr (7) for every irlep I. A is the diagonal matrix whose elements are the squares of the coupled vibration frequencies nirTz (@il?12* (8) U is the orthonormal matrix containing the eigenvectors or normal modes of vibration ClrTy' C Xjry(s) ujir * i
An important aspect in obtaining the force constants is that when a non-a,s vibration is activated, the symmetry of the cluster is diminished and the 13 initial shells break apart into a larger number of effective shells. This phenom-LuaTia, FBrez, and Pueyo: Local geometry of Cu+:NaF TABLE IV. 0, symmetry-adapted displacement coordinates for the vibration of the first and fourth shells in the crystal. Ion and coordinate numbering are depicted in Fig. 2 . enon, that substantially adds to the computational cost, must be considered appropriately in the calculation. Table  VII resumes the splitting of the cluster shells as vibrational modes of different irreps are activated. Computer times for a single geometry calculation are also presented in Table  VII . The t,, and es vibrations produce the most severe reorganizations, splitting the original 13 shells into 42 and 39 shells, respectively. There is a roughly linear dependence between the computational cost for a single geometry and the number of effective shells. On the other hand, the capability of the pi7 code to conserve lattice integrals between geometries, only computing the integrals that truly change, is highly productive and reduces the mean cost of each geometry from one-fifth to one-third of the time needed when the integrals are not conserved.
C. Numerical determination of the force constants
The method used to obtain the force constants is a significant step in completing the harmonic analysis. Most previous calculations of the vibration frequencies of clusters in ionic crystals have been done by fitting the cluster energy to a polynomial function for a given set of geometries. This procedure presents three serious drawbacks for the systematic analysis attempted in this work. First, the order of the polynomial significantly influences the values obtained for the derivatives. Second, there is no simple criterion to determine the most appropriate order, as lowdegree polynomials produce poor fittings and high-degree ones tend to produce unphysical lumps. Third and most important, there is no simple way to estimate the error associated with the values of the derivatives.
The method used in this work is based on the use of first-order symmetric, finite-difference approximations to the second derivatives 
where (x0) and (x~,~~) represent the point at which the derivatives must be computed. The importance of the symmetric formulas above is that the order errors associated with odd powers of h are strictly null. The Richardson's deferred approach to the Iimi?6 can then be applied to produce higher order formulas in a controlled manner and at a low computational cost. The idea behind the Richardson's approach is to assume that N,(h) is some first order approximation to a property P such that
Applying the same formula but using a somewhat smaller step (h/w), we can get another estimation of P,
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The same procedure can now be applied to eliminate k4, kc,... producing formulas of progressively higher order. Following Ridders,57 we compute our derivatives by building up a Richardson's tree   FIG. 2 . The coordinate system and atom numbering used for the octahedral 6rst and fourth shells. The first order formula N,(h) is the finite difference approach to the derivatives given by Eqs. ( 10) and ( 11). To add a new row to the Richardson's tree (which is equivalent to decrement the step size), two new geometries of the cluster must be solved if we are obtaining the second derivative with respect to a single SADC, but four new geometries are required if we are calculating a cross derivative with respect to two different SADCs. On the contrary, no new evaluations of the cluster effective energy are needed to produce higher-order formulas in the same row. In order to estimate the error at every step, we define eij=md 1 ni,j-ni-I,j ItI ni,j-%-I,j-i 1 1 (19) and the error associated with a row is defined as ei=min(eZ2,ei3 ,..., eiJ.
We continue adding up rows to the Richardson's tree until either the error of the last added row is smaller that a predefined cutoff, or the error of the last row is significantly larger than the error of the previous row. In any case, we choose the element nij having the smaller eij as the best value for the derivative, and use eij as an estimate to iis numerical error. In practice, it is best to begin with a relatively large step size h. Ten to 20 evaluations of the cluster effective energy are usually required Ro obtain five or six s&&cant figures on the derivatives. Our experience with test analytical functions and with the force constants indicates that the eij's defined in E?q. (19) tend to be larger than the differences between the nij's and the true value for the derivatives.
III. RESULTS AND DISCUSSION
The calculations have been performed in two steps. In the first step, we have relaxed the geometry of the 33 innermost ions of the cluster (Cu and its four first shells of neighbors) by allowing independent breathing motions of each shell. These 33 ions constitute the C!, set in our simulation. At the same time, we have verified that the impurity ion is stable at the on-center position, and thus the impurity neighborhood maintains the nominal octahedral symmetry. In the second step, we have performed the harmonic analysis of the vibrations associated with the 33 ions.
A. Local geometry and formation energy of the CuNa center Table VIII summarizes the results of the azF1 calculations on the 179-ion cluster model of the Cu:NaF impurity system and the equivalent cluster for Na:NaF used as a reference. Our results include those in which the pure crystal geometry is used and those ifi which the distance from Cu+ to one, two, three, and four shells of neighbors is optimized. The optimizations have been carried out by using a simplex method up to a high degree of convergence. We have been careful in avoiding spurious local minima.
Several significant results are apparent from Table  VIII . Firstly, the optimal distance for the first shell around Cu+ is 2.20 A with a variation of 0.01 A depending on NoPt the number of shells being optimized. The optimum R, (Na,F) distance varies from 2.28 to 2.32 A. Second, the relaxations experienced by the second, third, and fourth shells around Cu+ are far smaller than that observed for the first shell. Moreover, they do not differ appreciably from those found on the Na+-centered clusters. Thus the best we can say is that no significant relaxations of those shells are predicted. Third, a consistent overrelaxation of the last optimized shell can be observed. This relaxation is reduced when further shells enter into the optimization process. Finally, the difference between the relaxation energies of the Cu+-and Naf-centered clusters is -0.25 =kO.O2 eV. This figure is n&&ably independent of Nbpt.
-Our best calculation predicts that the first shell around Cu+ relaxes inwards -0.12 A, in close agreement with previous azY1 results on clusters of seven to 33 ions.' To our knowledge, the R,(C!u,F) distance has not been measured experimentally. However, the first shell relaxation is TABLE VIII. Optimal geometry of Cu+:NaF and Na+:NaF according to the arP1 calculation on the 179-ion cluster, and formation energy of the Cu,, center. Opt x indicates that the geometry has been radially optimized up to the xth shell. expected to be very similar on Cu:NaF and Cu:NaCl. Several calculations done on both crystals by using the same embedding and cluster technique clearly support this assumption. *T23p25 The extended x-ray absorption fine structure (EXAFS) experiment by Emura et al. on Cu+:NaCl (Ref. 58) gives a relaxation of -0.10 * 0.02 A, giving confidence to our present prediction.
The formation of the cUNa center should be discussed in terms of the free energy difference for the exchange reaction Na+:NaF+Cu+tiCu+:NaF+Na+. Assuming very low pressure and temperature, the reaction will be governed by the internal energy change that can be obtained from our quantum-mechanical calculations as
where E,, is the energy of the free ion.
Results concerning E,,,(Cu,) are also found on Table VIII. When the pure crystal geometry is used, the &PI calculation predicts the center CuNa to be stable by some -0.77 eV. The relaxation of the neighbor shells increases the stability to -1.03 eV, with noticeable independence of the number of shells being relaxed. This value is in close agreement with simulations done using state-of-the-art empirical potentials.59 The ability of the azP1 method to produce physically sound results on a magnitude of the order of 1 eV that is obtained by substracting effective energies 7x 10' times larger is truly remarkable.
Even though Efo,(CuN,) is negative and the center is stable, doping the alkali fluorides with Cu+ is experimentally difficult due, apparently, to the disproportion of two Cuf ions into Cue and Cu2+. Cue tends to migrate and form metallic microagregates.'* On the other hand, we have examined the preferred geometry of Cu+ on the crystal cage by moving the irnpurity ion along the 100, 110, and 111 axes and determining the effective energy of the 179-ion cluster. In these simulations, the geometry of the Cuf neighbors has been fixed at the optimum found in the radial relaxation described in the above paragraphs. It should be noticed that when Cu.+ moves out from the center, the symmetry of the cluster is broken and the original shells of the cluster are no longer formed of symmetrically equivalent ions. This fact substantially increases the central processing unit (CPU) time.
The effective energies of the cluster corresponding to the motion of Cu+ out of the center are depicted in Fig. 5 . The most relevant aspect of this plot is that the Cu+ remains on center, i.e., the [O,O,O] site is the point of minimum energy along 100, 110, and 111. The three curves are rather flat and highly similar near the minimum, progressively separating each other for displacements of 0.3 A or larger. The movement of the Cu+ ion is easiest along the 111 axis and most di&ult along the 100 axis. B. Force constants and vibration frequencies for CukNaF and Na+:NaF
We have computed the 138 independent force constants that determine the harmonic vibration of Cr , both in Cu+:NaF and in Na':NaF. We would like to stress that this is the first time these force constants are determined, either theoretically or experimentally, with the exception of E( 1 lar&. We prefer to discuss /Efjr instead of kijr because the first form depends only on the potential energy surface, not being affected by the masses of the ions. Four significant figures or more have been obtained for nearly all the force constants.
The most interesting result concerning the ~ijr's is the great similarity between the force constants of the pure crystal and those associated with the impurity neighborhood. Especially noticeable is the value of E( 1 ltlu), the force constant associated with the vibration of the cluster central ion-O.0577 a.u. for Cu+:NaF and 0.0576 a.u. for Na+:NaF. This comparison shows that the nuclear potentials for the motions of Cu+ and Na+ along the 100 axis are almost identical. We can advance, however, that the effect of the masses will clearly differentiate between these two tlu vibrations. Bonding effects differentiating the Cu+ and Na+ clusters are, however, important in some force constants, partic~arly in those involving the alg( 1) and eg( 1) SADCs-k( Ilab) is 0.0498 (0.0759) a.u. for Cu+:NaF (Na+:NaF) and E( 1 le,) is 0.0279 (0.0427) a.u. for Cu+:NaF (Na+:NaF).
The force constants allowed us to determine the uncoupled and coupled vibration frequencies for Cu+:NaF and Na+:NaF as well as the vector coefficients for the 40 normal modes of the 179 ion cluster in both systems. Tables containing the above information have been deposited with the Physics Auxiliary Publication Service (PAPS).6o We have used the following masses in our calculations: m(F) = 18.9984 amu, m(Na) =22.9898 amu, and m(Cu) =63.54 amu. These masses have been assumed to be exactly known, and the errors assumed for the frequencies are due entirely to the convergence errors in the force constants.
An interesting result concerning the calculated vibration frequencies is that the coupling between symmetry modes is very important and modifies up to 60 cm-' some of the low lying vibration frequencies. Consider, as an example, the ~[a,,( l)] symmetry mode on Cu+:NaF, which is the only vibration reported on previous theoretical calculations1*23*25128a30~31 The corresponding diagonal element in K gives oU[alg( 1)]=263 cm-', very similar to the 284 cm and to the 288 cm-' in Ref. 1, the differences being ascribable to the much larger cluster used in this work. After coupling the alg vibrations of four shells, the vibration frequency of the first mode drops to o( la,,) =206 cm-'. This mode is mostly the vibration of the first (46%) and second (33%) shells. Perhaps more striking is the case of the le, mode in which the coupling reduces the vibration frequency from W'[ea ( 1 ) It is clear that in the case of an infinite crystal, K contains infinite elements and all the ions participate, in principle, in every normal mode. When a defect is introduced in the crystal, however, it may produce local and resonant modes in which only a reduced number of ions around the defect vibrate. 61 These modes can be approximated by calculating and diagonalizing the block in K associated with the impurity neighborhood. The denomination of local modes is usually reserved to very narrow defect-related peaks appearing in the frequency spectrum, either well above the optical band or within the band gap. Resonances, on the other hand, show up as broadbands lying within the acoustic band, or, more rarely, within the optical band of the host. The frequency spectrum of NaF presents no band gaps and Cuf is heavier than Naf, so no local modes due to Cu+ should be present in the infrared or Raman spectra of Cu+:NaF. The conclusion is not so evident, however, for the vibrational structure of the optical spectra because this experiment is able to sample frequencies of a given point group symmetry with respect to the defect. In the search for normal modes having a localized character in the doped crystal, we have applied a double requirement. First, we demand the vibration frequency to be on Cu+:NaF significantly different from the value in the finite model of the pure crystal. Second, we request the normal mode to be made mostly of Cu+ and its first shell. We suspect that other vibrations may correspond to extended modes of the crystal, for which the calculation on a small cluster (at least from a statistical point of view) is not adequate.
There is a large similarity between the vibration of Cu+:NaF and Na+:NaF. To~facilitate the comparison, we have depicted the coupled frequencies of both systems on Fig. 6 . We can observe that most of the frequencies of Cu+:NaF are already present in the pure crystal within the precision indicated by the error bars. Only four modes are new and characteristic of the imp&led crystal: lat, leg, ltlu, and 3tl,. It is very interesting to find that most of the irreps have no vibrations that are specific of the impurity center. In particular, this is the case for the tlg, t2s, and t2,, symmetries, even though the first shell of neighbors presents vibrational modes in all of them.
The contribution per shell to the four modes that satisfied the first criterion of localization is depicted in Fig.  7 (a) . We can observe that only three modes are mainly made up of the vibration of the CuF, octahedron: lat, le,, and ltIu. The 3tI, mode corresponds mainly to the vibration of the 24 Na+ ions in the second shell.
On the other hand, we have depicted in Fig. 7 (b) the results of a numerical experiment in which the number of coupled shells is successively augmented. The effect of coupling the fourth and last shell is only 2 cm-' on leg, and less than 1 cm-' on ltlu, but still 8 cm-' on la,, This experiment suggests that the addition of a fifth vibrating shell could perhaps further lower w( lar,).
Our theoretical predictions can now be compared with the frequencies deduced from the d-s optical spectra by McClure and co-workers.2*3~11Y14,17y20 As the interpretation of some features has evolved, we will concentrate only on of the modes obtained in our calculation w( 3t,,) = 165 cm-l and w(6t,,) =211~7 cm-', or w(9t,,) =227 cm-'.
Payne et al3 analyzed the temperature dependence of complete the calculation on Cu+:NaF (about 3500 geometries) and 19 days of CPU time on Na+:NaF (about 2000 geometries). the difference between the one-photon absorption bands at -32 200 and -34 600 cm-l, and deduced an eg groundstate vibration of -150 cm-', not far from our prediction for o ( eg) = 173 cm-'. It should be observed, however, that Payne's work was based on the assumption that both bands were components of the ?qlg + 'Eg transition, split as a consequence of an E-e Jahn-Teller coupling. This assignment has been discussed much17*2oJ23 and it is now preferred to assign the -34 600 cm-' band to the 'Alg ---) EJ3T2J absorption on the basis of the one-and twophoton spectra.
ACKNOWLEDGMENTS IV. CONCLUSIONS
We have presented in this work ab initio perturbed ion calculations on a 179-ion cluster-in-the-lattice model of C!u+:NaF. The calculations have been addressed to determine the local geometry and the pseudolocal vibrational modes of the impurity.
After relaxing the geometry of the first four shells, a -0.12 8, inwards relaxation of the first shell is predicted, in agreement with previous azI?I results on smaller clusters' and with the EXAFS measurements on the similar Cu+:NaCI system.'* The normal modes of vibration of Cu+ and the four nearest shells of neighbors have been obtained. This represents the first attempt to generate vibrational modes other than the totally symmetric ones and also the first attempt to determine the importance of the coupling of vibrational modes associated with different shells.
By comparing the vibration frequencies of the Cu+-centered cluster and the equivalent cluster of the pure host, we have found three pseudolocal vibrations characteristic of the impurity--o( la, ) =206 cm-', w( leg) = 173 cm-', and w( 1tJ = 108 5 cm-. The lal, and leg vibrations correspond principally to the movement of the Fs octahedron surrounding Cu+. The It,, is due mainly to the movement of Cu+, thus being mainly a stretching mode. Other symmetry modes, however, contribute appreciably to these normal modes, and changes up to 60 cm-' in the frequencies are found due to the couplings between the vibrations of the different shells.
The predicted frequencies compare adequately with the experimental values deduced from the high-resolution emission spectra. In particular, we have shown that the large discrepancy observed before between the experimental and the theoretically predicted alg frequencies' was due fundamentally to the lack of shell coupling on previous calculations. Our predicted frequency spectrum, on the other hand, should provide clues for a more detailed analysis of the vibrational structure of the d-s spectrum.
Finally, we have shown that the azF1 method exhibits a linear dependence with the size of the cluster, this property being the reason that made it possible to perform the present calculation. Even so, the very large number of geometries needed to determine the%force constant matrices demanded 44 days of CPU time on a Convex C-120 to
