Sensory processing is increasingly conceived in a predictive framework in which neurons would constantly process the error signal resulting from the comparison of expected and observed stimuli. Surprisingly, few data exist on the amount of predictions that can be computed in real sensory scenes. Here, we focus on the sensory processing of auditory and audiovisual speech. We propose a set of computational models based on artificial neural networks (mixing deep feed-forward and convolutional networks) which are trained to predict future audio observations from 25 ms to 250 ms past audio or audiovisual observations (i.e. including lip movements). Experiments are conducted on the multispeaker NTCD-TIMIT audiovisual speech database. Predictions are efficient in a short temporal range (25-50 ms), predicting 40 to 60 % of the variance of the incoming stimulus, which could result in potentially saving up to 2/3 of the processing power. Then they quickly decrease to vanish after 100 ms. Adding information on the lips slightly improves predictions, with a 5 to 10 % increase in explained variance. Interestingly the visual gain vanishes more slowly, and the gain is maximum for a delay of 75 ms between image and predicted sound.
Introduction

1
The concept of "predictive brain" has progressively emerged in neurosciences in the 2 50s [1, 2] . It assumes that the brain is constantly exploiting the redundancy and 3 regularities of the perceived information, hence reducing the amount of processing by 4 focusing on what is new and eliminating what is already known. After half a century of 5 experimental developments, the predictive brain has been mathematically encapsulated 6 by Friston and colleagues into a powerful framework based on Bayesian modeling [3] , 7 associating such concepts as perceptual inference [4] , reinforcement learning [5] and 8 optimal control [6] . In this framework, it has been proposed that the minimization of 9 free energy -a concept coming from thermodynamics-could provide a general principle 10 associating perception and action in interaction with the environment in a coherent regularities in the structure of phonetic events in time. The dynamics of speech sounds 67 are essentially organized into syllabic structures (typically at a time-scale around 100 to 68 200 ms) and include quasi-stationary regions (typically within vowels and fricatives or in 69 the silent or voiced regions of plosive closure), phoneme-to-phoneme transitions within a 70 limited series of possibilities in a given language (typically with a duration around 50 to 71 100 ms) and some larger coarticulation phenomena, typically based on anticipatory 72 processes, that can reach several hundreds of milliseconds [22, 23] . In the field of speech 73 coders, a few studies have applied some form of predictive coding on vectors of 74 parameters encoding the speech information present in the short-term frame, using 75 differential coding [24] , recursive coding [25, 26] , or Kalman filtering [27] .
1 Still, these 76 approaches are limited to 1-step frame prediction, because of constraints on latency in 77 telecommunications. Some other studies [28] [29] [30] [31] [32] [33] [34] have proposed "middle-term" speech 78 coders, which aim at exploiting the speech signal redundancy and predictability over and pragmatic levels. The exploitation of this high-level linguistic structure is the heart 86 of statistical language models (SLMs). SLMs are predictive models trained to estimate 87 the posterior probability of observing a given word based on the other words already acoustic-phonetic decoding process. However, to the best of our knowledge, they never 91 concern the level of predicting a given piece of acoustic signal.
92
The role of vision: Importantly, the visual input can also bring some relevant 93 information for phonetic predictions. As a matter of fact, pioneer studies such as [35, 36] 94 showed that the visual component of an audiovisual speech input (e.g. "ba") could 95 result in decreasing the first negative peak N1 in the auditory event-related potential 96 pattern in Electroencephalographic (EEG) data. Peak decrease has been related to the 97 ability of the visual input to provide predictive cues likely to suppress the auditory 98 response displayed in N1. The predictive aspect of visual speech information might be 99 enhanced by the fact that there is often an advance of image on sound in natural speech 100 (see [37] ; though see a strong caveat in [38] ). The potential predictive role of vision is 101 supported by behavioral data showing that vision of the speaker's face may indeed 102 provide cues for auditory prediction, e.g. [39, 40] . Still, studies on audiovisual speech 103 coders capable to exploit correlation between audio and visual speech are extremely 104 sparse. We can mention [41] , but again this study mostly focuses on a joint coding 105 process, here of audio and visual vectors. A cascaded coding scheme was also proposed 106 in this study (see also [42] ), but even there, there is no explicit prediction and even less 107 a measure of predictability (other than bitrate saving).
108
Our contribution: modeling and assessing mid-term predictability in 109 acoustic and audiovisual speech. 
135
Deep learning-based models have led to significant performance improvement in both 136 acoustic speech processing (e.g. ASR [43] , speech enhancement [44] ), audiovisual speech 137 processing (e.g. audiovisual and visual ASR [45] [46] [47] ), articulatory-to-acoustic 138 mapping [48] and more generally for tasks involving speech-related biosignals (see [49] 139 for a review). Thus, deep neural networks are here considered as relevant candidates for 140 modeling human behavior in specific processing tasks, in the present case speech 141 predictive coding in the brain. Though substantially different from biological neural 142 networks, artificial deep neural networks provide a computational solution to cognitive 143 questions and may thus provide some insights on the nature of biological processes [50] . 144 The proposed computational models of predictive speech coding enabled us to 145 address the following questions:
146
• How much of the future speech sounds can be predicted from the present and the 147 past ones?
148
• If the visual input (i.e. information on the speaker's lip movements) is added to 149 the acoustic input (i.e. the speech sound), how much gain can occur in prediction, 150 and what temporal window of visual information is typically useful for upgrading 151 auditory predictions?
152
We will first describe our corpora and methodology in more details. Then we will 153 present the results of simulations that were carried out so as to attempt to answer the 154 above questions, in the framework -and limitations--of the available corpora and 155 machine learning techniques exploited in this work.
156
Material and Methods
157
Data
158
Database: The publicly available NTCD-TIMIT database was used in this study [51] . Python open-source library [56] .
205
2 More precisely, the maximum value over each sentence was set to 0 dB and all values below −80 dB were set to −80 dB.
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Computational models of speech prediction from audio-only 206 data 207 Task: Let us denote x t a D x -dimensional (column) vector of spectral audio features, 208 which can be either a 13-dimensional vector of MFCC coefficients or a 257-dimensional 209 log-magnitude spectrum. The frame index t is an integer and corresponds to time tH
210
where H = 25 ms is the frame spacing, see previous section. The predictive coding 211 problem using past audio information can be formulated as computing:
, where x denotes an estimated (predicted) value of x, and 213 τ f and τ p denote a time lag in the future and in the past, respectively (in number of 214 frames). f is the non-linear predictive function modeled by the artificial neural 215 networks described below.
216
Architectures: Two network architectures were used, depending on the considered 217 representation of the speech spectrum. As concerns the log-magnitude spectrum, a 218 convolutional neural network (CNN) [57] was used as the core of the proposed 219 computational model, as shown in Fig. 1(a) . A CNN is a powerful network architecture 220 well-adapted to process 2D data for classification and regression. It can extract a set of 221 increasingly meaningful representations along its successive layers. It is thus widely used 222 in image and video processing, e.g. object detection [58] , gesture recognition [59] [60] [61] [62] , or 223 visual speech recognition [63] [47] . In the field of audio processing, CNNs have been 224 applied to learn spatio-temporal regularities directly from sound spectrograms. Indeed, 225 a time-frequency representation can be interpreted as a 2D image of the sound, and 226 processed as such. With this approach, CNNs (in conjunction with other learning 227 techniques such as recurrent neural networks) have shown very interesting performances 228 in ASR [43] and audio events classification [64] . They are thus a natural choice for 229 applying predictive regression over log-magnitude spectrograms. Note that, in the 230 present study, the input image to the CNN consists of the portion of a speech transformation of a weighted sum of its inputs (i.e. the outputs of the previous layer), 249 except for the last (output) layer in the case of a regression task, where the output is 250 directly the weighted sum. Note that in a CNN, the first fully-connected layer usually 251 operates over a vectorized form of the downsampled feature maps provided by the last 252 pooling layer.
253
As concern the MFCC spectrograms, the use of a CNN to learn regularities in the 254 time-frequency domain is less meaningful than with log-magnitude spectrograms, since 255 the DCT transformation involved in the MFCC calculation (see Data preprocessing 256 section in SI-text) does not preserve locality in the extracted features. In other words, 257 each MFCC coefficient is not related to a particular frequency range, and intra-frame 258 correlation of MFCC coefficients is thus not necessarily concentrated on neighboring 259 coefficients (actually, the DCT transform has the property to provide partially 260 decorrelated coefficients). Therefore, to process the MFCC spectrograms, we rather use 261 a "basic" feed-forward deep neural network (FF-DNN), as shown in Fig. 1(b) . An 262 FF-DNN is composed of a cascade of fully-connected layers, just as described above for 263 the last layers of the CNN, including the last output layer which has a linear activation 264 function. Note that, depending on the number of layers and number of neurons per 265 layer, a FF-DNN is not necessarily less complex and less "powerful" than a CNN, in 266 terms of number of free parameters (total number of weights) and modeling power, 267 although the architecture is simpler. As opposed to the CNN, the input to a FF-DNN is 268 technically a vector, not a 2D image. To process the portion of speech spectrogram 269 composed of frames t − τ p to t, the latter has to be vectorized, i.e. concatenated into a 270 single larger vector, and eq-pred-1 is here reformulated as:
T ), where T denotes vector transpose. Task: Let us denote I t the lip image at frame t (in our case a 32×32 pixels grayscale 291 image). The predictive coding problem using both audio and visual past information 292 can be formulated as:
Architectures: Integration of audio and visual speech information has been largely 294 considered for automatic audiovisual speech recognition [45, 65] and also (though much 295 less extensively) for other applications such as speech enhancement [66] and speech 296 source separation [67] . Basically, the general principle is that integration can be 297 processed at the input signal level (concatenation of the input data from each modality, 298 aka early integration), at the output level (combination of the outputs obtained 2) .
corresponding output. Moreover, the fusion layer can be placed arbitrarily close to the 305 input or to the output.
306
In the present study, we adopt the mid-level fusion strategy. Indeed, it enables to 307 benefit from (i) the design and training of the audio (CNN or FF-DNN) network used 308 for predictive coding based on audio only presented in the previous section, and (ii) the 309 design and training of a visual CNN dedicated to process the lip images, since, as 310 mentioned above, CNNs are efficient for feature extraction from images in classification 311 and regression problems. We thus first designed and trained such a visual CNN, which 312 architecture is represented in Fig. 1(c) . Then, the convolutional + pooling layers of the 313 visual CNN and either the convolutional + pooling layers of the log-magnitude 314 spectrogram CNN or the fully-connected layers of the MFCC FF-DNN are selected.
315
These subnetworks are merged using a fully-connected fusion layer, which is followed by 316 other usual layers. The whole resulting network regressing audio and visual data into 317 audio data is represented in Fig. 2 . This audiovisual model was anew trained with the 318 audiovisual training data. Again, further details about model selection and training are 319 given in the corresponding section in SI-Text.
320
Multispeaker and speaker-adapted training
321
The training and evaluation of the models was done following two different paradigms 322 and associated configurations. In the first one, referred to as multispeaker training, we 323 aimed at assessing the generic nature of the predictions. For this aim, the entire same speaker, but of course for different sentences.
328
In the second configuration, referred to as speaker-adapted training, we assessed the 329 ability of a model trained on a pool of speakers to process data from a new speaker, for training/validation and 32 for test. The partition was drawn randomly but the same 333 partition was applied to all speakers (so that a given sentence in a speaker-specific test 334 set is never used for training the initial multispeaker model). (ii) A multispeaker model 335 was trained using a subset of the training data comprising 42 speakers, randomly chosen 336 among the 59 speakers (hence 66×42 = 2,772 sentences). (iii) This multispeaker model 337 was then fine-tuned (i.e. further trained starting from the output of step (ii)) separately 338 on each speaker-specific training/validation subset (i.e. 66 sentences), for each of the 339 remaining 17 speakers not used in step (ii). Performance was then averaged over the 17 340 corresponding speaker-specific test subsets (hence over 32×17 = 544 sentences).
341
Metrics
342
Two metrics were used to assess the prediction performance of the different models.
343
First, we used the mean squared error (MSE) between the predicted audio vector and 344 the corresponding ground-truth audio vector. This MSE was also used as loss function 345 to train the different models. The second metric is the weighted explained variance 346 (EV) regression score, evaluating the proportion to which the predicted coefficients 347 account for the variation of the actual ones. These two metrics are strongly related to a 348 key metric of the predictive coding theory, which is the prediction gain [10, 21] , which is 349 also discussed in the results. The corresponding equations for these metrics are detailed 350 in the Metrics section of SI-Text.
351
Results and discussion
352
The prediction performances of the models based on log-magnitude spectrogram and
353
MFCC spectrogram are presented in Fig. 4 and Fig. 3 respectively. Figure 3 . Prediction performance of the audio and audiovisual models using the MFCC spectrogram as audio representation in terms of mean square error (left) with 95% confidence interval (represented by the error bars) and explained variance regression score (right). All models were trained using the multispeaker configuration, except when indicated (where training was done using the speaker-adapted configuration). Figure 4 . Prediction performance of the audio and audiovisual models using the log-magnitude spectrogram as audio representation in terms of mean square error (left) with 95% confidence interval (represented by the error bars) and explained variance regression score (right). All models were trained using the multispeaker configuration.
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τp = 0 (audiovisual) τp = 1 (audio) τp = 1 (audiovisual) τp = 2 (audio) τp = 2 (audiovisual) τp = 3 (audio) τp = 3 (audiovisual)
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predictions decreases rapidly when the temporal horizon τ f increases. This evolution 358 more or less follows a logarithmic shape for M SE τp,τ f and an exponential decay toward 359 almost 0 for EV τp,τ f .
360
At 25 ms (τ f = 1), the weighted explained variance is about 0. Fig. 4 and Fig. 3 ). This corresponds
364
to an average predictive coding gain G τp,τ f around 2 and 2.8, respectively. These values 365 mean that the power of the error signal (input minus predicted) to transmit by neural 366 processes is reduced by a factor between 2 and 3 compared to the original input, which 367 provides some quantification of the amount of biological energy that the system might 368 gain in exploiting a predictive process.
369
At 50 ms (τ f = 2), depending on the audio representation, the weighted explained choice for reaching the best performance.
401
Prediction accuracy per class of speech sound: A fine-grained analysis of the 402 prediction accuracy for five major classes of speech sounds is presented in Fig. 5 .
403
Interestingly, the prediction accuracy at τ f = 1 is in a comparable range for vowels,
404
fricatives, nasals and semivowels but is significantly lower for plosive sounds (i.e. speech to adapt to any new arbitrary speaker, at least for mid-term prediction.
423
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Impact of visual input: First, we present in Fig. 6 (left) the performance of 424 visual-only models (i.e. predictive models of acoustic speech that rely only on visual 425 information). As expected, the information provided by the visual modality is real but 426 limited. For example, the best performance obtained at τ f = 0 is EV 3,0 = 0.37 only.
427
This result can be put in perspective with respect to the literature on automatic visual-only models decreases relatively slowly, e.g. at 50 ms EV 2,2 = 0.32 and at 75 ms 436 EV 2,3 = 0.25. However, on average, visual modality does not seem to convey useful 437 information above 100 ms (e.g. at 150 ms, EV 2,6 = 0.06). These results may contribute 438 to the debate in the neuroscience literature on the fact that the lip movements could be 439 in advance on the sound, because of anticipatory processes in speech production (see ,   440 e.g., [37, 69] ). As mentioned above, the prediction of the spectral parameters from the 441 lip information is maximal for the frame synchronous with the current input lip image 442 (i.e. τ f = 0) (or for the next image only for the configuration (τ p = 2, τ f = 1)) and then 443 decreases smoothly with time. This is not in agreement with a stable advance of lips on 444 sound.
445
As illustrated in Fig. 4 and performance of the speaker-adapted models observed only for prediction below 100 ms 450 and a bit surprisingly, lower performances observed for larger temporal ranges). This 451 may reveal a difficulty to transfer internal representations related to the visual input to 452 a new speaker with only a limited amount of adaptation data (adapting the model to a 453 new morphology and to speaker-specific articulatory strategies).
454
In order to better illustrate the dynamics of the gain brought by the visual input, we 455 displayed in Fig. 6 (right) the difference of explained variance between audiovisual 456 models and audio-only models (for the multispeaker training configuration).
457
Importantly, results show a peak in the gain provided by the visual input for a delay of 458 75 ms (τ p = 3): this is where the prediction error is maximally decreased and the 459 weighted explained variance is maximally increased by the visual input. Therefore, even 460 if there is no systematic lead of lips on sounds, there is a range of asynchronies between 461 50 ms and 100 ms where the gain due to the visual input is rather stable. characteristics of predictive patterns in the audio and audiovisual responses to speech in 486 the human brain (see, e.g., [36, [70] [71] [72] and a recent theoretical review of predictive 487 processes [9] ). Importantly, these experiments lack a ground truth basis on the natural 488 predictive structure of audio and audiovisual speech, which can lead to 489 misinterpretations or over-generalizations of observed patterns [38] . The present study 490 could provide an interesting basis for future studies, providing a quantitative knowledge 491 on the amount of "predictability" available in the physical signals considered in the 492 simulations. The source code used to format the data, train and evaluate both audio 493 and audiovisual predictive models as well as all experimental data and results have been 494 made publicly available (DOI: 10.5281/zenodo.1487974). We believe that such results
495
15/25 could be of interest for future neurophysiological experiments aiming at testing neural 496 predictions in speech processing in the human brain.
497
Conclusion
498
In the general framework of predictive coding in the human brain, the present study 499 aimed at quantifying what is really predictable online from the speech acoustic signal 500 and the visual speech information (mostly lip movements). We proposed a set of 501 computational models based on artificial (deep) neural networks which are trained to 502 predict future audio observations from 25 ms to 250 ms from past audio or audiovisual 503 observations. The deep learning approach enabled us to process (almost) raw audio and 504 visual data while minimizing the amount of prior information (and limit the possible 505 biases brought by hand-crafted features). Model training and evaluation were performed 506 on a large multi-speaker database, publicly available. The key results of the present 507 study are:
508
• It is possible to predict the spectral information in the acoustic speech signal in a 509 temporal range of 100 ms. At 25 ms, prediction enables to reduce the power of the 510 error signal -relative to prediction -to transmit by neural processes by a factor 511 2. 
520
• Best prediction accuracy is obtained when considering 50 ms of past context, for 521 both audio and audiovisual models.
522
• Plosives are more difficult to predict than other types of speech sound.
523
• It is possible to adapt a (audio or audiovisual) predictive model of speech from a 524 pool of speakers to a new speaker, given a small amount of adaptation data, 525 without significant performance loss.
526
Finally, it is of importance to mention what misses in the present study, that is the 527 linguistic levels, from words to sentences, which of course contain a large potential for 528 further prediction. It is well known that language models provide a range of predictions 529 for phonemes and words, that are used for instance in automatic speech recognition Supplementary Information (SI text)
Data preprocessing
Each audio recording (16-kHz, 16-bit) was first cropped in order to reduce the amount of silence before and after each uttered sentence. Temporal boundaries of silence portions were extracted from the phonetic alignment file provided with the NTCD-TIMIT corpus (obtained by an automatic HMM-based force-alignment procedure). In order to take into account anticipatory lip gestures, a safe-margin of 150 ms of silence was kept intact before and after each recorded sentence.
The discrete Fourier transform (DFT) was applied on each frame to represent its spectral content (we recall that each frame is 25 ms length and that there is no overlap between two consecutive frames in order to prevent the introduction of an artificial correlation between them). The overall process is referred to as the Short-Term Fourier Transform (STFT) analysis and the resulting signal representation is the STFT (complex-valued) spectrogram. This is a very common time-frequency representation in the speech/audio processing literature, although it is quite rarely applied without overlap between frames, as is done here, because usual STFT analysis with overlap deliberately intends to introduce some correlation in between adjacent frames to obtain a smooth spectrogram in the time dimension. In the present study, a 512-point Fast Fourier Transform (FFT) was used to calculate each DFT (each 400-sample short-term frame was zero-padded with 112 zeros, and was then applied a Hanning analysis window). Only the 257 first coefficients in the frequency dimension, corresponding to positive frequencies, are retained.
In the second approach, called Mel-frequency cepstral analysis, subband integration of the log power spectrum was processed using a set of 40 triangular filters equally spaced on a nonlinear Mel frequency scale which aims at approximating the human auditory system's response. The resulting 40-dimensional Mel-frequency log-spectrum was then converted into a 13-dimensional vector of so-called MFCC coefficients, using the discrete cosine transform (DCT). The resulting representation for a complete utterance (a sequence of frames) is referred to as the MFCC spectrogram. All the above audio analysis procedures were performed using the Librosa Python open-source library [55] (release 0.6.0).
Model selection and training
As in many modeling studies based on deep learning, complex architectures such as FF-DNNs or CNNs require to set a large number of hyperparameters, mostly related to the sizing of the network, a process known as model selection. An extensive search for the optimal combination for these hyperparameters is out of range. Therefore, we optimized only some of them on a hold-out dataset containing the first 5 speakers among the 59 ones available in NTCD-TIMIT. 70% of this hold-out dataset was used for training the models in the model selection phase, and 30% was used for test.
As concerns the CNN model for processing audio-only data, we tested 1 or 2 groups of convolutional/pooling layers. For the convolution layer (and for each group), we tested different numbers of 2D filters N f ∈ {16, 32, 64, 100}, with different sizes along the frequency dimension K f ∈ {3, 5, 10, 20}. The filter size along the temporal dimension was fixed to τ p + 1, i.e. the maximum size adjusted to the considered temporal span of the inputs [t, t − τ p ]. The pooling factor was fixed to 2×1 (i.e. the pooling was performed across the frequency axis within 2 consecutive frequency bins). We tested different numbers of fully-connected layers N F C ∈ {1, 2} with either 256 or 512 neurons each.
As concerns the CNN model processing video-only data (used to initialize the
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audiovisual model), we tested 1, 2 or 3 groups of convolutional/pooling layers. As often done in computer vision tasks involving CNNs (e.g. [63] ), the number of filters was incremented in each layer, e.g. 16 for the first layer, 32 for the second, 64 for the third. Filters of size 3×3, 5×5, 10×10 were tested. The pooling factor was fixed to 2×2. As for the audio CNN, we tested different numbers of fully-connected layers N F C ∈ {1, 2} with either 256 or 512 neurons each. As concerns the FF-DNN used to process MFCC spectrograms, we tested combinations of 1, 2, 3 and 4 hidden layers with either 128, 256, or 512 neurons each. Finally, for the audiovisual model (i.e. the one jointly processing audio and visual data to predict audio), we used the subnetworks of the selected audio and visual networks, and we only varied the number of fully-connected layers N F C ∈ {1, 2, 3}, with either 256 or 512 neurons each.
For all models, we tested the following activation functions: tanh, ReLU, and Leaky ReLU which is defined as f (x) = αx for x < 0 and f (x) = x for x ≥ 0 (with α = 0.03 in our experiments).
All models were trained using the Adam optimizer (a popular variant of the stochastic gradient descent) [73] , on mini-batches of 256 observations. The mean squared error (M SE) was used as loss function. Three strategies were combined to prevent model overfitting and accelerate training convergence: (i) early stopping which consists in monitoring the loss function on a validation dataset (i.e. hold-out dataset, 20% of the training set in our case) and stopping the training as soon as its value stops decreasing after a given number of epochs (set to 10 in this study); (ii) batch normalization which consists in applying a transformation so that the inputs to each layer have zero mean and unit variance [74] ; (iii) dropout which consists in not updating a random fraction of neurons in a given layer during training. Technical implementation of all models was performed using the Keras open-source library [75] (release 2.1.3). All models were trained using GPU-based acceleration.
The selected audio CNN processing log-magnitude spectrograms is the one with a single group of convolution+pooling layers, with 64 filters of size 20×(τ p + 1), and a single 256-neuron fully-connected layer. The selected visual CNN processing lip images has 3 groups of convolution+pooling layers, with 16, 32 and 64 filters of size 3× 3× (τ p + 1), and a single 256-neuron fully-connected layer. The selected audio FF-DNN processing MFCC spectrograms has 3 groups of 256-neuron fully-connected layers. Finally, the audiovisual model merges the subnetworks from the selected audio and visual models, using a 256-neuron fully-connected fusion layer. These resulting models are the ones represented in Fig. 1 and Fig. 2 .
