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Abstract
Large real-world graphs tend to be sparse, but
they often contain many densely connected
subgraphs and exhibit high clustering coeffi-
cients. While recent random graph models can
capture this sparsity, they ignore the local den-
sity, or vice versa. We develop a Bayesian non-
parametric graph model based on random edge
clique covers, and show that this model can
capture power law degree distribution, global
sparsity and non-vanishing local clustering co-
efficient. This distribution can be used directly
as a prior on observed graphs, or as part of a hi-
erarchical Bayesian model for inferring latent
graph structures.
1 INTRODUCTION
Random graph models provide statistical tools for net-
work analysis and can often be used as prior distributions
in a Bayesian framework. Such models aim to capture
various properties of real-world graphs, such as power-
law degree distributions [Albert and Baraba´si, 2002,
Dangalchev, 2004, BloemReddy and Orbanz, 2018],
small-world properties [Watts and Strogatz, 1998], or la-
tent community structure [Holland et al., 1983, Airoldi
et al., 2008, Karrer and Newman, 2011].
One statistic of interest is the density of a graph, defined
as the number of edges over the number of possible edges
for a binary, undirected graph. This can be extended to
distributions over graphs: we think of a random graph
as being dense if the number of edges grows quadrati-
cally with the number of vertices, and sparse if it grows
sub-quadratically with the number of vertices [Neetil and
Ossona de Mendez, 2012]. Many commonly-used ran-
dom graphs, such as Erdo¨s-Re´nyi graphs [Gilbert, 1959,
Erdo¨s and Re´nyi, 1960] or stochastic blockmodels and
their variants [Holland et al., 1983, Airoldi et al., 2008,
Karrer and Newman, 2011], concentrate on dense graphs
[see Lloyd et al., 2012, for a discussion]. Dense behavior
is commonly seen in small, closed communities, where
every vertex has the option to interact with all other ver-
tices and a fully connected graph is at least conceivable.
However it is not generally seen in larger graphs, where
a given vertex will not have the opportunity to interact
with more than a small subset of the other vertices—for
example international online social networks.
Recently, a number of Bayesian nonparametric mod-
els have been proposed that can generate sparse graphs.
The sparse exchangeable graph framework, developed by
Caron and Fox [2017] and further explored by Veitch and
Roy [2015] and Borgs et al. [2018], constructs sparse
graphs or multigraphs based on a random atomic mea-
sure on the space V of potential vertices. The edge ex-
changeable graph framework [Cai et al., 2016, Crane and
Dempsey, 2018] constructs sparse multigraphs as a se-
quence of edges, whose distribution is parametrized by a
random atomic measure on V . In both classes of model,
appropriate design choices yield power-law degree dis-
tribution, another statistical property often seen in real-
world graphs.
While distributions such as these offer the ability to
model sparse graphs, they do not capture certain other
important graph behaviors. While large-scale graphs are
usually sparse, locally they exhibit transitivity: if two
vertices j and k are both connected to vertex i, a con-
nection between vertices j and k is more likely than a
connection between j and a randomly selected vertex.
This means that the graph will tend to exhibit densely
connected subgraphs, even if the overall graph is sparse.
Such graphs will typically exhibit a high average lo-
cal clustering coefficient, indicating that most vertices’
neighborhoods are close to being cliques and that the
graph has a relatively high number of triangles. This type
of behavior is a key component of “small world” graphs
[Watts and Strogatz, 1998]. While extensions to the
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sparse exchangeable graphs [Herlau et al., 2016, Tode-
schini et al., 2016] and the edge-exchangeable graphs
[Williamson, 2016] incorporate community-type struc-
ture, they do not yield this form of transitivity.
In this paper we explore distributions over graphs
that, while sparse, exhibit local density in the form
of arbitrarily-large fully-connected subgraphs and non-
vanishing average local clustering coefficient. We
achieve this by explicitly modeling graphs as collections
of cliques, or fully connected subsets of vertices. Our
construction takes the form of a random clique cover,
with cliques selected using a nonparametric feature se-
lection model (in this paper, the stable beta Indian buf-
fet process [Teh and Go¨ru¨r, 2009], but other choices are
possible). The resulting graphs exhibit local density and
non-zero local clustering coefficients, with clique sizes
controlled primarily by a single parameter. On a global
scale, the graphs are sparse, with the degree of sparsity
primarily controlled by a separate parameter. We observe
power-law distributions over both the number of cliques
a vertex belongs to, and its degree.
When used directly as a distribution over graphs, we
show that this model’s statistical properties mimic the
statistics of real-world graphs (Section 5.1). When used
in a hierarchical modeling context, the cliques can be
thought of as latent communities (Section 5.2).
2 RANDOM CLIQUE COVERS
A graphG is most commonly described using an ordered
pair (V,E) of vertices V and edges E. G can alterna-
tively be described in terms of its edge clique cover [Or-
lin, 1977]. An edge clique cover (or intersection graph)
is a set of cliques—i.e. fully connected subgraphs—such
that two vertices share an edge iff they have at least one
clique in common.
This formulation suggests a method for generating ran-
dom graphs by placing a distribution over cliques. Con-
cretely, let a random clique be a random, finite subset
C ⊂ V of a (possibly uncountable) set V of potential ver-
tices. Given a distribution over sequences of such sub-
sets, we can generate a sequence C1, . . . , CN of cliques,
that can be translated into a graph G = (V,E) by adding
undirected edges between all vertices with at least one
clique in common, so that
(i, j) ∈ E iff ∑Nn=1 I(i, j ∈ Cn i 6= j) > 0
i ∈ V iff ∑Nn=1 I(i ∈ Cn) > 0 .
If we number the vertices in our graph, and represent our
cliques in terms of a binary matrix Z where Zni = 1
iff clique n includes vertex i, then we can represent the
graph’s adjacency matrix as
min
(
ZTZ − diag(ZTZ), 1)
where the min is taken as an element-wise operation.
We can modify this construction to give a distribution
over random multigraphs, by letting the number of edges
between verticies i and j equal the number of cliques
they have in common. We discuss this multigraph for-
mulation in Appendix A.
2.1 RANDOM CLIQUES GENERATED USING
EXCHANGEABLE RANDOMMEASURES
We use the idea of random clique covers to construct a
distribution over graphs of fixed (but random) dimen-
sionality. To do so, we much specify both a distribu-
tion over the number of cliques, and distributions over
the vertices appearing in those cliques. We let the num-
ber of cliques N ∼ Poisson(τ), although other choices
could easily be made.
Reasonable desiderata for the random clique selection
mechanism might be that the total number of vertices
(and edges) is unbounded; that the size of each clique
is random; and that cliques overlap with finite probabil-
ity (avoiding the trivial solution where our graph is made
up of a series of disconnected subgraphs).
One choice that meets these criteria is the stable beta pro-
cess [Teh and Go¨ru¨r, 2009]. The stable beta process is
a completely random measure [Kingman, 1967] whose
atoms lie in (0,1], with Le´vy measure
ν(dµ) = α
Γ(1 + c)
Γ(1− σ)Γ(c+ σ)µ
−σ−1(1− µ)c+σ−1dµ
(1)
where σ ∈ (0, 1], c ≥ −σ, and α > 0. If σ = 0, this
reduces to the (homogeneous) beta process [Hjort, 1990,
Thibaux and Jordan, 2007]. If c = 1− σ, the stable beta
process corresponds to a stable process with all atoms of
size larger than one removed.
We can use the stable beta process to construct a distri-
bution over cliques, which we can represent in terms of a
binary matrix. If µ =
∑∞
i=1 µiδθi ∼ SB(c, σ, α) where
each location θi corresponds to a vertex, we can sample
an exchangeable sequence of N cliques by including the
ith vertex in the nth clique with probability µi. We can
represent the resulting clique allocation as a binary ma-
trix Z with N rows and infinitely many columns, where
Zni = 1 iff vertex i is in clique n.
If we marginalize out µ, we obtain a predictive distribu-
tion for Zn|Z1, . . . , Zn−1 that is known as the stable-
beta Indian buffet process [SB-IBP, Teh and Go¨ru¨r,
2009]. If mi =
∑n−1
j=1 Zji is the number of times ver-
tex i has been previously selected, then the nth clique
will include that vertex (i.e. Zni = 1) with probability
P(Zni = 1|Z1, . . . , Zn−1) = mi − σ
n+ c− 1 .
In addition to vertices that have previously appeared, Zn
will also select Poisson
(
αΓ(1+c)Γ(n+c+σ−1)Γ(n+c)Γ(c+σ)
)
new ver-
tices.
The SB-IBP exhibits a number of power-law behaviors
[Teh and Go¨ru¨r, 2009, Broderick et al., 2012, Heauku-
lani and Roy, 2018]. First, the total number of non-zero
columns of Z (in our case, observed vertices) in N rows
(cliques) follows a power law, growing, as N → ∞, as
α
σ
Γ(c+1)
Γ(c+σ)N
σ .
Second, the number of non-zero entries per column (in
our case, the number of cliques each vertex appears in)
follows a Zipf’s law. Let KN,j be the number of features
that appear exactly j times in N rows. Then, following
Broderick et al. [2012],
KN,j ∼ αΓ(j − σ)Γ(1 + c)
j!Γ(1− σ)Γ(c+ σ)N
σ ∼ j−σ−1 . (2)
As we will see in Section 3, when applied to edge
clique covers, the SB-IBP yields many interesting graph-
specific properties, many of which follow from these two
observations.
2.2 A MODEL FOR PARTIALLY OBSERVED
CLIQUES
In a modeling context, we may wish to interpret cliques
as latent communities [Holland et al., 1983, Airoldi et al.,
2008, Karrer and Newman, 2011]. For example in a so-
cial network, a clique might represent a shared interest or
hobby. In this context, we would not necessarily expect
all vertices in the community to be connected. Instead,
we can think of the community as being a noisy instanti-
ation of a fully connected latent clique.
To model this in the current context, start with the distri-
bution over edge clique covers described in Section 2.1.
If we associate each latent clique Cn with a probability
pin, we can form a graph by including an edge between
vertices i and j with probability
P ((i, j) ∈ E) = 1−
∏
n:i,j∈Cn
(1− pin) .
If we use a single probability pi across all cliques, this
corresponds to including edges according to a noisy-OR
likelihood: if two vertices have m latent cliques in com-
mon, they share an edge with probability 1− (1− pi)m.
One way of thinking of this model is as a superposition of
locally-defined Erdo¨s-Renyi G(n, p) graphs. A G(n, p)
graph builds a graph with n vertices, by including each of
the
(
n
2
)
potential edges with probability p. In the partially
observed clique model, each row of the SB-IBP selects
a clique Cn of vertices, and builds a subgraph on those
vertices according to a G(|Cn|, pin) model. Within the
clique, we have a dense subgraph almost surely.
3 GRAPH PROPERTIES
In this section, we explore the statistical properties of
graphs constructed using an SB-IBP distribution over
cliques. In particular, we show that we obtain sparse
graphs that exhibit densely connected subgraphs, with
a non-vanishing local clustering coefficient. We focus
on the fully observed setting described in Section 2.1,
noting that the partially observed extension described in
Section 2.2 will inherit similar properties.
3.1 SPARSITY
Let |E| be the number of edges in a graph, and |V | be
the number of vertices. We can define the density of a
fixed graph as the number of edges over the number of
possible edges, i.e.D = 2|E|/|V | (|V | − 1). We can ex-
tend this concept to random graphs, by looking at how
the number of edges varies with the number of vertices
as we change parameters of the model. We say a ran-
dom graph is dense if |E| grows quadratically with |V |,
and sparse if it grows sub-quadratically. To explore the
sparsity of the proposed random graph, we will look at
how |E| and |V | vary with the number of cliques. In
our construction, the number of cliques is a Poisson(τ)
random variable, and so the expected number of cliques
can be manipulated by altering the rate τ of that Poisson
distribution.
Proposition 1. As the number N of cliques grows to in-
finity, the number of vertices |V | grows as Nσ .
Proof. This is a direct consequence of the power-law be-
havior of the SB-IBP: the number of vertices in a graph
with N generating cliques correspond to the number of
non-zero columns in a sample from the SB-IBP with
N rows. Broderick et al. [2012] and Heaukulani and
Roy [2018] show that the expected number of non-zero
columns grows as ασ
Γ(c+1)
Γ(c+σ)N
σ .
Proposition 2. As the number N of cliques grows
to infinity, the number of edges |E| grows as
O
(
min(N
1+σ
2 , N
3σ
2 )
)
. Combined with the re-
sult in Proposition 1, this means that the num-
ber of edges grows with the number of vertices as
O(
(
min(|V | 1+σ2σ , |V |3/2)
)
, implying that the graph is
sparse.
Proof. Conditioned on the probabilities µi, µj assigned
by the stable beta process to vertices i and j, the prob-
ability of an edge between i and j given N cliques
is 1 − (1 − µiµj)N . By linearity of expectation, the
total expected number of edges, given µ, is therefore∑
i>j
(
1− (1− µiµj)N
)
. Therefore, we can obtain the
expected total number of edges in the graph as
E [|E|] = 1
2
∫ ∫ (
1− (1− wv)N) ν(dw)ν(dv) (3)
This equation also describes the number of edges in
an edge-exchangeable graph based on the stable beta
process, proposed by Cai et al. [2016]. Although
the two models are different—our model is not edge-
exchangeable, and the Cai et al. model is not locally
dense—the expected number of edges coincide due to
linearity of expection. Cai et al. show, via a Poissoniza-
tion approach, that the integral in Equation 3 grows as
O
(
min(N
1+σ
2 , N
3σ
2 )
)
.1
Corollary 1. The number of edges grows with the num-
ber of vertices as O(
(
min(|V | 1+σ2σ , |V |3/2)
)
, implying
that the graph is sparse for all values of σ.
Proof. This follows directly from Propositions 1 and 2,
and is also noted by Cai et al. [2016].
As we approach the limit where σ = 1, we obtain
the trivially sparse graph where each clique contains a
Poisson(α) number of vertices, and there are no edges
connecting cliques. In the supplement, we show simula-
tions that validate these results empirically.
3.2 LOCAL DENSITY AND CLUSTERING
COEFFICIENTS
By construction, each observed vertex appears in at least
one of the N generating cliques in Z, with expected
clique size α. As the number of generating cliques a
vertex appears in grows, so does the expected size of
the largest generating cliques (since E[max(X1, X2)] ≥
max(E[X1],E[X2])). The expected size of the maximal
clique for the vertex (i.e. the largest clique containing
that vertex) will be larger again, since three or more over-
lapping cliques can introduce triangles that do not appear
in any of the individual cliques. This ensures that, even
though the overall graph is sparse, there will be locally
1For results for alternative choices of completely random
measure, see also Cai et al. [2016].
dense subgraphs, with expected size lower bounded by
α. We show plots demonstrating this empirically in the
supplement.
The local clustering coefficient [Watts and Strogatz,
1998] is a popular tool for measuring the local density
of a graph. The local clustering coefficient of vertex i is
given by Ci = λi/ki(ki − 1), where λi is the number
of triangles containing vertex i, and ki is the number of
neighbors of vertex i. In other words, Ci is a local mea-
sure of the ratio of the number of triangles to the number
of potential triangles, given a vertex’s neighborhood.
The local clustering coefficient is a measure of the tran-
sitivity of the graph: to what extent the presence of the
edges (i, j) and (j, k) imply the presence of an edge
(i, k). Intuitively, adding edges in cliques, rather than in-
dividually, increases transitivity: knowing that the graph
contains edges (i, j) and (j, k) increases the likelihood
that there is at least one clique containing all three ver-
tices, implying the presence of the third edge.
Proposition 3. The average local clustering coefficient
remains non-zero as the number of cliques grows to in-
finity, provided σ > 0.
Proof. Let j be the number of cliques to which a given
vertex belongs. Vertices belonging to a single clique have
a local clustering coefficient of 1. As j increases, the ex-
pected local clustering coefficient will decrease, and will
be minimized when it is the only common member of
those j cliques. In this extreme setting, the clustering
coefficient will vary as j−1 (since the vertex’s expected
neighborhood size grows as jα, and the expected number
of triangles as jα2). For large j and N , the distribution
over the number of cliques, j, that a vertex belongs to
can be approximated by a Zeta(1+σ) distribution (Equa-
tion 2), and the expectation of j−1 under this distribution
is ζ(2+σ)/ζ(1+σ) > 0 for σ ∈ (0, 1). This implies that
the average clustering coefficient will not tend to zero as
the graph grows.
3.3 DEGREE DISTRIBUTION
The expected size of each generating clique is α, and the
number of cliques an vertex belongs to follows a power
law distribution (Equation 2). This leads to a power law
distribution over the degree, with the expected degree de-
creasing with σ and increasing with α.
The left hand column of Figure 1 shows the degree dis-
tribution (in the form of a boxplot) for different values
of σ and α, and different numbers of cliques N . We see
increasingly heavy tails as σ increases.
Since the number of vertices also increases with σ, the
maximum degree is higher for larger σ. The right hand
Figure 1: Vertex degrees for different values of σ, α and
N , for c = 1. Left: Raw degrees; Right: degree/number
of vertices.
column of Figure 1 shows the degree divided by the total
number of vertices, making it easier to compare different
values of σ. We see that the average proportion decreases
and the distribution grows heavier tailed as σ increases,
for all values of α and N .
3.4 DENSITY OF THE INTERSECTION GRAPH
OF GENERATING CLIQUES
The clique graph of a graph is the intersection graph of its
maximal cliques [Hamelink, 1968]. Since our construc-
tion does not explicitly generate maximal cliques, we
consider the generating-clique graph—i.e. the intersec-
tion graph of the generating cliques specified in Z. Per-
haps surprisingly given the sparsity of the overall graph,
this intersection graph is dense.
Proposition 4. The intersection graph of the maximal
cliques is dense, and the expected number of edges con-
necting two generating cliques is α 1−σ1+c .
Proof. The expected number of vertices by which two
cliques overlap is given by
∑∞
i=1 µ
2
i . Campbell’s the-
orem tells us that E
[∑
x∈Π f(x)
]
=
∫
S
f(x)ν(dx),
where Π is a Poisson process on S with rate measure
ν(dx)—in our case, the Le´vy measure ν(dµ) of the sta-
ble beta process (Equation 1)—and f is a measurable
function. Therefore the expected overlap between two
cliques is ∫ 1
0
ν(dµ) = α
1− σ
1 + c
.
This indicates that two cliques overlap with positive
probability, meaning that the resulting intersection graph
is dense and that there is a path between any two vertices
with positive probability, even if they do not belong to
the same clique.
4 RELATEDWORK
The idea of a random edge clique cover was explored
by Barber [2008], under the name Clique Matrices. As
in this paper, a binary matrix Z is used to represent
cliques within the graph; however the number of vertices
is fixed and the entries are i.i.d. Bernoulli random vari-
ables. Such a graph is a special case of the model pro-
posed here, but it lacks the sparsity, power-law degree,
and unbounded number of vertices that are discussed
in Section 3. Barber [2008] also proposed a noisily-
observed Clique Matrix model, where two vertices are
connected with probability σ(ZTZ) (where σ(·) repre-
sents the sigmoid function). Unlike the noisy-OR for-
mulation for partially observed cliques proposed in Sec-
tion 2.2, this model precludes sparse graphs, since it al-
lows edges between vertices with no cliques in common.
Kronecker graphs [Leskovec et al., 2010] are a family of
random graph models that construct adjacency matrices
by starting with a low-dimensional initiator matrix, and
iteratively applying the Kronecker product. The result-
ing deterministic (given the initiator matrix) binary graph
can be used to generate a stochastic Kronecker graph, by
randomly including edges from the binary graph. Kro-
necker graphs exhibit a number of realistic graph prop-
erties. In particular, their degree distributions follow a
multinomial distribution and can exhibit power law be-
havior depending on the initiator matrix, and for certain
parametrizations they yield sparse graphs. However, they
do not generally yield high clustering coefficients [Pinar
et al., 2012, Durak et al., 2012], as we see in our ex-
perimental analysis (Section 5.1). Further, even in the
stochastic setting, Kronecker graphs make very strong
self-similarity assumptions about the graph, which may
be overly restrictive.
Neural networks have been used to learn generative mod-
els for sampling from random graphs [You et al., 2018,
Simonovsky and Komodakis, 2018, Li et al., 2018]. Typ-
ically, these highly parametrized models are learned us-
ing multiple graphs. The sparsity properties of these
graphs have not been explored in the literature.
Preferential attachment models [Baraba´si and Albert,
1999, Albert and Baraba´si, 2002] are another family of
random graphs yield graphs with power-law degree dis-
tribution, where graphs are constructed by adding edges
according to a rich-get-richer rule. However, in stan-
dard preferential attachment models, the average clus-
tering coefficient tends to zero as the graph grows [Al-
bert and Baraba´si, 2002, Bolloba´s and Riordan, 2003].
This can be avoided if we have spatial or temporal in-
formation about our graph, by incorporating spatial in-
formation into the attachment rule [Flaxman et al., 2007,
Cooper et al., 2014, Jacob and Mo¨rters, 2015].
Caron and Fox [2017] introduce a family of ran-
dom graphs or multigraphs parametrized by a general-
ized gamma process on the space V of potential ver-
tices, and create either a multigraph by sampling edges
as Poisson(piipij), or a graph by sampling edges as
Bernoulli (1− exp{−piipij}) (i.e. truncating the multi-
graph). This can be generalized further by specifying
the model in terms of a function W applied to a Pois-
son process on the space V ×R+ [Veitch and Roy, 2015,
Borgs et al., 2018]. Under certain choices of W (includ-
ing those corresponding to the original Caron and Fox
[2017] paper), the resulting graphs are sparse and ex-
hibit power law degree distribution. This framework has
been extended to incorporate clustering structure [Herlau
et al., 2016, Todeschini et al., 2016].
The edge-exchangeable graph framework [Cai et al.,
2016, Crane and Dempsey, 2018] constructs multi-
graphs that are based on a latent atomic measure M =∑
i piiδθi , where edges can be thought of arriving se-
quentially according to a distribution parametrized by
M × M. Under certain conditions on M, the num-
ber of vertices grows sub-quadratically with the num-
ber of edges as the sequence progresses, and the graph
has power law degree distribution. In the specific case
where M is a normalized generalized gamma process,
the edge-exchangeable graph is equivalent to the Caron
& Fox multigraph when conditioned on the number of
edges. Structure can be incorporated using a mixture of
edge-exchangeable graphs [Williamson, 2016].
Due to their exchangeable construction, neither the
sparse exchangeable graphs nor the edge-exchangeable
graphs are able to obtain graphs with the sort of clique
structure shown here. This is because the exchangeable
constructions do not allow transitivity: conditioned on
the latent representations, the presence of edges (i, j)
and (j, k) does not increase the probability of the edge
(i, k) also being present. In sparse exchangeable setting,
while the resulting graphs will contain dense subgraphs,
most of the vertices will not belong to such a subgraph
Borgs et al. [2018], Veitch and Roy [2015].
One variant of the edge-exchangeable graphs that is par-
ticularly relevant to our work is the multiple edges per
step edge-exchangeable graph proposed by Cai et al.
[2016]. Here, at each step a random number of edges are
added, with edge (i, j) selected with probability µiµj in-
dependently of all other edges, leading to multiple edges
per step. If—as is given as an example in Cai et al.
[2016]—the µi are the atom sizes of a stable beta pro-
cess, then the expected total number of edges and ver-
tices, and the expected number of edges between two
vertices conditioned on their associated µi, coincide with
the model described in this paper, due to linearity of
expectation. The difference arises because the multi-
ple edge-exchangeable model generates edges indepen-
dently at each step. In our model, within each clique, the
edges are dependent – giving rise to dense subgraphs.
Despite having similar expected sparsity, the multi-step
edge-exchangeable model does not have the same local
density properties as our model. Further, by represent-
ing edge probabilities using a product of beta stable pro-
cesses, this edge-exchangeable model model lacks the
conjugacy that is present when we represent clique in-
clusion probabilities using a single stable beta process.
As a result, posterior inference in the multiple-edge sta-
ble beta model poses a significant challenge, and has not
yet been addressed in the literature.
5 EXPERIMENTAL EVALUATION
We explore properties of our distribution over graphs in
both the fully observed and the partially observed set-
ting. We infer the clique matrix underlying a random
graph using a reversible jump MCMC algorithm that pro-
poses either splitting or merging cliques. In the partially
observed setting, we augment this split/merge procedure
with Gibbs steps that help learn the fine-grained structure
of the clique cover; we found that adding Gibbs steps had
little benefit in the fully observed setting. Full inference
details are given in the supplement.
In our experiments, we optimize the hyperparameters us-
ing gradient descent; an alternative approach would be to
place a prior on them and infer their posterior distribution
using Metropolis-Hastings proposals.
5.1 FULLY OBSERVED GRAPH SETTING
We begin by ascertaining how well the fully observed
model can capture statistical properties of real-world
graphs. We consider the following graph statistics: ratio
of triangles to vertices; density D = 2|E|/|V |(|V | − 1);
average degree; average maximal clique per vertex; av-
erage local clustering coefficient. We also look at the
degree distribution and the distribution over the maximal
clique per vertex. We use the NetworkX python pack-
age [Hagberg et al., 2008] to calculate clustering coeffi-
cients and maximal cliques.
To determine how well-suited our model is for modeling
real graphs, we consider four real-world graphs,
Truth RCC BNP Kron
triang./vertex 1.34 1.99(.13) 0.01(.01) 1.21(.06)
density (×1k) 1.29 1.74(.01) 1.28(.01) 5.03(.11)
av. degree 4.16 4.40(.14) 3.47(.18) 7.70(.09)
max. clique 3.50 4.20(.09) 2.03(.01) 2.49(.03)
cluster. coeff. 0.59 0.69(.02) 0.00(.00) 0.06(.01)
(a) NeurIPS collaborations.
Truth RCC BNP Kron
triang./vertex 1.91 4.14(.27) 0.01(.01) 0.01(.01)
density (×1k) 2.00 2.70(.01) 2.00(.00) 0.75(.08)
av. degree 4.57 6.05(.17) 4.58(.12) 2.60(.02)
max. clique 4.28 5.52(.14) 2.03(.01) 2.03(.01)
cluster. coeff. 0.81 0.78(.02) 0.00(.00) 0.00(0.01)
(b) IMDB comedies.
Truth RCC BNP Kron
triang./vertex 9.21 3.25(.40) 0.07(.01) 0.01(.01)
density (×1k) 1.06 1.29(.01) 1.07(.00) 0.47(.01)
av. degree 5.53 6.53(.47) 5.61(.16) 3.25(.01)
max. clique 5.13 4.64(.15) 2.11(.01) 2.03(.01)
cluster. coeff. 0.56 0.64(.02) 0.00(.01) 0.00(.01)
(c) ArXiv GR-QC.
Truth RCC BNP Kron
triang./vertex 2.76 2.26(.53) 2.27(.80) 2.71(.11)
density (×1k) 6.30 7.58(.53) 6.45(.44) 6.05(.12)
av. degree 7.33 7.58(.64) 7.62(.68) 9.67(.09)
max. clique 3.17 3.21(.10) 2.58(.01) 2.74(.04)
cluster. coeff. 0.22 0.25(.02) 0.05(.01) 0.09(.01)
(d) ENRON emails.
Truth RCC BNP Kron
triang./vertex 356 211(71) 35.1(7.0) 4.77(.50)
density (×1k) 10.8 12.0(.58) 11.1(.41) 8.7(.04)
av. degree 43.7 48.0(2.6) 44.9(2.3) 35.5(.01)
max. clique 15.9 7.27(.50) 3.63(.09) 3.11(.03)
cluster. coeff. 0.60 0.42(.04) 0.05(.01) 0.02(.01)
(e) Facebook circles.
Table 1: Empirical evaluation of statistical properties of
random graphs generated from the parameters learned
from real-world graphs (standard error in parentheses).
The parameters are taken from posterior MCMC draws.
• The co-authorship graph for NeurIPS publications
from 1987-2003 (2715 vertices, 4733 edges).2
• The largest connected component of the co-
appearance graph generated from IMDB cast lists
of comedies from 2000-2002 (2288 vertices, 5232
vertices).3
• The co-authorship graph for arXiv publications in
the category GR-QC (General Relativity and Quan-
tum Cosmology) from 2003 (5241 vertices, 14484
2https://www.kaggle.com/benhamner/
nips-papers
3www.imdb.com
(a) NeurIPS collaborations (1987-2003).
(b) IMDB comedies cast (2000-2002).
(c) ArXiv GR-QC (up to 2003).
(d) ENRON (1 month of data)
(e) Facebook circles [McAuley and Leskovec, 2012]
Figure 2: Empirical degree distributions and maximal
clique distributions.
edges) [Leskovec et al., 2007].
• The full interaction graph from a single month (Jan-
uary 2000) of the ENRON dataset (1172 vertices,
4293 edges) [Klimt and Yang, 2004].
• Anonymous data collected from Facebook social
circles,4 comprising 10 interconnected friend lists
of people obtained using an external app (4039 ver-
tices, 88234 edges) [McAuley and Leskovec, 2012].
We model each graph using our proposed (fully ob-
4The computation of the maximal clique per vertex for the
Facebook social circles was omitted due to the size of this
graph.
Clique Mean dist. Authors
1 1.61 Weare(2), Platt(2), Burges(2), Liblit(1), Aiken(1), Zheng(1), Swenson(2), Crisp(3)
2 1.86 Sundararajan(3), Ghaoui(1), Bhattacharyya(1), Lanckriet(1), Keerthi(2), Nilim(2)
3 1.91 Kim(1), Sastry(1), Xing(1), Weiss(1), Yedidia(2), Ng(1), Russell(1), Freeman(2),
Karp(1), Yanover(2)
4 2.16 Fukumizu(1), Amari(2), Bartlett(1), Wu(3), McAuliffe(1), Nakahara(3), Murata(3),
Akaho(2), Bach(1)
5 1.82 Blei(1), Stromsten(2), DeSilva(2), Kemp(2), Ng(1), Steyvers(2), Griffiths(1), Danks(2),
Tenenbaum(1), Sanjana(2)
6 2.36 Chichilnisky(3), Nguyen(1), Simoncelli(2), Pillow(3), Schwartz(3), Wang(3), Wain-
wright(1), Todorov(1), Paninski(3)
Table 2: Meta-analysis of the six cliques of Michael Jordan. Shortest-path distance to Michael Jordan is shown in
parentheses; connections not present in the original graph are shown in red. Mean dist. is the mean path length (along
the original graph) between clique members.
served) random clique cover model—labeled RCC in ta-
bles and figures—and learn the hyperparameters using
maximum likelihood. We then sample 25 graphs using
these hyperparameters, and compare the average statis-
tics of the sampled graph with those of the original graph
in Table 1 and Figure 2. We consider two comparison
models:
• BNPgraph: The sparse exchangeable model of
Caron and Fox [2017] (implemented using code
published by the authors), which can capture graph
sparsity, power-law degree distribution, and an un-
bounded number of vertices.
• Kron: A stochastic Kronecker graph, with 2×2
initiator matrix inferred and sampled using the
kronfit and krongen software packages intro-
duced by Leskovec et al. [2010]. 2×2 initiator ma-
trices have been shown to be a good fit for real-
world graph models [Leskovec et al., 2010].
We see that both the Caron & Fox model and our model
models do a good job at capturing sparsity and degree
distribution. However, the Caron & Fox model does not
capture the locally dense structure. While simulations
from our model have similar clustering coefficients to the
real graphs, the Caron & Fox model has near-zero clus-
tering coefficients. Our simulations also exhibit larger
maximal cliques. While the maximal clique distribution
for the IMDB dataset seems to overestimate the number
of cliques, we believe this is an artifact of the data. The
dataset only includes the four highest billed actors for
each movie, artificially deflating clique sizes. The Kro-
necker graph generally does a worse job at capturing the
graph sparsity and degree, which we hypothesize is due
to the restrictive self-similarity of the underlying graph.
We further inspected the differences between models by
looking at the adjacency matrices and visual representa-
tions of the random graphs generated from the best-fitted
parameters. Figure 3 shows the results. For ease of visu-
alization, we only include the top-left 100×100 block of
the adjacency matrices; the full matrices are included in
the supplement. The sparse exchangeable graph is sparse
everywhere with no community structure, whereas the
Kronecker graph shows a structure unrelated to the orig-
inal graph. In contrast, our model produces a graph that
looks more similar to the original graph, and with a sim-
ilar community structure shown by the adjacency ma-
trix. We used the Python package NetworkX [Hagberg
et al., 2008] to draw the graphs with a spring layout; we
also used its implementation of the Girvan-Newman al-
gorithm [Girvan and Newman, 2002] to arrange the ad-
jacency matrices by communities.
5.2 PARTIALLY OBSERVED GRAPH SETTING
The partially observed setting offers the ability to infer a
latent graph—and corresponding set of latent cliques—
underlying an observed graph. Intuitively, this latent
graph is likely to capture latent community-type struc-
ture. To evaluate this empirically, we modeled the
NeurIPS co-authorship dataset described above using
a partially observed model. We consider publications
within the period 1999-2003, assume a shared clique pa-
rameter pi, and infer hyperparameters using Metropolis-
Hastings. Figure 4 shows the latent structure found
(based on a single sample from the posterior).
Posterior draws for pi concentrated around 0.4, robustly
with respect to hyperparameter specification. Thus,
roughly 60% of the edges in the inferred graph are not
in the original graph. As expected given the short pe-
riod of analysis, 491 out of the 553 authors in consid-
eration belonged to only one clique, and only eleven of
(a) Original NeurIPS graph.
(b) Random Clique Cover (RCC).
(c) Sparse exchangeable graph (BNPgraph).
(d) Kronecker graph with 2×2 initiator matrix (Kron).
Figure 3: Co-authorship graph for NeurIPS publications
(1987-2003) and graphs sampled using (b) our model,
and (c, d) comparison methods. Left: graph visualiza-
tion; right: top-left 100x100 block of the adjacency ma-
trix arranged by communities.
them to more than three. The average clique size was
8.93. The author belonging to the most cliques was (per-
haps unsurprisingly) Michael Jordan. The members of
the six cliques he belonged to are shown in Table 2. It is
worth mentioning that case-by-case inspection show that
in some cases, inferred edges were in fact collaborations
outside the period of observation.
(a) Original edges.
(b) Inferred latent edges.
(c) Full inferred latent graph.
Figure 4: Partially observed graph inference for NeurIPS
co-authorships (1999-2003), edges appearing in the la-
tent cliques but not the original graph are shown in red
6 DISCUSSION
We have presented a new class of Bayesian nonparamet-
ric prior for graphs, based on random clique selection
mechanisms, that are appropriate for many real-world
graphs. We have presented some preliminary work in
a modeling context; we hope to see this form of random
graph-based model explored further in future.
While we base our model on the stable beta pro-
cess, alternative subset selection mechanisms could be
proposed. For example, a restricted stable beta IBP
[Williamson et al., 2013, Utkovski et al., 2018] could
give more explicit control over the number of cliques.
We leave exploration of alternative mechanisms as future
work.
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Appendix A RANDOMMULTIGRAPHS
Our random clique construction can also be used to de-
fine a multigraph, where the number of edges between
vertices i and j is given by the number of generating
cliques containing both vertices. The adjacency matrix
of this multigraph is given by
ZTZ − diag(XTZ)
where Z is the binary matrix where Zni = 1 iff clique n
contains vertex i.
This multigraph exhibits similar properties to the graph.
We can define multigraph sparsity analogously to graph
sparsity, saying a random multigraph is sparse if the
number of edges increases sub-quadratically with the
number of vertices. Proposition 1 holds in the multigraph
setting, indicating that the number of vertices |V | grows
with the number of cliques N as Nσ . Since the num-
ber of vertices in each clique is marginally distributed as
Poisson(α), the expected number of edges in N cliques
is Nα2/2 – i.e. |E| grows linearly in expectation with
N . This implies that the number of edges grows with the
number of vertices as O(|V |1/σ), indicating the multi-
graph will be sparse when σ > 0.5. We demonstrate this
empirically in Appendix C.
Appendix B INFERENCE
Initialization In the fully observed graph setting, the
likelihood P (G|Z) is a step function that is one iff G =
min(ZTZ−diag(ZTZ), 1), so a sampler can only make
moves that do not change the sparsity pattern of ZTZ.
Because of this, the clique must be initialized to values
compatible with G. One way of doing this is to initialize
to the set of 2-cliques corresponding to the edges of the
graph. An alternative approach is to use an edge clique
cover algorithm; however this may be infeasible for large
graphs since finding a minimal cover is NP hard. For the
partially observed graph, it suffices to choose an initial-
ization so that ZTZ covers all edges in the graph.
Split/merge sampling for Z To explore the space of
clique covers, we propose split/merge moves that can ei-
ther split a large clique into two potentially overlapping
cliques, or merge two cliques into a single clique. We se-
lect an edge (i, j) uniformly at random from E, and then
for each vertex i, j associated with that edge, we select
a clique index ni, nj uniformly from the set of cliques it
belongs to. If ni = nj , we propose a new matrix Z∗,
where the row Zni has been replaced with two rows Z
∗
ni
and Z∗nj . We set Z
∗
nii
= 1 and Z∗njj = 1. Then, for each
non-zero entry k in Zni , we consider possible settings of
(Z∗nik, Z
∗
njk
) ∈ {(0, 1), (1, 0), (1, 1)}. We exclude any
settings that are incompatible with the network structure,
and select uniformly between the other options.
If ni 6= nj , we propose replacing the cliques Zni and
Znj with their union Z
∗
ni = Zni ∪Znj . We note that the
resulting proposal could have a likelihood of zero, due to
introducing edges that do not appear in the network.
We accept or reject the split or merge by calculating the
appropriate reversible jump MCMC acceptance proba-
bility.
Gibbs sampling step for Zij For Zij such that m¬ik =∑
i′ 6=i Zi′j < 0, we can augment the split/merge propos-
als with Gibbs steps for that sample from the conditional
distribution
p(Zij = 1|Z¬ij , G) ∝
m¬ij − σ
N + c− 1L(Zij = 1)
p(Zij = 0|Z¬ij , G) ∝
N + c− 1−m¬ij + σ
N + c− 1 L(Zij = 1),
where L(Zij = z) = P (G|Zij = z, Z¬ij , {picc}) is the
likelihood of the graph given the proposed clique matrix.
We can then sample the number of all-zero cliques using
a Metropolis-Hastings proposal, proposing a new num-
ber of all-zero cliques from an appropriate distribution
and calculating the corresponding acceptance probabil-
ity. We found adding Gibbs sampling steps did not im-
prove mixing in the fully observed setting (where the set
of compatible clique matrices is more constrained), but
was important in the partially observed setting.
Appendix C Simulation results
In this section, we provide simulations that support the
theoretical properties explored in the main paper.
In Section 3.1 we showed that the number of edges
grows sub-quadratically with the number of vertices, as
0
(
min(|V |1+σ2σ, |V | 32 )
)
. In Appendix A, we showed
that in the related multigraph, the number of edges grows
as O(|V |1/σ), which is sub-quadratic when σ > 0.5.
We can validate this limiting behavior using simulations
from the graph and multigraph. Figures 5 and 6 show
how |E| and |V | co-vary in random graphs and random
multigraphs respectively, for different values of c and σ.
The scatter plots show (|V |, |E|) pairs for ten simula-
tions, evaluated after each of 100 cliques are added. In
the random graphs (Figure 5), for high values of σ we
have a near-linear relationship between |V | and |E|, in-
dicating an extremely sparse graph. As σ decreases the
exponent increases and the level of sparsity decreases (al-
though the graph never becomes dense). For the multi-
graphs (Figure 6) we see a sub-quadratic relationship be-
tween |V | and |E| for σ > 0.5, but not for σ ≤ 0.5.
In each case, the concentration parameter c controls the
variance.
We also see this behavior if we look at how the average
density D = 2|E|/|V |(|V | − 1) varies with the number
of cliques and the average clique size. Figure 7 shows
that in the graph setting, the density decreases as we add
more cliques, but converges to a level that depends on
the parameter σ. Figure 8 shows that this value is largely
invariant to the clique size. In the multigraph setting,
Figure 9 shows that the density decreases as we add more
cliques if σ > 0.5, but increases if σ < 0.5.
In Section 3.2, we argued that the expected average max-
imal clique is lower-bounded by α, and that it will in-
crease as we see greater overlap between cliques. We see
this empirically in Figure 10, where we simulated graphs
with varying values of α and σ and calculated the average
maximal clique per vertex using the NetworkX Python
package [Hagberg et al., 2008].
Appendix D Comparison of random
adjacency matrices
In Section 5.1, we showed part of the adjacency ma-
trix for the NeurIPS interaction dataset, and the corre-
Figure 5: Number of edges vs number of vertices for a graph simulated with α = 20 and varying values for c and σ.
Top: linear scale; bottom: log scale.
Figure 6: Number of edges vs number of vertices for a multigraph simulated with α = 20 and varying values for c and
σ. Top: linear scale; bottom: log scale.
Figure 7: Network densities for graphs with varying values of σ, as the number of cliques increases.
Figure 8: Graph density for increasing values of σ, for c = 1, N = 100, and varying values of α
sponding adjacency matrices sampled using our model
(RCC), the Caron & Fox sparse exchangeable model
(BNPgraph), and a Kronecker graph with 2×2 initiator
matrix (Kron). The full adjacency matrices are shown
in Figures 11, 12, 13 and 14. To make the differences
clearer, we used the Girvan-Newman algorithm [Gir-
van and Newman, 2002], as implemented in NetworkX
[Hagberg et al., 2008], to find communities in the gener-
ated graphs. We have added blue boxes to the figures to
represent the communities found.
Figure 9: Network densities for multigraphs with varying values of σ, as the number of cliques increases.
Figure 10: Average largest maximal clique per vertex, for a binary graph with c = 1, N = 100, and varying values of
α.
Figure 11: Original co-authorship adjacency matrix for NeurIPS publications (1987-2003).
Figure 12: Adjacency matrix of a sample from a random clique cover (RCC) graph, with parameters learned on the
NeurIPS dataset.
Figure 13: Adjacency matrix of a sample from a sparse exchangeable graph (BNPgraph), with parameters learned on
the NeurIPS dataset.
Figure 14: Adjacency matrix of a sample from a Kronecker graph with 2×2 initiator matrix (Kron), with parameters
learned on the NeurIPS dataset.
