Query performance prediction (QPP) is the task of estimating the effectiveness of a retrieval system given a search query in the absence of any feedback from the searcher. The task has been proven to be very challenging, and thus it attracted a lot of research attention in domains like news and Web retrieval. However, search in microblogs poses new challenges for the task due to the more prevalent temporality in microblogs and the different types of information needs in such domain. In this work, we aim at studying QPP for microblog search. We conducted large-scale experiments, testing 37 state-of-the-art predictors using several types of retrieval models usually used in microblog search. Moreover, we propose a set of predictors that exhibit statistically-significant improvements over the state-of-the-art predictors with the maximum percentage of improvement reaching 55% over all studied retrieval settings. Further experimental explorations show that using expanded queries in predicting the performance of query expansion models gives much better prediction quality than using the original queries, and that the examined predictors were generally much more effective over temporal queries compared to non-temporal ones; both phenomena have never been studied in the context of microblog search before. As microblog search is considered a major step in several retrieval tasks in the domain (such as timeline generation, summarization, and question answering), improving QPP for microblog search has a high potential to help improve the effectiveness of those closely-related tasks.
INTRODUCTION
In recent years, users have turned to microblogging services to share information that is as personal as their daily life details, up to the most general topics discussed world-wide. Twitter is indeed one of the fastest growing microblogging services. In 2013, Twitter reported that more than half a billion tweets are posted daily. 1 Twitter users usually share information, news, and opinions about ongoing events via tweets, where a tweet is the unit of information sharing on Twitter, with a maximum length of 140 characters that possibly contain hashtags 2 , mentions 3 , and URLs.
With the large number of tweets posted daily, a large number of search queries are being issued by Twitter users, who expect relevant tweets to their queries. In 2010, Golovchinsky and Efron [Golovchinsky and Efron 2010] surveyed 23 people on their usage pattern of Twitter search interface and found that more than half of them search in Twitter at least once a week. Moreover, Teevan et al. [Teevan et al. 2011 ] collected search queries issued to Twitter through Bing Toolbar and found that during two weeks in November 2009, more than 126K queries were issued to Twitter by users from the United Stated alone. In a more recent work, Elsweiler and Harvey [Elsweiler and Harvey 2015] asked 68 Twitter users about a recent search task they have done and 45% of the respondents stated that they do such search task at least once a week. Conducting an analysis over tweeting and search behavior on a much larger scale, Lin and Mishne inspected the full Twitter stream during October 2011 and found that Twitter search serves more than 2B queries and API requests a day [Lin and Mishne 2012] .
In a typical microblog ad-hoc search system, a user poses a query reflecting her information need and the system responds with a set of retrieved microblogs usually arranged in a form of a ranked result list. In that list, tweets are usually ranked in a descending order by their potential rele-1 https://blog.twitter.com/2013/celebrating-twitter7 2 A hashtag is constructed using the # symbol followed by one or more words and is usually added to a tweet to reflect the topic of the tweet. 3 A mention is represented by the @ symbol followed by a Twitter username and is a means of tagging other Twitter users in one's tweet. vance (that is usually determined by a retrieval score assigned by the system and hidden from the user). The result list includes supposedly relevant microblogs to that information need. Some users' queries might be handled effectively by the system, i.e., the system will manage to retrieve relevant microblogs and rank them high in the result list of those queries. However, other queries can be difficult for the system to answer, resulting in a poor quality of results and thus poor user experience. The microblog search system can attempt to improve retrieval effectiveness for poorly-performing queries. Yet, for the system to do so, it should be able to accurately estimate (or predict) how satisfied the user will be with the retrieved results prior to presenting the result list to her, and specifically in the general situation where the system lacks user-provided relevance information. The process of doing so is called Query Performance Prediction (QPP).
Query Performance Prediction is the problem of predicting retrieval performance for a query given: (a) the retrieval model used to answer the query and (b) the collection of documents from which the retrieval model retrieves documents. Prediction is usually performed in the absence of relevance information [Zhou 2007; Carmel and Yom-Tov 2010] . We will be referring to the approach that performs prediction given these variables by a predictor that will be used to compute a predicted quality of the results returned by the retrieval model given the query.
A large body of research work has studied QPP. Some studies focused on QPP methods ranging from those that only examine the query terms (i.e., pre-retrieval predictors) Zhao et al. 2008; Hauff et al. 2009 ] to methods heavily relying on analyzing retrieved documents for a query (i.e., post-retrieval predictors) [Cronen-Townsend et al. 2002; Zhou and Croft 2007; Cummins et al. 2011; Shtok et al. 2012] . Others have recently proposed frameworks designed to theoretically categorize and evaluate predictors [Makarenkov et al. 2015] or to better explain and integrate them [Shtok et al. 2016] .
Most of those studies were conducted on the ad-hoc search task in the context of typical TREC Web and news collections (e.g., WT10g [Hawking 2000 ] and GOV2 [Clarke et al. 2004] ). Web and news documents are generally long with an average document length in many Web and news collections exceeding 265 words [Hauff et al. 2009 ]. However, tweets are much shorter with a maximum length of 140 characters. Tweets are also naturally different from those documents as they tend to be conversational and more temporal with a very short lifespan [Boyd et al. 2010; Alonso et al. 2011; Elsweiler and Harvey 2015] . Moreover, the task of searching tweets is naturally different from searching the Web, as the information needs are very different (e.g., following recent events) than the typical types of web search (e.g., transactional or navigational) [Teevan et al. 2011; Oeldorf-Hirsch et al. 2014] . The distinct features of both the microblog search task [Teevan et al. 2011 ] and the microblog data trigger the need to revisit the problem of query performance prediction in such domain.
Research Questions
Few recent research studies have tackled this problem in the context of microblog search Rodriguez Perez and Jose 2014] , which raises several research questions.
First, we are not sure (or we cannot anticipate) if the current state-of-the-art predictors will perform as good on microblog search as they do on the well-studied Web and news search. Moreover, earlier work on studying state-of-the-art predictors in microblog search is just preliminary with very little analysis carried to understand this problem within this domain Rodriguez Perez and Jose 2014] . In an effort to understand how existing predictors will perform with microblog retrieval settings, we experiment with 37 state-of-the-art predictors covering predictors that are very different from each other. We test QPP over the two commonly-used tweet collections: Tweets11 [Ounis et al. 2011] and Tweets13 [Lin and Efron 2013] .
Second, whether state-of-the-art predictors proved to be effective or not, can we further improve the prediction quality for microblog search by proposing new predictors? We propose few simple yet highly-effective changes to some existing microblog-specific predictors that significantly improve prediction quality.
Third, it is crucial to measure the quality of QPP for microblog search across different retrieval models that are proved effective for that task. Existing QPP studies in the domain have either studied few predictors with several retrieval models or only experimented with a single retrieval model [Rodriguez Perez and Jose 2014] ; we experiment with four retrieval models covering a variety of types typically used in this domain (e.g., temporal, and query expansion models).
Finally, with the temporal nature of data and search task, it is interesting to study the effect of the temporality of queries (i.e., temporal or non-temporal) on the prediction quality. For that, we have categorized the queries into temporal and non-temporal queries and contrasted the prediction quality in each case. We believe that would guide the usage of existing/proposed predictors and the design of future predictors.
In summary, our study aims to augment existing efforts on QPP by addressing the following four research questions in the context of microblog search: RQ1. How well do the state-of-the-art predictors perform? RQ2. Can we further improve prediction quality over existing predictors? RQ3. Is the prediction quality consistent across different retrieval models that are typically used in the domain? RQ4. Would the temporality of search queries affect the prediction quality?
Contributions
Given the above research questions, our contributions in this work are two-fold:
(1) This is the first extensive and large-scale study of QPP in the context of microblog search, which provides a strong baseline/benchmark for QPP in that domain. The distinction of our study from earlier work is prevalent in the following aspects: -We examine a total of 37 pre-and post-retrieval predictors, including predictors proposed in other contexts (e.g., Web search) as well as in the microblog domain. -Experiments are conducted using the two most-widely used microblog search test collections (Tweets11 and Tweets13) including 223 queries. -We study the quality of query performance prediction over 4 different retrieval models that represent typical models used in the domain, including query-document similarity-based, temporal and query expansion models. Our comprehensive study provides general guidelines for using the state-of-the-art query performance predictors over different retrieval models in the context of microblog search. The guidelines were supported by extensive experiments over the two largest tweet test collections.
(2) We propose new predictors (based on some existing ones) which exhibited statistically-significant improvements over the state-of-the-art predictors with the maximum percentage of improvement reaching 55% over all studied settings. We further study the effect of using expanded queries on prediction and also the prediction performance over temporal vs. non-temporal queries; both have never been studied in the domain before. The performance of our proposed predictors opens the door for more accurate and robust performance prediction of microblog retrieval, which can be effectively used to help improve the performance of microblog search. Since microblog search acts as a pre-filtering phase in several microblog retrieval tasks such as timeline generation Hasanain et al. 2015] , real-time summarization [Roegiest et al. 2016] , and question answering [Herrera et al. 2015] , it has the potential of improving those tasks as well.
The remainder of this article is organized as follows. We first provide a general background on QPP and a review of related work in the microblog domain in Section 2. Section 3 motivates and describes our proposed predictors. Section 4 outlines the setup of our experiments including the studied predictors, test collections, and retrieval models. Experimental results are then presented and comprehensively discussed in Section 5, followed by the conclusion and some guidelines for future work in Section 6.
RELATED WORK
In this section, we provide some background on QPP and discuss different existing predictors and some of their applications. We also discuss the existing work on QPP for microblog search.
Query Performance Prediction (QPP)
Query performance prediction can provide useful information to better guide several retrieval tasks; this is why it has been widely investigated in literature. Query performance can be estimated us-ing what we call a predictor. Predictors can be categorized into two main categories, preand postretrieval predictors [Carmel and Yom-Tov 2010] .
2.1.1. Pre-retrieval Predictors. Pre-retrieval predictors are those computed prior to the retrieval step, based on analyzing the query expression and statistics of query terms in the collection Hauff et al. 2008a; Carmel and Yom-Tov 2010] . In general, pre-retrieval predictors can be efficiently computed since they rely on resources that are usually available at indexing time. In this work, we focus on statistical predictors that depend on the query terms distribution in the collection assuming that this distribution affects the retrieval performance.
One category of these predictors are those based on the inverse document frequency (idf ) of query terms [Plachouras et al. 2004; . Values of these predictors are computed as statistics (e.g., maximum, variance, etc.) of the idf values over all query terms. Inverse collection term frequency (ictf ) [Kwok 1996 ] is another query term statistic used as a basis to compute predictors in a similar way [Plachouras et al. 2004; . Both idf and ictf are used as measures of a term rareness in the collection. Predictors based on these measures assume that a query with infrequent terms is easier to answer. These predictors have demonstrated notable correlation with retrieval effectiveness over different collections [Hauff et al. 2008a ].
Following the same approach considering per query term score, another category of predictors is based on scoring a query term by how frequently it occurs in the collection weighted by its idf score (SCQ) [Zhao et al. 2008 ]. The predicted values include the maximum, sum, and average of the SCQ values over all query terms. Predictors based on SCQ have shown some correlation to query difficulty with some collections [Hauff et al. 2008a; Shtok et al. 2012 ].
He and Ounis proposed the simplified clarity score (SCS) as an indicator of the specificity of the query, computed based on an analysis over all query terms at once. It estimates the Kullback-Leibler divergence (KL-divergence) [Kullback and Leibler 1951 ] between a language model of the query, constructed based on the query terms, and a language model of the collection . A language model in this context, is a probabilistic distribution of terms composing a piece of text. Throughout this work, we assume term independence and construct a language model using unigrams of the text [Ponte and Croft 1998].
Post-retrieval Predictors.
Post-retrieval predictions are computed using a result list retrieved through a retrieval model given the query. These predictors are usually better in reflecting the quality of retrieval compared to pre-retrieval predictors since they analyze the already-retrieved documents [Carmel and Yom-Tov 2010] . Carmel and Yom-Tov [Carmel and Yom-Tov 2010] classified post-retrieval predictors into 1) claritybased predictors, 2) score distribution analysis-based predictors, and 3) robustness-based predictors. We focus on predictors under categories 1 and 2.
Clarity-based Predictors. Clarity-based predictors are based on estimating the coherence of the result list with respect to the collection [Cronen-Townsend et al. 2002] . The rationale behind these predictors is that an easy-to-answer query will have documents in the result list to be focused around a coherent topic that is different from the collection [Carmel and Yom-Tov 2010; Shtok et al. 2012 ]. One of the widely-used clarity predictors is the Clarity score (CLR) [Cronen-Townsend et al. 2002] that is estimated by computing the KL-divergence between a language model induced from the result list and a language model of the collection.
Diaz and Jones proposed an analogy for the Clarity score but in the time domain [Diaz and Jones 2004] . The value of their predictor, t-CLR 4 [Jones and Diaz 2007] , is also computed by the the KLdivergence between the query and collection models, but using temporal profiles of the query and the collection instead of language models. A temporal profile for a query can be constructed using a probabilistic distribution of documents in the result list in the time domain given documents timestamps. Similarly, a temporal profile of the collection is constructed considering timestamps of all documents in the collection. Our results later show that our proposed predictors outperform both t-CLR and CLR in all tested retrieval settings.
Score Distribution Analysis-based Predictors. These predictors analyze the distribution of retrieval scores of documents in the result list [Carmel and Yom-Tov 2010] . Weighted Information Gain (WIG) [Zhou and Croft 2007] is one such measure. It estimates divergence between the average retrieval score of documents in the result list and the collection retrieval score (considering the collection as one long document), assuming a higher divergence with high average retrieval score predict easier queries.
Standard deviation of retrieval scores in the result list can be used as an indicator of query performance [Shtok et al. 2009; Pérez-Iglesias and Araujo 2009; Cummins et al. 2011] . A high standard deviation of scores indicate a lower query drift and hence an easy-to-answer query [Shtok et al. 2012 ]. The normalized standard deviation (NSD) [Cummins et al. 2011 ] is one such predictor, computed by normalizing the standard deviation of scores by the query length and considering an automatic approach to set the result list size. The normalized query commitment (NQC) predictor [Shtok et al. 2009; Shtok et al. 2012 ] is also computed considering the standard deviation of retrieved documents scores but by normalizing it by a collection score (considering the collection as one long document) and using a fixed result list size with all queries. As strong as these two predictors were [Shtok et al. 2009; Cummins et al. 2011; Shtok et al. 2012 ] our experiments described later in this article demonstrate the significantly superior performance of our proposed predictors in almost all retrieval scenarios tested.
With such rich work on developing and studying query performance predictors, several studies have gone beyond studying QPP as a goal to utilizing QPP in applications to enhance retrieval effectiveness. We discuss some of these studies next.
QPP Applications
Tran et al. [Tran et al. 2015] proposed a set of temporal predictors aiming at predicting query quality by predicting recall. The predicted quality is used to rank a set of candidate queries such that the best can be later used for the task of time-aware re-contextualization of documents. In another recent work , Zhang et al. used NQC as a feature in a query classifier that selects training queries to be used in generating pseudo labels. Those labels are then used in training learning-to-rank models for ad-hoc search over webpages. Li et al. [Li et al. 2015] , used a very similar approach but to select training queries to be directly used in training learning-to-rank models for tweet search. Ma et al. [Ma et al. 2016] further improved the approach of Li et al. [Li et al. 2015 ] by using NQC among other features to build a set-based query classifier to select training queries for listwise learning to rank algorithms for microblog search.
QPP can be used to predict query-related measures other than the average precision as we showed in a very recent work [Hasanain et al. 2015] . In this work, we used one of our proposed predictors (presented in Section 3) to predict an optimal length of a tweet results list to be retrieved in response to a query. This list with optimal length was then used as an input to a tweet timeline generation (TTG) process in order to produce a non-redundant tweet timeline related to the query. The results demonstrated that this approach of optimizing ranked list length can significantly improve TTG performance.
In a different direction, Ozdemiray and Altingovde used query performance predictors to improve search result diversification [Ozdemiray and Altingovde 2014]. In that work, authors used existing predictors like NQC and WIG in addition to proposing few other predictors to be computed for each of a query's aspects. Computed predictor value can then be viewed as the weight of that aspect. Finally weighted aspects were then used in result diversification methods and the paper found that using QPP generally improves result diversification. In a related study, a set of pre-and post-retrieval predictors among other features were used for resource weighting when several resources are used for the the task of result list diversification [Bouchoucha et al. 2015] . A number of other recent studies have used query performance predictors among other features in different approaches to eventually improve search performance, including studies on automatic query reformulation [Diaz 2016 ] and pseudo-relevance feedback [Meng et al. 2015] .
Similar to most existing work, we are also studying query performance prediction quality with adhoc search in document collections, but the nature of documents we are handling is very different. Understanding the specific features of tweets in addition to the nature of topics and language used in Twitter is one of the main challenges to consider when working on QPP in this domain. In the coming section, we introduce a summary on existing work that specifically studied state-of-the-art predictors in the domain of microblog search.
QPP in Microblog Search
Our preliminary work ] is one of the first studies of QPP in microblog search. We experimented with a total of 13 existing pre-and post-retrieval predictors on two tweet collections [Ounis et al. 2011; Soboroff et al. 2012] , with a total of around 170 queries and using 3 retrieval models. Our initial results showed that there is a considerable correlation between the predicted average precision by some of the predictors and retrieval effectiveness. The study also showed that a temporal predictor is probably the more suitable predictor for the microblog search task. It also demonstrated that combining predictors using linear regression results in enhanced prediction quality which conforms with what has been reported in other domains [Diaz 2007; Zhou and Croft 2007; Hauff et al. 2009; Shtok et al. 2010 ].
Parallel to our earlier work , Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] also studied QPP in microblog search. Similar to our work, they focused on studying the quality of predicting the average precision. However, they ran the predictors using the DFRee retrieval model [Amati and Van Rijsbergen 2002] only. Different from the evaluation approach in this work, they combined queries associated to the two tweets collections, Tweets11 and Tweets13, into one set, despite the clear differences between them (as shown in Section 4.2). Moreover, no parameter tuning was performed for the predictors, although some of these predictors can be notably sensitive to their parameters (e.g., WIG and NQC are sensitive to the number of documents in the results list [Shtok et al. 2012] ). Rodriguez Perez and Jose also proposed a good number of post-retrieval predictors including predictors designed considering specific features of microblogs such as hashtags and URLs appearing in tweets.
Their study showed that, in general, some of their newly-proposed predictors have superior prediction quality compared to all of the tested existing predictors. The TTC-based predictors specifically have shown superior prediction quality compared to all other predictors [Rodriguez Perez and Jose 2014] .
In this work, we follow a similar approach to our earlier study ] and [Rodriguez Perez and Jose 2014] in studying QPP for microblog search. In contrast to these studies, we examine prediction across four retrieval models (instead of one or three), focusing on temporal and query expansion models. We study prediction quality using 223 queries over two tweet test collections compared to only 170 studied earlier. In addition to studying the predictors proposed by Rodriguez Perez and Jose in [Rodriguez Perez and Jose 2014] , we propose several predictors that are improved versions of three categories of their post-retrieval predictors. Moreover, we provide a much deeper analysis of the motivation and intuition behind QTC-and TTC-based predictors that were not available in their original work. We also study the effect of using expanded queries on predicting the performance of query expansion models, as well as highlighting the change in prediction quality over temporal vs. non-temporal queries; both have never been studied in the context of microblog search.
PROPOSED PREDICTORS
The different nature of the microblog data and also the adhoc search task in microblogs from the nature of data (e.g., Web documents) and tasks (e.g., adhoc Web search) that were typically studied in QPP literature suggests that new predictors that are microblog-specific might be more effective in predicting the query performance than existing non-microblog-specific predictors, even though those state-of-the-art predictors have exhibited reasonable performance in the previous studies. In this section, we present our proposed predictors that are inspired by (and extend) the recent work of Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] . We chose to extend those predictors proposed by Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] since they previously showed superior performance in the microblog retrieval setting when compared to performance of a large selection of older predictors (e.g., CLR) [Rodriguez Perez and Jose 2014] . We first introduce their post-retrieval predictors that showed superior prediction quality in the context of microblog search, followed by our proposed predictors.
Existing Microblog-Specific Predictors
Our proposed predictors are based on 3 categories of microblog-specific post-retrieval predictors proposed by Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] computed based on three measures: Top Terms Coverage (TTC), Query Terms Coverage (QTC), and Time Cohesion (TCH). Recall that post-retrieval predictors require a list R of l retrieved documents (where l is a free parameter) in response to a given query Q, in order to predict the performance of Q [Carmel and Yom-Tov 2010].
Top Terms Coverage (TTC)
. TTC predictors aim at measuring how cohesive the result list R is by comparing the coverage of a set of representative terms (i.e., most-frequent terms) extracted from R over each document in R. The intuitive assumption here is that a query is considered easier to answer if the documents in R revolve around a cohesive topic [Rodriguez Perez and Jose 2014] . To compute TTC, we first extract the list L m of most-frequent m terms in R, where m is a free parameter. TTC can then be computed per document as follows:
Given this measure, a TTC predictor is computed as one of the following statistics: mean, median, summation, minimum, maximum, range, lower quartile 5 and upper quartile 6 computed over TTC values over all documents in R. A predictor is given a name following this format:
. Same computation method and naming convention applies for predictors based on QTC and TCH measures presented next.
Query Terms Coverage (QTC)
. QTC predictors were proposed as measures of coverage of query terms (in contrast to most-frequent terms in R) over the result list. This assumes that a query is considered easier to answer if it is well-represented by the retrieved result list [Rodriguez Perez and Jose 2014] . QTC is computed per document as follows:
Time Cohesion (TCH).
Similar to TTC, TCH tries to measure how cohesive the result list is but in terms of time rather than topic. TCH assumes that an easier to answer query is a query for which documents in R are posted closer together in time [Rodriguez Perez and Jose 2014] . TCH is computed for each pair of consecutive ranked documents in R as follows:
where t i is the timestamp (in the unit of seconds) of a document D i at rank i in the result list R.
Proposed Predictors
Building on the three aforementioned predictors, we propose three sets of new predictors. While the proposed changes are relatively simple, they exhibit a highly-significant improvement over the existing state-of-the-art predictors as shown in Section 5.2. We start with TTC-based predictors as they previously showed superior performance [Rodriguez Perez and Jose 2014].
idf-based TTC.
As shown in Section 3.1.1, TTC predictors consider the coverage of top terms L m extracted from the retrieved result list R. These predictors assume that L m is reflective of a single topic, thus, we refer to them as topic terms. In TTC predictors, all topic terms are considered equallyuseful in representing the topic of R; however, in practice, some terms might be more representative of the topic compared to others. Therefore, considering term weights in the TTC measure might help improve prediction quality by better capturing the topic coverage over documents in R. Furthermore, we hypothesize that such weighting might be crucial for prediction using TTC in the context of microblog search due to the short length of the documents (i.e., microblogs). The typically-very-short microblog might not cover many terms of the topic terms because of its short length, and thus, weighted coverage (considering background information from the collection) can improve the ability of TTC in representing the microblog topic coverage.
Looking back at the original TTC measure, we observe that T T C(Q, D) can be viewed as a simple document scoring function where the score of D is the normalized number of unweighted topic terms found in D. One of the widely-used term weighting schemes in information retrieval is the tf.idf scheme [Manning et al. 2008] where idf (inverse document frequency) is used to describe the specificity of a term in the collection [Robertson 2004 ]. In retrieval, a term with a higher idf has a stronger discrimination power between documents in the collection being searched [Robertson 2004 ]. Following the intuition behind using idf in term weighting in retrieval, we propose an idf -based TTC measure that scores each document in the result list as a normalized sum of the idf weights of the topic terms found in D. While the original weighting scheme includes a tf (term frequency) factor, we ignore it here due to the fact that repeated terms in tweets are fairly rare because of the limited length. Eventually, the proposed idf -weighted TTC measure, denoted by iTTC, is computed as follows:
m we normalize the sum of idf -weighted topic terms by the number of topic terms m in a similar manner to the original TTC measure. idf can be computed as follows:
where N is the number of documents in the collection and df w is the document frequency of term w. Earlier work on QPP has found that it is possible to predict query performance by analyzing the distribution of document scores in the result list R [Pérez-Iglesias and Araujo 2009; Shtok et al. 2009; Shtok et al. 2012; Cummins 2014 ]. Since we view iTTC as a score for a document D in the list R, we can benefit from the established usefulness of analyzing score distribution in R to predict query performance. Figure 1 illustrates the score distribution of re-ranked documents in R (where length of R is set to 30) using iTTC and TTC over two different queries from Tweets13 collection [Lin and Efron 2013] : the easiest (MB213) and the most-difficult (MB189) with respect to the Query Likelihood (QL) retrieval model. The figure clearly shows that iTTC managed to better-distinguish the easy query from the difficult one, while TTC struggles in doing so as the scores for top-ranked documents retrieved for the difficult query were actually higher than those for the easy query. Looking at the actual queries (MB213 is "US Embassy in Ankara bombed" and MB189 is "injuries by pets"), we can clearly see that MB213 has more distinctive terms than MB189 (which has terms that are probably more common in the collection, e.g., "pets"). This reinforces the benefit of weighting terms in iTTC using idf , as it helped score documents for MB189 very differently from documents for MB213 compared to TTC. The figure also demonstrates how different the distribution of iTTC (and TTC) values is for the easy query compared to the difficult one, emphasizing the potential effectiveness of using predictors based on score distribution over iTTC (or TTC) to predict query performance. For example, using the "average" statistic to capture score (i.e., iTTC) distribution for the easy and difficult queries, we find that the average iTTC value for the easy query is more than double of that for the difficult one, indicating the effectiveness of iTTC scoring.
Counting on that, we experiment with different predictors based on iTTC, yet all are based on analyzing the scores (i.e., iTTC values) of documents in R. The predictors based on iTTC are of naming format i[statistic]TTC and use same statistics as in TTC.
We also propose another idf -based variant to the TTC measure in which we normalize the idfweighted coverage by the topic specificity measured as the sum of idf values of all topic terms. Such normalization can help in reducing bias in prediction since it allows a normalized weighting of the covered terms in each document. The measure, denoted by isTTC (for specificity normalization) is computed as follows:
w ∈Lm idf (w ) Using the isTTC values for all documents in R, the isTTC predictors are computed in the same way as iTTC and TTC with the following naming format is[statistic]TTC.
idf-based QTC.
Previous work on pseudo relevance feedback has shown that documentquery coverage can be considered as a measure of relatedness between a document and query [Mitra et al. 1998 ]. Building on this intuition, if the list R contains many documents that cover the query, this indicates that the query is expected to have a good performance. Similar to TTC, we view QTC as a simple document scoring function of document D given Q. Consequently, we extend our idf -based term-weighting to QTC, denoted by iQTC, which is computed as follows:
where we normalize the sum of idf -weighted query terms by the query length |Q| to avoid biasing performance prediction due to the different lengths of the queries. Given this measure, the predictors are computed in a similar way to those with iTTC values. We also propose normalizing the coverage of query terms by the overall terms specificity as follows:
We compute the predictors in a similar way to those using QTC and iQTC but using the isQTC values for all documents in R.
Exponential Time Cohesion (eTCH).
The time cohesion measure (discussed in Section 3.1.3) considers linear differences between timestamps of documents. Recent work on microblog search [Efron et al. 2012] has shown that using an exponential temporal prior [Li and Croft 2003] in the query likelihood model significantly improved retrieval effectiveness. This indicates that, generally, relevant tweets to a query are likely to better fit an exponential distribution over time, which motivated us to propose a variant of TCH that considers an exponential temporal factor, denoted by eTCH, and computed as follows:
where t i is the timestamp (in the unit of days) of a document D i at rank i in R and r is a decay rate parameter that should be tuned. Given this measure, the predictors are then the mean (eMeanTCH), median (eMedTCH), minimum (eMinTCH), etc. of the eTCH values over all documents in R.
EXPERIMENTAL SETUP
In this section we outline the setup needed for our experimental study. We present several details: reference predictors we examine and compare our proposed predictors with (Section 4.1), test collections (Section 4.2) and retrieval models (Section 4.3) we used in our experiments, some implementation issues and decisions we made in adapting some predictors (Section 4.4), the measure we used to evalaute the quality of perfromance prediction (Section 4.5), and finally the training and testing paradigm we used to tune/train and evalaute all of the predictors we study (Section 4.6).
Reference Predictors
We compare our proposed predictors to a total of 37 existing pre-and post-retrieval predictors including those proposed by Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] described in Section 3.1. In this section, we present the existing non-microblog predictors we experiment with.
Non-Microblog Pre-retrieval Predictors.
To partially answer our first research question, we study the behavior of 9 existing pre-retrieval predictors since they generally had good prediction ability in different settings [Hauff 2010 ], and can be efficiently computed. We experimented with two main categories of predictors. The first, idf -based, is based on the inverse document frequency (idf ) of query terms. idf can be computed as shown in Eq. 1. Under this category, we considered the maximum (MaxIdf), sum (SumIdf), average (AvgIdf), etc. of idf values of query terms.
The other category, SCQ-based, is based on a score for collection-query similarity (SCQ) [Zhao et al. 2008 ] defined as follows: SCQ(w) = (1 + log(cf w )) log (1 + N/df w ) where cf w is the collection frequency of query term w in the document collection C. Under this category, we considered the maximum (MaxSCQ), sum (SumSCQ), and average (AvgSCQ) of SCQ values of query terms.
Additionally, we experimented with the simplified clarity score (SCS) , computed as follows: SCS(Q) = w∈Q P (w|Q) log P (w|Q)/P (w|C) where P (w|Q) is estimated using the maximum likelihood estimate (MLE) as follows: P (w|Q) = tf w,Q /|Q|, where tf w,Q is the term frequency of w in Q, |Q| is the query length, and P (w|C) is estimated by MLE over C.
Non-Microblog Post-retrieval Predictors.
In this section, we present the post-retrieval predictors we studied. We note that we gave more attention to post-retrieval predictors due to their superior prediction quality in general [Carmel and Yom-Tov 2010] . As highlighted in Section 2, most of existing predictors were designed and tested in Web and news search domains; we present 5 of these predictors selected based on their reported high prediction quality when tested with different types of collections [Jones and Diaz 2007; Zhou and Croft 2007; Cummins et al. 2011; Shtok et al. 2012] .
Clarity (CLR). CLR is one of the very first proposed predictors [Cronen-Townsend et al. 2002] . In CLR, prediction is based on estimating the coherence of the list R with respect to the collection of documents C using the KL-divergence between the relevance model M Q [Lavrenko and Croft 2001] induced from R and the collection language model. The relevance model M Q is represented as follows:
where P (w|D) is estimated using the MLE as follows: P (w|D) = tf w,D /|D|, where tf w,D is the term frequency of w in D and |D| is the document length. Originally [Cronen-Townsend et al. 2002] , linear smoothing with the collection model was used in constructing the document model P (w|D), but we chose to use an unsmoothed model since this setting showed effective prediction quality in recent studies [Shtok et al. 2012] . P (D|Q) is computed as the sum-normalized (over all documents in R) query likelihood of D [Ponte and Croft 1998 ]. Query likelihood is the likelihood that the document language model generated the query (details on this model can be found in Section 4.3.1). P (D|Q) can be computed as follows:
where P (w|D) is computed by the MLE, smoothed using Dirichlet smoothing with the collection language model. Finally, the clarity score is computed using KL-divergence as follows:
where V is the vocabulary set and P (w|C) is estimated by MLE over C.
More recent studies introduced NQC, NSD, and WIG predictors that are based on analyzing the distribution of retrieval scores of documents in R. We are interested in studying these predictors since they can be computed more efficiently compared to other post-retrieval predictors. We describe these predictors next.
Normalized Query Commitment (NQC). NQC [Shtok et al. 2012] measures the amount of query drift in the results list R; that is, the commitment of documents in R to aspects related to Q. The value of NQC is computed as follows:
where σ R is the standard deviation of retrieval scores of documents in R. Score(Q, C) is the retrieval score of the collection when viewed as one very long document, computed by: Score(Q, C) = w∈Q log P (w|C), where P (w|C) is estimated by MLE over C. Normalized Standard Deviation (NSD). With a similar intuition to NQC, value of NSD [Cummins et al. 2011 ] is computed as the standard deviation of document retrieval scores, but normalized by the square root of the query length instead of the collection score. It also differs from NQC, when computing the standard deviation, in considering only top documents in R with retrieval scores greater than x% of the score of the top-ranked document. The predicted value is computed as follows:
where σ x% is the standard deviation of retrieval scores of documents matching the x% cut-off criterion.
x is a free parameter.
Weighted Information Gain (WIG). In this study, we adopted a reduced version of WIG that is based on query likelihood model [Zhou 2007] , and thus the value of WIG is computed as follows:
where P (w|C) and P (w|D) are estimated by MLE over C and D respectively. We shorten the equation of WIG to be as follows:
where Score QL (Q, D) and Score QL (Q, C) corresponds to the query log-likelihood scores of D and C respectively present in Eq. 3. Temporal Clarity (t-CLR). t-CLR [Jones and Diaz 2007 ] is a variant of the clarity predictor that emphasizes the temporal aspect of the data. We are interested in studying such predictor since temporal aspects of the data is important in the microblog search task ]. t-CLR measures the KL-divergence between the temporal profile of the query (represented by P (t|Q)) and the temporal profile of the collection (represented by P (t|C)). We compute t-CLR as follows:
where T is the set of timestamps in the collection in unit of h hours and we consider h as a free parameter. For simplicity, in this work, we only consider timestamps in list R. P (t|C) is estimated as a uniform distribution over all timestamps in C, and P (t|Q) is estimated by first computingP (t|Q) as follows:P (t|Q) = D∈R P (t|D)P (D|Q), where P (t|D) is 1 for documents posted within the timestamp t, and 0 otherwise, and P (D|Q) is estimated as in Eq. 2. P (t|Q) is then computed by smoothingP (t|Q) with the collection temporal model as follows: P (t|Q) = λP (t|Q) + (1 − λ)P (t|C), where the smoothing factor λ is another free parameter for this predictor.
Microblog Post-retrieval Predictors.
In addition to comparing performance of our proposed predictors to the predictors that inspired them, we also study prediction quality of predictors that consider two tweet-specific features: Hashtags and URLS [Rodriguez Perez and Jose 2014] . The hashtags Ratio (#Rate) and URls Ratio (UrlRate) predictors are computed as the ratio of documents in R containing at least one hashtag/URL as microblog-specific predictors.
Test Collections
We conducted our experiments with two widely-used TREC tweets collections: Tweets11 [Ounis et al. 2011] and Tweets13 [Lin and Efron 2013] , summarized in Table I . With Tweets11, we used a merged set of the queries (along with their relevance judgments) provided by TREC-2011 and 2012 microblog tracks [Ounis et al. 2011; Soboroff et al. 2012] . As for Tweets13, we also used a merged set of the queries (along with their relevance judgments) provided by TREC-2013 and 2014 microblog tracks [Lin and Efron 2013; ]. Both collections are accessible remotely through a search API 7 provided by the microblog track organizers, who also made the collection statistics for both available. Though both collections are composed of the same type of documents, i.e., tweets, yet they are very different in terms of size, time period, sampling rate, and average number of relevant documents per query. In fact, Tweets13 is 15 times larger, spans a much longer time period, has 4 times higher average sampling rate, and has double the average number of relevant documents per query. This indicates that a different temporal distribution of tweets in general (and thus relevant tweets to the queries) across collections is expected. Figure 2 illustrates how the temporal distribution of relevant tweets to the queries is different across collections. It specifically depicts the distribution (across the entire set of queries) of standard deviation of time difference (in days) between the query time and the posting time of its relevant tweets. As the figure shows, the two distributions are very different. For example, Tweets11 seems to have a much higher percentage of queries with relevant documents posted in temporal-proximity of ≤ 3 days (44% as opposed to 17% with Tweets13). While this might initially seem as an artifact of the shorter time span of Tweets11, the higher percentage of queries in the very short period 7 https://github.com/lintool/twitter-tools/wiki/TREC-2013-API-Specifications (even relative to the short time span of Tweets11) suggests that the temporal nature of queries are inherently different.
Studying the robustness of predictors across different models is one of this work's objectives. We are specifically focusing on temporal and query expansion models used in microblog search. The following section presents the four models we considered.
Retrieval Models
To examine the robustness of predictors across different retrieval approaches, we measured the quality of prediction with four different retrieval models that are representative of the types of models used for microblog search.
Query Likelihood (QL). The Query Likelihood (QL) model [Ponte and
Croft 1998] is typically used in related QPP studies [Cronen-Townsend et al. 2002; Jones and Diaz 2007; Shtok et al. 2012 ]. In this model, documents can be ranked by the likelihood that their language models generated the query as follows: P (D|Q) ∝ P (Q|D)P (D) Assuming a uniform document prior P (D) and terms independence, documents can be ranked by
where P (w|D) is initially computed using the MLE over D. To overcome the zero-probability problem, we smooth P (w|D) using Dirichlet smoothing as follows:
where P (w|C) is estimated by MLE over C and µ is a free parameter for this model. When ranking documents using the QL model, we use an effective and well-known implementation of query likelihood that is the log-likelihood defined as follows:
where P (w|D) is computed as shown in Eq. 5. More specifically, we used Lucene's implementation of the log-likelihood retrieval model to retrieve tweets using QL. 8
PRF-based Query Expansion (QE).
Using Pseudo Relevance Feedback (PRF) [Lavrenko and Croft 2001] for query expansion has demonstrated good retrieval effectiveness in microblog search [Massoudi et al. 2011; Choi and Croft 2012; Miyanishi et al. 2013 ]. The typical PRF-based query expansion model expands a query using m terms extracted from the top k documents in an initially retrieved list R given Q. In here, we use a tf -idf like measure to score terms over all documents in R computed as follows: Score(w, R k ) = tf w,R k ·idf (w), where R k is the subset of R containing the top k documents. tf w,R k is the sum of term frequencies of w over all documents in list R k and idf (w) is computed as in Eq. 1. Once we expand the query with m terms (by directly concatenating unweighted expansion terms with the original query), we use the query likelihood model to retrieve the final list of documents using the expanded query. Both m and k are free parameters for this model.
Time-based Exponential Priors (t-EXP).
The t-EXP model [Li and Croft 2003] has shown good retrieval performance for recency queries in microblog search [Efron and Golovchinsky 2011] . The model simply extends the QL model using an exponential decay factor as a document prior as follows:
P (D|Q) ∝ P (Q|D) · r · e −r.t d where P (Q|D) is the query likelihood of the document D, r is a decay rate parameter, and t d is the time difference in days between D's posting time and Q's posting time. [Keikha et al. 2011 ] is a variant of the typical query relevance modeling approach [Lavrenko and Croft 2001] in which the relevance model M * Q of the query is temporal and computed as follows:
Time-based Query Relevance Modeling (t-QRM). t-QRM
where t is a timestamp in unit of days and T is the set of timestamps in the collection. For simplicity, in this work, we only consider timestamps in an initially retrieved list R k (retrieved using the standard QL model) in computing this probability. P (t|Q) is estimated as the normalized sum of retrieval scores of documents in R k posted within t. The probability P (w|t, Q) can be computed as follows:
is assumed to be uniform over all documents in R k posted within t. P (w|D) is computed using the MLE over D. We choose to model the final query using the m terms in R k with the highest probability P (w|M * Q ). As opposed to QE, we found that searching using weighted expansion terms is more effective for t-QRM. Terms were weighted by their probability P (w|M * Q ). The QL model is then used to rank documents using this query model. Since we used Lucene's implementation of the QL model, Lucene includes query term weight in the scoring function by multiplying the term weight by log P (w|D) in Equation 4.3.1. Both the initial list size k and the number of terms in query model m are free parameters for this model. Table II summarizes the parameter values of each model and highlights whether it is temporal, query expansion-based, or both. It also reports mean average precision (MAP) of the four models over the two test collections. Having laid down the theoretical basis of this study, we present next some specific details on how we have employed the previously discussed concepts to study QPP in microblog search.
Implementation Issues
The main implementation issue that we needed to handle is adapting some of the predictors to work across retrieval models other than the QL model (typically used in designing several predictors). We list below how we adapted these predictors to models other than the QL model.
-For CLR & t-CLR, the sum-normalized (over all documents in R) retrieval score of a document computed by a retrieval model was used instead of P (D|Q) [Shtok et al. 2012 ]. -In WIG, the retrieval score of a document was used instead of Score QL (Q, D).
-For NQC and WIG, the collection score was computed using the retrieval model matching that used for scoring documents, except with t-EXP where we used the typical QL score since scoring the collection using t-EXP requires establishing a "timestamp" for the collection.
Considering we worked with two query expansion models, we decided to use the expanded queries generated by these models instead of the original queries when computing post-retrieval predictors relying on query terms. We believe this will help improve prediction since the final result list returned by the system is actually based on the expanded query; an expanded query is assumed to be more related to the results compared to the unexpanded version.
Yet, this approach comes with the caveat that prediction should be done online, incorporated with retrieval to acquire the expanded queries for a specific query expansion model. Prediction can also be done offline, but the prediction system should have access to the expanded queries generated by the exact query expansion model used with prediction. As for pre-retrieval predictors, we use the original, unexpanded query when computing predictors to ensure that the computed prediction value is not dependent on any retrieval model.
Evaluating Prediction Quality
The effectiveness of prediction is typically evaluated using correlation; Pearson's r, Kendall's Tau τ , and Spearman's Rho ρ are the most commonly-used correlation coefficients in QPP literature [Carmel and Yom-Tov 2010] . Using correlation, the performance of a predictor p is evaluated as follows. For each query, two values are computed: a predicted retrieval effectiveness value measured by p, and an actual retrieval effectiveness value measured by a retrieval effectiveness measure (e.g., average precision (AP)). Correlation is then computed using the sets of predicted and actual effectiveness values of all queries. In this work, we use Pearson's r correlation coefficient 9 to measure the quality of each predictor in predicting average precision (AP) at cut-off of 1000.
Training and Testing Paradigm
Earlier work on QPP showed that prediction depends on setting the free parameters of the predictors [Cronen-Townsend et al. 2002; Hauff et al. 2008b; Shtok et al. 2012] ; therefore, parameter tuning is needed to optimize prediction quality. For that, we adopted a train-test approach proposed by Shtok et al. [Shtok et al. 2012] . We randomly split a query set into two subsets: training (i.e., tuning) subset with 75% of queries and testing subset with the remaining 25%. We tuned the free parameters of the predictors (by optimizing Pearson's coefficient) over the training subset, and then tested the optimized predictors over the testing subset. With the relatively small number of queries per collection, using a single testing subset can result in a biased evaluation of prediction quality. To avoid bias, we repeated this (split-tune-test) process 120 times. The final prediction quality of a predictor is measured by averaging the correlation values (computed as discussed in Section 4.5) over the 120 splits. 10 We evaluated pre-retrieval predictors by testing them directly on the same test splits used to test post-retrieval predictors. Two-tailed paired t-test, with a significance level α = 0.05, is used to determine statistically-significant differences in quality of the predictors (difference is computed between the 120 pairs of correlation values for two predictors) [Raiber and Kurland 2013; Sondak et al. 2013] .
In this work, we computed the average of correlation values as the arithmetic mean of the observed correlations over all splits. It can also be computed in other ways, one of them is based on back-converting average of the Fisher's z [Fisher 1958 ] transformations of the correlation values observed [Corey et al. 1998 ]. We leave investigating that approach to future work.
In tuning parameters of post-retrieval predictors 11 we considered a wide range of values. Table III reports the parameters and the ranges of values we optimized on. (5) While it is theoretically possible to follow a different evaluation approach, in which we tune the parameters on a collection and run the predictors on another, we chose not to due to the large differences between the collections, as described in Section 4.2.
Given the experimental setup explained above, we ran several experiments to answer our research questions. We discuss the results of these experiments next. 9 Our experiments showed that relative performance of predictors using Pearson's correlation is generally similar to that using Kendall's Tau. 10 We tried different splitting percentages and number of splits; the reported setting produced the best results. 11 Notice that pre-retrieval predictors we tested have no parameters.
EXPERIMENTAL EVALUATION
Given the four research questions we thrive to answer in this study, we ran extensive experiments on query performance prediction in microblog adhoc search domain. We first study the performance of the state-of-the-art predictors, proposed over external domains as well as the microblog domain, in Section 5.1 (answering RQ1). We next present and discuss the performance of our proposed predictors in Section 5.2 (RQ2). Discussion to answer RQ3 spans both Section 5.1 and Section 5.2. We conducted further experiments to examine two main sub-problems observed during our experiments.
In the first, we study the effect of using the expanded query versus the non-expanded one in computing predictors when query expansion retrieval models are used (Section 5.3). In the Second, we study the effect of temporality of queries in this temporal domain on prediction quality (Section 5.4) to answer RQ4.
Evaluating State-of-the-Art Predictors
In this section, we focus on the evaluation of prediction quality of existing predictors to answer our first research question (RQ1). We distinguish between two types of those predictors: nonmicroblog, proposed previously for other domains like adhoc search over Web or news documents, and microblog-specific, proposed for microblog adhoc search. Results are reported as Pearson's coefficient values.
We categorized predictors into families as shown in Table IV . Pre-retrieval predictors are grouped into one family due to their distinct prediction approach. We omit reporting results of MaxSCQ, AvgSCQ, and SCS due to their very weak performance (correlation less than 0.115) over all retrieval models and with both Tweets11 and Tweets13. Table IV presents full results on quality of existing predictors across all retrieval models.
Non-microblog Predictors.
We focus first on discussing the non-microblog predictors starting by pre-retrieval predictors. The results in Table IV show that pre-retrieval predictors are generally weaker than post-retrieval ones which is a common observation about these predictors [Carmel and Yom-Tov 2010] . Among pre-retrieval predictors, idf -based predictors are the best compared to all tested pre-retrieval predictors. An interesting observation drawn from the table is that SumIdf exhibits relatively-strong performance (even when compared to some post-retrieval predictors) which is in line with findings of Shtok et al. [Shtok et al. 2012 ] over ClueWeb09 Web collection. Such observation also suggests that idf of topic terms are indicators of query performance, which supports our intuition behind using idf weights in proposed predictors presented in Section 3.2.
As for post-retrieval predictors, there is no single predictor that works best with all retrieval models, nevertheless, some predictors are relatively strong overall. t-CLR and NQC specifically appear to have consistently good performance over different adhoc search settings (i.e., with different retrieval models and collections). We also notice that t-CLR (the only temporal predictor in this family) had superior prediction quality with temporal models compared to non-temporal models in general. This is due to the fact that t-CLR is based on building a temporal distribution of documents in R as a representation of the query temporal profile, and at the same time, the temporal retrieval models we are testing are based on capturing documents that match the query temporal profile (whether using a full temporal distribution over an initially retrieved set of documents as with t-QRM or just based on document temporal distance from the query time as with t-EXP). Thus, t-CLR has a superior power in capturing temporality of documents retrieved for a query using one of those temporal models.
However, the variation in t-CLR quality was very slight over non-query expansion models but noticeably-larger over query expansion models. Figure 3 helps justify why. In that figure, we correlate the retrieval effectiveness (measured by MAP) of QL with t-EXP, and QE with t-QRM over all queries of Tweets11. Figure 3a obviously shows that QL and t-EXP (the two non-query expansion models) are highly correlated although t-EXP performs significantly better (using two-tailed paired t-test, α = 0.05). Moreover, these results indicate that t-EXP is weakly based on temporality of documents in retrieval, and thus, making it closer in performance to a non-temporal retrieval model like QL. This is clearly not the case considering QE vs. t-QRM (the two query expansion models), as shown in Figure 3b .
As for NQC, we find its superior prediction quality conforming with its reported strength in literature over ample adhoc search settings [Shtok et al. 2012] . The results over both collections in Table IV show that NQC (and the very similar NSD) performed significantly better with query expansion models compared to non-query expansion models. Interestingly, we observe that CLR has inferior performance with query expansion-based models. Query drift from the original query topic is a common problem with expansion models based on pseudo relevant documents (such as QE and t-QRM) [Zighelnic and Kurland 2008; Shtok et al. 2012] . As the Clarity score measures the topic coherence for a query using the list R for that query without considering the actual query (and underlying topic), CLR can predict that a coherent set of documents indicates an easy query even if that set is on the wrong topic. With query drift usually caused by expansion models, we suspect this problem might be present in QE and t-QRM models (for example, comparing performance of QE with Tweets11 and t-QRM with Tweets13 to QL with the corresponding collections, we find that those expansions models degraded performance of 40% of the queries in the respective collections and query drift might be the cause of that). CLR might predict that those topics with query drift are easy queries while they are not. Comparison with other Domains: Considering the rich literature on existing non-microblog predictors and to examine how true the hypothesis that the very different nature of microblog adhoc search imposed a need to re-examine QPP in this domain, we conducted a rough comparison between the performance of these predictors in microblog search with their performance in other contexts. We focus our discussion on adhoc search using the QL model in the context of news and Web documents, and rely on Pearson's coefficient values reported by Shtok et al. [Shtok et al. 2012] for CLR, NQC, WIG, and some pre-retrieval predictors 12 , with the caveat that possibly-different implementation details of the predictors 13 , slightly-different implementation of the retrieval model, and different parameter settings in split-tune-test approach were used. We consider that study due to the large span of collections it covered in addition to the similar evaluation approach it followed using the same split-tune-test evaluation paradigm but with 40 evaluation splits and query sets of a size range 50-250. In Figure 4 , we plot the range of Pearson's correlation values for each of the studied predictors over all collections studied in [Shtok et al. 2012 ]. The figure shows that the performance of some of the studied non-microblog predictors in the context of microblog search does not fully conform with their performance in the context of adhoc search in other domains. This adds further evidence to our case: the need for a deep study of the problem of QPP in this new domain. The figure also demonstrates the expected outcome that predictors tested with Tweets11 will behave slightly-differently with the very different Tweets13 (see Section 4.2 for details).
Microblog-Specific Predictors.
In this section, we study the predictors proposed by Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] . Pearson's correlation coefficient values reflecting quality of these predictors are shown in Table IV . Table IV shows that TTC-based predictors (median and low specifically) were the best performing microblog-specific predictors in general. This conforms with the superior prediction quality of TTCbased predictors reported by Rodriguez Perez and Jose [Rodriguez Perez and Jose 2014] . Even though QTC-based predictors work in a similar manner to TTC but, with representing the topic by the query terms only, they had inferior performance in general. This is due to the fact that in all TTC-based predictors tested, the optimal number of topic terms used was very high (≥ 10 terms) in comparison to the actual query length (3 words on average) used in QTC-based predictors. The higher number of topic terms helped in better capturing the actual topic of the document (recall that we view TTC as a query-document scoring function). Referring to query expansion retrieval models, expanding the query usually helps in finding a better representation of the topic; a similar situation holds with TTC. However, in QTC, only the query terms are used to measure coverage. Query terms are expected to be already well-covered by documents in the retrieved list (regardless of the relevance of the results) due to the typical word-overlap strategy of retrieval models. Another strong evidence on the fact that computing coverage with longer topic representation helped improve prediction ability of these predictors is the significantly better performance that QTC-based predictors are showing with query expansion models. Surprisingly, we find that TCH-based predictors were not performing as good as expected considering the temporality of tweets and microblog search. The results show that microblog-specific predictors that considered the tweet content generally had a superior performance over TCH-based predictors. Furthermore, comparing prediction quality of TCH-based predictors to the other temporal predictor we tested, i.e., t-CLR, we notice that the former predictors perform significantly worse in general. Such inferior performance of TCH-based predictors is because they consider that a query is effective if the retrieved list for it is cohesive in terms of time. However, experiments will show in Section 5.4 that many queries in Tweets11 and Tweets13 are actually non-temporal as relevant documents for such queries are not focused around specific time intervals. For such queries, retrieved lists of documents are not expected to be cohesive in terms of time. At the same time, values of TCHbased predictors will be much lower for such queries indicating weakly performing queries, while in fact, the queries might be highly effective but with no temporal cohesion due to their non-temporal nature.
As our experiments have showed, we can achieve a prediction quality of up to 0.450 on average with the different retrieval models and collections used. The question we study next is: can we improve prediction quality further? The following section presents results of evaluating our proposed predictors in order to answer this question.
Evaluating Proposed Predictors
We now turn our discussion to the evaluation of our proposed predictors to answer our second research question (RQ2). We mainly discuss the evaluation of the families of the two idf -based QTC variants, the two idf -based TTC variants, and eTCH-based predictors. Results for the evaluation of prediction quality for these proposed predictors are shown in Table V .
Similar to what was reported in literature about TTC and QTC relative performance [Rodriguez Perez and Jose 2014] , and for similar reasons, we observe that i/isTTC-based predictors are transcending those based on i/isQTC. iMedTTC in particular is showing superior performance to all other predictors including microblog and non-microblog ones discussed in previous section. Moreover, iLowTTC and iUpTTC are showing strong prediction quality, with both computing median iTTC for some portion of the result list. This indicates that considering median of document-query similarity scores have a good correlation with actual query performance. We also notice that i/isQTC are generally performing better with expansion models versus non-expansion ones. We now proceed to study how our proposed predictors perform compared to the state-of-the-art predictors.
Table VI presents percentage improvement resulting from our top two performing predictors (i.e., iMedTTC and iLowTTC) over the top two predictors from each of existing non-microblog (NQC and t-CLR) and microblog predictors (MedTTC and LowTTC). We specifically selected to compare those two predictors to existing four predictors as all 6 showed consistently good performance over different adhoc search settings (as shown in Tables IV and V) . Table VI . Percentage of improvement of each of iMedTTC and iLowTTC compared to the top two predictors from each of existing non-microblog and microblog predictors. * indicates a significant improvement over existing predictor with p < 0.05
QL Tweets11
Tweets13 Table VI shows the percentage improvement of iMedTTC and iLowTTC over the four existing ones. It is clear from the table that our proposed predictors have consistently exhibited statisticallysignificant improvement over the state-of-the-art predictors represented by those four predictors. In fact, among 64 adhoc search settings presented in the table, 55 indicate improvement in prediction (49 of them were statistically-significant) while only 9 indicate degradation (only 5 of them were statistically-significant). Results also show that using the idf term weighting in the iTTC-based predictors consistently improved prediction quality over the original corresponding TTC-based ones.
Due to the split-tune-test evaluation paradigm with 120 random splits of a query set that we used to evaluate prediction quality, we also examine the standard deviation of prediction quality values across the 120 evaluation splits per collection and retrieval model. Table VII shows the results over the 6 best predictors we focused on. It should be noted that the lower the standard deviation is, the more robust a predictor is, indicating that the predictor performance reported is more stable across different evaluation query sets splits. Results in Table VII show that our proposed predictors have generally similar or lower standard deviation compared to the existing predictors, indicating their robustness across different retrieval settings. 
Effect of Using Expanded Query in Prediction with Query Expansion Models
With a few terms per tweet, vocabulary mismatch between a tweet and a query in retrieval is highly likely [Efron et al. 2012] . Query expansion is one common way to overcome this problem and it is very widely and effectively used in this domain [Massoudi et al. 2011; Choi and Croft 2012; Miyanishi et al. 2014] , therefore, we find it crucial to understand the effect of using the expanded query (which is an outcome that is not naturally produced by the retrieval model) in computing performance predictors; to our knowledge, such analysis has never been carried out in this domain before.
In this experiment, we study two scenarios in predicting the performance of query expansion retrieval models. When computing the predicted performance, the first scenario considers the original (non-expanded) query and the other considers the expanded query used to retrieve the final result list. Over these two scenarios, we measure the performance of some representative set of predictors that use the query one way or the other in computing the predicted values (e.g., normalizing by the query length or using the query terms). We specifically focus on the two best performing predictors on average over different search settings from each of three categories of predictors: existing non-microblog, existing microblog and proposed predictors. Figure 5 demonstrates the effectiveness of the second scenario with QE retrieval model. As expected, prediction using the expanded query showed superior performance over that using the original query. In fact, prediction was highly significantly-better (α = 0.001) in all cases. A very similar pattern of results is observed with t-QRM expansion model as well. Such scenario better reflects the true performance of the retrieval system as it computes the predictors using the retrieved list along with the query used to retrieve that list. Ways to leverage both the original and the expanded query to better improve the prediction quality are left as future work.
Effect of Query Temporality on Prediction
As users performing microblog adhoc search tend to issue queries that are looking for time-sensitive information [Teevan et al. 2011; Oeldorf-Hirsch et al. 2014] , we are interested in examining (1) how temporal the actual queries are for the test collections we study, and (2) how would that affect prediction performance.
We categorized the queries in each of Tweets11 and Tweet13 into two types: temporal and nontemporal queries. We adopted the following definition by Dakka at al. [Dakka et al. 2012] : A query over a collection of time-stamped tweets is temporal if relevant tweets for the query are not spread uniformly over time but rather tend to be concentrated in restricted time intervals. The definition is general enough to cover several other definitions of queries with temporal aspects that were proposed in microblog adhoc search and other domains (e.g., event queries as described in: [Ghoreishi and Sun 2013; Oeldorf-Hirsch et al. 2014] ). Using relevant documents provided for each query in the two collections, one annotator (the first author of this article) manually labeled each query in each of the test collections. Labeling was done by looking at the temporal distribution of relevant documents for a query (anchored by query time) and also examining Web documents retrieved for that query by searching Google, limiting the search to the duration of the collection. We found that only 49% of the 108 queries of Tweets11 are temporal, while 68% of the 115 queries of Tweets13 are temporal.
Is query performance prediction affected by query temporality? To answer this question, we compare the quality of performance prediction over temporal vs. non-temporal query subsets. We elected to use the labeled subsets of Tweets11 as it has a balanced size of temporal and non-temporal query sets as opposed to Tweets13. In this experiment, we focus on the top two predictors that are consistently good over different adhoc search settings for each of three sets of predictors: existing non-microblog, existing microblog, and proposed predictors. We also added to the list the top two TCHbased predictors that are purely temporal. For each of the selected predictors, Table VIII reports % improvement in prediction quality when computed over temporal queries compared to the nontemporal ones. The prediction quality of a predictor over a query subset is based on the optimal parameter settings for that predictor over that subset. As the table shows, quality of prediction is generally much higher over temporal queries compared to non-temporal ones, reaching up to 160% improvement; such results clearly answer our fourth research question (RQ4). One of the key highlights we notice in these results is that the three temporal predictors specifically have the highest average improvements (over all retrieval models) among all of the selected predictors. Such observation indicates that temporal predictors are stronger at capturing temporal signals in temporal queries. We also notice that the improvements of temporal predictors over t-QRM are noticeably much higher than the improvements over t-EXP. This is somewhat expected as t-QRM utilizes the temporal distribution of initially-retrieved tweets for the query, while t-EXP only weights a tweet (content-based) score by the time difference between the tweet and the query.
Except for t-CLR, other temporal predictors are not generally strong predictors over all types of queries (refer to Tables V and IV) , however, the fact that they can clearly capture temporality of the query suggests that they can be effectively combined with other non-temporal predictors to (potentially) further improve the overall prediction quality. They can also exhibit strong features in distinguishing between query types based on temporality.
CONCLUSION AND FUTURE WORK
Given the extensive experiments we performed in this large-scale study of QPP in the context of microblog search, we outline here the main conclusions of the study and some guidelines for future work.
Conclusion
We have experimented with a total of 72 predictors; 37 of them were state-of-the-art predictors and the remaining are proposed based on some of the existing predictors. Predictors included preand post-retrieval ones, and temporal and non-temporal predictors. We tested prediction over four retrieval models typically used in microblog search. This study was carried over the two most widelyused tweet test collections: Tweets11 and Tweets13. Overall, the main conclusions drawn from this work are as follows:
-Predicting AP with a relatively good prediction quality in a robust way across different retrieval models is possible in the context of microblog search. -Several experiments on temporal predictors showed that a strong temporal predictor (such as t-CLR) might better fit a temporal retrieval model. Moreover, temporal predictors that ignore the fact that not all queries are temporal are not very effective. -It is possible to further improve prediction quality in this context. Our experiments on our proposed predictors showed that they were generally the best in prediction across different retrieval models and with different collections. Moreover, the proposed predictors showed robust prediction quality (measured by standard deviation of prediction quality over 120 evaluation splits) compared to existing predictors in most retrieval settings.
-Using expanded queries in predicting the performance of query expansion retrieval models gives much better prediction quality than using the original queries. -The prediction of a set of best-performing predictors is much more effective over temporal queries than non-temporal ones.
Future Work
Starting with this comprehensive study of QPP in microblog search, we develop several directions for future work. First, the study triggered the need for performance predictors that explicitly consider the temporal aspect of the task and the data. The new predictors might also leverage some specific features of the data, e.g., retweets and hashtags. Moreover, proposed predictors can be designed to accommodate the specific nature of tweets including the very short length of text and the informality of the language usually used. Second, in query expansion retrieval models, we have two queries (original and expanded) and two result lists (initial and final). Ways to integrate those queries and result lists to better predict the performance of the retrieval model deserve more attention.
Third, using performance predictors in applications to improve microblog search effectiveness is definitely an interesting future direction. Due to the effectiveness of query expansion models in this context, the main applications we consider are those supporting such retrieval models. For example, selective query expansion can benefit from QPP to decide which queries should be expanded. A more general approach targets applying QPP to perform dynamic query expansion where QPP can help in dynamically deciding the amount of expansion to apply for a given query.
Finally, there are also some limitations in our work that we plan to address in the future. One is that we focused on predicting average precision only; however, other measures (e.g., precision at rank 30) are also frequently-used in evaluating microblog retrieval systems. It will be interesting to study the quality of predictors in predicting such measures. Another limitation is that we showed the effectiveness of the newly-proposed predictors only in the domain of microblog search; it remains to examine them in other domains (such as Web search) to further test their robustness across different domains. We also showed that the performance of some existing predictors (e.g., WIG) is not consistent across different retrieval models, which requires further investigation.
