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Department of Mathematics, University of Wyoming, Laramie, Wyoming 82071, USA
Abstract
A typical two-phase model for subsurface flow couples the Darcy equation for pressure and a transport
equation for saturation in a nonlinear manner. In this paper, we study a combined method consisting of
continuous Galerkin finite element methods (CGFEMs) followed by a post-processing technique for Darcy
equation and finite volume method (FVM) with upwind schemes for the saturation transport equation, in
which the coupled nonlinear problem is solved in the framework of operator decomposition. The post-
processing technique is applied to CGFEM solutions to obtain locally conservative fluxes which ensures
accuracy and robustness of the FVM solver for the saturation transport equation. We applied both upwind
scheme and upwind scheme with slope limiter for FVM on triangular meshes in order to eliminate the
non-physical oscillations. Various numerical examples are presented to demonstrate the performance of the
overall methodology.
Keywords CGFEM; Local conservation; post-processing; two-phase flow; porous media
1 Introduction
The standard continuous Galerkin finite element methods (CGFEMs) are widely used for solving various kinds
of partial differential equations [1, 35] but are rarely utilized in two-phase flow simulation, which is due to the
lack of local conservation property of the CGFEM solutions [2, 37]. There are application problems, such as
multiphase flow (MPF) in fluid dynamics [23] and drift-diffusion in electrodynamics [8, 32], which require local
conservation property on their numerical solutions. A simple illustration of why local conservation property is
MPF(p, S)
non-LCF
LCF
non-physical saturation S < 0 or S > 1
physical saturation 0 < S < 1
CGFEM for p
Schemes for p Schemes for S
Schemes for S
Post-processing
Figure 1: Illustration of why local conservation is required. LCF refers to locally conservative fluxes, S refers
to saturation, and p refers to pressure.
required in multiphase flow simulation is shown in Figure 1. Instead of using the standard CGFEMs for such
∗This work was partially supported by a grant from the School of Energy Resources, University of Wyoming.
2application problems, many endeavors have utilized mixed finite element methods (MFEMs) (see for example
[4, 6, 22, 26, 15, 30, 36]), FVM (see for example [16, 24, 25, 29]), and discontinuous Galerkin (DG) methods
(see for example [12, 13, 17, 20, 27]).
The paper [22] analyzed a combined method for incompressible two-phase flow in porous media. The
method consists of the MFEM for Darcy equation and DG for the transport equation. Under appropriate con-
ditions, the authors established existence and uniqueness of the numerical solutions by using a constructive
approach as well as derived the optimal error estimates for saturation in L2(H1). Wang and his collaborators
developed an Eulerian-Lagrangian localized adjoint method (ELLAM) to discretize the transport component
of the miscible fluid flows in porous media [36], where the MFEM was used to approximate the pressure and
Darcy velocity.
A finite volume scheme for two-phase immiscible flow in porous media is presented and analyzed in [24].
The method combines a centered finite volume scheme for the Chavent global pressure equation and an upwind
time implicit finite volume scheme for the transport equation. The capillary pressure is included in the model
and error estimates of the approximate solutions are established. A fully coupled implicit DG is developed in
[12] for both the pressure and saturation equations for two-phase flow model in porous media. The proposed
schemes do not require slope limiting or upwind stabilization techniques but pay a price of solving much larger
linear algebra systems than that of CGFEM. The optimal convergence behavior and error estimates are studied
in [13].
In [18], a fairly recently developed method called weak Galerkin finite element method (WGFEM), was ap-
plied to solve Darcy equation in two-phase model for subsurface flow. The numerical normal velocity obtained
from WGFEM satisfies local conservation property, which ensures robustness of the finite volume solver for
the transport saturation equation. The paper [37] studied a locally conservative Galerkin (LCG) finite element
method for two-phase flow simulations in heterogeneous porous media. The method utilizes the property of
local conservation at steady state conditions to post-process the numerical fluxes at the element boundaries at
every time step. Other numerical methods for two-phase flow simulations can be found for instance in [10, 11].
In this paper, we apply the classical CGFEM supplied with a post-processing technique to the Darcy equa-
tion in the two-phase flow model. The nontrivial but simple post-processing technique developed in [7] is
applied to linear and quadratic CGFEM solutions to generate locally conservative fluxes, which will be utilized
in the explicit FVM time discretization for solving the saturation transport equation. Similar post-processing
techniques for linear CGFEM can be found for example in [3, 2, 5, 8, 9, 19, 21, 28, 31, 33, 34, 37] and for high
order CGFEM can be found for example in [5]. In order to eliminate the potential non-physical oscillations of
the saturation profile at the front, we combine the FVM with upwind schemes. In this paper, we present upwind
scheme and upwind with slope limiter for the triangular meshes.
3The rest of this paper is organized as follows. Section 2 sets up the two-phase model problem and Section 3
outlines our numerical methodology for solving the two-phase flow problem that is based on operator splitting.
Section 4 presents the post-processing technique for CGFEMs to obtain locally conservative fluxes. Upwind
scheme and upwind scheme with slope limiter for triangular meshes are described in Section 5. Section 6
presents various numerical results on the application of the post-processing techniques and upwind and upwind
with slope limiter for a couple of examples in single-phase flow and two-phase flow. Conclusion is given in
Section 7.
2 Two-Phase Flow Modelling
Two-phase flow is a particular example of multiphase flow typically occuring in an immiscible system contain-
ing a wetting phase and a non-wetting phase, for instance water and oil, with a meniscus separating the two
phases. We consider a heterogeneous oil reservoir which is confined in a domain Ω. The governing equations
consist of Darcy’s law and a statement of conservation of mass and are expressed as


∇ · v = q, where v = −λ(S)κ(x)∇p, in Ω× (0, T ],
∂tS +∇ · (f(S)v) = qw, in Ω× (0, T ],
p(x) = gD(x), x ∈ ΓD,
v · n = gN (x), x ∈ ΓN ,
S(x, 0) = S0(x), x ∈ Ω,
(2.1)
where v is the Darcy velocity, κ is the permeability coefficient, S is the saturation of the wetting phase, S0 is
the initial saturation, T is the finial time, and ΓD ∪ ΓN = ∂Ω,ΓD ∩ ΓN = ∅. The total mobility λ(S) and the
flux function f(S) are given by
λ(S) =
κrw(S)
µw
+
κro(S)
µo
, f(S) =
κrw(S)/µw
λ(S)
, (2.2)
where κrα (α = w denoting the wetting phase and α = o denoting the non-wetting phase) is the relative
permeability of the phase α. For simplicity, here capillary pressure and gravity are not included in the model.
3 Methodology
In this section, we describe the methodology for solving the two-phase flow model problem. Let Ω be a bounded
domain in R2 with Lipschitz boundary ∂Ω. We consider a partition Th, a mesh for CGFEMs, consisting of non-
overlapping triangular elements τ such that Ω =
⋃
τ∈Th
τ and a dual meshDh consisting of control volumes Cz
4Figure 2: Discretization of Ω into a collection of triangular elements Th (black lines). The dots represent the
nodal degrees of freedom for the approximated pressure using linear CGFEM (left plot) and quadratic CGFEM
(right plot). The red dotted lines represent collection of nodal centered control volumes Dh.
(z is an associated nodal degree of freedom) such that Ω = ⋃Cz∈Dh Cz (see Figure 2). We denote Z = Zin∪Zd,
where Zin is the set of interior nodal degrees of freedom and Zd is the set of corresponding points on ∂Ω. We
set h = maxτ∈Th hτ where hτ is defined as the diameter of τ . We denote the standard CGFEM space as
V kh =
{
wh ∈ C(Ω) : wh|τ ∈ P
k(τ), ∀ τ ∈ Th and wh|ΓD = 0
}
,
where P k(τ) is a space of polynomials with degree at most k on τ . In this paper, we focus on the case where
k = 1, 2. We also denote the space of piecewise constant functions on Dh by
W 0h =
{
wh : wh|Cz ∈ P
0(Cz), ∀ Cz ∈ Dh
}
.
Then a semi-discretization of (2.1) is to find ph(t) = ph with (ph − gD,h) ∈ V kh and Sh(t) = Sh ∈ W 0h , such
that 

a(Sh; ph, vh) = ℓp(vh) ∀ vh ∈ V
k
h ,
(∂tSh, wh) + b(ph;Sh, wh) = ℓS(wh), ∀ wh ∈W
0
h ,
(3.1)
where
a(u; v,w) =
∫
Ω
λ(u)κ∇v · ∇w dx, b(ph; v,w) =
∑
Cz∈Dh
∫
∂Cz
vh(ph) · nf(v)w dl,
ℓp(w) = (q, w)− 〈gN , w〉ΓN , ℓS(w) = (qw, w),
(·, ·) is the usual L2 inner product, 〈·, ·〉Γ is the L2 inner product on the curve Γ, and gD,h ∈ V kh can be thought
of as the interpolant of gD using the usual finite element basis. Notice that here the first equation is a CGFEM
formulation while the second equation is a FVM formulation.
The system (3.1) is coupled nonlinearly. There are several nontrivial issues inherent in this system that
require appropriate attention and treatment. The main objective is to devise a numerical procedure that is stable
5and gives accurate approximate solutions. It should be noted however, practioners have developed legacy codes
in a relatively independent manner for every equation in (2.1). From this vantage point, the best strategy is to
construct a reliable framework that allows for taking advantage of the well established codes.
For the time discretization, we denote, for the coarse time step discretization, a partition of [0, T ] as 0 =
t0 < t1 < · · · < tn < · · · < tN = T . Let In = [tn−1, tn] and ∆tn = tn − tn−1. On each coarse time step In,
we denote, for the fine time step, a partition of In as tn−1 = tn0 < tn1 < · · · < tnr < · · · < tnR = tn. Let
∆tnr = tnr − tnr−1 be the fine time step. Applying an explicit time stepping for the transport equation on fine
time step interval Inr , we obtain
(Snrh , wh) = (S
nr−1
h , wh)−∆tnrb(ph;S
nr−1
h , wh) + ∆tnrℓS(wh), ∀ wh ∈W
0
h . (3.2)
To summarize, we present the following algorithm for the overall methodology on one time step.
Algorithm 1 Methodology for Time Marching on (tn−1, tn]
Let Sn−1h , p
n−1
h be available.
Set Sn,0h = S
n−1
h .
Loop m = 1, 2, · · · ,Mn for iteration
Find pn,mh satisfying
a(Sn,m−1h ; p
n,m
h , vh) = ℓp(vh), ∀ vh ∈ V
k
h . (3.3)
Post-process pn,mh to be p˜
n,m
h to obtain locally conservative Darcy velocity.
Set Sn0,mh = S
n,m−1
h .
Loop r = 1, 2, · · · , R for the fine time step
Find Snr,mh satisfying
(Snr ,mh , wh) = (S
nr−1,m
h , wh)−∆tnrb(p˜
n,m
h ;S
nr−1,m
h , wh) + ∆tnrℓS(wh), ∀ wh ∈W
0
h . (3.4)
End loop
Set Sn,mh = S
nR,m
h
End loop
Set Snh = S
n,Mn
h , p
n
h = p
n,Mn
h .
4 A Post-processing Technique
The numerical Darcy velocity v directly calculated from the CGFEM solution does not satisfy local conserva-
tion and are not continuous across the element interfaces, which are desired properties for solving the transport
equation. We present in this section a post-processing technique developed in [7] for the CGFEM solutions that
6aims at producing locally conservative flux.
4.1 Auxiliary Elemental Problem
We would like to have Darcy velocity to satisfy local conservation on control volumes which are generated
from the dual mesh Dh whose normal component is continuous at the boundaries of these control volumes (see
Figure 2). The construction of the dual mesh on a single element is shown in Figure 3. In details, for linear
CGFEM, we connect the barycenter of the triangle to the middle points of the edges of the triangle, and for
quadratic CGFEM, we divide the triangle into four sub-triangles and then do the same for each sub-triangle as
for the linear case. Each control volume corresponds to a degree of freedom in CGFEMs.
For simplicity, we denote K = λ(S)κ(x) in (2.1). We post-process the pressure solution ph solved by
CGFEM to obtain ν˜h = −K∇p˜h such that it is continuous at the boundaries of each control volume and
satisfies the local conservation property in the sense
∫
∂Cξ
ν˜h · n dl =
∫
Cξ
q dx, (4.1)
where Cξ is a control volume surrounding a node ξ. This node is associated with a degree of freedom in V kh .
z1 z2
z3
z1 z2
z3
z4
z5z6
Figure 3: Construction of nodal based control volumes for V 1h (left) and V 2h (right).
In order to obtain locally conservative fluxes on each control volume, we set and solve an elemental/local
problem on τ . Let Nk = 12 (k+1)(k+2) be the total number of degrees of freedom on a triangular element for
V kh . We denote the collection of those degrees of freedom by s(τ, k) = {zj}
Nk
j=1 and partition each element τ
into Nk non-overlapping polygonals {tzj}
Nk
j=1; see Figure 3. For tξ with ξ ∈ s(τ, k), we make a decomposition
∂tξ = (∂τ ∩ ∂tξ) ∪ (∂C
ξ ∩ ∂tξ). We also define the average on an edge or part of the edge sharing by two
elements τ1 and τ2 for vector v as
{v} =
v|τ1 + v|τ2
2
. (4.2)
LetW 0(τ) be the space of piecewise constant functions on element τ such that W 0(τ) = span{ψη}η∈s(τ,k),
7where ψη is the characteristic function of the polygonal tη, i.e.,
ψη(x) =
{ 1 if x ∈ tη
0 if x /∈ tη
. (4.3)
We define a map Iτ : H1(τ) → W 0(τ) with Iτw =
∑
ξ∈s(τ,k)
wξψξ , where wξ = w(ξ) for w ∈ H1(τ). We also
define the following bilinear forms
bτ (v,w) = −
∑
ξ∈s(τ,k)
∫
∂Cξ∩∂tξ
K∇v · nIτw dl, eτ (v,w) =
∫
∂τ
{K∇v} · nw dl. (4.4)
Let V kh (τ) = span{φη}η∈s(τ,k) where φη can be thought as the usual nodal η basis function restricted to
element τ . The elemental calculation for the post-processing is to find p˜τ,h ∈ V kh (τ) satisfying
bτ (p˜τ,h, w) = ℓτ (Iτw − w) + aτ (ph, w) + eτ (ph, Iτw − w), ∀ w ∈ V
k
h (τ), (4.5)
where aτ (w, v) =
∫
τ
K∇w · ∇v dx.
Lemma 4.1. The variational formulation (4.5) has a unique solution up to a constant.
Proof. We have V kh (τ) = span{φξ}ξ∈s(τ,k), where φξ(η) = δξη with δξη being the Kronecker delta, for all
ξ, η ∈ s(τ, k). By replacing the test function w with φξ for all ξ ∈ s(τ, k), (4.5) is reduced to
−
∫
∂Cξ∩∂tξ
K∇p˜τ,h · n dl =
∫
tξ
q dx− ℓτ (φξ) + aτ (ph, φξ) + eτ (ph, Iτφξ − φξ), ∀ ξ ∈ s(τ, k). (4.6)
This is a fully Neumann boundary value problem in τ with boundary condition satisfying
−
∫
∂τ∩∂tξ
K∇p˜τ,h · n dl = ℓτ (φξ)− aτ (ph, φξ)− eτ (ph, Iτφξ − φξ), ∀ ξ ∈ s(τ, k). (4.7)
To establish the existence and uniqueness of the solution, one needs to verify the compatibility condition [14].
We calculate
−
∫
∂τ
K∇p˜τ,h · n dl =
∑
ξ∈s(τ,k)
(
ℓτ (φξ)− aτ (ph, φξ)− eτ (ph, Iτφξ − φξ)
)
.
Using the fact that
∑
ξ∈s(τ,k) φξ = 1 and linearity, we obtain
∑
ξ∈s(τ,k)
ℓτ (φξ) =
∑
ξ∈s(τ,k)
∫
τ
qφξ dx =
∫
τ
q
∑
ξ∈s(τ,k)
φξ dx =
∫
τ
q dx.
8Using the fact that ∇
(∑
ξ∈s(τ,k) φξ
)
= 0 and linearity, we obtain
∑
ξ∈s(τ,k)
aτ (ph, φξ) =
∑
ξ∈s(τ,k)
∫
τ
K∇ph · ∇φξ dx =
∫
τ
K∇ph · ∇
( ∑
ξ∈s(τ,k)
φξ
)
dx = 0.
Also, we notice that
∑
ξ∈s(τ,k)
eτ (ph, Iτφξ − φξ) =
∑
ξ∈s(τ,k)
∫
∂τ∩∂tξ
{K∇ph} · n dl −
∫
∂τ
{K∇ph} · n
∑
ξ∈s(τ,k)
φξ dl = 0.
Combining these equalities, compatibility condition
∫
∂τ
−K∇p˜τ,h · n dl =
∫
τ
q dx is verified. This completes
the proof.
Remark 4.1. The technique proposed here can be naturally generalized to rectangular elements.
4.2 Elemental Linear System
We note that the dimension of V kh (τ) is Nk and hence the variational formulation (4.5) yields an Nk-by-Nk
linear algebra system. To see this, we represent p˜τ,h ∈ V kh (τ) as
p˜τ,h =
∑
η∈s(τ,k)
αηφη (4.8)
in (4.5) and replace the test function by φξ to yield
Aα = β, (4.9)
where α ∈ RNk whose entries are the nodal solutions in (4.8), β ∈ RNk with entries
βξ = ℓτ (Iτφξ − φξ) + aτ (ph, φξ) + eτ (ph, Iτφξ − φξ), ∀ ξ ∈ s(τ, k), (4.10)
and
Aξη = bτ (φη, φξ), ∀ ξ, η ∈ s(τ, k). (4.11)
The linear system (4.9) is singular and there are infinitely many solutions since the solution to (4.5) is unique
up to a constant by Lemma 4.1. However, this does not cause any issue since to obtain locally conservative
fluxes, the desired quantity from the post-processing is ∇p˜τ,h, which is unique.
4.3 Local Conservation
At this stage, we verify the local conservation property (4.1) on control volumes for the post-processed solution.
It is stated in the following lemma.
9Lemma 4.2. The desired local conservation property (4.1) is satisfied on the control volume Cξ where ξ ∈ Zin.
Proof. For a basis function φξ , let Ωξ = ∪Nξi=1τ ξi be its support. Noting that the gradient component is averaged,
it is obvious that
Nξ∑
j=1
∫
∂τ
ξ
j
{K∇pτj ,h} · nφξ dl = 0 and
Nξ∑
j=1
∫
∂τ
ξ
j ∩∂tξ
{K∇pτj ,h} · n dl = 0.
This implies that
∑Nξ
j=1 eτξj
(ph, φξ) = 0. We notice that φξ has a support on Nξ element, which yields
Nξ∑
j=1
(
a
τ
ξ
j
(ph, φξ)− ℓτξj
(φξ)
)
= 0 (4.12)
Using this equality, straightforward calculation gives
∫
∂Cξ
−K∇p˜τ,h · n dl =
∫
Cξ
q dx+
Nξ∑
j=1
(
a
τ
ξ
j
(ph, φξ)− ℓτξj
(φξ)− eτξj
(ph, φξ)
)
=
∫
Cξ
q dx,
which completes the proof.
5 Upwind Schemes on Triangular Elements
In this section, we present the well-studied upwind scheme for solving the transport equation for saturation.
The scheme is widely used on both rectangular and triangular meshes (see for example [2, 18, 35]). It is known
that (see for example [2]) this scheme is stable and preserve positivity of the solution. However, it has the
drawback of smearing shock / front feature of the solution. To alleviate this, we adopt a slope limiter procedure
(see for example [35]). Application of limiters in upwind scheme has been relatively limited to rectangular
meshes. In this section, we propose an upwind scheme with slope limiter for triangular meshes.
The transport equation governing the saturation is solved by FVM with explicit time stepping (3.4) com-
bined with an upwind scheme for the integration term
∫
∂Cz
v˜h · nf(Sh) dl. The upwind scheme is an ap-
proximation technique for this integration, which is aimed to stabilize the scheme and eliminate the potential
non-physical oscillations of the saturation profile at the front. A review of upwind schemes on a rectangular
mesh can be found in [35]. We now use Figure 4 to illustrate the upwind schemes on triangular meshes for
linear CGFEM. For quadratic CGFEM, this can be done similarly.
For simplicity, we assume f ′(S) ≥ 0. In Figure 4, taking the edge Eτ1 for example, to approximate
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Sij Si+1j Si+2j
Si−1j
Sij−1
Sij+1
Sij+2Si−1j+2
Eτ1
Eτ2
Eτ3
Si+2j−1
Figure 4: An example element to illustrate the upwind and upwind with slope limiter.
∫
∂Eτ
1
v˜h · nf(Sh) dl, the upwind scheme is
∫
∂Eτ
1
v˜h · nf(Sh) dl ≈


f(Sij)
∫
∂Eτ
1
v˜h · n dl, if
∫
∂Eτ
1
v˜h · n dl > 0,
f(Si+1j)
∫
∂Eτ
1
v˜h · n dl, otherwise,
(5.1)
while upwind scheme with slope limiter is
∫
∂Eτ
1
v˜h · nf(Sh) dl ≈


f(S˜ij)
∫
∂Eτ
1
v˜h · n dl, if
∫
∂Eτ
1
v˜h · n dl > 0,
f(S˜i+1j)
∫
∂Eτ
1
v˜h · n dl, otherwise,
(5.2)
where
S˜ij = Sij −
min{|Si−1j − Sij|, |Sij − Si+1j |}
2
,
S˜i+1j = Si+1j −
min{|Sij − Si+1j|, |Si+1j − Si+2j|}
2
.
(5.3)
6 Numerical Experiments
In this section, we present various examples to illustrate the performance of the post-processing techniques
applied to linear and quadratic CGFEMs. We consider two different simulation scenarios, single phase flow
simulation and two-phase flow simulation. Both simulations use Algorithm 1 with only one iteration (Mn = 1)
that is equivalent to the usual operator splitting scheme commonly called Implicit Pressure Explicit Saturation
(IPES). For both scenarios, we present errors in L2-norm of the saturation profile at the final time. For the single
phase flow, we present the local conservation errors (LCEs) of both CGFEM solution ph and the post-processed
solution p˜h as well as the H1 semi-norm errors of p˜h.
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In all these examples, the unit domain Ω = [0, 1]2 is discretized uniformly for simplicity, namely, divide it
into N×N rectangles and each rectangle is divided into two tirangles. For pressure, we consider homogeneous
Neumann boundary conditions at the top and bottom of the domain and Dirichlet boundary conditions p = 1
and p = 0 at the left and right boundaries, respectively. We define permeability functions
κ(x) =
1
1− 0.8 sin(6πx1)
·
1
1− 0.8 sin(6πx2)
, (6.1)
κ(x) =
1
0.25 − 0.999(x1 − x21) sin(11.2πx1)
·
1
0.25 − 0.999(x2 − x22) cos(5.2πx2)
, (6.2)
κ(x) =
e1−x1(x2 − x
2
2)
x1 + 1
, (6.3)
flux function
f(S) =
S2
S2/1 + (1− S)2/5
, (6.4)
and initial saturations
S0(x) =


1, x1 ≤ 0,
0, x1 > 0,
(6.5)
S0(x) =


1, x1 < 0,
1
1+x2
1
, x1 ≥ 0.
(6.6)
6.1 Single Phase Flow
Single phase flow occurs when the pores are completely filled with only one fluid phase, which in the context
of this paper is water. The two-phase flow model is naturally reduced to a model of single phase flow when we
assume λ(S) = 1 in (2.1). We consider the following examples.
Example 1-1. κ(x) is (6.1), f(S) is (6.4), and S0(x) is (6.5).
Example 1-2. κ(x) is (6.2), f(S) is (6.4), and S0(x) is (6.5).
Example 1-3. κ(x) is (6.3), f(S) = S, and S0(x) is (6.6).
Example 1-4. κ(x) is (6.1), f(S) is (6.4), and S0(x) is (6.6).
For Example 1-3, we can calculate the true solution. Denoting Y = x2 − x22 in (6.3) for Example 1-3,
method of characteristics gives us the true saturation profile at time t
S(x, t) =


1, x1 < Y t,
1
1+(x1−Y t)2
, x1 ≥ Y t.
(6.7)
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Figure 5: Single phase flow simulation for Example 1-2 at time T = 0.001 (left), T = 0.0015 (middle), and
T = 0.002 (right).
Figure 5 shows the single phase flow simulation for Example 1-2. The mesh configuration is 128×128 and
the number of time steps is Nt = 500. Now we will study the numerical results of these examples.
6.1.1 Local Conservation Errors
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3000 8000 13000
Control Volume Index
LCE(ph)
LCE(p˜h)
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Control Volume Index
LCE(ph)
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Figure 6: Local conservation errors of ph (red line) and p˜h (dashed-green line) using V 1h (top) and V 2h (bottom)
for Example 1-1 (left) and Example 1-2 (right).
To verify that the post-processed fluxes satisfy the desired local conservation property (4.1) and thus illus-
trate the key effect of post-processing, we numerically calculate the local conservation errors defined as
LCEz(w) =
∫
∂Cz
−κ(x)∇w · n dl −
∫
Cz
q dx. (6.8)
Naturally, LCEz(w) = 0 indicates local conservation property (4.1) is satisfied on the control volume Cz.
The red-line plots in Figure 6 show the LCEz(ph) solved by linear and quadratic CGFEMs for Example 1-1
and Example 1-2. The mesh configuration for both examples is 128 × 128 for linear CGFEM and 64 × 64 for
13
quadratic CGFEM so that they share the same number of total degrees of freedom. The control volume indices
in the figure are arranged by indices from vertices of the mesh and then the indices of the degrees of freedom
on edges of elements (for quadratic CGFEM). The LCEz(ph) for Example 1-1 is of scale of 10−5 while for
Example 1-2 is of scale of 10−1. Example 1-2 has a larger scale because the permeability (6.2) is much more
heterogeneous than the permeability (6.1) of Example 1-1. As we discussed before, these fluxes do not satisfy
the local conservation property.
Now by applying the post-processing technique, the LCEs are practically negligible as shown by the green
dotted lines in Figure 6. To be specific, these errors are of scale of 10−15, which is mainly attributed to the
errors in the linear algebra solver, application of numerical integration, and the machine precision. In an ideal
situation, these errors should be zeros as discussed in Section 4.3.
6.1.2 H1 Semi-norm Errors of the Post-Processed Solutions
Section 6.1.1 confirms that we do obtain locally conservative fluxes via the post-processing technique but it does
not tell us how close the post-processed fluxes to the true fluxes. For this reason, we collect the H1 semi-norm
errors, which partially demonstrate the convergence property of the post-processed solution. Table 1 shows the
H1 semi-norm errors for both Example 1-1 and Example 1-2 using linear and quadratic CGFEMs. In the table,
Ndof refers to the total number of degrees of freedom. The convergence order of the errors corresponding to
linear CGFEM is about 1 while 2 for quadratic CGFEM. Columns two and three, four and five share the same
total number of degrees of freedom. Specifically, for Example 1-1, we use mesh configurations 40 × 40, 80 ×
80, 160×160, 320×320, and 640×640 for linear CGFEM and 20×20, 40×40, 80×80, 160×160, and 320×320
for quadratic CGFEM, while for Example 1-2, we use mesh configurations 80× 80, 160× 160, 320× 320, and
640 × 640 for linear CGFEM and 40× 40, 80 × 80, 160 × 160, and 320 × 320 for quadratic CGFEM.
Example 1-1 Example 1-2
Ndof V
1
h V
2
h V
1
h V
2
h
1681 8.118 × 10−2 3.418 × 10−2
6561 3.991 × 10−2 7.333 × 10−3 7.084 × 10−2 3.505 × 10−2
25921 1.986 × 10−2 1.762 × 10−3 3.430 × 10−2 6.625 × 10−3
103041 9.918 × 10−3 4.363 × 10−4 1.699 × 10−2 1.468 × 10−3
410881 4.957 × 10−3 1.089 × 10−4 8.473 × 10−3 3.578 × 10−4
order 1.008 2.066 1.020 2.202
Table 1: H1 semi-norm errors of p˜h using V 1h and V 2h for Example 1-1 and Example 1-2.
Table 1 gives an indication that the post-processed solution converges to the true solution as the mesh is
refined. Furthermore, for the same number of degrees of freedom, the post-processing technique applied to
quadratic CGFEM tends to provide more accurate locally conservative fluxes than the one applied to linear
CGFEM. We will numerically show that it actually yields more accurate saturation profiles in the following
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section.
6.1.3 Errors in the Approximate Saturation
Sections 6.1.1 and 6.1.2 demonstrate the local conservation errors of fluxes and the H1 semi-norm errors of the
post-processed solutions. These are behaviors of numerical results for the Darcy’s equation before solving the
transport equation in the single phase flow simulation.
Now we apply the post-processed locally conservative fluxes to the transport equation for saturation. We
utilize both linear and quadratic CGFEMs for solving Darcy’s equation while both upwind and upwind with
limiter FVM for solving the transport equation. We expect to obtain more accurate saturation profiles by using
quadratic CGFEM and upwind scheme with slope limiter.
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Figure 7: Results for Example 1-3. L2-norm errors of saturation using V 1h (left) and V 2h (right) with upwind
(red star) and upwind with slope limiter (blue triangle).
upwind upwind with slope limiter
Ndof V
1
h V
2
h V
1
h V
2
h
81 1.488 × 10−2 1.392 × 10−2 6.092 × 10−3 5.980 × 10−3
289 7.483 × 10−3 6.268 × 10−3 2.187 × 10−3 2.167 × 10−3
1089 3.666 × 10−3 3.062 × 10−3 7.647 × 10−4 7.621 × 10−4
4225 1.799 × 10−3 1.567 × 10−3 2.665 × 10−4 2.658 × 10−4
16641 8.852 × 10−4 7.836 × 10−4 9.426 × 10−5 9.283 × 10−5
order 1.020 1.030 1.506 1.505
Table 2: L2-norm errors of saturation for Example 1-3 at T = 1 for various scenarios.
Figure 7 and Table 2 show L2-norm errors of the saturation profile at final time T = 1 for Example 1-
3. The number of time steps is fixed and chosen to be Nt = 1000 to satisfy the CFL condition. The mesh
configurations are chosen such that both linear and quadratic CGFEM have the same total number of degrees of
freedom, 8×8, 16×16, 32×32, 64×64, and 128×128 for linear CGFEM and 4×4, 8×8, 16×16, 32×32, and
64× 64 for quadratic CGFEM. For both linear and quadratic CGFEMs, the L2-norm errors are of convergence
order 1 when we apply upwind scheme and of convergence order 1.5 when we apply upwind scheme with slope
limiter. This on one hand tells us that the error is dominated by the error inherited from upwind schemes rather
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Figure 8: Results for Example 1-1. L2-norm errors of saturation using V 1h (left) and V 2h (right) with upwind
(red star) and upwind with slope limiter (blue triangle).
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Figure 9: Results for Example 1-4. L2-norm errors of saturation using V 1h (left) and V 2h (right) with upwind
(red star) and upwind with slope limiter (blue triangle).
than the errors inherited from CGFEMs for solving the Darcy’s equation, and on the other hand, it confirms
that upwind scheme with slope limiter results in a higher order of convergence. However, as we discussed in
Section 6.1.2, quadratic CGFEM provides more accurate fluxes which should help to improve the saturation
profile. That is why we see an improvement of error in L2-norm by using quadratic CGFEM with same number
of degrees of freedom as shown in the Table 2. In general, these errors are dominated by their contributions
from the upwind scheme. This suggests that improvement gained from using the quadratic CGFEM is problem
dependent. If we have a higher order scheme for solving the transport equation, we should see a significant
improvement of using the higher order CGFEMs. This is a motivation for designing higher order schemes for
solving the saturation transport equation.
Figure 8 and Figure 9 show the L2-norm errors of Example 1-1 and Example 1-4. They have similar
behavior of convergence. The difference between Example 1-1 and Example 1-4 is on their convergence orders
which is attributed to the regularity of their initial saturation profiles. The initial saturation profile for Example
1-1 has a jump discontinuity which results in much lower convergence orders than that of Example 1-4 where
initial saturation profile is more smooth. The final time for Example 1-1 and 1-4 is T = 0.05 and the number of
time steps isNt = 1000. Since there are no analytic solutions for these examples, we used a reference saturation
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profile obtained from the numerical saturation of the single phase model problem solved by quadratic CGFEM
at the same final time with the number of time steps Nt = 2000 using mesh configurations 256× 256.
6.2 Two-Phase Flow
For two-phase flow model, we use q = 0, qw = 0 in (2.1) with same boundary conditions posed for the pressure
equation in single-phase flow in Section 6.1. We consider the following examples where total mobility function
λ(S) = S2/1 + (1− S)2/5 , f(S) is (6.4), and
Example 2-1. κ(x) is (6.1), and S0(x) is (6.5).
Example 2-2. κ(x) is (6.1), and S0(x) is (6.6).
Example 2-3. κ(x) is (6.2), and S0(x) is (6.6).
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Figure 10: L2-norm errors of saturation using V 1h (top) and V 2h (bottom) with upwind (red star) and upwind
with slope limiter (blue triangle) for Example 2-1 (left), Example 2-2 (middle), and Example 2-3 (right).
Figure 10 shows the numerical results of convergence behaviors of Examples 2-1, 2-2, and 2-3. For Ex-
amples 2-1 and 2-2, the final simulation time is T = 0.1 while for Example 2-3, the final simulation time is
T = 0.02. For all these examples, we utilized the coarse time step Nct = 50 and fine time step Nft = 100.
The error collected is the error of the numerical saturation profile to a reference numerical saturation profile at
the final time, where the reference numerical saturation profile is the numerical solution at a very fine mesh. In
all these examples, we used saturation solved by quadratic CGFEM combined with upwind scheme with slope
limiter at the mesh configuration 256 × 256 as our reference solution.
In general, Figure 10 shows that for a given CGFEM, either linear CGFEM or quadratic CGFEM, upwind
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scheme with slope limiter provides more accurate saturation profile and has a higher order of convergence for
the saturation in L2-norm than that of the standard upwind scheme. For a given upwind scheme, either with or
without slope limiter, quadratic CGFEM with exact the same degrees of freedom as linear CGFEM provides
more accurate control volume boundary fluxes than that of linear CGFEM, especially for finer meshes, which
results in a higher order of convergence on saturation in L2-norm. However, the L2-norm error of the saturation
is dominated by the schemes applied to solve the transport equation. Hence in this situation, the advantages of
using quadratic CGFEM is not optimized. If a higher order method is provided to solve the saturation transport
equation, we would expect a higher order of convergence on saturation in L2-norm. Also, similarly as in the
single-phase flow simulation, the initial saturation profile for Example 2-1 has a jump discontinuity which
results in lower order of convergence that can be seen in Figure 10.
7 Conclusion
We presented a post-processing technique for linear and quadratic CGFEM to obtain locally conservative fluxes.
The post-processing technique can be naturally generalized to higher order of CGFEMs and to rectangular
meshes. The CGFEM is utilized to solve the Darcy equation in the two-phase flow problem and the post-
processing of the CGFEM solutions ensures the locally conservative numerical velocity, which is crucial for
robustness of the solver for saturation transport equation in the sense of generating stable and positivity pre-
serving solution.
In this paper, the saturation transport equation is solved by FVM combined with upwind schemes. We
presented the widely used upwind scheme as well as developed an upwind scheme with slope limiter for trian-
gular meshes. The analysis of the upwind scheme with slope limiter for triangular meshes is still ongoing. We
showed numerically that the upwind scheme with slope limiter improves the convergence property when ap-
plied to two-phase flow model problem, especially in the case where the initial saturation profile has sufficient
regularity. Moreover, the L2-norm error of the saturation is dominated by the method for solving the saturation
transport equation. This is a motivation for designing a method with higher convergence order for the transport
equation and we will further investigate this topic in the future.
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