State-of-the-art user engagement metrics (such as sessionper-user) are widely used by modern Internet companies to evaluate ongoing updates of their web services via A/B testing. These metrics are predictive of companies' long-term goals, but suffer from this property due to slow user learning of an evaluated treatment, which causes a delay in the treatment effect. That, in turn, causes low sensitivity of the metrics and requires to conduct A/B experiments with longer duration or larger set of users from a limited traffic. In this paper, we study how the delay property of user learning can be used to improve sensitivity of several popular metrics of user loyalty and activity. We consider both novel and previously known modifications of these metrics, including different methods of quantifying a trend in a metric's time series and delaying its calculation. These modifications are analyzed with respect to their sensitivity and directionality on a large set of A/B tests run on real users of Yandex. We discover that mostly loyalty metrics gain profit from the considered modifications. We find such modifications that both increase sensitivity of the source metric and are consistent with the sign of its average treatment effect as well.
INTRODUCTION
A/B testing (i.e., online controlled experiments) is a well known and widely applicable technique by modern Internet companies (such as web search engines [26, 20, 14] , social networks [2, 41] , streaming media providers [40] etc.). This state-of-the-art approach is used to improve web services based on data-driven decisions [39, 28, 10] in permanent manner and on a large scale: leading companies reported the number of run experiments per day that grew exponentially over the years (200 by Bing in 2013 [27] , while 400 by LinkedIn [42] and more than 1000 by Google [20] in 2015). Usually, a controlled experiment compares two variants of a service at a time: its current version A (control) and a new one B (treatment), by exposing them to two groups of users. The goal of this experiment is to detect the causal effect of the service update on its performance in terms of an Overall Evaluation Criterion (OEC) [30] , a user behavior metric that is assumed to correlate with the quality of the service. Leading industrial Internet companies permanently develop new metrics that surpass the existing ones [28, 35] . This goal is challenging since an appropriate OEC should satisfy two crucial qualities: directionality (interpretability) and sensitivity [26, 33, 35, 10] .
On the one hand, the value of the OEC must have a clear interpretation and, more importantly, a clear directional interpretation [10] : the sign of the detected treatment effect should align with positive/negative impact of the treatment on user experience. A metric with acceptable directionality allows analysts to be confident in their conclusions about the change in the system's quality, particularly, about the sign and magnitude of that change [33] . Many even popular user behavior metrics may result in contradictory interpretations and their use in practice may be misleading [26, 28] . On the other hand, the OEC must be sensitive: it has to detect the difference between versions A and B at a high level of statistical significance in order to distinguish the existing treatment effect from the noise observed when the effect does not exist [30, 35, 10] . A more sensitive metric allows analysts to make decisions in a larger number of cases when a subtle change of the service is being tested or a small amount of traffic is affected by the system change [28] . Improvement of sensitivity is also important in the context of optimization of resources used by the experimentation platform [24, 23, 35] , since a less sensitive metric consumes more user traffic to achieve a desired level of sensitivity.
In the current study, we focus on the improvement of sensitivity of user engagement metrics, since the ones that represent user loyalty (the state-of-the-art number of user sessions [26, 38] and the absence time [17] ) are accepted by modern Internet companies as good predictors of their longterm success [36, 26, 27, 28] . Besides the loyalty metrics, we consider the ones that represent the activity aspect of user engagement: the number of user queries, the number of user clicks, the number of clicks per query, and the presence time [13, 14, 15] . The loyalty metrics often very slowly respond to an evaluated service change, this effect is referred to as user learning of the treatment [20] : behavior of a user may change in terms of these metrics much later than the first interaction of the user with the treatment version (e.g., after several days or weeks). Hence, A/B tests with these OECs usually run for one or more weeks [26, 38] , in particularly, in order to detect this delayed treatment effect. On the contrary, the activity metrics react faster to a treatment 1 , are more sensitive than the loyalty ones [14, 16] , but have ambiguous directional interpretations [26, 28] .
The primary research goal of our work is to improve sensitivity of a loyalty metric, while preserving its directionality, by means of constructing its modification which exploits the possible presence of a delay in user learning of the treatment in terms of this metric. First, a delayed treatment effect of a metric could be revealed through the daily time series of the metric's measurements over the days of an A/B test. Thus, we study 5 metrics that quantify the trend in such time series. Second, we consider an alternative approach in which we eliminate an initial time period of a user's interactions with a web service from a metric's calculation procedure. We hypothesize that the information on user behavior from this initial period, on the one hand, does not contribute a lot to the treatment effect (due to the delay), but, on the other hand, may carry an additional noise that reduces the metric's sensitivity. We study 2 novel metric modifications (with several variants of their parameters) that are based on this delay-aware approach. In our experimental analysis of the studied metrics, we use 164 large-scale A/B tests run on hundreds of thousands of real users of Yandex (www.yandex.com), one of the most popular global search engines.
To sum up, our paper focuses on the problem, which is recognized as fundamental for the present and emerging Internet companies' needs: to develop more sensitive A/B test metrics with a clear directional interpretation consistent with long-term goals of a web service. Specifically, the major contributions of our study include:
• Trend-and delay-based metrics as novel engagement OECs for online controlled experiments.
• Validation of these metrics w.r.t. sensitivity and directionality on the basis of 164 large-scale real A/B experiment run at Yandex, showing that delay-based modifications can improve sensitivity of baseline loyalty metrics while preserving their directionality.
The rest of the paper is organized as follows. In Sec. 2, the related work on A/B experiments and user engagement is discussed. In Sec. 3, we remind the key points of A/B testing and introduce the engagement measures. The studied trendand delay-based modifications are presented in Sec. 4. In Sec. 5 we make a brief analysis of them. We present our experimentation and lesson learned in Sec. 6. In Sec. 7, the conclusions and our plans for the future work are provided.
RELATED WORK
Early studies [34, 29, 30] on A/B testing were devoted to the theoretical aspects of the methodology. Subsequent work included studies of various aspects of the application of A/B testing in Internet companies: evaluation of changes in various components of web services (e.g., the user interface [25, 13, 33, 15] , ranking algorithms [38, 13, 33, 15] , ad auctions [4] , and mobile apps [41] ); large-scale experimental infrastructure [39, 27, 42] ; different parameters of user interaction with a web service (speed [31, 28] , absence [3] , abandonment [28] , periodicity [13, 12, 15] , engagement [13, 14, 12, 16] , and switching to an alternative service [1] ); optimal scheduling of the experimentation pipeline [23] . The trustworthiness of A/B test results was studied through several "rules of thumb", pitfalls, and puzzling outcomes [5, 26, 28, 10] . The authors of [20] proposed the adaptation "cookiecookie-day" of the classical treatment assignment in A/B test design in order to study long-term user learning of a treatment via the ad CTR metric. In our work, we address in turn the problem of the sensitivity improvement (over A/B tests with a classical design) of the state-of-the-art metrics that align with a service's long-term goals by modifying them to exploit a delay in user learning of a treatment.
Studies focused on the problem of sensitivity improvement constitute a substantial part of online A/B testing literature. Some of them are devoted to the alterations of the user groups involved in an A/B test (e.g., expanding of user sample [30] , elimination of users who were not affected by the service change in the treatment group [38, 7] ), as well as of the experiment duration (either real increasing [30] , or virtual one through the prediction of the future [14] ). Some other studies address the problem by the variance reduction techniques: the stratification, linear [11, 40] and gradient boosted decision tree regression adjustment [35] . Finally, this problem is addressed through a search for more sensitive metrics and their transformations [28] or through the use of more appropriate statistical tests and OECs: learning sensitive combinations of metrics [22] , statistical tests for two-stage A/B experiments [8] , the optimal distribution decomposition approach [33] , Bayesian approach for hypothesis testing [6, 9] , sequential testing for early stopping [24, 9] , extensive comparison of different evaluation statistics and statistical tests [16] . The most relevant study to ours in the sensitivity improvement context is [13, 15] , where the sign-agnostic Fourier amplitudes of user engagement timeseries from [12] were refined by the phases of Fourier sine waves to be able to detect the treatment effect via changes in the trend of the time series. In our paper, we compare these metrics with novel trend-aware metrics (the normalized difference and the slope of the linear regression line, see Sec. 4.1) by conducting a more extensive evaluation of their sensitivity (164 A/B tests vs 32 ones in [13] ) and, more importantly, their directionality. To the best of our knowledge, no existing studies on more sensitive variants of metrics applied an empirical evaluation of their directionality on a wide set of real experiments (as in our work).
PRELIMINARIES
A/B testing background. A typical A/B test (also known as a randomized experiment) [30, 26, 28, 19, 32] compares the performance of a new variant B (the treatment) of a web service and the current production variant A (the control ) by means of a key metric M, which quantifies user behavior. Users, participated in the experiment, (a user set U) are randomly exposed (assigned) to one of the two variants of the service (i.e., U = UA UB). Then, the average treatment effect (ATE ) defined as ATE(M) = E(M | B)−E(M | A), is estimated by the difference ∆(M) = µB(M) − µA(M), where, given the observations of the metric M for U, avg U V M = u∈U V M(u)/|UV | is the Overall Evaluation Criterion (OEC, also known as the evaluation metric, etc. [30] ), V ∈ {A, B}.
The absolute value |∆(M)| of the estimator should be controlled by a statistical significance test that provides the probability (called p-value or the achieved significance level, ASL [16] ) to observe this value or larger under the null hypothesis, which assumes that the observed difference is caused by random fluctuations, and the variants are not actually different. If the p-value is lower than the threshold p val < α (α=0.05 is commonly used [30, 28, 13, 14, 35, 10] ), then the test rejects the null hypothesis, and the difference ∆(M) is accepted as statistically significant. The pair of an OEC and a statistical test is referred [16] to as an Overall Acceptance Criterion (OAC ). The widely applicable twosample t-test [11, 38, 8, 13, 7, 14] is based on the t-statistic:
where σV (M) is the standard deviation of the metric M over the users UV , V = A, B. The larger the absolute value of the t-statistic, the lower the p-value. The additional details of the A/B testing framework could be found in [30, 19, 32] . Studied user engagement measures. In our work, we consider a search engine as a particular case of a web service, and the following user engagement (UE) measures (as in [14, 12, 33, 16] ) are studied:
• the number of sessions (S);
• the number of queries (Q);
• the number of clicks (C);
• the presence time (PT);
• the number of clicks per query (CpQ or CTR);
• the absence time per absence (ATpA). These measures are calculated over a time period (a day, a week, etc.) for a user 2 . Following common practice [21, 26, 17, 38, 3, 13, 15] , a session is defined as a sequence of user actions (clicks or queries) whose dwell times are less than 30 minutes. The presence time PT is measured as the sum of durations (in seconds) of the user's sessions observed during a considered time period. The measure ATpA [16] is the average duration of absences, where an absence is a time period between two consecutive sessions of a considered user (as in [17] ). The measure CpQ could be regarded as the CTR of the search engine result pages [14] as well.
Note that the measures S, Q, C, and PT are additive with respect to the time period, while ATpA and CpQ are nonadditive (they are ratio measures). The measures S and ATpA represent the user loyalty, whereas the measures Q, C, PT, and CpQ represent the user activity aspects of user engagement [26, 36] . Activity metrics are known to be more sensitive than the loyalty ones [13, 14, 12, 16] . Additional details on these measures and analysis of their relationships, sensitivity, and persistence across time could be found in recent studies [13, 14, 16, 15] 
METRIC MODIFICATIONS
Let us consider any UE measure (e.g., the number of sessions S) and a N -day time period (e.g., the period of an A/B experiment). Then this measure calculated over the whole time period is referred to as the source or total metric [14, 35] and is considered as the baseline key metric in our study.
Trend in a time series
A notion of a trend intuitively designates a direction of a metric w.r.t. time: whether the measure growths or falls during the time period. Hence, if we know that users slowly change the key metric as a reaction to the treatment during an A/B test (i.e., there is a delay), then these changes are expected to affect a trend metric. For instance, if a user enjoys with the treatment version, then the number of sessions should grow during the experiment, and this growth along the whole experiment period should thus leave traces in a corresponding trend metric. Thus, if we have a nonambiguous interpretation of the positiveness or negativeness of a growth of the source UE measure (i.e., it has clear directionality), then one can set up whether a trend is positive or negative (i.e., match "growing" and "failing" with "+" and "-"). A change of this trend in positive or negative direction (e.g., measured by an A/B test), in turn, defines a clear directionality of a trend metric. However, note that this does not guarantee a consistency between the trend directionality and the one of the source UE metric, that we study in Sec. 6 .
First of all, let x = (x0, x1, .., xN−1) be the daily time series that represents the measure calculated for each of the N consecutive days of the time period (e.g., the daily number of sessions). We consider the daily time series only for additive measures 3 , i.e., for S, Q, C, and PT. Difference. The straightforward way to determine the trend of the N -day time series x is to simply compare the first half of the series with the second one. Hence, we study the absolute and the normalized differences between the average value of the time series x over the last [N/2] days and the similar one over the first [N/2] days:
and DN := D · N/ N −1 n=0 xn respectively. Discrete Fourier transform. Another way to measure the trend in x is based on the discrete Fourier transform (the DFT ) and was earlier applied in the context of A/B tests with UE metrics [12] . Let us remind the key points of this method. After application of the DFT to x, we obtain the sequence of its coordinates in the harmonic basis {f k } N −1 k=0 :
where f k = (e iω k n /N ) n∈Z N is the sine wave (harmonic) with the frequency ω k . Presenting each coordinate as a complex number in the polar form X k = |X k |e iϕ k , we obtain the amplitude A k := |X k |/N and the phase ϕ k , k ∈ ZN . The amplitude A k encodes the magnitude of the sine wave f k 3 All our time-series based modifications utilize an aggregation of the daily values {xn} N −1 n=0 that, for ratio measures, results in misleading interpretations since, e.g., the total ratio metric is not usually equal to the sum of her daily values. with the frequency ω k , presented in the series x, whereas the phase ϕ k represents how this wave is shifted along the time axis. The relative magnitude of the sine wave f k is measured by the normalized amplitude A N k := A k /A0, where A0 is actually the average value of x over N days (e.g., the average number of sessions per day) and is thus the baseline total metric divided by the constant N .
The sine wave |X1|e iϕ 1 f 1 of the first frequency has the N -day period and, hence, has the sole minimum and the sole maximum, whose positions along the time axis define which half of the time series x has more amount of the UE measure than the other one. Thus, we expect that this wave should change as a reaction to a presence of the treatment effect in the trend of x. Therefore, we can define the trend by determining its magnitude from the amplitude A1 (or the normalized one AN1) and its sign from the phase ϕ1. In [12] , these two vital components were combined in one real-valued metric ImX1 := N A1 sin ϕ1 that continuously and monotonically encodes the trend, i.e., in such a way that the higher (lower) the metric's value the more positive (negative) the trend is. A similar normalized variant of the metric was proposed as well: ImXN1 := ImX1/A0. The idea behinds the metrics ImX1 and ImXN1 means informally that we extract from the time series x the main component responsible for the trend and remove all components with higher frequencies treating them as a noise.
Linear regression. Finally, one can determine the trend in the time series x as the slope of the straight line adjusted to fit the data points {(n, xn)} N n=0 by solving the ordinary least squares problem (i.e., the linear regression). Let g1 :=
, and s2 :=
, then the slope of the regression line is
, which we study in our work. To the best of our knowledge, this quantity was never previously applied to measure the user engagement treatment effect in A/B tests. We refer to all considered metrics that encode the trend in time series (i.e., D, DN , ImX1, ImXN1, and R1) as trend transformations (or modifications) of the baseline metric.
Measurement over a delayed period
Let [0, te] (in hours) be the studied N -day time period. Let us consider an example and assume for simplicity that
. For an additive measure M, this implies the following:
i.e., calculation of the measure over the delayed period [d, te], on the one hand, preserves the average treatment effect. On the other hand, this may increase sensitivity since the removed part M
Last days. The simplest way to get a delayed period is to consider the part of the given N -day time period that consists of several last days. In this case, the metric calculated over the last k ∈ N days is just equal to the sum N −1 n=N −k xn for our time series x of the additive measure. We refer to these metrics as last-days modifications of the baseline metric and study them for k = 1, . . . , 7 in our paper. It is important to note that, in this approach, the delayed period is the same for all users relative to the starting time point of an A/B experiment, while users are usually assigned to the experiment set U during the whole experimentation [26, 35] . Therefore, the time between the first interaction with the treatment and the start of accounting of user actions in the metric (the period with an assumed low reaction on the treatment) considerably varies among the user population 5 . Delayed calculation. In order to make users equal in terms of the duration of the period in which we do not measure their behavior, we consider the following metric modification. Let t f (u) ∈ [0, te] be the time of the first action of a user u ∈ U since the start of the considered time period [35] . Then, given a delay d as a parameter, we calculate the measure over the period [t f (u) + d, te]
6 for the user with t f (u) < te − d, otherwise she is removed from U 7 . We refer to these metrics as delayed modifications of the baseline metric and, in our work, study them for several representative d ∈ [12, 144] (in hours). The delayed modifications are studied for our ratio metrics CpQ and ATpA as well, since they are not based on daily values.
Both last-days and delayed modifications differ from the baseline metric only in the domain time period, hence, their directional interpretation is straightforward and clear. To sum up, we study 6 baseline metrics, 7 types of modifications (with 7 and 9 variants of parameters for last-days and delay ones respectively), and, overall, 108 various key metrics.
denotes the measure M calculated over [t1, t2]. 5 E.g., let an A/B test's duration = 9 days, k = 3, the first action of a user-1 (a user-2) occurs at the 1-st day (the 5-th day); then, for the user-1, the delay is 6 days, while, for the user-2, is only 2 days. 6 The baseline metric equals to the delayed one with d = 0. 7 Note that this criteria does not harm the requirement of independence of treatment assignment to the treatment (critical for A/B test methodology), since a user decides to make a first visit to a web service previously to be affected by the treatment. 
ANALYSIS
In this section, we use logs of Yandex over more than tens of millions of the web service's users from a period in March-May, 2013. In Table 1 , we present the Pearson's correlation coefficient over users between transformations of daily time series for number of sessions S calculated over a 1-week and 4-week periods (the results for other UE measures and other durations are similar). We underline and highlight in boldface those correlations that are larger 0.8 and 0.2 correspondingly. First, we see that the growth of the length of time series weakens mostly the lowest and moderate correlations (< 0.8), but strengthen mostly the strongest ones (e.g., between ImX1 with D and R1). Second, there are highly positively correlated clusters: {ImX1, D, R1} and {ImXN1, DN }. Third, there is one cluster with moderate positive correlations {ϕ1, ImX1, ImXN1, D, DN , R1}, i.e., all the transformations that are assumed to quantify the trend in a time series. Conversely, the orthogonal to ImX1 (ImXN1) component ReX1 (ReXN1) is negatively correlated with all trend modifications, and all transformations are uncorrelated with the baseline metric (or, equivalently, the sum of daily measurements of S). Thus, we conclude that all trend modifications are actually similar in their behavior and all of them carry an additional information w.r.t. the total metric.
In Fig. 1 , we plot the joint distributions 8 of users with respect to each pair of the trend metrics ImX1, D, R1, ImXN1, and DN (i.e., 10 heat maps in log-scale) calculated over 4-week periods for the number of sessions S. These heat maps straighten the observation made above in Table 1 that the clusters {ImX1, D, R1} and {ImXN1, DN } are highly positively correlated.
EXPERIMENTATION
Experimental setup. In order to experimentally evaluate and compare our novel key metrics, we use 164 largescale A/B tests carried out on the users of Yandex in the period 2013-2014 (they were extensively verified against any possible issue by production analysts since 2014). The user samples used in these tests are all uniformly randomly selected, and the control and the treatment groups are approximately of the same size, according to a common practice of industrial A/B testing [30, 28, 16, 35] . Each experiment has been conducted over at least several hundreds of users (from 0.5M to 30M with the median equal to 4M users) at least 7 days (up to 30 with the median equal to 14 days). These A/B tests evaluate changes in main components of the search engine, that include the ranking algorithm, the user interface, the server efficiency, etc. Each of those changes is either an update of a search engine component, which is evaluated before being shipped to production [10] , or its arti- 8 We hide all absolute values for confidentiality reasons. ficial deterioration (e.g., a swap of the second and the fourth results in the ranked list returned by the current ranking algorithm as in [13, 33] ). Also we used a hundred of control experiments (they compare two identical variants of the web service and are also known as A/A tests) that are common means to verify correctness of an experimentation platform and statistical tests used in studied OACs [30, 5, 16] .
Statistical tests. In our experimentation, we utilize two most popular statistical tests in A/B testing: the two-sample Student's t-test [11, 38, 8, 13, 14] and the Bootstrap test [18, Alg. 16 .1] with B = 1000 iterations as in [37, 33, 16] . First, we validate applicability of these tests to our OECs by means of the A/A experiments [30, 5, 16] : they should be failed (i.e, the treatment effect is wrongly detected) in not more than α · 100% of cases for the p-value threshold α (e.g., 5% for α = 0.05), since p-value should be uniformly distributed over [0, 1] on A/A tests. The fraction of failed A/A tests is referred to as the false-positive rate (the type I error), and we find that both t-test and bootstrapping on all our OECs do not fail the false-positive rate threshold α·100% for α = 0.05 and 0.01. Second, Drutsa et al. have shown by the extensive empirical analysis that p-values calculated by means of ttest and Bootstrap are very close to each other for per-user engagement metrics [16] . In our study, we observe the same situation for all our metrics and their modification. In Fig. 2 , we present joint distributions of our 164 A/B experiments on the plane (p-value of Bootstrap, p-value of t-test) for some representative metric modifications. One can see that, for each OECs, all marks are close to the main diagonal, and the statistical tests report thus nearly the same significance level. Therefore, due to the space constraints, all presented results are given only for t-test (the results for the Bootstrap test imply the same conclusions).
Sensitivity
Following [13, 14, 12, 33, 16, 35, 22] , we compare sensitivity of our key metrics in terms of the success sensitivity rate, which is the fraction of A/B tests whose treatment effect is detected by an OAC (i.e., by a key metric together with a statistical test) [16, 35] . In Table 2 , we present the number of experiments with detected treatment effect (w.r.t. the stateof-the-art threshold α = 0.05 of p-value) and corresponding success sensitivity rate over our 164 A/B experiments for each of the trend transformations and the last-days modifications of the additive user engagement metrics S, Q, C, and PT. The highest sensitivity rate in each row is highlighted in boldface. We see that only the loyalty measure S gains profit in terms of sensitivity from modifications: the measurement of S over the last day and the trend transformation ImXN1 of time series outperform the baseline total number of sessions. Activity metrics Q, C, and PT, in turn, noticeably suffer from the considered transformations. The DFT transformation ImXN1 demonstrates the best sensitivity among other trend modifications for the countlike measures S, Q, and C, while, for the time-based measure PT, the best one is the linear regression term R1 (which, however, shows the worst sensitivity for S). All other trend transformations have relatively similar sensitivity for each measure. If we compare the last-days modifications and the trend transformations, then the former ones have either noticeably better sensitivity than the latter ones (generally, for S, Q, and C), or roughly similar performance.
In Table 3 , we present the sensitivity rates (similarly to Table 2 ) for baseline and delayed variants of all studied metrics (i.e., S, Q, C, PT, CpQ, and ATpA). We see that, for the additive measures S, Q, C, and PT, delayed modifications mostly are not considerably better than the last-days ones (for PT only, some delay variants outperform the latter ones up to the sensitivity rate of the baseline total presence time). For the ratio measures, the delayed calculation of a metric demonstrates promising results: the modifications with most values of the delay outperform the baseline variant. The best improvement of the baseline sensitivity rate is achieved by the 24-hour delay for ATpA (+70%) and the 96-hour delay for CpQ (+7.5%).
Finally, in Fig. 3 , we present joint distributions of A/B tests on the plane (p-value of M, p-value of S) for some representative modifications M of the metric S. First, we see that the p-values of trend modifications are completely uncorrelated with the ones of the baseline metric. Presumably, they detect the treatment effect different to the one of S (this is further confirmed by study of ∆ in the next subsection). On the contrary, the other modifications have a relationship with S, and the smaller the calculation delay in such a modification the closer the p-values of the modified metric are to the ones of the baseline.
Directionality
In this subsection, in turns, we examine directionality [10] (also known as interpretability [33] ) of novel metrics, the second important property of a good key metric. In the previous subsection, we found that mostly loyalty metrics S and ATpA gain sensitivity improvements from the studied modifications. Besides, these metrics are believed to align with long-term goals of a web service [26, 17, 10] , therefore we further consider only these metrics and their modifications. Since we are strongly confident in the correctness of the directions of S and ATpA, we assume that the sign of the statistically significant difference ∆(S) (∆(ATpA)) of the baseline metric S (ATpA 9 ) is the ground truth that determines the actual sign of the treatment, i.e., positiveness or negativeness (w.r.t. user experience) of the service change evaluated by an A/B test 10 . Then, for each studied metric modification M, we compare the sign of its statistically significant difference ∆(M) with this ground truth. In order to compare studied metrics in terms of the magnitude and the sign of the average treatment effect, we calculate the scaled relative difference Diffpc = κ∆/µA, where the constant κ is randomly chosen once in our study to hide real values for confidentiality reasons.
First of all, we take all A/B tests whose treatment is detected by at least one baseline, 23 in total (only for them we have the ground truth labels), and, for each of them, we report Diffpc of all studied metrics based on the measures S and ATpA in Fig. 4 . A cell is highlighted in green (red) color for a positive (negative) effect detected (w.r.t. p val < α = 0.05) by the corresponding key metric in the corresponding A/B test. We remind that the sign of the effect for ATpA-based metrics is opposite to the sign of Diffpc, since a decrease of absence time is better w.r.t. user experience than its increase [17] . We see that most trend modifications (ImX1, ImXN1, and R1) disagree with the ground truth: there are A/B tests both where the treatment effect sign of a modification matches with the baseline one and where the signs do not match each other 11 . On the contrary, all last-days modifications and the ones with delayed calculation demonstrate absolute agreement with the ground truth: there is no any contradiction for them on each A/B experiment. Note also that the magnitudes of Diffpc for these modifications are of the same order as the baselines S and ATpA, while the trend modifications have the magnitudes of Diffpc that are mostly higher by several orders.
Since the quantity of A/B tests with the ground truth labels is relatively small, we additionally evaluate agreement of novel metrics with the baseline ones by studying the correlations of their Diffpc over the whole set of 164 A/B ex- 10 Moreover, if an evaluated service change has an a-priory known effect on users, the sign of a significant difference of a loyalty metric agrees with this knowledge (e.g., in the case of an artificial deterioration, S has a negative difference ∆). 11 The modification DN is consistent with the ground truth, but we further show that its Diffpc does not correlate with the one of the baseline S (see, Fig. 5 and Table 4 ).
periments. In Table 4 , we present the Pearson's correlation coefficients over the A/B tests between Diffpc of the baseline loyalty metrics (S and ATpA) and Diffpc of their representative modifications. In each column, the highest non-diagonal absolute correlation is highlighted in boldface, while the lowest one is underlined. First, the presented results support the observations made earlier on the A/B tests with ground truth: the relative ATE estimator of any trend metric has a very poor correlation with the one of any other key metric, while the last-days and delay modifications are strongly correlated with the baseline ones. For the additive metric S, this correlation decreases with the growth of the delay (with the decrease of the number of last days), and the most correlated modification is the calculation of S with the 12-hour delay. For the ratio metric ATpA, correlations of the delayed variants with the baseline one are high (the best is for the 24-hour delay), but are lower than in the case of S.
Second, we see that the trend modifications are all poorly correlated with each other in terms of the relative differences Diffpc. That is quite surprising since these metrics are strongly correlated in terms of their values over users (see Table 1 ). Hence, we conclude that a strong correlation of metrics over users does not mandatory imply that their ATEs are consistent. On the contrary, last-days and delayed modifications are highly correlated with each other in terms of Diffpc. These metrics are in fact the same metric but measured over different time periods, that presumably explain their high correlation in terms of both their ATEs over A/B tests and their actual values over users (see [14] ).
In Fig. 5 , we present joint distribution of A/B tests w.r.t. Diffpc of some representative pairs of metrics (the axes are logarithmically scaled). These plots demonstrate visually what lies behind the correlations from Table 4 and additionally straighten our conclusions. Moreover, the positions of magenta stars (the marks that correspond to the A/B tests whose treatment is detected by both metrics) clearly show which pair of metrics has consistent sign interpretations.
Discussion and lessons learned
First of all, our analysis shows that utilization of the delay property of the treatment effect is profitable for the sensitivity of the user loyalty measures (e.g., the state-of-the-art sessions-per-user), while the additive metrics of user activity become less sensitive with the same modifications. This result has been expected as it aligns with the knowledge that the metrics of user activity usually react quickly to web service changes (without a delay from the first user interaction with the treatment) [26, 28] (see Sec. 1). So, when we try to catch a delayed effect in their time series (e.g., by finding a trend or calculating the metric over a delayed time period) we may actually lose some information on user experience comprised in the time period right after the first user interaction. This is confirmed by the following dependences of the sensitivity rate on the parameters of the last-days and delayed modifications: the smaller the number of last days used (or the larger the delay value) the smaller the sensitivity rate of additive activity metrics is (see Tables 2 and 3) . Here, for the loyalty metrics based on S, we see an opposite dependence, that, in turn, agrees with the knowledge that a user generally slowly accumulates her long-term experience on interactions with a web service and, then, shifts (learns) her loyalty to this service within weeks [38, 28, 14] . Overall, in the case of the last-days and delay modifications, the parameter d of such modification (the number of days or the delay value) is responsible for the trade off between the possible loss of the information on the user experience in the period right after the first user interaction and the variance reduction occurred in the key metric due to elimination of the part with this information (see Sec. 4.2). To sum up, we conclude that exploitation of the delay property of a treatment effect can improve sensitivity of engagement metrics, while preserving their directionality, which is the answer to the main research question of our work.
In addition to sensitivity, we examined directionality [10] that was never considered in the previous studies on transformed engagement metrics (e.g., [13, 12, 15] ). For trend transformations, we have derived a clear directional interpretation (see Sec. 4): we can easily say whether a trend in a time series (and, thus, its change) is positive or negative based solely on the directional interpretation of the measure that underlie the modifications [12] . But, then, we discovered (Fig. 4) that the sign of their treatment effect does not align with the one of the state-of-the-art loyalty metrics S and ATpA (which we consider as ground truth w.r.t. user experience and long-term goals of a web service [26, 28] ). Hence, we showed that even if a metric can have a clear directional interpretation (e.g., derived from the one of the baseline metric), the sign of its treatment effect may actually disagree with the one of the baseline metric and, thus, poorly encode user experience feedback.
Summarizing, we conclude that only the modifications based on the delay principle (i.e., a sum of per-day metric values over last days of an experiment or a calculation of a metric over a delayed period for each user) have such directional interpretation that is clear and consistent with the one of the source baseline metric. Thus, if one needs to improve sensitivity of a loyalty metric without harming its directionality, then we recommend to use last-days or delay modifications: for instance, based on our data, the last-day variant or the 5-day delay modification for S and 1-day delay one for ATpA. Nonetheless, if we are aimed to evaluate a service update in terms of a trend in time series of an additive metric, then ImXN1 and R1 are the best candidates (in terms of sensitivity) to be used as key metrics. But one should always keep in mind that their treatment effects (if being detected) may not align both with each other and with the ATE of the source metric that underlies the trend ones.
CONCLUSIONS AND FUTURE WORK
In our work, we focused on the problem of exploiting a delay in user learning of an evaluated treatment to improve sensitivity of some state-of-the-art user engagement metrics. We studied 21 variants of different metric modifications that are either based on methods of quantifying a trend in a metric's daily time series or represent a calculation of the metric over a delayed time period. We evaluated and compared their properties on a large and diverse set of 164 real largescale A/B tests. of one of the global web search engines. First, we have shown that our novel metric modifications can improve sensitivity of the loyalty metrics. Second, we have found among these modifications the ones that preserve the directionality of the source metrics and, thus, agree with long-term goals of the web service. Hence, our study produces essential results that align with ongoing development of the best online metrics in modern Internet companies.
Future work. First, we can improve novel metrics by applying other methods of increasing sensitivity (like linear or boosted decision tree regression adjustment [35] ). Second, one can study combinations of trend modifications and a baseline metric in order to find the one that is both sensitive to changes of trend in time series of the metric and consistent with the baseline treatment effect. Third, we can study more complicated methods to detect a trend in a time series.
