Abstract-We introduce a time-frequency representation of linear signal spaces which we call the Wigner distribution (WO) ofa linear signal space. Similar to the WD of a signal, the WD of a linear signal space describes the space's energy distribution over the time-frequency plane.
I. INTRODUCTION
OTH for signal theory in general and for the formu-B lation of modem signal processing algorithms, linear signal spaces and the associated concepts of orthogonal projections and orthonormal bases [l] , [2] are of fundamental importance [l] , [3] . This paper proposes a joint time-frequency analysis of linear signal spaces by introducing the Wigner distribution (WD) of a linear signal space [4] .
The WD of a space is based, both conceptually and mathematically, on the well-known WD of a signal x(t) PI, ~61:
(1.1) W,(t, f ) is a quadratic time-frequency (TF) signal representation which can be interpreted (with some restrictions due to the uncertainty principle) as a T F distribution of the signal's energy. (In (1.1) and subsequent equations, r and f denote time and frequency, respectively, and integrations go from -03 to 03 .) In analogy to the WD of a signal, the WD of a linear signal space characterizes the space's TF localization in that it describes the distribution of the space's energy over a joint TF plane. Loosely speaking, the WD of a space X is the WD of a signal (1. l ) , averaged over all elements x(t) E X of the space X ; it thus indicates the overall T F region where the elements x(t) E X take on their energy. Manuscript received August 14, 1991; revised February 21, 1992 . This work was supported in part by the Fonds zur Forderung der wissenschaftlichen Forschung under Grant P7354-PHY.
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The paper is organized as follows. In Section 11, the WD of a space is defined in both a deterministic and a stochastic framework, expressions in terms of the space's projection operator and bases are given, and the extension of these definitions and expressions to arbitrary quadratic representations is considered. Section I11 shows that the WD of a space satisfies a number of interesting properties, and Section IV discusses the WD's energetic interpretation. The results obtained for some specific spaces are considered in Section V. Finally, the cross-WD of two spaces and the discrete-time WD are defined and briefly discussed in Section VI.
By way of introduction, we first review some basic facts about linear signal spaces [l] , [2] . A linear signal space
X ( t , t ' )~( t ' )
dt' (1. 2) s, ,
where X is the orthogonal projection operator of X and X ( t , t ' ) denotes its kernel. An alternative expression is NX S x ( t ) = ,c, SkXk(t) with Sk = (S, Xk) where {xk(t)} (k = 1, , N , ) is an orthonormal basis of X and N , (which may be infinite) is the dimension of X. In the following, "projection," "projection operator," and "basis" stand for orthogonal projection, orthogonal projection operator, and orthonormal basis, respectively. Both the projection operator X and the basis {xk(t)} characterize the space X, although the basis {xk(t)} is not uniquely defined. The projection operator is idempotent (X2 = X) and self-adjoint (X' = X where X' denotes the adjoint of the operator X with kernel X' ( t , r') = X * ( t ' , t ) ) , and it can be expressed in terms of any basis {xk(t)} of X as NE X ( t , t ' ) = ,.g, Xk(OXk*(t'). 
DEFINITIONS AND EXPRESSIONS
Since a signal space X is a collection of individual signals x ( t ) , it is natural to define the TF energy distribution (WD) of a space X by averaging over the TF energy distributions (WD's) of all signals x ( t ) E X . We now consider two implementations of this "averaging" which will turn out to yield identical results. The corresponding definitions of the WD of a space are illustrated in Fig. 1 .
A . Deterministic Definition
Let {lk(t)} (k = 1, 2, * mal) basis of P2(R). The projection operator of Q2(R) is L(t, t') = C Ik(t)I:(t') = s(t -t') -) be an arbitrary (orthonorca (2.1a)
from which it follows with (1.1) that
This shows that the average (sum) of the WD's of all basis signals Ik(t) covers the entire TF plane in an ideally homogeneous manner. In contrast, the average of the WD's of the projections lk, ( t ) of all basis signals l k ( t ) on X will be restricted to those regions of the TF plane where the elements x ( t ) E X take on their energy (cf. Fig. 1 ). We therefore define the WD of the signal space E as m W x ( t , f ) e c w k , x ( t , f ).
(2.2)
It can be shown that Wx ( t , f ) is independent of the specific (orthonormal) basis {lk(t)} of Q2(!8) used in (2.2).
B. Stochastic Dejinition
Let w ( t ) be wide-sense stationary, zero-mean white noise with normalized power spectral density, such that the autocorrelation function of w (t) is R,(t, t') = E { w (t) w * (t')} = 6 (t -t') (2.3a) where E denotes the expectation operator. Since the WD of the random process w ( t ) is itself random, we consider the expected value E { W,(t, f )} which is known as the Wiper-Ville spectrum of w ( t ) [7] , [8]. Using (2.3a) in (1. l), we obtain E { W , ( t , f ) } = 1. (2.3b) This shows that the ensemble average (expectation) of the WD of w ( t ) covers the entire TF plane in an ideally homogeneous manner. In contrast, the ensemble average of the WD of the projection w,(t) of w ( t ) on X will be restricted to those regions of the TF plane where the elements x ( t ) E E take on their energy (cf. Fig. 1 ). We therefore define the WD of the signal space X as K&f)S E C W , , ( t , f ) f . (2.4) It is obvious that the above two definitions are completely analogous. In fact, it is shown in the Appendix that they are strictly equivalent as well. Thus, either the deterministic definition (2.2) or the stochastic definition (2.4) can be used as the basic definition of the WD of a linear signal space X .
C. Expressions in Terms of the Projection Operator
Using (2.2) or (2.4), a straightforward derivation (see the Appendix) shows that the WD of X can be expressed as where ( X X + ) ( t , t ' ) denotes the kernel of the composite operator XX + (obtained by cascading the projection operator X of X and its adjoint X'). Since X is self-adjoint and idempotent, there is X X + = X so that (2.5) and s, ( t ) , respectively, and
is the " frequency-domain kernel" (bifrequency function) of the projection operator X. Inserting (2.7) into (2.6) yields which is analogous to the "time-domain" expression (2.6).
D. Expressions in Terms of a Basis
Insertion of (1.3) into (2.6) results in the expression (2.8) where {Xk(t)} (k = 1, -* , N,) is any (orthonormal) basis of the space X . It is seen that the WD of a space X is simply the sum of the WD's of all basis signals x,(t). We stress that (2.8) is independent of the specific (orthonormal!) basis of X .
Introducing the "basis vector" x_(t) = (xI ( t ) , x 2 ( t ) , 
E. Quadratic Space Representations
An important general property of the WD of a signal is the fact that any other quadratic signal representation can be derived from the WD via some linear transform [12] . It will be shown in Section I11 that an analogous property holds for the WD of a space, i.e., any other quadratic space representation can be derived from the WD of a space via some linear transform. However, we first have to specify what is meant by "quadratic space representation."
Any quadratic signal representation T,(Q) can be written as [12] , [13] n n
Here, uT(Q; t l , t2) is a kernel function specifying the signal representation T, and e is a parameter vector (e.g., e
= ( t , f ) in the WD case). To a given signal representation T@), we define the corresponding space representation Tx@) by straightforward generalization of the WD definition (2.2) or (2.4):
We can thus define, e.g., the instantaneous power, spectral energy density, energy, temporal and spectral autocorrelation functions, Rihaczek distribution, spectrogram, and ambiguity function [5, part 1111, [14] , [15] of a signal space. From (2.9), expressions of TI@) in terms of the projection operator Xor a basis {Xk(t)} are obtained as (cf. (2.6) and (2.8))
.
By way of example, we consider three "energetic" quadratic signal representations which will be used in Section 111: i) the instantaneous powerp,(t) = (x(t)I2, ii) the spectral energy density P,(f) = ( X ( f ) I 2 (where X ( f ) denotes the Fourier transform of x ( t ) ) , and iii) the energy E, = l )~\ )~. The corresponding space representations are obtained as
NX

Px(t) x ( t , t) = ,cl IXk(t)I2,
Note the interesting fact that the energy Ex of a space X turns out to equal the space's dimension N I .
Quite generally, the following statement can be shown:
if two quadratic signal representations T, (e) and T: (e') are related via a linear transform, then the corresponding quadratic space representations T x ( e ) and T;E (e') are related via the same linear transform. This will be specialized to the WD in Section 111.
PROPERTIES
In this section, some properties of the WD of a space (most of which are analogous to properties of the WD of a signal) are stated without proof. 1) Real-valued. The WD of a space is a real-valued function which, however, is not guaranteed to be everywhere nonnegative.
2) Time-frequency integral. The integral of W x ( t , f ) over the entire TF plane equals the dimension of X , =1; . . , N E ) and { y,(t)} (1 = 1, * . , ND) as follows:
This can be viewed as a generalization of Moyal's formula [ 5 , part I] .
Using (3.5), it can be shown that (W,, W9) is bounded as These results lead to important geometrical interpretations. Consider two spaces X and which are time-frequency disjoint in the sense that their WD's do not overlap (see Fig. 2(a) ) and. hence, W,(t, f ) W g ( t , f ) = 0 for all t , f . It follows that ( W E , Wg) = 0 and, with (3.6), we conclude that two TF disjoint spaces are orthogonal. (Since exact TF disjointness of two spaces isra very restrictive condition, we note that this statement still holds in an approximate sense if the spaces are "nearly T F disjoint," i.e., W , ( t , f ) W g ( t , f ) = 0.)
On the other hand, assume that 9 is a subspace of X .
With (3.1), (3.7) can be rewritten as from which we conclude that if9 is a subspace ofX, then the effective TF support of W, ( t , f ) must be inside the effective TF support of w,ct, f ) . This situation is illustrated in Fig. 2(b) . is inside the effective T F support of W x ( t , f ) . These situations are illustrated in Fig. 3 . 7) Direct sum. If two spaces X and ' i )) are orthogonal, then the WD of their union (direct sum [2] ) X 8 YJ equals the sum of the WD's of X and YJ, X 1 2 ) * W x e y ) ( f , f ) = W x ( t , f ) + W&f).
(3.9)
With x denoting the orthogonal complement of X (i.e., X I x and X 8 % = Q2 (b)), it follows from (3.9) and WP,( ) ( t , f ) 3 1 (see (5.1)) that wxct, f , = 1 -W x ( t , f ) .
where the transform's kernel L@; t , f ) is given by
We stress that this transform relating W x ( t , The marginal properties state that the instantaneous power p x ( t ) , spectral energy density P , ( f ) , and energy Ex (as defined in Section 11-E) are "marginals" of W x ( f , f ). Note that the third marginal property is equivalent to (3.1) since 10) Eflects of linear signal transforms. Let H denote a linear signal transform, i.e., a linear, generally timevarying system with input-output relation (Hx)(t) = 1 , H ( t , t ' ) x ( t ' ) dt'.
The collection of all signals (Hx) (t) with x (t) E X forms a linear space which will be denoted as HX. If the operator H i s unitary on P2 (a), i.e., (Hx, Hy) = (x, y) for all x ( t ) , y ( t ) E P2(R), then the WD of the transformed space HX can be derived from the WD of X via a linear transform,
where the kernel L H ( t , f; t ' , f ') is d r dr'.
(3.12)
We stress that the linear transform relating the WD's of the spaces K and HX is identical to the linear transform
relating the WD's of the signals x ( t ) and (Hx)(t) [12],
[16], the only difference being that (3.1 l ) , (3.12) hold in the "signal case" even if the operator H is nonunitary. However, if the unitarity condition is met, then a relation known to hold in the signal case can immediately be reformulated for spaces. The next two properties are examples of this principle. 1 1) Time-frequency coordinate transforms. An important class of unitary signal transforms corresponds to affine T F coordinate transforms. We here list some special cases which are well-known from the signal case.
. e -j 2 r ( f r -f ' T ' )
Time-frequency shift:
(Hx) (t) = x (t -to) e JZrfot * Time-frequency scaling: (3.14)
Convolution with a chirp signal:
Multiplication by a chirp signal:
(~x ) ( t ) = eJraf2x(t) w H X ( t , f ) = w x ( t , f -a t ) . (3.16) Fourier transform:
(Hx)(t) = Jk.l<@)(cO * (3.17)
These relations show that, like the WD of a signal, the WD of a space is "invariant" to TF shifts and scalings, convolution with and multiplication by chirp signals, and Fourier transform. "Invariance" means that these space transforms do not change the space's WD apart from a specific TF coordinate transform.
12) Convolution and multiplication. Another class of unitary transforms corresponds to a linear, time-invariant all-pass filter with impulse response h (t) and frequency response H ( f ). We here obtain (Hx)(t) = h(t) * x ( t ) with ( H ( f ) ( = 1 * WHX(t>f) = W h ( t , f ) Wx(t3.f).
(3.18)
Similarly, for the multiplication by a signal m ( t ) with constant (unity) envelope we find
(Hx)(t) = m(t)x(t) with (m(t)l = 1 * WHX(t,f) = W , ( t , f ) W E ( t , f ) .
(3.19)
The conditions ( H ( f ) ( = 1 and Im ( t ) ( = 1 are needed to assure the unitarity of the corresponding transform H. Note that (3.15) and (3.16) are special cases of (3.18) and (3.19), respectively.
IV . ENERGETIC INTERPRETATION
The marginal properties (3.10) clearly establish a close connection between the energy densities p x (t) and PE( f ) on the one hand and the WD WE ( t , f ) on the other. Thus, the marginal properties impart an "energetic" interpretation to the WD of a signal space. However, since the uncertainty principle prohibits the concept of ''energy located in a point of the TF plane," the WD cannot be interpreted as a TF energy density in a strict, pointwise sense. The impossibility of such a concept is also reflected by the fact that the WD of a space may be locally negative, and that it is never exactly concentrated in a single point, or even a finite region, of the TF plane.
While a pointwise energetic interpretation is thus impossible, suitably defined local averages of W x ( t , f ) are always nonnegative and allow a very simple energetic interpretation. To show this, we consider a simple method for measuring the energy content of a space X around a given TF point ( t , f ) . Let h ( t ' ) be a normalized signal which is assumed to be well concentrated around the or-igin (0, 0) of the TF plane (e.g., a Gaussian), and consider the "test signal"
h('.qt') A h ( t ' -t)e-'2w
formed by TF-shifting h (t') to the TF point ( t , f ) . Clearly, the test signal h('9f) (t') will be well concentrated around ( t , f ) . Hence, the energy of the projection of h('9f)(t') on the space X , Ilh$.nl12, will measure the amount of energy of X that is located in a locd neighborhood around the T F point ( t , f ) . Denoting this energy by Sr'(t, f ) , we obtain sF'(?,f) A ~~h $ "~~2 = (whU.fl, Wx)
where we have used (3.8) and the shift invariance of the WD. We may view ~$ " ( t , f ) as a (nonnegative) TF representation of the space X which assigns to each TF point (t, f ) the local energy content of X around ( t , f ) . Due to (4. l ) , this local energy content is actually a local average of the WD WE(?, f ) or, equivalently, S$"(t, f ) is simply a smoothed version of W, ( t , f ).
We finally note that the nonnegative T F representation 
is redefined for a signal space according to Section 11-E.
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V . EXAMPLES Many of the results obtained so far support the notion that the WD of a signal space may be loosely interpreted as the space's TF energy distribution. As in the case of the WD of a signal, this energetic interpretation is primarily based on the marginal properties (3.10) and the spectrogram relation (4.1). In addition, several other properties (e.g., the finite-support properties (3.3), (3.4), the inner product property (3.8), and the invariance prop- erties (3.13)-(3.19) ) indicate that the WD of a space features a "correct" TF localization. In order to gain further insight into the behavior of the WD of a space, we now consider the WD's of some simple specific spaces. 1) Zero space. The WD of the 0-dimensional "zero space" 3 (consisting of the zero signal x ( t ) = 0) is identically zero,
2) One-dimensional space. The WD of a one-dimensional space X equals the WD of the single (normalized) basis signal x1 ( t ) , (t, f ) for N, = 1 .
Note that, conversely, the WD of a signal s ( t ) is simultaneously the WD of a space only ifs(?) is normalized,
3) The space P2 (R). The WD of the "maximal" space
Thus, in the case of P2(K), the entire TF plane is homogeneously covered with energy (cf. (2. lb) ). Letting tl = 0 and t2 = 00 yields the space Q = S [O, 03) of causal signals, Fig. 4 shows a contour-line plot and cross section of W@g) (t, f ) for dimension N = 25. It is seen that inside the effective T F support, W@jy~) (t, f ) oscillates around height 1, whereas outside, it decays fast towards zero. Cross sections of W@g) (t, f ) for various dimensions N are compared in Fig. 5 .
4)
VI. EXTENSIONS
This section considers two extensions of the WD of a signal space, namely, the cross-WD of two signal spaces and a discrete-time WD version.
A. The Cross-WD
The cross-WD (CWD) Wx,Ig(t,f) of two signal spaces X and 9 can be defined by a natural extension of the def- In particular, we conclude from (6.1) that the CWD of two TF disjoint (and, hence, orthogonal) spaces is identically zero. Fig. 6 shows the CWD of two T F shifted Hermite spaces. We observe the interesting fact that the effective TF support of the CWD approximately equals the T F region in which the corresponding auto-WD's overlap. This behavior is consistent with properties (6.1) and (6.2).
It should be noted that the CWD of two spaces is only partly analogous to the CWD of two signals. In particular, while the CWD of two signals naturally occurs in the ''quadratic superposition law" w x + , ( t , f ) = W,(t,f) + w,@,f> + 2 Re { W x , y ( t , f ) } a similar expression does not generally exist for the WD Wx,,(t, f ) of the union of two spaces.
B. Discrete-Time Version
For practical implementation of WD analysis on a digital computer, the WD of a signal space must be reformulated in a discrete-time setting. We therefore consider a linear space X of discrete-time signals x (n) (n E Z) which is characterized by its (orthogonal) projection operator X with kernel X ( n , n') or, alternatively, by an (orthonormal) basis { x k ( n ) } ( k = 1, * * , N , ) . VII. DISCUSSION AND CONCLUSION The Wigner distribution (WD) of a linear signal space has been defined by suitably averaging the WD's of the space's elements. The interpretation of the WD of a space as the space's time-frequency (TF) energy distribution is supported by its definition, its properties, and the results obtained for specific spaces. However, just as in the case of TF signal analysis, a pointwise interpretation of the WD of a space as joint T F energy density is impossible due to fundamental resolution limitations imposed by the uncertainty principle.
Since any quadratic signal representation can be reformulated for a space as discussed in Section 11-E, it is clear that the TF analysis of signal spaces may be based on other (quadratic) TF representations as well. For example, the Rihaczek distribution [ 5 , part 1111 of a space could be used instead of the WD. However, it is well known that the WD of a signal has specific advantages over alternative T F signal representations. One of these advantages is the fact that the WD, among a class of TF representations with similar mathematical properties, features optimum TF concentration [ 191. Both from the definitions (2.2), (2.4) and the expression (2.8), it is evident that the optimum TF concentration featured by the WD of a signal directly carries over to the WD of a space.
In the signal case, some smoothing is often applied to the WD in order to reduce the WD's oscillatory interference terms 161, [15] , [20] . Although any smoothed WD version (such as the smoothed pseudo-WD, the spectrogram, or the Choi-Williams distribution) can be redefined for a space as discussed in Section 11-E, a smoothing of the WD is usually not an imperious necessity in the case of a signal space since the WD of a space typically shows only a moderate amount of interference. This can be attributed to the "averaging" operation inherent in the WD of a space (see (2.2) , (2.4), (2.8)) which can often be viewed as an implicit smoothing.
While the WD of a signal space has been introduced in this paper as a tool for the TF analysis of signal spaces, it also provides a basis for the TF synthesis of signal spaces. This, in turn, allows the design of "TF projection 1251 filters" which are linear, time-varying filters (projections) with specified T F pass region. This concept, its extension to perfect-reconstruction filter banks, and a computationally attractive approximate design method, are discussed in [21] . In [22] , the WD of a signal space is extended to the TF analysis and synthesis of linear, time-varying systems. Finally, the ambiguity function of a linear signal space and its application to the maximum-likelihood estimation of range and Doppler shift are discussed in [23] .
APPENDIX
In this Appendix, we derive the WD expression (2.5) from the WD definition (2.2) or (2.4). Starting from definition (2.2) and interchanging the summation and the integration, we obtain = i,, X ( t , , t')X*(t2, t ' ) dt' where we have used (1.2) and (2. la). Expression (2.5) is obtained by inserting (A.2) into (A. 1).
The derivation based on definition (2.4) instead of definition (2.2) is strictly analogous; it suffices to replace lk (t) by w ( t ) and the summation over k by the expectation E, and use (2.3a) instead of (2.la).
