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ROUGH VOLTERRA EQUATIONS 2: CONVOLUTIONAL
GENERALIZED INTEGRALS
AURÉLIEN DEYA AND SAMY TINDEL
Abstrat. We dene and solve Volterra equations driven by an irregular signal, by
means of a variant of the rough path theory allowing to handle generalized integrals
weighted by an exponential oeient. The results are applied to the frational Brownian
motion with Hurst oeient H > 1/3.
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2 AURÉLIEN DEYA AND SAMY TINDEL
1. Introdution
Let x be a general n-dimensional Hölder ontinuous path with Hölder exponent γ > 0,
an initial ondition a ∈ Rd, and σ : R+ × R+ × Rd → Rd,n a smooth enough funtion.
Then a general form of stohasti Volterra equation driven by x (onsidered as a noisy
input) an be written as:
yt = a+
∫ t
0
σ(t, u, yu) dxu, for s ∈ [0, T ], (1)
where T an arbitrary positive onstant. This kind of system being widely used in the
physial and biologial literature, its noisy version has also been intensively studied when
the driving motion x is a Brownian motion [2, 3, 15℄ or a general semi-martingale [20℄.
If the oeient σ is also onsidered as a random funtion, whih is natural in many
situations, some antiipative stohasti alulus tehniques are required in order to solve
equation (1), and we refer to [1, 5, 6, 18, 17, 19℄ for the main results in this diretion.
It should be mentioned at this point that the last of those referenes [19℄ is motivated
by nanial models of apital growth rate, whih goes beyond the lassial physial or
biologial appliations of Volterra equations.
It seems then quite natural to generalize the aforementioned results, and onsider sys-
tems like (1) driven by general ontinuous proesses, whose prototype an be thought of
as a n-dimensional frational Brownian motion. In this ase, and when one desires to go
beyond the Young ase γ > 1/2, rough paths type tehniques must ome into the piture.
However, the lassial rough path theory introdued by Terry Lyons [13℄ (see also the nie
introdutions [8, 15℄) is mostly designed to handle the ase of diusion type equations,
and there have been an intensive ativity during the last ouple of years in order to extend
these semi-pathwise tehniques to other systems, suh as delay equations [14℄ or PDEs
[4, 11℄. The urrent artile ts then into this global projet, and we shall see how to
perturb the original rough path setting in order to handle systems like (1).
Before we ome to a desription of our main results, let us mention a few hoies we
have made for this paper:
(i) Like in [14, 11℄, we have hosen to work with a variant of the rough path theory
introdued by Gubinelli in [10℄, and alled algebrai integration. This method is based
on some simple enough algebrai onsiderations, and this relative simpliity makes it
amenable to intuitions on possible generalizations of the original setting, beyond the
diusion ase. In the ase of Volterra equations handled here, we will see that, in spite of
the huge amount of tehnial details involved in our proofs, the main ideas on whih our
onstrutions rely are quite natural.
(ii) We have speialized equation (1) in the following manner: instead of onsidering a
general oeient of the form σ(t, u, yu), we have assumed that the oeient σ an be
deomposed under the form φ(t − u) σ(x), for a given kernel φ : R+ → R and a matrix-
valued funtion σ dened on Rd. Furthermore, an additional hypothesis is made on the
kernel φ: we assume that it an be written as the Laplae transform of a ertain funtion
φˆ, namely that
φ(v) =
∫ ∞
0
e−vξφˆ(ξ) dξ, and
∫ ∞
0
(1 + ξ)β|φˆ(ξ)| dξ <∞, (2)
for a ertain β > 0. This additional assumption is made in order to take advantage of the
multipliative property of the exponential funtion, and it should be notied here that the
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same kind of results ould have been obtained by means of Fourier (instead of Laplae)
transforms. The integrability hypothesis on φˆ(ξ) is morally equivalent to a regularity
ondition on our kernel φ. One these assumptions are made, and up to a an appliation
of Fubini's theorem whih an be justied easily in ase of a smooth driving proess x,
our Volterra system an be written as:
yt = a+
∫ ∞
0
dξ φˆ(ξ)
∫ t
0
e−ξ(t−u) σ(yu) dxu. (3)
(iii) An additional osmeti hange is the following: in order to ease some of our future
expansions, we transpose the matrix notations given before and set yt ≡ y∗t . With this
little hange in the usual notations, one is left with the following system:
yt = a+
∫ ∞
0
dξ φˆ(ξ)
∫ t
0
e−ξ(t−u) dxu σ(yu). (4)
This is the general form under whih we shall solve our Volterra problem.
With these preliminaries in hand, the main results ontained in this paper an be
roughly summarized as follows (see Theorem 4.16 below for a preise statement):
Theorem 1.1. Let x be a n-dimensional frational Brownian motion with Hurst param-
eter H > 1/3. Assume that φ an be deomposed as (2), with β = 2, and that σ is
a C3,b-funtion. Then equation (4) admits a unique solution on any arbitrary interval
[0, T ], in a lass of paths alled onvolutional ontrolled proesses, and where the integral
with respet to x has to be interpreted as in Proposition 4.7.
Let us now say a few words about the methodology we have adopted in order to solve our
equation: as mentioned before, it onsists in an elaboration of the tools introdued in [10℄.
Let us reall that these latter referene relies on the denition of an elementary operator δ,
whih transforms for instane a funtion f of one variable t ∈ [0, T ] into a funtion of two
variables as (δf)ts = ft− fs. Under some algebrai and analyti onditions, this operator
δ an be inverted, its inverse is alled Λ, and this inverse allows to onstrut a generalized
integral of Young type. If one wants to solve an equation of the form dyt = dxt σ(yt), a
possible strategy is then the following: remark rst that the a priori inrements of y an
be deomposed as:
(δy)ts = (δx)ts ζs + rts, with ζs = σ(ys), and rts =
∫ t
s
dxu [σ(yu)− σ(ys)] . (5)
Furthermore, if x is a γ-Hölder proess, one also expets y to be γ-Hölder ontinuous.
Thus, if σ is regular enough, ζ will inherit the same regularity, and it is also easily
oneived that r should have the double regularity, namely 2γ-Hölder. This is preisely
the struture asked in [10℄ for the solution to the diusion-type equation dyt = dxt σ(yt),
and a proess admitting the deomposition (5) is alled a weakly ontrolled proesses.
The seond important point in the theory is to notie that a reasonable denition of the
integral
∫ t
s
dxu [σ(yu)− σ(ys)] an be given for a ontrolled proess, provided that the so-
alled Levy area assoiated to x (formally dened as
∫ ∫
dxdx) an be onstruted, and
thanks to the operator Λ mentioned above. This integration step transforms a weakly
ontrolled proess into a weakly ontrolled proess, and allows to settle a xed point
argument for the resolution of the diusion equation driven by x.
Let us try to explain now what has to be hanged to the original algebrai integration
setting in order to handle the ase of a Volterra equations:
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(i) Observe rst that in order to solve equation (4), the main step is to dene aurately
the rough integral y˜t(ξ) ≡
∫ t
0
e−ξ(t−u) dxu σ(yu) for all t, ξ ∈ R+. As will be explained
at Setion 3.1, an important step in this diretion is to note that, in order to get some
inrements of y˜ involving only integrals of the form
∫ t
s
, one has to introdue some twisted
inrements of the form δ˜y˜ts(ξ) ≡ δy˜ts(ξ) − (e−ξ(t−s) − 1)y˜s(ξ). Then it is easily heked,
in ase of smooth paths y and x, that the a priori twisted inrements of the solution y˜ to
equation (4) an be expressed as
δ˜y˜ts(ξ) =
∫ t
s
e−ξ(t−v) dxv σ(yv).
The operator δ˜ will thus play a entral role in our omputations, a fat whih is reminisent
from the alulations ontained in [11℄ for the denition of rough PDEs. It turns out that
the operator δ˜ an also be inverted under some algebrai and analyti onditions. This
inverse gives then raise to a generalized onvolutional Young integral, whih is at the ore
of our denition of the integral
∫ t
0
e−ξ(t−u) dxu σ(yu).
(ii) The notion of ontrolled paths has also to be hanged for the resolution of equation (4),
and we shall introdue a notion of onvolutional ontrolled path, whih will be detailed
at Setion 4.1. They are basially dened as in equation (5), exept that δx is replaed
by an inrement of the form x1, with x1ts =
∫ t
s
φ(t − v) dxv, whih is assumed to exist
one and for all. Then as in the diusion ase, we are able to dene a natural extension
of the notion of integral for those onvolutional ontrolled proesses, provided that some
double iterated integrals based on x an be dened. More speially, the equivalent of
the notion of Levy area in our Volterra ontext is an inrement indexed by the Laplae
variable, of the form:
x˜2ts(ξ) =
∫ ∞
0
dη φˆ(η)
∫ t
s
e−ξ(t−v1) dxv1
∫ v1
s
e−η(v1−v2) dxv2 . (6)
Here again, this denition is only formal in ase of a Hölder path x, but one it is assumed
to exist and to satisfy suitable analyti and algebrai hypotheses, a good notion of integral
an be onstruted for onvolutional ontrolled proesses. This allows again a xed point
proedure in order to solve our Volterra equation. A quik glimpse at the proof of Theorem
4.16 will show however that this xed point proedure is trikier than in the diusion ase.
(iii) An essential step in our approah is thus a good denition of the double integral (6),
and the study of its regularity in (s, t). This an be done quite easily (up to some Garsia
type regularity theorems whih have to be proven) when x is taken as a Brownian motion,
and when the integrals with respet to x are interpreted in the It sense. However, an
important part of the urrent artile will be devoted to the denition of (6) when x is a
frational Brownian motion with 1/3 < H < 1/2. Here again, the path we have followed
in order to obtain this denition is not ompletely standard, and let us say a few words
about it. Indeed, the usual way to dene a double integral like (6) in ase of a fBm
is to use Stratonovih integrals, in the sense of the Malliavin alulus as explained in
[16℄. However, this way to ompute our iterated integrals involves a deomposition of the
Stratonovih integral into a Skorokhod type term plus a trae term, whih is hard (though
not impossible) to analyze in ase of an exponentially weighted integral like ours. We have
thus deided to adopt another strategy, and have resorted to an analytial approximation
of the frational Brownian motion introdued in [23℄. This latter approximation, whih
will be realled at Setion 5, has the advantage to yield almost expliit and elementary
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omputations, based on the analysis of singularities for some loally analyti funtions
dened on the omplex plane. In our opinion, the alulations we obtain are thus more
elegant than in the Malliavin alulus setting.
As we mentioned before, the resolution of rough Volterra equations relies thus on a
few simple ideas. These ideas are however long to formalize when one wishes to give
most of the details of the alulations, whih explains the bulk of the urrent artile. It
should also be mentioned at this point that we ould have tried to solve equation (1),
in its general form, without reurring to twisted onvolutional inrements as we did, by
just following the standard algebrai integration formalism. This is in fat what we have
done in the ompanion paper [7℄, and this idea works ne for the Young ase, namely for
a Hölder oeient γ > 1/2. However, this rst method fails to give a global existene
result in the ase 1/3 < γ < 1/2, mainly beause the Piard iterations don't lead to
a ontration property (we refer the reader to [7℄ for a more detailed argument). This
important drawbak justies the introdution of the onvolutional generalized integration
we have used in the urrent paper.
Here is how our artile is organized: we reall some basi denitions of algebrai inte-
gration at Setion 2. Setion 3 is devoted to the simpler ase of Young equations, whih
allows to explain our method with less tehnial apparatus. Then at Setion 4 we move
to the rough ase of our Volterra equation, and explain all the details of the method we
have hosen in order to solve it. Finally, we apply our theory to the frational Brownian
motion ase at Setion 5.
2. Algebrai integration
This setion is devoted to reall the very basi elements of the algebrai integration
theory introdued in [10℄, in order to x notations for the remainder of the paper. We
also inlude a proof of the existene of the so-alled sewing map Λ whih is simpler than
the one ontained in the original paper [10℄, and is even a further simpliation of the
proof proposed in [11℄.
2.1. Inrements. As mentioned in the introdution, the extended integral we deal with
is based on the notion of inrement, together with an elementary operator δ ating on
them. The notion of inrement an be introdued in the following way: for two arbitrary
real numbers ℓ2 > ℓ1 ≥ 0, a vetor spae V , and an integer k ≥ 1, we denote by Ck(V )
the set of ontinuous funtions g : [ℓ1, ℓ2]
k → V suh that gt1···tk = 0 whenever ti = ti+1
for some i ≤ k − 1. Suh a funtion will be alled a (k − 1)-inrement, and we will set
C∗(V ) = ∪k≥1Ck(V ). The operator δ alluded to above an be seen as an operator ating
on k-inrements, and is dened as follows on Ck(V ):
δ : Ck(V )→ Ck+1(V ) (δg)t1···tk+1 =
k+1∑
i=1
(−1)igt1···tˆi···tk+1, (7)
where tˆi means that this partiular argument is omitted. Then a fundamental property
of δ, whih is easily veried, is that δδ = 0, where δδ is onsidered as an operator from
Ck(V ) to Ck+2(V ). We will denote ZCk(V ) = Ck(V ) ∩Kerδ and BCk(V ) = Ck(V ) ∩ Imδ.
Some simple examples of ations of δ, whih will be the ones we will really use through-
out the paper, are obtained by letting g ∈ C1 and h ∈ C2. Then, for any t, u, s ∈ [ℓ1, ℓ2],
we have
(δg)ts = gt − gs, and (δh)tus = hts − htu − hus. (8)
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Furthermore, it is readily heked that the omplex (C∗, δ) is ayli, i.e. ZCk+1(V ) =
BCk(V ) for any k ≥ 1. In partiular, the following basi property, whih we label for
further use, holds true:
Lemma 2.1. Let k ≥ 1 and h ∈ ZCk+1(V ). Then there exists a (non unique) f ∈ Ck(V )
suh that h = δf .
Observe that Lemma 2.1 implies that all the elements h ∈ C2(V ) suh that δh = 0 an be
written as h = δf for some (non unique) f ∈ C1(V ). Thus we get a heuristi interpretation
of δ|C2(V ): it measures how muh a given 1-inrement is far from being an exat inrement
of a funtion (i.e. a nite dierene).
Notie that our future disussions will mainly rely on k-inrements with k ≤ 2, for
whih we will use some analytial assumptions. Namely, we measure the size of these
inrements by Hölder norms dened in the following way: for f ∈ C2(V ) let
‖f‖µ ≡ sup
s,t∈[ℓ1,ℓ2]
‖fts‖V
|t− s|µ
, and Cµ1 (V ) = {f ∈ C2(V ); ‖f‖µ <∞} .
In the same way, for h ∈ C3(V ), set
‖h‖γ,ρ = sup
s,u,t∈[ℓ1,ℓ2]
‖htus‖V
|u− s|γ|t− u|ρ
(9)
‖h‖µ ≡ inf
{∑
i
‖hi‖ρi,µ−ρi ; h =
∑
i
hi, 0 < ρi < µ
}
,
where the last inmum is taken over all sequenes {hi ∈ C3(V )} suh that h =
∑
i hi and
for all hoies of the numbers ρi ∈ (0, z). Then ‖·‖µ is easily seen to be a norm on C3(V ),
and we set
Cµ3 (V ) := {h ∈ C3(V ); ‖h‖µ <∞} .
Eventually, let C1+3 (V ) = ∪µ>1C
µ
3 (V ), and remark that the same kind of norms an be
onsidered on the spaes ZC3(V ), leading to the denition of some spaes ZC
µ
3 (V ) and
ZC1+3 (V ). In order to avoid ambiguities, we shall denote by N [f ; C
κ
j ] the κ-Hölder norm
on the spae Cj , for j = 1, 2, 3. For ζ ∈ Cj(V ), we also set N [ζ ; C0j (V )] = sups∈[ℓ1;ℓ2]j‖ζs‖V .
With these notations in mind, the following proposition is a basi result whih is at the
ore of our approah to path-wise integration:
Theorem 2.2 (The sewing map). Let µ > 1. For any h ∈ ZCµ3 ([0, 1];V ), there exists a
unique Λh ∈ Cµ2 ([0, 1];V ) suh that δ(Λh) = h. Furthermore,
‖Λh‖µ ≤ cµN [h; C
µ
3 (V )], (10)
with cµ = 2+2
µ
∑∞
k=1 k
−µ
. This gives rise to a linear ontinuous map Λ : ZCµ3 ([0, 1];V )→
Cµ2 ([0, 1];V ) suh that δΛ = IdZCµ3 ([0,1];V ).
Proof. The original proof of the existene of Λ (with a somewhat dierent onstant Cµ)
an be found in [10℄ and has been simplied in [11℄. We give here a more elementary
proof, whih will be easy to adapt to the pertubated inremental operator δ˜ (see Setion
3.2).
Uniqueness. Let M,M ′ ∈ Cµ2 suh that δM = δM
′ = h. In partiular, δ(M −M ′) = 0,
and thus, aording to 2.1, M −M ′ = δq, with q ∈ C1. But then q ∈ C
µ
1 with µ > 1, hene
q is onstant, and as a onsequene, M = M ′.
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Existene. By denition of ZCµ3 , we know that there exists B ∈ C2 suh that δB = h.
Consider now the sequene (πn)n of dyadi partitions of [0, 1], that is
πn = {0 = tn0 ≤ t
n
1 ≤ · · · ≤ t
n
2n = 1}, with t
n
i =
i
2n
,
and set, for all s, t ∈ [0, 1],
Mnts =


0 if πn ∩ (s, t) = ∅,
Bts −Btnj s − Bttnj if π
n ∩ (s, t) = {tnj },
Bts −Btnj s − Bttnl −
∑l−1
i=j Btni+1tni if π
n ∩ (s, t) = {tnj ≤ · · · ≤ t
n
l }.
It is readily heked that the mapping Mn : s, t 7→ Mnts is ontinuous on [0, 1]
2
. We
are now going to show that the sequene (Mn)n∈N onverges in the spae C([0, 1]2;V ) of
ontinuous funtions on [0, 1]2, endowed with the norm N [· ; C02(V )].
Let then s, t ∈ [0, 1], n ∈ N, and denote
πn ∩ (s, t) = {tnj ≤ t
n
j+1 ≤ · · · ≤ t
n
l }
= {tn+12j ≤ t
n+1
2j+2 ≤ · · · ≤ t
n+1
2l−2 ≤ t
n+1
2l }, with j ≤ l ≤ 2
n.
If s < tn+12j−1 and t ≤ t
n+1
2l+1, then
πn+1 ∩ (s, t) = {tn+12j−1 ≤ t
n+1
2j ≤ t
n+1
2j+1 ≤ · · · ≤ t
n+1
2l−1 ≤ t
n+1
2l },
and in that ase
Mn+1ts −M
n
ts = (δB)tn+12j t
n+1
2j−1s
+
l−1∑
i=j
(δB)tn+12i+2t
n+1
2i+1t
n+1
2i
,
whih, sine δB = h, leads to
‖Mn+1ts −M
n
ts‖V ≤ N [h; C
µ
3 (V )]
(
1
2n+1
)µ
(1 + l − j).
We proeed likewise for the ases (s ≥ tn+12j−1, t > t
n+1
2l+1), (s < t
n+1
2j−1, t > t
n+1
2l+1) and (s ≥
tn+12j−1, t ≤ t
n+1
2l+1), to nally get
‖Mn+1ts −M
n
ts‖V ≤ N [h; C
µ
3 (V )]
(
1
2µ
)n+1
(2 + l − j)
≤
N [h; Cµ3 (V )]
2µ
{
2
(
1
2µ
)n
+
(
1
2µ−1
)n}
,
and thus
N [Mn+1 −Mn; C02(V )] ≤
N [h; Cµ3 (V )]
2µ
{
2
(
1
2µ
)n
+
(
1
2µ−1
)n}
.
Sine we have onsidered µ > 1, this proves that the series
∑
nN [M
n+1 −Mn; C02(V )]
onverges, and thus
∑
n(M
n+1 −Mn) onverges in C([0, 1]2;V ) endowed with the norm
N [· ; C02(V )], the latter spae being omplete. But, invoking the fat that M
0 = 0, we
have MN =
∑N−1
n=0 (M
n+1 −Mn), whih entails the uniform onvergene of MN towards
an element M ∈ C([0, 1]2;V ). We an already notie that for all n, Mntt = 0, whih yields
the same property for M , so that M ∈ C2.
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Take now 0 ≤ s ≤ u ≤ t ≤ 1 and denote πn ∩ (s, u) = {tnj , . . . , t
n
l }, π
n ∩ [u, t) =
{tnj′, . . . , t
n
l′}, hene π
n ∩ (s, t) = {tnj , . . . , t
n
l } ∪ {t
n
j′, . . . , t
n
l′}. Thus,
Mnts = Bts − Btnj s −Bttnl′ −
l−1∑
i=j
Btni+1tni −
l′−1∑
i=j′
Btni+1tni − Btnj′ t
n
l
.
We will assume that tnj′ > u, the ase t
n
j′ = u leading to the same relation (11). Then
Mnts = Bts +
[
Bus − Btnj s − Butnl −
l−1∑
i=j
Btni+1tni
]
+
[
Btu − Btn
j′
u −Bttn
l′
−
l′−1∑
i=j′
Btni+1tni
]
+Butnn +Btnj′u −Bus − Btu −Bt
n
j′
tn
l
,
whih an be written as
Mnts = M
n
us +M
n
tu + htus − htnj′ut
n
l
, (11)
Sine h ∈ Cµ3 , limn→∞ htnj′ut
n
l
= 0, so that, by letting n tend to innity in the previous
relation, we get δM = h.
Finally, let us show that for any s, t ∈ [0, 1] and n ∈ N,
‖Mnts‖V ≤ cµN [h; C
µ
3 (V )] |t− s|
µ , (12)
whih will prove inequality (10) and as a onsequene, the Hölder regularity ofM . To this
end, x s, t ∈ [0, 1], n ∈ N. If πn ∩ (s, t) = ∅, the result is obvious. If πn ∩ (s, t) = {tnj },
Mnts = (δB)ttnj s = httnj s, hene ‖M
n
ts‖V ≤ N [h; C
µ
3 (V )] |t− s|
µ ≤ cµN [h; C
µ
3 (V )] |t− s|
µ
. If
πn ∩ (s, t) = {tnj , . . . , t
n
l }, pik k ∈ {j + 1, . . . , l − 1} suh that
|tnk+1 − t
n
k−1| ≤
2
l − j − 1
|t− s| .
At this point, the previous relation does not seem very relevant insofar as the distanes
between two suessive points of πn are equal. In fat, this relation will make sense when
we iterate the sheme. Consider indeed the new partition πˆ = {tnj , . . . , t
n
k−1, t
n
k+1, . . . , t
n
l }
and dene Mˆnts aording to the same priniple asM
n
ts, using πˆ instead of π
n∩ (s, t). Then
Mnts − Mˆ
n
ts = Btnk+1tnk−1 −Btnk tnk−1 −Btnk+1tnk = htnk+1tnk tnk−1 ,
and as a result
‖Mnts − Mˆ
n
ts‖V ≤ N [h; C
µ
3 (V )]
2µ
(l − j − 1)µ
|t− s|µ .
We iterate the proedure until the partition redues to the empty set, to get
‖Mnts‖V ≤ N [h; C
µ
3 (V )] |t− s|
µ
(
2 + 2µ
l−j−1∑
k=1
1
kµ
)
≤ cµN [h; C
µ
3 (V )] |t− s|
µ .

The following orollary gives a rst relation between the strutures we have just intro-
dued and generalized integrals, in the sense that it onnets the operators δ and Λ with
Riemann sums.
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Corollary 2.3 (Integration of small inrements). For any 1-inrement g ∈ C2(V ), suh
that δg ∈ C1+3 , set δf = (Id−Λδ)g. Then
(δf)ts = lim
|Πts|→0
n∑
i=0
gti+1 ti ,
where the limit is over any partition Πts = {t0 = t, . . . , tn = s} of [t, s] whose mesh tends
to zero. The 1-inrement δf is the indenite integral of the 1-inrement g.
Proof. For any partition Πt = {s = t0 < t1 < ... < tn = t} of [s, t], write
(δf)ts =
n∑
i=0
(δf)ti+1ti =
n∑
i=0
gti+1ti −
n∑
i=0
Λti+1ti(δg).
Observe now that for some µ > 1 suh that δg ∈ Cµ3 ,∥∥∥ n∑
i=0
Λti+1ti(δg)
∥∥∥
V
≤
n∑
i=0
‖Λti+1ti(δg)‖V ≤ N [Λ(δg); C
µ
2 (V )] |Πts|
µ−1 |t− s| ,
and as a onsequene, lim|Πts|→0
∑n
i=0 Λti+1ti(δg) = 0. 
2.2. Computations in C∗. For sake of simpliity, let us assume for the moment that
V = R, and set Ck(R) = Ck. Then the omplex (C∗, δ) is an (assoiative, non-ommutative)
graded algebra one endowed with the following produt: for g ∈ Cn and h ∈ Cm let
gh ∈ Cn+m the element dened by
(gh)t1,...,tm+n−1 = gt1,...,tnhtn,...,tm+n−1 , t1, . . . , tm+n+1 ∈ [ℓ1, ℓ2]. (13)
In this ontext, we have the following useful properties.
Proposition 2.4. The following dierentiation rules hold true:
(1) Let g, h be two elements of C1. Then
δ(gh) = δg h + g δh. (14)
(2) Let g ∈ C1 and h ∈ C2. Then
δ(gh) = δg h+ g δh, δ(hg) = δh g − h δg.
Proof. We will just prove (14), the other relations being equally trivial: if g, h ∈ C1, then
[δ(gh)]ts = gtht − gshs = gt (ht − hs) + (gt − gs) hs = gt (δh)ts + (δg)ts hs,
whih proves our laim.

The iterated integrals of smooth funtions on [ℓ1, ℓ2] are obviously partiular ases of
elements of C whih will be of interest for us, and let us reall some basi rules for these
objets: onsider f, g ∈ C∞1 , where C
∞
1 is the set of smooth funtions from [ℓ1, ℓ2] to R.
Then the integral
∫
dg f , whih will be denoted by J (dg f), an be onsidered as an
element of C∞2 . That is, for s, t ∈ [ℓ1, ℓ2], we set
Jts(dg f)
(∫
dgf
)
ts
=
∫ t
s
dgufu.
10 AURÉLIEN DEYA AND SAMY TINDEL
The multiple integrals an also be dened in the following way: given a smooth element
h ∈ C∞2 and s, t ∈ [ℓ1, ℓ2], we set
Jts(dg h) ≡
(∫
dgh
)
ts
=
∫ t
s
dguhus.
In partiular, the double integral Jts(df 3df 2 f 1) is dened, for f 1, f 2, f 3 ∈ C∞1 , as
Jts(df
3df 2 f 1) =
(∫
df 3df 2 f 1
)
ts
=
∫ t
s
df 3u Jus
(
df 2 f 1
)
.
Now, suppose that the nth order iterated integral of dfn · · · df 2 f 1, still denoted by J (dfn
· · · df 2 f 1), has been dened for f 1, f 2 . . . , fn ∈ C∞1 . Then, if f
n+1 ∈ C∞1 , we set
Jts(df
n+1dfn · · · df 2f 1)
∫ t
s
dfn+1u Jus
(
dfn · · · df 2 f 1
)
, (15)
whih denes the iterated integrals of smooth funtions reursively. Observe that a nth
order integral J (dfn · · · df 2df 1) ould be dened along the same lines.
The following relations between multiple integrals and the operator δ will also be useful
in the remainder of the paper (see e.g. [11℄ for a proof of these elementary fats):
Proposition 2.5. Let f, g be two elements of C∞1 . Then, realling the onvention (13),
it holds that
δf = J (df), δ (J (dgf)) = 0, δ (J (dgdf)) = (δg)(δf) = J (dg)J (df),
and, in general,
δ
(
J (dfn · · · df 1)
)
=
n−1∑
i=1
J
(
dfn · · · df i+1
)
J
(
df i · · · df 1
)
.
3. Volterra equations in the Young setting
Reall that we wish to solve equation (4), and we start this program by studying the
Young ase, i.e. the ase of a driving proess x whih is assumed to be γ-Hölder ontinuous
with γ > 1/2. This allows us to introdue most of the general tools used in the sequel, and
this setion is thus oneived as an introdution to the rough ase whih will be treated
later on. In order to get a feeling of the kind of struture needed in order to deal with
Volterra equations, we will start with some heuristi onsiderations, whih are basially
justied in ase of a smooth driving noise x. Then we shall proeed to dene rigorously
the equation, and solve it in a suitable lass of funtions.
3.1. Heuristi onsiderations. Assume for the moment that x is a smooth proess, in
whih ase equation (4) is well dened and solvable when σ is a regular oeient. In
order to get an intuition of the natural operators assoiated to our equation, let us reast
it, in quite a redundant way, as a system:{
yt = a +
∫∞
0
y˜t(ξ) φˆ(ξ) dξ
y˜t(ξ) =
∫ t
0
e−ξ(t−v)dxv σ(yv).
(16)
Notie that the rst relation above is not suient in order to determine y˜ as a funtion
of y. However, the seond one denes y˜ without ambiguity.
As we already mentioned in the introdution, if one wants to generalize the system
we have just written to a non smooth signal x, it is now easily seen that the main step
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is to give a rigorous meaning to the integral
∫ t
0
e−ξ(t−v)dxv σ(yv) dening y˜t(ξ). To this
purpose, and having introdued the main tools of algebrai integration in the last setion,
the rst idea one may have in mind is to get a suitable expression of the inrements
(δy˜(ξ))ts ≡ y˜(ξ)t − y˜(ξ)s for a given ξ. And indeed in ase of a smooth driving proess x,
invoking equation (16), those inrements an be written as:
(δy˜(ξ))ts =
∫ t
s
e−ξ(t−v)dxv σ(yv) + ats(ξ)
∫ s
0
e−ξ(s−v)dxv σ(yv)
=
∫ t
s
e−ξ(t−v)dxv σ(yv) + ats(ξ)y˜s(ξ),
where we have set ats(ξ) = e
−ξ(t−s)−1. Notie now that the rst term
∫ t
s
e−ξ(t−v)dxvσ(yv)
above is really similar to what one obtains in the diusion ase, namely an integral of the
form
∫ t
s
. However, the seond term ats(ξ)y˜s(ξ) is a little lumsy for further expansions.
Hene, a straightforward idea is to make it disappear by just setting (δ˜y˜)ts(ξ) = (δy˜)ts(ξ)−
ats(ξ)y˜s(ξ). Then the last equation an be read as (δ˜y˜)ts(ξ) =
∫ t
s
e−ξ(t−v)dxv σ(yv), and
the system (16) beomes {
yt = a+
∫∞
0
y˜t(ξ) φˆ(ξ) dξ
(δ˜y˜)ts(ξ) =
∫ t
s
e−ξ(t−v)dxv σ(yv),
(17)
with the initial ondition y˜0 ≡ 0. This very simple fat, together with the nie algebrai
properties whih will be seen below, onverts the elementary operator δ˜ into the entral
objet in order to solve our Volterra system.
These preliminaries being admitted, we shall essentially fous in the sequel on the
proess y˜, by merging the two equations of the last system into a single one:
(δ˜y˜)ts(ξ) =
∫ t
s
e−ξ(t−v)dxv σ
(
a+
∫ ∞
0
dη φˆ(η)y˜v(η)
)
. (18)
The original solution proess y an then be reovered in an obvious way, and we shall
solve the Volterra equation under the form (18).
3.2. Convolutional inrements. Let us turn now to the main onern of this setion,
that is the denition of a omplex (C˜∗, δ˜) whih behaves niely for the denition of our
Volterra problem.
Notie that, due to the fat that e−ξ(t1−t2) is niely bounded only for t1 > t2, our
integration domains will be of the form Sn = Sn([ℓ1, ℓ2]), where Sn stands for the n-
simplex
Sn = {(t1, . . . , tn) : ℓ2 ≥ t1 ≥ t2 ≥ · · · ≥ tn ≥ ℓ1}.
Let then V be a separable Banah spae. In order to dene the basi family of ontinuous
inrements we will work with, we rst need to speify the (Banah) funtional spae eah
y˜ts(·) will belong to, with a speial emphasis on the Laplae oordinate. In fat, the
alulations to ome (see for example Lemma 3.9) inite us to onsider the L1-type spae
indued by the norm
N [g˜;Lβ(V )] := N [g˜;Lβ,φˆ(V )] =
∫ ∞
0
dξ|φˆ(ξ)|(1 + ξβ)‖g˜(ξ)‖V ,
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where β > 0 is xed. Then, we dene C˜n,β as the spae of ontinuous appliations from
Sn to Lβ(V ). Observe that an operator δ : C˜n,β(V ) → C˜n+1,β(V ) an be dened just like
in (7). In partiular, if A˜ ∈ C˜1,β(V ) and B˜ ∈ C˜2,β(V ), the relation (8) is still valid.
As we have seen at Setion 3.1, a suitable family of operators related to our Volterra
equation is given by δ˜ : C˜n,β(V )→ C˜n+1,β(V ), dened for any positive ξ by
[δ˜A˜]t1...tn+1(ξ) = [δA˜]t1...tn+1(ξ)− at1t2(ξ)A˜t2...tn+1(ξ), for A˜ ∈ C˜n,β(V ), (19)
where (t1 . . . tn+1) ∈ Sn+1. In the remainder of the paper, we will expliitly write the
variable ξ down only when there might be a onfusion. Thus, we simply write δ˜A˜ =
δA˜ − a A˜, where we made use of the onvention (13). As in Setion 2.1, one an dene,
for n ≥ 1,
ZC˜n,β(V ) = C˜n,β(V ) ∩ ker(δ˜), and BC˜n,β(V ) = C˜n,β(V ) ∩ Im(δ˜)
In fat, when V = Rk or V = Rk,d, endowed with their natural Eulidian norms, the
onvention (13) an be extended aording to the following priniple:
Lemma 3.1. Let M˜ ∈ C˜n,β(Rk,l) and L ∈ Cm(Rl). Then M˜L, dened by the relation
(M˜L)t1...tm+n−1(ξ) = M˜t1...tn(ξ)Ltn...tm+n−1 ,
belongs to C˜m+n−1,β(Rk). Moreover, when n = 2, the following algebrai relations hold
true:
δ(M˜L) = δM˜ L− M˜ δL, and δ˜(M˜L) = δ˜M˜ L− M˜ δL.
Proof. The rst part of our laim is an obvious onsequene of
‖M˜t1...tn(ξ)Ltn...tm+n−1‖Rk ≤ ‖M˜t1...tn(ξ)‖Rk,l‖Ltn...tm+n−1‖Rn.
As for the algebrai relations, the rst one follows from Proposition 2.4, while
δ˜(M˜L)t1...tm+2
= δ(M˜L)t1...tm+2 − at1t2M˜t2t3Lt3...tm+2
= (δM˜)t1t2t3Lt3...tm+2 − M˜t1t2(δL)t2...tm+2 − at1t2M˜t2t3Lt3...tm+2
= [(δM˜)t1t2t3 − at1t2M˜t2t3 ]Lt3...tm+2 − (M˜ δL)t1...tm+2.

With these preliminaries in hand, it is now easily shown that the perturbed operators
δ˜ preserve some important properties of the original oboundary δ:
Proposition 3.2. δ˜δ˜ = 0. More preisely, the ouple (C˜∗,β(V ), δ˜) satises ZC˜n,β(V ) =
BC˜n,β(V ) for all n ≥ 0.
Proof. This proof is borrowed from [11, Proposition 3.1℄ and is inluded here for sake of
ompleteness. If F˜ ∈ C˜n,β(V ), aording to the fat that δδ = 0 and thanks to Lemma
3.1, we have
δ˜δ˜F˜ = (δ − a) [(δ − a) F˜ ] = δδF˜ − δ(a F˜ )− a δF˜ + a a F˜
= −δa F˜ + a δF˜ − a δF˜ + a a F˜ = a a F˜ − δa F˜ .
Furthermore, it is readily heked that
(δa)tus = atu aus, (t, u, s) ∈ S3,
whih gives δ˜δ˜F˜ = 0.
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The fat that Imδ˜|C˜n+1,β(V ) = ker δ˜|C˜n+1,β(V ) an be proved along the same lines as for
the (C∗, δ) omplex [10℄: pik A˜ ∈ C˜n+1,β(V ) suh that δ˜A˜ = 0, and set B˜t1...tn = A˜t1...tns,
with s = 0. Then
[δ˜B˜]t1...tn+1 = [δB˜]t1...tn+1s + (−1)
n+1A˜t1...tn+1 − at1t2A˜t2...tns
= [δ˜A˜]t1...tn+1s + (−1)
n+1A˜t1...tn+1 = (−1)
n+1A˜t1...tn+1 .
Thus, setting C˜ = (−1)n+1B˜, we get δ˜C˜ = A˜.

The ohain omplex (C˜∗,β(V ), δ˜) will be the struture at the base of all the onstrutions
in this paper. Let us also mention at this point that, when the meaning is obvious, we will
transpose the notations of Setion 2.1 to our onvolutional setting. Furthermore, whenever
this doesn't lead to an ambiguous situation, we will write C˜n,β instead of C˜n,β(V ).
We will now dene an equivalent of the iterated integrals of Setion 2.2 in our onvo-
lution ontext: for two smooth funtions f, g, ℓ1 ≤ s < t ≤ ℓ2 and ξ ≥ 0, dene
Jts(d˜g f)(ξ) =
∫ t
s
e−ξ(t−v)dgv fv,
and for h ∈ C∞2 ,
Jts(d˜g h)(ξ) =
∫ t
s
e−ξ(t−v)dgv hvs.
One these elementary bloks have been dened, the iterated integrals
J (d˜g1 . . . d˜gn f) for g1, . . . , gn, f ∈ C∞1 , (20)
should be dened as funtions of several variables, aording to the same reursive prin-
iple as in Setion 2.2:
Jts(d˜g
1 . . . d˜gn f)(ξ1, . . . , ξn) =
∫ t
s
e−ξ
1(t−v)dg1v Jvs(d˜g
2 . . . d˜gn f)(ξ2, . . . , ξn).
In partiular, Jts(d˜xd˜x)(ξ, η) =
∫ t
s
e−ξ(t−v)dxv
∫ v
s
e−η(v−w)dxw.
The following relations between δ˜ and these integrals will be useful for our purposes:
Proposition 3.3. Let f, g ∈ C∞1 . Then
δ˜
(
J (d˜g f)
)
= 0 δ˜
(
J (d˜g δf)
)
= J (d˜g) δf.
Proof. Straightforward.

3.3. Hölder spaes and Λ˜-map. In the Young setting, it will be enough to let our
solution live in some Hölder-type spaes. Indeed, one expets the solution y to (17) to
belong to a spae of the form Cβ1 (as dened at Setion 2.1) for any 1− γ < β < γ, where
γ is the Hölder regularity exponent of the noise x. Sine β + γ > 1 in this ase, the
exponentially weighted integrals with respet to x an be interpreted in the Young sense,
as will be explained below.
As far as the path y˜ alluded to in (17) is onerned, we also expet his inrements δ˜y˜
to be regular enough. Thus, we shall resort to the following natural Hölder spaes:
C˜µ2,β := {y˜ ∈ C˜2,β : N [y˜; C˜
µ
2,β ] := sup
0≤s<t≤T
N [y˜ts;Lβ]
|t− s|µ
<∞},
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C˜µ1,β := {y˜ ∈ C˜1,β : δ˜y˜ ∈ C˜
µ
2,β}.
Notie that our denition of the spae C˜µ1,β is based on the twisted operator δ˜ instead of
δ. For any h˜ ∈ C˜3,β , set, just as in the standard ase,
N [h˜; C˜(γ,ρ)3,β ] := sup
0≤s<u<t≤T
N [h˜tus;Lβ]
|t− u|γ |u− s|ρ
,
N [h˜; C˜µ3,β] := inf
{∑
i
N [hi; C˜
(ρi,µ−ρi)
3,β ]; h =
∑
i
hi, 0 < ρi < µ
}
,
where the last inmum is taken over all sequenes {h˜ ∈ C˜3,β} suh that h =
∑
i hi and for
all hoies of the numbers ρi ∈ (0, µ). Denote also ZC˜
µ
k,β := Im(δ˜)∩ C˜
µ
k,β and observe that
the property ZCµ2 = {0} if µ > 1 remains true for δ˜:
Lemma 3.4. If µ > 1, then ZC˜µ2,β = {0}.
Proof. Let M˜ = δ˜f˜ ∈ ZC˜µ2,β . Consider the telesopi sum (δ˜f˜)ts =
∑n
i=0 e
−. (t−ti+1)(δ˜f˜)ti+1ti
with respet to the partition Πts = {s = t0 < t1 < ... < tn = t} of the interval [s, t]. Then
N [M˜ts;Lβ] ≤
n∑
i=0
N [(δ˜f˜)ti+1ti ;Lβ] ≤ N [M˜ ; C˜
µ
2,β ] |t− s| |Πts|
µ−1 ,
whih tends to 0 as the mesh |Πts| of the partition dereases to 0.

As we already mentioned, an essential tool in order to dene generalized onvolutional
integrals is the following inverse of the operator δ˜:
Proposition 3.5 (The onvolutional sewing map). Let µ > 1, β > 0. For any h˜ ∈ ZC˜µ3,β,
there exists a unique Λ˜h˜ ∈ C˜µ2,β suh that δ˜(Λ˜h˜) = h˜. Furthermore,
N [Λ˜h˜; C˜µ2,κ] ≤ cµN [h˜; C˜
µ
3,κ], (21)
with cµ = 2 + 2
µ
∑∞
k=1
1
kµ
. This gives rise to a linear ontinuous map Λ˜ : ZC˜µ3,β → C˜
µ
2,β
suh that δ˜Λ˜ = IdZC˜µ3,β
.
Proof. It follows the same line as the proof of Proposition 2.2.
Uniqueness. Let M˜, M˜ ′ ∈ C˜µ2,β suh that δ˜M˜ = δ˜M˜
′ = h˜. In partiular, δ˜(M˜ − M˜ ′) = 0,
hene M˜ − M˜ ′ ∈ ZC˜µ2,β . Thanks to lemma 3.4, we dedue M˜ = M˜
′
.
Existene. As in the standard ase, onsider B˜ ∈ C˜2,β suh that δ˜B˜ = h˜ and onstrut
M˜nts =
{
0 if πn ∩ (s, t) = ∅
(δ˜B˜)ttnj s if π
n ∩ (s, t) = {tnj }
and if πn ∩ (s, t) = {tnj ≤ ... ≤ t
n
l },
M˜nts = B˜ts − B˜ttnl −
l−1∑
i=j
e−. (t−t
n
i+1)B˜ti+1ti − e
−. (t−tnj )B˜tnj s,
ROUGH VOLTERRA EQUATIONS 15
where πn stands for the n-dyadi partition of [0, 1].
It is readily heked that M˜n is ontinuous from [0, 1]2 to Lβ. Moreover, if for instane
πn ∩ (s, t) = {tn+12j ≤ t
n+1
2j+2 ≤ ... ≤ t
n+1
2l }, with s < t
n+1
2j−1 and t > t
n+1
2l+1, then
M˜n+1ts − M˜
n
ts = (δ˜B˜)ttn+12l+1t
n+1
2l
+ e−. (t−t
n+1
2j )(δ˜B˜)tn+12j t
n+1
2j−1s
+
l−1∑
i=j
e−. (t−t
n+1
2i+2)(δ˜B˜)tn+12i+2t
n+1
2i+1t
n+1
2i
,
and sine δ˜B˜ = h˜, this yields:
N [M˜n+1ts − M˜
n
ts;Lβ] ≤
N [h˜; C˜µ3,β]
2µ
{
2
(
1
2µ
)n
+
(
1
2µ−1
)n}
.
This estimation remains true for the other ases of intersetion of πn with (s, t). Using
the same arguments as with Λ, we thus get the existene of a limit M˜ of M˜n in C˜2,β.
The fat that δ˜M˜ = h˜ an be proved just as in Proposition 2.2, and it is the same for
the estimation
N [M˜nts;Lβ] ≤ cµN [h˜; C˜
µ
3,β] |t− s|
µ .

We also have the following equivalent of Corollary 2.3, whih links Λ˜ with onvolutional
Riemann sums, at our disposal:
Corollary 3.6. For any 1-inrement g˜ ∈ C˜2,β suh that δ˜g˜ ∈ C˜
µ
3,β (µ > 1), set δ˜f˜ =
(Id−Λ˜δ˜)g˜. Then
(δ˜f˜)ts = lim
|Πts|→0
n∑
i=0
e−.(t−ti+1)g˜ti+1ti in Lβ,
where the limit is over any partition Πts = {t0 = t, . . . , tn = s} of [t, s] whose mesh tends
to zero.
Proof. We use the same arguments as in the standard ase, starting from (δ˜f˜)ts =∑
i e
−.(t−ti+1)(δ˜f˜)ti+1ti .

3.4. Young onvolution integral. Reall that, aording to the notations of Setion
3.2, the Volterra equation (18) we are interested in an be read as
y˜0 ≡ 0, δ˜y˜ = J
(
d˜x σ
(
a +
∫ ∞
0
dη φˆ(η)y˜(η)
))
. (22)
We will now dene integrals of the form J (d˜x z), suh as the one appearing in the right
hand side of equation (22), when x, z are only γ-Hölder with γ > 1/2. This will rely on
the following assumption, whih is trivially met when x is a smooth path:
Hypothesis 1. Assume that, for some γ ∈ (1/2, 1), x is a path in Cγ1 (R
1,d), allowing to
dene an inrement x˜1 ∈ C˜γ2,γ(R
1,d) whih satises δ˜x˜1 = 0.
Remark 3.7. The inrement x˜1 represents morally the integralJ (d˜x), whih will be dened
as a Wiener integral in the frational Brownian ase (see Setion 3.6). Furthermore, under
Hypothesis 1, the inrement x1ts ≡
∫∞
0
x˜1ts(ξ) φˆ(ξ) dξ is well dened as an element of C
γ
2 .
The fat that x˜1(·) ∈ Lγ will be simply ensured by the ondition
∫∞
0
(1+ξγ)|φˆ(ξ)| dξ <∞.
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Theorem 3.8. Let x be a path from [0, T ] to R1,d satisfying Hypothesis 1, for a given
γ ∈ (1/2, 1). Let z ∈ Cγ1 , and for ξ ∈ R+, set
J (d˜x z)(ξ) = x˜1(ξ) z + Λ˜[x˜1 δz](ξ) = (Id−Λ˜δ˜)[x˜1 z](ξ). (23)
Then
(1) J (d˜x z) is well dened as an element of C˜γ2,γ, and oinides with the usual Riemann
integral
∫ t
s
e−ξ(t−v)dxv zv when γ = 1.
(2) For a onstant cx > 0, we have, for all ℓ1 < ℓ2,
N [J (d˜x z); C˜γ2,γ([ℓ1, ℓ2])] ≤ cx
{
N [z; C01([ℓ1, ℓ2])] + ε
γN [z; Cγ1 ([ℓ1, ℓ2])]
}
,
where the norms N have been dened at Setion 3.3, N [z; C˜01 ] := supℓ1≤s≤ℓ2‖zs‖
and ε = |ℓ2 − ℓ1|.
(3) It holds that, for any ℓ1 ≤ s < t ≤ ℓ2,
Jts(d˜x z) = lim
|Πts|→0
n∑
i=0
e−.(t−ti+1)x˜1ti+1,ti zti in Lγ,
where the limit is over all partitions Πts = {t0 = t, . . . , tn = s} of [s, t] as the mesh
of the partition goes to zero.
Proof. (1) In the regular ase, the integral Jts(d˜x z)(ξ) ≡
∫ t
s
e−ξ(t−v)dxv zv is dened in
the Riemann sense, and it is readily heked that
Jts(d˜x z) = x˜
1
ts zs + Jts(d˜x δz), (24)
and hene
Jts(d˜x δz) = Jts(d˜x z)− x˜
1
ts zs.
Applying δ˜ to both sides of this last relation and taking into aount Proposition 3.3,
Lemma 3.1 and Hypothesis 1, we obtain:
δ˜
(
J (d˜x δz)
)
= −δ˜x˜1 z + x˜1 δz = x˜1 δz.
Now, if x˜1 and z are γ-Hölder ontinuous with γ > 1/2, Λ˜ an be applied to the relation
above, and one an write Jts(d˜x δz) = Λ˜(x˜
1 δz). Plugging this equality into (24), we
obtain the expression (23). Thus our integral oinides with the usual one in ase of a
regular proess x.
Sine 2γ > 1, the item (2) is a diret onsequene of the ontration property (21) of
Λ˜. As for (3), it stems from Corollary 3.6.

3.5. Volterra equations. We are now ready to solve equation (22), by interpreting the
integral J (d˜x σ(a+
∫∞
0
dη φˆ(η)y˜(η))) as in Theorem 3.8. Before stating the main theorem
in this diretion, let us introdue the subspae C˜0,γ1,γ of C˜
γ
1,γ indued by the norm
N [y˜; C˜0,γ1,γ ] = N [y˜; C˜
0
1,γ] +N [y˜; C˜
γ
1,γ ],
where N [y˜; C˜01,γ] := sup0≤s≤T N [y˜s;Lγ]. With this new spae in hand, we an prove the
following elementary lemma, whih will be used throughout the proof of the theorem:
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Lemma 3.9. Let σ ∈ C2b and for any y˜ ∈ C˜
0,γ
1,γ , set y = a +
∫∞
0
dη φˆ(η)y˜(η). Then
σ(y) ∈ Cγ1 and
N [σ(y); Cγ1 ] ≤ cσN [y˜; C˜
0,γ
1,γ ].
Moreover, if y˜(1), y˜(2) ∈ C˜0,γ1,γ ([ℓ1, ℓ2]) are suh that y˜
(1)
ℓ1
= y˜
(2)
ℓ1
, then
N [σ(y(1))− σ(y(2)); C01([ℓ1, ℓ2])] ≤ cσ ε
γ N [y˜(1) − y˜(2); C˜0,γ1,γ ([ℓ1, ℓ2])],
N [σ(y(1))−σ(y(2)); Cγ1 ([ℓ1, ℓ2])] ≤ cσ
{
1 +N [y˜(2); C˜0,γ1,γ ([ℓ1, ℓ2])]
}
N [y˜(1)−y˜(2); C˜0,γ1,γ ([ℓ1, ℓ2])],
with ε = |ℓ1 − ℓ2|.
Proof. The three inequalities are mostly due to the obvious estimation
|ats(ξ)| =
∣∣e−ξ(t−s) − 1∣∣ = ∣∣e−ξ(t−s) − 1∣∣1−γ ∣∣e−ξ(t−s) − 1∣∣γ ≤ |t− s|γ ξγ.
Indeed, we have for instane
N [δ(σ(y))ts]V ≤ ‖σ
′‖∞
∫ ∞
0
dξ|φˆ(ξ)| |(δy˜)ts(ξ)|
≤ ‖σ′‖∞
{∫ ∞
0
dξ|φˆ(ξ)||(δ˜y˜)ts(ξ)|+
∫ ∞
0
dξ|φˆ(ξ)| |ats(ξ)| |y˜s(ξ)|
}
≤ ‖σ′‖∞ |t− s|
γ
{
N [y˜; C˜γ1,γ] +N [y˜; C˜
0
1,γ ]
}
,
and therefore N [σ(y); Cγ1 ] ≤ ‖σ
′‖∞N [y˜; C˜
0,γ
1,γ ].
The seond inequality an be obtained in the same way, after notiing that, for all
s ∈ [ℓ1, ℓ2],
‖σ(y(1)s )− σ(y
(2)
s )‖V ≤ ‖σ
′‖∞
∫ ∞
0
dξ|φˆ(ξ)|‖δ(y˜(1) − y˜(2))sℓ1(ξ)‖V .
As far as the third inequality is onerned, we an invoke the lassial estimation
‖δ(σ(y(1))− σ(y(2)))ts‖V ≤ ‖σ
′‖∞‖δ(y
(1) − y(2))ts‖V + ‖σ
′′‖∞‖δ(y
(2))ts‖V(
‖y(1)t − y
(2)
t ‖V + ‖y
(1)
s − y
(2)
s ‖V
)
.

We are now in position to prove the
Theorem 3.10. Assume Hypothesis 1 holds true for some γ > 1/2, and that σ ∈ C2,b.
Then equation (22) admits a unique solution in C˜0,γ1,γ , where the integral J (d˜x σ(a +∫∞
0
dη φˆ(η)y˜(η))) stands for the Young onvolutional integral introdued in Theorem 3.8.
Proof. Let ε > 0 (we shall x this onstant retrospetively), l ∈ N, and suppose that we
have already onstruted a solution y˜l ∈ C˜0,γ1,γ ([0, lε]). If l = 0, then y˜
0 = y˜00 = 0. We
mean to extend y˜l into a solution y˜l+1 ∈ C˜0,γ1,γ ([0, (l + 1)ε]), by resorting to a xed point
argument.
Step 1: Existene of invariant balls. Let y˜ ∈ C˜0,γ1,γ ([0, (l+1)ε]) suh that y˜|[0,lε] = y˜
l
and set
z˜ = Γ(y˜) the element of C˜1,γ([0, (l+1)ε]) dened by z˜|[0,lε] = y˜l and for all s, t ∈ [0, (l+1)ε],
(δ˜z˜)ts = Jts
(
d˜x σ(y)
)
, where, as in Lemma 3.9, y = a+
∫∞
0
dη φˆ(η)y˜(η).
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We know from Theorem 3.8 that
N [z˜; C˜γ1,γ([lε, (l + 1)ε])] ≤ cx
{
N [σ(y); C01([0, (l + 1)ε])] + ε
γ N [σ(y); Cγ1 ([0, (l + 1)ε])]
}
,
whih, together with Lemma 3.9, gives
N [z˜; C˜γ1,γ([lε, (l + 1)ε])] ≤ c
1
x,σ
{
1 + εγN [y˜; C˜0,γ1,γ ([0, (l + 1)ε])]
}
.
If 0 ≤ s ≤ lε ≤ t ≤ (l + 1)ε, we use the relation δ˜δ˜ = 0 to dedue
0 = (δ˜δ˜z˜)t,lε,s = (δ˜z˜)ts − (δ˜z˜)t,lε − e
−ξ(t−lε)(δ˜z˜)lε,s,
and hene
N [(δ˜z˜)ts;Lγ] ≤ N [(δ˜z˜)t,lε;Lγ] +N [(δ˜z˜)lε,s;Lγ]
≤ 2max
(
N [z˜; C˜γ1,γ([lε, (l + 1)ε]),N [y˜
l; C˜γ1,γ([0, lε])]
)
|t− s|γ .
Furthermore, for all s, t ∈ [0, (l + 1)ε], z˜s = (δ˜z˜)s0, and thus
N [z˜; C˜01,γ([0, (l + 1)ε])] ≤ N [z˜; C˜
0,γ
1,γ ([0, (l + 1)ε])]T
γ.
We are therefore inited to set
ε =
(
4c1x,σ(1 + T
γ)
)−1/γ
Nl+1 = max
(
2(1 + T γ)N [y˜l; C˜γ1,γ([0, lε])], 4c
1
x,σ(1 + T
γ)
)
.
Indeed, for suh values, it is readily heked that if N [y˜; C˜0,γ1,γ ([0, (l + 1)ε])] ≤ Nl+1,
then N [z˜; C˜γ1,γ([0, (l + 1)ε])] ≤
Nl+1
1+T γ
and N [z˜; C˜01,γ([0, (l + 1)ε])] ≤
Nl+1
1+T γ
T γ, whih gives
N [z˜; C˜0,γ1,γ ([0, (l + 1)ε])] ≤ Nl+1. In other words, the ball
Q
Nl+1
y˜l,(l+1)ε
= {y˜ ∈ C˜0,γ1,γ ([0, (l + 1)ε]) : y˜|[0,lε] = y˜
l, N [y˜; C˜0,γ1,γ ([0, (l + 1)ε])] ≤ Nl+1}
is left invariant by Γ.
The independane of ε with respet to the initial ondition y˜l allows to repeat the
sheme with the same ε and thus to get a sequene of radii (Nk)k≥1 suh that the sets
QNk
y˜k ,kε
are invariant by Γ. Of ourse, the denition of the latter mapping has to be adapted
(in the natural way) to eah of those sets.
Step 2: Contration property. We will now searh for a division of the previous intervals
[lε, (l+1)ε] into subintervals [lε, lε+ η], [lε+ η, lε+2η], . . . of the same lenght η (possibly
depending on ε, l), on whih a ontration relation holds.
For i ∈ {1, 2}, let y˜(i) ∈ C˜0,γ1,γ ([0, lε + η]) suh that y˜
(i)
|[0,lε] = y˜
l
, N [y˜(i); C˜0,γ1,γ ([0, lε +
η])] ≤ Nl+1, and denote z˜
(i) = Γ(y˜(i)), where Γ is dened as in Step 1, but restrited to
C˜0,γ1,γ ([0, lε+ η]). Aording to Theorem 3.8,
N [z˜(1) − z˜(2); C˜γ1,γ([lε, lε+ η]) ≤ cγ,x
{
N [σ(y(1))− σ(y(2)); C01([lε, lε+ η])]
+ ηγN [σ(y(1))− σ(y(2)); Cγ1 ([lε, lε+ η])]
}
,
whih, together with Lemma 3.9, implies
N [z˜(1) − z˜(2); C˜γ1,γ([lε, lε+ η])] ≤ c
2
x,σ {1 +Nl+1} η
γN [y˜(1) − y˜(2); C˜0,γ1,γ ([lε, lε+ η])].
Sine the proesses y˜(1) − y˜(2), z˜(1) − z˜(2) vanish on [0, lε], we an more simply write
N [z˜(1) − z˜(2); C˜γ1,γ([0, lε+ η])] ≤ c
2
x,σ {1 +Nl+1} η
γN [y˜(1) − y˜(2); C˜γ1,γ([0, lε+ η])].
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Besides, (z˜(1) − z˜(2))s = δ˜(z˜(1) − z˜(2))s,lε, so that N [z˜(1) − z˜(2); C˜01,γ([0, lε+ η])] ≤ N [z˜
(1) −
z˜(2); C˜0,γ1,γ ([0, lε+ η])]η
γ
. Finally, we get
N [z˜(1) − z˜(2); C˜0,γ1,γ ([0, lε+ η])] ≤ c
2
x,σ {1 +Nl+1} (1 + T
γ)ηγN [y˜(1) − y˜(2); C˜0,γ1,γ ([0, lε+ η])].
Fix then η = inf
(
ε, (2c2x,σ {1 +Nl+1} (1 + T
γ))−1/γ
)
. In this ase, Γ beomes a strit
ontration on the set
{y˜ ∈ C˜0,γ1,γ ([0, lε+ η]) : y˜|[0,lε] = y˜
l, N [y˜; C˜0,γ1,γ ([0, lε+ η])] ≤ Nl+1}.
Using the stability of Q
Nl+1
y˜l,(l+1)ε
, we an easily show that the latter set is invariant by Γ too
(f Lemma 3.11 below). Consequently, there exists a unique xed point in this set, whih
we denote by y˜l,η. Sine η does not depend on y˜l, the same alulation then remains true
on the (invariant) set
{y˜ ∈ C˜0,γ1,γ ([0, lε+ 2η]) : y˜|[0,lε+η] = y˜
l,η, N [y˜; C˜0,γ1,γ ([0, lε+ 2η])] ≤ Nl+1}.
Thus, y˜l,η an be extended in a solution y˜l,2η dened on [0, lε+2η] and proeeding so until
the whole interval [lε, (l + 1)ε] is overed, we get the expeted extension y˜l+1.

Lemma 3.11. With the notations of the preeding proof, the set
{y˜ ∈ C˜0,γ1,γ ([0, lε+ η]) : y˜|[0,lε] = y˜
l, N [y˜; C˜0,γ1,γ ([0, lε+ η])] ≤ Nl+1}
is invariant by Γ.
Proof. Let y˜ an element of this set and z˜ = Γ(y˜). Set
yˆt =
{
y˜t if t ≤ lε+ η
e−.(t−(lε+η))y˜lε+η if t ∈ [lε+ η, (l + 1)ε].
Then yˆ is easily shown to be ontinuous, that is yˆ ∈ C˜1,γ([0, (l + 1)ε]). Moreover, if
s, t ∈ [lε+ η, (l+ 1)ε], (δ˜y˜)ts = 0, whereas if s ≤ lε+ η ≤ t, (δ˜yˆ)ts = e
−.(t−(lε+η))(δ˜y˜)lε+η,s,
so that N [yˆ; C˜γ1,γ([0, (l + 1)ε])] ≤ N [y˜; C˜
γ
1,γ([0, lε + η])]. Sine N [yˆ; C˜
0
1,γ([0, (l + 1)ε])] ≤
N [y˜; C˜01,γ([0, lε + η])], we dedue N [yˆ; C˜
0,γ
1,γ ([0, (l + 1)ε])] ≤ N [y˜; C˜
0,γ
1,γ ([0, lε + η])] ≤ Nl+1,
whih means that yˆ ∈ Q
Nl+1
y˜l,(l+1)ε
. But we know from the rst step of the preeding proof
that Q
Nl+1
y˜l,(l+1)ε
is invariant by Γ, and so, if zˆ = Γ(yˆ), N [zˆ; C˜0,γ1,γ ([0, (l + 1)ε])] ≤ Nl+1. It is
now lear that z˜ = zˆ|[0,lε+η], whih nally leads to N [z˜; C˜
0,γ
1,γ ([0, lε+η])] ≤ N [zˆ; C˜
0,γ
1,γ ([0, (l+
1)ε])] ≤ Nl+1.

3.6. Appliation to fBm. We now aim at proving that the previous results an be
applied to a frational brownian motion X = (X(1), . . . , X(n)) with Hurst parameter
H > 1/2. Before we start with this program, let us reall what we mean by fBm in this
paper (we refer to [16℄ for further details on this proess): for omputational sake for the
ase 1/3 < H < 1/2, we will onsider X as a entered Gaussian proess indexed by R
(even if our equation is indexed by [0, T ]), with ovariane
RH(t, s)i,j = E(X
(i)
s X
(j)
t ) =
1
2
δi,j(|s|
2H + |t|2H − |t− s|2H), s, t ∈ R.
We assume that the underlying probability spae (Ω,F , P ) on whih X is dened is suh
that Ω is the Banah spae of all the ontinuous funtions C0(R;R
n), whih vanish at time
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0, endowed with the supremum norm on ompat sets. P is the only probability measure
suh that the anonial proess {Xt; t ∈ R} is a n-dimensional fBm with parameter H
and the σ-algebra F is the ompletion of the Borel σ-algebra of Ω with respet to P .
In order to apply our general results to the fBm, we need to dene Wiener integrals
with respet to X . To this purpose, denote by H the ompletion of the Rd-valued step
funtions E with respet to the inner produt
〈
(1[0,t1], . . . , 1[0,tn]), (1[0,s1], . . . , 1[0,sn])
〉
=
n∑
i=1
RH(si, ti), si, ti ∈ R.
When H > 1/2, it an be heked that this inner produt an be expressed as:
〈f, g〉H = cH
n∑
i=1
∫
R
∫
R
f (i)u g
(i)
v |u− v|
2H−2 dudv, with cH = H(2H − 1). (25)
for all f, g ∈ H. It an then be shown that the family of Wiener integrals {X(h); h ∈ H}
with respet toX forms an isonormal Gaussian proess, with E[X(h1)X(h2)] = 〈h1, h2〉H.
With these notations and fats in hand, a natural denition of X˜1 is as follows: for
ξ, s, t ∈ R+ and i ≤ n, set
X˜
1,(i)
ts (ξ) =
∫ t
s
e−ξ(t−v)dX(i)v := X(h(t, s; ξ)), with hv(t, s; ξ) = e
−ξ(t−v)
1[s,t](v) ei,
(26)
where ei denotes the i
th
vetor of the anonial basis in R
n
. We will now show that
this proess satises Hypothesis 1, under some integrability assumptions on φˆ. First, it
is readily heked that δ˜X˜1 = 0. In order to prove that X˜1 ∈ C˜γ1,γ a.s, we shall use a
Garsia-Rodemih-Rumsey (GRR in short in the sequel) type result, whih is an extension
of the original paper [9℄ in 3 diretions: (i) Like in [10℄, we will get a regularity result for
a general funtion R dened on S2, whih is not neessarily the inrement of a funtion
f ∈ C1. (ii) The onditions on R involve δ˜R instead of δR (iii) R also depends on the
Laplae variable ξ. It should be notied at this point that, for the remainder of the setion,
S2 stands for S2([0, T ]).
Proposition 3.12. Let (V, ‖.‖) a Banah spae and x ξ ≥ 0. Let R˜ : S2×R+ → V suh
that R˜..(ξ) ∈ C2(V ) and dene
U˜(ξ) =
∫∫
0<v<w<T
ψ
(
‖R˜wv(ξ)‖
φ(|w − v|)
)
dvdw,
where ψ, φ : R+ → R+ are stritly inreasing funtions and φ(0) = 0. Assume now that
there exists some C˜(ξ) ≥ 0 suh that, for all s < t in [0, T ],
sup
s≤u≤t
‖(δ˜R˜)tus(ξ)‖ ≤ ψ
−1
(
4 C˜(ξ)
|t− s|2
)
φ(t− s). (27)
Then, for all 0 ≤ s ≤ t ≤ T ,
‖R˜ts(ξ)‖ ≤ 8
∫ |t−s|
0
ψ−1
(
4 U˜(ξ)
r2
)
dφ(r) + 9
∫ |t−s|
0
ψ−1
(
4 C˜(ξ)
r2
)
dφ(r).
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Proof. See Appendix.

A preliminary step, before we prove the desired ontinuity result for X˜1, is to show
that this proess is at least an element of C2(R1,d) for any xed ξ. This is ahieved in the
following lemma:
Lemma 3.13. The proess X˜1 dened by formula (26) admits a modiation X˜1,∗ suh
that, almost surely, X˜1,∗.. (ξ) ∈ C2([0, T ]) for any ξ ≥ 0.
Proof. Let us lean on the following version of the Kolmogorov ontinuity riterion: on-
sider a proess {Z˜ts(ξ), s, t ∈ [0, T ], ξ ∈ R+} living in any of the Wiener haos assoiated
to X , and assume that for all N ∈ N and all (s1, t1, ξ1), (s2, t2, ξ2) ∈ [0, T ]2 × [0, N ],
E
[
‖Z˜t1s1(ξ1)− Z˜t2s2(ξ2)‖
2
]
≤ cN {|s1 − s2|
α1 + |t1 − t2|
α2 + |ξ1 − ξ2|
α3} , (28)
for some α1, α2, α3 > 0. Then Z˜ admits a modiation Z˜
∗
suh that, almost surely, Z˜∗..(ξ)
is ontinuous for any ξ ≥ 0.
To show that X˜1 atually satises (28), suppose for instane s2 < s1 < t2 < t1. Then
X˜1t1s1(ξ1)− X˜
1
t2s2(ξ2)
=
∫ t1
s1
[e−ξ1(t1−u) − e−ξ2(t2−u)] dXu +
∫ t1
t2
e−ξ1(t1−u)dXu −
∫ s1
s2
e−ξ2(t2−u)dXu.
But, on the one hand, relation (25) yields
E
[
‖
∫ t1
t2
e−ξ1(t1−u)dXu‖
2
]
= cH
∫ t1
t2
du
∫ t1
t2
dv e−ξ1(t1−u)e−ξ1(t1−v) |u− v|2H−2
≤ c |t1 − t2|
2H
and likewise
E
[
‖
∫ s1
s2
e−ξ2(t2−u)dXu‖
2
]
≤ c |s1 − s2|
2H .
On the other hand, still evoking relation (25), we have
E
[
‖
∫ t2
s1
[e−ξ1(t1−u) − e−ξ2(t2−u)] dXu‖
2
]
≤ c
∫ t1
s1
du
∫ t1
s1
dv
∣∣e−ξ1(t1−u) − e−ξ2(t2−u)∣∣ |u− v|2H−2 ∣∣e−ξ1(t1−v) − e−ξ2(t2−v)∣∣ ,
whih, together with the estimation∣∣e−ξ1(t1−u) − e−ξ2(t2−u)∣∣ ≤ ∣∣e−ξ1(t1−u) − e−ξ1(t2−u)∣∣+ ∣∣e−ξ1(t2−u) − e−ξ2(t2−u)∣∣
≤ ξ1 |t1 − t2|+ |t2 − u| |ξ1 − ξ2|
≤ N |t1 − t2|+ T |ξ1 − ξ2| ,
leads to
E
[
‖
∫ t2
s1
[e−ξ1(t1−u) − e−ξ2(t2−u)] dXu‖
2
]
≤ cN {|t1 − t2|+ |ξ1 − ξ2|}
2 .

We are thus in position to apply our general results to the fBm ase:
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Theorem 3.14. Let X be a fBm with Hurst parameter H > 1/2 and γ ∈ (1/2, H) suh
that
∫∞
0
dξ |φˆ(ξ)|(1 + ξγ) < ∞. Then the proess X˜1 dened by the Wiener integral (26)
satises Hypothesis 1 for γ a.s. Consequently, if in addition, σ ∈ C2,b, the system{
(δ˜Y˜ )ts = Jts
(
d˜X σ
(
a +
∫∞
0
dξ φˆ(ξ)Y˜ (ξ)
))
Y˜0 = 0
admits a unique solution in C˜0,γ1,γ a.s.
Proof. As mentioned before, we just need to hek that X˜1 ∈ Cγ2,γ(R
1,d). Further-
more, with Lemma 3.13 in hand, and thanks to the fat that δ˜X˜1 = 0, we an apply
Proposition 3.12 to X˜1, with ψ(x) = x2p and φ(x) = xγ+1/p, to obtain ‖X˜1ts(ξ)‖ ≤
c |t− s|γ (U˜γ,2p(ξ))1/2p, where p is an arbitrary stritly positive number and
U˜γ,2p(ξ) =
∫
T×T
‖X˜1wv(ξ)‖
2p
|w − v|2γp+2
dvdw, (29)
Therefore, we just have to prove that N [U˜1/2pγ,2p ;Lγ] =
∫∞
0
dξ φˆ(ξ)(1+ξγ)(U˜γ,2p(ξ))
1/2p <∞
a.s, sine in this ase, X˜1 ∈ C˜2,γ and N [X˜1; C˜
γ
2,γ] ≤ cN [U˜
1/2p
γ,2p ;Lγ] < ∞ a.s. In fat, we
are going to show that E[N [U˜1/2pγ,2p ;Lγ]] <∞.
Let us start with the Jensen inequality
E[N [U˜1/2pγ,2p ;Lγ]] ≤
∫ ∞
0
dξ|φˆ(ξ)|(1 + ξγ)E[U˜γ,2p(ξ)]
1/2p.
Notie then that, as we already mentioned in the proof of Lemma 3.13,
E[‖X˜1wv(ξ)‖
2p] ≤ c |w − v|2Hp , (30)
whih leads to E[U˜γ,2p(ξ)] ≤ c
∫
T×T
|w − v|2Hp−2γp+2 dwdv. This means that if we take
γ ∈ (1/2, H) and p > 1/(H − γ), E[U˜γ,2p(ξ)] ≤ M for some onstant M independent of
ξ, and as a onsequene,
E[N [U˜1/2pγ,2p ;Lγ]] ≤M
1/2p
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξγ).
The proof is now easily nished.

4. Rough Volterra equations
Our aim is still to solve equation (17) or (22), in a ase where x satises Hypothesis 1,
but where we replae the ondition γ > 1/2 by γ > 1/3 only. Like in the Young ase,
our rst task is thus to give a suitable interpretation to the integral in (22), whih goes
beyond the Young ase. We will see that the key to this improvement is to introdue a
new lass of proesses.
4.1. Convolutional ontrolled paths. As in the Young ase, let us start with some
heuristi onsiderations: let us go bak for a moment to the Volterra equation under the
form
yt = a+
∫ t
0
φ(t− v) dxvσ(yv),
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and assume that x is a smooth path in C∞1 and σ, φ are regular oeients. Then the
equation above admits a unique solution y, whose inrements an be deomposed into:
(δy)ts =
∫ t
s
φ(t− v) dxv σ(yv) +
∫ s
0
[φ(t− v)− φ(t− v)] dxv σ(yv) = x
1
ts σ(ys) + rts,
with
x1ts =
∫ t
s
φ(t− v) dxv
rts =
∫ t
s
φ(t− v) dxv (δσ(y))vs +
∫ s
0
[φ(t− v)− φ(t− v)] dxv σ(yv) := r
1
ts + r
2
ts.
This is exatly the struture whih will be imposed for the solution to our equation, and
let us analyze it a little further: if we assume now that x has only a regularity of the form
Cγ1 with γ > 1/3 and that y is C
κ
1 for any κ < γ, then we expet x
1
to be an element of Cγ2 ,
under some regularity onditions on φ (whih will in fat be assumed to be a dierentiable
kernel). As far as the remainder term r is onerned, we expet it to inherit the Hölder
regularity of y and x for r1, and the regularity of φ for r2. Hene, the remainder term
r should be an element of C2κ2 . It is also worth realling from Remark 3.7 that, if x is a
path allowing to apply Fubini's theorem, then x1 should satisfy:
x1ts =
∫ ∞
0
x˜1ts(ξ) φˆ(ξ) dξ. (31)
It is thus natural to formulate the following assumption on our driving proess x:
Hypothesis 2. Assume that, for some γ ∈ (1/3, 1/2) and β > 0, x allows to dene a
proess x˜1 ∈ C˜γ2,β(R
1,n) suh that δ˜x˜1 = 0. Set then
x1ts =
∫ ∞
0
x˜1ts(ξ)φˆ(ξ)dξ.
Remark 4.1. Notie that, ontrary to Hypothesis 1, the index β and the exponent γ may
be dierent here. In fat, for some omputational reasons that will arise in the proof of
Theorem 4.16, we shall be prompted to take β = 1. Therefore, from now on, let us only
fous on the spaes C˜γi,1(R
1,n) (i ∈ {1, 2, 3}), that we more simply denote by C˜γi (R
1,n).
Fix an interval I = [a, b] ⊂ [0, T ] and denote ε = |I| = b − a. With the above
onsiderations in mind, the natural spaes to work with in order to solve equation (17)
an be dened as follows:
Denition 4.2. A path y ∈ C1(I;Rk) is said to be a onvolutional proess ontrolled by
x1 (with regularity κ) if δy an be deomposed into:
(δy)ts = (x
1
ts ζs)
∗ + rts, with ζ ∈ C
κ
1 (I;R
n,k), and r ∈ C2κ2 (I;R
k). (32)
Denote the spae of suh ontrolled paths by Qκ(I;Rk) and for any h ∈ Rk, write Qκh(I;R
k)
= {y ∈ Q(I;Rk) : ya = h} . Then the norm assoiated to Qκ(I;Rk) is
N [y;Qκ] = N [y; Cκ1 ] +N [ζ ; C
0
1 ] +N [ζ ; C
κ
1 ] +N [r; C
2κ
2 ].
Notie that if 1/3 < κ < γ, Qκ ⊂ Cγ1 and
N [y; Cκ1 (I)] ≤ cxε
γ−κN [y;Qκ(I)].
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In fat, as in the Young ase, we shall fous on the form (18) of the original equation
whih also involves a proess y˜ indexed by the Laplae variable ξ. In this setting, the
same reasoning as above applied to y˜ leads to the introdution of the following spaes:
Denition 4.3. A path y˜ ∈ C˜1(I;Rk) is said to be a proess ontrolled by x˜1 (with
regularity κ) if δ˜y˜ an be deomposed into:
(δ˜y˜)ts = (x˜
1
ts ζs)
∗ + r˜ts, with ζ ∈ C
κ
1 (I;R
n,k), and r˜ ∈ C˜2κ2 (I;R
k),
where we reall that we have set C˜νi := C˜
ν
i,1 aording to Remark 4.1. Denote this seond
spae of ontrolled paths by Q˜κ(I;Rk) and for any h˜ ∈ L1, write Q˜κh˜(I;R
k) = {y˜ ∈
Q˜κ(I;Rk) : y˜a = h˜}. Then the norm assoiated to Q˜κ(I;Rk) is
N [y˜; Q˜κ] = N [y˜; C˜κ1 ] +N [ζ ; C
0
1 ] +N [ζ ; C
κ
1 ] +N [r˜; C˜
2κ
2 ].
It is then readily shown that the spae of ontrolled proesses is stable by omposition
with a smooth enough funtion:
Proposition 4.4. Let z ∈ Qκ(I;Rk) with deomposition (32), σ ∈ C2,b(Rk;Rl) and set
zˆ = σ(z). Then zˆ ∈ Qκ(I;Rl), and it an be deomposed into
δzˆ = (x1 ζˆ)∗ + rˆ,
with
ζˆs = ζs(Dσ(zs))
∗, rˆts = Dσ(zs) rts + [δ(σ(z))ts −Dσ(zs)(δz)ts] ,
where Dσ stands for the matrix-valued oeient ( ∂σ
i
∂xj
)1≤i≤l,1≤j≤k, and the norm of zˆ as
a onvolutional ontrolled proess an be bounded as:
N [zˆ;Qκ(I;Rl)] ≤ cσ
{
1 +N [z;Qκ(I;Rk)]2
}
. (33)
Furthermore, if z(1), z(2) ∈ Qκ(I) are suh that z(1)a = z
(2)
a , then
N [σ(z(1))− σ(z(2));Qκ(I;Rl)] ≤ cσ,z(1),z(2) N [z
(1) − z(2);Qκ(I;Rk)], (34)
where
cσ,z(1),z(2) ≤ cσ
{
1 +N [z(1);Qκ(I;Rk)] +N [z(2);Qκ(I;Rk)]
}2
.
Proof. It is exatly the same as the proof of [10, Proposition 4℄, replaing δX with x1.

Finally, let us mention that, in the remainder of the artile, we will write Qκ(I) and
Q˜κβ(I) instead of Q
κ(I;V ) and Q˜κβ(I;V ) whenever this does not lead to an ambiguous
situation.
4.2. Integration of ontrolled proesses. We now aim at giving a preise sense to the
integral Jts(d˜x σ(y)) whih appears in (22) and stands for
∫ t
s
e−.(t−u)dxu σ(yu) in ase of
smooth proesses. As γ < 1/2, we an no longer resort to Young's interpretation. In fat,
in order to dene this integral, we will rely, as usual in the rough path theory, on the a
priori existene of some Levy area type proess adapted to our problem (notie that the
following hypothesis overs Hypothesis 2):
Hypothesis 3. Assume that, for some γ ∈ (1/3, 1/2), x allows to dene three proesses
x˜1 ∈ C˜γ1 (R
1,n), x˜2 ∈ C˜2γ2 (R
n,n) and x˜3 ∈ C˜3γ3 (R
n,n) satisfying δ˜x˜1 = 0 and
(δ˜x˜2)tus = x˜
1
tu ⊗ x
1
us + x˜
3
ts.
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Remark 4.5. In ase of a smooth proess x, the inrement x˜2 represents now the double
iterated integral
∫ t
s
e−ξ(t−v)dxv ⊗ x1vs, whih an also be written, with a slight adaptation
of the notations of Setion 3.2, as the (partially) integrated Levy area
x˜2ts(ξ) =
∫ ∞
0
dη φˆ(η)Jts(d˜x⊗ d˜x)(ξ, η).
As for x˜3, it is given in this ase by
x˜3tus(ξ) =
∫ t
u
e−ξ(t−v)dxv ⊗ (δx
1)vus =
∫ t
u
e−ξ(t−v)dxv ⊗
∫ u
s
[φ(v − w)− φ(u− w)]dxw.
The last ingredient we need before we an integrate onvolutional ontrolled proesses
with respet to the inrement d˜x is a matrix equivalent of Lemma 3.1: if A,B ∈ Rk,l,
denote A ·B = Tr(AB∗). Obviously, |A · B| ≤ ‖A‖‖B‖, and hene:
Lemma 4.6. If M˜ ∈ C˜2(Rk,l) and L ∈ Cm(Rk,l), then M˜ · L ∈ C˜m+1(R) and
δ˜(M˜ · L) = δ˜M˜ · L− M˜ · δL.
Here is now the natural way to integrate onvolutional ontrolled proesses in our
ontext:
Proposition 4.7. For two given oeients γ, κ suh that 1/3 < κ < γ, let x be a proess
satisfying Hypothesis 3. Furthermore, let z ∈ Qκ(I;Rn) with deomposition
(δz)ts = (x
1
tsζs)
∗ + rts, where ζ ∈ C
κ
1 (I;R
n,n), r ∈ C2κ2 (I;R
n). (35)
Dene A˜ by A˜0 = h˜ (where h˜ ∈ L1) and
(δ˜A˜)ts = x˜
1z + x˜2 · ζ∗ + Λ˜(x˜1r + x˜2 · (δζ)∗ − x˜3 · ζ∗). (36)
Finally, set
J (d˜x z) = δ˜A˜.
Then:
(1) A˜ is well-dened as an element of Q˜κ(I;R), and Jts(d˜x z)(ξ) oinides with the
integral
∫ t
s
e−ξ(t−v)dxv zv in ase of two smooth funtions x and z.
(2) The semi-norm of A˜ in Q˜κ(I;R) an be estimated as
N [A˜; Q˜κ(I;R)] ≤ cx
{
(N [z; C01(I;R
n)] + εγ−κN [z;Qκ(I;Rn)]
}
, (37)
for a positive onstant cx depending only on x.
(3) It holds
Jts(d˜x z) = lim
|Πts|→0
n∑
i=0
[
x˜1ti+1,ti zti + x˜
2
ti+1,ti
· ζ∗ti
]
in L1, (38)
for any ℓ1 ≤ s < t ≤ ℓ2, where the limit is over all partitions Πts = {t0 =
t, . . . , tn = s} of [s, t] as the mesh of the partition goes to zero.
Remark 4.8. It is ertainly possible to state and prove ontinuity results for our extended
integral in terms of a sequene xn onverging to x in the sense of onvolutional ontrolled
proesses. We did not go into these onsiderations for sake of oniseness.
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Proof of Proposition 4.7. (1) If z, x are two smooth funtions, then J (d˜x z) an be dened
as a Riemann integral, and as in the Young ase, one an write:
Jts(d˜x z)(ξ) =
∫ t
s
e−ξ(t−v)dxv zv = x˜
1(ξ) zs +
∫ t
s
e−ξ(t−v)dxv (δz)vs.
Plugging the deomposition (35) for (δz)vs into this last expression, and observing that,
thanks to some elementary matrix manipulations, we have dxv (x
1
vs ζs)
∗ = (dxv ⊗x1vs) · ζ
∗
s ,
we end up with:
Jts(d˜x z)(ξ) = x˜
1(ξ) zs +
∫ t
s
e−ξ(t−v)dxv
[
(x1vs ζs)
∗ + rvs
]
= x˜1ts(ξ) zs +
[∫ t
s
e−ξ(t−v)dxv ⊗ x
1
vs
]
· ζ∗s +
∫ t
s
e−ξ(t−v)dxv rvs
= x˜1ts(ξ) zs + x˜
2
ts(ξ) · ζ
∗
s +
∫ t
s
e−ξ(t−v)dxv rvs,
or otherwise stated:
Jts(d˜x r) = Jts(d˜x z)− x˜
1
tszs − x˜
2
ts · ζ
∗
s . (39)
In order to analyze the term Jts(d˜x r), let us apply, like in the Young ase, δ˜ to both mem-
bers of the equality above. This gives, owing to Proposition 3.3, Lemma 4.6, Hypothesis 3,
and using the deomposition (35):
δ˜
(
J (d˜x r)
)
= x˜1 δz − δ˜x˜2 · ζ∗ + x˜2 · (δζ)∗
= x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗
When all these terms have a Hölder regularity greater than 1, we are now in a shape to
apply the operator Λ˜, whih gives:
J (d˜x r) = Λ˜
(
x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗
)
.
Plugging this equality bak into (39), we have proved the relation
J (d˜x z) = x˜1 z + x˜2 · ζ∗ + Λ˜
(
x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗
)
,
in ase of some regular funtions x and z.
(2) Let us analyze the two terms of the remainder R˜ of A˜ dened by (36), namely:
R˜ = x˜2ζ + Λ˜(x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗).
For the rst term, we have
N [x˜2 · ζ∗; C˜2κ2 (I)] ≤ ε
2(γ−κ)N [x˜2; C˜2γ2 (I)]N [ζ ; C
0
1(I)].
As for the seond term, we use the ontration property (21) of Λ˜ to dedue:
N [Λ˜(x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗); C˜2κ2 (I)]
≤ εγN [Λ˜(x˜1 r + x˜2 · (δζ)∗ − x˜3 · ζ∗); C˜2κ+γ2 (I)] ≤ Cε
γ (I + II + III) ,
with
I = N [x˜1r; C˜2κ+γ2 (I)] ≤ N [x˜
1; C˜γ2 (I)]N [r; C
2κ
2 (I)],
II = N [x˜2 · (δζ)∗; C˜2κ+γ2 (I)] ≤ ε
γ−κN [x˜2; C˜2γ2 (I)]N [ζ ; C
κ
1 (I)],
III = N [x˜3 · ζ∗; C˜2κ+γ2 (I)] ≤ ε
2(γ−κ)N [x˜3; C˜3γ2 (I)]N [ζ ; C
0
1(I)].
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Thus, we get N [R˜; C˜2κ2 (I)] ≤ ε
2(γ−κ)N [z;Qκ(I)]. Besides, we already mentioned that
N [z; Cκ1 (I)] ≤ cxε
γ−κN [z;Qκ(I)]. The estimation (37) easily follows.
(3) Remark that
δ˜A˜ = (Id−Λ˜δ˜)(x˜1z + x˜2 · ζ∗).
The result then stems from Corollary 3.6.

In order to dene the term J (d˜x σ(y)) in our Volterra equation, we need the following
multidimensional version of the previous proposition:
Denition 4.9. We say that z ∈ C1(Rk,l) is ontrolled by x1 (with regularity κ) if z =
(z(1), . . . , z(l)), with z(i) ∈ Qκ(Rk). Denote Qκ(Rk,l) this set of ontrolled proesses, and
dene, for any z ∈ Qκ(Rk,l),
N [z;Qκ(Rk,l)] =
(
l∑
i=1
N [z(i);Qκ(Rk)]2
)1/2
.
Let us also introdue the set Q˜κ(Rk,l) along the same priniple, together with the norm
N [z˜; Q˜κ(Rk,l)] =
(
l∑
i=1
N [z˜(i); Q˜κ(Rk)]2
)1/2
.
Corollary 4.10. If z ∈ Qκ(Rn,l), the proess J (d˜x z) (with values in Rl) dened by
J (d˜x z)(i) = J (d˜x z(i)) for all i ∈ {1, . . . , l},
belongs to Q˜κ(Rl). Moreover, the onlusions of Proposition 4.7 still hold in this ontext.
In partiular,
N [J (d˜x z); Q˜κ([ℓ1, ℓ2];R
l)]
≤ cx
{
(N [z; C01([ℓ1, ℓ2];R
n,l)] + |ℓ2 − ℓ1|
γ−κN [z;Qκ([ℓ1, ℓ2];R
n,l)]
}
.
4.3. Loalized ontrolled proesses. In order to get a global solution for our rough
Volterra system, we still have to perform a tehnial step. Indeed, like in the Young
ase, we will solve the equation by pathing solutions dened on small intervals, and
this pathing proedure will involve a loalization of some onvolutional paths around a
ertain smooth inrement f , whih represents in general an initial ondition. The urrent
setion is thus devoted to adapt our previous denitions and propositions to this loalized
setting. Notie that we assume, throughout the setion, that x satises Hypothesis 3.
Fix thus an interval I = [a, b] and denote ε = b− a. The following subsets of Qκ(I;Rk)
will ome into play:
Denition 4.11. Let f ∈ C12(I;R
k). A proess y ∈ Cγ1 (I;R
k) is said to be κ-weakly
ontrolled around f if
(δy)ts − fts = (x
1
tsζ
y
s )
∗ + ryts, with ζ
y ∈ Cκ1 (I;R
n,k) and ry ∈ C2κ2 (I;R
k). (40)
Denote Aκf,h(I;R
k) the set of κ-weakly ontrolled around f proesses suh that za = h,
and for any y ∈ Aκf,h(I;R
k), dene its semi-norm by:
M[y;Aκf,h(I;R
k)] = N [ζy; C01(I)] +N [ζ
y; Cκ1 (I)] +N [r
y; C2κ2 (I)] +N [y; C
κ
1 (I)].
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The following elementary fats are worth notiing: obviously, Aκ0,h(I) = Q
κ
h(I), the
normM[.;Aκ0,h(I;R
k)] oinides withN [.;Qκ(I;Rk)] and for any f ∈ C12(I;R
k), Aκf,h(I) ⊂
Qκh(I). The important point in our loalization around f is preisely that this latter
inrement does not play any role in the omputation of M[y;Aκf,h(I;R
k)] (thus the new
notation M, instead of N , for the norm of y).
Let us now see how the spaes Aκf,h(I) pop out naturally when one integrates a onvo-
lutional ontrolled proess.
Proposition 4.12. Let y˜ ∈ Q˜κ
h˜
(I;Rk) with deomposition δ˜y˜ = (x˜1ζ y˜)∗ + r˜y˜. Set y =
a0 +
∫∞
0
dξ φˆ(ξ) y˜(ξ). Then y ∈ Aκf,h(I;R
k), with fts =
∫∞
0
dξ φˆ(ξ) ats(ξ)e
−ξ(s−a)h˜(ξ) and
h = a0 +
∫∞
0
dξ φˆ(ξ) h˜(ξ). Moreover,
M[y;Aκf,h(I)] ≤ cx
{
N [y˜; Q˜κ(I)] + ε1−κN [h˜;L1]
}
. (41)
Proof. If s < t ∈ I, write
(δy)ts =
∫ ∞
0
dξ φˆ(ξ)(δy˜)ts(ξ)
=
∫ ∞
0
dξ φˆ(ξ)(δ˜y˜)ts(ξ) +
∫ ∞
0
dξ φˆ(ξ)ats(ξ)y˜s(ξ)
= (x1tsζ
y˜
s )
∗ +
∫ ∞
0
dξ φˆ(ξ)r˜y˜ts(ξ) +
∫ ∞
0
dξ φˆ(ξ)ats(ξ)(δ˜y˜)sa(ξ) + fts.
Set ζys = ζ
y˜
s , r
y
ts =
∫∞
0
dξ φˆ(ξ)
{
r˜y˜ts(ξ) + ats(ξ)(δ˜y˜)sa(ξ)
}
. Then
N [ry; C2κ2 ] ≤ c
{
N [r˜y˜; C˜2κ2 ] +N [y˜; C˜
κ
1 ]
}
≤ cN [y˜; Q˜κ],
and ‖(δy)ts‖ ≤ ‖fts‖ + |t− s|
γ N [x1; Cγ2 ]N [ζ
y˜; C01 ] + |t− s|
2κN [ry; C2κ2 ]. But ‖fts‖ ≤
|t− s| N [h˜;L1], hene N [y; Cκ1 ] ≤ ε
1−κN [h˜;L1] + cxN [y˜; Q˜κ], and (41) is thus proved.

An analog of Proposition 4.4 onerning the omposition of a loalized ontrolled pro-
ess with a smooth funtion is the following:
Proposition 4.13. Let y ∈ Aκf,h(I), and onsider a funtion σ ∈ C
3,b
. Then σ(y) ∈
AκDσ(h)f,σ(h)(I) and we have the following bound on the norm of σ(y):
M[σ(y);AκDσ(h)f,σ(h)(I)]
≤ cx,σ
{
1 +M[y;Aκf,h(I)]
2 + ε1−κM[y;Aκf,h(I)]N [f ; C
1
2(I)] + ε
1−κN [f ; C12(I)]
}
. (42)
Moreover, if y(1), y(2) ∈ Aκf,h(I),
N [σ(y(1))− σ(y(2));Qκ(I)]
≤ cx,σN [y
(1) − y(2);Qκ(I)]
{
1 +M[y(1);Aκf,h(I)]
2 +M[y(2);Aκf,h(I)]
2
+ ε1−κN [f ; C12(I)](1 +N [y
(1); Cκ1 (I)] +N [y
(2); Cκ1 (I)])
}
. (43)
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Proof. If s, t ∈ I, write
δ(σ(y))ts =
∫ 1
0
dλDσ(ys + λ(δy)ts)(δy)ts
=
∫ 1
0
dλDσ(ys + λ(δy)ts)fts +
∫ 1
0
dλDσ(ys + λ(δy)ts)((x
1
tsζ
y
s )
∗ + ryts)
= Dσ(h)fts + (x
1
tsζ
σ(y)
s )
∗ + r
σ(y),1
ts + r
σ(y),2
ts , (44)
with ζ
σ(y)
s = ζysDσ(ys)
∗
,
r
σ(y),1
ts =
∫ 1
0
dλ [Dσ(ys + λ(δy)ts)−Dσ(ys)] (x
1
tsζ
y
s )
∗ +
∫ 1
0
dλDσ(ys + λ(δy)ts)r
y
ts,
r
σ(y),2
ts =
∫ 1
0
dλ [Dσ(ys + λ(δy)ts)−Dσ(ys)] fts + [Dσ(ys)−Dσ(ya)] fts.
By standard omputations,
N [ζσ(y); C01 ] +N [ζ
σ(y); Cκ1 ] +N [r
σ(y),1; C2κ2 ] ≤ cx,σ
{
1 +M[y;Aκf,h]
2
}
.
Besides,
‖rσ(y),2ts ‖ ≤ ‖D
2σ‖∞N [y; C
κ
1 ]N [f ; C
1
2 ]
{
|t− s|1+κ + |s− a|κ |t− s|
}
,
and hene N [rσ(y),2; C2κ2 ] ≤ cσM[y;A
κ
f,h]N [f ; C
1
2 ]ε
1−κ
. Finally, going bak to deomposi-
tion (44), we obtain:
‖δ(σ(y))ts‖
≤ ‖Dσ‖∞ |t− s| N [f ; C
1
2 ] + |t− s|
κN [x1; Cγ2 ]M[y;A
κ
f,h]‖Dσ‖∞+ |t− s|
2κN [rσ(y); C2κ2 ],
so that N [σ(y); Cκ1 ] ≤ cσ,x
{
ε1−κN [f ; C12 ] +M[y;A
κ
f,h] +N [r
σ(y); C2κ2 ]
}
, whih ahieves the
proof of (42).
As for (43), we have, with the notations (44),
δ(σ(y(1))−σ(y(2)))ts = (x
1
ts[ζ
σ(y(1))
s − ζ
σ(y(2))
s ])
∗+[r
σ(y(1)),1
ts − r
σ(y(2)),1
ts ]+ [r
σ(y(1)),2
ts − r
σ(y(2)),2
ts ].
If we refer now to the proof of [10, Proposition 4℄, we eortlessly get
N [ζσ(y
(1)) − ζσ(y
(2)); C01(I)] +N [ζ
σ(y(1)) − ζσ(y
(2)); Cκ1 (I)] +N [r
σ(y(1)),1 − rσ(y
(2)),1; C2κ2 (I)]
≤ cx,σ
{
1 +M[y(1);Aκf,h(I)]
2 +M[y(2);Aκf,h(I)]
2
}
N [y(1) − y(2);Qκ(I)].
As far as rσ(y
(1)),2 − rσ(y
(2)),2
is onerned, notie that
‖rσ(y
(1)),2
ts − r
σ(y(2)),2
ts ‖ ≤ |t− s| N [f ; C
1
2(I)]{∫ 1
0
dλ ‖Dσ(y(1)s + λ(δy
(1))ts)−Dσ(y
(1)
s )−Dσ(y
(2)
s + λ(δy
(2))ts) +Dσ(y
(2)
s )‖
+ ‖Dσ(y(1)s )−Dσ(y
(1)
a )−Dσ(y
(2)
s ) +Dσ(y
(2)
a )‖
}
.
Some standard omputations (see e.g. [21, Lemma 3.1℄ for further details), using dier-
entiations along the path
a(µ, ν) = y(1)s + µ(y
(1)
t − y
(1)
s ) + ν(y
(2)
s − y
(1)
s ) + µν(y
(2)
t − y
(2)
s − y
(1)
t + y
(1)
s )
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dened for µ, ν ∈ [0, 1], then lead to
N [rσ(y
(1)),2 − rσ(y
(2)),2; C2κ2 (I)]
≤ cσε
1−κN [f ; C12(I)]
{
1 +N [y(1); Cκ1 (I)] +N [y
(2); Cκ1 (I)]
}
N [y(1) − y(2); Cκ1 (I)].
Inequality (43) easily follows.

Observe again that Aκf,h is a subset of Q
κ
, whih means that, for any path z ∈ Aκf,h,
the integral J (d˜x z) is dened thanks to Proposition 4.7. In the partiular ontext of a
proess z ∈ Aκf,h, the bounds on this generalized integral an be improved as follows:
Proposition 4.14. If z ∈ Aκf,h(I;R
n), then the semi-norm of the proess z˜ in Q˜κ(I;R)
dened by z˜a = h˜ ∈ L1 and δ˜z˜ = J (d˜x z) an be estimated as
N [z˜; Q˜κ(I)] ≤ cx
{
N [z; C01(I)] + ε
γ−κM[z;Aκf,h(I)] + ε
1−κN [f ; C12(I)]
}
. (45)
Proof. Aording to Proposition 4.7, z˜ an be deomposed as a ontrolled proess, with
ζ z˜ = z and r˜z˜ = r˜z˜,1 + r˜z˜,2, where
r˜z˜,1 = x˜2 · ζz and r˜z˜,2 = Λ˜(x˜1rz + x˜2 · δζz − x˜3 · ζz + x˜1f).
First, sine (δz)ts = fts + x
1
tsζ
z
s + r
z
ts,
N [ζ z˜; Cκ1 (I)] = N [z; C
κ
1 (I)] ≤ cx
{
ε1−κN [f ; C12(I)] + ε
γ−κM[z;Aκf,h(I)]
}
.
As for the remainder term, we have N [r˜z˜,1; C˜2κ2 ] ≤ cxε
2(γ−κ)M[z;Aκf,h(I)], while, thanks
to the ontration property (10),
N [r˜z˜,2; C˜2κ2 (I)] ≤ cx
{
εγM[z;Aκf,h(I)] + ε
1+γ−2κN [f ; C12(I)]
}
.
Finally, N [(δ˜z˜)ts;L1] ≤ cx
{
|t− s|γM[z;Aκf,h(I)] + |t− s|
1+γ N [f ; C12(I)]
}
, hene
N [z˜; C˜κ1 (I)] ≤ cx
{
εγ−κM[z;Aκf,h(I)] + ε
1+γ−κN [f ; C12(I)]
}
,
whih ahieves the proof of (45). 
Remark 4.15. If f ∈ C12(I;R
k,l) and h ∈ Rk,l, we an dene Aκf,h(I;R
k,l) along the same
lines as Qκ(I;Rk,l). If z ∈ Aκf,h(I;R
n,l), inequality (45) remains true, that is
N [z˜; Q˜κ(I;Rl)] ≤ cx
{
N [z; C01(I;R
n,l)] + εγ−κM[z;Aκf,h(I;R
n,l)] + ε1−κN [f ; C12(I;R
n,l)]
}
,
(46)
where z˜ is dened analogously to Proposition 4.14.
4.4. Rough Volterra equations. We are now in position to prove the main result of
this setion:
Theorem 4.16. Let γ ∈ (1/3, 1/2) and 1/3 < κ < γ. Assume x satises Hypothesis 3
and σ ∈ C3,b(R1,d;Rn,d). Then Equation (22) admits a unique solution in Q˜κ0([0, T ];R
d).
Proof. As in the Young ase, the solution we are looking for is seen as a xed point of
some naturally dened appliation Γ. The xed point argument is then divided into two
steps: we rst establish the invariane of some well-hosen balls of Q˜κ1 , and then show a
ontration property on these balls.
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Step 1: invariant balls. Fix a positive integer N and onsider a sequene of intervals
INn = [l
N
n , l
N
n+1] with l
N
0 = 0 and εn = ε
N
n = l
N
n+1− l
N
n =
1
N+n
, so that [0, T ] is overed by a
nite union of (INn )n≥0. Introdue also a sequene of balls
Bh˜nn = {y˜ ∈ Q˜
κ(INn ) : y˜lNn = h˜n, ζ
y˜
lNn
= σ(hn), N [y˜; Q˜
κ(INn )] ≤ (N + n)
α2},
where h˜n ∈ L1 is suh that N [h˜n;L1] ≤ (N + n)α1 . We are thus given a ontrol over
both δ˜y˜ and the initial ondition y˜lNn . If y˜ ∈ B
h˜n
n , z˜ := Γ(y˜) is the path in C˜
γ
1 (I
N
n )
dened by the two onditions: z˜lNn = h˜n and for all s, t ∈ I
N
n , (δ˜z˜)ts = Jts(d˜x σ(y)), with
y = a0 +
∫∞
0
dξ φˆ(ξ)y˜(ξ). With these notations, and using the previous propositions, we
are going to prove the existene of two onstants α1, α2 > 0 suh that the sets B
h˜n
n are
invariant by Γ and the following property holds:
(H) If y˜ ∈ Bh˜nn , then N [y˜lNn+1;L1] ≤ (N + n+ 1)
α1
.
Thanks to (H), the loal solutions an then be pathed together, as we shall see at the
end of the proof.
Let y˜ ∈ Bh˜nn , z˜ = Γ(y˜). As in Proposition 4.12, denote f
n
ts =
∫∞
0
dξ φˆ(ξ)ats(ξ)e
−ξ(s−a)
h˜n(ξ) and hn = a0+
∫∞
0
dξ φˆ(ξ)h˜n(ξ). In order to estimate N [z˜;Qκ(INn )], use suessively
(46), (42) and (41), together with the fat that
N [Dσ(hn)f
n; C12(I
N
n )] ≤ cσN [f
n; C12(I
N
n )] ≤ cσN [h˜n;L1],
to get
N [z˜; Q˜κ(INn )] ≤ c
1
σ,x
{
1 + εγ−κn N [y˜; Q˜
κ(INn )]
2 + εγ−κ+2(1−κ)n N [h˜n;L1]
2
+ ε1+γ−2κn N [y˜; Q˜
κ(INn )]N [h˜n;L1] + ε
1−κ
n N [h˜n;L1]
}
. (47)
If one desires to stay in the ball Bh˜nn after applying Γ, one is naturally led to onsider
the system 

2α2 − (γ − κ) < α2
2α1 − (γ − κ+ 2(1− κ)) < α2
α1 + α2 − (1 + γ − 2κ) < α2
α1 − (1− κ) < α2,
(48)
whih redues to {
α2 < γ − κ
α1 − 1 < α2 − κ.
In fat, for some reasons that will arise soon, we should add the onditions α2 <
γ−κ
2
and
α1 − 1 > α2 − γ, whih turn the previous system into{
0 < α2 <
γ−κ
2
α2 − γ < α1 − 1 < α2 − κ.
Notie that the onditions above an be easily met (and are assumed to be met in the
sequel) whenever κ < γ. Now, going bak to (47), we get N [z˜; Q˜κ(INn )] ≤ 6c
1
x,σ (N +n)
α3
,
where α3 stands for the maximum of the left members of the system (48). As α3 < α2,
we an pik N suiently large suh that for any n ≥ 0, (N + n)α2−α3 ≥ 6c1x,σ, and so
N [z˜; Q˜κ(INn )] ≤ (N + n)
α2
.
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It remains to analyze the ondition (H). But y˜lNn+1 = e
−. εn y˜lNn + (δ˜y˜)lNn+1lNn , so that
N [y˜lNn+1;L1] ≤ (N + n)
α1 +N [y˜; C˜γ1 (I
N
n )]
1
(N + n)γ
≤ (N + n)α1 + c2x (N + n)
α2−γ.
Now notie that, when m → ∞, we have c
2
xm
α2−γ
(m+1)α1−mα1
∼ c
2
x
α1
mα2−γ−(α1−1). But remember
that we have assumed α1 − 1 > α2 − γ, so that if N is large enough, the last equivalent
yields
c2x (N+n)
α2−γ
(N+n+1)α1−(N+n)α1
≤ 1 for any n ≥ 0. Hene N [y˜lNn+1;L1] ≤ (N + n + 1)
α1
, whih
ahieves the rst step.
Step 2: ontration property. The ontration argument is now easy to settle. Indeed, if
y˜(i) ∈ Bh˜nn and z˜
(i) = Γ(y˜(i)), then, owing to relation (46), we have
N [z˜(1) − z˜(2); Q˜κ1(I
N
n )]
≤ c
{
N [σ(y(1))− σ(y(2)); C01(I
N
n )] + ε
γ−κ
n N [σ(y
(1))− σ(y(2));Qκ(INn )]
}
.
But N [σ(y(1)) − σ(y(2)); C01(I
N
n )] ≤ ε
γ
nN [σ(y
(1)) − σ(y(2));Qκ(INn )], and the previous re-
lation, together with (43) and (41), gives N [y˜(1) − y˜(2); Q˜κ(INn )] ≤ cσ,x JN+nN [y˜
(1) −
y˜(2); Q˜κ1(I
N
n )], with
Jn = n
−(γ−κ)
{
1 + n2α2 + n−2(1−κ)n2α1 + n−(1−κ)nα1
{
1 + nα2 + n−(1−κ)nα1
}}
.
It is nally readily heked that the two onditions 2α2−(γ−κ) < 0 and α1 < α2+1−κ
entail limN→∞ JN = 0. Therefore, here again, we just have to take N suiently large for
the ontration argument to work on the balls Bh˜nn , n ≥ 0.
Step 3: pathing solutions. The onstrution of the announed solution y˜ ∈ Q˜κ0([0, T ])
redues now to a pathing argument. Let us make it preise.
First, dene a sequene (y˜n, ζ y˜
n
)n≥0 by the reursive ondition: (y˜
0, ζ y˜
0
) ∈ Q˜κ(IN0 ) is
the xed point of Γ in B00 and for any n ≥ 1, (y˜
n, ζ y˜
n
) ∈ Q˜κ(INn ) is the xed point of Γ in
B
y˜n−1
lNn
n . This onstrution is allowed by the rst part. Then set, for any t ∈ [0, T ],
y˜t =
NT∑
n=0
y˜nt 1INn (t) , ζ
y˜
t =
NT∑
n=0
ζ y˜
n
t 1INn
(t),
where NT stands for the lowest integer suh that
∑NT
n=0 |I
N
n | ≥ T .
If lNk−1 < s ≤ l
N
k < . . . < l
N
k′ ≤ t < l
N
k′+1, use the relation
(δ˜y˜)ts = e
−·(t−lN
k
)(δ˜y˜)lN
k
s + (δ˜y˜)tlN
k′
+
k′−1∑
i=k
e−·(t−l
N
i+1)(δ˜y˜)lNi+1lNi , (49)
together with δ˜x˜1 = 0, to dedue (δ˜y˜)ts = x˜
1
tsζ
y˜
s + r˜
y˜
ts, where r˜
y˜
ts = r˜
y˜,1
ts + r˜
y˜,2
ts ,
r˜y˜,1ts = x˜
1
tlN
k
[
ζ y˜
k
lN
k
− ζ y˜
k−1
s
]
+
k′∑
i=k+1
x˜1tlNi
[
ζ y˜
i
lNi
− ζ y˜
i−1
lNi−1
]
,
r˜y˜,2ts = e
−·(t−lN
k
)r˜y˜
k−1
lN
k
s
+ r˜y˜
k′
tlN
k′
+
k′−1∑
i=k
e−·(t−l
N
i+1)r˜y˜
i
lni+1l
N
i
.
Owing to the regularity of eah ζ y˜
k
, this proves that (y˜, ζ y˜) atually belongs to Q˜κ0([0, T ]).
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Finally, let us go bak to the deomposition (49) to dedue
(δ˜y˜)ts = e
−·(t−lN
k
)JlN
k
s(d˜x σ(y)) + JtlN
k′
(d˜x σ(y)) +
k′−1∑
i=k
e−·(t−l
N
i+1)JlNi+1lNi (d˜x σ(y)).
Furthermore, invoking the fat that δ˜
(
J (d˜x z)
)
= 0, we obtain:
JtlN
k′−1
(d˜x σ(y)) = JtlN
k′
(d˜x σ(y)) + e−·(t−l
N
k′
)JlN
k′
lN
k′−1
(d˜x σ(y)),
and hene
(δ˜y˜)ts = e
−·(t−lN
k
)JlN
k
s(d˜x σ(y)) + JtlN
k′−1
(d˜x σ(y)) +
k′−2∑
i=k
e−·(t−l
N
i+1)JlNi+1lNi (d˜x σ(y)).
Iterating this proedure, we end up with the relation (δ˜y˜)ts = Jts(d˜x σ(y)) for all s, t ∈
[0, T ], whih proves that y is a global solution to equation (22).

4.5. Appliation to the Brownian ase. We now intend to show that the previous
results an be applied to a (lassial) brownian motion X = (X(1), . . . , X(n)) with values
in R
1,n
. In other words, we shall onsider the proesses X˜1, X˜2, X˜3 dened in a natural
way, aording to Remark 4.5, by
X˜1ts =
∫ t
s
e−.(t−v)dXv, X˜
2
ts =
∫ t
s
e−.(t−v)dXv ⊗X
1
vs, X˜
3
tus =
∫ t
u
e−.(t−v)dXv ⊗ (δX
1)vus,
where X1ts =
∫ t
s
φ(t− v) dXv, and where all the stohasti integrals above are understood
in the It sense. We thus have to prove that those proesses satisfy the required regularity
onditions.
As far as X˜1 is onerned, we an use the same proof as in the Young ase, and the
following regularity result is easily shown:
Lemma 4.17. If φˆ is suh that
∫∞
0
dξ |φˆ(ξ)|(1 + ξ) < ∞, then, for any γ ∈ (1/3, 1/2),
X˜1 ∈ C˜γ1 ([0, T ];R
1,n) a.s.
Proof. The same trik as in the proof of Lemma 3.13 leads to the existene of a ontinuous
version of X˜1(ξ) for any xed ξ. Now, just as in the Young ase (see the proof of Theorem
3.14), it is readily heked that δ˜X˜1 = 0, and thus one is allowed to write, for any p > 0,
‖X˜1ts(ξ)‖ ≤ C |t− s|
γ (U˜γ,2p(ξ))
1/2p, where U˜γ,2p(ξ) =
∫∫
0<s<t<T
‖X˜1wv(ξ)‖
2p
|w − v|2γp+2
dvdw. (50)
Our laim is thus easily proved by replaing (30) with the usual It isometry property.

Consider now X˜3, and notie that, up to a Fubini-type theorem, this proess an be
written for all ξ ≥ 0 as
X˜3tus(ξ) =
∫ ∞
0
dη φˆ(η) X
4
tu(ξ, η)⊗ X˜
1
us(η), (51)
with
X
4
tu(ξ, η) =
∫ t
u
e−ξ(t−v)avu(η)dXv. The issue then onsists in studying the regularity of
X
4
. To this end, we shall resort to a GRR-type argument, whih requires the introdution
of a new inremental operator
δ ating on the spae C2 of appliations on S2 with values
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in the spae of two-variables funtions. This operator should send
C2 into the spae
C3 of
appliations on S3 with values in the spae of two-variables funtions.
In order to dene
δ, observe that for all ξ, η ≥ 0,
X
4
ts(ξ, η)−
X
4
tu(ξ, η)e
−η(u−s) − e−ξ(t−u)X˜4us(ξ, η)
=
∫ t
u
e−ξ(t−v)
[
avs(η)− avu(η)e
−η(u−s)
]
dXv = X˜
1
tu(ξ)aus(η), (52)
the regularity of whih is known. This simple relation yields naturally the following:
Denition 4.18. If
R ∈ C2, let
δ R the element of C3 dened by the relation
(δ R)tus(ξ, η) = (δ
R)tus(ξ, η)− atu(ξ)
Rus(ξ, η)−
Rtu(ξ, η)aus(η)
for any ξ, η ≥ 0.
With suh a denition, the above relation (52) an be written as: (δ X
4
)(ξ, η) =
X˜1tu(ξ)aus(η). Furthermore, we have the following equivalent of Proposition 3.12, whose
proof is postponed to the appendix for sake of readability:
Proposition 4.19. Let (V, ‖.‖) a Banah spae and x ξ, η ≥ 0. Let R ∈ C2(T ;E) suh
that
R..(ξ, η) ∈ C2(V ), and set
U(ξ, η) =
∫∫
0<s<t<T
ψ
(
‖ Rts(ξ, η)‖
φ(|t− s|)
)
dtds,
where ψ, φ : R+ → R+ are stritly inreasing funtions and φ(0) = 0. Assume now that
there exists some
C(ξ, η) ≥ 0 suh that, for all ℓ1 < ℓ2 ∈ [0, T ],
sup
ℓ1≤u≤ℓ2
‖(δ R)ℓ2uℓ1(ξ, η)‖ ≤ ψ
−1
(
4 C(ξ, η)
|ℓ2 − ℓ1|
2
)
φ (|ℓ2 − ℓ1|) .
Then, for all s, t ∈ T ,
‖ Rts(ξ, η)‖ ≤ c
∫ |t−s|
0
[
ψ−1
(
4 U(ξ, η)
r2
)
+ ψ−1
(
4 C(ξ, η)
r2
)]
dφ(r).
It is now possible to give some regularity results for the inrement X˜3:
Lemma 4.20. If φˆ is suh that
∫∞
0
dξ |φˆ(ξ)|(1 + ξ) < ∞, then, for any γ ∈ (1/3, 1/2),
X˜3 ∈ C˜3γ3 ([0, T ];R
n,n) a.s.
Proof. We will apply of ourse Proposition 4.19 to
X
4
, with ψ(x) = x2p
′
and φ(x) =
x2γ+1/p
′
. The same arguments as in the proof of Lemma 3.13 enable to assert that, a.s.,
X
4
..(ξ, η) ∈ C2(R
1,n) for all ξ, η ≥ 0. To nd out what C(ξ, η) should be, remember that
(δ X
4
)ℓ2uℓ1(ξ, η) = X˜
1
ℓ2u
(ξ)aul1(η). Hene, aording to (50),
‖(δ X
4
)ℓ2uℓ1(ξ, η)‖ ≤ c |l2 − u|
γ (U˜γ,2p(ξ))
1/2pηγ |u− ℓ1|
γ
≤ c |ℓ1 − ℓ2|
2γ
[
(U˜γ,2p(ξ))
1/2pηγ
]
.
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Therefore, set
Cγ,2p,2p′(ξ, η) = (U˜γ,2p(ξ))
2p′/2pη2p
′γ, U 2γ,2p′(ξ, η) =
∫∫
0<v<w<T
‖ X
4
wv(ξ, η)‖
2p′
|w − v|4p
′γ+2
dvdw
(53)
and with these notations,
‖ X
4
ts(ξ, η)‖ ≤ c |t− s|
2γ
{
(Uγ,2p′(ξ, η))
1/2p′ + (Cγ,2p,2p′(ξ, η))
1/2p′
}
.
Going bak to (51) and estimating X˜1us(η) with ‖X˜
1
us(η)‖ ≤ c |u− s|
γ (U˜γ,2p′′(η))
1/2p′′
for some p′′ > 0, we get
‖X˜3tus(ξ)‖ ≤ c |t− u|
2γ |u− s|γ R˜γ,2p,2p′,2p′′(ξ),
where
R˜γ,2p,2p′,2p′′(ξ) =
∫ ∞
0
dη |φˆ(η)|(U2γ,2p′(ξ, η))
1/2p′(U˜γ,2p′′(η))
1/2p′′
+
∫ ∞
0
dη |φˆ(η)|(Cγ,2p,2p′(ξ, η))
1/2p′(U˜γ,2p′′(η))
1/2p′′
= R˜1γ,2p′,2p′′(ξ) + R˜
2
γ,2p,2p′,2p′′(ξ). (54)
To prove that X˜3 ∈ C˜3γ1 a.s, it is now suient to show that N [R˜γ,2p,2p′,2p′′;L1] < ∞ a.s,
whih will be seen as a onsequene of E[N [R˜γ,2p,2p′,2p′′;L1]] <∞.
In order to prove this latter relation, use rst suesively Shwarz and Jensen inequal-
ities to obtain
E[(U 2γ,2p′(ξ, η))
1/2p′(U˜γ,2p′′(η))
1/2p′′ ] ≤ E[U 2γ,2p′(ξ, η)]
1/2p′E[U˜γ,2p′′(η)]
1/2p′′ . (55)
To estimate the rst term in the right hand side above, we resort to the fat that
E[‖ X
4
wv(ξ, η)‖
2] =
∫ w
v
e−2ξ(w−u)a2uv(η)du ≤ η
2 |w − v|2 .
Furthermore,
X
4
wv(ξ, η) is a random variable in the seond haos of the Brownian motion,
on whih all the Lp-norms are equivalent. Thus E[‖ X
4
wv(ξ, η)‖
2p′] ≤ η2p
′
|w − v|2p
′
for any
p′ ≥ 1, whih yields:
E[U 2γ,2p′(ξ, η)]
1/2p′ ≤ c η
(∫∫
0<v<w<T
|w − v|2p
′−4γp′−2 dvdw
)1/2p′
.
Hene, if we take p′ suh that p′− 2γp′− 1 > 0, that is p′ > 1/(1− 2γ), then the quantity
U 2γ,2p′(ξ, η) an be bounded as E[
U 2γ,2p′(ξ, η)]
1/2p′ ≤ C η. As for the seond term of (55),
we have (remember that n stands for the dimension of X˜1)
E[‖X˜1wv(η)‖
2] = n
∫ w
v
e−2η(w−u)du ≤ n |w − v| ,
so that the same kind of arguments as for X˜4 yield
E[U˜γ,2p′′(η)] ≤ C
∫∫
0<v<w<T
|w − v|p
′′−2γp′′−2 dvdw.
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By hoosing p′′ > 2/(1− 2γ), we get E[U˜γ,2p′′(η)] ≤ c. Consequently , realling that R˜1 is
dened at equation (54), one gets:
E[N [R˜1γ,2p′,2p′′;L1]] ≤ c
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)
∫ ∞
0
dη |φˆ(η)| η
≤ c
(∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)
)2
. (56)
As far as R˜2γ,2p,2p′,2p′′ is onerned, we use the denition of
Cγ,2p,2p′, together with the
previous estimation of E[U˜γ,2p′′(η)], to assert that, if p > 2/(1− 2γ),
E[Cγ,2p,2p′(ξ, η)
1/2p′U˜γ,2p′′(η)
1/2p′′] = ηγE[U˜γ,2p(ξ)
1/2pU˜γ,2p′′(η)
1/2p′′]
≤ ηγE[U˜γ,2p(ξ)]
1/2pE[U˜γ,2p′′(η)]
1/2p′′ ≤ C ηγ.
Hene,
E[N [R˜2γ,2p,2p′,2p′′ ;L1]] ≤ c
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)
∫ ∞
0
dη |φˆ(η)| ηγ
≤ c
(∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)
)2
. (57)
Putting together the estimates (56) and (57), we end up with E[N [R˜γ,2p,2p′,2p′′;L1]] <∞,
whih ends the proof.

It remains to analyze the regularity of X˜2. To this purpose, we will apply Proposition
3.12 again, whih means that both the moments of X˜2 and δ˜X˜2 = X˜1X1 + X˜3 have to
be ontrolled. We rst have to hek the following property:
Lemma 4.21. If
∫∞
0
dη |φˆ(η)| <∞, then, a.s., X˜2..(ξ) ∈ C2(R
n,n) for any ξ ≥ 0.
Proof. This is the same Kolmogorov-type argument as the one used in Lemma 3.13. The
details are left to the reader.

Let us state now the regularity result for X˜2:
Lemma 4.22. If φˆ is suh that
∫∞
0
dξ |φˆ(ξ)|(1 + ξ) < ∞, then, for any γ ∈ (1/3, 1/2),
X˜2 ∈ C˜2γ2 ([0, T ];R
n,n) a.s.
Proof. Invoking the fat that δ˜X˜2 = X˜1X1 + X˜3 and the previous estimations of X˜1 and
X˜3, we dedue ‖(δ˜X˜2)ℓ2uℓ1(ξ)‖ ≤ c |ℓ2 − ℓ1|
2γ D˜(ξ)1/4p5, with
D˜(ξ)1/4p5 = R˜γ,2p0,2p1,2p2(ξ) + (U˜γ,2p3(ξ))
1/2p3
∫ ∞
0
dη |φˆ(η)|(U˜γ,2p4(η))
1/2p4 .
We are thus ready to apply Proposition 3.12 to X˜2 with ψ(x) = x4p5 and φ(x) =
x2γ+1/2p5 to get ‖X˜2ts(ξ)‖ ≤ c |t− s|
2γ
{
V˜2γ,4p5(ξ)
1/4p5 + D˜(ξ)1/4p5
}
, where we set
V˜2γ,4p5(ξ) =
∫∫
0<v<w<T
‖X˜2wv(ξ)‖
4p5
|w − v|8γp5+2
dvdw,
and so N [X˜2; C˜2γ1 ] ≤ c
{
N [V˜ 1/4p52γ,4p5;L1] +N [D˜
1/4p5;L1]
}
.
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The fat that N [D˜1/4p5;L1] <∞ a.s has been shown while studying the regularities of
X˜1 and X˜3, for some well-hosen p0, p1, p2, p3, p4.
To onlude with, let us prove that E[N [V˜ 1/4p52γ,4p5;L1]] <∞: notie that
E[N [V˜ 1/4p52γ,4p5;L1]] ≤
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)E[V˜2γ,4p5(ξ)]
1/4p5 ,
so that the issue onsists in estimating E[‖X˜2wv(ξ)‖
4p5]. To this end, observe that
E
[
‖X˜2wv(ξ)‖
4p5
]
≤ c
{
E
[
|X˜2,(1,1)wv (ξ)|
4p5
]
+ E
[
|X˜2,(1,2)wv (ξ)|
4p5
]}
,
where X˜
2,(i,j)
wv (ξ) is dened as
∫ t
s
e−ξ(t−v)dX
(i)
v X
1,(j)
vs . But, thanks to the Burkholder-Davis-
Gundy inequality, we know that
E[|X˜2,(1,1)wv (ξ)|
4p5] ≤ cE
[(∫ w
v
(e−ξ(w−s)X1,(1)sv )
2ds
)2p5]
≤ c |w − v|2p5−1
∫ w
v
E
[
(X1,(1)sv )
4p5
]
ds,
and
E[(X1,(1)sv )
2] = E
[(∫ ∞
0
dηφˆ(η)
∫ s
v
e−η(s−t)dX
(1)
t
)2]
=
∫ s
v
(∫ ∞
0
dηφˆ(η)e−η(s−t)
)2
dt ≤ |s− v|
(∫ ∞
0
dηφˆ(η)
)2
,
whih gives E[(X
1,(1)
sv )4p5 ] ≤ c |s− v|
2p5
and thus E[(X˜
2,(1,1)
wv (ξ))4p5] ≤ c |w − v|
4p5
.
In fat, this reasoning remains true for E[(X
1,(1,2)
sv )4p5 ], so that nally E[‖X˜2wv(ξ)‖
4p5] ≤
c |w − v|4p5. If we take p5 > 1/(1/2− γ), then we get
E[V˜2γ,4p5(ξ)] ≤
∫∫
0<v<w<T
|w − v|4p5−8γp5−2 dwdv ≤M <∞,
whih leads to the announed laim E[N [V˜ 1/4p52γ,4p5;L1]] <∞, provided
∫∞
0
dξ |φˆ(ξ)|(1+ξ) <
∞.

We are now able to write Theorem 4.16 in the Brownian setting:
Theorem 4.23. Let X = (X(1), . . . , X(n)) a standard Brownian motion on [0, T ] with
values in R1,n. Introdue oeients γ ∈ (1/3, 1/2), κ ∈ (1/3, γ) and assume that∫∞
0
dξ |φˆ(ξ)|(1 + ξ) <∞. If σ ∈ C3,b(R1,d;Rn,d), then, a.s, the system{
Y˜0 = 0
(δ˜Y˜ )ts = Jts
(
d˜X σ
(
a+
∫∞
0
dη φˆ(η) Y˜ (η)
))
admits a unique solution in Q˜κ([0, T ],R1,d).
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5. Appliation to a fBm with Hurst parameter H ∈ (1/3, 1/2)
This setion is devoted to prove that Hypothesis 3 is fullled for a n-dimensional fra-
tional Brownian motion with Hurst parameter H ∈ (1/3, 1/2). More speially, we will
onstrut a stohasti vetor
(X, X˜1, X˜2, X˜3) ∈ L1(Ω; Cγ1 (R
1,n)× C˜γ2 (R
1,n)× C˜2γ2 (R
n,n)× C˜3γ3 (R
n,n))
lying above X (in some rough path sense) suh that:
• X is a fBm with Hurst parameter H ,
• γ ∈ (1/3, H),
• almost surely, (X˜1, X˜2, X˜3) satises Hypothesis 3, that is
δ˜X˜1 = 0, δ˜X˜2 = X˜1 ⊗X1 + X˜3, where X1ts =
∫ ∞
0
dξ φˆ(ξ) X˜1ts(ξ).
As mentioned in the introdution, to this end, we shall resort to an approximation of
the fBm introdued by Unterberger in [23℄. Let us reall rst briey the denition of this
approximation in the one-dimensional ase.
All the proesses we deal with in the sequel are dened on the same omplete probability
spae (Ω,F , P ). As shown in [23℄, a simple expliit deomposition of the ovariane of
the fBm allows to introdue an analyti proess X+
′
on the omplex half-plane Π+ =
{x+ iy ∈ C : y > 0} suh that, if X−
′
is dened on Π− by X−
′
w = X¯
+′
w , then, for all
z, w ∈ Π+,
E
[
X+
′
z X
+′
w
]
= E
[
X−
′
z X
−′
w
]
= 0, E
[
X+
′
z X
−′
w
]
=
H(1− 2H)
2 cos(πH)
(−i(z − w))2H−2. (58)
The proess X+
′
z has to be interpreted as an analyti approximation of the derivative of
the fBm, and the simple expression (58) for its ovariane funtion is at the ore of our
further alulations. If one desires to onstrut an approximation of the fBm itself, just
pik, for t ∈ R and any ε > 0, a ontinuous path γε,t : [0, 1] → Π+ suh that γε,t(0) = iε
and γε,t(1) = t + iε. Set then X
+,ε
t =
∫
γε,t
X+
′
z dz. Likewise, a proess X
−,ε
t an be
dened as X−,εt =
∫
γ˜ε,t
X−
′
z dz, where γ˜ε,t : [0, 1] → Π
−
is suh that γ˜ε,t(0) = −iε and
γ˜ε,t(1) = t− iε. Of ourse, X
−,ε
t = X¯
+,ε
t , and the (real) approximation we shall work with
is nally dened as
Xεt = 2Re(X
+,ε
t ) = X
+,ε
t +X
−,ε
t . (59)
The next proposition, borrowed from [23℄, gives a rst relation between the approximation
we have just realled and the usual fBm indexed by R:
Proposition 5.1. Let Xε be the proess onstruted above, given by relation (59). For
all s, t ∈ R, we have
lim
ε→0
E [XεtX
ε
s ] =
1
2
{
|t|2H + |s|2H − |t− s|2H
}
.
This statement in law will be improved at Theorem 5.2. Just notie for the moment
that, for any xed ε > 0, {Xεt , t ∈ [0, T ]} is a smooth proess and (X
ε)′t = X
+′
t+iε +X
−′
t−iε.
In a natural way, the n-dimensional analog of our analyti approximation is a proess
Xε := (Xε,(1), . . . , Xε,(n)), where the omponents Xε,(i) are onstruted from independent
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opies of X+
′
. We an then introdue the following smooth integral (in the Riemann
sense) proesses assoiated to Xε:
X˜1,εts (ξ) =
∫ t
s
e−ξ(t−u)dXεu, X
1,ε
ts =
∫ ∞
0
dξ φˆ(ξ) X˜1,εts (ξ), (60)
X˜2,εts (ξ) =
∫ t
s
e−ξ(t−u)dXεu ⊗X
1,ε
us , X˜
3,ε
tus(ξ) =
∫ t
u
e−ξ(t−v)dXεv ⊗ (δX
1,ε)vus.
The main result of this setion, whih entails in partiular our Theorem 1.1, an be
summarized as follows:
Theorem 5.2. Assume that φˆ is suh that
∫∞
0
dξ |φˆ(ξ)|(1 + ξ2) < ∞. Then, for any
γ ∈ (1/3, H), the sequene of proesses (Xε, X˜1,ε, X˜2,ε, X˜3,ε) onverges in L1(Ω; Cγ1 ×C˜
γ
2 ×
C˜2γ2 × C˜
3γ
3 ), as ε tends to 0, to a proess (X, X˜
1, X˜2, X˜3) . Furthermore, X has the same
law as a fBm with Hurst parameter H and X˜1, X˜2, X˜3 satisfy Hypothesis 3.
The proof of this theorem will be arried out in the setions below, and the main step
in this proess will be to prove that (Xε, X˜1,ε, X˜2,ε, X˜3,ε) is a Cauhy sequene. This is
ahieved one the following stronger statement is proved:
E
[
N [Xε −Xη; Cγ1 ] +N [X˜
1,ε − X˜1,η; C˜γ1 ]
+N [X˜2,ε − X˜2,η; C˜2γ2 ] +N [X˜
3,ε − X˜3,η; C˜3γ3 ]
]
≤ c εα, (61)
with α > 0. To do so, let us x 0 < η < ε and follow the same lines as in the Brownian ase
(see Setion 4.5), whih means that the issue mainly onsists in estimating the moments
of any order of the proesses at stake.
For the sake of larity, the proofs of the lemmas to ome are arried over to the appendix.
Let us also introdue the notation
X∆ = Xε −Xη, X˜ i,∆ = X˜ i,ε − X˜ i,η, i ∈ {1, 2, 3} . (62)
5.1. Estimation of the rst order integrals. Our approximation results will stem
from the assoiation of Proposition 3.12 and the following lemma onerning Wiener
integrals of analyti funtions:
Lemma 5.3. Let 0 ≤ s < t ≤ T and fts an analyti funtion in a neighbourhood of
Π(s,t) = {z = a+ ib ∈ C : a ∈ [s, t], b ∈ [−(t− s), t− s]}
suh that the restrition fts|[s,t] takes value in R. Suppose that fts is bounded on Π(s,t).
Then, for any α ∈ (0, 2H),
E
[∥∥∥∥
∫ t
s
fts(u) dX
ε
u −
∫ t
s
fts(u) dX
η
u
∥∥∥∥
2
]
≤ cα‖f‖
2
∞,Π(s,t)
|t− s|2H−α |ε− η|α ,
where the onstant cα does not depend on s, t, ε, η.
With this lemma in hand, our approximation result for the rst order integrals based
on Xε an be written as:
Proposition 5.4. Let Xε and X˜1,ε be the inrements dened by (60). Then there exists
a onstant α > 0 suh that
E
[
N [Xε −Xη; Cγ1 ] +N [X˜
1,ε − X˜1,η; C˜γ2 ]
]
≤ c εα,
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for any 0 < η < ε.
Proof. Reall our notation (62) for the dierenes of inrements based on X . For the esti-
mation of X∆, use the lassial Garsia-Rumsey-Rodemih inequality to dedue ‖(δX∆)ts‖
≤ c |t− s|γ (U∆γ,2p)
1/2p
, where
U∆γ,2p =
∫∫
0<v<w<T
‖(δX∆)wv‖2p
|w − v|2γp+2
dvdw,
whih leads to E
[
N [X∆; Cγ1 ]
]
≤ cE[U∆γ,2p]
1/2p
. But, aording to Lemma 5.3 (take fwv =
1), we have
E[‖(δX∆)wv‖
2] = E[‖(Xεw −X
ε
v)− (X
η
w −X
η
v )‖
2] ≤ c |ε− η|α1 |w − v|2H−α1 ,
for an arbitrary onstant α1 ∈ (0, 2H). Hene, sine X+ is a Gaussian proess, we
also obtain E[‖(δX∆)wv‖2p] ≤ c |ε− η|
α1p |w − v|2Hp−α1p, so that, if α1 ∈ (2γ, 2H) and
p > 2/(2H − 2γ − α1), E
[
N [X∆; Cγ1 ]
]
≤ c |ε− η|α1/2.
In order to estimate N [X˜1,∆; C˜γ1,β], notie that we obviously have δ˜X˜
1,∆ = 0, whih,
thanks to Proposition 3.12, gives ‖X˜1,∆ts (ξ)‖ ≤ c |t− s|
γ (U˜∆γ,2p(ξ))
1/2p
, where
U˜∆γ,2p(ξ) =
∫∫
0<v<w<T
‖X˜1,∆wv (ξ)‖
2p
|w − v|2γp+2
dvdw.
Therefore E
[
N [X˜1,∆; C˜γ1 ]
]
≤ c
∫∞
0
dξ |φˆ(ξ)|(1+ξ)E[U˜∆γ,2p(ξ)]
1/2p
, and invoking again Lemma
5.3 with fwv(u) = e
−ξ(w−u)
, we get E[‖X˜1,∆wv (ξ)‖
2p] ≤ c |ε− η|α1p |w − v|2Hp−α1p. Thus, just
as in the ase of X∆, we end up with
E
[
N [X˜1,∆; C˜γ1 ]
]
≤ c |ε− η|α1/2
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ) ≤ c |ε− η|α1/2 ,
whih nishes the proof.

5.2. Estimation of the seond order integrals. We now proeed to the estimation of
the inrements X˜2,ε and X˜3,ε, starting with the seond one:
Proposition 5.5. Let X˜3,ε be the inrement dened at (60). Then there exists a onstant
α > 0 suh that
E
[
N [X˜3,ε − X˜3,η; C˜3γ3 ]
]
≤ c εα,
for any 0 < η < ε.
Proof. As in the Brownian ase, write X˜3,ε as
X˜3,εtus(ξ) =
∫ ∞
0
dµ φˆ(µ) X
4,ε
tu (ξ, µ)⊗ X˜
1,ε
us (µ),
with
X
4,ε
tu (ξ, µ) =
∫ t
u
e−ξ(t−v)avu(µ) dX
ε
v . Then the inrement X˜
3,∆
dened at equation
(62) satises:
X˜3,∆tus (ξ) =
∫ ∞
0
dµ φˆ(µ) X
4,∆
tu (ξ, µ)⊗ X˜
1,ε
us (µ) +
∫ ∞
0
dµ φˆ(µ) X
4,η
tu (ξ, µ)⊗ X˜
1,∆
us (µ)
:= ♯X˜3,∆tus (ξ) +
♭X˜3,∆tus (ξ). (63)
We will now bound these last two terms separately.
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Let us start by ontrolling
♯X˜3,∆: notie that (δ X
4,∆
)(ξ, µ) = X˜1,∆(ξ)a(µ), and thus,
using the same arguments and notations (53) as in the Brownian ase, we get
‖ X
4,∆
tu (ξ, µ)‖ ≤ c |t− u|
2γ
{
(U
∆
2γ,2p′(ξ, µ))
1/2p′ + (C
∆
γ,2p,2p′(ξ, µ))
1/2p′
}
.
As a onsequene, ‖ X
4,∆
tu (ξ, µ)⊗ X˜
1,ε
us (µ)‖ ≤ c |t− u|
2γ |u− s|γ R
∆,ε
γ,2p,2p′,2p′′(ξ, µ), where
R
∆,ε
γ,2p,2p′,2p′′(ξ, µ) =
U
∆
2γ,2p′(ξ, µ)
1/2p′U˜εγ,2p′′(µ)
1/2p′′ + C
∆
γ,2p,2p′(ξ, µ)
1/2p′U˜εγ,2p′′(µ)
1/2p′′
:= 1R
∆,ε
γ,2p′,2p′′(ξ, µ) +
2
R
∆,ε
γ,2p,2p′,2p′′(ξ, µ), (64)
whih leads to
E
[
N [♯X˜3,∆; C˜3γ3,β ]
]
≤
2∑
i=1
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξβ)
∫ ∞
0
dµ |φˆ(µ)|E
[i
R
∆,ε
γ,2p′,2p′′(ξ, µ)
]
.
In order to estimate the rst term of the latter sum, start with
E[U
∆
2γ,2p′(ξ, µ)
1/2p′U˜εγ,2p′′(µ)
1/2p′′ ] ≤ E[U
∆
2γ,2p′(ξ, µ)]
1/2p′E[U˜εγ,2p′′(µ)]
1/2p′′. (65)
Then use Lemma 5.3 to assert that, for any λ ∈ (0, 1) and any α ∈ (0, 2H),
E
[
‖
∫ t
s
e−ξ(t−u)aus(µ) dX
ε
u −
∫ t
s
e−ξ(t−u)aus(µ) dX
η
u‖
2
]
≤ c µ2λ |ε− η|α |t− s|(2H−α)+2λ .
Indeed, if z ∈ Π(s,t),
|azs(µ)| =
∣∣e−µ(z−s) − 1∣∣ ≤ 2µλ |z − s|λ ≤ 2µλ |t+ i(t− s)− s|λ ≤ c µλ |t− s|λ .
Aordingly, E[‖ X
4,∆
wv (ξ, µ)‖
2p′] ≤ c µ2p
′λ1 |ε− η|α2p
′
|w − v|(2H−α2+2λ1)p
′
, and then, if we
take (λ1, α2) ∈ (0, 1) × (0, 2H) suh that 2(H + λ1) − α2 − 4γ > 0 and p′ > 2/(2(H +
λ1)− α2 − 4γ), we get E[
U
∆
2γ,2p′(ξ, µ)]
1/2p′ ≤ c µλ1 |ε− η|α2/2.
To deal with E[U˜εγ,2p′′(µ)] in (65), onsider the following estimation (reall that the
proofs of all the lemmas in this setion are postponed to the appendix):
Lemma 5.6. Let 0 < s < t < T , µ ≥ 0. Then
E
[∥∥∥∥
∫ t
s
e−µ(t−u)dXεu
∥∥∥∥
2
]
≤ c |t− s|2H ,
where the onstant c does not depend on s, t, µ, ε.
Therefore, E[‖X˜1,εwv (µ)‖
2p′′] ≤ c |w − v|2Hp
′′
, whih, by taking p′′ > 1/(H − γ), gives
E[U˜εγ,2p′′(µ)] ≤ c. We an thus assert that E[
1R
∆,ε
γ,2p′,2p′′(ξ, µ)] ≤ c µ
λ1 |ε− η|α2/2.
As far as E[2R
∆,ε
γ,2p′,2p′′(ξ, µ)] in (64) is onerned, go bak to the denition of
C
∆
γ,2p,2p′,
together with the previous estimations of E[U˜∆γ,2p(ξ)] and E[U˜
ε
γ,2p′′(µ)], to dedue
E
[2
R
∆,ε
γ,2p′,2p′′(ξ, µ)
]
≤ µγE
[
U˜∆γ,2p(ξ)
]1/2p
E
[
U˜εγ,2p′′(µ)
]1/2p′′
≤ c µγ |ε− η|α1/2 .
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Putting together the estimates on
1R and 2R, we thus have proved that
E
[
N [♯X˜3,∆; C˜3γ3 ]
]
≤
(∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)
)2 {
|ε− η|α1/2 + |ε− η|α2/2
}
≤ c
{
|ε− η|α1/2 + |ε− η|α2/2
}
. (66)
Going bak to equation (63), let us deal with the term E[N [♭˜X3,∆; C˜3γ3 ]]. But in this
latter ase, it is readily heked that the previous reasoning and bound (66) remain true
by inverting the roles of
X
4
and X˜1, thanks to Lemma 5.3 and invoking the following
lemma:
Lemma 5.7. Let 0 < s < t < T , ξ, µ ≥ 0. Then, for any λ ∈ (0, 1),
E
[
‖
∫ t
s
e−ξ(t−u)aus(µ) dX
η
u‖
2
]
≤ c µ2λ |t− s|2H+2λ ,
where the onstant c does not depend on s, t, ξ, µ, η.
This remark allows us to nally plug the bounds on E[N [♭X˜3,∆; C˜3γ3 ]], E[N [
♯X˜3,∆; C˜3γ3 ]]
bak into equation (63), and laim that the expeted relation
E
[
N [X˜3,∆; C˜3γ3 ]
]
≤ c |ε− η|α for some α > 0
holds true.

The upper bound for X˜2,ε an be written in a similar way as for the previous ases:
Proposition 5.8. Let X˜2,ε be the inrement dened at (60). Then there exists a onstant
α > 0 suh that
E
[
N [X˜2,ε − X˜2,η; C˜2γ2 ]
]
≤ c εα,
for any 0 < η < ε.
Proof. Here again, we will proeed as in the Brownian ase of Setion 4.5, and we shall
apply Proposition 3.12. This means that we must ontrol both the regularity of δ˜X˜2,∆
and the moments of X˜2,∆wv . However, δ˜X˜
2,∆ = X˜1,∆ ⊗ X1,ε + X˜1,η ⊗ X1,∆ + X˜3,∆, so
that the previous estimations of Propositions 5.5 and 5.8 easily lead to ‖(δ˜X˜2,∆)tus(ξ)‖ ≤
|t− s|2γ D˜∆,ε,η(ξ), where D˜∆,ε,η satises E[N [D˜∆,ε,η;L1]] ≤ c |ε− η|
α
for some α > 0. We
have thus obtained that ‖X˜2,∆ts (ξ)‖ ≤ c |t− s|
2γ {V˜ ∆2γ,4p(ξ)
1/4p + D˜∆,ε,η(ξ)}, with
V˜ ∆2γ,4p(ξ) =
∫∫
0<v<w<T
‖X˜2,∆wv (ξ)‖
4p
|w − v|8γp+2
dvdw,
and hene E
[
N [X˜2,∆; C˜2γ2 ]
]
≤ c{E
[
N [(V˜ ∆2γ,4p)
1/4p;L1]
]
+ |ε− η|α}.
To study E
[
N [(V˜ ∆2γ,4p)
1/4p;L1]
]
, we rst give a bound on the seond moments of the
inrement X˜2,∆ts (ξ):
Lemma 5.9. Let 0 < s < t < T , ξ ≥ 0. Then, for any λ ∈ (0, 2H), there exists κ > 0
suh that
E[‖X˜2,∆ts (ξ)‖
2] ≤ c εκ |t− s|4H−λ (1 + ξ2),
where the onstant c does not depend on ξ, s, t, ε, η.
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Sine X˜2,∆ts (ξ) is an element of the seond haos assoiated to the Gaussian proess
X+, we an easily dedue from the previous lemma that E[‖X˜2,∆wv (ξ)‖
4p] ≤ c ε2pκ(1 +
ξ2)2p |w − v|8Hp−2pλ. Thus, if we pik λ ∈ (0, 4(H − γ)) and p > 1/(4(H − γ)− λ),
E
[
N [(V˜ ∆2γ,4p)
1/4p;L1]
]
≤
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ)E[V˜ ∆2γ,4p(ξ)]
1/4p
≤ c εκ/2
∫ ∞
0
dξ |φˆ(ξ)|(1 + ξ2) ≤ c εκ/2
and the expeted result E[N [X˜2,∆; C˜2γ2 ]] ≤ c ε
α
holds true.

We an now onlude this setion with the proof of our main theorem.
Proof of Theorem 5.2. Putting together Propositions 5.4, 5.5 and 5.8, it is readily heked
that (Xε, X˜1,ε, X˜2,ε, X˜3,ε) is a Cauhy sequene in the Banah spae L1(Ω; Cγ1 ×C˜
γ
2 ×C˜
2γ
2 ×
C˜3γ3 ).
The fat that the proess {Xt, t ∈ [0, T ]} has the same law as a fBm with Hurst param-
eter H is a diret onsequene of Proposition 5.1.
Finally, it is readily heked that the algebrai relations δ˜X˜1,ε = 0 is preserved as ε
tends to 0, by taking L1(Ω)-limits on both sides of the equality. The same kind of limit
an be also taken for the relation δ˜X˜2,ε = X˜1,ε ⊗ X1,ε + X˜3,ε, provided one an prove
that X˜1,ε and X1,ε are in fat Cauhy sequenes in L2(Ω). But this is ahieved by a
slight elaboration of Proposition 5.4, thanks to the fat that X1,ε and X˜1,ε are Gaussian
proesses.

6. Appendix
6.1. Proofs of the GRR type propositions. This setion gathers the proofs of all
the general results we need for the regularity of the stohasti proesses handled in this
artile.
Proof of Proposition 3.12. This is an adaptation of Strook's proof of the (lassial) Garsia-
Rodemih-Rumsey inequality (see [22℄).
Let s, t ∈ [0, T ] and notie that, for any sequene of dereasing times (sk) ∈ (s, t),
(δ˜R˜)sksk+1s(ξ) = R˜sks(ξ)− R˜sksk+1(ξ)− e
−ξ(sk−sk+1)R˜sk+1s(ξ), (67)
so that ‖R˜sks(ξ)‖ ≤ ‖R˜sk+1s(ξ)‖+ ‖R˜sksk+1(ξ)‖+ ‖(δ˜R˜)sksk+1s(ξ)‖ and by iteration,
‖R˜s0s(ξ)‖ ≤ ‖R˜sn+1s(ξ)‖+
n∑
k=0
[
‖R˜sksk+1(ξ)‖+ ‖(δ˜R˜)sksk+1s(ξ)‖
]
. (68)
For all v ≥ s, set I(v) =
∫ v
s
ψ
(
‖R˜v(ξ)|‖
φ(v−u)
)
du, and dene the sequene (sk) as follows.
First, x s0 ∈ (s, t) arbitrarily. Next, given sk ∈ (s, t), write sk = s + λk (λk ∈ (0, t− s))
and dene αk < λk by the relation 2φ(αk) = φ(λk). Then set sk+1 = s + λk+1, where
λk+1 ∈ (0, αk) is suh that
I(s+ λk+1) ≤
2 U˜(ξ)
αk
and ψ
(
‖R˜sk,s+λk+1(ξ)‖
φ(λk − λk+1)
)
≤
2 I(sk)
αk
. (69)
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Suh an element always exists sine if we all Ak (resp. Bk) ⊂ (0, αk) the set on whih
the rst (resp. the seond) inequality fails, we have U˜(ξ) ≥
∫
Ak
I(s+ u) du > 2 U˜(ξ)
αk
µ(Ak),
whereas
I(sk) =
∫ λk
0
ψ
(
‖R˜sk,s+u(ξ)‖
φ(λk − u)
)
du ≥
∫
Bk
ψ
(
‖R˜sk,s+u(ξ)‖
φ(λk − u)
)
du >
2 I(sk)
αk
µ(Bk).
The last two inequalities yield µ(Ak) < αk/2 and µ(Bk) < αk/2, and thus µ(Ak∪Bk) < αk.
It is then lear that (sk) dereases to s.
Observe now that
φ(λk − λk+1) ≤ φ(λk) = 2φ(αk) = 4
(
φ(αk)−
φ(αk)
2
)
≤ 4
(
φ(αk)−
φ(λk+1)
2
)
= 4(φ(αk)− φ(αk+1)).
Plugging this observation into equation (69), we end up with:
‖R˜sksk+1(ξ)‖ ≤ φ(λk − λk+1)ψ
−1
(
2 I(sk)
αk
)
≤ 4(φ(αk)− φ(αk+1))ψ
−1
(
4 U˜(ξ)
αkαk−1
)
≤ 4
∫ αk
αk+1
ψ−1
(
4 U˜(ξ)
r2
)
dφ(r),
where we have used the fat that ψ−1 is an inreasing funtion. Besides, ondition (27)
entails:
‖(δ˜R˜)sksk+1s(ξ)‖ ≤ ψ
−1
(
4 C˜(ξ)
λ2k
)
φ(λk) ≤ 4ψ
−1
(
4 C˜(ξ)
λ2k
)
(φ(αk)− φ(αk+1))
≤ 4
∫ αk
αk+1
ψ−1
(
4 C˜(ξ)
r2
)
dφ(r).
As R˜ (ξ) ∈ C2, we get, by letting n tend to innity in (68),
‖R˜s0s(ξ)‖ ≤ 4
∫ |t−s|
0
[
ψ−1
(
4 U˜(ξ)
r2
)
+ ψ−1
(
4 C˜(ξ)
r2
)]
dφ(r).
In the same way, we nd
‖R˜ts0(ξ)‖ ≤ 4
∫ |t−s|
0
[
ψ−1
(
4 U˜(ξ)
r2
)
+ ψ−1
(
4 C˜(ξ)
r2
)]
dφ(r).
Write now
R˜ts(ξ) = R˜ts0(ξ) + e
−ξ(t−s0)R˜s0s(ξ) + (δ˜R˜)ts0s (70)
to dedue
‖R˜ts(ξ)‖ ≤ ‖R˜ts0(ξ)‖+ ‖R˜s0s(ξ)‖+ ‖(δ˜R˜)ts0s(ξ)‖
≤ 8
∫ |t−s|
0
[
ψ−1
(
4 U˜(ξ)
r2
)
+ ψ−1
(
4 C˜(ξ)
r2
)]
dφ(r) + ‖(δ˜R˜)ts0s(ξ)‖,
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and observe that
‖(δ˜R˜)ts0s(ξ)‖ ≤ ψ
−1
(
4 C˜(ξ)
|t− s|2
)
φ(|t− s|) ≤
∫ |t−s|
0
ψ−1
(
4 C˜(ξ)
r2
)
dφ(r),
whih ahieves the proof.

We also need to prove a slight extension of the previous proposition to funtions indexed
by two Laplae variables:
Proof of Proposition 4.19. It follows the same lines as the proof of Proposition 3.12. Re-
lation (67) has to be replaed with
(δ R)sksk+1s(ξ, η) =
Rsks(ξ, η)−
Rsksk+1(ξ, η)e
−η(sk+1−s) − e−ξ(sk−sk+1) Rsk+1s(ξ, η),
whih leads to the expeted estimation
‖Rsks(ξ, η)‖ ≤ ‖
Rsk+1s(ξ, η)‖+ ‖
Rsksk+1(ξ, η)‖+ ‖(
δ R)sksk+1s(ξ, η)‖,
whereas (70) beomes
Rts(ξ, η) = e
−η(s0−s) Rts0(ξ, η) + e
−ξ(t−s0) Rs0s(ξ, η) + (
δ R)ts0s(ξ, η)
and thus ‖Rts(ξ, η)‖ ≤ ‖
Rts0(ξ, η)‖+ ‖
Rs0s(ξ, η)‖+ ‖(
δ R)ts0s(ξ, η)‖.

6.2. Proofs of the omplex analysis lemmas. We will prove in this setion Lem-
mas 5.3, 5.6 and 5.7. The key ingredients for those proofs are the following elementary
estimations:
Lemma 6.1. Let 0 ≤ s < t ≤ T and γ(s,t) the three-part path in Π
+
γ(s,t) = [s, s+ i(t− s)] ∪ [s+ i(t− s), t+ i(t− s)] ∪ [t+ i(t− s), t]. (71)
Then, for any ε > 0 and any α ∈ (0, 1),∫
γ(s,t)
|dz|
∫
γ(s,t)
|dw| |−i(z − w) + ε|α−2 ≤ c |t− s|α , (72)
where the onstant c does not depend on s, t, ε. Moreover, for any η > 0 and λ ∈ (0, α),∫
γ(s,t)
|dz|
∫
γ(s,t)
|dw|
∣∣(−i(z − w) + ε)α−2 − (−i(z − w) + η)α−2∣∣ ≤ c |t− s|α−λ |ε− η|λ ,
(73)
where the onstant c does not depend on s, t, ε, η.
Proof. Denote γ1(s,t) = [s, s+i(t−s)], γ
2
(s,t) = [s+i(t−s), t+i(t−s)] and γ
3
(s,t) = [t+i(t−s), t]
(see the gure below), so that∫
γ(s,t)
|dz|
∫
γ(s,t)
|dw| |−i(z − w) + ε|α−2 =
∑
1≤j,k≤3
∫
γj
(s,t)
|dz|
∫
γk
(s,t)
|dw| |−i(z − w) + ε|α−2 .
Let us now estimate eah term of the latter sum. Notie rst that, for any α > 0, the
integral
∫ 1
0
(u+ v)α−2dudv is nite. This allows to obtain:
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+
+−i(t− s)
i(t− s)
s t
γ1
γ2
γ3
Figure 1. Contours of integration
Case j = k = 1:∫
γ1
(s,t)
|dz|
∫
γ1
(s,t)
|dw| |−i(z − w) + ε|α−2 =
∫ t−s
0
∫ t−s
0
(u+ v + ε)α−2dudv
≤
∫ t−s
0
∫ t−s
0
(u+ v)α−2dudv ≤ |t− s|α
∫ 1
0
∫ 1
0
(u+ v)α−2dudv ≤ c |t− s|α .
Case j = k = 2:∫
γ2
(s,t)
|dz|
∫
γ2
(s,t)
|dw| |−i(z − w) + ε|α−2 =
∫ t−s
0
∫ t−s
0
|2(t− s) + ε− i(u− v)|α−2 dudv
≤ |t− s|α .
Case j = k = 3:∫
γ3
(s,t)
|dz|
∫
γ3
(s,t)
|dw| |−i(z − w) + ε|α−2
=
∫ t−s
0
∫ t−s
0
|(t− s− u) + (t− s− v) + ε|α−2 dudv ≤
∫ t−s
0
∫ t−s
0
|u+ v|α−2 dudv
≤ c |t− s|α .
Case j = 1, k = 2:∫
γ1
(s,t)
|dz|
∫
γ2
(s,t)
|dw| |−i(z − w) + ε|α−2 =
∫ t−s
0
∫ t−s
0
|(u+ t− s)− iv|α−2 dudv
≤ |t− s|α .
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Case j = 1, k = 3:∫
γ1
(s,t)
|dz|
∫
γ3
(s,t)
|dw| |−i(z − w) + ε|α−2
=
∫ t−s
0
∫ t−s
0
|−i(s− t) + (u− v + t− s)|α−2 dudv ≤ |t− s|α .
Case j = 2, k = 3:∫
γ2
(s,t)
|dz|
∫
γ3
(s,t)
|dw| |−i(z − w) + ε|α−2
=
∫ t−s
0
∫ t−s
0
|2(t− s)− v − i(s− t + u)|α−2 dudv ≤ |t− s|α .
It is lear that the other ases an be dealt with in the same way, whih ahieves the
proof of (72). As for (73), notie that, if z ∈ γ(s,t) and w ∈ γ(s,t),∣∣(−i(z − w) + ε)α−2 − (−i(z − w) + η)α−2∣∣ ,
≤ (2 sup
x∈[η,ε]
|−i(z − w) + x|α−2)1−λ(|α− 2| sup
x∈[η,ε]
|−i(z − w) + x|α−3)λ |ε− η|λ
≤ c |−i(z − w) + η|(α−λ)−2 |ε− η|λ ,
so that the result is a onsequene of (72).

Remark 6.2. As mentioned in [23℄, one of the interesting features of the omplex analysis
approah for the stohasti alulus with respet to fBm is that simple deformations of
ontour like (71) allow to transform very singular kernels like (u−v)α−2 into a muh more
tratable term of the form (u+ v)α−2.
We an now begin with the proof of our lemmas, after introduing an additional nota-
tion: for the sake of oniseness, we shall heneforth denote
Kαε1,ε2(x, y) = (−i(x − y) + ε1 + ε2)
α. (74)
Proof of Lemma 5.3. Write the left-hand-side as
Ats(ε, η) := E
[
‖
∫ t
s
fts(u) dX
ε
u −
∫ t
s
fts(u) dX
η
v‖
2
]
= n
∫ t
s
∫ t
s
fts(u)fts(v)E
[(
(Xε,(1))′u − (X
η,(1))′u
) (
(Xε,(1))′v − (X
η,(1))′v
)]
dudv.
Notie then that
E
[
(Xε,(1))′u(X
ε,(1))′v
]
= E
[(
X
′+,(1)(u+ iε) +X
′−,(1)(u− iε)
)(
X
′+,(1)(v + iε) +X
′−,(1)(v − iε)
)]
= cH
{
K2H−2ε,ε (u, v) +K
2H−2
ε,ε (v, u)
}
,
where cH =
H(1−2H)
2 cos(πH)
, and
E
[
(Xε,(1))′u(X
η,(1))′v
]
= E
[
(Xη,(1))′u(X
ε,(1))′v
]
= cH
{
K2H−2ε,η (u, v) +K
2H−2
ε,η (v, u)
}
.
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Using these identities, one an deompose Ats(ε, η) into a sum of terms whose prototype
is:
A1ts(ε, η) =
∫ t
s
du
∫ t
s
dv fts(u)fts(v)[K
2H−2
ε,ε (u, v)−K
2H−2
ε,η (u, v)].
Let us fous then on the estimation of this last term: by a deformation of ontour, we get
(remember that γ(s,t) is dened by (71))
A1ts(ε, η) =
∫
γ(s,t)
dz
∫
γ(s,t)
dw fts(z)fts(w)[K
2H−2
ε,ε (z, w)−K
2H−2
ε,η (z, w)],
hene, owing to (73), it is easily seen that:
∣∣A1ts(ε, η)∣∣ ≤ ‖f‖2∞,Π(s,t)
∫
γ(s,t)
|dz|
∫
γ(s,t)
|dw|
∣∣K2H−2ε,ε (z, w)−K2H−2ε,η (z, w)∣∣
≤ c‖f‖2∞,Π(s,t) |ε− η|
α |t− s|2H−α .
Clearly, this argument remains true for the other terms omposingAts(ε, η), whih ahieves
the proof.

Proof of Lemma 5.6. We have
E
[
‖
∫ t
s
e−µ(t−u)dXεu‖
2
]
= n
∫ t
s
du
∫ t
s
dv e−µ(t−u)e−µ(t−v)E[(Xε,(1))′u(X
ε,(1))′v],
with E[(Xε,(1))′u(X
ε,(1))′v] = cH
{
K2H−2ε,ε (u, v) +K
2H−2
ε,ε (v, u)
}
, whih gives, by an argu-
ment of symetry,
E
[
‖
∫ t
s
e−µ(t−u)dXεu‖
2
]
= c
∫ t
s
du
∫ t
s
dv e−µ(t−u)e−µ(t−v)K2H−2ε,ε (u, v).
In the latter integral, deform the line [s, t] into γ(s,t) for u and γ(s,t) for v. The result is
then a onsequene of (72). 
Proof of Lemma 5.7. It goes along the same lines as the previous proof, taking into a-
ount the fat that if z ∈ γ(s,t) ∪ γ(s,t),
|azs(µ)| ≤
∣∣e−µ(z−s) − 1∣∣λ ≤ µλ |z − s|λ ≤ µλ |s+ i(t− s)− s|λ ≤ c µλ |t− s|λ .

6.3. Proof of Lemma 5.9. As one might expet, the estimation of the variane of the
onvolutional Levy area X˜2,∆ts (dened by equation (62)) gives rise to more intriate al-
ulations. We shall distinguish the diagonal and non-diagonal terms, respetively denoted
by X˜
2,∆,(1,1)
ts and X˜
2,∆,(1,2)
ts , and use the fat that
E[‖X˜2,∆ts (ξ)‖
2] ≤ c
{
E[‖X˜2,∆,(1,1)ts (ξ)‖
2] + E[‖X˜2,∆,(1,2)ts (ξ)‖
2]
}
.
The diagonal term X˜
2,∆,(1,1)
ts
: For the sake of oniseness, denote Xε := Xε,(1). The
following property of Xε will be useful:
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Lemma 6.3. Let ε, η > 0, 0 ≤ s, t ≤ T . Then, for any α ∈ (0, 2H),
E[(Xεt −X
ε
s )
2] ≤ c1 |t− s|
2H , E[(Xεt −X
η
t )
2] ≤ c2 |ε− η|
α , (75)
E[({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2)2] ≤ c3 |t− s|
4H−α |ε− η|α
2/4H , (76)
where the onstants c1, c2, c3 do not depend on ε, η, s, t, α.
Proof. The rst (resp. seond) inequality is a diret onsequene of Lemma 5.6 (resp.
Lemma 5.3). Those two inequalities aount for (76). Indeed, we have, on the one hand,
E[({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2)2] ≤ c
{
E[(Xεt −X
ε
s )
4] + E[(Xηt −X
η
s )
4]
}
≤ c |t− s|4H .
On the other hand, using Hölder's inequality,
E[({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2
)2]
= E[{(Xεt −X
η
t )− (X
ε
s −X
η
s )}
2 {Xεt −X
ε
s +X
η
t −X
η
s }
2
]
≤ c
√
E[{(Xεt −X
η
t )− (Xεs −X
η
s )}
4
], (77)
and thus
E[({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2
)2] ≤ c
√
E[(Xεt −X
η
t )
4] + E[(Xεs −X
η
s )4]
≤ c |ε− η|α . (78)
Hene for any λ ∈ (0, 1), thanks to (77) and (78), we end up with
E
[
({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2)2
]
= Eλ
[
({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2
)2
]
E1−λ
[
({Xεt −X
ε
s}
2 − {Xηt −X
η
s }
2
)2
]
≤ c |t− s|4Hλ |ε− η|α(1−λ) ,
whih gives the result if we take λ = 1− α
4H
.

Reall from (60) that we have X˜
2,ε,(1,1)
ts (ξ) =
∫∞
0
dµ φˆ(µ) X
2,ε,(1,1)
ts (ξ, µ), with
X
2,ε,(1,1)
ts (ξ, µ) =
∫ t
s
du e−ξ(t−u)dXεu
∫ u
s
e−µ(u−v) dXεv . (79)
Our main eort will of ourse onern the estimation of
X
2,∆,(1,1)
ts . In the absene of
exponential weights like e−ξ(t−u), namely in the ase of the usual Levy area Aεts =∫ t
s
dXεu
∫ u
s
dXεv , the strategy is obvious (see [23℄): one an ompute expliitly A
ε
ts =
1
2
(Xεt − X
ε
s )
2
, from whih all the useful bounds an be easily dedued. The situation
is less simple here due to our exponential weights, but we will try to mimi the lassial
situation with a natural trik: integrate the exponential weights by parts.
More speially, for a xed ε > 0, sine Xε is a smooth proess, it is easily derived
from equation (79) that
X
2,ε,(1,1)
ts (ξ, µ) =
1
2
{
(Xεt )
2 − 2e−µ(t−s)XεsX
ε
t + e
−ξ(t−s)(Xεs )
2
}
+ R
ε,1
ts (ξ, µ) + R˜
ε,2
ts (ξ) +
R
ε,3
ts (ξ, µ),
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where the remainders
R
ε,1
, R˜ε,2 and R
ε,3
are dened by:
R
ε,1
ts (ξ, µ) = −µ
∫ t
s
du e−ξ(t−u)(Xε)′u
∫ u
s
dv e−µ(u−v)Xεv
R˜ε,2ts (ξ) = −
ξ
2
∫ t
s
du e−ξ(t−u)(Xεu)
2
R
ε,3
ts (ξ, µ) = (ξ − µ)X
ε
s
∫ t
s
du e−ξ(t−u)e−µ(u−s)Xεu.
A little more elementary algebrai manipulations yield then:
X
2,∆,(1,1)
ts (ξ, µ) =
1
2
{
(Xεt −X
ε
s )
2 − (Xηt −X
η
s )
2
}
+ (1− e−µ(t−s)) {XεsX
ε
t −X
η
sX
η
t }
+
1
2
(e−ξ(t−s) − 1)
{
(Xεs )
2 − (Xηs )
2
}
+ R
∆
ts(ξ, µ) :=
4∑
j=1
Kj, (80)
where, of ourse,
R
∆
ts(ξ, µ) =
R
∆,1
ts (ξ, µ) + R˜
∆,2
ts (ξ) +
R
∆,3
ts (ξ, µ). Reall that we have to
estimate E[(X˜
2,∆,(1,1)
ts (ξ))
2], and aording to (80), we will treat the dierent terms Kj
separately.
Study of K1 : The expeted value E[K
2
1 ] an be bounded easily thanks to (76), applied
for some xed α ∈ (0, 2H).
Study of K3 : By Hölder's inequality, we have
E
[(
(e−ξ(t−s) − 1)[(Xεs )
2 − (Xηs )
2]
)2]
≤ ξ2 |t− s|2E
[
(Xεs −X
η
s )
2(Xεs +X
η
s )
2
]
≤ ξ2 |t− s|2
√
E[(Xεs −X
η
s )2]
√
E[(Xεs −X
η
s )2(Xεs +X
η
s )4)
≤ c ξ2 |t− s|2 |ε− η|α/2 ,
where we have used (75) to get the last inequality.
Study ofK2 : Likewise, using the deompositionX
ε
sX
ε
t −X
η
sX
η
t = (X
ε
t −X
η
t )X
ε
s+X
η
t (X
ε
s−
Xηs ), we get, for any µ1, µ2 ≥ 0,
E[(1− e−µ1(t−s))(1− e−µ2(t−s)) {XεsX
ε
t −X
η
sX
η
t }]
≤ µ1 µ2 |t− s|
2 {E[(Xεt −X
η
t )X
ε
s ] + E[X
η
t (X
ε
s −X
η
s )]} (81)
≤ c µ1 µ2 |t− s|
2
{√
E[(Xεt −X
η
t )
2] +
√
E[(Xεs −X
η
s )2]
}
≤ c µ1 µ2 |t− s|
2 |ε− η|α/2 .
Study of K4 : For our purposes, it remains in fat to estimate E[
R
∆
ts(ξ, µ1)
R
∆
ts(ξ, µ2)] for
any µ1, µ2 ≥ 0. This expression an be deomposed into
E[R
∆
ts(ξ, µ1)
R
∆
ts(ξ, µ2)]
=
∑
i,j∈{1,3}
E[R
∆,i
ts (ξ, µ1)
R
∆,j
ts (ξ, µ2)] +
∑
k∈{1,3}
∑
l∈{1,2}
E[R˜∆,2ts (ξ)
R
∆,k
ts (ξ, µl)] + E[R˜
∆,2
ts (ξ)
2],
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whose terms will be treated again separately. For the last term, we have, just as above,
E[R˜∆,2ts (ξ)
2] = E[(R˜ε,2ts (ξ)− R˜
η,2
ts (ξ))
2]
≤
ξ2
4
∫ t
s
du
∫ t
s
dv E
[{
(Xεu)
2 − (Xηu)
2
}{
(Xεv)
2 − (Xηv )
2
}]
≤ c ξ2 |t− s|2 |ε− η|α/2 .
By the same arguments, we easily dedue
E[R˜∆,2ts (ξ)
R
∆,3
ts (ξ, µi)] ≤ c ξ |ξ − µi| |t− s|
2 |ε− η|α/2 for i ∈ 1, 2.
To deal with E[R
∆,3
ts (ξ, µ1)
R
∆,3
ts (ξ, µ2)], use the same trik as in (81) to dedue
E[R
∆,3
ts (ξ, µ1)
R
∆,3
ts (ξ, µ2)]
≤ |ξ − µ1| |ξ − µ2|
∫ t
s
du
∫ t
s
dv E [{XεsX
ε
u −X
η
sX
η
u} {X
ε
sX
ε
v −X
η
sX
η
v }]
≤ c |ξ − µ1| |ξ − µ2| |t− s|
2 |ε− η|α/2 .
In order to handle the terms involving
R
1,∆
ts , we resort again to the integration by parts
method, whih yields:
R
1,ε
ts (ξ, µ) = c
{
µA
ε
ts(ξ, µ) + µ(ξ − µ)
Bts(ξ, µ)
}
,
where
A
ε
ts(ξ, µ) = −X
ε
t
∫ t
s
du e−µ(t−u)Xεu +
∫ t
s
du e−ξ(t−u)(Xεu)
2,
B
ε
ts(ξ, µ) =
∫ t
s
du e−ξ(t−u)Xεu
∫ u
s
dv e−µ(u−v)Xεv .
Then it is readily heked, by some elementary omputations, that:
E[R
∆,1
ts (ξ, µi)
R
∆,1
ts (ξ, µj)] ≤ c |t− s|
2 |ε− η|α/2
{
1 + ξ2
} 2∏
k=1
{
1 + µ2l
}
E[R
∆,1
ts (ξ, µi)R˜
∆,2
ts (ξ)] ≤ c |t− s|
2 |ε− η|α/2
{
µiξ + µiξ
2 + µ2i ξ
}
E[R
∆,1
ts (ξ, µi)
R
∆,3
ts (ξ, µj)] ≤ c |t− s|
2 |ε− η|α/2
{
1 + ξ2
} 2∏
l=1
{
1 + µ2l
}
.
It is also easily seen, by means of the same onsiderations, that:
E[ X
2,∆,(1,1)
ts (ξ, µ1)
X
2,∆,(1,1)
ts (ξ, µ2)] ≤ c |t− s|
4H−α |ε− η|κ
{
1 + ξ2
} 2∏
i=1
{
1 + µ2l
}
,
for some κ > 0.
Finally, gathering all the estimates we have provided so far, and assuming the ondition∫∞
0
dµ |φˆ(µ)| {1 + µ2} <∞ on φ, we end up with the announed estimation, that is
E[(X˜
2,∆,(1,1)
ts (ξ))
2] ≤ c |t− s|4H−α εκ
{
1 + ξ2
}
, (82)
for a ertain stritly positive κ.
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The o-diagonal term X˜
∆,(1,2)
ts
: Reall that X˜
ε,(1,2)
ts is dened by:
X˜
ε,(1,2)
ts
∫ ∞
0
dy φˆ(y)
∫ t
s
dx
∫ x
s
dv e−ξ(t−x)e−y(x−v)(Xε,(1))′x(X
ε,(2))′v.
Hene, the moment E[(X˜
∆,(1,2)
ts )
2] an be written as
E
[
|X˜∆,(1,2)ts (ξ)|
2
]
=
∫ ∞
0
dy1 φˆ(y1)
∫ ∞
0
dy2 φˆ(y2)
∫ t
s
∫ t
s
∫ x1
s
∫ x2
s
dx1 dx2 dx3 dx4 M˜
ε,η
x1x2x3x4
, (83)
with
M˜ε,ηx1x2x3x4 = e
−ξ(t−x1)e−y1(x1−x3)e−ξ(t−x2)e−y2(x2−x4)E
[{
(Xε,(1))′x1(X
ε,(2))′x3−
(Xη,(1))′x1(X
η,(2))′x3
}{
(Xε,(1))′x2(X
ε,(2))′x4 − (X
η,(1))′x2(X
η,(2))′x4
}]
.
But aording to our onvention (74) for the frational Brownian kernel, we an write
E
[
(Xε,(1))′x1(X
ε,(2))′x3(X
ε,(1))′x2(X
ε,(2))′x4
]
(84)
= E
[
(Xε,(1))′x1(X
ε,(1))′x2
]
E
[
(Xε,(2))′x3(X
ε,(2))′x4
]
= c2H
{
K2H−2ε,ε (x1, x2) +K
2H−2
ε,ε (x2, x1)
}{
K2H−2ε,ε (x3, x4) +K
2H−2
ε,ε (x4, x3)
}
,
where we have used (58) in order to ompute expressions like E[(Xε,(1))′x1(X
ε,(1))′x2]. In
the same way, one an hek that
E
[
(Xε,(1))′x1(X
ε,(2))′x3(X
η,(1))′x2(X
η,(2))′x4
]
= c2H
{
K2H−2ε,η (x1, x2) +K
2H−2
ε,η (x2, x1)
}{
K2H−2ε,η (x3, x4) +K
2H−2
ε,η (x4, x3)
}
, (85)
so that the dierene between Expressions (84) and (85), denoted by ∆ε,ηx1x2x3x4, an be
deomposed as ∆ε,η = c2H{A˜
ε,η + B˜ε,η + C˜ε,η + D˜ε,η}, with
A˜ε,ηx1x2x3x4 =
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
K2H−2ε,ε (x3, x4)
+K2H−2ε,η (x1, x2)
{
K2H−2ε,ε (x3, x4)−K
2H−2
ε,η (x3, x4)
}
= A˜ε,η,1x1x2x3x4 + A˜
ε,η,2
x1x2x3x4 ,
B˜ε,ηx1x2x3x4 =
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
K2H−2ε,ε (x4, x3)
+K2H−2ε,η (x1, x2)
{
K2H−2ε,ε (x4, x3)−K
2H−2
ε,η (x4, x3)
}
= B˜ε,η,1x1x2x3x4 + B˜
ε,η,2
x1x2x3x4 ,
C˜ε,ηx1x2x3x4 =
{
K2H−2ε,ε (x2, x1)−K
2H−2
ε,η (x2, x1)
}
K2H−2ε,ε (x3, x4)
+K2H−2ε,η (x2, x1)
{
K2H−2ε,ε (x3, x4)−K
2H−2
ε,η (x3, x4)
}
,
D˜ε,ηx1x2x3x4 =
{
K2H−2ε,ε (x2, x1)−K
2H−2
ε,η (x2, x1)
}
K2H−2ε,ε (x4, x3)
+K2H−2ε,η (x2, x1)
{
K2H−2ε,ε (x4, x3)−K
2H−2
ε,η (x4, x3)
}
.
Thanks to Lemma 6.1, the treatment of A˜ε,η in the expression (83) beomes easy. Indeed,
we are allowed to deform the expression
Aε,η,1 =
∫ t
s
dx1
∫ t
s
dx2
∫ t
s
dx3
∫ t
s
dx4 e
−ξ(t−x1)e−µ1(x1−x3)e−ξ(t−x2)e−µ2(x2−x4)A˜ε,η,1x1x2x3x4
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into
Aε,η,1 =
∫
γ(s,t)
dz1
∫
γ(s,t)
dw1 e
−ξ(t−z1)e−ξ(t−w1)
{
K2H−2ε,ε (z1, w1)−K
2H−2
ε,η (z1, w1)
}
∫
γ(s,t)(z1)
dz2
∫
γ(s,t)(w1)
dw2 e
−µ1(z1−z2)e−µ2(w1−w2)K2H−2ε,ε (z2, w2), (86)
where γ(s,t)(z) stands for the path γ(s,t) stopped at z, dened similarly to [23, Proof of
Theorem 3.4℄. Hene, invoking (72) and (73), we get
∣∣Aε,η,1∣∣ ≤ ∫
|γ(s,t)|
|dz|
∫
|γ(s,t)|
|dw|
∣∣K2H−2ε,ε (z, w)−K2H−2ε,η (z, w)∣∣∫
|γ(s,t)|
|dz|
∫
|γ(s,t)|
|dw|
∣∣K2H−2ε,ε (z, w)∣∣ ≤ c |t− s|4H−α |ε− η|α .
The same arguments hold for A˜ε,η,2, as well as for D˜ε,η.
The estimation for B˜ε,η and C˜ε,η is less obvious, sine we must ope with integrals of
the form
Bε,η,1 =
∫ t
s
dx1
∫ t
s
dx2 e
−ξ(t−x1)e−ξ(t−x2)
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
∫ x1
s
dx3
∫ x2
s
dx4 e
−µ1(x1−x3)e−µ2(x2−x4)K2H−2ε,ε (x4, x3),
for whih the omplex deformation (86) is not allowed (K2H−2ε,ε (w2, z2) would be ill-dened
for small ε, sine −i(w2 − z2) might be negative, see [23℄ for a further explanation). In
fat, the result is a onsequene of the tehnial lemma below. Indeed, with our notations,
(88) is equivalent to∣∣Bε,η,1ts ∣∣ ≤ c |t− s|4H−α εα(1 + ξ2)(1 + µ21)(1 + µ22),
whih, as
∫∞
0
dµ |φˆ(µ)|(1 + µ2) < ∞, gives an aurate bound for our purposes. To
onlude with, it only remains to observe that the reasoning whih leads to (88) an be
easily adapted to B˜ε,η,2. The term C˜ε,η is then handled with an argument of symmetry.
Putting all our estimates together, we have thus proved that
E[(X˜
2,∆,(1,2)
ts (ξ))
2] ≤ c |t− s|4H−α εα
{
1 + ξ2
}
, (87)
for a ertain α > 0.
Owing to inequalities (82) and (87), the proof of Lemma 5.9 is now easily nished. We
are thus only left with the proof of the following lemma:
Lemma 6.4. Let s < t, ξ, µ1, µ2 > 0, and set
Qε,ηts (ξ, µ1, µ2) =
∫ t
s
dx1
∫ t
s
dx2 e
−ξ(t−x1)e−ξ(t−x2)
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
∫ x1
s
dx3
∫ x2
s
dx4 e
−µ1(x1−x3)e−µ2(x2−x4)K2H−2ε,ε (x4, x3).
Then, for any α < 4H − 1, we have
∣∣Qε,ηts (ξ, µ1, µ2)∣∣ ≤ c |t− s|4H−α εα(1 + ξ2) 2∏
l=1
(1 + µ2l ), (88)
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where the onstant c does not depend on s, t, ε, η, ξ, µ1, µ2.
Proof. First, notie that the estimation is obvious if t−s ≤ 2ε, sine then |K2H−2ε,ε (x4, x3)|
≤ |t− s|2H−2 and
|K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)| ≤ c ε
2H−2−α |ε− η|α ≤ c |t− s|2H−2−α εα.
From now on, we thus assume that 2ε < t−s. The strategy in order to ontrol our multiple
integral Qε,ηts (ξ, µ1, µ2) onsists then in two main steps: (i) Handle the exponential weights
by means of suessive integrations by parts (reall that Xε is a smooth proess for a given
ε > 0). (ii) Control the singularities of the fBm kernel by a onvenient deformation of
ontour.
A rst appliation of the integration by parts trik gives the following identity:∫ x1
s
dx3
∫ x2
s
dx4 e
−µ1(x1−x3)e−µ2(x2−x4)K2H−2ε,ε (x4, x3)
= c1
{
K2Hε,ε (x2, x1)− e
−µ1(x1−s)K2Hε,ε (x2, s)− e
−µ2(x2−s)K2Hε,ε (s, x1)
+e−µ1(x1−s)e−µ2(x2−s)(2ε)2H
}
+ c2R˜x1x2(µ1, µ2)
= c1
{
A2εx1x2 + B˜
2ε
x1x2(µ1) + C˜
2ε
x1x2(µ2) + D˜
2ε
x1x2(µ1, µ2)
}
+ c2R˜x1x2(µ1, µ2), (89)
where R˜ an be further deomposed into R˜x1x2(µ1, µ2) = R˜
1
x1x2(µ1, µ2) + R˜
2
x1x2(µ1) +
R˜3x1x2(µ1, µ2), with:
R˜1x1x2(µ1, µ2) = c µ2
∫ x1
s
dx3
∫ x2
s
dx4 e
−µ1(x1−x3)e−µ2(x2−x4)K2H−1ε,ε (x4, x3)
R˜2x1x2(µ1) = c µ1
∫ x1
s
dx3 e
−µ1(1−x3)K2Hε,ε (x2, x3)
R˜3x1x2(µ1, µ2) = c µ1
∫ x1
s
dx3 e
−µ1(x1−x3)e−µ2(x2−s)K2Hε,ε (s, x3).
We have thus proved that
Qε,ηts (ξ, µ1, µ2) = I˜ts(ξ) +

IIts(ξ, µ1, µ2) +

IIIts(ξ, µ1, µ2) +

IVts(ξ, µ1, µ2) + c2R˜x1x2(µ1, µ2),
with
I˜ts(ξ) =
∫ t
s
dx1
∫ t
s
dx2m
ε,η
x1,x2
(ξ)K2Hε,ε (x2, x1)

IIts(ξ, µ1, µ2) =
∫ t
s
dx1
∫ t
s
dx2m
ε,η
x1,x2
(ξ)B˜2εx1x2(µ1, µ2)

IIIts(ξ, µ1, µ2) =
∫ t
s
dx1
∫ t
s
dx2m
ε,η
x1,x2
(ξ)C˜2εx1x2(µ1, µ2)

IVts(ξ, µ1, µ2) =
∫ t
s
dx1
∫ t
s
dx2m
ε,η
x1,x2
(ξ)D˜2εx1x2(µ1, µ2),
where we have set mε,ηx1,x2(ξ) = e
−ξ(t−x1)e−ξ(t−x2){K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)}. We will
now estimate these 4 terms separately.
To begin with, let us onsider the ase of I˜ts(ξ): an elementary hange of variables
(u = x1 − x2, v = x2) yields:
I˜ts(ξ) =
∫ t−s
−(t−s)
du f ξts(u)
{
(−iu + 2ε)2H−2 − (−iu+ ε+ η)2H−2
}
(iu+ 2ε)2H ,
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where
f ξts(u) = 1{u≤0}
∫ t
s−u
dv e−ξ(t−u−v)e−ξ(t−v) + 1{u≥0}
∫ t−u
s
dv e−ξ(t−u−v)e−ξ(t−v).
It is easily seen that for u ∈ (0, t− s),
f ξts(u) =
1
2ξ
{
e−ξu − e−ξ(t−s−u)e−ξ(t−s)
}
= f ξts(−u),
so that
I˜ts(ξ) = 2Re
(∫ t−s
0
du f ξts(u)
{
(−iu+ 2ε)2H−2 − (−iu+ ε+ η)2H−2
}
(iu+ 2ε)2H
)
.
Write the latter integral as
i2H
∫
[−2iε,t−s−2iε]
dz f ξts(z + 2iε)
{
(−iz + 4ε)2H−2 − (−iz + 3ε+ η)2H−2
}
z2H , (90)
and deform the line [−2iε, t− s−2iε] into a four-part ontour γε,(t−s) = γ1ε,(t−s)∪γ
2
ε,(t−s)∪
γ3ε,(t−s)∪γ
4
ε,(t−s), where γ
1
ε,(t−s) runs along the half-irle entered at the origin from −2iε to
2iε in {z : Re z ≥ 0}, γ2ε,(t−s) is the line [2iε, i(t−s)], γ
3
ε,(t−s) the line [i(t−s), t−s+i(t−s)]
and γ4ε,(t−s) the line [t− s+ i(t− s), t− s− 2iε].
−2iε
i(t− s)
2iε
t− s
γ1
γ2
γ3
γ4
Figure 2. Deformation of [−2iε, t− s− 2iε]
Using the deomposition
e−ξu − e−ξ(t−s−u)e−ξ(t−s) = e−ξ(t−s−u)(1− e−ξ(t−s))− (e−ξ(t−s−u) − 1) + (e−ξu − 1),
it is readily heked that supz∈γε,(t−s) |f
ξ
ts(z + 2iε)| ≤ c |t− s|. The estimation of (90) on
eah of the γiε,(t−s)'s is then a matter of elementary alulations, that we proeed to detail
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now: for γ1ε,(t−s), one has, if y ∈ [η, ε] and θ ∈ [−π/2, π/2], that | − 2iε e
iθ + 3ε+ y| ≥ ε.
Thanks to the fat that ε < (t− s)/2, this leads to
∣∣∣ ∫
γ1
ε,(t−s)
dz f ξts(z + 2iε)
{
(−iz + 4ε)2H−2 − (−iz + 3ε+ η)2H−2
}
z2H
∣∣∣
≤ c |t− s| ε4H−1 ≤ c |t− s|4H−α εα.
For the upper bound on the path γ2ε,(t−s), notie that if x ∈ [2ε, t− s], y ∈ [η, ε], then of
ourse |x+ 3ε+ y| ≥ x. Thus, for a small enough positive parameter α, we obtain:∣∣∣ ∫
γ2
ε,(t−s)
dz f ξts(z + 2iε)
{
(−iz + 4ε)2H−2 − (−iz + 3ε+ η)2H−2
}
z2H
∣∣∣
≤ c |t− s|
∫ t−s
2ε
dx x2H(x2H−2−α |ε− η|α)
≤ c |t− s|4H−α εα
∫ 1
0
dx x4H−2−α ≤ c |t− s|4H−α εα,
sine, by hypothesis, 2+α−4H < 1. For γ3ε,(t−s), start with |t− s− iu+ 3ε+ y| ≥ |t− s|
if u ∈ [0, t− s], y ∈ [η, ε], to dedue∣∣∣ ∫
γ3
ε,(t−s)
dz f ξts(z + 2iε)
{
(−iz + 4ε)2H−2 − (−iz + 2ε+ η)2H−2
}
z2H
∣∣∣
≤ c |t− s|
∫ t−s
0
du |t− s|2H−2−α |ε− η|α |i(t− s) + u|2H ≤ c |t− s|4H−α εα.
Finally, as far as γ4ε,(t−s) is onerned, observe that for any v ∈ [0, t − s + 2ε], y ∈ [η, ε],
|−i(t− s) + (t− s)− v + 3ε+ y| ≥ |t− s|, and thus∣∣∣ ∫
γ4
ε,(t−s)
dz f ξts(z + 2iε)
{
(−iz + 4ε)2H−2 − (−iz + 2ε+ η)2H−2
}
z2H
∣∣∣
≤ c |t− s|
∫ t−s+2ε
0
dv |t− s|2H−2−α |ε− η|α |t− s+ i(t− s)− iv|2H
≤ c |t− s|4H−α εα.
Therefore, these four elementary bounds, omputed on the paths γ1ε,(t−s) up to γ
4
ε,(t−s),
allow to laim that |I˜ts(ξ)| ≤ c |t− s|
4H−α εα.
Consider now the term

IVts(ξ, µ1, µ2): it is readily heked that

IVts(ξ, µ1, µ2) = (2ε)
2H
∫ t
s
dx1
∫ t
s
dx2 e
−ξ(t−x1)e−ξ(t−x2)e−µ1(x1−s)e−µ2(x2−s){
(−i(x1 − x2) + 2ε)
2H−2 − (−i(x1 − x2) + ε+ η)
2H−2
}
,
and perform the same deformation as in Lemma 6.1 to dedue
| IVts(ξ, µ1, µ2)| ≤ c (2ε)
2H |t− s|2H−α |ε− η|α ≤ c |t− s|4H−α εα.
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In order to deal with

IIts(ξ, µ1, µ2), notie that

IIts(ξ, µ1, µ2) =
∫ t
s
dx1
∫ t
s
dx2 e
−ξ(t−x1)e−ξ(t−x2)e−µ1(x1−s)
K2Hε,ε (x2, s)
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
,
and write, by means of another integration by parts,∫ t
s
dx1 e
−ξ(t−x1)e−µ1(x1−s)
{
K2H−2ε,ε (x1, x2)−K
2H−2
ε,η (x1, x2)
}
= c
[
e−µ1(t−s)
{
K2H−1ε,ε (t, x2)−K
2H−1
ε,η (t, x2)
}
− e−ξ(t−s)
{
K2H−1ε,ε (s, x2)−K
2H−1
ε,η (s, x2)
} ]
+ R
4
x2(ξ, µ1),
with
R
4
x2(ξ, µ1) = c (ξ − µ1)
∫ t
s
dx1 e
−ξ(t−x1)e−µ1(x1−s)
{
K2H−1ε,ε (x1, x2)−K
2H−1
ε,η (x1, x2)
}
.
Now, use the same strategy as for

Its(ξ, µ1, µ2), whih onsists here in writing
∫ t
s
dx2 e
−µ1(t−s)e−ξ(t−x2)K2Hε,ε (x2, s)
{
K2H−1ε,ε (t, x2)−K
2H−1
ε,η (t, x2)
}
= e−µ1(t−s)
∫
[2iε,t−s+2iε]
dz e−ξ(t−s−z)(−i)2Hz2H
{
(−i(t− s− z) + 4ε)2H−1 − (−i(t− s− z) + 3ε+ η)2H−1
}
and deforming the line [2iε, t− s+ 2iε] into
γε,(t−s) = γ
1
ε,(t−s)∪ [−2iε,−i(t−s)]∪ [−i(t−s), t−s− i(t−s)]∪ [t−s− i(t−s), t−s+2iε],
with γ1ε,(t−s) the half-irle entered at the origin from 2iε to −2iε in {z : Re z ≥ 0}. The
same kind of elementary estimations as for

Its(ξ, µ1, µ2) then lead to∣∣∣ ∫ t
s
dx2 e
−µ1(t−s)e−ξ(t−x2)K2Hε,ε (x2, s)
{
K2H−1ε,ε (t, x2)−K
2H−1
ε,η (t, x2)
} ∣∣∣
≤ c |t− s|4H−α εα.
Likewise,∣∣∣ ∫ t
s
dx2 e
−ξ(t−s)e−ξ(t−x2)K2Hε,ε (x2, s)
{
K2H−1ε,ε (s, x2)−K
2H−1
ε,η (s, x2)
} ∣∣∣
≤ c |t− s|4H−α εα,
and aordingly∣∣∣IIts(ξ, µ1, µ2)−
∫ t
s
dx2 e
−ξ(t−x2)K2Hε,ε (x2, s)
R
4
x2
(ξ, µ1)
∣∣∣ ≤ c |t− s|4H−α εα.
Those arguments an be easily adapted to

IIIts(ξ, µ1, µ2) to get∣∣∣ IIIts(ξ, µ1, µ2)−
∫ t
s
dx1 e
−ξ(t−x1)K2Hε,ε (s, x1)
R
5
x1(ξ, µ2)
∣∣∣ ≤ c |t− s|4H−α εα,
58 AURÉLIEN DEYA AND SAMY TINDEL
where
R
5
x1(ξ, µ2) = c(ξ − µ2)
∫ t
s
dx2 e
−ξ(t−x2)e−µ2(x2−s)
{
K2H−1ε,ε (x1, x2)−K
2H−1
ε,η (x1, x2)
}
.
We nally have to ope with the remainders R˜, R
4
, R
5
. Owing to the higher regularity
of those terms (as regards the kernels), it is rather lear that simple integration by parts
should be suient to reah the expeted bound.
Consider for instane the ase of
R
2
(ξ, µ1) dened by:
R
2
(ξ, µ1) ,
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2H−2ε,ε (x, y)−K
2H−2
ε,η (x, y)
}
R˜2xy(µ1)
= c µ1
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2H−2ε,ε (x, y)−K
2H−2
ε,η (x, y)
}
φµ1(x, y),
with φµ1(x, y) =
∫ x
s
du e−µ1(x−u)K2Hε,ε (y, u). Another integration by parts yields:
∫ t
s
dy e−ξ(t−y)
{
K2H−2ε,ε (x, y)−K
2H−2
ε,η (x, y)
}
φµ1(x, y)
=c
[ {
K2H−1ε,ε (x, t)−K
2H−1
ε,η (x, t)
}
φµ1(x, t)
− e−ξ(t−s)
{
K2H−1ε,ε (x, s)−K
2H−1
ε,η (x, s)
}
φµ1(x, s)
]
− c
∫ t
s
dy
{
K2H−1ε,ε (x, y)−K
2H−1
ε,η (x, y)
}
e−ξ(t−y)
{
ξ φµ1(x, y) +
∂φµ1
∂y
(x, y)
}
,
and thus, plugging this expression into the denition of
R
2
and integrating by parts again,
we obtain
R
2
(ξ, µ1) (91)
= c µ1
{[{
(2ε)2H − (ε+ η)2H
}
φµ1(t, t)− e−ξ(t−s)
{
K2Hε,ε (s, t)−K
2H
ε,η (s, t)
}
φµ1(s, t)
]
− e−ξ(t−s)
[ {
K2Hε,ε (t, s)−K
2H
ε,η (t, s)
}
φµ1(t, s)− e−ξ(t−s)
{
(2ε)2H − (ε+ η)2H
}
φµ1(s, s)
]}
+ R
2,1
(ξ, µ1) +
R
2,2
(ξ, µ1),
with
R
2,1
(ξ, µ1) = c µ1 ξ
∫ t
s
dx
∫ t
s
dy qε,ηxy (ξ)φ
µ1(x, y)
R
2,2
(ξ, µ1) = c µ1
∫ t
s
dx
∫ t
s
dy qε,ηxy (ξ)
∂φµ1
∂y
(x, y),
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where we have set qε,ηxy (ξ) = e
−ξ(t−x)e−ξ(t−y){K2H−1ε,ε (x, y) − K
2H−1
ε,η (x, y)}. Let us now
integrate those last two expressions by parts with respet to x: we obtain
R
2,1
(ξ, µ1)
=c1 µ1 ξ
∫ t
s
dy e−ξ(t−y)
[ {
K2Hε,ε (t, y)−K
2H
ε,η (t, y)
}
φµ1(t, y)
− e−ξ(t−s)
{
K2Hε,ε (s, y)−K
2H
ε,η (s, y)
}
φµ1(s, y)
]
+ c2 µ1 ξ
2
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2Hε,ε (x, y)−K
2H
ε,η (x, y)
}
φµ1(x, y)
+ c3 µ1 ξ
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2Hε,ε (x, y)−K
2H
ε,η (x, y)
} ∂φµ1
∂x
(x, y),
and the expression for
R
2,2
is
R
2,2
(ξ, µ1)
=c1 µ1
∫ t
s
dy e−ξ(t−y)
[ {
K2Hε,ε (t, y)−K
2H
ε,η (t, y)
} ∂φµ1
∂y
(t, y)
− e−ξ(t−s)
{
K2Hε,ε (s, y)−K
2H
ε,η (s, y)
} ∂φµ1
∂y
(s, y)
]
+ c2 µ1 ξ
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2Hε,ε (x, y)−K
2H
ε,η (x, y)
} ∂φµ1
∂y
(x, y)
+ c3 µ1
∫ t
s
dx
∫ t
s
dy e−ξ(t−x)e−ξ(t−y)
{
K2Hε,ε (x, y)−K
2H
ε,η (x, y)
} ∂2φµ1
∂y∂x
(x, y).
The following (easy) estimations ome then into play: whenever x, y ∈ [s, t], we have
|φµ1(x, y)| ≤ c |t− s|2H+1 ,
∣∣∣∣∂φµ1∂x
∣∣∣∣ ≤ c |t− s|2H {1 + µ1} ,
∣∣∣∣∂φµ1∂y
∣∣∣∣ ≤ c |t− s|2H {1 + µ1} ,
and if a ∈ R,
∣∣K2Hε,ε (a, 0)−K2Hε,η (a, 0)∣∣ ≤ c ε2H−1 |ε− η| ≤ c ε2H . Besides,
∂2φµ1
∂y∂x
(x, y) = c
{
K2H−1ε,ε (y, x)− µ1
∫ x
s
du e−µ1(x−u)K2H−1ε,ε (y, u)
}
.
Going bak to (91), the previous estimations nally give rise to
|R
2
(ξ, µ1)| ≤ c ε
2H |t− s|2H+1
{
µ1 + µ1ξ + µ1ξ
2 + µ21ξ + µ
2
1
}
,
whih leads to the expeted bound sine 2H + 1 > 4H − α and 2H > α.
The same arguments enable to handle R˜1, R˜3, R
4
, R
5
, whih ahieves the proof.

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