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Particulate systems have been widely studied because of its various phenomena and tight 
relationship with industry applications. In this dissertation, two types of computational models 
have been adopted to study two problems with different particulate systems: granular self-
organization inside a cylinder driven by an orbital-shaker and the optimal design of bypass line 
for an industrial-scale 8‑leg polyolefin loop reactor. 
In the first study, behavior of both single particle and multiple particles in a rotating 
cylinder has been modeled by discrete element method (DEM) to understand the mechanism of 
granular self-organization. Sets of studies have then been performed to study the effect of 
different parameters. This work may benefit the design and operation of equipment involving 
such kind of granular systems. Further, it serves as the validation of DEM modelling framework 
on a complex dynamical system with several degrees of self-organization in granular systems. 
In the second study, CFD simulations were applied to design optimal bypass line for a 
polyolefin 8-leg loop reactor. 2D CFD simulations were performed to qualitatively compare the 
slug dissipation processes of three types of bypass line connections. Then, 3D simulations were 
used to compare the effect of installation angle on the withdrawal rate of the solid phase into the 
bypass line. By combining these approaches, an optimal design of bypass line was recommended 
for the loop reactor considered in this study. This design approach can also be generally applied 
to design bypass lines for other loop reactor configurations. 
 
viii 
Chapter 1. Introduction 
Particulate systems are very common in nature. A lot of natural phenomena are related to 
particulate systems, such as volcanic ash, avalanches, erosion, sediment transport (Elghannay & 
Tafti, 2018) and so on. Granular systems have also fascinated physicist for the rich variety of 
phenomena that they exhibit and for the fundamental challenges that they offer in building 
generic models to describe their varied behavior. An excellent review can be found in Aranson 
and Tsimring (2006). When a monodispersed particulate system is vibrated in the vertical 
direction, particles form small heaps, which is well-known as the Faraday heaping phenomenon 
(Faraday, 1831). In a bi-disperse granular system particles form cylindrical or conical convection 
cells due to the particle segregation mechanism (Hu et al., 2014). A banding pattern due to 
particle segregation can be observed when a bidispersed particulate system is fluidized in 
concentric rotating cylinders (Conway, Shinbrot, & Glasser, 2004), which is quite similar to the 
Taylor-Couette flow (Taylor, 1923). Similar banding phenomena can also be observed in long 
rotating drums (Seiden & Thomas, 2011) and horizontally vibrating rectangular box (Krengel, 
Strobl, Sack, Heckel, & Poschel, 2013). When adding particles into a cylindrical vessel which is 
performing orbital rotating with high frequency, particles form a triangular-shape monolayer 
with a vertical side along the inner wall the vessel (D. Kumar, Nitsure, Bhattacharya, & Ghosh, 
2015). 
In addition, particulate systems are also encountered in many industrial applications in 
pharmaceutical, chemical and petroleum industries. For example, in the spheripol process of 
polymerization, polymer particles grow in the solid-fluid systems in loop reactor (Li et al., 2015; 
Luo, Su, & Wu, 2010) and then these particles will be transported to fluidized bed reactor (Deen, 
Annaland, Van der Hoef, & Kuipers, 2007) for further reaction. In petroleum industries, cutting 
 
transport has been widely studied because the generation of cuttings during the drilling process 
of a wellbore will cause drilling problems if these cuttings are not moved efficiently (Epelle & 
Gerogiorgis, 2018). During the hydraulic fracturing process, proppants, which are small 
particles, are added to the fluids to enhance the production (Mobbs & Hammond, 2001; Tsai, 
Fonseca, Degaleesan, & Lake, 2013). In pharmaceutical industry, particulate systems are also 
involved in palletization process (Politis & Rekkas, 2011). Studying the particulate system can 
help us understand the physics of these systems so that we can design and optimize the process 
equipment in a more efficient way. 
Computational simulation has become one of the popular choices to study these systems 
due to its advantages, the development of the numerical methods and computing power. 
Comparing to experiment, computational simulation has several advantages: (1) getting access to 
some properties, such as particle velocity and interaction forces, becomes possible without 
affecting the entire process; (2) testing different design options and operation conditions is 
available without rebuilding the experimental apparatus; (3) running computational simulation is 
relatively cheaper than conducting experiment. As mentioned above, particulate systems vary in 
compositions from dry powders, dominated by particle-particle collision, frictional forces 
(Borzsonyi, Ecke, & McElwaine, 2009), to wet mixtures, where cohesive/adhesive forces play an 
important role in determining the macroscopic dynamical behavior (Mitarai & Nakanishi, 2012; 
Schmelzle & Nirschl, 2018), to dense suspension flows in liquids, where, in addition to particle-
particle interaction, drag and lift forces modulate the entire dynamics thus requiring CFD-DEM 
coupling, so no single modelling frame work has emerged as satisfactory approach to capture 
such wide ranging behavior. Based on the type of the particulate system, different computational 
models were applied. At small scales, direct numerical simulation (DNS) was used to fully 
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resolve all the motions in the flow. This model provides high accuracy but requires huge 
computational resource. At intermediate scales, discrete element method (DEM) was used to 
model the particle by using Lagrangian method and fluid by using Eulerian method. Particle-
particle interaction is resolved in this model. At large scales, two fluid model (TFM) was 
adopted. In TFM, particles are modeled as continuous phase and kinetic theory of granular flow 
is applied. This model can be used to simulate industry-scale cases. 
In this dissertation, computational simulations were applied to understand the behavior of 
particles and fluids in particulate systems with different scales. These studies can help us find out 
the mechanism of related phenomena and optimal design of industrial processes. In chapter 2, 
computational simulations were carried out to study granular self-organization inside a cylinder 
driven by an orbital-shaker. Considering the scale of our study, the computational resource 
needed and the fact that some particle information such as particle position and velocity are 
critical to our study, we used DEM simulation as a main method of investigation. In chapter 3, 
CFD models were applied to study the optimal design of bypass line for an industrial-scale 8‑leg 
polyolefin loop reactor to manage slurry dispersion. A 2D single-phase CFD model with inert 
tracer was adopted to study the optimal connection type. A 3D Eulerian-Eulerian two fluid 
model was adopted to study the optimal installation angle of the bypass line. The last chapter is 





Chapter 2. A Study of Granular Self-Organization inside a Cylinder Driven 
by an Orbital-Shaker Using Discrete Element Model 
2.1 Introduction 
As mentioned in the introduction part, many phenomena have been found in particulate 
systems. One characteristic of a granular systems is their propensity to form regular self-
organizing patterns, very similar to fluid systems, such as Taylor vortices, Bernard cells and so 
on, in the transition regime towards turbulence due to various instability mechanisms. When a 
granular system is excited by external forces, particles exhibit a variety of patterns (Aranson & 
Tsimring, 2006). The pattern formation is governed by several factors including particle 
properties, and operating conditions. When the magnitude of excitation is large, chaotic 
dynamics ensues such as in spouted beds, pneumatic conveying etc. In addition to the particle 
property, operating conditions, i.e., vibration condition, also influence the pattern formation. 
Several related examples have been presented in the Introduction section. While strictly not a 
granular system, solids suspension in liquids also show spontaneous patterns under a variety of 
excitations. Boote and Thomas (1999) studied rimming flows with small amounts of solids 
addition to observe pattern formation. As another example mentioned in the Introduction section, 
in the slurry-phase loop reactor used in the polyolefin industry it is known that polymer particles 
segregate forming particulate ropes in the reactor (Li et al., 2015), particularly as it goes around 
bends. These particulate ropes eventually develop into slugs and cause the detrimental pump 
power swelling to the loop reactor (Li et al., 2017).  
In attempts to describe such phenomena in the continuum based modeling framework, 
often variety is introduced in the rheological description of the system, while in the DEM 
framework, variations occur in the friction/collision modes.  It is important to be able to 
understand the governing mechanisms, and describe them in an appropriate modelling 
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framework to be able to predict the pattern formation in granular systems which will provide 
confidence in the use of such models to enable innovations in the design and operations of 
processes involving granular systems. 
Recently, D. Kumar et al. (2015) reported interesting dynamical responses of particles 
dropped near the top wall of a cylindrical vessel that is placed on a shaker table.  As the particles 
descend due to gravity, they are interacting with the inner wall of the cylinder due to friction and 
centrifugal force created by the shaking motion. The pattern discovered in such a setup was 
named as the “granular self-organization by auto-tuning of friction” phenomenon. In their 
experiments, they first released a single particle into a cylinder in an orbital shaker. They 
observed that this particle descended downwardly with a constant average speed while rotating 
with the cylinder; it was also experiencing fast oscillations during its decent, with even an 
upward motion of the particle. Then they introduced multiple particles into the cylinder. 
Interestingly, these particles did not stack on the bottom of the cylinder like sand dune; instead, 
they organized into a monolayer on the inner wall, and this monolayer rotated with the cylinder. 
Although the positions of individual particles varied in time, they noticed that the overall shape 
of the monolayer remained robust. Furthermore, they gradually added more and more particles 
into the cylinder and noticed that this monolayer had the “self-similar”, but non symmetric 
pattern in their stacking process.  Based on their observations, D. Kumar et al. (2015) 
hypothesized that this granular self-organization was dominated by the auto-tuning of friction: 
since particles have substantially different sliding and rolling friction coefficients, they acquire a 
locally time-averaged friction coefficient within a large range of intermediate values in the 
system. By adjusting the internal states of each particle, i.e., sliding or rolling, the monolayer that 
is formed maintains its structure robustly. These observations were interpreted with a conceptual 
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model, but not one that is mechanistic in origin. It is our goal in this work to apply the DEM 
framework to check if the observed patterns can be simulated and additional insights gleaned 
from such simulations. 
This granular self-organization phenomenon has not been identified previously, and it is 
believed to exist extensively in nature (D. Kumar et al., 2015). Granular patterns similar to the 
granular self-organization has also been observed in other systems, for example, in a sideward 
flying bed reactor, which is used for the flash hydrogenation of coal and combustion of biomass 
(A. M. Squires, 2007; A.M. Squires, 2017). Therefore, a complete understanding of the granular 
organization phenomenon is essential to enhance the understanding of granular systems and 
direct the design and operation of equipment involving this phenomenon. 
Numerical simulations of complex dynamical systems have yielded deep insights on 
many observed phenomena. Among a variety of numerical methods, discrete element method 
(DEM) has attracted special research interests in studying dense granular flows. DEM tracks the 
motion of each individual particle in the Lagrangian reference frame and describes the 
interactions between particles by hard-sphere or soft sphere approaches. Wu, Ayeni, Berrouk, 
and Nandakumar (2014) have developed a parallel CFD-DEM code under the distributed 
memory environment. This code adopts an implicit two-phase coupling scheme to enhance 
numerical stability for complex dense particulate flows. It has been applied to simulate many 
applications in granular systems, such as the granular Rayleigh-Taylor instability (Yu, Wu, 
Berrouk, & Nandakumar, 2015), the granular segregation in non-circular rotating drums (Ayeni, 
Wu, Joshi, & Nandakumar, 2015) and the formation of granular patterns in a bubbling fluidized 
bed (de Oliveira, Ayeni, Wu, Nandakumar, & Joshi, 2017). It has successfully captured the 
pattern formation in these applications and showed excellent agreement of the key variables, i.e., 
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segregation index and average wave number, with the experimental observations. 
In this work, we applied the DEM code developed by Wu et al. (2014) to study the 
granular self-organization phenomenon, without the coupling to CFD. The objectives of this 
work are: (1) to test the capability of this code on predicting the pattern formation inside a 
cylinder on a shaker table and (2) to investigate the hypothesis proposed by D. Kumar et al. 
(2015) and understand the governing mechanisms of the granular self-organization phenomenon. 
Using this code, we first predicted the motion of a single particle in a shaker table configuration 
and then studied the formation of monolayers with multiple particles. The details about the DEM 
method and the modeling setup are presented in Section 2. In the following section, the 
predictions from the DEM simulations are presented, leading to the discussions about the 
governing mechanisms of the granular self-organization phenomenon. The DEM simulations 
captured the granular organization phenomenon reported by D. Kumar et al. (2015) successfully 
and implied that the interaction between particles and with the cylindrical wall determine the 
transition of particle states of motion and enables the auto-tuning of friction. Finally, series of 
parametric studies are presented. To the best of our knowledge, this work is the first time to 
study and explain the granular self-organization phenomenon through DEM simulations. This 
work may enhance the fundamental understanding of this phenomenon and provide insight to 
other applications involving similar granular patterns, in addition to providing credibility to the 
DEM framework for modelling such complex systems. 
2.2 Numerical Methods 
2.2.1 Granular system 
The granular system modeled in this work is identical to the one reported by D. Kumar et 
al. (2015). Figure 2.1 shows the motion of the cylindrical vessel. It is the classical shaker table 
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commonly used in chemistry and biology labs for mixing fluids and growing cultures. The 
cylindrical vessel is taken around a circular orbit at a constant angular velocity without changing 
its own orientation; in other words, every point on any part of the cylindrical wall will follow a 
circular orbit with a radius OC. When a particle is released into this vessel and its motion reaches 
the steady state, the trajectory of this particle oscillates around a line on the periphery of the 
cylinder. D. Kumar et al. (2015) named this line as “the reference line”. The reference line is 
noticed to have the maximum distance to the center of the orbit. When the particle is descending, 
its angular position with respect to the reference line, which is defined as “angle δ”, is recorded 
in the simulations. 
Table 2.1. Parameters used in DEM simulations 
Particle Properties  
Diameter 0.7 mm 
Density 2500 kg/m3 
Normal restitution coefficient 0.66 
Sliding friction coefficient 0.1 
Rolling friction coefficient 0.01 
Young's modulus 7.0E10 Pa 
Poisson ratio 0.25 
Size of  cylindrical vessel  
Height 60 mm 
Diameter 16 mm 
Parameters of Rotation  
Driving frequency 28 Hz 
Orbital radius 2.5 mm 
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The key parameters about the particles and the cylindrical vessel are listed in Table 2.1. 
These parameters are identical to those been reported in the experiments (D. Kumar et al., 2015). 
The rolling friction coefficient of particle was set to be 0.01, which is within the range of the 
reported values -- 0.01± 0.009 (D. Kumar et al., 2015). The sliding friction coefficient was set as 
0.1, which is one order of magnitude larger than the rolling friction coefficient. 
 
Figure 2.1. Illustration about motion of the cylindrical vessel. (A) Schematic description of the 
rotation. (B) Top view of the rotation. The red line on the top face marks the orientation of the 
cylindrical vessel, which does not change during the rotation. Point O marks the center of the 
bottom wall, and Point C marks the center of the orbit. The black line on the periphery shows the 
reference line. The blue circle shows the trajectory of the reference line during the rotation. The 
green circle shows the trajectory of Point O during the rotation. The black arrow shows the 
direction of rotation. Point P marks one position of a particle on its trajectory, and δ shows its 
angle related to reference line. The left figure shows a case where CO is much large than OM, 
while the right figure shows a more traditional setup where CO is much smaller than OM – i.e. 
orbital radius is much smaller than the cylinder radius. 
2.2.2 Discrete Element Method (DEM) 
The DEM describes the motion of each particle using the Newton’s law of motion. The 
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translational and rotational components of the particle velocity are computed by Eqs. (1) and (2), 
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 ( 2 - 2 ) 
where 𝑚𝑚𝑖𝑖 is the mass of particle i; Vi is the volume of particle i; 𝒖𝒖𝑖𝑖 is the translational velocity of 
this particle; 𝒈𝒈 is the gravitational vector; 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖  and 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖  describe the normal and tangential 
contact forces when particle i interacts with its neighboring particle j; 𝐼𝐼𝑖𝑖 is the moment of inertia 
of particle i; 𝝎𝝎𝑝𝑝𝑖𝑖 is the angular velocity of particle i; 𝑅𝑅𝑖𝑖 is the distance from the center of particle 





 ( 2 - 3 ) 
where Xi and Xj are positions of particle i and j, respectively. 
In this study, 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖  and 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖  adopt the expressions suggested by the non-linear Hertz-
Mindline model. The normal contact force can be written as (Tsuji, Tanaka, & Ishida, 1992): 
 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖 = �−𝐾𝐾𝑐𝑐𝛿𝛿𝑐𝑐
3/2 − 𝜂𝜂𝑐𝑐𝑽𝑽𝑖𝑖𝑖𝑖 ∙ 𝒏𝒏𝑖𝑖𝑖𝑖�𝒏𝒏𝑖𝑖𝑖𝑖 ( 2 - 4 ) 
δn is the particle normal displacement and can be written as: 
 𝛿𝛿𝑐𝑐 = 𝑟𝑟𝑖𝑖 + 𝑟𝑟𝑖𝑖 − �𝑿𝑿𝑖𝑖 − 𝑿𝑿𝑖𝑖� ( 2 - 5 ) 
where ri and rj are radius of particle i and particle j, respectively; ηn is the normal damping 
coefficient and can be written as: 
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 𝜂𝜂𝑐𝑐 = 𝛼𝛼�𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝐾𝐾𝑐𝑐𝛿𝛿𝑐𝑐
1
4 ( 2 - 6 ) 
where α is an constant related to restitution coefficient (Tsuji et al., 1992); meff is the effective 




 ( 2 - 7 ) 
where mi and mj are mass of particle i and particle j, respectively; Vij is the relative velocity of 
particle i and particle j, which can be written as: 
 𝑽𝑽𝑖𝑖𝑖𝑖 = 𝑽𝑽𝑖𝑖 − 𝑽𝑽𝑖𝑖 ( 2 - 8 ) 


















 ( 2 - 11 ) 
where Eeff is the effective Young’s modulus; reff is the effective radius; Ei and Ej are Young’s 
modulus of particle i and particle j, respectively; σi and σj are Poisson’s ratio of particle i and 
particle j, respectively. 
The tangential contact force can be written as (Wu et al., 2014): 
 𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖 = −𝐾𝐾𝑐𝑐𝜹𝜹𝑐𝑐 − 𝜂𝜂𝑐𝑐𝑽𝑽𝑐𝑐,𝑖𝑖𝑖𝑖 ( 2 - 12 ) 
δn is the particle tangential displacement and can be written as: 
 𝜹𝜹𝑐𝑐 = −𝒏𝒏𝑖𝑖𝑖𝑖 × �𝒏𝒏𝑖𝑖𝑖𝑖 × 𝜹𝜹𝑐𝑐0� + 𝑽𝑽𝑐𝑐,𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 ( 2 - 13 ) 
Where δt0 is the tangential displacement at the previous DEM time step; dt is the DEM time step; 
Vt,ij is the slip velocity of the contact point, which can be written as: 
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 𝑽𝑽𝑐𝑐,𝑖𝑖𝑖𝑖 = 𝑽𝑽𝑖𝑖𝑖𝑖 − �𝑽𝑽𝑖𝑖𝑖𝑖 ∙ 𝒏𝒏𝑖𝑖𝑖𝑖�𝒏𝒏𝑖𝑖𝑖𝑖 + �𝑟𝑟𝑖𝑖𝝎𝝎𝑖𝑖 + 𝑟𝑟𝑖𝑖𝝎𝝎𝑖𝑖� × 𝒏𝒏𝑖𝑖𝑖𝑖 ( 2 - 14 ) 
ηt is the tangential damping coefficient and can be written as: 
 𝜂𝜂𝑐𝑐 = 𝜂𝜂𝑐𝑐 ( 2 - 15 ) 


















 ( 2 - 18 ) 
where Geff is the effective shear modulus; Gi and Gj are shear modulus of particle i and particle j, 
respectively; σi and σj are Poisson’s ratio of particle i and particle j, respectively. If the following 
condition is valid: 
 �𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖� > 𝜇𝜇�𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖� ( 2 - 19 ) 
Reset 
 𝜹𝜹𝑐𝑐 = −
𝑭𝑭𝑐𝑐𝑐𝑐,𝑖𝑖𝑖𝑖
𝐾𝐾𝑐𝑐
 ( 2 - 20 ) 




 ( 2 - 21 ) 
where µ is the friction coefficient. 
Because of its magnitude is negligible compared to the particle interaction force and gravity 
force, the drag force between particle and the ambient air is not taken into account in this work. 
Hence this is a purely DEM simulation and the CFD coupling has not been invoked. 
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2.2.3 Simulation Setup 
In the first part of this work, the motion of a single particle in the rotating cylinder was 
modeled using the DEM code.  One particle was released from the top of the cylinder with an 
initial velocity of 1.84 m/s in the horizontal direction. Such a velocity enables the particle to 
reach the steady descending speed quickly. More details about the effect of an initial velocity on 
the particle trajectory and descending speed are shown in Appendix A. During the simulation, 
the position of the particle and its δ angle with respect to the reference line were tracked with 
time. These two variables were compared with the experimental measurement to validate the 
model.  
In the second part, multiple particles were introduced from the top of the cylinder. This 
study used up to 1000 particles to reproduce the monolayer observed in the experiments. In the 
DEM simulations, we observed that the monolayer usually formed within 6 s. In order to ensure 
the motion of monolayer to reach the steady state, the simulations were performed for at least 15 
s. The relevant information of each particle, such as the position, angle δ, translational velocity, 
rolling velocity and etc., were recorded during the simulations.  
The geometry and the mesh of the cylindrical vessel were generated using ANSYS 
Design Modeler and ANSYS Meshing, respectively. The DEM code was compiled in ANSYS 
Fluent through user-defined functions. The simulations were performed with one processor in the 
HPC Facility of Louisiana State University. Each simulation took about 72 hours of the 
computational time. 
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2.3 Results and Discussion 
2.3.1 Motion of a single particle in the rotating cylinder 
2.3.1.1 Predicted Particle Motion 
 In the first part of this work, we released only one particle into the rotating cylinder and 
studied the motion of this particle. Figure 2.2(A) plots the vertical location of this particle with 
respect to time. As indicated by this figure, the motion of this particle reaches the steady state in 
about 2 seconds, and the particle descends to the bottom of the cylinder in about 7 seconds. 
Figure 2.2(B) records the dynamic angle δ of this particle with respect to time. The consecutive 
peaks in this figure indicate that this particle oscillates around the reference line with the angle δ 
between -20° and 20°.  
Figure 2.2(C) illustrates the particle trajectory in one oscillation cycle, which is similar to the 
pendulum vibration. The particle motion can be summarized as four stages: 
Stage 1: Starting from Point 1 on the reference line, the particle moves towards –δ direction. It 
stops at Position 2, which has an -20° δ angle with the reference line. 
Stage 2: The particle starts moving back towards the reference line. After it returns to Position 3 
on the reference line, the particle continues to move towards the +δ direction.  
Stage 3: When it arrives at Position 4, which has a δ angle of 20° against the reference line, the 
particle again moves back towards –δ direction.  
Stage 4: At the end of this cycle, this particle returns to Position 5 on the reference line. Then a 
new cycle starts. 
 Interestingly, the predicted trajectory shows oscillations not only in the horizontal 
direction but also in the vertical direction. Although the vertical oscillation was not reported in 
Kumar et al.’s experiments, we believe it may exist as it was reported in other granular systems, 
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for example, in previous work from Gualtieri et al. (2006) and Pujol and Perez (2007). Since the 
vertical oscillation is apart from the topic, it is not discussed here. 
2.3.1.2 Model Validation 
 In their experiment, D. Kumar et al. (2015) described the motion of this particle through 
two variables -- the oscillation frequency and the descending speed. The measured oscillation 
frequency in their experiments was close to 14 Hz, which was about half of the driving 
frequency (Deepak Kumar, 2015; D. Kumar et al., 2015). The predicted oscillation frequency 
from the DEM simulation, as shown in Figure 2.2(B), is 13.5 Hz, which is very close to the 
experimental measurement.  
When the particle was released, Kumar et al. observed that it quickly reached a constant 
descending speed.  The measured descending speed from their experiments was 5±1.5 mm/s. The 
predicted descending speed from the DEM simulations, which corresponds to the slope of the 
curve shown in Figure 2.2(A), is 7 mm/s. Such a value is close to the upper bound of the 
experimental measurement.  
 
Figure 2.2. Predicted motion of a single particle in the rotating cylinder. (A) Recorded particle 
location in the vertical direction with time. (B) Recorded angle δ with time. (C) Particle positions 
in one oscillation cycle. Blue circles with numbers mark the positions of particle at different time 
stages.  These numbers also correspond to those in Figure 2.2(B). 
The reasonable agreement of the DEM predictions with the experimental measurement 
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indicates that the DEM simulations are able to capture the motion of a single particle in this 
rotating cylinder successfully. 
2.3.1.3 Governing mechanisms of horizontal oscillations 
 The oscillation in the particle trajectory is caused by the force imbalance acting on the 
particle and the relative motion between the particle and the cylinder. Three forces play roles in 
the particle motion: the gravity force, the centrifugal force and the frictional force. The 
centrifugal force on the particle can be written as (Deepak Kumar, 2015; D. Kumar et al., 2015): 
 𝐹𝐹𝑐𝑐 = 𝑚𝑚(2𝜋𝜋𝜋𝜋)2𝐷𝐷 ( 2 - 22 ) 
where 𝑚𝑚 is the mass of the particle, 𝜋𝜋 is the driven frequency and 𝐷𝐷 is the horizontal distance 
between the particle and the center of the orbital motion (CP). Decomposing the centrifugal force 
on the normal and tangential directions, the normal component 𝐹𝐹𝑁𝑁 and tangential component 𝐹𝐹𝑇𝑇 
are (Deepak Kumar, 2015; D. Kumar et al., 2015): 
 𝐹𝐹𝑁𝑁 =  𝑚𝑚(2𝜋𝜋𝜋𝜋)2(𝑅𝑅 + 𝑑𝑑 cos(𝛿𝛿)) ( 2 - 23 ) 
 𝐹𝐹𝑇𝑇 = −𝑚𝑚(2𝜋𝜋𝜋𝜋)2𝑑𝑑 sin(𝛿𝛿) ( 2 - 24 ) 
where 𝑅𝑅 is the radius of the cylindrical vessel (MO) and 𝑑𝑑 is the radius of the orbital motion (CO).  
The frictional force between the particle and the wall of the rotating cylinder can be written as 
(Deepak Kumar, 2015; D. Kumar et al., 2015): 
 𝐹𝐹𝐹𝐹 = 𝜇𝜇𝐹𝐹𝑁𝑁 ( 2 - 25 ) 
where µ is either the sliding or rolling frictional coefficient, depending on the state of motion. The 
direction of 𝐹𝐹𝐹𝐹 is in the + δ direction, which is opposite from that of the rotation. 
It is FT and FF that govern the oscillation of the particle trajectory. As indicated by Eqs. 
(5) and (6), the magnitudes of these two forces change with the particle location. Figure 2.3 
illustrates the direction of these forces at different stages, and Figure 2.4 shows the force 
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magnitudes of these forces with respect to the δ angle. As indicated by Figure 2.4, the magnitude 
of 𝐹𝐹𝐹𝐹 in the sliding state is one order of magnitude larger than that in the rolling state, and it is 
larger than FT for the entire range of δ angle. If 𝐹𝐹𝐹𝐹 were governed by that in the sliding state, FT 
could be balanced with FF, and the particle would not show the oscillation trajectory. Therefore, 
the particle motion is governed by the rolling state, and 𝐹𝐹𝐹𝐹 is governed by that in the rolling 
state.  
 
Figure 2.3. Forces on the particle at different stages: (A) Stages 1 and Stage 2 and (B) Stages 3 
and Stage 4. FC is the centrifugal force; FN is the normal component and FT is the tangential 
component of the centrifugal force; FF is the frictional force. 
In the above-mentioned four stages, FT changes its direction and magnitudes, leading to 
the oscillation trajectory: 
Stage 1: The particle moves ahead of the reference line in the - δ direction. In this stage, FT and 
FF have the same direction pointing to the + δ direction, as shown in Figure 2.3(A). The 
magnitude of FT increases as the particles moves away from the reference line while FF decreases 
slightly during this stage. These two forces tend to drag the particle back to the reference line; as 
a result, the particle decelerates and eventually stops at Point 2.  
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Stage 2: The particle moves from Point 2 to Point 3 in the + δ direction. In this stage, FT still 
points to the + δ direction, and its magnitude decreases as the particle approaches the reference 
line and vanishes at δ=0. Meanwhile, the magnitude of FF increases slightly. These two forces 
accelerate the particle moving towards the reference line.  
Stage 3: The particle moves from Point 3 to Point 4 in the + δ direction. As shown in Figure 
2.3(B), FT now points to the - δ direction, which counteracts with FN. In this stage, FT increases 
its magnitude while FF slightly reduces its magnitude. As shown in Figure 2.4, there exists an 
equilibrium position at δ ≈ 2o where FT = FF. Before reaching the equilibrium position, the 
particle accelerates as FT < FF. After passing the equilibrium position, the particle decelerates as 
FT > FF. Due to its inertial, the particle does not stop in this equilibrium location but continues to 
move. It eventually stops at Position 4. 
Stage 4: The particle moves from Point 4 to Point 5 in the - δ direction. In this stage, FT and FF 
still counteracts each other. The magnitudes of FT decreases, and the particle follows the reversed 
motion of Stage 3. The particle first accelerates till it reaches δ ≈ 2o, and then it decelerates after 
passing the equilibrium position. 
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Figure 2.4. Force magnitudes of 𝐹𝐹𝑇𝑇 and FF. FF in the figure corresponds to the rolling and sliding 
state of motion. 
2.3.2 Motion of multiple particles in the rotating cylinder 
2.3.2..1 Predicted monolayer from the DEM simulation 
When multiple particles are introduced to the cylinder (from the top), particles form a 
monolayer on the inner wall of the cylinder, as they descend. Figure 2.5(A) shows the observed 
monolayer reported by Kumar et al (Deepak Kumar, 2015; D. Kumar et al., 2015): the 
monolayer has a curved rear end and a vertical front edge which almost coincides with the 
reference line. Interestingly, the motion of the monolayer is different from that of a single 
particle. Instead of oscillating in the horizontal direction, the monolayer remains in the fixed 
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location close to the reference line and rotates with the cylinder.  
 
Figure 2.5. (A) Observed monolayer in Kumar et al.’s experiments (Deepak Kumar, 2015; D. 
Kumar et al., 2015). (B) Predicted monolayer from the DEM simulation with 1000 particles. The 
red line marks the location of the reference line. 
The DEM simulation captured the formation of the monolayer and its motion. As seen in 
Figure 2.5(B), the shape of the predicted monolayer from the DEM simulation is similar to that 
was observed in the experiments. In addition, the simulation results indicate that the relative 
position between the monolayer and the reference line doesn’t change with time, implying that 
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there is no relative motion between the monolayer and the reference line. 
2.3.2.2 Self-similar feature of the monolayer 
One unique feature of the granular organization phenomenon is the so-called “self-similar 
behavior”. In the experiments, the monolayer with a robust shape was observed when the number 
of particles in the cylinder is over 10, and the shapes of those monolayers consisting of different 
numbers of particles are similar to each other (D. Kumar et al., 2015). 
The self-similar manner is also observed in the DEM simulations. The simulations tested 
the granular systems with the number of particles ranging from 50 up to 1000. The monolayers 
were observed in all these simulations, when the particles were released from the top. The 
outlines of the predicted monolayers from these simulations are shown in Figure 2.6. As 
indicated by this figure, these monolayers have similar shapes, and their heights increases with 
the number of particles N. Besides, all these monolayers have their front edges close to the 
reference line, which agree with what was observed in the experiments. 
As seen in Figure 2.5 and Figure 2.6, the DEM simulation is able to predict the formation 
of monolayers and reproduce their self-similar manner. The good agreement between the DEM 
predictions and the experimental observations implies that the DEM model can capture the 
underlying physics that governs the monolayer formation. 
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Figure 2.6. Outlines of the predicted monolayers with different numbers of particles.  N stands 
for the total number of particles in each case. 
2.3.2.3 Review of the hypothesized auto-tuning of frictions from experiments 
Based on their experiments, D. Kumar et al. (2015) hypothesized that there exists the 
effect of auto-tuning of friction that maintains the robust shape of the monolayer. As discussed in 
Section 2.3.1.3, when there is only one particle in the rotating cylinder, the frictional force FF 
acting on the particle is governed by that in the rolling state, which is smaller than FT for most of 
δ locations. The unbalanced forces between FT and FF result in oscillation in the horizontal 
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direction. However, the monolayer with multiple particles does not show such oscillation, 
indicating that FT and FF acting on those particles in the monolayer are balanced. Therefore, D. 
Kumar et al. (2015) hypothesized it is the effect of auto-tuning of friction that provides the extra 
mechanism to balance the forces. 
D. Kumar et al. (2015) hypothesized that particles can have a time-averaged value of 
frictional coefficient µ by transitioning between the rolling and sliding states. As seen in Figure 
2.4, if a particle motion is in the sliding state, the magnitude of FT is smaller than FF. By the 
auto-tuning of µ through intermittent rolling and sliding motion, FT and FF can be balanced in 
their magnitudes. In addition, D. Kumar et al. (2015) argue that µ is a self-adjusting variable, 
which depends on the δ position of the particle. Those particles in the front edge, which have 
small δ angles, are in the rolling state thus have a small µ; those particles in the rear end which 
have large δ angles are in the sliding state thus have a large µ. Those particles in the intermediate 
positions shift between the rolling and sliding states thus have µ values in the range. However, 
their hypotheses could not be verified due to the challenges in obtaining detailed individual 
particle status in an experiments. Also, they did not explain the mechanism that determines the 
particle state of motion. 
From Figure 2.5(A), one may notice that the monolayer observed in the experiments 
shows void space, especially in those regions close to the front edge. D. Kumar et al. (2015) 
attributes them to the mechanical noise in the experiments. It is believed that the mechanical 
noise stochastically breaks the contact between particles and transitions the particle motion from 
sliding to rolling, forming the void space. 
In summary, D. Kumar et al. (2015) conclude that the effect of auto-tuning of friction 
together with the mechanical noise maintain the overall force balance thus generates a robust, 
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reproducible structure. 
2.3.2.4 Verification of auto-tuning effect 
As the DEM simulations did not include any mechanical noise, the predicted monolayers 
are closely packed without any void space, as seen in Figure 2.5(B). Nevertheless, the predicted 
monolayer shows the similar shape as the one observed from the experiments, implying that the 
monolayer can maintain its robust shape without the mechanical noise. The only role of 
mechanical noise if any is the slightly increase the inter-particle spacing. 
As hypothesized by D. Kumar et al. (2015), particles in the monolayer have different 
states of motion, leading to varying FF on each particle. In order to verify this hypothesis, the 
distribution of particle rolling speeds in the monolayer is plotted in Figure 2.7. As estimated by 
Eq. (7), the maximum rolling speed of a particle in the rolling state can reach 4000 rad/s. 
 𝜔𝜔𝑝𝑝𝑟𝑟𝑝𝑝 = 2𝜋𝜋𝜋𝜋𝑅𝑅 ( 2 - 26 ) 
where ωp is the rolling speed of particle, rp is the radius of particle. 
In contrast, a particle in a pure sliding state has a rolling speed close to 0 rad/s. Based on 
the magnitude of particle rolling speeds, Figure 2.7 suggests that there exist three distinct regions 
in the monolayer: (a) Region 1: in the boundary of the monolayer, particles have high rolling 
speeds between 3800 to 4000 rad/s; (b) Region 3: in the bottom of the monolayer, particles have 
low rolling speeds ranging from 0 to 1000 rad/s; (c) Region 2: in the center of the monolayer, the 
rolling speeds of particles ranges from 1000 rad/s. According to Figure7, one may conclude that 
particles in Region 1 are governed by the rolling state, and those in Region 3 are governed by the 
sliding state. The motion of particles in Region 2 transitions between rolling and sliding. 
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Figure 2.7. Distribution of average particle rolling speed in the monolayer. Rolling speed of 
particles from 6s to 15s is averaged. Different colors stand for different rolling speed (rad/s). 
Figure 2.8, which plots the standard deviation (calculated by Eqn (8)) of particle rolling 
speeds in the monolayer, provides additional evidence about the transitioning of states in Region 
2. In Region 1 and Region 3, particles have relative small standard deviations, indicating that 
particles tend to maintain their state of motion. In contrast, the standard deviation in Region 2 is 
large, suggesting that particles tend to transition its state of motion. The transition of states can 
result in spontaneous changes of friction of coefficient µ. 
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 ( 2 - 27 ) 
 
Figure 2.8. Distribution of standard deviation of rolling speed of each particle. Different colors 
stand for different standard deviation. 
Figure 2.7 and 2.8 verified the hypotheses of D. Kumar et al. (2015) about the different 
particle states of motion. However, Region 1 where particles are in the rolling states is slightly 
different from what was described by D. Kumar et al. (2015). According to their hypothesis of 
auto-friction effect, the rolling particles can only appear in the front edge where particles have 
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small δ angles. However, Figure 2.7 indicate that particles in the boundary of the monolayer, even 
those with large δ angles, are in the rolling state. The discrepancy can be explained from the 
intensity of particle interactions, which determines the particle motion of states.  
2.3.2.5 Effect of particle interactions 
The modeling results imply that the particle-particle interaction determines the particle 
motion of states and contributes to the force balance in the monolayer. Figure 2.9 plots the 
averaged particle-particle interaction forces in the normal direction of each particle. This figure 
suggests that the distribution of particle-particle interaction force is similar to that of the particle 
rolling speeds: those particles in Region 1 have small interaction forces thus less interaction 
intensity; in contrast, those particles in Region 3 have relatively large interaction forces thus high 
interaction intensity. 
The distribution of particle interaction force consequently determines the particle state of 
motion. Particles in Region 1 are close to the boundary and have less intensity to interaction with 
other particles; therefore, these particles are free to roll, and their motion is dominated by the 
rolling state. Particles in Region 2 have intermediate interaction intensity, and their transition of 
states are determined by the spontaneous interactions with their neighboring particles. Once a 
particle interacts with the other particles frequently and the frictions exerted by their neighbors 
exceed certain threshold, this particle transitions their motions from rolling to sliding; vice versa, 
its motion transitions from sliding back to rolling when it has less contact frequency with their 
neighbors. In Region 3, particles contact each other frequently, and particles are difficult to roll 




Figure 2.9. Time-averaged particle-particle interaction force (N) in the normal direction on each 
particle. 
2.3.3 Parametric Study of the Shape of the Monolayer 
2.3.3.1 Effect of friction coefficient 
As a very important factor of the formation of monolayer, friction coefficients are related 
to the force balance of the monolayer, hence some features of the monolayer will be affected by 
changing the friction coefficients. Figure 2.10 shows monolayers from three cases with different 
sliding friction coefficients (SFC) while rolling friction coefficients (RFC) are kept the same. 
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As shown in previous sections, for a single particle, tangential component of centrifugal 
force and friction have the same direction that points to the reference line when δ < 0, while they 
have opposite direction on particles when δ > 0. Therefore, the tangential component of centrifugal 
force on particles with δ < 0 and frictions on both sides are used to balance the tangential force on 
particles with δ > 0. If all the particles stay in the region with δ > 0 and the friction is not large 
enough to balance the tangential component of centrifugal force, some particles near the front edge 
will be pushed beyond the reference line in order to balance the remaining forces. By reducing the 
sliding friction coefficient, sliding friction on sliding particles are decreased, so more particles 
beyond the reference line are needed to balance the decrease of sliding friction. Compared to the 
monolayer in Figure 2.10(B), the one in Figure 2.10(A) has more particles beyond the reference 
line because of smaller SFC, thus showing a more symmetric formation. The monolayer with 
higher SFC and less particles beyond the reference line is shown in Figure 2.10(C). 
 
Figure 2.10. Monolayers of 1000 particles cases with three different SFC at t = 15s, RFCs are 
kept as 0.01. Black line shows the position of reference line. (A) SFC = 0.05. (B) SFC = 0.1. (C) 
SFC = 0.15. 
Since the rolling friction coefficient is one magnitude smaller than sliding friction 
coefficient, the rolling friction is much smaller compared to sliding friction. Therefore, the effect 
of rolling friction should be much smaller. As we can see in Figure 2.11, the shape of monolayers 
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and rolling speed distribution of particles are all very similar, so there is no significant difference 
between these figures which means the effect of rolling friction is very small. 
 
Figure 2.11. Monolayers of 1000 particles cases with three different RFC at t = 15s, SFCs are 
kept as 0.1. Black line shows the position of reference line. (A) RFC = 0.001. (B) RFC = 0.01. 
(C) RFC = 0.02. 
2.3.3.2 Effect of driving frequency 
Another factor involved in the force balance is driving frequency which is related to the 
centrifugal force. Both tangential and normal component of the centrifugal force are critical to 
the formation of the monolayer. A series of simulations were conducted to study the effect of 
driving frequency on monolayer formation. Each case was simulated with a specific frequency 
from 16 Hz to 40 Hz. Figure 2.12 shows the monolayers formed under different driving 
frequencies. As we can see, the monolayer can maintain its shape with slight difference under 
24-30 Hz driving frequency. With lower driving frequencies, the monolayer can no longer 
maintain the shape because of reduced centrifugal force and the effect of gravity. While the 
monolayer became a long vertical band due to high centrifugal force under high driving 
frequencies. Additionally, one simulation was conducted to test whether these monolayers are 
interchangeable while changing the driving frequency. The simulation has three stages and every 
stage lasts for 10 seconds. In the first stage, the driving frequency is maintained at 40 Hz; after 
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10 seconds, the driving frequency is switched to 28 Hz and maintained for another 20 seconds; in 
the final stage, the driving frequency is switched back to 40 Hz. As we can see in Figure 2.13(B), 
the shape of the monolayer in the second stage is very similar to the one under 28 Hz driving 
frequency in Figure 2.12 while the monolayer doesn’t change much in the third stage as shown 
in Figure 2.13(C). These results show that the monolayer is able to switch to the state of a lower 
driving frequency when lowering the driving frequency since the process is similar to the 
formation of the monolayer, while increasing the driving frequency doesn’t change the 
monolayer much due to the lack of driving force that can make the particle move upward. 
 
Figure 2.12. Shape of the monolayers with different driving frequencies. 
 
Figure 2.13. Effect of changing driving frequency. (A) t = 10s, f = 40 Hz. (B) t = 20s, f = 28 Hz. 
(C) t = 30s, f = 40 Hz. 
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2.3.3.3 Effect of initial position of particles 
Two different types of initial operation conditions can be achieved by adding particles 
before or after the shaking of cylindrical vessel. These two types of operation conditions has 
different processes of monolayer formation. If particles are added before shaking, particles will 
rise from the bottom. While if added after shaking, particles will descend from the top. We 
examined particle layers formed by these two types of initialization in simulations by applying 
two different locations of initialization to particles. Figure 2.14 shows these two types of 
initializations. In previous sections, all simulation results are generated by using the initialization 
in Figure 2.14(A). Shape of particle layers generated by these two different types of 
initializations are shown in Figure 2.15. As we can see in Figure 2.15, compared to the case with 
particles initialized at the top, height of the layer formed by particles initialized at bottom is 
lower but the distributions of rolling speed of particles are similar. Top views of these particle 
layers shown in Figure 2.16 can be captured when observing from the top of the cylindrical 
vessel. As shown in Figure 2.16, particles from case with particles initialized from top formed a 
monolayer of particles while particles from case with particles initialized from bottom formed 3 
layers. Thus, such height difference results from different spatial arrangement of particles. For 
cases with particles initialized from top, the process in simulations are very similar to the process 
of releasing particles gradually from the top so most particles descend slowly along the wall. 
Hence, the monolayer can grow without creating extra layers of particles. In this scenario, it 
takes a relatively long period of time to form a stable particle layer (around 6 s). While for cases 
with particles initialized from bottom, as observed from simulations, the time of forming stable 
particle layers is very short (around 0.5 s). In this case, some particles form the first layer which 
is contacting with the wall in a short period of time. Unlike the previous case, particles are stay at 
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the bottom section and hard to move upward as explained in section 2.3.3.2, so other particles are 
tends to form a second layer at the same place. 
 
Figure 2.14. Two types of particle initialization. (A) Particles are initialized at the top of 
cylindrical vessel near the wall. (B) Particles are initialized at the bottom of cylindrical vessel. 
 
Figure 2.15. Particle layers generated by two types of particle initialization. (A) Monolayer 




Figure 2.16. Top view of particle layers generated by two types of particle initialization. (A) 
Monolayer generated by particles initialized at the top. (B) Multi-layer generated by particles 
initialized at the bottom. 
2.3.3.4 Effect of different types of external driving 
Besides the factors mentioned above, the type of external driving can also affect the 
particle layer formation. In this section, the circular motion which is a very common type of 
motion has been applied to two different types of initialization. In this type of motion, instead of 
following the motion of an orbit shaker, the distance between any point in the cylinder and the 
center of motion is fixed during the entire process, which indicates that the reference line locates 
at a fixed point on the wall of cylindrical vessel. Under this type of motion, particles will stay 
near a fixed position rather than moving along the wall, so they will have very low rolling speed 
as shown in Figure 2.17. Since there is no relative motion between particles and the cylindrical 
vessel, the symmetric particle layer formed under the effect of centrifugal force. As shown in 
Figure 2.17(A), particles released from the top formed a long symmetric strip which is very 
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similar to the shape of particle layer generated by 40 Hz driving frequency in section 2.3.3.2. In 
this case, particles are squeezed by tangential component when descending. These observations 
also imply that friction plays an important role in asymmetric particle layer formation. For 
another type of initialization, symmetric particle layer and particles with low rolling speed can 
also be observed while the height of the particle layer is consistently lower. 
 
Figure 2.17. Particle layer formation under circular motion. (A) Particles are initialized at the 
top. (B) Particles are initialized at the bottom. 
2.4 Conclusion 
Recently, Kumar et al. discovered the so-called granular organization phenomenon in a 
rotating cylinder and hypothesized that this phenomenon was governed by the effect of auto-tuning 
of friction. In order to verify their hypothesis and enhance the fundamental understanding, we 
adopted DEM simulations to model the dense particulate flow associated with this phenomenon. 
In the first part of this work, we modeled the motion of a single particle in a rotating 
cylinder. The DEM simulations have captured the oscillating motion of the particle on the inner 
wall of the cylinder successfully, and the predicted descending speed and oscillation frequency 
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agreed well with those measured ones from the experiments. The simulation results indicated that 
the imbalance between the centrifugal force and the frictional force leads to the acceleration and 
deceleration of particle motion and subsequently oscillating trajectory. The friction between the 
particle and the cylinder wall is dominated by the rolling friction. 
 In the second part, multiple particles ranging from 50 to 1000 were released to this 
cylinder. The DEM simulations predicted the granular organization phenomenon successfully: 
these particles organized into a monolayer, which rotates with the cylinder on the inner wall. In 
addition, the self-similar feature was also captured by the simulations that robust monolayers of 
similar shapes were formed with different number of particles. Different from the motion of a 
single particle, monolayers do not show any relative motions to the cylinder while rotating, 
implying that the overall forces acting on the monolayers are balanced. The simulations results 
verified the hypothesis of Kumar et al. regarding the effect of auto-tuning of friction: the 
monolayer shows three distinct regions of significantly different rolling speeds; particles in these 
regions have varying states of motion from rolling to sliding, leading to spatially dependent 
frictions and subsequently overall force balance. Furthermore, the modeling results reveal that it 
is the distribution of particle interaction frequencies in the monolayer that induces the effect of 
auto-tuning of friction. Particles have more interactions in the region dominated by the sliding 
motion, which dissipate their rolling energy. 
In the third part, series of parametric studies have been conducted to test the effect of 
friction coefficient, driving frequency, initial position of particles and type of external driving. 
Several observation can be obtained from these simulation results: (1) the sliding friction 
coefficient has significant effect on the shape of the monolayer while varying the rolling friction 
has little effect on the shape; (2) starting with different driving frequencies results in monolayers 
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with different shapes. The shape of monolayer is more sensitive to the decrease of the driving 
frequency than the increase of the driving frequency; (3) monolayers from two types of 
initialization of particles showed that initializing particles from the bottom can generate multiple 
layers of particles while the distribution of rotational speed of particles remains the same; (4) 
particles in a cylindrical vessel under circular motion will form symmetric layers which can also 
be affected by the type of initialization.  
The DEM simulations reveal the insight of the newly discovered granular self-
organization effect and help to enhance the fundamental understanding. They may benefit the 
design and operation of equipment involving such kind of granular systems. 
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Chapter 3. Optimal Design of Bypass Line for an Industrial-Scale 8‑Leg 
Polyolefin Loop Reactor to Manage Slurry Dispersion Using Hydraulic and 
CFD Simulations* 
3.1 Introduction 
The slurry-phase polymerization technology has achieved a great commercial success 
since its emergence in the last century. Billions of pounds of olefin polymer products, i.e., 
polyethylene (PE) and polypropylene (PP), are being synthesized through this technique annually 
through the world (J. Hottovy, Zellers, Verser, & Burns, 2004). The polymerization reactions are 
primarily carried out inside apparatuses named as “loop reactors” with the aid of designated 
catalysts. Depending on the production requirements, loop reactors are usually designed with 4, 
6, or 8 vertical pipes which are arranged in a closed loop by 180° bends or 90° elbows. In the 
polyolefin industry, they are usually termed “4-leg”, “6-leg”, or “8-leg” loop reactors. Loop 
reactors are generally operated at high pressure, i.e., in the range of 3−4 MPa, and moderate 
temperature to maintain suitable polymerization rates. Under such operating conditions, reactants 
including monomer and diluent solutions present in the liquid state while the generated polymer 
particles suspend inside the liquid medium. The resultant particle−fluid mixture is called a 
“slurry”. In order to prevent the particles from settling down, the slurry is circulated around the 
loop reactor by one or multiple axial flow pumps with proper speeds (J. D. Hottovy, Zellers, & 
Franklin, 2006). The polymer particles expand their sizes slowly during the circulations; they 
ultimately grow to diameters ranging from 100 μm to 5 mm depending on the residence time of 
particles and the reaction kinetics (Hutchinson, 1990). 
* This chapter, previously published as Li, Y., Yu, J., Reddy, R., Rao, A., Vijay, S., Elovainio, 
E., Christof, W., Nandakumar, K. (2018). Optimal Design of Bypass Line for an Industrial-Scale 
8-Leg Polyolefin Loop Reactor to Manage Slurry Dispersion Using Hydraulic and CFD 
Simulations. Industrial & Engineering Chemistry Research, 57(18), 6068-6079. 
doi:10.1021/acs.iecr.8b00100, is reprinted here by permission of American Chemical Society. 
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One challenge confronted by the slurry-phase polymerization technique is the frequent 
formation of polymer slugs. As shown in our previous study, the 180° bends or 90° elbows used  
by the loop reactors can induce the solid segregation mechanism that stratify polymer particles 
into particulate ropes (Li et al., 2015). After the loop reactors are operated for sufficiently long 
time, these particulate ropes eventually develop into polymer slugs (Marissal, 2012). Once the 
polymer slugs are formed, the solid dispersion mechanism inside the loop reactors cannot 
dissipate them effectively (Li et al., 2017). When these slugs are circulated around the loop 
reactors by the axial flow pumps, they can cause the so-called “pump power swelling” 
phenomenon. As revealed in our previous CFD simulations (Li et al., 2017) as well as in a 
European Patent (Fouarge, Lewalle, Van, & Van, 2005), the pump power swelling phenomenon 
can lead to violent fluctuations in pump pressure output. For example, Fouarge et al. have 
reported that the standard deviation of the pump power consumption is in the order of 1−10 kW 
during the normal operation of a 6-leg loop reactor producing PE particles. Once slugs are 
detected inside the loop reactor, the associated pump power swelling can increase the standard 
deviations 10-fold (Fouarge et al., 2005). If it is not controlled properly, then the pump power 
can rapidly reach the safety threshold that the safety interlock system (SIS) has to shut down the 
entire production process automatically. Nowadays, commercial plants desire to operate loop 
reactors with long residence time and high solid concentrations due to economic motivations. 
Such a strategy can not only improve the product quality but also reduce the separation and 
recycling cost in the downstream process (Fouarge et al., 2005). However, this strategy 
intensifies the slug formation and hence causes production loss frequently (Fouarge et al., 2005; 
Marissal & Walworth, 2003). This conflict of interest has raised a challenging problem for both 
academic and industrial communities: Mitigation methods are in urgent need to handle the slug 
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formation and to improve the slurry-phase polymerization process. 
One effective mitigation method is to equip loop reactors with bypass lines. A bypass line 
connects two locations of the loop reactor by an alternative route (Fouarge & Davidts, 2007; 
Fouarge & Lewalle, 2004, 2006). As claimed by Fouarge and Lewalle (2004) in European Patent 
EP-A-1410843, the bypass line enhances the mixing in the transversal direction thus improves 
the homogeneity of circulating slurry inside loop reactors. Once a slug forms, the bypass line 
splits the slug and dilutes it with the slurry of low particle concentration. The efficiency of a 
bypass line relies on its design. The primary challenges of designing a bypass line are to 
optimize the connecting locations and the pipe size. These two parameters determine the slurry 
velocity in the bypass line, which is critical not only to the operations inside the bypass line but 
also to that of the main loop. The pressure difference between the connecting locations provides 
the driving force of the slurry flow inside the bypass line. However, the pipe size and the fittings 
of the bypass line influence the frictional forces exerting on the slurry flow. Improper selections 
of these two parameters may clog the pipeline or interfere the reactor operations. For example, if 
the pressure difference between the connecting locations is insufficient, then the slurry travels 
inside the bypass line with a slow speed. Particles settle down from the slurry and eventually 
clog the bypass line. In contrast, if the pressure force is very strong or the pipe size is excessively 
large, then the slurry flow in the main loop tends to travel through the bypass line preferentially. 
As a result, the velocity in the main loop decreases noticeably; thus, the production in the main 
loop is interfered by the bypass line. In addition, the velocity determines the efficiency of bypass 
line in dissipating slugs during process upset. Fouarge and Davidts (2007) have suggested that 
the residence time inside the bypass line shall be different from the time of slurry to travel 
through the main loop. Although Fouarge and Davidts (2007) has provided several general 
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guidelines, i.e., minimum velocity in bypass lines, minimum slope, and diameter ratio of bypass 
lines to main loop tubes, to help the design of bypass lines, engineers still need more detailed 
information to gain confidence and to ensure the performance of the designs. 
Herein, we demonstrate our recent work in designing a bypass line for an 8-leg polyolefin 
loop reactor of industrial scale. The design procedure combines the hydraulic calculations along 
with computational fluid dynamics (CFD) simulations. In the first step of our design process, 1D 
hydraulic calculations were carried out to estimate the velocity and pressure profiles inside the 
main loop and the bypass lines at various design options, which will not be discussed in this 
dissertation. From the first step, an optimal pipe size with respect to each connection was 
obtained, and these sizes were adopted by the CFD simulations in the next step. In the second 
step, 2D simulations using the single-phase flow approximation were performed to understand 
the dissipation processes of slugs qualitatively. The optimal connection was determined by 
comparing the slug dissipation process of the three connection types. In the third step, a bypass 
line using the optimal pipe size was installed on the loop reactor. The effect of the installation 
angle was studied by performing 3D simulations using the Eulerian−Eulerian two-fluid model. 
On the basis of these steps, an optimal bypass line was designed for the 8-leg loop reactor. The 
systematic design process shown in this work ensures the efficiency of the bypass line; in 
addition, they can benefit the polyolefin industry to design bypass lines for other types of loop 
reactors. 
3.2 Reactor Geometry and Operating Parameters 
The geometry of the 8-leg loop reactor used in this study is referred from a loop reactor 
presented by U.S. Patent 2004/0116625 (J. Hottovy et al., 2004). The reactor consists of eight 
vertical legs, seven 180° bends, and two 90° bends. The detailed geometry of the loop reactor has 
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been presented in our previous work (Li et al., 2015; Li et al., 2017). The patent indicates that 
this reactor is capable of producing about 4.0 ×104 kg PE per hour (J. Hottovy et al., 2004). The 
inner diameter of all the pipes (D1) is 0.56 m (22 in. pipe). All the vertical legs are 60.40 m long 
except the first and eighth legs, which are 3.05 m longer than the others. The 180° bends have 
radius of 1.83 m, while the 90° bends have radius of 1.22 m. The overall length of this loop 
reactor is 534.6 m. The other pipe fittings in the main loop were not considered in this study. 
In this study, the bypass lines were implemented to the loop reactor through three types 
of connections. For the sake of easy maintenance, the bypass line is preferred to be installed 
close to ground, connecting two descending legs. Three types of connections are shown in Figure 
3.1(A) - (C). In the first type of connection, the second and fourth legs are connected by the 
bypass line as seen in Figure 3.1(A). The total length of the bypass line is assumed to be 15 m. In 
the second types, the bypass line connects the second and sixth legs as shown in Figure 3.1(B). 
Similarly, the bypass line connects the second and eighth legs in the third type as seen in Figure 
3.1(C). The total lengths of the bypass lines in these two connections are assumed as 30 and 15 
m, respectively. All these bypass lines are assumed to be connected to the main loop through two 
120° angle valves, which are designed to shut down the pipeline during process upsets or 
maintenance. In addition, the bypass line is assumed to include one control valve, one gate valve, 
and multiple bends or elbows depending on the connection type. A suggested flow diagram of 
the bypass line is shown in Figure 3.1(D). 
The physical properties and operating parameters are listed in Table 3.1. In this study, the 
loop reactor has a relatively high solid content that the volume−averaged solid volume fraction 
over the entire reactor (Cv) is 0.23. The solid phase consists of polymer particles with an average 
diameter of 2.5 mm, which is a typical particle size of PP product. The liquid and solid phases 
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are circulated around the reactor with a superficial velocity of 7.5 m/s. 
Table 3.1. Main properties and operation parameters 
ρl (kg/m3) ρs (kg/m3) μl (Pa s) dp (m) Cv V1 (m/s) 
417 900 5.54×10-5 2.5×10-3 0.23 7.5 
 
 
Figure 3.1. (A) First connection option connects the second and fourth legs. (B) second 
connection option connects the second and sixth legs. (C) third connection option connects the 
second and eighth legs. The numbers shown in A−C indicate the indices of the vertical legs, and 
the arrows illustrate the directions of slurry flow. (D) Schematic diagram of the bypass line: (1), 
(8): 120° angle valves; (2), (3), (6), (7): elbows/bends; (4): control valve; (5): block valve. 
3.3 Numerical Method 
3.3.1 Two-dimensional (2D) CFD model using single-phase flow approximation 
The objective of the 2D CFD model is to understand the dissipating process of slugs 
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qualitatively. A few assumptions were made in order to simplify the model: (1) The slurry flow 
is homogeneous throughout the entire loop reactor; thus, the flow can be approximated as a 
single phase. (2) The fluctuations of the velocity and pressure profiles caused by the slug 
circulation, as shown in our previous study (Li et al., 2017). The slug dissipation process relies 
on the bypass line. (4) The slugs can be treated as passive tracers, which have identical properties 
as the slurry fluid. (5) The slurry is Newtonian and incompressible. The mechanism of slug 
formation is not considered in 2D model based on these assumptions, which does not conflict 
with the objective of 2D simulations. 
 
Figure 3.2. Left: Geometry of the simplified loop reactor used by the 2D CFD model. The red 
color indicates the initial slug location in the loop reactor. Right: the detailed view of a typical 
bypass line which connects the second and eighth legs of the main loop. 
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The simplified geometry used by the 2D CFD model is shown in Figure 3.2, which shows 
the third connection. The total lengths of the bypass lines in the first and third types of 
connections are made the same as 15 m, and they are half of that in the second type. As the 2D 
domain assumes an infinite length in the third direction, the corresponding diameter of the 
bypass line used in the 2D model (Db′) is translated from the diameter calculated in the hydraulic 
calculations (Db) through Db′ = Db2/D1. 
 𝜌𝜌 = 𝜌𝜌𝑠𝑠 ∙ 𝐶𝐶𝑉𝑉 + 𝜌𝜌𝑙𝑙 ∙ (1 − 𝐶𝐶𝑉𝑉) ( 3 - 1 ) 
The 2D model solves a set of single-phase Navier−Stokes equations along with a species 
transport equation. As the velocity field is assumed to be independent from the concentration and 
location of the slug, the flow can be regarded as in the steady state. Therefore, the continuity and 
momentum equations are simplified to: 
 ∇ ∙ 𝒖𝒖�⃗ = 0 ( 3 - 2 ) 
 𝜌𝜌𝒖𝒖�⃗ ∙ ∇𝒖𝒖�⃗ = −∇𝛻𝛻 + ∇ ∙ 𝜇𝜇[(∇𝒖𝒖�⃗) + (∇𝒖𝒖�⃗)𝑇𝑇] ( 3 - 3 ) 
in which 𝒖𝒖�⃗ is the velocity vector, ρ is the average slurry density calculated by eq 3-1, p is the 
pressure scalar, and μ is the average viscosity of the slurry estimated by the classic correlation 
proposed by Thomas (1965), as hown in eq 3-4: 
 𝜇𝜇 = 𝜇𝜇𝑙𝑙 ∙ [1 + 2.5𝐶𝐶𝑉𝑉 + 10.05𝐶𝐶𝑉𝑉2 + 0.00273 exp(16.6𝐶𝐶𝑉𝑉)] ( 3 - 4 ) 
The slug dissipation process was analogized to the mixing process of a tracer with 




𝐶𝐶 + 𝒖𝒖�⃗ ∙ ∇𝐶𝐶 = 𝐷𝐷∇2𝐶𝐶 ( 3 - 5 ) 
where C is the mass concentration of the tracer, 𝒖𝒖�⃗ is the velocity vector estimated by eqs 3-2 and 
3-3, and D is the diffusion coefficient which was set as 3 × 10-10 m2/s. 
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As shown in Figure 3.2, the axial flow pump was not modeled, instead, the pump 
discharge was modeled as a velocity inlet while its suction was modeled as a pressure outlet. A 
constant velocity, V1, was specified to the velocity inlet. The outlet pressure was specified as 0 
Pa. The turbulent flow was described by the standard k-ε model using the standard wall function. 
During the 2D simulations, the wall roughness heights of the main loop and the bypass line were 
adjusted to match the average velocities of the bypass line and the main loop as those estimated 
by the 1D hydraulic calculations. An inert tracer solution was initially patched inside the loop 
reactor, mimicking a large slug with an overall length of 132.20 m formed inside the loop 
reactor. The initial mass concentration of the slug was assigned as 0.6, corresponding to the 
maximum solid concentration that the slug can reach inside the loop reactor. The initial mass 
concentration of the slurry was assigned as 0. By using a user defined function (UDF), the 
averaged concentration in the outlet was specified to the inlet condition during the simulations, 
through which the slug was circulating inside the loop reactor. The mass concentration of the 
tracer was monitored with respect of time during the dissipation process. 
The geometry and the computational mesh of the 2D loop reactor with the bypass lines 
were generated in ANSYS Design Modeler and ANSYS Meshing, respectively. Each mesh 
contained approximately 100 000 elements. The typical grid sizes of the main loop and of the 
bypass line are 37 mm and 5.2 mm, respectively. The simulations were performed with 8 
processors. A typical simulation usually took about 2-3 h of wall time. 
3.3.2 3D CFD Model Using the Eulerian−Eulerian Two-Fluid Method. 
In the hydraulic calculations and the 2D CFD model, we made the assumption that the 
average solid volume fraction inside the main loop is the same as that inside the bypass line. 
However, the average solid volume fraction in the bypass line is generally lower than that in the 
46 
main loop. As seen in Figure 3.1, a bypass line connects the two descending legs where the 
slurry flows downward. Due to the strong inertial effect of the solid phase, the polymer particles 
tend to retain their trajectory rather than making a turn and entering the bypass line. In addition, 
as discussed in our previous work (Li et al., 2015), the bends in a loop reactor induces the solid 
segregation mechanism, which results in the spatial distributions of solid phase and impacts the 
withdrawal rate of the bypass line as well. Therefore, a proper incline angle is important to the 
bypass to withdraw the solid phase. The objective of the 3D model is to find an optimal incline 
angle to install the bypass line so that it can withdraw as much solid phase as possible. 
As shown our previous papers (Li et al., 2015; Li et al., 2017), the full-scale simulations 
of the 8-leg loop reactor are very expensive and time-consuming. Therefore, the 3D CFD model 
adopted a truncated geometry, which includes a U-bend and a bypass line as shown in Figure 
3.3. The corresponding dimensions are listed in Table 3.2. 
The Eulerian−Eulerian two fluid model coupled with the kinetic theory of granular flow 
was adopted to describe the liquid−solid two-phase flow inside the loop reactor. Due to the 
dynamic solid segregation mechanism, the slurry flow in the Ubend is intrinsically dynamic. The 
model solves two sets of Navier-Stokes equations for the liquid and solid phases, respectively, 
using transient simulations. 
The continuity equations can be written as: 
 𝜕𝜕
𝜕𝜕𝑑𝑑
(𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙) + ∇(𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙𝒖𝒖𝒍𝒍) = 0 ( 3 - 6 ) 
 𝜕𝜕
𝜕𝜕𝑑𝑑
(𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠) + ∇(𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠𝒖𝒖𝒔𝒔) = 0 
( 3 - 7 ) 




(𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙𝒖𝒖𝒍𝒍) + ∇ ∙ (𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙𝒖𝒖𝒍𝒍𝒖𝒖𝒍𝒍) = −𝛼𝛼𝑙𝑙∇𝛻𝛻 + ∇ ∙ 𝝉𝝉𝒍𝒍 + 𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙𝒈𝒈 + 𝐾𝐾𝑙𝑙𝑠𝑠(𝒖𝒖𝒍𝒍 − 𝒖𝒖𝒔𝒔) ( 3 - 8 ) 




(𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠𝒖𝒖𝒔𝒔) + ∇ ∙ (𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠𝒖𝒖𝒔𝒔𝒖𝒖𝒔𝒔)
= −𝛼𝛼𝑠𝑠∇𝛻𝛻 − ∇𝛻𝛻𝑠𝑠 + ∇ ∙ 𝝉𝝉𝒔𝒔 + 𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠𝒈𝒈 + 𝐾𝐾𝑙𝑙𝑠𝑠(𝒖𝒖𝒍𝒍 − 𝒖𝒖𝒔𝒔) 
( 3 - 10 ) 
 𝝉𝝉𝒔𝒔 = 𝛼𝛼𝑠𝑠𝜇𝜇𝑠𝑠[∇𝒖𝒖𝒔𝒔 + (∇𝒖𝒖𝒔𝒔)𝑇𝑇] + 𝛼𝛼𝑠𝑠 �𝜆𝜆𝑠𝑠 −
2
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𝜇𝜇𝑠𝑠� (∇ ∙ 𝒖𝒖𝒔𝒔)𝑰𝑰 ( 3 - 11 ) 
where 𝛼𝛼𝑙𝑙 and 𝛼𝛼𝑠𝑠 are volume fraction of liquid and solid phase; 𝜌𝜌𝑙𝑙 and 𝜌𝜌𝑠𝑠 are density of liquid and 
solid phase; 𝒖𝒖𝒍𝒍 and 𝒖𝒖𝒔𝒔 are velocity of liquid and solid phase; 𝛻𝛻 is the static pressure in the liquid 
phase and 𝛻𝛻𝑠𝑠  is the pressure in the solid phase ; 𝒈𝒈 is the gravity vector; 𝐾𝐾𝑙𝑙𝑠𝑠  is the interphase 
momentum exchange coefficient; 𝜇𝜇𝑙𝑙 is the viscosity of liquid phase, 𝜇𝜇𝑠𝑠 is the shear viscosity of  
solid phase and 𝜆𝜆𝑠𝑠 is the bulk viscosity in the solid phase; 𝑰𝑰 is the identity matrix. 
The behavior of solid phase is described by the kinetic theory of granular flow (KTGF): 




𝑢𝑢𝑠𝑠,𝑖𝑖𝑢𝑢𝑠𝑠,𝑖𝑖 ( 3 - 12 ) 
where 𝑢𝑢𝑠𝑠,𝑖𝑖  represents the 𝑖𝑖𝑐𝑐ℎ  component of the fluctuation solids velocity in the Cartesian 
coordinate system.  
The expression of solid pressure in equation (3.10) is defined by Lun, Savage, Jeffrey, and 
Chepurniy (1984): 
 𝛻𝛻𝑠𝑠 = 𝛼𝛼𝑠𝑠𝜌𝜌𝑠𝑠Θ𝑠𝑠 + 2𝜌𝜌𝑠𝑠(1 + 𝑒𝑒𝑠𝑠𝑠𝑠)𝛼𝛼𝑠𝑠2𝑔𝑔0,𝑠𝑠𝑠𝑠Θ𝑠𝑠 ( 3 - 13 ) 
where 𝑒𝑒𝑠𝑠𝑠𝑠 is the restitution coefficient for particle-particle collisions. 𝑔𝑔0,𝑠𝑠𝑠𝑠 is the radial distribution 
function that modifies the probability of collisions between particles when the solid granular phase 
becomes dense. For one solid phase, the empirical expression of 𝑔𝑔0,𝑠𝑠𝑠𝑠  is defined by Ogawa, 
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Umemura, and Oshima (1990): 








 ( 3 - 14 ) 
where 𝛼𝛼𝑠𝑠,𝑚𝑚𝑚𝑚𝑚𝑚 is the packing limit. 
The solid stress viscosity 𝜇𝜇𝑠𝑠 contains three parts: collisional, kinetic and frictional viscosity: 
 𝜇𝜇𝑠𝑠 = 𝜇𝜇𝑠𝑠,𝑐𝑐𝑐𝑐𝑙𝑙 + 𝜇𝜇𝑠𝑠,𝑘𝑘𝑖𝑖𝑐𝑐 + 𝜇𝜇𝑠𝑠.𝑒𝑒𝑓𝑓 ( 3 - 15 ) 










 ( 3 - 16 ) 









 ( 3 - 17 ) 
where 𝐷𝐷𝑝𝑝 is the diameter of particle. In the dense flow regions where the volume fraction of solid 
approaches the packing limit, the stress is mainly due to the friction between particles. The 
Newtonian form of frictional stress is written as: 
 𝝉𝝉𝒇𝒇𝒇𝒇 = −𝑃𝑃𝑒𝑒𝑓𝑓𝑰𝑰 + 𝜇𝜇𝑠𝑠,𝑒𝑒𝑓𝑓(∇𝒖𝒖𝒔𝒔 + (∇𝒖𝒖𝒔𝒔)𝑇𝑇) ( 3 - 18 ) 
where 𝑃𝑃𝑒𝑒𝑓𝑓 is the frictional pressure. 𝜇𝜇𝑠𝑠,𝑒𝑒𝑓𝑓 is the frictional viscosity. The frictional stress is added 
to the stress predicted by KTGF when the solid volume fraction exceeds a critical value. These 
two values are defined by Johnson and Jackson’s model (Johnson & Jackson, 1987): 







( 3 - 20 ) 
where 𝜙𝜙 is the angle of internal friction. 𝛼𝛼𝑠𝑠,𝑚𝑚𝑖𝑖𝑐𝑐 is the critical value.  
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The solid bulk viscosity accounts for the resistance of the granular particles to compression 
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(𝜌𝜌𝑠𝑠𝛼𝛼𝑠𝑠Θ𝑠𝑠) + ∇ ∙ (𝜌𝜌𝑠𝑠𝛼𝛼𝑠𝑠𝒖𝒖𝒔𝒔Θ𝑠𝑠)�
= (−𝛻𝛻𝑠𝑠𝑰𝑰 + 𝝉𝝉𝒔𝒔):∇𝒗𝒗𝒔𝒔 + ∇ ∙ �𝑘𝑘Θ𝑠𝑠∇Θ𝑠𝑠� − 𝛾𝛾Θ𝑠𝑠 + 𝜙𝜙𝑙𝑙𝑠𝑠 
( 3 - 22 ) 
where 𝑘𝑘Θ𝑠𝑠  is the diffusion coefficient for granular temperature estimated by Syamlal’s model 
(Syamlal, Rogers, & O'Brien, 1993). 𝛾𝛾Θ𝑠𝑠 is the collisional dissipation of energy derived by Lun et 
al. (1984). 𝜙𝜙𝑙𝑙𝑠𝑠  is the energy exchange of random fluctuations in particle velocity between the 
liquid and solid phases, which is estimated by D. Gidaspow et al. (1992). The expressions of these 












(41 − 33𝜂𝜂)𝜂𝜂𝛼𝛼𝑠𝑠𝑔𝑔0,𝑠𝑠𝑠𝑠� 











 ( 3 - 24 ) 
 
𝛾𝛾Θ𝑠𝑠 =





( 3 - 25 ) 
 𝜙𝜙𝑙𝑙𝑠𝑠 = −3𝐾𝐾𝑙𝑙𝑠𝑠Θ𝑠𝑠 ( 3 - 26 ) 
The interphase momentum exchange coefficient 𝐾𝐾𝑙𝑙𝑠𝑠  is described by Gidaspow’s drag model 
(Dimitri Gidaspow, 1994). Gidaspow’s drag law is a combination of Wen and Yu correlation (Wen 
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& Yu, 1966) and Ergun equation (Ergun, 1952). When void fraction is less than 0.8, Ergun 
equation is applied and when void fraction is larger than 0.8, Wen and Yu correlation is applied. 


















𝜌𝜌𝑙𝑙|𝒖𝒖𝒍𝒍 − 𝒖𝒖𝒔𝒔|𝛼𝛼𝑙𝑙−2.65                     if 𝛼𝛼𝑙𝑙 > 0.8
 ( 3 - 27 ) 
where 𝐶𝐶𝐷𝐷 is the drag coefficient and can be written as: 
 𝐶𝐶𝐷𝐷 = �
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𝑅𝑅𝑒𝑒𝑠𝑠
�1 + 0.15𝑅𝑅𝑒𝑒𝑝𝑝0.687�     𝑅𝑅𝑒𝑒𝑠𝑠 ≤ 1000
0.44                                     𝑅𝑅𝑒𝑒𝑠𝑠 > 1000
 ,  𝑅𝑅𝑒𝑒𝑝𝑝 =
𝛼𝛼𝑙𝑙𝜌𝜌𝑙𝑙𝐷𝐷𝑝𝑝|𝒖𝒖𝒍𝒍 − 𝒖𝒖𝒔𝒔|
𝜇𝜇𝑙𝑙
 ( 3 - 28 ) 
The realizable k-ε model was used in this study and solved the transport equations for k and ε. The 






































𝐶𝐶3𝜀𝜀𝐺𝐺𝑏𝑏 + 𝑆𝑆𝜀𝜀 
( 3 - 30 ) 
where 
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 𝐶𝐶1 = 𝑚𝑚𝑚𝑚𝑥𝑥 �0.43,
𝜂𝜂
𝜂𝜂 + 5
� ( 3 - 31 ) 
 𝜂𝜂 = 𝑆𝑆
𝑘𝑘
𝜌𝜌
 ( 3 - 32 ) 
 𝑆𝑆 = �2𝑆𝑆𝑖𝑖𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖 
( 3 - 33 ) 
In these equations, 𝐺𝐺𝑘𝑘  represents the generation of turbulence kinetic energy due to the mean 
velocity gradients, 𝐺𝐺𝑏𝑏  is the generation of turbulence kinetic energy due to buoyancy, 𝑌𝑌𝑀𝑀 
represents the contribution of the fluctuating dilatation in compressible turbulence to the overall 
dissipation rate, 𝐶𝐶2 and 𝐶𝐶1𝜀𝜀 are constants. 𝜎𝜎𝑘𝑘 and 𝜎𝜎𝜀𝜀 are the turbulent Prandtl numbers for k and ε 
respectively. 𝑆𝑆𝑘𝑘  and 𝑆𝑆𝜀𝜀  are user-defined source terms. Details of this model can be found in 
literature  
In the simulations, the slurry was injected with a velocity of 7.5 m/s from the left inlet, 
which is shown by red color in Figure 3.3(A). The solid volume fractions were varied as 0.0490, 
0.104, 0.166, 0.236, and 0.317, corresponding to the solid mass fraction as 0.10, 0.20, 0.30, 0.40, 
and 0.50. The exits of the Ubend and the bypass line were specified as pressure outlets. The 
pressure of the bypass line exit was tuned so as to attain the average velocities in the bypass line 
as those estimated by the 1D hydraulic calculations. The other boundaries were specified as the 
wall boundary conditions, of which the solid phase was specified with a specularity coefficient 
of 0.0001. In this study, the bypass line was connected to the main loop through three types of 
installation angles 90, 60, and 45°, of which the detail views are shown in Figure 3.3(C). During 
the simulations, the average solid volume fractions in the cross sections of the main loop and the 
bypass line were monitored with respect to time. 
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Figure 3.3. (A) Truncated geometry used by the 3D simulations. The arrows indicate the flow 
directions in the main loop. (B) The detail view of the bypass line. (C) Three different 
connecting angles. 
The geometries and the computational meshes of the U bend with the bypass line were 
generated in ANSYS Design Modeler and ANSYS Meshing, respectively. Each mesh contained 
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899 295 elements. A mesh dependence study was performed to compare the effect of grid 
resolution on the numerical predictions. The details are provided in the Appendix B. The results 
of the mesh dependence study indicate that the numerical results can be regarded as being 
independent from grid resolution using the selected mesh. The simulations were performed with 
48 processors in the HPC Facilities of Louisiana State University. The simulations were run for 
at least 50 s such that both the average solid volume fractions in the main loop and in the bypass 
line reached to the quasi-steady-state. A typical simulation took about 24 h of wall time. 
Table 3.2. Dimensions of the geometry used in the 3D simulations 
Dimensions of pipes & fittings Notation Size (m) 
Length of the entrance pipe (belong to the 2nd leg) L1 30.48 
Length of the exit pipe (belong to the 3rd leg)  30.48 
Radius of the 3rd bend R1 1.83 
Diameter of the pipes in the main loop D1 0.56 
Length of the entrance portion of the angle valve L2 0.65 
Diameter of the entrance section of the angle valve D2 0.20 
Length of the 1st section of the bypass line L3 0.91 
Radius of the 60o bend R2 0.46 
Length of the 2nd section of the bypass line L4 1.83 
Radius of the 90o bend R3 0.46 
Length of the 3rd section of the bypass line L5 3.05 
Diameter of the pipes of the bypass line D3 0.15 
 
3.4 Results and Discussion 
3.4.1 Splitting and Diluting Mechanisms of the Bypass Line 
Once the optimal pipe size is selected, the next step is to find out the optimal connection 
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type of the bypass line. Herein we want to first explain the splitting and diluting mechanisms of 
the bypass line with 2D simulation results. As seen in Figure 3.4(A), the bypass line acts the 
splitting mechanism when the slug is passing by the entrance of the bypass line. A portion of the 
slug is withdrawn from the main slug body and sent to the sixth leg. In the sixth leg, the 
withdrawn slug part mixes with the slurry having low solid volume fraction, which is named as 
the “clear slurry”. The splitting mechanism endures until the entire slug body leaves the entrance 
of the bypass line. Similarly, the diluting mechanism is performed when the slug body travels to 
the exit of the bypass line. As seen in Figure 3.4(B), the clear slurry is withdrawn from the 
second leg by the bypass line and sent to the sixth leg, where the main slug body was diluted 
continuously by the clear slurry. 
 
Figure 3.4. (A) Splitting mechanism that the bypass line withdraws a portion slug from the 
second leg and sends to the sixth leg. (B) The diluting mechanism is such that the bypass line 
withdraws a clean slurry from the second leg and mixes it with the slug in the sixth leg. The 
black arrows indicate the flow direction in the bypass line. 
The efficiency of the splitting and diluting mechanisms on dissipating the slug relies on 
two factors. The bypass line shall attain high velocities thus large flow rates, thus it can split and 
dilute as much amount of slug as possible in each circulation cycle of the slug. However, there 
must be significant residence time difference between the slug parts in the main loop and that in 
the bypass line. The aim of different residence time is to avoid reemergence of the slug parts that 
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have been split by the bypass line. 
Table 3.3. Operating parameters of the loop reactor by adopting 6” pipes for the bypass line 
Connection 
type 
V2 (m/s) Vb (m/s) Qbypass / Qtotal Bypassed section 
of main loop (m) 
Bypass line length 
(m) 
1 7.23 3.59 3.60% 132.28 15 
2 7.01 6.50 6.50% 264.57 30 
3 6.88 8.31 8.20% 399.90 15 
 
Using the estimated velocity from the 1D hydraulic calculations shown in Table 3.3, we 
performed a time span analysis to estimate if the slug parts will reunite or not. Table 3.4 lists the 
spans of time that the slug parts stay in the main loop and bypass line. Starting at the time when 
the slug reaches the bypass line entrance (t = 0), tm1 stands for the time when the slug part in the 
main loop leaves the bypass line entrance, tm2 standards for the time when this slug part reaches 
the bypass line exit, tm3 standards for the time when this slug part leaves the bypass line exit. 
Similarly, tb1 stands for the time when the slug part in the bypass line reaches the bypass line 
exit, tb2 stands for the time when this slug part leaves the bypass line exit, and tb3 stands for the 
time when this slug part in the bypass line travels back to the bypass line entrance. A sample 
calculation for these variables are shown in the Appendix C. 
Table 3.4. Time span of the slug parts in the main loop and bypass line 
Connection 
Type 
tm1 (s) tm2 (s) tm3 (s) tb1 (s) tb2 (s) tb3 (s) 
1 18.3 18.3 36.6 4.2 22.5 57.8 
2 18.3 37.7 56.0 4.6 22.9 40.6 
3 18.3 58.1 76.4 1.8 20.1 19.8 
 
Table 3.4 suggests that the first connection may result inreunion of slug parts. When the 
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slug part in the main loop reaches the bypass line exit, the other slug part has not left the bypass 
line completely yet, as indicated by tm2 < tb2 < tm3. In the other words, the slug part split by the 
bypass line reunite with the head of the slug part in the main loop. 
Table 3.4 also suggests that the second connection does not result in reunion of slug 
parts. As indicated by tm2 < tb2 < tm3, when the slug part in the main loop reaches the bypass line 
exit, the other slug part has not left the bypass line completely. Therefore, these two slug parts do 
not reunite in the bypass line exit. On the other hand, tb3 is much larger than tm1, indicating that 
when the slug part split by the bypass line circulates back to the bypass line entrance, the slug 
part in the main loop has already left this location. Therefore, the two slug parts do not reunite in 
the bypass line entrance either. 
In addition, Table 3.4 suggests that the third connection type is vulnerable to reunion of 
slug parts. As tb3 is very close to tm1, it suggests that the slug part split by the bypass line is very 
likely to catch up with the tale of the slug part in the main loop. These two slug parts have a high 
possibility of reunion in the bypass line entrance. 
3.4.2 Comparison of Slug Dissipation Process in the Three Types of Connections 
In order to confirm whether these connection options can cause reunion of slug parts, we 
performed 2D CFD simulations. During the simulations, one monitor was put in the main loop to 
record the tracer concentration with respect to time. The resultant tracer concentration profiles 
mimics the slug dissipation process. Figure 3.5 shows the tracer concentration profiles of the 
three types of connections. As a slug circulates around the loop reactor, the monitor records the 
consecutive spikes. Each time the slug passes the monitor, the concentration profile shows the 
peak value. The interval between the peaks is about 75 s, which is the mean slug circulation time 
in the loop reactor. Since the slug is split and diluted by the bypass line, the peak value of each 
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spike decreases gradually. In contrast, the minimum values of the spike increases as the slug 
mixes with the clear slurry. When the peak value is close to the minimum value of the spike, the 
slug is regarded as having dissipated completely. 
By comparing the tracer concentration profiles shown in Figure 3.5, one may conclude 
that the second type of connection is more efficient than the other two types. The slug is 
dissipated completely within 2000 s in the second connection. The first connection has the 
lowest efficiency: The slug still contains high mass fraction after 2500 s. 
 
Figure 3.5. Tracer concentration profiles of the three types of connections. (A) First connection 
option connects the second and fourth legs. (B) Second connection option connects the second 
and sixth legs. (C) Third connection option connects the second and eighth legs. The small 
figures in the upper right corners show the shapes of the first few spikes in detail. 
The efficiencies of the bypass lines relies on the connection type. The hydraulic 
calculation has indicated that the first type connection has very low velocity in the bypass line. In 
other words, the corresponding bypass line can only split a small amount of slug or withdraw a 
small amount of clear slurry in each circulation cycle. In addition, the reunion of the slug parts 
were observed in the 2D CFD simulations: The simulations indicate that the first type of 
connection withdraws slurry from the slug tail and reunites it in the slug head, which agrees with 
the time span analysis shown in Table 3.4. Figure 3.6(A) captures an instance when these slug 
parts reunites with each other. At this moment, the slug part in the main loop has left the bypass 
line entrance, and the slug head is passing through the bypass line exit. Meanwhile, the slurry 
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that is withdrawn from the slug tail reaches the bypass line exit as well. These two parts merge at 
the bypass line exit, leading to the overlapped peaks shown in Figure 3.5(A). As the reunion 
occurs in the front tip of the slug, the overlapping area is shown in the front end of the large 
peak. 
 
Figure 3.6. Contour plots of the tracer mass concentration of the three connection options: (A) 
Connection 1 connects the second and fourth legs. (B) Connection 2 connects the second and 
sixth legs. (C) Connection 3 connects the second and eighth legs. 
The second type of connection avoids the reunion of the slug parts. As the velocity in the 
bypass line is higher than that in the main loop, the slug part traveling through the bypass line 
reaches the bypass line exit in prior, resulting in a small peak of low concentrations shown in 
Figure 3.5(B). The snapshot shown in Figure 3.6(B) indicates that the slug part in the main loop 
has not reached the bypass line exit yet. As a result, the corresponding tracer concentration 
profile shown in Figure 3.5(B) demonstrates two separate spikes. The moderate velocity in the 
bypass line of connection 2 avoids the reunion of the slug parts thus ensures a good performance 
of the bypass line. 
Although the hydraulic calculation suggests that the third connection type attains a high 
velocity in the bypass line, the 2D CFD simulations indicate that this connection type also causes 
reunion of the slug parts. The slurry is withdrawn from the slug head and reunites with the slug 
tail, which confirms the time span analysis. As revealed in Figure 3.6(C), the head of the slug is 
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traveling to the bypass line entrance at this time. The bypass line splits a slug part and sends it to 
the bypass line exit. Meanwhile, the slug tail is still traveling through the bypass line exit. 
Therefore, these two parts reunite, leading to the overlapped peaks as seen in Figure 3.5(C). As 
the reunion occurs in the tail of the main slug, the overlapping area in Figure 3.5(C) appears in 
the rear end of the spike. The reunion of the slug parts undermines the efficiency of the third type 
of connection. 
From this section, one may confirm that the second type of connection that connects the 
second and sixth legs of the loop reactor can avoid the reunion of the slug parts, thus it provides 
the highest efficiency among the three types of connections. 
3.4.3 Effect of Installation Angle on the Solid Phase Withdrawn Rate. 
Due to the complexity of slurry flow, one assumption was made in the hydraulic 
calculation and the 2D simulations to simplify the design process: The solid volume fraction in 
the bypass line is always the same as that in the main loop. However, such an assumption is not 
accurate as the solid phase has a higher inertia than the liquid phase. When the slurry travels to 
the bypass line entrance, it was hypothesized that solid particles tend to retain their trajectories 
rather than taking a sharp turn and entering the bypass line. As a result, the bypass line could not 
withdraw as much solid phase as those in the main loop. The withdrawn rate was hypothesized to 
be influenced critically by the installation angle of the bypass line. 
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Figure 3.7. Comparison of average solid volume fraction in the main loop (α90,main) and in the 
bypass line (α90,bypass) at different solid inlet concentrations. 
In order to verify the hypothesis, a series of 3D simulations were conducted with the U-
bend system. The bypass line was installed to the U-bend through a 90-degree angle. The inlet of 
the U-bend was specified with a variety of solid phase volume fraction, mimicking slurry flow of 
varying solid concentration. The results shown in Figure 3.7 indicate that the average solid 
volume fraction in the bypass line is always lower than that in the main loop. The difference 
becomes more significant as the solid concentration in the slurry increases. These results verify 
the first hypothesis that the strong inertia of the solid phase leads to a lower solid content in the 
bypass line than that in the main loop. 
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Figure 3.8. Relationship between installation angle and average solid volume fraction in the 
bypass line (αs,bypass) as well as average solid velocity in the bypass line (Vs,bypass). 
In the next step, the effect of installation angle on the solid phase withdrawn rate was 
studied by 3D simulations. The U-bend inlet was specified with a solid volume fraction of 0.317, 
and the bypass line was installed to the main loop with 90, 60, and 45° inclining angles, 
respectively. Figure 3.8 shows the average solid volume fraction and solid phase velocity in the 
bypass line with respect to the installation angle. The figure indicates that both the solid volume 
fraction and solid phase velocity in the bypass line decrease almost linearly as the installation 
angle increase, which confirms the importance of the installation angle. Converting these two 
parameters into the mass flow rate of the solid phase, Table 3.5 suggests that using 45° 
installation angle offers 34% improvement of the solid withdrawal rate over that from using the 
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90° one. A smaller angle than 45° is more favorable in terms of further increasing the solid phase 
withdrawn rate; however, it will add to the complexity in installation and maintenance. 
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rate compare to 
90 degree (%) 
45 0.231 7.809 0.0319 34.0 
60 0.223 7.297 0.0288 20.9 
90 0.213 6.335 0.0238 - 
 
As revealed in Figure 3.8, the average solid volume fraction in the bypass line is still 
lower than that in the main loop even though a 45° installation angle is used. This trend is in 
accordance with intuitive expectation as heavier particles do not change their momentum 
direction readily. As a result, the bypass line would be less efficient than what the 2D CFD 
simulations predicted. Such evidence does not refute the validity of the 1D hydraulic calculations 
and 2D CFD simulations, but it suggests that the bypass line requires longer time to dissipate a 
slug as it only withdraws less amount of solid phase in each cycle. It emphasizes the importance 
of designing an optimal bypass line using the methods presented in our work. 
3.5 Conclusion 
The pump swelling phenomenon resulted from the slug circulation has become a 
bottleneck for the current polyolefin industry. One mitigation used by industry is to install a 
bypass line to connect two locations of the loop reactor by an alternative route so as to split and 
dilute the formed slugs. However, the design process encounters challenges due to the complicity 
of the slurry flow; there are limited discussions in literatures about how the design and 
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optimization of a bypass line are achieved. In this work, we present our systematic approaches to 
design an optimal bypass line for a polyolefin 8-leg loop reactor. 
The design procedures combined the 1D hydraulic calculations, the 2D CFD simulations 
using the single-phase approximation and the 3D CFD simulations using the Eulerian−Eulerian 
two-fluid method. The 1D hydraulic calculations, which is not discussed in this dissertation, 
indicated that all three types of connections could attain maximum velocity in the bypass line by 
using a 6 in. pipe. This optimal pipe size was then used by the 2D CFD simulations to compare 
the slug dissipation processes of the three types of bypass line connections qualitatively. The 2D 
model adopted the single-phase approximation and mimicked slugs by inert tracers. The resultant 
slug dissipation profiles indicated that the second type of connection that connects the second 
and sixth legs of the loop reactor offered the highest efficiency in splitting and diluting the slugs. 
The reunion of slug parts were observed in the first and third types of connection, which 
undermines the efficiencies of the bypass lines. In the next step, a series of 3D simulations using 
the Eulerian−Eulerian two-fluid model was conducted to compare three typical installation 
angles. The results indicate that installing the bypass line with a 45° inclining angle provides the 
highest withdrawn rate of solid phase into the bypass line. 
Overall, an optimal bypass line design that connects the second and sixth legs of the loop 
reactor using 6 in. pipe was recommended to the 8-leg polyolefin loop reactor used in this study. 
In addition, the loop reactor is suggested to be installed using a 45° installation angle so as to 
ensure effective withdrawn rate of the solid phase. The presented design processes can also be 
applied to design bypass lines for other types of loop reactors. 
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Chapter 4. Summary 
In conclusion, we summarize the main contributions of this work. 
4.1 Application of DEM to Study Granular Self-Organization in Orbital Shaking Cylinder 
We applied DEM simulations to study the particle motion in an orbital rotating 
cylindrical vessel. In the first part, simulations with a single particle were conducted. Results 
showed that the predicted descending speed and frequency of oscillation motion of the particle 
agreed well with experimental results. In the second part, simulations with multiple particles 
were conducted. Results showed that the shape and the self-similar feature of the monolayer 
from experiment were successfully captured by our DEM simulations. Simulation results also 
revealed that the distribution of the particle rolling speed was induced by particle interactions. 
Furthermore, in the third part, parametric studies showed that friction coefficients, driving 
frequency, type of particle initialization and type of external driving have different effects on the 
monolayer formation. 
4.2 Application of CFD to Study the Optimal Design of Bypass Line for an Industrial Scale 
Loop Reactor 
Design approaches that combine 1D hydraulic calculations, 2D and 3D CFD simulations 
have been applied to design the bypass line for an industrial scale polyolefin 8-leg loop reactor. 
The design process by using 1D hydraulic calculation is not discussed in this worl. The results 
from 1D calculations showed that the optimal size of the bypass line is 6 inch. Based on the 
results of optimal pipe diameter from 1D hydraulic calculations, we adopted the single phase 
CFD model with inert tracer to study the slug dissipation in our 2D simulations. Results showed 
that the second type of connection has the highest efficiency to dissipate the slug without the 
occurrence of the reunion phenomenon. We then adopted the Eulerian-Eulerian two fluid model 
to study the effect of the installation angle of bypass line. Results showed that the solid 
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withdrawal rate of bypass line attained a maximum value with 45 degree installation angle. 
Therefore, the optimal design for the loop reactor in this work comes out to be a 6-inch bypass 
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Appendix A. Effect of Initial Velocity on Particle Motion 
In the experiments, the initial velocity of the particle was very difficult to control or to 
measure. In the DEM simulations, we noticed that initial velocity played an important role on the 
subsequent particle motion, such as the trajectory and the descending velocity.  
In order to test the effect of initial velocity on particle motion, we compared two cases 
using the DEM simulations. In the first case, a particle was released to the rotating cylinder with 
zero initial velocity. In the second case, this particle was specified with an initial velocity of 1.84 
m/s in the horizontal direction. This velocity magnitude is the same as the tangential velocity of 
the reference line.  
Figure A compares the trajectories of two particles in the vertical direction. In the first 
case, the particle descends quickly and reaches the bottom of the vessel within 1 s. Such a 
descending speed is much larger than what was observed by D. Kumar et al. (2015). In the 
second case, the particle attains the steady descending speed within 3 s and reaches the bottom of 
the cylinder in about 8 s. Such a descending speed is close to what was observed by D. Kumar et 
al. (2015). Therefore, we specified 1.84 m/s as the initial velocity to the particles in this work. 
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Figure A.1. Predicted particle trajectories in the vertical directions when the particle was 
specified with different initial velocities V0.  
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Appendix B. Mesh Dependence Study 
In order to avoid the potential numerical error resulted from the insufficient grid 
resolution, a mesh independence study was conducted for the U-bend and the bypass line with a 
90-degree installation angle. The geometry is shown in Figure B1 (A). Four types of meshes of 
different resolutions were generated in ANSYS Meshing, of which the mesh grids on the cross 
sections of the U-bend and the bypass line are shown in Figure. B1 (B). The total numbers of 
grids in these meshes are 347210, 579628, 899295 and 1233708, respectively. All these four 
meshes were tested with the numerical model shown in Section 3.3.2. The solid volume fraction 
at inlet was set as 0.23, and the inlet velocity of the slurry was 7.5 m/s. The other parameters and 
operating conditions were kept the same as those described in Section 3.3.2. 
 
Figure B.1. (A) Top view of the U-bend and the bypass line with a 90-degree installation angle. 
(B) Grid resolutions of four different types of meshes. 
Since the key parameter predicted by the 3D model is the solid volume fraction, the 
corresponding profiles of the solid volume fractions predicted by these four meshes are shown in 
Figure B2. As suggested by this figure, Mesh 3 and 4 provide similar profiles of the solid volume 
fractions both in the U-bend and in the bypass line. In addition, the time-averaged solid volume 
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fractions predicted by these four meshes are shown in Figure B3. As the mesh resolution 
increases to Mesh 3, the time-averaged solid volume fractions do not change with the grid 
resolution. 
 
Figure B.2. Profiles of the solid volume fraction sampled along the center lines of (A) the cross 
section of the U-bend and (B) the cross section of the bypass line. The locations of these cross 
sections are marked by the red dash lines as shown in Figure B1. Both contour plots shown in 
(A) and (B) are generated by simulation using Mesh 3. The black dot lines on the contour plots 
show the locations where the data are sampled; r/R = -1 and r/R = 1 correspond to the outer and 
inner side of the pipe, respectively. 
These results suggest that the modeling predictions can be regarded as being independent 
from the mesh resolution when Mesh 3 is used. Therefore, Mesh 3 was adopted in the parametric 
study of the 3D model. 
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Figure B.3. Time-averaged solid volume fractions in the main loop and bypass line predicted by 
the four meshes 
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Appendix C. Sample Calculation of Time Span Analysis 
Taking the 1st connection type as an example, a sample calculation of the time span 
analysis shown in Table 3.4 is provided here. The underlying assumptions of the time span 
analysis are: 
The calculation takes the 1st slug circulation cycle that the slug length is 132.20 m. 
As suggested by Table 3.3, the portion of slug being split by the bypass line in each 
circulation cycle is less than 10%. Therefore, the slug length is assumed to not change after the 
slug is split by the bypass line.  
Using these assumptions, the details about the calculations are: 
When the slug reaches the entrance of bypass line, the time is set as 0 (𝑑𝑑0  = 0).  
The time taken by the slug to pass through the bypass line entrance, tm1, is: 
tm1 = t0 +
slug length
V2
= 0 [s] +  
132.2 [m]
7.23 �ms �
=  18.3 [s] 
The time when the slug part in the main loop reaches the bypass line exit, tm2, is:  
tm2 = t0 +
bypassed section Length
V2
= 0 [s] + 
132.28 [m]
7.23 �ms �
=  18.3 [s] 
The time when the entire slug part in the main loop leaves the bypass line exit, tm3, is:  
tm3 = tm2 +
slug length
V2
= 18.3 [s] + 
132.2 [m]
7.23 �ms �
=  36.6 [s] 
The time when the slug part in the bypass line reaches the bypass line exit, tb1, is: 
tb1 = t0 +  
bypass line length
Vb
= 0 [s] +  
15 [m]
3.59 �ms �
= 4.2 [s]  
The time when the slug part in the bypass line leaves the bypass line exit, tb2, is: 
tb2 = tm1 + tb1 = 22.5 [s] 
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The time when the slug part from the bypass line circulates back to bypass line entrance, 
tb3, is: 
tb3 = tb1 +  
total loop reactor length − bypassed section length
V1
= 4.2 [s] +  
534.6 [m] − 132.28 [m]
7.5 �ms �
= 57.8 [s]  
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