Many engineering applications are characterized by the innate challenge of acquiring experimental data. This lack of available data hampers the selection of the probability density function (PDF) and introduces a level of arbitrariness in the ensuing risk analysis. This paper presents an approach to estimate the uncertainty in the PDF shape. A multiparameter family of candidate PDF shapes is used and the statistical uncertainty associated with the PDF parameters is estimated from the data. Several popular PDF families as well as multiple parameter estimation methods are presented. The confidence bounds on the parameters can be computed and input in commonly used advanced reliability analysis tool to estimate the uncertainty in the computed risk. Practical examples illustrate the approach.
Nomenclature
Covar(X i , X j ) = covariance of X i and X j E(X) = expected value of X F X (x) = cumulative distribution function of X f X (x) = probability density function of X X = random variable Z = standardized random variable β 1 = measure for skewness β 2 = measure for kurtosis µ i = i th moment of random variable X µ X = E(X) = expected value of X σ X = standard deviation of X θ = parameter in PDF of X I. Background S EVERAL programs of national significance are characterized by an innate challenge of acquiring experimental data. These include the Nuclear Regulatory Commission (NRC) program to assess the long-term safety of the nation's first underground high-level radioactive waste repository, the Department of Energy (DOE) Stockpile Stewardship program to replace underground nuclear testing with computationally-based weapon system certification, and the Department of Defense (DOD) Efficient Certification program to augment expensive gas turbine engine testing for flight certification.
The lack of data hampers the appropriate selection of a probability density function (PDF) and introduces a level of arbitrariness in the ensuing risk analysis. This paper presents an approach to estimate the PDF. Traditionally the selection of the PDF can be classified as part art and part science. The PDF choice is often based on data from the literature or on engineering judgment. However, when insufficient data exists, this choice cannot be adequately validated through goodness-of-fit tests. It has been demonstrated that even when a reasonably large amount of data is available (say 50 data points) the probability of mischaracterizing a PDF remains substantial if the PDF is selected solely on the basis of a best-fit criterion (Field et al., 2003) .
In addition, in many engineering fields one is most concerned with the estimation of small probabilities. Ditlevsen (1994) points out that, given the sensitivity of failure probabilities to tail behavior, the reliability community is ill served by the arbitrary selection of PDFs, which are typically postulated in design codes. For instance, the compressive strength of concrete is normally distributed according to the ACI Code but is log-normally distributed according to the Eurocode. Ditlevsen discusses the selection of maximum annual snow loads distributions. By the very nature of the problem, only a single observation is added to the historical data series each year. Both the Gamma and log-normal distributions fit the available, yet limited, data set equally well over the entire range of the CDF. However, extreme snow loads are significantly higher when the log-normal model is used. Typically only 30 to 50 data points are available for such historical data series. Because of the low probabilities involved in structural reliability problems (annual exceedance probabilities on the order of 0.01 to 0.001 or less are common), the reliability estimate is often quite sensitive to seemingly minor changes in the tail behavior .
However, a PDF must indeed be selected for the risk analysis to continue and therefore the sensitivity of the results to such assumptions should be assessed. In early, pioneering research, Ditlevsen (1979) suggested and Der Kiureghian and Liu (1986) discussed two possible approaches to the PDF selection problem. In the first approach, one computes a reliability estimate for all candidate PDFs and uses the PDF that leads to the most conservative estimate. In the second, more appealing, approach, the PDF is assumed to be a weighted average of all candidate distributions. The weights are thought to represent the probability of each candidate PDF being the true distribution. Using Bayesian concepts, these weights can be either subjective or based on available data. Although intuitively appealing, this approach assumes that only a discrete set of candidate distributions exists. To keep the formulation mathematically tractable, this set must be limited to only two or a few candidate PDFs. There does not seem to be a sound justification why a particular random variable would have, say, either a normal or a lognormal distribution but could not assume any other type of PDF. In this paper we widen the PDF choice to a continuous family of PDFs. Such a family describes all candidate PDFs and, in the example, will include both the normal and lognormal PDF.
II. Assessing the Quality of a Probabilistic Model
A "complete" reliability computation includes verification of the accuracy of the probabilistic model of the input variables. This is an iterative process. In a first step, all available data are considered when the distributions are fitted and a reliability assessment is performed. Most of the risk contribution is concentrated near the most probable point (MPP). It is therefore paramount to verify that the input distribution closely matches the data near the MPP. Quite often a PDF may fit the entire range of the data satisfactorily but a different PDF may result in a much better local fit in the neighborhood of the MPP. The reliability computation must then be updated using the improved PDF.
When the MPP is near the mean value a global PDF fit is likely to be sufficiently accurate. However, if outliers are present, these can be excluded when the PDF estimation is updated. If the MPP is located far away from the mean value (more than 2 or 3 standard deviations), a dedicated tail fit may be required. Therefore both "bulk" and "tail" fitting families will be discussed. In the next section an overview of various distribution systems is given. Several systems will be applied to data in section V.
III. Probability Density Families

A. Parameter Types in the Probability Density Function
Three types of parameters can be distinguished in the most popular PDFs f X (x) of a random variable X: they are location, scale and shape parameters. The mean value is a location parameter and determines where in the X-space the PDF f X (x) is located. The standard deviation is a scale parameter and determines how far out in X-space the PDF f X (x) stretches. A standardization operation effectively removes the shape and location parameters from the PDF parameterization. All parameters that remain in the mathematical PDF expression f Z (z) of the standardized random variable Z are shape parameters. The normal distribution has only a location (mean) and scale parameter (standard deviation); the standard normal PDF f X (x) = exp(-x 2 /2)/(2π) 1/2 does indeed not contain any parameters and therefore has a fixed shape. In single-parameter PDFs the scale and location cannot be chosen independently of each other. For instance, in the Poisson PDF f X (x) = λ x exp(-λ)/x!, the variance is equal to the mean value λ, which implies that a large scatter will always be present in this type of PDF when the mean value is high.
The standard Beta PDF is defined as
]/B(α,β), where B(α,β) is the Beta function with the parameters α, β > 0 and 0 < x < 1 (see Figure 2 ). It can take on entirely different shapes depending on the values of its natural parameters α and β. However, since the standard Beta PDF has only 2 parameters only a single PDF American Institute of Aeronautics and Astronautics shape can be obtained for given location and scale parameters. In other words, the shape parameters α and β are fully determined by the location and scale parameters. The mean of the Beta PDF is equal to α/(α + β) and the variance is given by αβ/(α + β + 1). Alternatively, the shape parameters α and β can be expressed in terms of the mean µ and the standard deviation σ: α = (1−µ)(µ/σ) 2 − µ, and β = α(1/µ − 1). A four-parameter PDF can take on a variety of shapes for given mean and standard deviation. The two additional parameters determine the lower and upper bounds of the PDF.
B. Popular Families of "Tail Distributions"
The idea of using PDF families and letting the data determine the actual PDF shape is not new. Families of PDFs are used frequently in the estimation of Extreme Value Distribution parameters. In one approach, the analyst must first determine the domain of attraction of the parent distribution, i.e. determine to which type of EVD the extremes of the parent distribution converge. One essentially selects a particular type of PDF and ignores the possibility that another one might be the correct PDF type.
If the parent distribution is known, the domain of attraction follows from theoretical considerations. Most PDFs commonly used in engineering applications belong to the Gumbel domain of attraction. However, in many applications the return periods of interest are not sufficiently high to detect the asymptotic trend. This makes the estimation somewhat problematic and one can therefore find several examples of Weibull or Frechet extreme value applications in the literature even though, strictly speaking, the Gumbel distribution applies (Maes and Breitung, 1993) . For instance, Castillo (1995) argues that only a Weibull distribution should be used to describe the maximum wave height yet hurricane records indicate that a Frechet distribution may be an appropriate PDF for engineering applications where the return periods are less than 200 years.
The three extreme value distribution types can be generalized in the so-called Von-Mises form (Castillo, 1988 ):
For c > 0, c < 0, or c = 0 the Frechet, Weibull and Gumbel EVD distributions are obtained, respectively. The Gumbel plot of these distributions is shown in Figure 2 . The generalization of the EVD types into a single family avoids having to make a choice about the particular EVD type a priori. Since the shape of the PDF is determined by a parameter (in this case c), the uncertainty on the PDF shape is readily obtained as the parameter uncertainty (see Section V. for details). It is quite conceivable that the "best" choice for an EVD is, say, Weibull but that the evidence is insufficient to reject the other EVD types. This is arguably the most significant advantage of using the Von Mises family (Eq. 1) instead of postulating a particular EVD Type.
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Figure 2: Gumbel Plot of different Extreme Value Distribution Types
A similar PDF family can be used for the estimation of large quantiles of any distribution type (not just an extreme value distribution). The generalized Pareto distribution (GPD) is the distribution of the excesses x -u, where σ is the scale parameter and ξ is the shape parameter, also referred to as the tail heaviness index (Pickands 1975) :
Eq. (2) holds for right (i.e. upper) tails, a similar equation can be derived for left (i.e. lower) tails. An unbounded Pareto distribution is obtained for positive values of the tail heaviness index ξ (heavy tail). An exponential PDF corresponds to ξ = 0 (neutral tail), whereas the case ξ < 0 results in a bounded Beta distribution (light tail), defined in the interval [u, u -σ/ξ]. These three PDF types are quite different in nature -some are bounded and others are unbounded -yet they are all members of the same parametric family. An important advantage of using the family of PDFs is that the analyst need not determine a priori whether the distribution is bounded or not; this decision will follow from the data themselves. It can easily be seen that this may have important repercussions when one desires to accurately estimate small probabilities. It can be shown that the sensitivity of the failure probability is directly proportional to the value ξ (Maes and Huyse, 1995). Maes (1994) demonstrates that the three tail-over-threshold types correspond one to one to the three types in the GEVD.
C. Popular families of "Bulk Distributions"
In this section we will present a brief overview of some PDF families than can be used to fit the entire range of the data and are not restricted to just the tails or extreme values. More details on each of these distribution families (or systems) are available in the literature. Some excellent overviews of distribution systems are given in Kendall et al. (1987) , Johnson et al. (1994) , and Rose and Smith (2001).
Exponential-Power Distributions
This is a family of symmetric distributions that includes the uniform, normal and double exponential PDF (Box and Tiao, 1992) . Its PDF is given by:
American Institute of Aeronautics and Astronautics where µ is the mean, φ the scale parameter, q the shape parameter and k is a normalizing constant. The standard deviation σ is a function of the scale parameter φ (Box and Tiao, 1992 ). This distribution is always symmetric and the normal distribution is obtained when the exponent q = 2/(1 + β) is equal to 2 (β = 0). The case β = -1 corresponds to a uniform distribution, and a double exponential distribution is obtained for β = 1 (see Figure 3 ). This distribution system serves as a wider choice for symmetric data than the normal distribution since it can model data with either very peaked (leptokurtic, β > 0, excess kurtosis) or flat distributions (platykurtic, β < 0, kurtosis < 3) compared to the Normal PDF. The Pearson family contains many popular PDFs (such as Beta, Gamma, Normal, Student-t) as well as several other types. When a Pearson distribution system is used, one essentially lets the data determine the best PDF choice from a wide range candidate PDFs. Different shapes are obtained for the PDF depending on the values of a, c 0 , c 1 , and c 2 . Figure 4 gives an overview of the Pearson family in terms of the variables β 1 = µ 3 2 / µ 2 3 and
Pearson Family
The Pearson system provides a unique distribution for every possible combination (β 1 , β 2 ). Seven types of PDFs can be distinguished on the basis of β 1 and β 2 ; note that β 2 cannot be less than 1 + β 1 . The Normal distribution (marked N in Figure 5 ) is a member of the Pearson family and is obtained for (β 1 , β 2 ) = (0, 3).
American Institute of Aeronautics and Astronautics . Note that in the Johnson system the analyst must make a decision which type of distribution will be fitted. This is readily accomplished by looking at the range of the X data. If X is unbounded, S U will be chosen, if X has only an upper or lower bound, the lognormal family S L will be chosen (the sign of δ determines whether S L has an upper or lower bound). The bounded distribution type is applicable when clear upper and lower bounds can be established for the random variable X. A recent application of the Johnson distribution system to probabilistic design is given in Vittal and Hajela (2003).
Gram-Charlier Expansions
Upon standardization z = (x -µ)/σ, any arbitrary PDF f Z (z) can be expanded in terms of a series of derivatives of another density φ(z):
Alternatively, Eq.(3) can be written in terms of a polynomial series
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If the basis function φ(z) is a Gaussian distribution then H j (z) is the Hermite polynomial, but other pairs of basis PDFs and orthogonal polynomials can be used to create a Gram-Charlier expansion (Xiu & Karniadakis, 2002 ). An appropriate selection of the basis function ensures that only a small number of terms are required in the series to achieve a close match between the polynomial chaos and the empirical distribution. One will typically choose a basis function that matches the empirical distribution fairly closely. Note also that, unlike all previous PDF systems (with the exception of the Johnson S B system), multi-modal distributions can be generated using the Gram-Charlier expansions.
IV. Parameter Estimation Methods
This section gives a brief summary of several methods that can be used to estimate the nominal values of the PDF parameters. The uncertainty and confidence bounds on these estimates are discussed in the subsequent section. It is assumed that no measurement uncertainty is associated with each data point. Quite often such data are limited in engineering application and the risk assessment must necessarily be based at least in part on potentially conflicting expert opinion. The authors have developed a technique to estimate PDF parameters on the basis of interval data or a mix of interval and crisp data (Thacker and Huyse, 2003) .
A. Moment and Quantile Estimation
The PDF parameters can be determined in terms of the moments. For instance for the 4-parameter Pearson system, one can express the Pearson coefficients (Eq. 4) in terms of the first 4 moments µ 1 through µ 4 and compute values for a, c 0 , c 1 and c 2 from the mean, standard deviation, skewness and kurtosis.
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The parameters in a PDF system can also be computed by matching 4 select quantiles to the empirical CDF F X (x i ) = P i , i = 1,…4. Although a tighter fit can be achieved in particular parts of the PDF, the selection of the quantiles is somewhat arbitrary. It also may have an adverse impact on the overall fit, so great care must be observed in the selection of the quantiles. Unless the quantiles are prescribed in a design code, this approach is therefore generally not recommended.
B. (Weighted) Least Squares Estimation of the CDF
The PDF parameters can also be estimated using a least squares fit to the empirical CDF on probability paper. Probability paper has scales that are adjusted such that the CDFs associated with a given PDF family are plotted as straight lines. The empirical CDF is obtained by assigning an equal weight p i to each data point x i . In order to achieve an equally good fit over the entire range of X, the points of the empirical CDF must "on average lie on a line which deviates only very little from a straight line" (Blom, 1958) . However, if one wants to achieve a closer fit in a particular area of the domain, appropriate weighting must be performed to achieve an accurate fit. The weighted least squares method seeks to minimize:
with respect to the PDF parameters θ. Weighted least squares will typically be used to estimate either one of the tails of the distribution. Different weights w i must be used depending on whether the absolute or relative error on the CDF is to be minimized (see Castillo 1992 ). Maes and Breitung (1993) demonstrate how risk-consistent parameter estimates can be obtained for the GEVD. Appropriate weighting factors for the estimation of large quantiles of distributions are discussed in Maes (1994) .
C. Maximum Likelihood Estimation (MLE)
Given the data x, the value f X (x | θ) can be interpreted as a function of the PDF parameters θ and not of the data x. When applied to parameter estimation, the principle of Maximum Likelihood states that one chooses the values that maximize the likelihood. It is to be noted that this is not the same as choosing the values with the greatest probability although the differences are in many cases not too large. The maximum likelihood estimate θ MLE is:
For numerical reasons one often maximizes the log-likelihood instead of the likelihood. MLE can be numerically unstable for certain types of families, our experience has been that MLE does not work well for the Pearson system.
D. Bayesian Estimation
Assume that the random variable X is modeled using a PDF family with parameters θ: f X (x | θ). The Bayesian estimation approach treats the parameters θ within the selected PDF family as random variables and assigns a PDF f Θ (θ) to them. The prior beliefs about θ are updated with the data x and combined in a posterior density f Θ (θ | x). Several point estimates can be derived for θ from the posterior density f Θ (θ | x): posterior mean, median and mode are commonly used. It is to be noted that the posterior mode will coincide with the MLE estimator if and only if the prior density f Θ (θ) is uniform.
Assume that x is a vector of n observations of the random variable X whose PDF f X (x) depends on the value of the parameters θ within the selected PDF family. Assume also that the parameters θ themselves have a probability distribution f Θ (θ). Bayesian estimation computes not just a point estimate of θ, but rather the entire PDF.
From the theorem of total probability, it follows that:
The likelihood function follows directly from the selected PDF family whereas the prior distribution may include subjective probabilities. The selection of prior distributions is discussed at some length in a companion paper (Huyse & Thacker, 2004) . Discussion and further references on this subject can be found in reference works on Bayesian inference (see Box & Tiao, 1992 or Pratt et al., 1995 .
V. Establishing Confidence Bounds on Parameters
A. Semi-Analytical Methods
Closed-form expressions for confidence bounds of the parameters in a PDF are available for only a few select PDF types. For other PDF types, one could use the Bayesian or re-sampling techniques described in the section below if only limited data are available. If the number of data points is not too small, one can apply a large-sample approximation to the distribution of the parameter θ (Kendall et al, 1987) . For a large number of samples the asymptotic distribution of the PDF parameters θ is multivariate normal with the mean equal to θ MLE and the covariance matrix given by the inverse of the Fisher information matrix J:
where L = log l is the log-likelihood function. The MLE based method leads to a second-order estimate for the uncertainty, which is usually sufficiently accurate to model the parameter uncertainties
B. Bayesian Estimation
In the Bayesian method, the parameters in the PDF f X (x | θ) for X are treated as random variables and a full PDF f Θ (θ) is computed for each parameter. In addition to point estimates for the parameters θ, confidence intervals are readily obtained from the PDF f Θ (θ) as the High-Probability-Density regions. The bounds of the (1 -2α)% confidence interval are obtained directly from the posterior CDF:
where F Θ (θ) denotes the CDF associated with the posterior PDF f Θ (θ | x) for the parameter Θ.
C. Re-sampling Techniques
The MLE confidence bounds are based on the assumption of asymptotic normality. With the current state of computational technology, bootstrap techniques can easily be used to obtain distribution-free confidence bounds, provided sufficient data are available. In its most simple form, the bootstrap method re-samples the original data (with replacement) and subsequently estimates the PDF parameters θ i for each sample i = 1, …n. The mean and standard error for θ can be computed from the sample values θ i to obtain an estimate of the confidence bounds (Efron and Tibshirani, 1993) . Alternatively, the empirical distribution for Θ can be used to directly obtain a nonparametric estimate for the confidence bounds [θ α , θ 1−α ] in the same way as with Bayesian estimation (see Eq. 15).
Jack-knifing is a bootstrap variant where during each re-sampling one or more data points are omitted. More advanced bootstrap methods can be used which result in improved, bias-corrected confidence bounds (Davison and Hinkley, 1997).
VI. Application
The objective of the application is to determine how well the PDF families are able to retrieve the Normal PDF from the sample data sets. The Normal distribution was chosen because it arises as the limiting case for all Pearson types (Figure 4) . The Pearson fits are also compared to the Power-Exponential distribution fits. Sample bootstrap data sets of different sizes (50, 250 and 1500 data points) were generated from a normal distribution (mean = 10, standard deviation = 3) and fitted using a PDF family.
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A. Results for Pearson Fits
Although the Pearson system contains seven types, the four transition types (II, III, V, and VII) occur only when one or more parameters are equal to zero. The transition types are indicated by a line on the Pearson diagram in Figure 4 will therefore generally not be obtained using general data-fitting (e.g. Type II requires the skewness to be exactly equal to zero). When the transition types are excluded, the Normal distribution can be classified as the limiting case of the bounded Type I, unbounded Type IV or semi-bounded Type VI. Fitting a Normal distribution is an interesting test for the Pearson family since the Normal is the limiting case for all 7 types. Due to sample fluctuations one would expect to have all 3 non-transition types represented. The coefficients in the Pearson equation were estimated using the first four sample central moments (see Eq. 8).
Sample Data Set
Normal PDF 50 data 250 data 1500 data Table 1 lists the percentages of Type I, IV and VI as well as the Pearson coefficients and their standard errors (in parentheses). The exact parameter values for the given Normal PDF are: a = -µ = -10, c 0 = σ 2 = 9, c 1 = c 2 = 0. Sample PDFs, estimated using 50 and 1500 data points, are shown in Figure 5 . Several observations can be made. When only 50 data are present, the large variability associated with the higher order sample moments, may cause clearly erroneous coefficient estimates. For instance, several bootstrap samples resulted in a Type VI estimate. Type VI PDFs have either a lower or upper bound (green PDF curve in Figure 5 ). In all cases, the Type VI classifications were clearly incorrect because they resulted in PDFs that were undefined for at least some of the sample X-values. The effect can also be seen in the estimate for c 0 , which has a negative average value. Since no Type VI classifications were found for the larger data set, it is believed that this misclassification can be attributed to the increasing inaccuracy of the sample skewness and kurtosis values, which are used to estimate the Pearson Figure  5 shows considerable scatter in the PDF estimate for n = 50. It is interesting to note that the Normal PDF is estimated as either Type I or Type IV. While Type IV is unbounded, just like the Normal, Type I is a bounded Beta distribution. Figure 5 shows that very good agreement with the Normal can be achieved using a Beta PDF in the "bulk" region. Note that the bounds may be very far out for some of the Type I PDFs. However, since the Beta PDF is bounded, the PDF will start to deviate more and more from the Normal near the tails. We generally do not recommend using bulk families when one needs to estimate large or extreme quantiles. In that case, a GPD or GEVD family (see Eqs. 1 and 2) should be used. The standardized Pearson coefficients (c i -µ(c i ))/se(c i ) are plotted on Normal probability paper in Figure 6 . It can be concluded from the figure that in this case the distributions for the PDF parameters themselves are fairly close to Normal. As a result, the confidence bounds computed using the standard error are very close to the confidence bounds obtained directly from the bootstrap densities using Eq. 15. The bootstrap estimates for the standard errors are indicated in Table 1 . The correlation coefficients ρ between each pair of the PDF parameters (a, c 0 , c 1 , and c 2 ) are very low, typically |ρ| < 0.1.
Results for Pearson Family
B. Results for Power-Exponential Fits
The Normal PDF is also a member of the symmetric Exponential-Power family (Eq. 3). The three parameters were estimated using Maximum Likelihood. When only 50 data points are used, large scatter exists on the shape parameter β: the standard error is 0.3. This indicates that any value over the entire β-range -1 < β < 1 can be observed. Some extremely platykurtic and leptokurtic PDFs are clearly identifiable in Figure 7a . The standard error on β rapidly decreases with increasing sample size (see Table 1 ) and all sample PDFs closely match the exact Normal PDF (see Figure 7b) . The standardized coefficients (θ i -µ(θ i ))/σ(θ i ) are plotted on Normal probability paper in Figure 8 . Since the distribution for the PDF parameters is very close to Normal, accurate confidence intervals can be obtained using the Fisher information matrix (Eq. 14). In addition, the confidence bounds computed using the standard error are very close to the confidence bounds obtained directly from the bootstrap densities using Eq. 15. The bootstrap estimates for the standard errors are indicated in Table 1 . The correlation coefficients ρ between each pair of the PDF parameters (µ, σ, and β) are very low, typically |ρ| < 0.1. Note also that the relative standard errors on the coefficients are much smaller for the exponential power fits than for the Pearson system, even after the erroneous Type VI classifications are filtered out, the uncertainty on the Pearson coefficients is nearly twice as high.
VII. Summary and Conclusion
This paper presents a general framework to estimate uncertainty random variables. We propose a probabilistic approach that avoids the arbitrary selection of a PDF. A much wider parametric family of PDFs is used instead of American Institute of Aeronautics and Astronautics assuming a particular PDF type. Since these PDF families contain shape parameters in addition to their location and scale parameters, they can adequately reflect the uncertainty on the PDF shape. Standard errors and confidence bounds can be estimated for each PDF parameter. The uncertainty associated with the PDF shape is readily included in the risk assessment.
The Johnson transformation system requires the analyst to make a decision on whether distribution is bounded, unbounded or semi-bounded. The Pearson system does not require this but parameter estimation on the basis of moments can be inaccurate unless the data set is really large. The exponential-power family is a good candidate PDF family to model symmetric data. The Gram-Charlier expansions have recently attracted considerable interest under the name Polynomial Chaos.
Because the risk assessment in many applications is performed based on a combination of expert opinion and data collected from physical experiments, it is important to have a method that quantifies the confidence in the risk assessment. When a PDF family is used, the uncertainty on the PDF shape is easily quantifiable. This is a key advantage of the proposed approach.
