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§ 1. Постановка задачи 
Часто (напр., при планировании новых производственных 
комплексов) необходимо решать задачу математического прог­
раммирования следующего вида: минимизировать функцию 
f(X) = ) вд(*Р» (1.1) 
где 




сjXj + cL, если Xj > о, 
( 1 . 2 )  
^- Ък' (1.3) 
Xj ^  0 , 3=1>2,...,п, (1•4) 
х^ < ßj, j е Р, (1.5) 
где Р = { j : > о}. 
Предполагаем, что > о при всех j и d. = 0, если j £ Р. 
Положительная величина называется фиксированной до-
Платой, а задача (1.1 )-(1.5)  задачей линейного программиро­
вания с фиксированными доплатами. 
Задачу (1.1)-(1.5)  можно свести к частично целочисленной 
задаче лчнейного программирования путем введения дополни­
тельных булевых переменных у ^, определяемых при j е Р следую­
щим образом: 
yd = 
0, если г. = О, 
3 (1.6) 
1, если > 0. 
Тогда вместо функции f(x), определяемой формулой (1.1), мож­




+ ]Г а3У3 . 
Как легко показать (см. напр. [1], стр. 53), минимизация 
функции f(x,Y) при логических условиях (1.6) и условиях (1.5) 
эквивалентна минимизации этой функции при условиях 
Г о 
Jj = < ^ >  Х 1  4 если 3€ Р-
Итак, мы получим новый вид задачи: минимизировать 
п 
г(х,т) = ) о^х^ + У (1.7) 




akjx,3 = bk' k=1»2,...,m, (1.8) 
хj ^ ® ) d=1 »2,...,11, С1 • 9) 
X j  4  ,  i  G  P ,  (1.10) 
0  0 ^ 1 ,  З  e p ,  ( 1 . 1 1 )  
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y j - целые, j е P. (1.12) 
Задачи (1.1)-(1.5) и (1.7)-(1.12) эквивалентны в том 
смысле, что минимальные значения их целевых функций совпада­
ют и 
у них существуют оптимальные решения с одинаковыми зна­
чениями компонент х1,х2,....х^. 
Из-за разрывности целевой функции трудно найти эффектив­
ные точные методы для решения поставленной задачи в форме 
(1.1)-(1.5). Поэтому, многие авторы изучают приближенное ре­
шение этой задачи, особенно частного случая - транспортной 
задачи с фиксированными доплатами ([4]; [1], стр. 300-313; в 
[1] можно найти дополнительную литературу). 
Рассматриваемую задачу в форме (1.7)-(1.12) можно решать 
методами целочисленного линейного программирования; например, 
методом отсечений Гомори. Но, в случае больших m и п и мно­
гих положительных ау большие размеры этой задачи превращают 
ее практическое решение трудной, даже при использовании ЭВМ 
([3], стр. 256). Более перспективными окажутся комбинаторные 
методы, которые позволяют избавляться от дополнительных пе­
ременных у j. Такие методы предлагаются в [5] и [6]. В насто­
ящей заметке для решения рассматриваемой задачи применяется 
вариант метода ветвей и границ. При этом исходной является 
задача в форме (1.7)-(1.12), но применение метода требует 
решение ряда задач лишь с ограничениями (1.3)—(1.5) и линей­
ными, отличными друг от друга целевыми функциями. От метода 
Грея [5] предлогаемый метод отличается правилами ветвления 
и способом оценки целевой функции. 
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$2. Решение доставленной задачи 
методом ветвей и границ 
Рассмотрим решение задачи (1,7)-(i.12)  методом ветвей и 
границ. При этом используем обозначения и схему метода, 
аналогичные обозначениям и общей схеме из [1], стр. 213-218, 
конкретизируя правило ветвления, метод нахождения оценок и 
допустимых решений и дополняя схему правилом заграждения 
ветвления. 
Сделаем некоторые предварительные замечания. 
Обозначим через GQ множество, заданное условиями (1.8)-
(1.12). В процессе решения задачи это множество определенным 
способом разбивается на конечное число подмножеств. На каж­
дом таком подмножестве найдем нижнюю границу (оценку) це­
левой функции, т.е. такое число 4(Gi), что для любого (х,т)е 
е G, имеет место неравенство f(x,Y) > ^ (Gi). Если G.^ пустое 
множество, берем ^(G i) = + 0 0 .  
Оценка S(G0) получается как значение целевой функции 
(1.7) при оптимальном решении нецелочисленной задачи (1.7)-
(1.11), а оценка г.(0,±) (i > 0) - как значение функции (1.7) 
при оптимальном решении той же самой задачи с дополнительны­
ми условиями типа у
р 
= 0, yg = 1. Как мы покажем ниже, послед­
ние задачи можно заменить более простыми, где переменные у 
отсутствуют. На вопросе определения оценок £(0^ будем оста­
навливаться более подробно в следующем параграфе. 
Для установления оптимальности допустимого решения ис­
п о л ь з у е м  с л е д у ю щ и й  п р о с т о й  п р и з н а к  о п т и м а л ь ­
ности ([1], стр. 216). 
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Пусть 
G0 = U <4 
0  i=1 1  
и допустимое решение (x*,Y*) принадлежит некоторому подмно­
жеству Gv, V е {1 ,2,... , s }. ЕСЛИ 
f(X*,Y*) = *(GY) < ^ (G±), i=1,2,...,s, 
то (x*,Y*) - оптимальное решение задачи (1.7)-(1.12). 
Изложим общую схему алгоритма. 
0- й  ш а г .  Вы ч и с л и м  о ц е н к у  4(GQ). ЕСЛИ 4(GQ) = +ОО, 
то задача не имеет допустимых решений. Если £(GO)<+Œ, то 
найдем допустимое решение (xc,Yo)eGo и вычислим f(X0,YQ) . 
Если 
f(X0,Y0) = *(Gq), (2.1) 
то (xo,Yo)- оптимальное решение задачи (1.7)-(1.12), а хо -
оптимальное решение задачи (1.1)-(1.5). Есж равенство (2.1) 
не имеет место, включим Gq в список s рассматриваемых под­
множеств, присвоим переменной z значение f(xo,Yo) и перейдем 
к 1-му шагу. 
k - й  ш а г  ( к  >  1 ) . 1 .  И з  с п и с к а  s  и с к л ю ч и м  н а и ­
более перспективное множество Gp^  по ус­
ловию 
S(G_ ) - min a;(G1). (2.2) Pk G^gS + 
Множество Gpk разобьем на два подмножества, G2k_1 и G2k 
(ветвление). При этом G2k-1 П0ЛУчается из GPk введением до­
полнительного условия yq = о и G2k - введением условия yq = 1, 
где yq - одна из переменных, получаемых дробное значение в 
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оптимальном решении задачи линейного программирования, ре­
шаемой при определении *(Gpk). 
2. Вычислим оценки S(G2k>1) и S(G2k). Найдем допустимые 
решения (х2к_1Д2к-1) € G 2k-1» (х2к'Т2к^ 6G2k и вычислим зна­
чения i=2k-1 ,2k.  
3. Проверим неравенство 
min f(X,,Y.) < z. 
i=2k-1,2k  1  1  
Если оно выполняется, то присвоим 
z := min f(Х.,Y.), 
i=2k-1,2k 1 1 
иначе z остается без изменения. 
4. То (те) из множеств G,, I=2k-1,2к, которое удовлетво­
ряет условию 2(5^) < Z, ВКЛЮЧИМ В СПИСОК S. 
5. Для множеств Gi из списка s проверим условие оптималь­
ности: 
min^CG^ = 2l(Gv) = f(Xv,Yv) = Z- (2.3) 
Если оно выполняется, то (X^,Yv) - оптимальное решение зада­
чи (1.7)-(1.12) ,  а х^ - оптимальное решение задачи (1.1)-
(1.5). Если (2.3) не выполняется, то перейдем к следующему 
пункту. 
6. Из списка s исключим множества Gif для которых 
i(Gt)> z (заграждение ветвления) и перейдем к следующему 
шагу. 
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§3. Нахождение оценок и допустимых решений 
Как следует из правила ветвления, множество G^ определя­






= 1. (3.1) 
Обозначим 
I? = {г ; у
р 
= ° в определении множества G±}, 
Ii = { s : ys = 1 в определении множества G± ]>. 
Для нахождения оценки 2(0.^) заменим множество Gi на множест­
во Gp которое получается из Gi отбрасыванием условия цело-
численности (1.12). Очевидно, G^ Оценку 4(с±) найдем 
как минимальное значение целевой функции (1.7) на множестве 
G.. Для этого нужно решить задачу линейного программирования 
{(1.7)—(1.11), (3.1)}. Последняя заменяется более простой, 
если применить следующую, почти очевидную теорему (ср. [1], 
стр. 304). 
Теорема. Если = (х^), Yi = (у*) - оптимальное реше­
ние задачи {(1.7)—(1.11), (3.1)}, то 
4 = »jTj (3.2) 
для всех у j, не встречающихся в условиях (3.1), т.е. для 
jeP\(i°U ф. 
Из теоремы следует, что оптимальное решение задачи 
{(1.7)—(1.11), (3.1)} не изменяется, если в ней ограничения 
(1.10) для j бр\(i^ljl^) заменить ограничениями 
xd = ß^y у jePNdJUlJ). (3.3) 
При указанных в (3.3) индексах j проделаем в целевой 
3 
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функции замену у^ = х.. / При этом освободимся также от 
соответствующих ограничений (1.11), так как они всегда вы­
полняются, если имеют место (3.3) и неравенства (1.4), (1.5). 
Рассмотрим еще переменные у^ и у
с 
(re 1°, se l|), встречаю­
щиеся в условиях (3.1). Если имеем условие у
д 
= 1, то соот-
ветствуицее ограничение (1.10) заменяется ограничением xc.4ßs, 
а в целевой функции (1.7) слагаемое doyg - константой Ес­
ли у
г 
= 0, то, в силу (1.10), также х
г 
= 0. Соответству­
ющую замену можно проделать в целевой функции (1.7) и огра­
ничениях (1.8). 
Обозначим 
с j при j ф. Р или j е l| 
с j = < 
G .  + d .  / ß.J ПРИ j € P\ (l?Ul|). 
Тогда из сказанного следует, что оценка ^(G^ находится как 
оптимальное значение целевой функции следующей задачи линей­
ного программирования: минимизировать 
ZZ d j +  И 5 л (зл) 
i«ij 
при условиях 
у* akjxj = **k' к=1,2,...,т, (3*5) 
X. > 0, je{l,2,...,n}\I°, (3.6) 
xd 4 ß3, d е Р \I? . (3.7) 
Иногда, например при решении транспортной задачи с фиксиро­
ванными доплатами, более удобна следующая форма задачи 
(3.4)-(3-7): минимизировать 
n 




^ akjxj = ^к' к=1>2,.•. ,m, (1*3) 
j=i 
Xj > 0 , j=1 ,2,... ,n, С1•4) 
x ^ 4 ß j ) j e P » 0*5) 
где дополнительно определено 
с^ = M при j е 1°, 
a M - достаточно большое положительное число, условно, 
M = +00 . Здесь нужно только учитывать, что оптимальному зна­
чению +00 целевой функции последней задачи соответствует от­
сутствие допустимых решений в задаче (3.4)-(3.7). В обоих 
случаях берем *(5^ = +оо. 
Если ž;(G1)<+oo, то нахождение точки (xi,Yi)eGi не 
представляет трудности. В качестве х± = (х^р возьмем опти­
мальное решение задачи {(3.8), (1.3)-(1.5)} (или задачи 
(3-4)-(3.7)), а координаты вектора y± = (yj) найдем по фор­
мулам 
0, если j е 1° или j € Р\ (i^Ui^) и Xj = о, 
У j = • 
1, если j е lj или j е Р\ (I°UlJ) и xj > 0. 
После этого найдем значение целевой функции fCl^Y^ по фор­
муле (1.7). 
Кроме вектора Y ±  при ветвлении требуется вектор Y ±  = (у^) 
такой, что (Xj^Y^ является решением задачи {(1.7)-(1.11), 
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(3.1)}. Очевидно, координаты вектора Yi получаются при 
j е Р \ (1®01^) из соотношений (3.2), а при 3 el^ и 3 el| -
из условий (3.1), имеющихся в определении множества G±. 
$4. Применение алгоритма для транспортной 
задачи с фиксированными доплатами 
Рассмотрим теперь частный случай задачи (1.1)—(1 - 5) -
транспортную задачу с фиксированными доплатами (см.[4]): ми­
нимизировать функцию 
m n 






о, если xk1 =0, 
К З  ( 4 . 2 )  
. 





» к-1,2,...,m, (4.3) 
m 
) хкЗ = Ъ3 » >2,...,п, (4.4) 
xkj > О, к=1,2,...,т; 3=1,2,...,п. (4.5) 
Предполагаем, что 
°кЗ > 0> dk3 * °* 
Алгоритм, приведенный во втором параграфе, применим на 
этом частном случае, если учитывать следующее. 
1. Величинам х.., У у 0 j и d j в задаче (1.1 )—( 1.5) соот­
ветствуют величины х
к
j, ykj, okj и dkj в транспортной задаче 
12 
(4.1)-(4.5) И верхним границам - величины ßKJ = mln{ak,b.j}. 
(Если ухе в формулировке задачи к условиям (4.3)-(4.5) при­
бавлены условия xkj 4 P>k;j, где ßkj < ш1п{ак,ь3}, то имеем де­
ло с задачей с ограниченными пропускными способностями ком­
муникаций, которая, разумеется, также решается рассматривае­
мым методом.) 
2. Если ak, bj, ckj, dkj - целые, то значение целевой 
функции (4.1) при базисных решениях также целое. Поэтому, в 
качестве 2;^) можно взять наименьшее целое число, не 
меньшее чем минимальное значение функции 
ш n 
5Z dkd + И Л Vw (*-6) 
(k,d)eli k=1 d=1 
при условиях (4.3)-(4.5), где 
okd, если (к, j) е lj 
ckd м, если (к, j) ei® 
- 
ckj + akJ Sh.}' ecjm = 
(ср. с задачей {(3.8), (1.3)-(1.5)} из предыдущего парагра­
фа). 
Отметим, что I® = ij = f f  и задача {(4.6), (4.3)-(4.5)}, 
решаемая при определении £(Gq), совпадает с задачей Балинс-
кого [4], дающей обычно достаточно хорошее приближение к оп­
тимальному решению задачи (4.1)-(4.5). 
Для решения транспортной задачи с фиксированными допла­
тами методом ветвей и границ составлена программа для ЭВМ 
"Минск-32". Эта программа использует стандартную программу 
ОПТПЛ [2], которая требует от решаемой задачи невырожденнос-
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ти. Но, к сожалению, это требование часто не выполняется. 
Для решения задачи 5*7 из статьи К.Мурти [6] при помощи 
этой программы на ЭВМ "Минск-32" потребовалось 33 секунды. 
П р и м е р .  Р е ш и м  т р а н с п о р т н у ю  з а д а ч у  с  ф и к с и р о в а н н ы м и  
доплатами, данные которой приведены в таблице 4.1. В этой 
таблице в левом углу каждой клетки находятся величины и 
в правом - величины а
к^
. В таблицах 4.2-4.1 о указаны опти­
мальные решения х± = (xkj) задач {(4.6), (4.3)-(4.5)}, ре­
шаемых при определении оценок ^(g^ (i=o,1,2,... ,8). При 
этом ненулевые компоненты х
к;. размещены в клетках в правых 
нижних углах, а соответствующие коэффициенты с
к^
 целевой 
функции (4.6) - в левых верхних углах. По описанному алго­
ритму на 0-ом шагу вычислим *(GQ) = 27. Соответствующее до-
2 3 3 2 3 3 




4 4 2 
3 6 2 5 4 5 5 1 
11/3 
3 
Таблица 4.1. Таблица 4.2. (xQ) 
пустимое решение (XQ,Y0) Е G q дает z = F(x0,Y Q) = 31. Компо­
ненты х0 даны в таблице 4.2. Так как z = 31 > *(%) = 27, то 
включим GQ в список s и переходим к шагу 1. Следующие шаги 
не требуют особых объяснений. Ход решения иллюстрируется де­
ревом на рис. 4.1. 
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а,) Таблица 4. 4. (Х 2) 
2 3 3 2 3 3 















Таблица. 4.5. (х3) Таблица 4. 6. (х4) 
2 3 3 2 3 3 
4 1 1 
2 
3 











Таблица 4.7. (Х 5) Таблица 4. 8. (Х 6) 
2 3 3 2 3 3 




4 00 00 11/3 4 4 1 
00 11/3 
3 
Таблица 4.9. (х^) Таблица 4.10. (Хд) 
На шагу к = 4, проверяя условие оптимальности, получаем, 
что 
ming4(G1) = $(Gg) = f(X8,Yg) = z = 29 
 . . Xg - оптимальное решение исходной задачи. 
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z = 31 
Tn = 
"1 2/3 О- 3 
- {=o} 
U [о 1/3 lj 
fC^ ,т1) - 34 
[10 2/31 
1 lo 1 1/3J 
w2) = 27 
f(l2,T2) = 29 
1/2 1 0  
1/2 0 1 
^(^3) = 29 *(&4) = 27 к = 
?(13,т3) = 
Г0 1 






V = 31 
'1 1 01 
-0 1/3 l j  
z = 
S = 
V 1  
^0/ 
к = 3 
z = 29 
s - {G3,C5} 
*(G5) 28 
5Д5) = 29 
Г  1  1 1 "  
5 L1/2 0 0. 
*(Gg) = 31 
f(X6,Y6) = 31 
Г1 1 01 
T6 = 
[0 1 1J 




*(Gg) = 29 
*8 = 
Ig) = 29 
"1 1 01 
.1 0 1J 
к = 4 
z = 29 
s = {0 3,G 8} 
Рис. 4.1. 
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ВВОД ОГРАФОВ В ЭВМ 
Ю.К.Кихо 
В статье излагается способ линейного кодирования разме­
ченных графов, т.н. ографов [1] и дается описание соответ­
ствующего языка ЛИНКС. 
Первое сообщение об этом языке было опубликовано в 1970 
году [2]. В течении последующих лет язык ЛИНКС интенсивно 
использовался при подготовке к вводу в ЭВМ структурных дан­
ных о химических реакциях. Был также создан транслятор с 
языка ЛИНКС для ЭВМ "Минск-32", т.е. программа, которая пре­
образует ЛИНКС-код во внутримашинное представление соответ­
ствующего ографа. В ходе практического применения языка и 
создания транслятора обнаружилась целесообразность небольшо­
го изменения первого варианта языка, а также необходимость 
более строгого описания его синтаксиса. Настоящая статья по­
священа, в основном, описанию окончательного варианта языка 
ЛИНКС. Кроме того, приводятся некоторые сведения о конкрет­
ной системе ввода ографов в ЭВМ "Минск-32". 
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§1. Кодирование в системе ЛИНКС 
В настоящем параграфе рассматриваются принципы составле­
ния ЛИНКС-кодов, т.е. дается семантика языка ЛИНКС. Точные 
определения всех конструкций этого языка можно найти в сле­
дующем параграфе. 
Кодируемые ографы называются терминальными ографами. а 
метки их вершин и дуг - терминальными метками. В системе 
ЛИНКС фиксированы некоторые терминальные метки, т.н. стан­
дартные метки. Остальные используемые (нестандартные) терми­
нальные метки - 
произвольные идентификаторы; их список со­
ставляется и задается пользователем. 
Совокупность правил кодирования состоит из двух частей: 
правила кодирования блоков и правила представления ографов. 
Первые из них позволяют, по-существу, составлять коды огра­
фов, вторые - кодировать ографы "по частям" и, тем самым, 
облегчать процесс кодирования сложных ографов. 
Блоком называется ограф с пронумерованными вершинами. 
Основные коды блоков определяются следующим образом. 
А1. Цепь вида 
/—N ßl Z—Ч ^2 ^ ri—1 Z—Ч © -0 —=НЗ) 
кодируется словом 
<*l[>1>2lA] ••• [Pn-J'V • 
А2. Цикл вида 
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кодируется словом 
<*1[ßl]«2[P2] ••• [l^-lKJA^ • 
A3. Направленное от корня n-вершинное дерево1 (п >  2  )  ,  
корень которого имеет номер ^ , кодируется словом вида 
< > 1^2' * * * '*^n ^  » 
где = «i;o , 
(1=2,3 »••• »л) , 
есть метка i-ой вершины, ^  - номер предка i-ой вер­
шины, ßi - метка дуги, входящей в i-ую вершину. 
A4. Произвольный n-вершинкый и m-дужный блок (п » 2, 
m > 1 ), который не содержит дуг с меткой можно кодиро­
вать словом вида 
^ ^1 ' ^2 ' * * * '^п ^ ' 
где = 
Äi[^ii]rli1[^i2]rli2 ••• [AnJ^im » 
<*i есть метка i-ой вершины (х^, 
»lij - номер j-ого соседа (х^ ) вершины х^ 
(i1;) - метка дуги из ^  в . 
Заметим, что правилами А^-АЗ предусматривается кодирова­
ние только антисимметричных подографов. 
Основные коды блоков упрощаются по следующим правилам. 
1—; 
Имеется в виду связный ограф, в котором в каждую вершину 
кроме одной (корня) входит одна и только одна дуга; в корню 
дуг не входит. 
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Б1. Единицу в качестве номера вершины можно опустить. 
Б2. Скобки "С ]" вокруг стандартных меток дуг можно 
опустить. 
БЗ. Повторяющиеся (в коде) метки вершин можно опустить, 
за исключением последней вершины цепи. 
Б4. Каждый код блока, а также любое его подслово (фраг­
мент кода), заключенное между ограничителями, можно заменить 
соответствующим прямым кодом. 
Под последним подразумевается 
обозначение, введенное пользователем в целях получения более 
коротких или более наглядных 
кодов ографов. 
Таблица прямых кодов, в которой каждому прямому коду со­
поставлен некоторый код блока или фрагмент кода блока, со­
ставляется пользователем. В качестве прямого кода можно ис­
пользовать любой идентификатор, отличный от терминальной 
метки. Поскольку прямые коды являются, по-существу, обозна­
чениями (кодов или фрагментов), то один прямой код может в 
таблице встречаться лишь один раз, т.е. должен быть описан 
однозначно. 
Слово, полученное при помощи замены по Б4, называется 
сокращенным кодом. Правило Б4 применимо и для сокращенных 
кодов. 
В системе ЛИНКС разрешается кодировать блок и в некото­
рой другой системе при условии, что кодами блоков - спецко­
дами - являются балансированные слова. Под последним под­
разумевается слово в алфавите языка ЛИНКС, в котором символы 
"< " и ">" использованы как скобки. Спецкодам приписывают 
пятисимвольный признак для отличия их от основных кодов бло­
ков. Признак начинается символом " ' ", четыре последующих 
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символа образуют название спецсистемы. 
В принципе, правилами кодирования блоков обеспечивается 
возможность кодирования любых терминальных ографов. Для это­
го достаточно пронумеровать вершины данного ографа 
и приме­
нить одно из правил A4-A4 (или некоторое правило составления 
спецкода). Но, поскольку простые правила AI и А2 для слож­
ных ографов неприменимы, а кодирование по правилам A3 и A4 
значительно сложнее, то предусматривается возможность раз­
биения исходного ографа на более мелкие блоки, которые можно 
кодировать отдельно. Процедура такого разбиения называется 
процедурой представления. В результате применения процедуры 
представления получается нетерминальный ограф. т.н. пред­
ставление исходного ографа. Метками вершин в представлении 
служат коды выделенных в исходном ографе блоков. 
Правила кодирования блоков (А1-А4 и Б1-Б4) применимы и 
для нетерминальных ографов. Поэтому, полученное представле­
ние может быть либо пронумеровано и закодировано по этим 
правилам (если оно достаточно просто), либо, в свою очередь, 
представлено в виде более простого нетерминального ографа и 
т.д. 
Процедура представления состоит из четырех этапов (В1-В4) 
и также применима как для терминальных так и для нетерми­
нальных ографов. 
В1. Множество вершин (X) представляемого ографа (G) 
разбивают на непустые подмножества X1,X2,...,Xin (m >1). 
Разбиение должно удовлетворять следующему условию: если два 
различных подмножества Х^ и Х^ связаны несколькими дугами в, 
исходном ографе, то все дуги между Х^ и Х^ должны иметь одно 
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и то же направление (либо из Х± в либо из Х^ в Х±). Кроме 
того, если G нетерминальный ограф, то выделенные подмножест­
ва должны быть попарно непересекающимися. Множество X* = 
= {Х1,Х2,...Дт} считается множеством вершин представления. 
В2. Множество дуг (и*) представления определяют так: 
eu* тогда и только тогда, когда в исходном ографе 
существует дуга, направленная из Xj^ в Х^ или Х^ Xj 4 0 
(1 4 i, Х^Х*, XdeX*). 
ВЗ. Определяют метки вершин представления. Для этого 
произвольным образом нумеруют вершины подографа, порожденно­
го множеством Х^^ , получая блок G(X1) (i=1,2,... ,п). Блок 
G(X1) кодируется по правилам кодирования блоков (по AI-A4, 
Б1-Б4 или по спецсистеме). Меткой вершины Xi в представле­
нии считается код блока G(Xi). 
В4. Определяют метки дуг представления. Метка дуги, на­
правленной от вершины Xi к вершине Х^, есть последователь­
ность характеристик всех дуг, направленных из в Х^ в ис­
ходном ографе G. Характеристики отделены друг от друга запя­
тыми. Характеристика дуги (х,х'), где х еХ± и х'е Х^, имеет 
вид ki[ß]n', где ц есть номер вершины х в блоке G(Xi), ц -
номер вершины х' в блоке G(X^) и ß - метка дуги (х,х ) в G. 
В том случае, когда Х^ Х^ 4 0, для каждой вершины х" из 
Х±П Х^. в метку дуги (XlfXj) прибавляется еще характеристика 
вида ц Î ц', где ц - номер вершины х" в блоке GKX^ и ц - но­
мер этой же вершины в G(X^). Метка " t " есть стандартная не­
терминальная метка дуги. Порядок расположения характеристик 
в последовательности произволен. 
Метка дуги может быть упрощена по правилам Б1 и Б2 (см. 
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выше). Например, метка 
2[YE]1,1[.]1,3[=]2 
сводится к виду 
2[YE],. ,3 = 2 
С формальной точки зрения, процесс кодирования заданного 
терминального ографа G0 в системе ЛИНКС заключается в состав­
лении последовательности G1,G2,...,Gk (к > 1), где Gj^ есть 
представление ографа Gl_1 (1=1,2,...,к) и Gk есть одновер­
шинный ограф. ЛИНКС-кодом ографа GQ называется метка единст­
венной вершины ографа Gk. 
Стандартная нетерминальная метка используется для 
удобства кодирования. Именно, в ходе кодирования можно огра-
фу прибавить произвольное количество дуг с этой меткой, т.н. 
пустых дуг. Например, ографы 
1 2 3 4 
(СНЗ )-^СН2)-^(СН2 )-^( СН2 ) и 
непосредственно кодируются словами 
ССНЗ.СН2. . СН2> (по A4) и <С.2;Н;.1> (по A4) 
соответственно. Но после превращения их в циклы (добавлением 
пустой дуги), т.е. в 
1 2 3 4 
р( СНЗ )-=-( СН2 )_^СН2У^ССН2^ и 
эти ографы кодируются (по А2) словами 
<СНЗ . СН2 . . ;> и <С.Н; . > 
соответственно. 
24 
Цри помощи пустой дуги можно "связать" компоненты связ­
ности ографа, чтобы получать связный ограф. Обычно компонен­
ту связности несвязного ографа представляются отдельно в ви-
де °ДНовершинных ографов, которые затем объединяются в цепь 
(или цикл) при помощи пустых дуг. Кодом исходного ографа яв­
ляется код такой цепи (такого цикла). 
Пример. 
12 12 
( снзМЖ) ®-Ч5) 
(<СНЗ . 0Н>) (<Н. 0>) 
( <СНЗ . 0Н> )—L-*( <Н . 0> ) 
«СН3.0Н> ; <Н.О» 
Из правила Б1 вытекает возможность кодировать отдельно и 
висячие подографы
2: каждый такой подограф можно заменить на 
его одновершинное представление независимо от других частей 
ографа. Необходимо только соблюдать, чтобы при нумерации 
вершин на этапе ВЗ (процедуры представления) номер "1" при­
сваивался всегда выходу подографа или блоку,содержащему этот 
выход. 
Висячим подографом называется подограф, который имеет 
один и только один выход. Выходом подографа считается верши­
на, в которую входит или из которой исходит дуга, непринад-
лежащая этому подографу. 
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Пример. Нетерминальный о граф на рис. получен из GQ 
после замен висячих подографов I, II, III на их одновершин­
ные представления. Подографы указаны пунктирной линией. На 
рис. 2 изображены последовательные представления подографа 
III при его отдельном кодировании. Представления III— 1 и 
II1-2 получены также путем замены висячих подографов. 
I II III 
I 1 
I I 
<v (<0. Н>)—*—( <С- 0> )—1—( «<с. н>.н>.н>) 
Рис. . 
Ж-




III III-1 III-2 





Из G<1 получается ЛИНКС-код ографа G0 -
«0. Н>.<С = 0>. «<С. Н>.Н>.Н» . 
Замечание. Терминальным ографом Q q на рис. 4 изобра­
зи ется структура с неориентированными связями: на рисунке 
дуги даны линиями, а не стрелками. Такие структуры кодируют­
ся в виде ориентированных антисимметричных ографов, причем 
ориентацию терминальных дуг определяет (обычно подразумевает) 
кодировщик по своему усмотрению, непосредственно перед коди­
рованием блока. 
Если рассматриваемые терминальные ографы содержат много 
одинаковых висячих подографов, то введением для каддого та­
кого подографа обозначения (прямого кода) существенно упро­
щается процесс кодирования. Например, если кодам блоков 
<0.Н>, <С=0> и «<С.Н>.Н>.Н> соответствовали бы в таблице 
прямых кодов идентификаторы ОН, СО и ME соответственно, то 
вместо G,, непосредственно получился бы ограф (0Н)-ЦС0)-^-{^ 
и ЛИНКС-кодом ографа GQ было бы слово <0Н.С0.МЕ> . 
Разумеется, роль, которую играют прямые коды при облег­
чении кодирования, далеко не ограничивается ролью обозначе­
ний висячих подографов. Некоторые примеры кодирования струк­
тур в системе ЛИНКС с использованием прямых кодов можно най­
ти, например, в [3]. 
§2. Синтаксис языка ЛИНКС 
Под языком ЛИНКС подразумевается формальный язык, слова 
в котором - ЛИНКС-коды. Алфавит языка ЛИНКС состоит из пе­




Синтаксис языка описывается в нормальной форме Бэкуса, 
но традиционная нотация Бэкуса слегка изменена. Это сделано 
потому, что скобки " < " и " > " входят в алфавит языка ЛИНКС 
и их неудобно использовать в качестве метасимволов. Для обо­
значения синтаксических единиц используются слова, состоящие 
из 
русских строчных букв и символа . В правой части фор­
мулы Бэкуса такие обозначения отделяются друг от друга либо 
символом "I" (в обычном значении "или") либо символом "j", 
означающим конкатенацию соответствующих конструкций. Вместо 
термина "ЛИНКС-код" в нижеприведенных формулах используется 
обозначение "л__код" . 
л__код ::= основной__код | признак_спецкода Ï спецкод | 
сокращенный_код 
основной_код :: = <цепь> | <цикл>] <дерево> | <таблица> 
цепь : := проявленная_вершина | проявленная_вершина 1 открытая_ 
цепь Ï проявленная_вершина 
проявленная_вершина : := терминальная_метка_верпшны | л_код 
терминальная_метка_верп1ины : : = стандартная_метка_верпшыы | 
нестандартная_метка_вершины 
нестандартная_метка_вершины : := идентификатор 
идентификатор : := О I буква_знак | натура льное_число 5 буква_ 
зная I идентификатор J цифра | идентификатор $ буква_знак 
буква_знак ::= А1Б1В|Г|Д|Е|Ж13|И1Й|К1Л1М1Н101П1Р1С1Т1У1Ф1Х1Ц| 
4lfflmiH|b|3|ü|H|D|P|G|l|j|L|M|N|QlH|S|ü|V|w|Z|+ | - I / I 
» I UJ I 10 I ( I ) I х I * I ' 
цифра ::= 0|1| 213141516171819 
натуральное_число ::= 1|2|31415|61718|9|натуральное_число } 
цифра 
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стандартная_метка_вершины : := в IB11 В21ВЗIВ41 В51вбIВ71В81R91 
X |I11 X2 1131 X41 X5l хб 117118119 It |T11 Y2 |T3 I T41 T51 Тб IY71 
Y81T9IZIZ11Z2IZ3IZ4IZ5IZ61Z71Z8IZ9I SO IS1IS2 |S3|S4|S5I 
S61S7IS8IS91T iKlPO 
открытая_цепь : := связь | связь J вершина j связь 
связь ::= ; | [;] | непустая_связь 
непустая_связь : := стандартная_непустая_метка_дуги | 
[непустая метка дуги] 
стандартная_непустая_метка_дуги : : = f | стандартная^ 
терминальная_метка_дути 
стандартная_терминальная_метка_дуги ::= • | = | ф. | :
непустая_метка__дуги : : = стандартная _непустая_метка__дуги | 
нестандартная_терминальная_метка__дуги | нетерминальная_ 
метка_дуги 
нетерминальная_метка_дуги ::= номер_вершины I связь $ номер_ 
вершины I нетерминальная_метка_дуги , нетерминальная^ 
метка_дуги 
нестандартная_терминальная_метка_дути : : = идентификатор 
номер__вершины ::= пусто | натуральное_число 
пусто ::= 
вершина : := пусто | проявленная_вершина 
цикл : проявленная_вершина j открытая_цепь 
дерево ::= проявленнаямзерпшна ; 0 ; крона 
крона : := описание_вершины_дерева | крона ; крона 
описание_вершины_дерева : := вершина Ï непустая_связь i 
номер_вершины 
таблица первая_строка ; внутренние_строки ; последняя_ 
строка 
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первая_строка ::= проявленная__вершина I окружность_вершшш 
Последняя_строка ::= вершина Ï непустая_окружность_вершины 
окружность_вершины ::= пусто | окружность_вершины $ непустая_ 
связь 1 номер_вершины 
непустая_окружность_вершинн ::= окрухность_вершины Л 
непустая__связь I натуральное_число 
внутренние_строки ::= пусто | внутренние_строки ; строка 
строка ::= вершина I окрухность_вершины 
признак__спецкода : : = * имя_спецсистемы 
имя_спецсистемы ::= буква_знак 9 0уква_знак I буква_знак i 
буква_знак 
спецкод : := идентификатор I <балансированное_слово > 
0алаясированное__слово : := чистое_слово | чистое_слово i 
<чистое_слово> $ чистое_слово 
чистое_слово ::= пусто | чистое_слово j внутренний^ имвол 
внутренний_символ ::= [ | ] | . | = | ^ | : J ; | f I цифра | буква_ 
знак 
сокращеныый_код ::= идентификатор | <вторичное_слово> 
вторичное_слово ::= идентификатор | вторичное_слово j 
ограничитель | вторичное_слово 1 ограничитель $ 
идентификатор | вторичное_слово $ ограничитель i 
натуральное_число 
ограничитель ::= < | > | • | = | ^ | :| ; | f
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S3. О системе ЛИНКС-4 
Система ЛИНКС-1 есть совокупность программ для ЭВМ 
"Минск-32", обеспечивающих трансляцию ЛИНКС-кодов. К этой 
системе относятся, кроме транслятора основных и сокращенных 
кодов, еще декодер спецкодов, а также обслуживающие програм­
мы, предусмотренные для ввода и преобразования вспомогатель­
ных данных (списков терминальных меток и таблиц прямых кодов! 
В результате трансляции получается связный код [И] огра­
фа, соответствующего исходному ЛИНКС-коду. Связный код явля­
ется достаточно гибкой формой внутримашинного представления 
ографа, позволяющий выполнить многие операции над ографами, 
а также сравнительно легко перейти к другим типам представ­
ления ографа. 
Вспомогательные данные сохраняются на магнитной ленте: 
список нестандартных терминальных меток в виде массива с 
именем TERM, а таблица прямых кодов - в виде массивов DC2 и 
DC2V. В массиве DC2 расположен список прямых кодов, в DC2V -
список соответствующих им слов (ЛИНКС-кодов или фрагментов 
ЛИНКС-кодов). Все массивы выведены стандартными зонами. 
Во время трансляции ЛИНКС-кода вспомогательные данные 
должны находиться в .оперативной памяти. Поэтому, перед (пер­
вым) обращением к транслятору эти данные считьгваются с маг­
нитной ленты в память при помощи соответствующей программы 
из системы ЛИНКС-1. 
В системе ЛИНКС-1 не различают нестандартных терминаль­
ных меток вершин и дуг. Любая метка из TERM может быть в тер­
минальном ографе использована для метки и вершины и дуги. 
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Списком в массиве TERM доопределяется множество всех 
терминальных меток и, тем самым, класс терминальных ографов. 
Последним обычно тесно связана таблица прямых кодов. 
Следо­
вательно, всем пользователям, которые занимаются одним и тем 
же классом ографов, необходимы одни и те же вспомогательные 
данные и, наоборот, группы пользователей, имеющие дело с 
разными классами ографов, используют разные массивы TERM,DC2 
и DC2V, т.е. разные магнитные ленты. 
Системой ЛИНКС-1 на вспомогательные данные налагаются 
следующие ограничения: 
- количество нестандартных терминальных меток <123; 
- длина нестандартной терминальной метки <5 символов;. 
- длина прямого кода <125 символов; 
- длина соответствующего прямому коду слова (длина эле­
мента массива DC2V) <1595 символов; 
- элемент массива DC2V должен быть балансированным сло­
вом, т.е. правилу Б4 (см. §1) добавляется требование о 
балансированности заменяемого прямым кодом подслова. 
Процесс трансляции ЛИНКС-кодов распадается на три после­
довательные этапа: декодирование спецкодов, переход от сок-
ащенного кода к основному коду и трансляция основных кодов. 
В системе ЛИНКС-1 допускаются спецкоды с признаком 'COUD, 
оторые получаются при специальном кодировании мозаичных 
труктур. (К последним относятся структурные формулы поли-
клических конденсированных химических соединений. Кодиро­
вание в системе COND детально описано в [5], стр. 122-129, 
принципами кодирования таких структур можно познакомиться и 
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по [6].) Программа декодирования спецкодов, т.н. декодер , 
заменяет каждый встретившийся в исходном ЛИНКС-коде спецкод 
блока соответствующим несокращенным ЛИНКС-кодом типа A4 (см. 
§1). Таким образом, после всех замен получается ЛИНКС-код 
того же ографа, уже не содержащий спецкодов. 
Следующие два этапа выполняются подпрограммами одной и 
той же программы, называемой главным транслятором
4
. 
Подпрограммой приведения кода к несокращенному виду про­
сматривается (многократно) исходный ЛИНКС-код. Каждый най­
денный прямой код заменяется на соответствующее ему слово по 
таблице прямых кодов. Подпрограмма заканчивает свою работу, 
если на очередном просмотре не произошло ни одной замены, т.е. 
если получился основной код. Эта подпрограмма использует 
списки терминальных меток и таблицу прямых кодов. Если в про­
сматриваемом коде обнаружился идентификатор, которого нет ни 
среди терминальных меток, ни среди прямых кодов, то печата­
ется соответствующее сообщение об отсутствии прямого кода и 
работа заканчивается аварийным выходом из главного трансля­
тора. 
Отметим, что при проверке идентификатора сначала про­
сматривается список нестандартных терминальных меток, затем 
список стандартных меток вершин и, наконец, список прямых 
кодов. Если обнаруживается вхождение проверяемого идентифи­
катора в некоторый список, то проверка прекращается (тип 
3 
Программу составила А.Н. Ялас. 
4 
Программу составил Я.Ю. Каазик. 
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установлен). Таким образом, упомянутые списки могут иметь 
общие элементы, это не приводит к ошибке. Но необходимо иметь 
в виду, что включением некоторого идентификатора в список не­
стандартных терминальных меток, этот идентификатор как бы 
исключается из двух остальных списков; нельзя также исполь­
зовать прямые коды, совпадающие со стандартными метками вер­
шин. 
На последнем этапе применяются подпрограммы трансляции 
основного кода. Здесь происходят действия, обратные кодиро­
ванию: после декодирования нетерминальных меток вершин и дуг 
представления, составляется связный код "предыдущего пред­
ставления" ; процесс продолжается, пока не получается связный 
код терминального ографа. 
В результирующем связном коде метки вершин и дуг изобра­
жаются следующим образом. 
Метка вершины имеет вид mn, где те { 1 , 2 } ,  пе{5,6,7,... 
... ,127}; m имеет значение 1 у нестандартной метки и 2 у 
стандартной метки; n = к + 4, где к есть порядковый номер 
метки в соответствующем списке (к > 1).Упорядоченность спис­
ка нестандартных меток определяется пользователем при со­
ставлении этого списка, т.е. при записи массива TERM на маг­
нитную ленту. Упорядоченность же списка стандартных меток 
вершин фиксирована (в этом порядке приведен их список и в 
§2). В ячейке величины m и n записывают как двоичные целые 
без знака в разрядах 26, 27 и 28-34 соответственно. 
Метка дуги имеет вид n, ne { 1, 2 , ... ,127}. Первые четыре 





Большие значения n имеют тот же смысл, что и 
в случае метки вершины. В ячейке запись метки дуги (п) зани­
мает разряды 14-20. 
Неиспользованные разряды ячейки, которые предусмотрены в 
общем связном коде тоже для хранения метки вершины или дуги, 
заполняют нулями. 
Приводим, наконец, в виде таблицы данные, которые харак­
теризуют скорость работы транслятора. В эксперименте исполь­
зовалась таблица прямых кодов, содержащая 203 прямых кода. 
В частности, прямые коды, входящие в состав протранслирован-
ных 
ЛИНКС-кодов, были описаны следующим образом. 
Прямой Соответствующее слово 
код 
0- <0[-]> 
В < С:<С.Н>: : : : : > 
ВВ1,2 <С:2:9;:3;<С.Н>:4;:10;:10;:5;:6;:7;С:8;:9> [2.1 







в сек. (±0,02 сек.) 
0- 1 1 0,10 
в 11 11 0,32 
<в.в> 22 23 0,84 
<ВВ1,2]Н> 17 18 0,82 
<ВВ1,2]ВВ1,2]> 32 36 2,00 
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НЕКОТОРЫЕ ОБЩИЕ ПРИНЦИПЫ ПОСТРОЕНИЯ И 
ПРОЕКТИРОВАНИЯ ПРИКЛАДНЫХ ИНФОРМАЦИОННЫХ СИСТЕМ 
В.А.Крахт 
Создание информационной базы для больших автоматизиро­
ванных систем обработки управленческой и экономической ин­
формации считается наиболее важной и сложной задачей при 
проектировании таких систем (см. предисловия в [1] , а также 
[2, 3]). Проблема заключается в создании многоцелевой и ин­
тегрированной системы хранения и обработки информации, обес­
печивающей автоматическую организацию хранения больших мас­
сивов данных, их оперативное обновление, поиск и выдачу дан­
ных в ответ на различные запросы пользователей, оперативное 
обеспечение данными различных расчетных программ в ходе их 
выполнения и пр. В [2] подчеркивается, что такие системы не 
могут быть созданы методами проектирования, принятыми при 
разработке автоматизированных систем управления (АСУ). 
Путь к решению этой проблемы указывается в ряде работ 
[1, 8-12] и заключается в разработке т.н. систем управления 
базами данных (СУБД) и использовании их как инструмента при 
создании различных прикладных систем. Такая точка зрения, 
основанная на зарубежном опыте [8-12], поддерживается ре­
дакционной коллегией сборника [1] и опубликованными там ра­
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ботами [4-6]. 
СУБД, как инструментальные системы для создания конкрет­
ных прикладных систем, представляют большой интерес для раз­
работчиков АСУ. С уверенностью можно сказать, что применение 
таких систем позволяет в существенной 
мере ускорить и упрос­
тить проектирование и внедрение задач и подсистем, легко 
учитывать особенности организации, оперативно изменить и 
приспосабливать внедренные уже задачи и подсистемы к изменя­
ющимся условиям работы организации. 
С другой стороны, однако, нужно учитывать, что разработ­
ка АСУ на основе СУБД требует существенного изменения уста­
новившихся представлений о структуре информационной базы и 
программного обеспечения задач (в АСУ), а также о методике 
проектирования и внедрения их. До сих пор, однако, эта сто­
рона проблемы во всем мире еще мало затронута, хотя сущность 
и важность проблемы подчеркивается в ряде работ [40-42]. 
Непосредственно проблемы проектирования прикладных информа­
ционных систем на основе СУБД рассматриваются, например в 
[44 , 42]. 
В данной работе также рассматриваются некоторые основные 
принципы построения и проектирования информационных систем 
на основе СУБД. Автор поставил себе задачу показать основные 
и общие 
исходные принципы, которыми нужно руководствоваться 
при проектировании прикладных систем. Настоящая работа во 
многом опирается на работы [44, 42]. 
Проблемы проектирования прикладных информационных систем 
ниже рассматриваются безотносительно к каким-то конкретным 
инструментальным системам (СУБД). Но при этом предполагает-
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ся, что читатель знаком с общими принципами построения и 
применения СУБД. Общее и в то же время достаточно подробное 
представление об этих системах можно получить из [8, 9]. Не­
которые конкретные СУБД описываются в [4, 5, 6]. 
§4. Построение прикладных информационных 
систем на основе СУБД 
1.1. Информационная система административного типа соз­
дается в интересах какой-то группы (организации) пользовате­
лей для накопления и хранения информации об интересующих 
пользователей объектах и выдачи им обработанную надлежащим 
образом информацию об этих объектах. При этом мы имеем в ви­
ду хранение и обработку управленческой и экономической ин­
формации. Тем самым, назначение рассматриваемых нами систем 
то же самое, что и у АСУ административного типа. Но, учиты­
вая совершенно различные принципы построения и методику их 
проектирования, нам представляется необходимым использовать 
и различную терминологию. 
С точки зрения пользователя информационная система долж­
на выполнять две основные функции: хранение данных и обра­
ботку данных
€ 
В соответствии с этим при проектировании ин­
формационной системы также можно выделить две основные проб­
лемы. Первая из них связана с определением организации хра­
нимых данных (базы данных), вторая - определением организа­
ции процесса обработки данных и взаимосвязи системы с поль­
зователем. 
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Первой из этих проблем уделено до сих пор гораздо больше 
внимания, чем второй, хотя с точки зрения пользователя про­
цесс обработки имеет такое же (или даже большее) значение, 
чем организация базы данных (БД). Это, конечно, связано с 
тем, что именно концепция БД революционировала принципы по­
строения информационных систем и придавала им новое качество. 
Современная концепция БД учитывает процесс обработки 
данных в основном лишь в той мере, как он обеспечивается са­
мой 
СУБД. Как правило, в таком случае обработка ограничи­
вается загрузкой и обновлением базы, реорганизацией и изме­
нением базы и выводом данных из базы. Но такие функции как 
генерация различных сводных справок и отчетов, выполнение 
расчетов и пр. системными операциями СУБД уже не обеспечи­
ваются. В данной работе мы постараемся учитывать и этот ас­
пект проблемы. 
Основные концепции по построению и проектированию инфор­
мационных систем лучше всего, на наш взгляд, выводятся в ра­
боте 
[12]. В этой работе информационная система (у автора -
база данных) рассматривается с четырех аспектов - как источ­
ник информации, как модель, как система и как результат про­
цесса отображения. В данной работе мы в соответствующих мес­
тах очень сжато освещаем некоторые основные идеи автора ра­
боты [12]. Здесь уместно лишь отметить, что первые два ас­
пекта касаются сущности самой системы (базы данных), а два 
последних - методики проектирования (у автора такого разде­
ления нет). 
К этим четырем аспектам мы хотим прибавить еще один, на 
наш взгляд такой же важности аспект, а именно - информацион­
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ная система как процесс (обработки информации). 
А.2, Одной функцией информационной системы, как уже было 
сказано, является хранение информации об объектах, интере­
сующих пользователя системы. Такие объекты могут представ­
лять собой любые абстрактные или конкретные предметы (явле­
ния), о которых можно собирать, регистрировать или произво­
дить информацию, например, служащие организации, продукция 
предприятия, производственные планы, студенты, учебные пред­
меты и 
пр. Все они вместе образуют предметную область инфор­
мационной системы. 
По отношению к объектам предметной области предполагает­
ся, что каждый из них может быть характеризован некоторым 
множеством признаков (свойств) и что каждая из них может на­
ходится в некоторых отношениях с другими объектами данной 
предметной области. Объекты с одинаковыми признаками счита­
ются однотипными, причем все однотипные объекты образуют 
класс объектов, соответствующий данному множеству признаков. 
В состав предметной области может войти множество различных 
классов. 
Множество признаков данного класса объектов по сути дела 
является информационной характеристикой объектов. Но сами 
эти признаки могут быть двух типов: исходные (первичные) и 
производные (вторичные). Производные признаки могут быть 
определены на основе других признаков (того же или других 
объектов), исходные - нет. 
Предполагаем еще, что каждый объект имеет по крайней ме'-
ре один признак, значение которого однозначно определяет 
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данный объект среди других. Такой признак называется ключе­
вым. 
В общем случае, если информационная система предпола­
гается быть использованной в разных сферах деятельности дан­
ной пользовательской организации, то в предметной области 
может быть выделен ряд подобластей, соответствующих этим 
сферам деятельности. 
^.З. Перейдем теперь к рассмотрению того, как информация 
о предметной области хранится в информационной системе. 
Каждому объекту предметной области в информационной сис­
теме сопоставляется некоторый набор данных, называемый за­
писью (реляционные базы данных в данной работе не рассматри­
ваются). Этот набор можно также рассматривать как информа­
ционный объект, соответствующий данному объекту предметной 
области. 
Логическая и физическая структура записи может быть раз­
личной в зависимости от принятой инструментальной системы [8, 
9]. Но в данной работе это не имеет значения. Важно лишь то, 
что каждому признаку данного объекта предметной области в 
соответствующей записи сопоставляется некоторый элемент дан­
ных (поле данных, если иметь в виду физический уровень) и то, 
что логическая структура всех записей объектов одного и того 
же класса одинакова. Элементам данных в записях присваивают­
ся значения соответствующих признаков объектов, чем и записи 
станут информационным отображением представляемых ими объек­
тов. 
Элемент данных в записи, сопоставляемый ключевому при­
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знаку объекта, называется кшочем записи. По значению ключа в 
системе идентифицируются записи и тем самым определяется до­
ступ к данным соответствующего объекта. 
Все записи, соответствующие объектам данного класса, 
вместе образуют файл, что, тем самым, является информацион­
ным отображением класса однотипных объектов. 
Все файлы вместе взятые, в свою очередь образуют струк­
туру, которую и принято называть базой данных [8]. Следова­
тельно, база данных является информационным отображением 
всей предметной области или ее подобласти, если вся область 
делится на подобласти. 
1.4. В подразделе 1.2 было сказано, что объекты предмет­
ной области могут находится между собой в разных отношениях 
(например, сотрудники организации могут находится в отноше­
ниях сотрудничества и подчинения и т.д.). Кроме того, было 
еще сказано, что одни признаки объектов могут быть определе­
ны на основе других признаков того же или других объектов. 
Все эти отношения между объектами и их признаками должны 
быть отражены и в базе данных. 
Мы считаем целесообразным выделить в базе данных два 
класса отношений : структурные и функциональные. 
Структурные отношения отражают отношения между объектами 
предметной области и могут быть двух видов - внутрифайловые 
и межфайловые, отображающие отношения между объектами одного 
и того же или разных классов предметной области соответст­
венно. Отношение объекта с другими объектами учитывается 
введением в записи этого объекта специальных элементов (ука­
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зателей), значения которых и указывают на объекты, с которы­
ми данный элемент находится в рассматриваемых отношениях. В 
СУБД с сетевой организацией данных [4, 5, 9] связанные таким 
эбразом записи образуют специальный тип структуры данных, 
определяемый при описании данных и целиком доступный при об­
работке. В других системах [6, 9] такая возможность отсутст­
вует, вследствие чего отношения могут быть обработаны лишь 
составленными для этого проблемными программами. 
Функциональные отношения в базе данных отражают зависи­
мость одних признаков объектов от других и вообще зависи­
мость одних (производных) данных от других (исходных или 
производных). Мы выделим два подкласса функциональных отно­
шений: внутренние и внешние. 
Под внутренними отношениями понимаются функциональные 
зависимости между хранимыми в базе данными. Они могут быть 
внутризаписные, внутрифайловые (межзаписные в пределах одно­
го файла) и межфайловые. 
Под внешними отношениями понимаются функциональные зави­
симости между данными в терминальных структурах (файлах) с 
одной стороны и хранимыми в базе данными с другой. При этом 
под терминальными структурами (файлами) понимаются структуры 
(файлы) вводимых в базу и выводимых из базы данных. В этой 
связи структуры хранимых в базе данных можно называть базо­
выми. 
Все функциональные зависимости в основном могут быть 
реализованы только процедурно при помощи соответствующих 
программ обработки и тем самым относятся к процессу обработ­
ки данных, а не организации базы. 
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И.5. Информационная система создается не только для то­
го, чтобы хранить информацию, а в основном для того, чтобы 
обрабатывать информацию. С точки зрения пользователя обра­
ботка заключается в выполнении различных операций по органи­
зации базы и 
в решении прикладных (проблемных) задач. 
Различные задачи и операции в информационной системе 
реализуются по разному. Некоторые из них (ввод данных в базу, 
вывод их из базы и пр.) реализуются при помощи СУБД (непо­
средственно или обращением из прикладных программ), другие -
полностью прикладными программами, 
составленными на поддер­
живаемых данной инструментальной системой языках. Много за­
висит и от того, как в СУБД предусматривается организация 
передачи данных из базы к программам обработки и обратно [8]. 
Независимо от способа реализации и возможностей принятой 
за основу СУБД, задачи обработки, инициализируемые пользова­
телями, целесообразно делить на два класса: 
(1) прикладные (проблемные) задачи, непосредственно ин­
тересующие пользователя - генерация справок и от­
четов, выполнение расчетов и пр.; 
(2) поддерживающие задачи, необходимые для поддержания 
базы в актуальном состоянии. 
Последние в свою очередь целесообразно делить на два 
подкласса задач: загрузка и корректировка базы вводимыми из­
вне исходными данными (трансакция), реорганизация базы и ре­
генерация (изменение и перерасчет) хранимых в базе данных. 
Следует отметить, что в базе данных в принципе можно 
хранить лишь исходные данные. Но в случае прикладных задач 
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эти может привести к очень сложным программам обработки и 
существенному увеличению времени реакции системы. Поэтому, 
весьма часто может оказаться целесообразным расширение базы 
промежуточными производными данными, необходимыми в различ­
ных прикладных задачах. Именно поэтому и необходимо отдельно 
рассматривать задачи реорганизации базы и регенерации данных. 
С другой стороны, предварительная генерация и хранение 
всех запрашиваемых потребителями данных также не оправдано, 
так как это обходится слишком дорого, хотя время реакции при 
этом будет минимальным. Таким образом, здесь требуется неко­
торое компромиссное решение. 
1.6. Задачи обработки данных, рассмотренные в предыдущем 
подразделе с точки зрения пользователя, очевидно также отно­
сятся к предметной области. Подобно тому, как объектам пред­
метной области и отношениям между ними в информационной сис­
теме сопоставляются соответствующие структуры данных (см. 
1.3 и 1.4), задачам обработки мы сопоставляем функциональные 
отношения. Другими словами, мы считаем, что задачи обработки 
в 
системе отображаются функциональными отношениями. 
Функциональные отношения, как уже было сказано, устанав­
ливаются между разными информационными структурами - базовы­
ми или терминальными. В этой связи мы выделим три типа ин­
формационных структур: 
(1) хранимые в базе данные - базовые структуры (файлы) 
как основные, 
(2) вводимые в систему данные - входные (трансакцион-
ные) структуры (файлы), 
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(3) выводимые из системы данные - выходные (генериро­
ванные) структуры (файлы). 
Все задачи обработки данных в информационной системе 
связаны с некотором переносом данных из одной структуры в 
другую. Это очевидно в случае задач ввода данных в базу и 
генерации отчетов. Но и в случае реорганизации и регенерации 
базы на самом деле происходит перенос данных из одной базо­
вой структуры в другую. В частном случае, конечно, данные 
после обработки могут быть записаны обратно в исходную 
структуру, т.е. входная и выходная структуры совпадают, но 
перенос данных как такой остается. В общем случае перенос 
данных сопровождается их логической и арифметической обра­
боткой. 
В обобщенной форме функциональная структура информацион­
ной системы схематически изображается на рис.4. На схеме вы­
делены три обобщенные функции системы по обработке: трансак­
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Трансакцией отображается перенос данных из входных фай­
лов в БД, т.е. прибавление, замена и удаление данных, но не 
изменение логической структуры базы. Переструктурированием, 
наоборот, учитывается перенос данных из одной структуры базы 
в другую, т.е. изменение структуры хранимых в базе данных. 
Генерацией представляется вывод из системы данных (справок, 
отчетов, расчетов), составленных на основе хранимых в базе 
данных, а также изменение и корректировка хранимых данных 
результатами обработки (расчета), но опять без изменения ло­
гической структуры базы. 
§2. Проектирование информационной системы 
2.1. Информационная система создается в интересах поль­
зователя. С этой точки зрения система должна: быть хорошо-
организованной, надежной и служить достоверным хранилищем 
информации (базой данных) об объектах данной предметной об­
ласти; предоставить пользователю всю необходимую информацию 
об этих объектах; дать пользователю возможность просто и 
удобно поддерживать базу данных в актуальном состоянии и 
контролировать это состояние. Создание системы, удовлетворя­
ющей этим требованиям, и является конечной целью проектиро­
вания системы. 
Создание прикладной информационной системы администра­
тивного типа представляет собой сложную задачу, требующую 
участия большого числа соответствующих специалистов - разра­
ботчиков системы. Однако, это не значит, что пользователи 
48 
системы могли бы остаться в стороне. Как и в других задачах 
проектирования пользователь должен определить - что делать?, 
в то время как разработчик системы должен ответить на воп­
рос - как делать? В этой связи решающую роль должен играть 
пользователь, а не разработчик системы. 
Основными исходными вопросами, которые нужно решить при 
участии пользователя, являются следующие : 
(4) Информация о каких объектах предметной области дол­
жна храниться в БД системы? 
(2) Какую информацию об этих объектах следует хранить в 
БД? 
(3) Какие функциональные связи должны устанавливаться 
между данными и какие задачи нужно решать в систе­
ме? 
2.2. База данных и вся информационная система в целом 
являются в определенном смысле моделью предметной области 
[2]. Но следует учитывать, что сама предметная область, так­
же как организация пользователей постоянно изменяется и раз­
вивается. Ясно, что в результате этого соответствующим обра­
зом должна изменяться 
и развиваться также и информационная 
система, а поэтому она уже в принципе не может быть завер­
шенной. Это, как нам представляется, необходимо учитывать 
сразу с того момента, когда принимается решение о создании 
такой системы. 
В процессе создания и развития можно выделить несколько 
стадий. Опираясь на работу [12] мы выделим пять стадий (об­
разующих цикл, указанный на рис. 2) - анализ, системированив 
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(systemeering), реализация, внедрение, эксплуатация (в [42] 






При первоначальном создании системы анализ заключается в 
выявлении требований пользователей к создаваемой системе. 
Системирование является основным этапом проектирования, 
в ходе которого определяется информационная и функциональная 
структура разрабатываемой версии системы. Для этого в [12] 
предлагается т.н. информационно-логический подход (infologi-
cal approach). Согласно этому, на наш взгляд весьма интерес­
ному и плодотворному подходу, в системировании выделяются 
две фазы, которые мы называем семантической и логической фа­
зой соответственно (у автора [4 2] эти фазы именуются соот­
ветственно infological и datalogical). В семантической фазе 
на концептуальном уровне определяются информационные и функ­
циональные зависимости в рассматриваемой версии системы. В 
логической фазе определяется структура базы данных (на языке 
описания данных) и составляются программы обработки (на под­
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держиваемых данной СУБД языках программирования) 
€ 
В стадии реализации создается или реорганизуется БД, 
компилируются и отлаживаются программы обработки. Далее уже 
следует внедрение и эксплуатация. 
Процесс заканчивается анализом результатов внедрения и 
эксплуатации и сравнением их с предъявленными требованиями. 
Этот анализ в то же время является началом нового цикла, те­
перь уже 
цикла усовершенствования или реконструкции системы. 
Такими итерациями добиваются максимальной адаптации информа­
ционной системы к изменяющимся условиям в предметной области 
и в организации пользователей. 
Описанный итеративный подход к созданию и расширению ин­
формационной системы требует применения методов проектирова­
ния и 
средств генерации системы, обеспечивающих достаточно 
быстрое и оперативное выполнение итераций. Основой такого 
метода, на наш взгляд, может стать уже упомянутый нами ин­
формационно-логический подход [12], а средством генерации -
современные СУБД. Можно сказать, что СУБД и создаются для 
того, чтобы обеспечить быстрое создание, внедрение и разви­
тие интегрированных информационных систем вообще и баз дан­
ных особенно. 
2.3. Ядром информационной системы несомненно является 
база данных. Поэтому, первичной задачей проектирования ин­
формационной системы является проектирование БД. 
В [12] база данных рассматривается как результат инфор­
мационного отображения некоторой предметной области (системы 
по [12]) или подобласти. Но сам процесс отображения рассмат­
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ривается состоящим из четырех компонентных отображений, каж­
дое из которых заканчивается созданием некоторой модели. На 
рис. 3, заимствованном (в упрощенной форме) из [12], стрел­
ками указываются компоненты отображения, а ромбоидами - мо­
дели. Компоненты отображения и соответствующие им результаты 
(модели) следующие (s - предметная система): 
1. Построение модели, соответствующей представлениям 
пользователя о предметной области; получается UM(s) -
user model. 
2. Семантическое проектирование ; получается IM(S) - in-
fological model. 
3. Логическое проектирование ; получается DM(s) - data­
logical model. 
4. Реализация и внедрение ; получается DB(s) - data base. 
Представление проектирования БД в виде отображения явля­
ется одной из основных положений информационно-логического 
подхода [12]. Но нам представляется, что такой подход с 
успехом можно распространить и на проектирование функцио­
нальной структуры информационной системы. Объектом отображе­
ния в этом случае являются задачи обработки данных, решение 
которых пользователь требует от системы. В таком случае со­
Рис. 3 
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держание компонентов отображения (моделей) следующие (Т- за­
дача обработки): 
1. Представление пользователя о задаче - им(т). 
2. Описание задачи и связанных с ней информационных 
структур в виде функционального соотношения - IM(T). 
3. Формальное описание задачи (точнее программы ее реше­
ния) на соответствующем входном языке (манипулирова­
ния данными) СУБД и/или на поддерживаемых СУБД языках 
программирования - вм(т). 
4. Получение отлаженной программы, реализующую данную 
задачу - Р(т). 
2.4. Процесс проектирования прикладной системы в общих 
чертах схематически изображается на рис. 4. Эта схема разра­
ботана по примеру аналогичной схемы, приведенной в [11]. От­
туда же заимствована на наш взгляд весьма удачная нотация 
описания процесса проектирования. Согласно этой нотации пря­
моугольниками отображается сам процесс проектирования (по 
отдельным этапам или фазам), а ромбоидами - информация, про­
изводимая в ходе проектирования. Текстом внутри прямоуголь­
ников сокращенно указывается задача соответствующей фазы про­
цесса проектирования, а внутри ромбоидов - к чему относится 
соответствующая информация. Стрелками на схеме указывается, 
какую роль - входную или выходную - играет изображенная ром­
боидами информация по отношению к фазам процесса проектиро­
вания. 
В процессе проектирования информационной системы нами 









































1. Анализ объектной системы, в результате которого опре­
деляются : 
- структура, свойства, информационные и функциональ­
ные связи в предметной области; 
- истоки и условия сбора и регистрации исходной ин­
формации для информационной системы; 
- информация, запрашиваемая потребителями от системы; 
- требования к организации обработки информации в 
системе (сроки и частота выполнения задач, функции 
пользователя БД и пр.). 
2. Семантическое проектирование, т.е. проектирование в 
семантических (содержательных) категориях, целью ко­
торого является выделение информационных объектов, 
определение их признаков, отображаемых в БД, информа­
ционных 
(структурных) и функциональных связей между 
ними, а также перечня и сущности задач обработки 
(поддерживающих и прикладных). 
3. Логическое проектирование, т.е. проектирование в ло­
гических (формальных) категориях, целью которого яв­
ляется определение логической структуры базы и специ­
фикация поддерживающих базу задач на соответствующих 
входных языках инструментальной системы и программи­
рование прикладных (проблемных) задач. Исход этой фа­
зы определяется свойствами и возможностями СУБД. 
4. Анализ и оценка результатов проектирования. 
Дополнительно к этому на схеме (рис. 4) отдельными блока­
ми изображаются внедрение и эксплуатация разработанной сис­
темы. В ходе реализации и внедрения системы отлаживается 
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программное обеспечение, составляются инструкции по кодиро­
ванию информации, заполнению и оформлению входных форм, пер­
форации (ввода) данных из них, а также организации контроля 
над состоянием БД и процессом выполнения задач. 
Нетрудно заметить, что схема на рис. 4 является резуль­
татом компиляции, детализации и некоторой модификации схем, 
приведенных на рис. 2 и 3. 
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