Practical applications in shallow water acoustics such as medium to high frequency acoustic communications often involve non-stationary processes that follow a time-varying sparse support. A classic example is acoustic scatter of transmitted signal due to multiple reflections at the moving ocean surface and sea bottom, which is localized in the time-frequency domain as the sparsely distributed and time-varying DelayDoppler spread function. In this work, we connect time-frequency localization and modeling of such non-stationary processes with related issues in adaptive sparse sensing. To this end, we provide an overview of methodological advances in adaptive sparse sensing techniques. In particular, we explore the uncertainty principles underlying time-frequency representations in terms of how they influence related and sometimes competing challenges to sparse process modeling. Specifically, we explore the trade-off between: (i) restricted isometry criteria (RIP) for precise sparse reconstruction and (ii) choice of temporal window to localize the non-stationary sparse process. Experimental evidence of our problem framework is provided based on field data collected at 200 meters of range and 15 meters depth under moderate to rough sea conditions.
INTRODUCTION
Time-frequency representations of non-stationary processes enable observations over quasi-stationary windows which capture different aspects of the non-stationary process while obeying the uncertainty principle. Multipath fluctuations in shallow water sound propagation are well-known to exhibit time-varying sparseness over non-stationary distributions due to the unpredictable nature of the coastal ocean environment [1] [2] [3] [4] . To capture the characteristics of these rapid non-stationary fluctuations over a finite observation window, time-frequency representations such as the Delay-Doppler spread function have often been the classic choice. Time-frequency representations are particularly useful because of their ability to model rapid fluctuations succinctly using the Fourier representation over a quasi-stationary temporal window. In particular, studying physical processes in the time-frequency domain enables detection and monitoring of low-probability high-impact events. For example, surface wave focusing and the resulting caustics present challenges to the reliable operation of phase coherent underwater acoustic communications [5] . Such unpredictable oceanographic phenomena typically manifest as sporadic high-energy events in the Delay-Doppler spread function. Sporadic high-impact events are not only important from the acoustics perspective, they hold significance in the adaptive signal processing literature due to their influence on the support sparseness of the underlying component distribution. Hence, the intersection of sparse sensing and time-frequency representations have attracted high synergy in recent years. We now provide a brief synopsis of sparse optimization and related literature in the context of modeling and tracking multipath acoustic scatter using the Delay-Doppler spread function. . This philosophy of estimating a sparse process based on a few observations is promising with respect to tracking non-stationary processes as it potentially allows observation of the high-frequency rapid fluctuations using a smaller observation window. Several mixed norm optimization techniques that essentially pursue an L 1 -constrained L 2 metric [9] have been proposed to recover the significant components from the compressed observation space [10] [11] [12] [13] [14] . However, most of these methods assume stationarity, even if as wide-sense stationarity. Therefore, adaptive sparse sensing techniques need to trade off long convergence times with tracking precision to capture unpredictable shifts in the underlying distribution, which are common in non-stationary processes. More recently, sparse optimization techniques based on non-convex cost functions have been proposed [4] which track non-stationary fluctuations in real time by exploiting faster navigation of non-convex manifolds to solve the well-known mixed norm metric:
MIXED NORM OPTIMIZATION FOR TRACKING SPARSE MODEL PARAMETERS
where u is the N-dimensional vector of sparsely distributed coefficients, e.g. Delay-Doppler spread function components, C is the estimation matrix that defines the projections of the unknown coefficients u onto the M-dimensional observation space, M << N, y is the M-dimensional observation vector, and || · || 1 and || · || 
Mathematically, this may be expressed as:
. . .
The sparsity parameter λ, such that 0 < λ ≤ 1, is chosen by design, and balances the weighting between the L 1 and L 2 components of the mixed norm cost. An equivalent alternate formulation to Equation (1) given as:
where β = 1−λ λ , varies from zero (when λ = 1) to infinity. However, despite recent advances in adaptive sparse sensing, some important challenges remain, which we discuss in more detail below.
TIME-FREQUENCY LOCALIZATION FOR SPARSE NON-STATIONARY PROCESSES
Successful estimation of non-stationary sparse processes represented in the time-frequency domain compels a closer look on some key issues. Any adaptive technique for tracking non-stationary components based on compressive sensing principles needs to address the related and somewhat conflicting challenges of (i) capturing enough observations for precise estimation of the process parameters based on restricted isometry criteria [15] , (ii) selecting a sparsity factor λ appropriate for the underlying support sparseness, and (iii) keeping the observation window small enough for quasi-stationary assumptions on temporal snapshots of the non-stationary process to hold.
Restricted isometry property (RIP) defines sufficiency criteria that guarantee precise reconstruction for distributions that follow a given degree of sparseness (ref. [15, 16] for mathematical details). The first challenge is directly related to the restricted isometry constants which are a function of the underlying support sparseness and relative incoherence between the columns of C. The second challenge is related to solving the mixed norm cost function in Equations (1) or (3) . Therefore, selecting a sparsity factor (λ or β) that does not reflect the support sparseness accurately degrades the performance of sparse optimization techniques. The third challenge is directly related to the fundamental uncertainty principle governing time-frequency localization [17] . As such, any temporal observation window for a non-stationary process needs to trade off accuracy of observation for some frequency components over others. While wavelet representations address the issue of time-frequency localization [18] , they limit the system model to certain types of non-stationarity, e,g, processes that obey piecewise continuity over quasi-stationary observation windows, a condition difficult to guarantee in practical undersea environments.
The three challenges outlined above bear close implications upon each other. Following the uncertainty principle, a large observation window averages over the more rapid fluctuations while capturing slower variations with higher accuracy, and vice versa. Therefore, quasi-stationary assumptions on the observation window, and hence, precise estimation of the non-stationary process components, depend strongly on which frequency components dominate the time-frequency representation. However, such support information is typically unknown beforehand and evolve with time for a non-stationary process. Erroneous estimate of dominant frequency components lead to inaccurate characterization of support sparseness, and hence inaccurate selection of sparsity factor, leading to further errors in tracking the non-stationary components.
SPARSE MODELING CHALLENGES FOR TRACKING DELAY-DOPPLER SPREAD FUNCTION
The discussion above compels a closer look to modeling issues for tracking multipath acoustic scatter using the Delay-Doppler spread function. An observation window large enough to average over dominant but fluctuating high frequency components, such as high-energy transients due to surface wave focusing [5] , renders denser estimates of the support sparseness than true in reality. On the other hand, a shorter observation window, which is better equipped to track these transient spikes, increases coherence between columns of C in Equation (2) . Higher coherence in the estimation matrix negatively impacts the restricted isometry constants; and thereby, leads to estimation errors using mixed norm cost functions such as Equations (1) or (3) . Errors in tracking u using sparse optimization techniques result in further inaccuracies in estimates of support sparseness. Erroneous estimate of sparseness leads to incorrect selection of the sparsity factor, which further impedes tracking precision. Therefore, the issue of time-frequency localization is intimately related to the precision of tracking the non-stationary sparse Delay-Doppler spread function components as well as the time-varying sparseness of their underlying distribution. Figures 1 and 2 demonstrate the role of the observation window length on estimating the delay-Doppler spread by estimating u over experimental field data using observation windows of length 0.6758 and 3 seconds respectively. Both estimates capture the stable direct arrival from transmitter to receiver, and slowly varying components representing the secondary arrivals due to single reflection from ocean surface or sea bottom. However, Figure 1 which uses the shorter observation window offers significantly higher detail about the rapidly fluctuating delay-Doppler components that characterize multipath arrivals due to multiple reflections from the moving ocean surface and the sea bottom. We also observe that Figure 1 captures the support of the underlying distribution at a lower sparsity than in figure 2.
CONCLUDING REMARKS AND FUTURE DIRECTIONS
We connect the fundamental issue of time-frequency localization of non-stationary processes with related issues in adaptive sparse sensing. Specifically, we explore this issue in the context of modeling and tracking non-stationary processes commonly encountered in shallow water acoustics. We investigate the challenges involved in implementing the current state-of-the-art in compressive sensing and sparse optimization techniques to paradigms of non-stationary support sparseness. We further explore the uncertainty principles underlying time-frequency representations, particularly in terms of how they influence the restricted isometry criteria, and hence, the precision of sparse reconstruction. As ongoing and future work, we aspire to develop sparse reconstruction techniques that adapt to time-varying restricted isometry constraints. We also aspire to derive time-frequency models that adaptively evolve with non-stationary support sparseness. Beyond the underwater acoustic realm, our analysis is applicable to other practical applications where similar non-stationary processes play a key role. Common examples of physical processes that follow non-stationary sparse models include but are not limited to ionospheric scintillation patterns [19, 20] , atmospheric distribution of pollutants [21] , fetal breathing patterns [22] , among many others. In conclusion, we observe that the connection between time-frequency localization and restricted isometry is fundamental to effective sparse modeling of commonly encountered non-stationary processes in nature.
