Abstract-In real information systems, there are few static documents. On the other hand, there are too many documents that their content change during the time that could be considered as signals to improve the quality of information retrieval. Unfortunately, considering all these changes could be time-consuming. In this paper, a method has been proposed that the time of analyzing these changes could be reduced significantly. The main idea of this method is choosing a special part of changes that do not make effective changes in the quality of information retrieval; but it could be possible to reduce the analyzing time. To evaluate the proposed method, three different datasets selected from Wikipedia. Different factors have been assessed in term weighting and the effect of the proposed method investigated on these factors. The results of empirical experiments showed that the proposed method could keep the quality of retrieved information in an acceptable rate and reduce the documents' analysis time as a result.
I. INTRODUCTION
Nowadays, web pages are dynamic and during time their information is changed. In many applications such as search engines, each change in one page is considered as a new page. However, these pages are actually the different versions of the same page. For example, the Wikipedia pages have different versions that these versions are created by different people to improve the content of the pages. Previous researches [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] have shown that investigating on these changes can improve the efficiency of information retrieval systems.
In information retrieval systems, usually a document is seen as a vector of terms which each component of the vector shows the one of the terms' weight. Reference [12] provides the popular formula of term weighting is called TF_IDF which the number of repetitive terms and the number of all documents on a set that include that term are used for term weighting. In the most of methods that have been proposed for term weighting, a document has been considered statically. However, the content of many of these pages change during the time and these changes could be containing important information in the retrieval process.
In the recent years, some researches have been done that changes in a document (or a page) have been considered in the quality of information retrieval and term weighting. In the second section of this paper, some these researches will be reviewed.
In all of these researches, the whole document and its previous histories should be analyzed to specify the weight of each term and the relatedness of extracting documents with the query. In this paper, for the first time, the run time of these algorithms has been considered. In the proposed method, instead of analyzing the whole history of documents, only a special part of documents' histories is analyzed and the weight of terms is specified.
Empirical experiments have been done on the three different datasets of Wikipedia. The results have been shown that the quality of term weighting in the proposed method is almost the same as existing ones. However, the processing time of the investigation of documents' records have been significantly reduced due to selecting a special part of documents' histories.
The rest of paper is organized as follows. Section II, provides some related works in term weighting using different methods. Section III, presents the proposed method to improve the term weighting efficiency. In section IV, the empirical evaluation of the suggested method is described. Finally, conclusion and future works are discussed in section V. Reference [6] , considers the dynamicity of documents for the first time and the weight of terms has been defined based on the level of documents' dynamicity. Empirical experiments in this research have shown that the pages that have the most relation with the user's queries change more than other pages. For this reason, in this paper, these changes have been used for term weighting. To do this, the total time of changes in a document has been broken to some specified intervals (T=10) and the frequency of terms has been used in each interval in term weighting. This weighting has been used for document ranking.
II. RELATED WORKS

A. Global Term Weighting in a Set of Documents
In general, the ranking of document D for query Q is calculated by
where, D is a document in a special time slice, Q is a term in query Q and n(q,Q) is the frequency of the term q in the query Q. Reference [6] , considers the frequency of the q in the dynamic document D has been considered as the following vector in (2):
where, shows the frequency of the term q in document D on the time interval T.
To include the changes of the documents in term weighting, the terms of each document have been divided into three groups: long-term, mid-term, and short-term. According to the above grouping, the following probabilistic relationship for the probability of occurrence of q in document D has been suggested as =
where D S , D M , and D L show the documents of short-term, mid-term, and long-term group respectively. Moreover, , and are configurable parameters so that
Empirical experiments have shown that the ranking of documents based on the offering formula, has had positive effects on the quality of document retrieval.
B. Term Weighting Using Time Series
Reference [5] , uses time series for term weighting. If the frequency of each term x at time t in the whole set of documents is shown by x i , the frequency of x at the times t 1 , t 2 ,t 3 ,…, t n will make the time series {x 1 ,x 2 ,x 3 ,…,x n }. In linear time series, each x i is calculated from the previous x i 's.
In many information retrieval systems, the rank of the document D with respect to the query Q is calculated as
where w xQ is the weight of term x in query Q, w xD is the weight of term x in document D and w xC is the weight of term x in corpus C that usually the IDF relationship is used to calculate it. In this paper, the focus has been on w xC and its value has been calculated by using linear time series.
According to the hypothesis offered in Refrence [5] , the frequencies of terms that have less importance in the information retrieval (like term ‗the') is dependent on a special time series and this dependency decreases as the importance of the term increases. Fig. 1 shows the frequency of two terms ‗the' and ‗schengen' from LA Times corpus in 100 consecutive weeks. As can be seen, the frequency diagram for ‗the' is strongly linear. However, the frequency of ‗schengen' does not follow a linear relationship. According to the hypothesis of this paper, this point could be used for term weighting. To do this, the weight of each term is calculated by
where x i is the frequency of x at time i and ̂ is the the expected frequency of term x at time i. If we use linear time series to calculate ̂ , it is possible to evaluate the offered hypothesis in the paper; because as the dependency level of the term frequency is less, the value of weight x will be lessened and according to the hypothesis, the term will have lower weight. In contrast, if the frequency of the term does not follow linear time series, it will have a higher weight. For example, the weight of the term ‗the' is less than ‗schengen'. To calculate ̂ , there are several methods that one of them is called Moving Average which each value of ̂ is calculated as ̂
In other words, the expected value of ̂ is obtained from the average of p previous observations where p is a configurable parameter. Empirical experiments in the paper on four different data sets have shown that term weighting based on linear time series have better results considering the relation of extracting documents with the queries. 
C. Term Weighting Based on Global Analysis and Burst Revision History
Reference [3] focuses on the document changes during the time. In the most of term weighting methods, documents have been considered statically and each change in a document is considered as a new document. However, this change will cause creating a revision of the same document. Reference [3] solves this problem by using two solutions. First, the document changes have been considered over the whole period which has been discussed under the title of global revision history analysis. Second, it is possible that temporal changes of a document cause changing a term weight. For example, if a document is edited several times in a one day interval and a term is used frequently, but in the next days the term is deleted; it will lose its importance. Therefore, another analysis method has been provided that this issue has been considered in which is named revision history burst analysis.
To global analysis of revision history, a new concept for the term frequency has been introduced called global term frequency which for each term t in document d (the document that is revised) is calculated by
wherer j is the number of document revisions, which has been numbered from 1 to n chronologically and c(t,v j ) is the raw frequency of term t in the revision v j . j α is called decay factor where α controls the speed of the decay. If α>0, the weight of a term will decrease in later revisions. In contrast, if α<0, the weight of a term will decrease in later revisions (in their experiments, the optimal value for α was 1.1).
To revision history burst analysis, term burst factor concept has been provided where for each term t in document d that has burst time intervals like {b 1 
where c(t,v k ) is the raw frequency of term t in the revision v k and (k b j +1) β is the decay factor. Therefore, when a burst b j happens (k=b j ), this factor will be equal to 1 and the impact of this burst will decrease steadily; because the decay factor increases by the growth of k (in their empirical experiments the value of β was 1.1).
To apply above relations in the existing models, (10) has been offered to calculate the weight of each term t in document d: (10) where and are the measures defined in the paper and is the measure defined in the existing model. , and are configurable parameters so that Experimental results in the paper on two different dataset have been shown that revision history analysis provides consistent improvement over the similarity of extracted documents to the queries.
D. Term Weighting Based on Document Revision Histroy
Reference [8] 
Experimental evaluations on three different datasets have shown that the above measures have a better performance compared to the usual term frequency formula.
III. THE PROPOSED METHOD TO IMPROVE TERM WEIGHTING EFFICIENCY
In all presented methods in section II, to measure the weight of terms, the whole revision(s) of a document should be considered that could be time consuming. Refrence [3] , discusses that the similarity of two consecutive revisions increases during time using its proposed method. For example, the similarity of two last revisions of a document is more than the similarity of two first revisions. According to our hypothesis, it is possible to use the aforementioned fact to improve the speed of term weighting. To do this, we used only a special part of revisions in weighting. To choose this special part, we tried to choose more instances from the initial revisions and less instances from the last ones; because there is more similarity between the last revisions. Therefore, to reduce the computation time, it is possible to choose fewer instances from last revisions. Fig. 2 proposes our algorithm to choose this special part. In this algorithm, p sets the amount of jumps over the revisions. For example, if p=50, the first fifty revisions of revisions will be selected; because the value of ⌊ ⌋ will be equal to zero. But when the value of i is 50, the new value of i will be equal to 52 that causes the 51 th revision will not be selected. In the proposed algorithm, the gap between two selected revisions grows as the value of i increases. This causes more initial revisions are selected and the number of the selected revisions decreases as we move toward the last ones.
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IV. EMPIRICAL EVALUATION OF THE PROPOSED METHOD
In this section, we present the empirical results of the proposed method on three different datasets. To do this, the results of the introduced measures in subsection 2.D on set of selected revisions and the whole set of revisions are compared together.
A. Datasets
To evaluate the introduced measures, we chose three independent data sets from the English version of Wikipedia. The first set includes random documents from the featured documents of Wikipedia that usually a lot of revisions are performed on. The second set includes documents that have been obtained by using the Random Feature‖ of Wikipedia. The third set includes a random subset of the document set of Wikipedia which have been tagged by different users in a popular tagging website. Refrence [11] introduces this set and include more than 20000 independent Wikipedia documents. The information about these three sets has been presented in Table 1 . 
B. Evaluation of Measures on the Featured Dataset
To evaluate the provided measures on the featured dataset, the abstract section of each document on Wikipedia has been used. According to the guide of producing documents on Wikipedia, the abstract section should include the title and abstract of each document's content. For this purpose, the terms with the highest weights were selected and the cosine similarity of these terms with the abstract section has been used as a criterion to evaluate the measures. To calculate the cosine similarity, the frequency vector of terms was made that for terms with the highest weight, term frequency in the whole history and for the abstract section, term frequency in the abstract section of the last revision have been calculated. Fig. 3 And Fig. 4 present the evaluation results of the measures on the whole revision history and the selected revision history, according to the provided algorithm in section III, respectively (the value of p is 50). In these diagrams, the x-axis shows number of terms with the highest weight and the Y-axis shows the cosine similarity of terms with the terms of the abstract section of the document. As can been seen in the both diagrams, the introduced measures have better efficiency compared to the measure of term frequency. , shows the results of each measure on the selected revision set and the term frequency on the whole history of revisions. As can be seen, although some part of the revision history, has been selected only, rf, rtf, and rs measures have higher efficiency in the selected revision history compared to the term frequency measure. However, this difference has not been too much and of course has been expected. The average number of selected revisions has been 278 and the average number of the whole revisions has been 520. 
C. Evaluation of Measures on Random Dataset
To evaluate provided measures on the random dataset, the abstract section of each document has been used, too. Fig. 6 presents the evaluation results. It confirms that rf, rtf, and rs measures have better efficiency in the selected revision history compared to the term frequency measure in the whole revision history. Here, the average number of selected revisions has been 134 and the average number of the whole revision history has been 185. 
D. Evaluation of Measures on Social Dataset
To evaluate provided measures on a social dataset, tags which users on the delicious website have used to specify pages, have been employed. To do this, terms which have had the highest weights according to each measure have been selected and their cosine similarity with the chosen tags by users has been considered as a criterion to evaluate measures. Fig. 7 shows the results of this evaluation. It confirms that rf, rtf, and rs measures have better efficiency in the selected revision history compared to the term frequency measure in the whole revision history. Here, the average number of selected revisions has been 317 and the average number of the whole revision history has been 661. In other words, less than half of terms have been investigated.
The reason of similarity reduction in the cases which more than 30 terms are selected is the limitation of the delicious website in providing the number of tags. On this website, the maximum number of the tags for a document is 30. Therefore, in case of choosing more than 30 terms of those terms with the highest weights, the level of cosine similarity will be decreased. 
V. CONCLUSION AND FUTURE WORKS
In this paper, to improve the efficiency of the term weighting method, a special part of the revision history of documents was considered. The experimental results on the chosen datasets show that using the proposed method decreases the analysis time of the document set. Nevertheless, the quality of information retrieval has been almost kept constant.
The results of this research can be used in search engines, too. As search engines refer to different web pages on websites periodically and update their information, the proposed method can decrease unnecessary processes for document ranking.
In the proposed method, the criterion to select the revisions is the revision number. Therefore, one possible future work could be considering the lifetime of each revision to choose the history of revisions and evaluating its impact on the method efficiency and the quality of information retrieval.
