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We construct the finite-temperature dynamical phase diagram of the fully connected transverse-
field Ising model from the vantage point of two disparate concepts of dynamical criticality. An ana-
lytical derivation of the classical dynamics and exact diagonalization simulations are used to study
the dynamics after a quantum quench in the system prepared in a thermal equilibrium state. The
different dynamical phases characterized by the type of non-analyticities that emerge in an appro-
priately defined Loschmidt-echo return rate directly correspond to the dynamical phases determined
by the spontaneous breaking of Z2 symmetry in the long-time steady state. The dynamical phase
diagram is qualitatively different depending on whether the initial thermal state is ferromagnetic or
paramagnetic. Whereas the former leads to a dynamical phase diagram that can be directly related
to its equilibrium counterpart, the latter gives rise to a divergent dynamical critical temperature at
vanishing final transverse-field strength.
I. INTRODUCTION
Phase transitions are a textbook subject of condensed-
matter and statistical physics. They are ubiquitous in
daily life as well as the topic of intense investigation in
experimental setups in physics laboratories around the
globe. By varying a set of parameters, usually the tem-
perature or the strength of an external field (pressure),
the system settles in different equilibrium phases, which
are not adiabatically connected. Equivalently, the Gibbs
free energy is a non-analytic function of this set of pa-
rameters, even though the Hamiltonian describing the
system is fully analytic with no singularities whatsoever.
From the perspective of Landau theory, phase transitions
involve the spontaneous breaking of a symmetry in the
equilibrium state of the system from one phase to an-
other distinguished by a local order parameter.1–3 The
framework of Wilson’s renormalization group4 utilizes
scale invariance and transformations as a powerful tool to
study equilibrium criticality. Equilibrium phase transi-
tions have also been detected5 in quantum ultracold-gas
setups, and they have been studied extensively in this
context both theoretically and experimentally.6
Furthermore, with the high degree of experimental
control in ultracold-gas and condensed-matter setups,7–9
probing the out-of-equilibrium dynamics of quantum
many-body systems has become a real possibility. A nat-
ural point of interest in such experiments is the concept of
dynamical phase transitions (DPT) and how they relate
to their equilibrium counterparts in quantum many-body
systems. DPT arise in the dynamics following a quench
in a certain control parameter in the Hamiltonian of the
system. In principle, DPT fall into two main definitions
or types:10 The first, DPT-I,11–30 relies on the system
reaching a steady state, from which a local order param-
eter can be extracted, before the system settles into ther-
mal equilibrium. DPT-I is a Landau-type transition that
depends on the long-time average of the order parameter,
a) b)
Figure 1. (Color online) Finite-temperature dynamical phase
diagram of the fully connected transverse-field Ising model.
In (a) the system is initialized with Γi < Γ
e
c(T = 0) whereas
the quench in (b) starts always in a paramagnetic state. The
full lines indicating the critical lines are analytical results.
The dotted line separates the area where the Loschmidt-echo
return rate exhibits a thermal cutoff (?) from the rest of the
regular phase, but this is not a separate phase in itself and is
still within the latter.
whereby if this average is zero (finite), then the system is
in a disordered (ordered) steady state. The final value of
the quench parameter that separates between these two
phases for a given initial condition is the DPT-I (dynam-
ical) critical point. DPT-I has recently been investigated
experimentally with trapped ions.31 A theoretical review
of the DPT-I can be found in Ref. 32. The second type,
DPT-II, does not rely on a local order parameter or on
the system settling into a steady state, but rather on
non-analyticities in the form of cusps in the Loschmidt-
echo return rate,33 which is a dynamical analog of the
equilibrium (boundary) free energy. The final value of
the quench control parameter, for a given initial condi-
tion, would then give rise to different phases, each char-
acterized by its own kind of cusps or lack thereof.27–29,33
In general, the critical value of the quenching parame-
ter separating the different phases of the DPT-II is not
equal to the equilibrium critical point,35,36 although in
certain special cases, such as quenching from the fully dis-
ar
X
iv
:1
71
2.
02
17
5v
3 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
7 A
pr
 20
18
2ordered ground state of the one-dimensional transverse-
field Ising model with power-law interactions,27,33 the
dynamical and equilibrium critical points are the same.
Since the seminal work33 introducing it, the DPT-II has
been extensively studied theoretically,25–30,34–48 and also
recently experimentally observed in setups of ultracold
atoms in optical lattices49 and ion traps.50 A review of
the recent theoretical and experimental progress on DPT-
II is provided in Ref. 51.
The relationship of the DPT-I and DPT-II has also
been numerically studied in the nonintegrable long-
range (power-law interacting ∝ 1/rα with inter-spin dis-
tance r and interaction exponent α) transverse-field Ising
chain27,29,30 and the fully connected transverse-field Ising
model (FC-TFIM),28 which is the α = 0 limit of the for-
mer. Within the numerical precision of these studies, it
seems that the DPT-I and DPT-II may overlap for suffi-
ciently long-range interactions (α . 2.4). For short-range
interactions, on the other hand, the existence of a DPT-I
is not confirmed,26 and a comparison is, therefore, not
possible.
Despite the vast amount of work on the DPT-I and
DPT-II, the initial state has in most cases been the
ground state of the pre-quench Hamiltonian, although
finite-temperature dynamical phase transitions have re-
cently been investigated in the case of the short-range
Ising41 and Kitaev chains,46 where it has been shown that
at any finite temperature T > 0 the return rate is com-
pletely smooth for a quench that would lead to cusps at
T = 0. Additionally, DPT-II due to quenches involving
excited pure initial states35,52 has also been studied. In
this work, we investigate the finite-temperature behavior
of both the DPT-I and DPT-II in the FC-TFIM, and
construct the corresponding dynamical phase diagram
Fig. 1 that we show is common to both. The infinite-
range interactions inherent to the FC-TFIM make it a
particularly interesting platform to investigate the rela-
tion at finite temperature between these two concepts of
DPT, mainly because such interactions lead to a finite-
temperature equilibrium phase transition, allowing the
DPT-I to exhibit rich behavior that is not present in
short-range models in one dimension.26 Additionally, the
full-connectedness of the model allows for a mean-field
treatment and also renders it integrable, which makes
exact diagonalization (ED) of very large system sizes
tractable. Moreover, the integrability class of the FC-
TFIM is less restrictive than the quadratic fermionic
Hamiltonians characteristic of the short-range models
that have been the focus of previous investigations in
DPT-II at finite temperature.
The rest of the paper is organized as follows: In Sec. II
we present the FC-TFIM and the quench protocols that
we adopt to construct the phase diagram for different
initial conditions. In Sec. III we investigate the classi-
cal dynamics of our system and derive the critical line
of the DPT-I for ferromagnetic and paramagnetic initial
conditions. In Sec. IV we review the interferometric gen-
eralization of the Loschmidt-echo return rate for ther-
mal systems, and show why it is not a suitable return
rate for the integrability class of the FC-TFIM. Conse-
quently, we introduce in Sec. V the more appropriate, but
difficult-to-compute fidelity Loschmidt echo, and finally
in Sec. VI a proper and efficient form of the return rate
that exclusively probes the dynamical criticality intro-
duced by the quench. The main numerical results of our
work are presented in Sec. VII where, using ED, we calcu-
late the Loschmidt-echo return rate for various quantum
quenches at various preparation temperatures to eluci-
date the construction of the dynamical phase diagram
shown in Fig. 1. We conclude in Sec. VIII.
II. MODEL AND QUENCH
In this work we probe the finite-temperature dynam-
ical phase diagram of the FC-TFIM described by the
Hamiltonian
H(Γ) = − J
2N
N∑
i 6=j=1
szi s
z
j − Γ
N∑
j=1
sxj − Λ
N∑
j=1
szj , (1)
with (ferromagnetic) coupling constant J > 0 and system
size N . The Kac normalization factor53 1/N in the inter-
action term is to ensure energy extensivity in the thermo-
dynamic limit. s
z(x)
j is the projection of the spin operator
of site j onto the z (x) direction. For quenches starting in
a paramagnetic state the small longitudinal field propor-
tional to Λ  Γ is needed to allow symmetry breaking
in case of an ordered long-time steady state. This proce-
dure will be described in more detail in Sec. VII. Thus,
unless otherwise specified, we set Λ = 0. The result is
the usual FC-TFIM, which has a finite-temperature equi-
librium phase diagram54,55 with ordered and disordered
phases separated by the equilibrium critical line
T ec (Γ) = Γ
[
ln
(
J + 2Γ
J − 2Γ
)]−1
, (2)
with zero-field thermal critical point T ec |Γ→0 =
limΓ→0 T ec (Γ) = J/4, and zero-temperature quantum
critical point Γec(T = 0) = J/2, where Γ
e
c(T ) is the in-
verse of T ec (Γ). Our notation shall entail referring to
Γec(T ) as the quantum critical point at temperature T ,
and to T ec (Γ) as the thermal critical point at transverse-
field strength Γ.
We note here that the FC-TFIM is a special case of the
Lipkin-Meshkov-Glick (LMG) model, which was devised
by the eponymous scientists for shape phase transitions
in nuclei.56–58 The LMG model describes the infinite-
range anisotropic XY model in a transverse magnetic
field along the z direction. Despite its simple structure,
it exhibits a finite-temperature phase transition,59,60
and can be experimentally realized in quantum-optical
3settings.31,61–64 Since its introduction, it has been exten-
sively studied in statistical physics, and even its spectrum
in the thermodynamic limit has been analytically calcu-
lated in Ref. 65.
We prepare our system at temperature T = 1/β in the
thermal state
ρi =
e−βH(Γi)
Tr e−βH(Γi)
, (3)
and set the Boltzmann and Planck constants as well as
J to unity throughout the manuscript. Here, H refers
to the full (mean-field) Hamiltonian when ρi is in the
paramagnetic (ferromagnetic) equilibrium phase and we
define the partition function as Z = Tr exp (−βH(Γi)).
Whereas the full Hamiltonian is given in (1), the mean-
field Hamiltonian is
HMF =
N∑
i=1
(mszi − Γsxi ) , (4)
with the equilibrium mean-field magnetization m =∑
i〈szi 〉/N obtained self-consistently by solving
2
√
Γ2 +m2 = tanh
(
β
2
√
Γ2 +m2
)
. (5)
This procedure is necessary to enforce a finite magneti-
zation in the ferromagnetic initial state.
At time t = 0, we abruptly switch the transverse-field
strength from Γi to Γf 6= Γi, thereby initiating the dy-
namics of our system, which is always propagated by the
full Hamiltonian (1).
III. CLASSICAL DYNAMICS
We now derive the classical dynamics of our model.
One can rewrite the Hamiltonian (1) in the form
H =− 1
2N
SzSz − ΓSx − ΛSz
'− S
2
2N
cos2 θ − ΓS sin θ cosφ− ΛS cos θ
≡H(θ, φ) ,
(6)
for the total spin vector S = (Sx, Sy, Sz)
ᵀ =
∑
i〈si〉,
with conserved spin length S2 = S2x + S
2
y + S
2
z .
The first equality in (6) is, up to an irrelevant con-
stant, an exact reformulation of (1), while the sec-
ond uses the classical continuous representation S =
S (cosφ sin θ, sinφ sin θ, cos θ)
ᵀ
and thus neglects inten-
sive modifications to the Hamiltonian arising from the
non-commutativity of the spin operators. The system of
coupled equations of motion for S is given by
dS
dt
= −i [S, H] . (7)
In the classical formulation, where the commutator is
replaced by the Poisson bracket, these turn into
dθ
dt
= Γ sinφ,
dφ
dt
= Γ cosφ cot θ − S
N
cos θ − Λ ,
(8)
which show no relaxation.
The (conserved) energy of the initial state after the
quench is given by
E =
1
Z
∫ 2pi
0
dφ
∫ pi
0
dθ
∫ 1
0
ds s2 sin θ e−βHi(θ,φ)D(sN/2)Hf(θ, φ) , (9)
with s = 2S/N ∈ [0, 1], and where Hi(f) corresponds
to (6) with Γ = Γi(f). The degeneracy factor of the sub-
space with fixed value of S is given by
D(S) =
(
N
N
2 − S
)
−
(
N
N
2 − S − 1
)
, (10)
and
Z =
∫ 2pi
0
dφ
∫ pi
0
dθ
∫ 1
0
ds s2 sin θ e−βHi(θ,φ)D(sN/2)
(11)
is the partition function. The limit N →∞ allows for a
saddle-point expansion around the maximum of the prod-
uct D(sN/2) exp (−βHi(θ, φ)), which fixes s = s¯, θ = θ¯,
and for Γi 6= 0 also φ to exact values. Thermal fluctu-
4ations around these values are suppressed by factors of
exp (−βN) and can thus be neglected. This implies that
the partition function and all thermal expectation values
are simply given by the evaluation at the saddle point of
D(sN/2) exp (−βHi(θ, φ)). Consequently, one finds
E = −N
[
s¯2
8
+ Γi
(
Γf − 1
2
Γi
)]
. (12)
The long-time-averaged magnetization in the z-direction
can vanish only if the classical spin vector can overcome
the equator of the Bloch sphere. Thus a phase transition
occurs if the initial state is prepared such that its energy
after the quench is sufficiently large. This allows us to
determine the critical line from the equation
E(s¯) = −ΓfNs¯
2
. (13)
In the case of a Z2 symmetry-broken initial state, insert-
ing the saddle-point equations
βs¯
4
cos2 θ¯ +
βΓi
2
sin θ¯ = arctanh s¯,
θi = θ¯ = arcsin
2Γi
s¯
,
(14)
for the spin length and direction allows us to determine
the analytic expression for the dynamical critical temper-
ature valid in the thermodynamic limit N → ∞, which
reads
T dc (Γi,Γf) =
2Γf − Γi
2 arctanh (4Γf − 2Γi) . (15)
For a Z2-symmetric initial state, the saddle point of
the partition function is given by
θ¯ =
pi
2
, φ¯ = 0 ,
βΓi
2
= arctanh s¯ , (16)
and the classical system shows no dynamics for Γf > Γi
since the system is initialized in the ground state (for
fixed s) of both the initial and final Hamiltonians. Re-
laxation is only possible if the ground state of the final
system at s = s¯ is ferromagnetic. In this case 〈Sz〉 will
relax to a finite value (given a sufficiently large seed).
As the effective spin length s is not the same as in the
equilibrium phase corresponding to Γf, but rather to that
of the equilibrium phase at Γi, the resulting critical final
field strength is given by
Γdc =
s¯
2
=
1
2
tanh
Γi
2T
, (17)
for Γi > Γ
e
c, as immediately follows from the condition
d2H(θ, 0)
dθ2
∣∣∣∣
θ=pi2
!
= 0 . (18)
It is important to note that the collapse of the partition
function in the thermodynamic limit is also true for the
quantum-mechanical treatment of the problem where it
is therefore also allowed to fix s according to (14) as
N →∞.
IV. INTERFEROMETRIC LOSCHMIDT-ECHO
RETURN RATE
There are several distinct generalizations of the
ground-state Loschmidt echo for finite temperatures.
One straightforward extension to thermal states is the
interferometric Loschmidt amplitude, which has recently
been defined as44,45
GI(t) = Tr
{
ρie
−iH(Γf)t} , (19)
whereH refers to the full Hamiltonian (1). In the limit of
zero temperature this reduces to the original Loschmidt
amplitude33 〈ψi| exp(−iH(Γf)t)|ψi〉, with |ψi〉 the ground
state of the pre-quench Hamiltonian H(Γi). In (19), the
evolution time t takes the place of the complexified in-
verse temperature, making it a dynamical analog of a
boundary partition function. Consequently, the corre-
sponding dynamical analog of the thermal free energy
density in equilibrium is the Loschmidt-echo return rate
rI(t) = − lim
N→∞
1
N
ln |GI(t)|2 . (20)
At T = 0, the DPT-II is connected to non-analytic
cusps in (20).33,37,38 In addition to Ref. 33 that studied
the DPT-II in the integrable one-dimensional nearest-
neighbor transverse-field Ising model (NN-TFIM), the
DPT-II has also been investigated in the noninte-
grable one-dimensional long-range27,29,30 and the fully
connected transverse-field Ising models.25,28 Unlike the
DPT-I, which has only two distinct phases, the DPT-
II exhibits three distinct dynamical phases.27–29 Starting
from an ordered ground state, quenches across a dynam-
ical critical point give rise to regular cusps (i.e. cusps in
every oscillation) in the Loschmidt-echo return rate. On
the other hand, for quenches below this dynamical critical
point, the return rate displays no cusps when the inter-
actions are short-range, while for sufficiently long-range
interactions,27 a new kind of anomalous cusps (i.e. cusps
appearing only after a certain number of smooth oscil-
lations) have been shown to emerge.27–29 Moreover, the
DPT-I and DPT-II seem to be intimately connected, at
least for long-range interactions.27,28,30
For the infinitely connected model, however, even triv-
ial quenches from Γi → Γi, that at T = 0 result in
rI(t) ≡ 0, can show a rich non-analytic behavior of the
return rate at finite temperatures. To understand this in
some more detail, let us consider the easiest case without
5a transverse field. The associated Hamiltonian is diago-
nal in Sz and given by
H = − 1
2N
S2z . (21)
Following the calculation outlined in Appendix A, we ob-
tain in the thermodynamic limit a sharp signature in the
short-time return rate,
rI(t) =
1
4
min
{
s0 (1− s0) (1− 2s0)2 [1 + s0 (s0 − 1)β] t2
{1 + s0 (s0 − 1) [2β + s0 (s0 − 1) (t2 + β2)]} , β − 4s
2
0β − 8 ln (2− 2s0)
}
, (22)
where s0 solves the saddle-point condition
β
(
1
2
− s0
)
= 2 arctanh (1− 2s0) . (23)
This result compares well with the full, numerically eval-
uated expression for inverse temperatures β < 5.5. Fur-
ther numerical investigation shows that the sharp cutoff
in the first peak survives for inverse temperatures as low
as β ≈ 5.9, which is deep inside the ferromagnetic phase.
Fig. 2 shows a comparison of exact interferometric return
rates rI(t) for finite systems with the analytical expres-
sion (22). One clearly sees the convergence for N →∞ of
the numerical data toward the analytical plateau, creat-
ing an increasingly sharp thermal cusp in the first peak in
the process. In addition to the cutoff in the first peak, nu-
merical simulations for system sizes of up to N = 2×105
show further cusps appearing at late times, reminiscent
of the anomalous phase previously investigated in the
FC-TFIM at T = 0 in Refs. 27 and 28. For the trivial
quench at finite temperatures, these cusps are nothing
else but the Lee-Yang zeros in the complex plane of the
partition function.66 We show further results for rI(t) ob-
tained from finite quench distances at finite temperatures
in Appendix B.
Figure 2. (Color online) Comparison of exact finite-size re-
sults with the analytical expression (22), shown in black, for
the return rate (20) at short times with inverse temperature
β = 5 and a trivial quench Γi = Γf = 0. System size from
light to dark red is N = 200, 400, 800, and 1600.
V. FIDELITY LOSCHMIDT-ECHO RETURN
RATE
In a quantum quench setup one is interested in the time
evolution governed by a Hamiltonian Hf, where the sys-
tem is initially prepared in a thermal equilibrium state ρi.
Under the condition that ρi is not diagonal in the eigenba-
sis {|Φf〉} of Hf, the Loschmidt return function rI(t) can
show non-analytic behavior due to the nontrivial overlap
of the states making up ρi with the eigenstates of Hf.
However starting with a genuine density matrix and not
a pure state can give rise to a type of non-smooth fea-
tures in rI(t) that we are not interested in and that would
already appear in a trivial quench Γi → Γi, as discussed
in detail in Sec. IV. Therefore, a particularly interesting
choice of the finite-temperature Loschmidt amplitude is
given by the fidelity of the initial and time-evolved den-
sity matrices67,68
GF(t) = Tr
√√
ρ(0)ρ(t)
√
ρ(0) . (24)
As with the interferometric definition (19), (24) also re-
produces the zero-temperature Loschmidt echo. The ad-
vantage of this definition is, however, that it forms a
metric, measuring the distance over which the density
matrix has evolved during the time t. This also implies
that the corresponding fidelity return rate
rF(t) = − lim
N→∞
2
N
lnGF(t) (25)
vanishes identically in case of any trivial quench, as then
GF(t) ≡ 1. Nevertheless, these advantages come at a high
price: Introducing the symmetric interference matrix
Aij(t) =
1
Z
∑
l
e−
β
2 
i
i〈Ψi|Φl〉 e−iflt〈Φl|Ψj〉 e−
β
2 
i
j , (26)
where {|Ψi〉} ({|Φi〉}) are the eigenstates of the initial
(final) Hamiltonian with eigenenergies 
i(f)
i , allows us to
represent the Loschmidt amplitudes (19) and (24) in a
unified form. While the interferometric Loschmidt am-
plitude GI(t) = Tr{A(t)} is easily evaluated, its fidelity
counterpart GF(t) = Tr{
√
A(t) ·A(t)∗} is numerically
far more expensive, because it requires calculating the
square root of a large matrix at every time step.
6VI. QUANTUM LOSCHMIDT-ECHO RETURN
RATE
Since on the one hand the interferometric definition
rI(t) already shows cusps for a trivial quench where it
probes the complex Lee-Yang zeros, and on the other
hand computation of the fidelity return rate rF(t) entails
an intractable numerical effort, we shall introduce a third
finite-temperature return rate. While this choice will be
specific to integrable systems like our infinitely connected
model, it reconciles a simple physical motivation with
a numerically efficient evaluation, and, furthermore, re-
solves the same phases as rF(t).
A. Motivation and definition
Let us consider the fully connected Ising model (6).
Due to the fact that [H,S2] = 0, we conserve the total
angular momentum independent of the initial and final
values of Γi,f. The ability to numerically treat system
sizes of the order of several thousand sites relies directly
on this fact. On the other hand, our quench protocol only
allows for states within a fixed S-subspace to interfere
during the time evolution. However, in the standard rI(t)
we compute interferences of arbitrary S-subspaces:
rI(t) = − 2
N
ln
∣∣∣∣∣∑
S
GS(t)
∣∣∣∣∣ , (27)
with
GS(t) = Tr
{
e−iHft Tr
S
ρi
}
, (28)
the Loschmidt amplitude obtained for the subspace with
total spin S ∈ {1/2, 3/2, . . . , N/2} for odd N without loss
of generality. Here, Tr
S
denotes a partial trace over all
spin subspaces except that with spin length S. Obviously,
in rI(t) all spin sectors interfere and can give rise to cusps
despite the fact that the quench in Γ cannot mix any
states of different S.
Additionally, for a finite quench distance, rI(t) will
show quite a rich behavior that is related only to the inte-
grability of the fully connected model and is not expected
to be found in a more generic system. If we expand rI(t)
in a spectral representation
rI(t) = − 2
N
ln
∣∣∣∣∫ d g()e−it∣∣∣∣ , (29)
we see that it is simply the Fourier transform of the mod-
ified density of states g() that is given by
g() =
∑
S
D(S)
Z
∑
i,j
∣∣〈ΦSj |ΨSi 〉∣∣2 e−βi,Si δ(− f,Sj ) , (30)
where again {|ΨSi 〉}
({|ΦSi 〉}) denote the eigenstates in
the spin sector S of the initial (final) Hamiltonian with
energies 
i(f),S
i . Like any ordinary density of states, g()
contains a superposition of Dirac distributions located at
the actual final-Hamiltonian eigenvalues f,Si , but, impor-
tantly, here they carry weights proportional to the degen-
eracy factor D(S) of the corresponding subspace. Due to
its binomial behavior, see (10), D(S) varies over several
orders of magnitude between the different spin sectors.
As such, we have to compute the Fourier transform of a
very rough function that cannot become smooth even in
the thermodynamic limit as the average level spacing re-
mains of order one. In contrast, in a nonintegrable model,
the huge degeneracies vanish and the typically exponen-
tially small energy distances in the spectrum smoothen
both g and rI. Thus, in order to investigate features
that do not depend too crucially on the full permutation
invariance of our model and to focus on cusps that are
really evoked by our S-conserving quench protocol, we
define a generalized Loschmidt echo rq(t) that sums all
subspaces in phase
rq(t) = − 2
N
ln
∑
S
|GS(t)| . (31)
Quite importantly, this choice treats the mixing of the
states by the quench and the resulting interferences on
an equal footing. Furthermore, the sum here is always
dominated by the subspace with the largest combina-
tion of degeneracy factor D(S) times thermal weight of
its ground state. This space can be found analytically
in mean-field theory (14). As a consequence, thermal
broadening disappears in the thermodynamic limit and
all cusps in the Loschmidt echo become sharp signatures
if they are for the system with Γeffi(f) = Γi(f)/s¯ for the
quench at T = 0, with s¯ a solution of (14).
Within the dominant subspace, like in every other sub-
space, all states have the same D(S), cf. Sec. III, so the
importance of a certain state during a quench depends
only on its thermal weight factor and the overlaps with
the eigenstates of the final Hamiltonian giving rise to a
much smoother density of states and Fourier transform
compared to the situation discussed in Sec. IV. Finally,
in a trivial quench, rq(t) will be a smooth function as the
sum is now dominated by a single state which cannot give
rise to interferences. This state is given by the ground
state of the most important S-subspace.
B. Comparison with fidelity return rate
Taking into account that the total spin is conserved,
the interference matrix A from (26) decouples into block
diagonal form with a block AS for every spin sector. As
a result both
rq(t) = − 2
N
ln
∑
S
∣∣TrAS∣∣ , (32)
7Figure 3. (Color online) Decadic logarithm of the modulus of
the diagonal elements ASii of the interference matrix (26) in
the dominant spin subspace S, set by the classical saddle point
(14) as a function of time. Initially the largest component is
given by AS11, however during the time evolution the index
imax(t) is a nontrivial function that exhibits discontinuities,
which coincide with the cusps in rF(t). Parameters for the
quench are Γi = 0 and Γf = 0.3 at β = 5 for a system of size
N = 4000.
as well as
rF(t) = − 2
N
ln
∑
S
Tr
√
AS ·AS∗, (33)
sum over all spin spaces in phase. Consequently, nei-
ther of these signals shows the large number of cusps
rI(t) exhibits that cannot be associated with a physical
phase. Due to the symmetric construction of AS , its
entries with largest moduli always appear on the diag-
onal. Furthermore, without loss of generality, we sort
the eigenstates {|ΨSi 〉} in the fixed-S subspace of Hi by
their energy such that the ground state is |ΨS1 〉. At
t = 0, the matrix AS is diagonal, and due to the ther-
mal weights, its maximal element is AS11. At later times,
the overlaps between different initial states remain sup-
pressed, and, therefore, A is still dominated by its di-
agonal elements. However, during the time evolution,
interferences between the final states result in an oscil-
lation of all elements ASii with a frequency that is given
by the mean level spacing between those eigenstates of
the final Hamiltonian with which the initial state |ΨSi 〉
has the largest overlaps. Since the spectrum of the fi-
nal Hamiltonian is not perfectly linear, these oscillations
are damped. For any S-subspace in the thermodynamic
limit, we now define the function imax(t) ∈ (0, 1] by re-
quiring that |ASimax(t)L,imax(t)L(t)| ≥ |ASii(t)| for all i ∈ N
and i ≤ L = dim(AS). Since AS is symmetric, the largest
value of M = AS · AS∗ will also be MimaxL,imaxL. Con-
sequently after a discontinuous change in imax the time-
evolution of AS is governed by a new maximum, that in
general evolves with a different slope, resulting in a dis-
continuity of the first derivative of the return function
rF(t). Such a jump in the function imax(t) for a typical
quench is presented in Fig. 3. While rq(t) contains only
the trace of AS and, therefore, also probes discontinuous
changes in the diagonal elements of AS , interferences be-
tween these can shift the cusp in time. However, after the
first period of the return rate, the sum within the trace is
once again evaluated almost completely in phase. Thus,
before the end of the period, the corresponding cusp will
also be visible in rq(t) and, consequently, rF(t) and rq(t)
will always indicate the same dynamical phases. Larger
quenches result in broader overlaps 〈ΨSi |ΦSl 〉, whereas
higher temperatures reduce the suppression of highly ex-
cited pre-quench eigenstates. Both effects lead to more
destructive interferences in AS . Based on this discussion,
it becomes clear that larger quenches and higher temper-
atures give rise to earlier and more pronounced cusps in
both return rates rF(t) and rq(t). Since the computation
of the latter is several orders of magnitude faster, we will
exclusively focus on the quantum return rate rq(t) for the
remainder of this article.
VII. RESULTS AND DISCUSSION
Using ED, we calculate the return rate (31) and mag-
netization for several quenches of thermal initial states
at various temperatures in order to construct the finite-
temperature dynamical phase diagram shown in Fig. 1
for the FC-TFIM.
A. Quenches from the ferromagnetic phase
We shall first present our results for quenches from a
ferromagnetic thermal initial state, examples of which
are shown in Figs. 4, 5, and 6. At low temperatures
and for short quench distances, the final state will still
exhibit ferromagnetic order (see discussion in Sec. III).
Following the quench, the initial magnetization vector,
which for Γi = 0 points along the positive z-direction
with length s¯/2 fixed by (14), starts to precess within
the upper hemisphere around a tilted mean magnetiza-
tion. However, the equator will never be crossed, and,
while dephasing will damp the precession, the mean mag-
netization m cannot relax to zero. As our numerical
investigation shows, this behavior is always accompa-
nied by an anomalous phase in the return rate, where
cusps appear only after its first minimum at finite time.
The anomalous phase has previously been reported on in
the FC-TFIM and one-dimensional transverse-field Ising
model with power-law interactions for quenches starting
from a ferromagnetic ground state in the case of an or-
dered final steady state.27,28 For the short quench dis-
tance Γi = 0 → Γf = 0.1 and the low temperature
T = 0.1 in Fig. 4(a), the return rate shows a strongly
anomalous behavior characterized by many smooth pe-
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Figure 4. (Color online) Quantum quench in the FC-TFIM from Γi = 0 to Γf = 0.1 with initial ferromagnetic thermal state
at inverse temperatures β = 10, 5, and 4.1 (left to right) for various system sizes (light to dark red with increasing size)
showing convergence. Even though at zero temperature this quench gives rise to an anomalous phase28 in the FC-TFIM, as the
temperature of the initial state is raised the anomalous phase transitions into its regular counterpart at temperatures above
T dc (Γi = 0,Γf = 0.1), cf. (15). Corresponding magnetization plots show the agreement between the anomalous (regular) phase
and the long-time ordered (disordered) Landau-type phase. The gray constant represents the time-averaged magnetization
obtained from the classical equations of motion to which 〈m(t)〉 must converge in the long time limit. The grids connect the
minima of the magnetization with the maxima of rq(t). Insets show the inverse curvature of each of the first two anomalous
cusps in (a,b) and the first regular cusp in (c) in the return rate vanishing algebraically with system size, thereby indicating
their sharpness, and thus true non-analyticity. For the sake of plot clarity, we only include the return-rate and magnetization
plots for the four largest system sizes, where no artifacts due to limitations in the precision of the computation are visible: in
(a) N = 1400, 2000, 3000, 4000, (b) N = 1000, 1600, 2000, 2500, and (c) N = 800, 1000, 1600, 2000.
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Figure 5. (Color online) Same as Fig. 4 but with Γf = 0.2. At low temperatures we again see an anomalous phase in (a), but
now already at T = 0.2 the phase is regular, which coincides with a zero infinite-time average of the magnetization. At the even
higher temperature of T = 1/4.1 where the return rate is even deeper in the regular phase, a thermal cutoff appears in the first
peak occluding the cusp therein. Insets in (a) and (b) illustrate the divergence of the curvature of the first two anomalous cusps
in (a) and the first regular cusp in (b), while the inset in panel (c) shows the algebraic convergence of the thermal cutoff height
towards the analytical result for infinite system size as obtained from (34). System sizes are in (a) N = 1000, 2000, 3000, 4000,
in (b) N = 800, 1000, 1500, 2000, and in (c) N = 800, 1000, 2000, 4000.
riods before the appearance of the first cusp. The inset
demonstrates the finite-size scaling of the curvature of the
first two cusps, which is clearly consistent with the alge-
braically divergent model ∝ Lα with α > 0 used in the
fit. Preparing our initial state at T = 0.2, on the other
hand, we see in Fig. 4(b) that the same quench leads to
a return rate where only the first peak is smooth, and
thereafter every period of the return rate contains one
cusp. This indicates that the higher the preparation tem-
perature, the closer we are to a regular phase. Indeed,
upon further increasing the preparation temperature to
T = 1/4.1, which is very close to the equilibrium ther-
mal critical point T ec |Γ→0 = 1/4, the anomalous phase
disappears and is replaced by its regular counterpart, as
shown in Fig. 4(c). At the same time the ferromagnetic
order, which is already compromised by thermal fluctu-
ations in the initial state, is lost completely in the final
state. A closer investigation of the behavior for tempera-
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Figure 6. (Color online) Same as Fig. 4 but with Γf = 0.3. This quench gives rise to a regular phase even at T = 0. At higher
temperatures below T ec |Γ→0 = 0.25, the phase is therefore also regular. In (c) a thermal cutoff is visible in the first two peaks of
the return rate. Insets are the same as in Fig. 5, but here only the curvature of the first cusp, that is relevant for the classification
as a regular phase, is analyzed. The presented system sizes are N = 800, 1500, 1600, 1800 in (a), N = 500, 800, 1000, 2000 in
(b), and N = 800, 1000, 2000, 4000 in (c).
tures between T = 0.2 and T = 1/4.1 shows that, within
our numerical precision, DPT-I and DPT-II coincide per-
fectly.
For the larger quench distance Γi = 0→ Γf = 0.2 and
at small temperatures, we observe an anomalous phase
as shown in Fig. 5(a). However, in accordance with the
DPT-I, the regular behavior of the return rate with cusps
in every peak (see Fig. 5(b)) appears at smaller tempera-
tures than in the smaller quench of Fig. 4. At even higher
temperatures, but still below T ec |Γ→0, something unex-
pected happens in the return rate: whereas the quench
ends up in a state that is deep within the paramagnetic
phase where one expects a regular behavior of the return
rate, a chipped-off first peak is observed. This can be
explained by noting that for high preparation tempera-
tures in the ferromagnetic phase the dominant subspace
becomes very short. This in turn implies that the contri-
bution of the short S-subspaces with S ∼ O(1) instead
of S ∼ O(N) can become large enough to be resolved
in the return rate. However, within these subspaces, no
contributions to the Loschmidt echo that are exponen-
tially small in system size can be generated due to the
absence of enough interfering terms in the sum. Instead,
these manifest as sharp (logarithmically divergent) sig-
natures on top of the return rate that vanish ∝ 1/N . As
a result, the return rate is limited at (almost) all times
by a maximal value rmaxq . By an argument similar to the
one employed in Sec. IV, one obtains for this value in the
thermodynamic limit
rmaxq = β
√
m2 + Γ2i + 2 ln
(
1 + e−β
√
m2+Γ2i
2
)
. (34)
This expression can be confirmed numerically by the
finite-size scaling in the insets of Figs. 5(c) and 6(c).
These are performed by fitting a constant h0 plus an alge-
braic decay to the average height of the plateau on top of
the first peak. The obtained values for h0 agree very well
with rmaxq ≈ 0.07445. For quenches within the anomalous
phase, the classical magnetization vector never crosses
the equator of the Bloch sphere and our numerical simu-
lations show that the return rate never grows to a value
sufficiently large so as to resolve rmaxq . Consequently, the
thermal cutoff can only be seen for quenches from a ferro-
magnetic to a paramagnetic state, i.e. only in the regular
phase. At the same time not every quench will be affected
by rmaxq , but rather predominantly those involving large
quench distances where the overlap between initial and
final state is generally smaller, as can be witnessed in
Figs. 4, 5, and 6, where the latter shows the large quench
from Γi = 0 → Γf = 0.3. Despite the cutoff, the under-
lying phase is still regular in both of Figs. 5(c) and 6(c),
as can be seen by decreasing the preparation tempera-
ture. For lower temperatures in the regular phase, the
cusp is located on the shoulder of the first maximum.
Upon varying the temperature, it moves up the trailing
slope until it reaches the simultaneously decreasing value
of rmaxq . From this point onwards it will be hidden by
the thermal cutoff. For an illustrative example see Ap-
pendix C. At the same time the order-parameter average
is zero at infinite time indicating the equivalence of DPT-
I and DPT-II. Note that the quench of Fig. 6 already at
zero temperature gives rise to the regular phase,28 and,
as such, all temperatures T < 1/4 result in a regular
phase.
As has been established in previous analytical33 and
numerical27–30 studies, the periodicity of the return rate
coincides with that of the magnetization, whether the
underlying phase is anomalous (≡ ordered) or regular (≡
disordered), as can be seen in the bottom in Figs. 4, 5,
and 6. Physically, the smallest overlap between final and
initial states is obtained whenever the classical magne-
tization vector is furthest from its original orientation.
This happens for times t = ω−1magnpi/2, where n is an odd
10
positive integer and ωmag is the frequency of the preces-
sion of the magnetization.
Beyond the representative examples shown here, our
extensive numerical simulations indicate that the DPT-I
and DPT-II dynamical critical lines, to high precision,
fully overlap in the T −Γf phase diagram for Γi < Γec(T ).
Moreover, this dynamical critical line can be directly con-
nected to the equilibrium critical line. In fact, it exactly
coincides with the equilibrium critical line if, at a tem-
perature T < T ec |Γ→0, the ferromagnetic thermal state is
prepared at Γi = Γ
e
c(T )− δ, with δ → 0+.
B. Quenches from the paramagnetic phase
As we shall see in the following, the DPT-I and DPT-II
dynamical critical lines also coincide when starting with
paramagnetic thermal initial states, albeit their shape
will be qualitatively different from the case of ferromag-
netic initial conditions.
For the system to be able to detect the possible pref-
erence for ferromagnetic order in the final state following
a purely unitary time evolution, we have to introduce
a finite seed in the form of a magnetic field along the
z-direction with strength Λ > 0. This is not a finite-
size effect and even the thermodynamic system will not
exhibit spontaneous symmetry breaking. Instead the in-
ability of the system to dissipate energy forces the fi-
nal magnetization in the ferromagnetic phase to depend
on the initial magnetization. Given an initial state with
〈Sz〉 = 〈Sy〉 = 0, the thermodynamic system will not
show any dynamics at all, independent of the final value
Γf. Therefore, for all the plots presented in Figs. 7, 8,
and 9, we set Λi = Γi/20. The motion of the magneti-
zation will be determined by the angles θ¯i and θ¯f that
minimize the pre- and post-quench classical Hamilton
function. This angular dependence leads to the following
consequence: Every finite difference θ¯i − θ¯f gives rise to
a non-stationary magnetization, e.g. we can set Λf = 0,
which for quenches where the final state is still paramag-
netic results in the long-time average 〈Sz〉 = 0 in contrast
to 〈Sz〉 6= 0 for quenches to a ferromagnetic state. On
the other hand, whenever the classical spin expectation
value moves, we find a return function that does not scale
to zero in the thermodynamic limit. Within the param-
agnetic phase such a classical motion of the total magne-
tization vector, which is purely caused by the need of a
small explicit symmetry breaking in the initial state, can
be avoided by choosing the final external field Λf such
that the angles θ¯i,f, coincide. The absence of classical
motion yields an entirely smooth return rate that scales
to zero in the thermodynamic limit. Quenches that re-
main in the paramagnetic phase in the DPT-I sense can
therefore be classified as trivial in the DPT-II sense. In
general, the resulting trigonometric equation for Λf has
to be solved numerically, as is done for Figs. 7, 8, and 9.
For small values of Λi,f/Γi,f, however, this reduces to the
simple expression
Λf = Λi
s¯− 2Γf
s¯− 2Γi . (35)
The important difference for a quench to the ferromag-
netic phase lies in that (35) has no solution and even
setting Λf = 0 results in a final magnetization along the
z-direction that is larger than that of the initial state.
The unavoidable classical motion of the magnetization
vector results in a finite return rate with regular cusps as
N →∞, which indicates the same dynamical phase tran-
sition as characterized by the DPT-I. Apart from the re-
laxation due to dephasing, the time evolution and mean
value of the magnetization are again well-described by
the classical equations of motion.
In Fig. 7, we show ED results for a paramagnetic ther-
mal initial state at Γi = 1 that is subsequently subjected
to a quench in the transverse-field strength to the value
Γf = 0.6. Fig. 7 shows this quench where the initial states
are prepared at T = 0.2, T = 4/3 and T = 10. Each of
the return rates shows a trivial phase27,33 and scales to
zero in the thermodynamic limit. Since we break the Z2
symmetry explicitly by a small external magnetic field
along the z direction in both the initial and final Hamil-
tonian, with the value of Λf chosen appropriately, the
initial and final magnetization after the decay of the in-
duced oscillations are the same. This value of the magne-
tization in the thermodynamic limit can be easily found
from the classical model introduced in Sec. III.
Fig. 8 shows the same analysis for the quench from
Γi = 1 → Γf = 0.2. At a sufficiently low temperature
T = 0.2, we see in Fig. 8(a) that the dynamics gives rise
to a ferromagnetic steady state with infinite-time average
of the magnetization greater than the seeding value. This
ordered infinite-time steady state coincides with a regu-
lar phase in the return rate characterized by a cusp in
each period of rq(t). Corresponding insets show how the
curvature of rq(t) at the first cusp diverges algebraically
with system size, indicating clear non-analytic behavior
in the thermodynamic limit. Upon further increasing the
temperature to T = 4/3 or even T = 10, the dynamics no
longer leads to an ordered steady state and the regular
phase is replaced by the trivial phase that goes to zero
in the thermodynamic limit, as shown in Fig. 8(b,c).
Fig. 9 repeats this analysis but at an even larger quench
from Γi = 1 → Γf = 0.1. While the magnetization and
return rate for panels (a) and (c) are qualitatively similar
to the corresponding temperatures in Fig. 8, the regular
phase now also replaces the trivial quench at T = 4/3.
The finite-size scaling in Fig. 9(b), on which we base
this claim, requires much larger systems than the other
quenches. This is because at high temperatures and close
to the critical field strength the dynamics governing the
system is slow and fluctuations that introduce dephasing
are enhanced. The combination of both lead to unusually
strong finite-size effects. Consequently, both the magne-
tization and return rate converge much more slowly to-
wards the thermodynamic limit. At first sight, a regular
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Figure 7. (Color online) Quantum quench in the FC-TFIM from Γi = 1 to Γf = 0.6 at inverse temperatures β = 5, 2, and 0.1
for N = 2000, 4000, 6000, 8000. This quench is within the paramagnetic phase at any temperature, and thus the return rate
exhibits the trivial phase which scales to zero in the thermodynamic limit. The insets show the average amplitude of rq(t)
over the first period as a function of system size, showing clear algebraic decay. The infinite-time magnetization of an infinite
system is constant at the seeding value, indicating a disordered infinite-time steady state (see Sec. VII). The convergence of
the infinite-time magnetization with increasing system size towards this value is indicated with increasingly opaque gray lines
at the right edge of the magnetization plot.
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Figure 8. (Color online) Same as Fig. 7 but for Γf = 0.2. At the temperature T = 0.2, a regular phase emerges in (a)
coinciding with an ordered infinite-time steady state. The inset in (a) shows the finite-size scaling of the curvature of the
first cusp, indicating its algebraic divergence with system size, and, therefore, the true non-analyticity of the cusp in the
thermodynamic limit. The depicted system sizes are: (a) N = 2000, 4000, 6000, 8000, (b) N = 4000, 6000, 8000, 12000, (c)
N = 4000, 8000, 16000, 32000.
phase for this quench is surprising since in equilibrium
there is no ferromagnetic phase at these high tempera-
tures. However, the conserved spin length S for these
quenches starting from deep within the paramagnetic
phase is longer than the equilibrium value at Γf, which
in turn increases the system’s susceptibility to ferromag-
netic order. Indeed, we find, that no matter how high
the temperature of the thermal initial state is, there is
always a small enough Γf to which a quench would give
rise to a ferromagnetic infinite-time steady state that co-
incides with a regular phase. For a system that is weakly
connected by local couplings to its environment this has
the interesting consequence that there exists a timescale
in the relaxation from a paramagnetic thermal initial
state to a paramagnetic long-time steady state during
which the system can spontaneously break Z2 symmetry
and thus evolve through a ferromagnetic quasi-stationary
state. Here, energy dissipation due to the local contact
to the environment allows for relaxation of the length of
the magnetization vector. Consequently, this enables the
system to evolve from a ferromagnetic state, which would
be the infinite-time steady state in the case of a closed
system, to a paramagnetic equilibrium final state.
Also in the case of quenches from a paramagnetic ther-
mal state, the return rate and the magnetization profile
exhibit the same periodic relation as has been shown in
the literature. For quenches that end up in the param-
agnetic phase, the largest deviation between 〈m(t)〉 and
〈m(0)〉 coincides with times when 〈Sz(t)〉 takes its ini-
tial value; however, the deviation in the azimuthal angle
12
0 50 100 150 200 250 3000.00
0.20
0.40
0.60
0.80
1.00
Time
1
0
2
r q
a) β=5.00, Γi=1.00, Γf=0.10
10.05.02.51.7
90
135
180
225
104 L-1
[m
a
x
(|
r¨
(t
)|
)]
-
1
0 50 100 150 200 250 300
0.48
3.89
2.19
t
1
0
〈m
〉
0 50 100 150 200 250 3000.00
0.05
0.10
0.15
Time
1
0
2
r q
a) β=0.75, Γi=1.00, Γf=0.10
0.60.40.30.2
2500
4500
3400
104 L-1
[m
a
x
(|
r¨
(t
)|
)]
-
1
0 50 100 150 200 250 300
0.11
1.70
0.91
t
1
0
〈m
〉
0.00
0.05
0.10
0.15
1
0
2
r q
c) β=0.10, Γi=1.00, Γf=0.10
10.02.50.60.2
0.10
0.30
0.90
2.50
104L-1
1
0
3
〈h
〉
0 50 100 150 200 250 300
1.23
1.34
1.28
t
1
0
3
〈m
〉
Figure 9. (Color online) Same as Fig. 7 but with Γf = 0.1. Even though in equilibrium T = 4/3 corresponds to a paramagnetic
state at any value of the transverse field, for this quench it is already low enough to give rise to a regular phase in the
return rate, which coincides with an ordered infinite-time steady state. The insets in panels (a) and (b) show the finite-size
scaling of the curvature of the first cusp, which diverges algebraically with system size, while the inset in (c) depicts how the
average height of the first peak decays to zero algebraically as the system size is increased. The plots show system sizes of
N = 1000, 2000, 4000, 6000 in (a), as well as N = 8000, 16000, 32000, 64000 in (b,c).
Figure 10. (Color online) Finite-temperature dynamical
phase diagram of the fully connected transverse-field Ising
model for ferromagnetic (green) and paramagnetic (red) ini-
tial states. Analytical results from (15) and (17) coincide
with numerical results for the return rate, for which no error
bars are shown, since they are in most cases too small to be
resolved in the plot.
becomes maximal.
Within our numerical precision, we find from our ED
simulations that for quenches beginning from a param-
agnetic thermal state an ordered (a disordered) infinite-
time steady state always coincides with a regular (trivial)
phase in the return rate (31), and thus as for quenches
from the ordered phase, the DPT-I and DPT-II share the
same critical line. Unlike for quenches from a ferromag-
netic thermal initial state, the dynamical critical line here
cannot be directly connected to its equilibrium counter-
part. Finally, we summarize our findings with regards
to the dynamical critical line for all initial conditions in
Fig. 10.
VIII. CONCLUSION
We have studied two types of dynamical phase transi-
tions in the fully connected transverse-field Ising model
that arise upon quenching a ferromagnetic or paramag-
netic thermal initial state. Whereas one type of dynami-
cal phase transition is characterized by the long-time av-
erage of the local Z2 order parameter, the second is char-
acterized by the existence and type of cusps in a properly
defined Loschmidt-echo return rate that captures non-
analyticities due to only the quantum quench dynam-
ics and suppresses interferences between different ther-
mally occupied spin subspaces. In agreement with what
is known at zero temperature,28 starting in an ordered
thermal initial state and quenching below a dynamical
critical point leads to a phase that is also ordered in the
long-time limit in the Landau sense, and where the cor-
responding return rate exhibits anomalous cusps, which
appear only after the first minimum of the return rate.
The presence of an anomalous phase is intimately con-
nected with the long-ranged character of the interactions.
These suppress fluctuations, and in an effective field the-
ory picture allow the order-parameter field to maintain
its cohesion through at least one period. If the interaction
exponent is increased above a quench protocol-dependent
critical value αc of roughly 2.3− 2.4, the dominant type
of excitation changes in character from single-spin flips
to domain walls.69 These make the order-parameter field
disperse faster and thereby destroy the anomalous phase.
In the case of the ordered thermal state undergoing a
quench to above the dynamical critical point, where the
order-parameter evolution explores both hemispheres of
the Bloch sphere, the long-time steady state will be dis-
ordered and the return rate will show regular cusps. The
critical line shared by these two types of dynamical phase
transition is dependent on the initial conditions (temper-
13
ature and transverse-field strength) within the ordered
phase, and can be directly connected to the equilibrium
critical line.
As for quenches starting from a disordered thermal
initial state, a small quench distance leads to a trivial
phase, in which the return rate goes to zero in the ther-
modynamic limit, and which concurs with a disordered
infinite-time steady state. However, for a large enough
quench distance towards smaller transverse fields the re-
turn rate will exhibit a regular phase and the infinite-time
steady state will carry ferromagnetic order, regardless at
what temperature the paramagnetic thermal initial state
is prepared. Thus, even though both types of dynamical
criticality also share a common critical line for quenches
from paramagnetic thermal initial states, this dynamical
critical line cannot be directly connected to the equilib-
rium critical line.
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Appendix A: Analytics of the interferometric return
rate
In the absence of a transverse field, the Hamiltonian
of the fully connected Ising model reduces to (21) with
degeneracies
Dz(Sz) =
 N
Sz +
N
2
 . (A1)
While the return rate, even for this simple system, can-
not be calculated exactly for arbitrary system sizes N ,
we can obtain the thermodynamic limit for short times
analytically. For large systems and short times, the sum
in the return rate for Γi = Γf, which is given by
rI(t) = − 2
N
ln
∣∣∣∣∣∑
Sz
Dz(Sz) exp
[
(β + it)
S2z
2N
]∣∣∣∣∣+ 2N lnZ,
(A2)
can be replaced by an integral. With sz =
Sz
N +
1
2 we
obtain
rI(t) =− 2
N
ln
∣∣∣∣ ∫ 1/2
0
dsz exp
{
N
[
(β + it)
1
8
(1− 2sz)2
− sz ln sz − (1− sz) ln(1− sz)− ln 2
]}∣∣∣∣+A ,
(A3)
to leading order in N , where the constant A ensures
the normalization r(t = 0) = 0. Its value A =
1
4
[
β − 4s20β − 8 ln (2− 2s0)
]
is determined by the eval-
uation of the integrand in (A3) at the non-trivial saddle
point s0 ∈ (0, 1/2), which solves
β
(
1
2
− s0
)
= 2 arctanh (1− 2s0) . (A4)
For finite t > 0, however, the first term of the return
rate rI(t) will be dominated by the values of sz near 1/2,
where the exponent converges quadratically to zero. Yet,
in the thermodynamic limit the integral over this region
yields only a vanishing contribution to rI(t) such that the
return rate is bounded by A from above. For short times
in the sense of t ·∆ 1, where ∆ is the typical energy
difference between the discrete levels around the saddle
point s0, one can still use (A3) as an approximation to
rI(t). Performing again a saddle point expansion around
s0, the ensuing Gaussian integral and the limit N → ∞
yields
rI(t) =
s0 (1− s0) (1− 2s0)2 [1 + s0 (s0 − 1)β] t2
4 {1 + s0 (s0 − 1) [2β + s0 (s0 − 1) (t2 + β2)]} .
(A5)
By comparing the result for A and (A5) we realize that
for sufficiently small temperatures the unrestricted Gaus-
sian integral used in (A5) allows rI(t) to quickly grow
beyond its bound set by A. This is not possible for the
original expression (A2) or (A3), involving a restricted
sum or integral instead. Consequently, one has a sharp
transition from the short time behavior to the limiting
value.
Appendix B: Numerical results for the
interferometric return rate
We have already shown in the main text that, even for
trivial quenches, rI(t) can still exhibit anomalous cusps
at finite temperatures that in the usual case at T = 0
would be interpreted as an indication of a dynamical
phase transition. Here we will give a few examples of
how the behavior of this return rate gets even more con-
voluted for finite quench distances.
The anomalous behavior of rI(t) for trivial quenches
quickly turns into a regular behavior with very pro-
nounced cusps in every peak for short quench distances
beginning and ending in an ordered state. An example
for the same parameters as in Fig. 4(b) is illustrated in
Fig. 11(a). Interestingly, while rq(t) is a lower bound
on rI(t) it is only tight at extremely low temperatures
(T  0.1) and thus no conclusions based on the behav-
ior of rq(t) can be drawn for the interferometric return
rate.
This complete independence between rI(t) on the one
hand and rq(t) and the DPT-I on the other hand is re-
vealed again for quenches through the dynamical phase
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Figure 11. (Color online) Behavior of the interferometric return rate rI(t) as defined in (20) for different quenches, which also
shown in the main text for rq(t), with system sizes N = 201 and N = 1001 for the light and dark line respectively. The quench
in panel (a) is identical to the one depicted in Fig. 4(b). Here rI(t) exhibits pronounced non-analyticities in all peaks. The
same is true for the quench in (b), which is the same as in Fig. 6(b), and for the quench in panel (c) that is deep within the
paramagnetic phase and also shown in Fig. 7(b) for rq(t).
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Figure 12. (Color online) Disappearance of the first cusp underneath the thermal cutoff with increasing temperature. From left
to right the temperature grows form β = 4.7 through β = 4.5 in panel (b) to β = 4.2. While these quenches reach deeper and
deeper into the regular phase the simultaneously decreasing value of the thermal cutoff will eventually crop the first cusp. The
constant indicated by the gray line in c) represents rmaxq as given by (34), thus the signal will be cut off in the thermodynamic
limit. System size is N = 2001.
transition. As a representative example we present the
same quench as in Fig. 6(b) in Fig. 11(b). While there are
clearly more cusps visible in Fig. 11(b) than in Fig. 11(a)
these additional cusps do not appear all at the same time
and cannot be linked to any particular behavior of the
magnetization vector.
Finally, we note that even a quench at very high
temperature and very deep within the disordered phase,
as shown in Fig. 11(c), shows cusps in every peak of
rI(t). This happens despite the absence of any motion
in the magnetization vector and in a regime where not
even T = 0 would support ferromagnetic order.
Appendix C: Thermal cutoff and the regular phase
In Fig. 12 we present an example of the emergence of
a thermal cutoff in the regular phase. In particular, this
illustrates why we do not attribute this behavior to a
dynamical phase transition. Beginning at a temperature
β = 4.7 we quench from Γi = 0 to Γf = 0.2, obtain-
ing regular behavior where the first cusp appears shortly
before the first minimum at finite time. Increasing the
temperature to β = 4.5, the cusp appears earlier in time
at a larger value of the return rate. Finally, at β = 4.2
the thermal cutoff is almost small enough to affect the
first peak and the cusp that is now located almost at the
top of the peak. Actually, in the thermodynamic limit
the cutoff will be small enough to affect the very top of
the first maximum of the return rate. However for the
system size shown in Fig. 12(c) this is not yet the case.
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