The test of a variance component in random and mixed normal linear models can be done using the F statistic from the analysis of variance or the Wald statistic which is the ratio of the variance component estimate to its estimated standard error. These are the methods used in the GLM and MIXED procedures of SAS®. We show that these two tests can give different results on the same data. For the one-way random model, the one-sided Wald test on the among group variance component can never be significant at the 0.05 probability level when the number of levels of the random factor is six or less. This is in contrast to the F test which, under the null model, will achieve the nominal level, even when using Satterthwaite's approximation for the distribution of the test statistic. The Wald test is conservative for even relatively large numbers of levels of the among group factor. Increasing the number of observations per level increases, rather than decreases, the difference between the actual and nominal significance levels. The reason that the Wald test is so conservative is that it uses the estimated standard error, which is a function of the variance component estimate. These results help explain why the F test and the Wald test can be so different.
Introduction
We were using a mixed model to analyze data for the purpose of making inferences about the fixed effects and variance components of the model. We were particularly interested in being able to demonstrate statistical significance for a variance component. From our familiarity with the situation, we believed the variance component was positive and expected a test to confirm our belief. We used the MIXED procedure of SAS® (SAS Institute Inc., 1996a) for the analysis, which provides a "Z Value" (the Wald statistic; Serfling, 1980) for the test on the variance component. The p-value for the test was large, indicating non-significance. Because of this contrary result, we also used the GLM procedure (SAS Institute Inc., 1989) in which we included a RANDOM statement and its TEST option to give a different test on the variance component. For unbalanced data such as ours, this gives an approximate F test (using Satterthwaite's approximation; Satterthwaite, 1946) for the variance component. The result of the test was a small p-value, matching our expectation. So we were faced with the dilemma: Which test should we trust? From our past experiences and from work of others (e.g., Ames and Webster, 1991; Zhou and Mathew, 1994) The following example is simpler than our original problem in that there are only two factors, data are balanced, and the F tests are exact. However, it has the same contradictory results from the Wald test and the F test for a variance component. The situation is this: On each of 4 farms, seven genetic lines were randomly allocated to seven large plots. The response variable to be analyzed was grain yield; the data along with the marginal means for farms and lines are given in Table 1 . It is clear from the marginal means that farm differences are large compared to differences among lines. Both factors "Farms" and "Lines" were considered random and variance components of these factors were of interest. The analysis of variance (Table 2 ) also reflects the large difference due to farms in that the Farm Mean Square is very large compared to either the Residual or the Line Mean Squares. The F test for Farms has a very small p-value but theWald test does not.
A solution
We chose to use a one-way random-effects model in which all random effects are mutually independent and normally distributed as a starting point for obtaining answers to our questions. For this model, the ratio of the "Among" mean square (M A ) to the "Within" mean square (Mw) provides an exact F test for the "Among" variance component (a 2 A ). For "a" levels of the random factor, "n" observations per level, and F = MAIM w , the Wald statistic
The first of the two factors in the right-hand expression is always less than 1; thus the Wald statistic never exceeds the second factor. For a one-sided test on a 2 A at a = 0.05, for which the critical value is 1.645, a significant result cannot be obtained for 6 or fewer levels of the random factor. We calculated the probability of a significant result for the null model for several values of "a" and "n" for the one-sided case above. The results of these calculations given in Figure 1 make it clear that the number of levels of the random factor cannot be 1 0 or 20 but must be much larger for the actual significance level to be near the nominal level. A characteristic that may not be intuitive is that increasing "n" increases, rather than decreases, the distance between the nominal and actual levels.
The cause
One might conjecture that the very large numbers required for an adequate approximation for the Wald statistic is due to the fact that it involves estimating variance components rather than means. That this is not the whole story was suggested by the following result. If we consider the ratio of the variance component estimate to its actual standard error, rather than to its estimated standard error, the sampling distribution of this variable does not suffer the same problems as the Wald statistic. We calculated the probability of a significant result for the one-sided hypothesis described previously. The results displayed in Figure 2 show that the actual significance level is slightly larger than the nominal level; again the difference is aggravated by increasing "n." Thus the problem of the Wald statistic results from having to use the estimated standard error of the variance component estimate, which is not independent of the variance component estimate, and not solely from the use of second-order statistics.
Recommendation
The above analyses give results for the one-way model. However, the results are not limited to this simple model; rather, they apply to any other linear model in which the variance component is estimated by a linear combination of two independent mean squares. Although we have not attempted a formal analysis of more complex models, we believe that the highly conservative nature of the Wald test for a variance component would apply to most models and estimation methods. Therefore, we suggest that data analysts use the F test for variance components from the GLM procedure. If the model is such that only the MIXED procedure is appropriate for the analysis, then the Wald test for a variance component should be ignored unless the associated number of random effects is large. Our analysis of the one-way random model indicates that "large" may be much greater than 100.
Summary
The results from our study show that the Wald statistic for the one-way random model cannot be trusted, with respect to the p-value or test size, unless the number of levels of the random factor is ~ large. Version 6.12 of the MIXED procedure (SAS Institute Inc., 1996b) is the first version in which the Wald statistic is not an automatic output, a change presumably resulting from the recognition of its unreliability. Our results indicate that the Wald statistic for testing a variance component is an extremely conservative procedure. This is a consequence of using a non-independent estimate of the error in the variance component estimate. As other studies have shown, Satterthwaite's approximate F test from an ANOVA is an adequate testing procedure and, therefore, is preferable to using Wald's statistic. Although our "solution" was considered only in the one-way random model, it can be extended to other situations where the variance component estimate has a similar form, viz., it's proportional to the difference between two independent mean squares. It can even apply in the unbalanced one-way random model. We conjecture that the result would extend to most linear models in which random effects are normally distributed, regardless of the data structure or estimation method. Figure 2 . Relation of the actual significance level to the numbers of levels and observations (n) per level when the actual standard error replaces the estimated standard error in the Wald statistic at a nominal significance level of 0.05. 
