The responses of simple cells (recorded from within the striate visual cortex) were measured as a function of the contrast and the frequency of sine-wave grating patterns in order to explore the effect of contrast on the spatial and temporal ph;se transfer functions and on the spatiotemporal receptive field. In general' as the .bntrurt increased, the phase of the response advanced by approximately 45 ms (approximately one-quarter of a cycle for frequencies near 5 Hz), although the exact value varied from cell to cell. The dynamics of this phase-advance were similar to the dynamics of the amplitude: the amplitude and the phase increased in an accelerating fashion at lower contrasts and then saturated at higher contrasts. Further, the gain for both the amplitude ind the phase appeared to be governed by the magnitude of the contrast rather than the magnitude of the responr.. Fo. the spatial phase transfer function, variations in contrast had little or no sysiematic effect; all of the phase responses clustered around a single straight line, with a common slope and intercept. This implies that the phase-advance was not due to a change in the spatial properties of the neuron; it also implies that the phase-advance was not systematically related to the magnitude of the response amplitudi. On the other hand, for the temporal phase transfer function, the phase responses fell on five straight lines, related to the five steps in contrast. As the contrast increased, the phase responses advanced such that both the slope and the intercept were affected. This implies that the phase-advance was a result of contrast-induced changes in both the response latency and the shape/symmetry of the temporal receptive field.
Introduction
Over the past several decades (following the experiments of Hubel & Wiesel, 1962 , 1968 , the responses of neurons in the visual cortex of monkeys and cats have been measured as a function of the spatial frequency and the temporal frequency of drifting sine-wave grating patterns. These measurements result in a spatiotemporal transfer lunction, which is composed of an amplitude transfer function and a phase transfer function. A complete transfer lunction provides a systematic method for quantitatively characterizing some of the basic receptive-field properties of visual cortex neurons. Further, comparisons of the measured responses to those expected from a linear system are generally informative. (Progress within this general framework has been reviewed: e.g. Robson, 1975 Robson, , 1983 Shapley & Lennie. 1985; De Valois & De Valois, 1988; Palmer et al.' 1991; Skottun et al., 1991; DeAngelis et al., 1993; Jagadeesh et al., 1993; Mclean & Palmer, 1994.) Reprint requests to: Duane G. Albrecht, Department of Psychology, University of Texas, Austin, TX 78712, USA.
In certain respects, rhe phase lransfer .function for simple cells is similar to the phase transfer function of a comparable bandpass linear filter. For such a filter, the phase ofthe response to drifting sine-rvave gratings is determined by four different spatiotemporal properties of the filter: the spatial position, the spatial shape,/symmetry, the temporal latency, and the temporal shape/symmetry (Hamilton, 1987; Hamilton et al.' 1989) . These four components add in a simple fashion such that the spatiotemporal phase transfer function can be described using a pair of linear equations, with the four parameters determined by the four spatiotemporal properties of the filter ' Hamilton et al. (1989) have shown that these linear equations provide a good description of the measured phase transfer function of visual cortex simple cells (recorded from both cat and monkey) and that the four parameters provide a quantitative metric for describing the spatial and temporal properties of the receptive field. (For related work on the phase transfer function in the retina, lateral geniculate nucleus, and the visual cortex, see Shapley & Victor, 1978 , 1979 , 1981 Lee et a1'., 1981a,b; EnrothCugell et al., 1983; Dawis et al., 1984; Hamilton, 1987; Reid et al.. 1992.) ln other respects, the phase transfer function for simple cells is different from the phase transfer function of a linear filter. In a linear filter, the phase of the response is not affected by contrast. For simple cells, the phase of the response advances as the contrast is increased (Albrecht, 1978; Dean & Tolhurst, 1986; Carandini & Heeger, 1994) , similar to neurons in the retina (Shapley & Victor, 1918,19'79,198 l) and the lateral geniculate nucleus (Sclar, 1987) .
The first aim of the research reported here was to provide a more thorough understanding of the contrast-induced phaseadvance, and if possible, to characterize the contrast-phase relationship with a quantitative mathematical formulation. Previous work has shown that the Naka-Rushton relationship provides a good description of the response amplitude as a function of contrast (Albrecht & Hamilton, 1982; Albrecht & Geisler, 1991; Sclar et al., 1990; Geisler & Albrecht, 1992 , 1995 DeAngelis et al., 1993) . The results of the present analysis show that the same relationship provides a good description of the response phase as a function of contrast. Thus, the descriptive parameters of this equation were utilized to compare the dynamics of the amplitude with the dynamics of the phase, and to summarize the sample ol cells as a whole.
The second aim of this study was to explore the effect of contrast on the spatiotemporal receptive-field properties. To this end, the spatiotemporal phase transfer function was measured at multiple contrasts. As noted above, when measured at a fixed contrast, the phase transfer function is adequately described by linear equations with four parameters, and each parameter is individually influenced by a specific receptive-field property. For the spatial phase transfer function, the slope is determined by the spatial position of the receptive field and the intercept is determined by the spatial shape/symmetry of the receptive field. (Related work on these properties of the receptive fields can be fbund in Pollen & Ronner, l98l; Field & Tolhurst, 1986; Hawken & Parker, 1987; Jones & Palmer, 1987; Ferster, 1988.) For the temporal phase transfer lunction, the slope is determined by the temporal latency and the intercept is determined by the temporal shape/symmetry of the receptive iield. (Related work on these properties of the receptive fields can be found in Lee et al., l981a,b; Lennie, 1981; Reid et al., 1992; DeAngelis et al., 1993.) Therefore, by measuring the slopes and the intercepts of the spatial and temporal phase transler functions at multiple contrasts, it should be possible to determine what aspect of the space-time receptive-field changes as a function of contrast. The results ol the analysis imply that rariations in contrast produce a change in both the latency and the shape/ symmetry of the temporal receptive field.
The third aim of this study was to evaluate the effects of contrast on the phase transfer function, within the context of other known properties of the contrast response function of visual cortex neurons. Previous work has shown that as contrast increases, the response amplitude for most cortical cells increases over some range of contrasts and then remains static, at a maximum saturated value; further, the point of saturation in the contrast response function is not determined by the overall magnitude of the response, but rather by the overall magnitude of the contrast (Albrecht & Hamilton, 1982; Sclar & Freeman, 1982; Li & Creutzfeldt, 1984; Skottun et al., 1987; Albrecht & Geisler, 1991 Bonds 1991 Bonds , 1993 Geisler &Albrecht, 1992 , 1995 Heeger, 1992a; Carandini & Heeger, 1994; see Appendix) . ln the present analysis, the phase transfer lunction was measured at multiple contrasts to determine whether the phase-D.G. Albrecht advance was a consequence of the magnitude of the contrast, the magnitude of the response, or both. The results of the analysis imply that the phase-advance was primarily determined by the overall level of the contrast and not the overall level of the response.
Methods
Procedures for the electrophysiological recording, the display of stimuli, and the measurement of neural responses using linear systems analysis have been described (Albrecht & Hamilton, 1982; Albrecht et al., 1984; Hamilton et al., 1989; Albrecht & Geisler, l99l; Ceisler et al., 1991) . The stimuli were drifting spatiotemporal sine-wave grating patterns presented on a Conrac studio monitor. The mean luminance was held constant at 2'/.4 cd/m2. Contrast (Michelson contrast) was defined as 100.(L,,,", -L,.i,,)/(L,r,o, * L,rin). Both hardware and software methods were utilized to compensate for display nonlinearities.
The contrast, spatial frequency, temporal frequency, and direction of stimulus motion were varied in a systematic fashion. such that each of the different stimulus conditions were randomly interleaved. One presentation at a fixed spatiotemporal contrast consisted of a block of l0 or 12 contiguous temporal cycles. Each block was separated by a period of time equal to the block length; during these separations, the contrast was zero. Thus, for example, for the responses shown in Fig. 1 , 12 contiguous temporal cycles were presented at one contrast, followed by zero contrast, followed by a randomly selected second contrast, followed by zero contrast, etc. Similarly, for the responses shown in Fig. 10 , a given spatiotemporal frequency rvas drifted in one direction, followed by zero contrast, followed by a second randomly selected spatiotemporal frequency, direction, etc. A minimum of four blocks were obtained for each stimulus condition, which resulted in 40 or 48 repeated temporal cycles. Action potentials were collected in 0.1-ms time bins and the resulting spike trains were then Fourier analyzed. Once a single neuron had been isolated and classified as a simple cell, its optimal orientation was determined and held constant throughout the experiment.
Analysis oJ the contrast response Junclions
The responses as a function of contrast, R(C), were fitted to the Naka-Rushton equation using least-squares criteria:
The amplitude and the phase of the first harmonic component were fitted separately. When R(C) refers to the amplitude of the response as a function of contrast, R.u, is the maximum saturated response, C50 is the contrast that evoked 5090 of Rn,,,,, and r is the power function exponent.* When R(C) *In comparison to neurons in the retina and LGN, neurons in the visual cortex have a rather low spontaneous discharge. The spontaneous discharge for most simple cells is generally much less than one act.ion potential per second. Further, this spontaneous discharge is generally not rhythmically periodic at the fundamental frequency of the stimulus. Thus, there is generally little or no spontaneous activity at the amplitude of the first harmonic of the stimulus. However, whenever there was spontaneous activity at the first harmonic, it was subtracted from the responses prior to fitting eqn. (l). the optimized values of the three parameters are listed. As the contrast increased, the response increased and then saturated. In (B), the phase of the response is plotted as a function of contrast. The phase responses are expressed as a shift in time (milliseconds), relative to the lowest value. The smooth curve through the measured responses is the best fit of the Naka-Rushton relationship [see eqn. (l)]; optimized values of the three parameters are listed. As the contrast increased, the phase of the response advanced (or shifted) in time. So, for erample, the response of the cell to a 3090 contrast occurred approximately 30 ms sooner than the response of the cell to a 390 contrast. The phase and the amplitude of the contrast response function were similar (the phase and the amplitude were dynamic at lower contrasts and static at higher contrasts), although not identical.
refers to the phase of the response as a function of contrast, R,.u* is the maximum saturated phase, C.s is the contrast that evoked 50Vo of Rn,u,, and n is the power function exponent.
For the results presented in Part I of this study, the spatial frequency and the temporal frequency were held constant at, or near, the optimal values for each cell and the phase as a llnction of contrast data (e.g. Figs. l-9) were normalized across cells I 193 by expressing the phase responses as a shift in time (in ms) relative to the lowest value. Alternatively, the shift can be expressed as a fraction of the period of the stimulating temporal frequency (in degrees, or in z radians); the normative statistics were summarized in this fashion at the end of Part I and in the discussion section.t For the sample of cells as a whole, the stimulating temporal frequency ranged from l-10 Hz. For nearly 7590 of the cells, the stimulating temporal frequency fell within a range of 4.0-8.0 Hz. The average stimulating temporal frequency was 5.5 Hz, for both cat and monkey.
Analysis of the phase transfer function
The four-parameter linear model Consider measuring the response of a linear filter, with bandpass spatiotemporal characteristics similar to a simple cell (e.g. a linear quadrature spatiotemporal filter, Watson & Ahumada, 1983 Adelson & Bergen, 1985) , as a function of time.f The measured phase response, P, at a particular spatial frequency, l.{, and temporal frequency, co, can be described by the following equation (Hamilton, 1987; Hamilton et al., 1989) :
(2) generates a pair of straight lines. One line describes the spatial phase transfer function, with slope p and intercept 0,; the other line describes the temporal phase transfer function, with slope / and intercept 0,. The phase symmetries about the spatiotemporal origin are introduced by the sgn function, which is *l lor positive frequencies and -1 for negative frequencies.
These lour parameters correspond to four separate properties of the spatiotemporal filter.
l. The spatial position of the filter introduces a fixed spatial displacement and thus a phase shift which increases with spatial frequency; the spatial position of the filter is given by the slope of the spatial phase transfer function (p/360 deg).
2. The spatial phase of the filter (the spatial shape/symmetry) introduces a fixed phase shift independent of frequency; the spatial phase of the filter is given by the intercept of the spatial phase transfer function (0,).
lConsider the potential effect of the stimulating temporal frequency on these conventions within the framework of the four-parameter model of the phase transfer function. When the phase-advances are expressed as a fixed delay in time thcn any changes in the latency (as a function of contrast) should have a constant effect, independent of stimulating tcmporal frequency, while any changes in the shape,/symmetry (as a function ofcontrast) should have a larger eff'ect as the temporal frequency decreases. Conversely, when the phase-advances are expressed as a fixed f'raction of the period of the stimulating temporal frequency (in degrees, or a'radians) then any changes in the latency (as a function of contrast) should have a larger effect as the stimulating temporal frequency increases, while any changes in the shape/symmetry (as a function ofcontrast) should have a constant effect, independent of frequency.
llt is casy to show that the phase transfer function of a bandpass linear filter similar to a simple cell can be adequately described by eqn. (2). For erample, eqn. (2) rvould describe the phase transfer function of a bandpass Gabor-like filter (i.e. the product of a cosine and a Caussian). However, it is important to note that the phase transfer function of a linear filtcr at very low frequencies mav not be adequately described b1, cqn. (2) 3. The lemporol latency of the filter introduces a fixed delay in time, and thus a phase shift which increases with temporal frequency; the temporal latency of the filter is given by the slope of the temporal phase transfer function (//360 deg).
4. The temporal phase of the filter (the temporal shape/symmetry) introduces a fixed phase shift independent of frequency; the temporal phase of the filter is given by the intercept of the temporal phase transfer function (d,).
The phase symmetries Gratings drifting in the preferred direction of motion u'ere treated as positive spatiotemporal frequencies: positive spatial frequencies and positive temporal frequencies, P(p,co). Gratings drifting in the nonpreferred direction were treated as negative spatiotemporal frequencies: negative spatial frequencies and positive temporal frequencies, P(-p,a). Following from this convention, the temporal components combine in an evensymmetric fashion about the origin (i.e. they add for motion in either direction) and the spatial components combine in an odd-symmetric fashion about the origin (i.e. they add for motion in one direction and subtract for motion in the other direction).
Thus, the spatial phase transfer function is the difference of the responses in each direction divided by 2, and the temporal phase transfer function is the sum of the responses in each direction, divided by 2. Specifically, when the phase responses to gratings drifting in the nonpreferred direction are subtracted from the phase responses to gratings drifting in the preferred direction, the temporal components cancel, leaving only the spatial components. Dividing by 2 results in Q(r), the spatial phase transfer function:
When eqn. (2) holds, this simplifies to
Similarly, when the phase responses to gratings drifting in the nonpreferred direction are summed with the phase responses to gratings drifting in the preferred direction, the spatial components cancel leaving only the temporal components. Dividing by 2 results in P1(co), the temporal phase transfer function:
When eqn. (2) holds, this simplifies to P11a'1 =0,-al
Results
Part I: A description of the contrast-induced phase advance
The first goal of this study was to provide a general qualitative and quantitative description of how the temporal phase of the response to sine-wave gratings varies as a function of contrast.
To that end, the responses of 136 neurons identified as simple cells were measured as a lunction oi contrast (l 16 neurons were recorded from within cat striate cortex, and 20 neurons were recorded from within macaque striate cortex).
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The responses of a representative cell are shown in Fig. l . The upper graph (Fig. lA) shows the amplitude of the response; the smooth curve through the data points is the best fit of the Naka-Rushton function [a saturating power function, given in eqn. (l)1. The behavior of this cell is typical of this sample and is consistent with what has been reported (e.g. Albrecht & Hamilton. 1982; Sclar et al., 1990; DeAngelis et al., 1993) ' Specifically, as the contrast increased, the amplitude of the response increased at an accelerating rate with a power function exponent greater than | (n:3.9). Then, as the contrast was increased beyond the semi-saturation contrast (C50 = 6.4V0 contrast), the growth in the amplitude diminished and the response approached the saturated maximum level (R,.u, : 48 . I spikes/s)'
The lower graph (Fig. 1B) shows the phase-shift of the response as a function of luminance contrast; the vertical axis plots any relative phase-advance in milliseconds. The smooth curve through the data points is the best fit of the Naka-Rushton function, applied to the phase responses. As can be seen, there was a clear and consistent relationship between the contrast and the phase. Specifically, as the contrast increased, the phase-shift increased, with a power function exponent greater than I (r : 1.5). Then, as the contrast was increased beyond the semisaturation contrast (C:o: 12'3Vo contrast), the growth in the phase diminished and the phase approached the saturated maximum level (R.,u,:45.0 ms). In other words, as the contrast increased, the phase advanced and thus the response occurred sooner; the delay in time between the onset of the stimulus and the onset of the response decreased. For this cell, the response to a high contrast stimulus occurred approximately 45 ms sooner than the response to a low contrast stimulus.
It is worth comparing the dynamics of the amplitude with the dynamics of the phase. For the cell shown in Fig. 1 , the dynamics of the amplitude and the phase were similar although not identical. Consider first the power function exponents: although the exponents were expansive for both the amplitude and the phase, the exponent for the amplitude function was larger. Consider next the semi-saturation contrasts: although the semi-saturation contrasts were both less than 1590, the semisaturation contrast of the amplitude function was smaller.
Similar measurements of the amplitude and the phase of the response are shown in Fig. 2 for two cells recorded from the cat visual cortex and in Fig. 3 for two cells recorded from the monkey visual cortex. For each cell, the amplitude of the response is plotted above the phase of the response, and the smooth curves show the fits of eqn. (l), with the optimized parameters as listed. These four cells are representative of the sample and they illustrate the basic trends in the data. The amplitude and the phase for each cell were similar, although not identical. Specifically, both were generally expansive at lower contrasts and compressive at higher contrasts; the functions increased rapidly with expansive exponents and then saturated. However, the exact values of the optimized parameters for the amplitude and phase were not identical.
The responses of the neurons illustrated in Figs. l-3 are representative of the sample: the phase of the response advanced as a function of contrast. There were only four exceptions to this rule. The phase responses for three neurons recorded in the cat and one neuron recorded in the monkey shifted in the opposite direction (i.e. contrast introduced a phase-lag); these four neurons have been excluded from subsequent analyses within this report. CONTRAST %)
The parameters of the Naka-Rushton function provide a quantitative method for describing the entire sample of neurons. The distributions of the power function exponents for both cat and monkey are shown in Fig. 4 ; the exponents for the amplitude functions are shown above the phase functions. As can be seen, for this sample of neurons there was a wide range of possible exponents, from less than I to greater than 7, and the distributions were similar. Nevertheless, for the population of cat cells, the average value of the exponent for the phase function was slightly larger than the average value of the exponent for the amplitude function. For the population of monkey cells, the trend was in the same direction.
Scatter plots of the amplitude and phase exponents for each cell are shown in Fig. 5 . The exponent for the amplitude function is plotted along the horizontal axis and the exponent for the phase function is plotted along the vertical axis. These scatter plots show that the expansive power function exponents were not correlated. This was true for both the cat cells and the monkey cells.
The distributions of the semi-saturation contrasts for the cat and monkey amplitude and phase functions are shown in The R-u, parameter provides an index of the overall magnitude of the phase-advance; the distributions for cat and monkey are shown in Fig. 8 . These distributions show that for some cells the phase-advance was less than l0 ms, while for other cells the phase-advance was larger than 70 ms. The average value of the phase-advance was approximately 40 ms for the cat cells and 50 ms for the monkey cells.
One method for summarizing the general trends for the entire sample of cells is to simply average the amplitude and the phase of the contrast response functions, across all of the cells measured; the results of performing this operation are shown in Fig. 9 . Each data point is the average response, and the smooth curves are the best fits of eqn. (l), with the parameters listed.
All of the measurements described above were performed at, or near, the optimal temporal frequency for each cell and the phase responses were normalized across cells by expressing the phase-advance as a shift in time (in milliseconds), relative to the lowest value. Alternatively, the phase-advance can be expressed as a fixed fraction of the period of the stimulating temporal frequency, in degrees or in zr radians. Thus, for exam- For the sample of cells as a whole (averaging across both cat and monkey), the average phase-advance over a contrast range of l-9090 was 0.42 r radians. A scatter plot of the phase-advances along with the stimulating temporal frequencies (z'radians along the vertical axis and cycles/s along the horizontal axis) shows that for this sample of cells there was a wide range of phase-advances at each of the different stimulating temporal frequencies. For example, there were phase-advances smaller than 0.3 z.radians and greater than 0.7 r radians over a range which extended from 2-10H2. Nevertheless, there was a positive correlation of 0.24, with a slope of 0.034 and an intercept of 0.23. This interaction could potentially result from a number of different factors, including changes in both the latency and the shape/symmetry of the temporal receptive field (see footnote t on p. 1193).
Part II: The effect of contrast on the phase transfer function
The second goal of this study was to investigate the relationship between the phase-advance and the spatiotemporal prop- Previous work has demonstrated that when the phase trans-I'er function of simple cells is measured at a fixed contrast, it is similar to the phase transfer function of a comparable bandpass linear filter (Hamilton et al., 1989) . Specifically, the spatiotemporal phase responses of simple cells are symmetric for gratings drifting in the preferred vs. nonpreferred direction of motion. Further, they can be described using a pair of straight lines with four parameters [see eqn. (2)]. The phase responses as a function of spatial frequency are odd-symmetric about the origin and thus can be described using a single slope parameter and a single intercept parameter. Similarly, the phase responses as a function of temporal frequency are even-symmetric about the origin and thus can be described with a single slope parameter and a single intercept parameter. dlr; t t.. spatial frequency and temporal frequency were fitted simultaneously. As can be seen, the phase responses were systematics and they were adequately described by the straight lines of eqn. (2).
Because of the symmetries in the spatiotemporal phase responses, and the fit of eqn. (2), the four parameters of the linear phase relationship can be utilized to describe the observations. $The phase response measurements were quite reliable. The variance associated with the phase of the response was inversely related to the amplitude of the response and the variance associated with the amplitude. Specifically, as the response amplitude increased, the variance of the amplitude increased (Tolhurst et al., 1983; Geisler & Albrecht, 1995) , whereas the variance ofthe phase decreased. For example, for the cell shown in Fig. 10 , the variance of the amplitude was approximately two times larger than the mean. In contrast, the variance of the phase for the largest response was nearly half that of the smallest response: the standard deviation was approximately 20 deg at 60 spikes/s and approximately 40 deg at 6 spikes/s. The standard deviation for all of the phase responses ofthis cell was approrimately 32 deg; this value was typical. 2)]. This relationship is composed of a pair of straight lines, one which describes the phase responses as a function of spatial frequency (with odd-symmetry about the origin) and one which describes the phase responses as a function of temporal frequency (with evensymmetry about origin). As can be seen, the phase responses were systematic and they were adequately described by the pair of straight lines. The four parameters of the straight lines index four spatiotemporal properties of the neuron. l. There was a fixed time delay of 42.5 ms (/= 15.3); this temporal latency introduced a phase-shift which subtracted for motion in the preferred direction, subtracted for motion in the nonpreferred direction, increased as a function of temporal frequency, and was unaffected by spatial frequency.
There was a fixed spatial displacement of 0.94 deg of visual angle (p : 337.5); this displacement introduced a phase-shift which subtracted for motion in the preferred direction, added for motion in the nonpreferred direction, increased as a function of spatial frequency, and was unaffected by temporal frequency.
There was a fixed temporal phase (0, = 165.9 deg); this temporal shape/symmetry introduced a fixed phase-shift which added independent ol spatial frequency, temporal frequency, and direction.
-).
4. There was a fixed spatial phase (0,:26.9 deg); this spatial shape/symmetry introduced a fixed phase-shift which added B \ \.
for motion in the preferred direction, subtracted for motion in the nonpreferred direction, and was independent of spatial frequency and temporal frequency. Fig. 1l shows the spatiotemporal transfer function for a representative neuron which was measured at five separate contrasts. The straight lines through the phase responses show the fit of the four-parameter linear equation. The measurements at each contrast were analyzed individually; that is, eqn. (2) was fitted to the spatiotemporal phase responses at a particular contrast across both spatial frequency and temporal frequency (similar to the analysis illustrated in Fig. l0 ). As can be seen, the trends in the phase responses were systematic and, for a fixed level of contrast, the phase responses were adequately described by the linear equations in four parameters.
The contrast-induced phase-advance, described in Part I, can be seen in these measurements. As the contrast increased, all of the phase responses shifted vertically; that is, all of the phase responses advanced in time, and thus the delay associated with t201 the responses diminished. Because the phase responses of simple cells have the symmetry properties described above, the symmetry of the measured responses can be utilized to evaluate the effect of contrast on the spatiotemporal properties of the neuron. Further, because the phase responses are adequately described by eqn. (2), the four parameters provide a quantitative index for any changes induced as a function of contrast.
Consider first the symmetry of the measured spatiotemporal phase responses. As described above, the effects of the spatial properties on the phase responses are odd-symmetric, whereas, the effects of the temporal properties on the phase responses are even-symmetric. Qualitative visual inspection of the measured phase responses (shown in Fig. ll) reveals that the effect of contrast was even-symmetric; that is, contrast shifted all of the phase responses vertically, for both the preferred and the nonpreferred directions of motion. This suggests that the phase-advance induced by contrast was primarily a result of changes in the temporal properties.
The symmetry of the measured phase responses permits a 2)]; measurements at a fixed contrast were analyzed individually. As can be seen, contrast had a very systematic effect on the spatiotemporal phase transfer function. Specifically, as the contrast increased, all of the phase responses shifted/advanced vertically. Further, because the shift was vertical for both directions of motion, the effect of contrast was even-symmetric about the origin. This implies that the shilt resulted from changes in the temporal properties of the neuron and not the spatial properties The results of removing the temporal components are illustrated in Fig. l24 . Specifically, eqn' (3) was applied to the phase responses measured as a function of spatial lrequency, and to the fitted lines. As can be seen, there was no systematic effect of contrast on the spatial components. All of the responses clustered around a single line, with a common slope and intercept, independent of contrast. In other words, eqn' (4) holds, with a single 0. and a single p, independent of contrast.
The results of removing the spatial components are illustrated in Fig. 128 . Specifically, eqn. (5) was applied to the phase responses measured as a function of temporal frequency, and to the fitted lines. As can be seen, contrast had a very systematic effect on the temporal components: as the contrast increased, all of the phase responses shifted vertically (i.e. advanced), and the magnitude of the shift increased with temporal frequency. Further, both the slope and the intercept of the straight lines were affected. In other words, eqn. (6) holds' but the values of d, and / vary with contrast.
As noted above, eqn. (2) was fitted to the responses illus-D.G. Albrecht trated in Figs. I 1 and 12, and each contrast was fitted separately' The slope and intercept parameters for each set of contrast measurements are shown in Fig. 13 . These parameters quantify the trends that are evident in Figs. I I and 12, and they index the effects of contrast on the spatial and temporal properties of the neuron. As can be seen, for the spatial phase transfer function, the slope and the intercept were relatively constant, whereas, for the temporal phase transfer function, the slope and the intercept changed as a function of contrast. As the contrast increased, the slope decreased and the temporal intercept increased' The effect of contrast on each of the four parameters was subjected to a simple regression analysis ior a sample of five cat cells and five monkey cells. For this sample of cells, contrast had little or no systematic efiect on the spatial components' Instead, the contrast-induced phase-shift could be attributed to changes in the latency and changes in the phase (shape/symmetry) of the temporal receptive field. The temporal slope and the intercept parameters for these cells are plotted as a function of contrast in Fig. 14.
Part ttl: Contrast-set gain vs. response-se! Sain
The results presented in Part I show that the response amplitude increases and the response phase-advances as the contrast of a grating pattern increases. On the basis of this observation alone, it is not possible to know whether the phase-shift is determined by the magnitude of the response ("response-set gain") or rvhether the phase-shift is determined by the magnitude of Fig' I lB; that is, the phase responses in the nonpreferrecl direction were subtracted from the phase responses in the preferred direction, and the result was divided by 2 (thereby removing the even-symmetric temporal components). As can be seen' all of the phase responses clustered around a single straight line, indicating that the spatial phase transfer function was not systematically related to the magnitude of the contrast, nor to the magnitude of the response. The data points in (B) plot the temporal phase transfer l'unction lTemporal pTF). Eqn. (5) was appliecl to the raw phase responses and to the fitted lines illustrated in Fig' I lD; that is' the phase responses in rhe nonprelerred direction rvere added to rhe phase responses in the prelerred direction, and the resull rvas divided by 2 (thereby removing the odd-symmetric spatial components). As can be seen, the phase responses for a fixed contrast were symmetric and they fell along one line; horvever, as the contrast increased, all of the phase responses shifted vertically such that both the slope and the intercept of the straight lines were altered' {The contrasts and frequencies tneasured are listed in the caption for Finally, consider the temporal phase transfer function, shown in Fig. l28 . The phase responses clustered around a series of five straight lines which followed the parametric increases in contrast. Again, if the phase-shift was determined by the magnitude oi the response, the shape of the phase response curves should have been curvilinear, similar to the amplitude curves, and the responses in the two directions should have been asymmetric. Fig. l5 shows the spatial and temporal phase transfer functions for three additional neurons recorded from the cat visual cortex. The trends for these and the other neurons in the sam- the contrast ("contrast-set gain"). However, it is possible to dissociate these two faclors.
First consider the phase responses for the cell shown in Fig. 10 . This cell was direction selective; that is, the amplitude of the response was larger in one direction than the other. Nevertheless, the phase responses in the two directions were symmetric and adequately described by eqn. (2). Thus, the slope and the intercept parameters of the phase transfer function were not affected by the magnitude of the response. For example, the slope of the temporal phase transfer function was equivalent for the two directions of motion, even though the magnitude of the response was approximately six times larger in the preferred direction. This implies that at a fixed contrast the cell had the same 42-ms response latency, independent of whether an optimal stimulus was presented (and the response amplitude rvas large) or whether a nonoptimal stimulus was presented (and the response amplitude was small). These results suggest that the phase of the response was not systematically related to the amplitude of the response (other than the fact that the variance ofthe phase increased as the amplitude decreased, see footnote $ on p. 1200). The first goal of this study was to describe and characterize, both quantitatively and qualitatively, the phase responses of primary visual cortex neurons, as a function of stimulus contrast, and to compare the dynamics of the phase responses with the dynamics of the amplitude responses. The results show that, although not identical, the changes in the phase of the response rvere similar to the changes in the amplitude of the response. Thus, both could be described by the same mathematicai relationship: the Naka-Rushton equation.
In general, for a typical simple cell, as the contrast of a sinewave grating pattern increased from zero, the response increased from zero with some measurable amplitude and phase. With further increases in contrast, both the amplitude and the phase increased at an accelerating rate. This relationship continued until some fixed contrast level was reached, beyond which the magnitude of the change in both the amplitude and the phase diminished with further increases in contrast. The NakaRushton equation provided a good description for this type of relationship; each of the three basic parameters provided a quantitative index for a unique aspect of the contrast response relationship.
Although the contrast response dynamics of the amplitude and the phase components were similar within a given cell, they were not identical. For this sample of cells, the point of saturation in the dynamics of the amplitude and the phase (as indexed by the semi-saturation parameter) was correlated, but the rate of change (as indexed by the exponent parameter) seemed uncorrelated. Interestingly, when averaged across all of the cells, the mean exponent for the amplitude was similar to the mean exponent for the phase. This was true for the mean semi-saturation contrast as well.
It is worth noting that the average contrast response functions (see Fig. 9 ), along with the distributions of the semi-saturation parameter (see Fig. 6 ), indicate that for these measurements the amplitude and the phase were dynamic at lower contrasts and relatively static at higher contrasts. Thus, for example, all of the different estimates of the average semi-saturation param- contrast and the phase of the response as a function of contrast. This is useful because it is then possible to summarize the properties of a group of cells with a common metric. These numerical summaries can often be used to evaluate potential theoretical models. When utilized in this fashion, the Naka-Rushton equation is a descriptive model of the measured responses rather than a predictive model based upon theoretical assumptions about the underlying physiological mechanism. Nevertheless, it might eter were less than 25Vo contrast. For most cells, the amplitude and the phase reached a near-saturated level well below 50% contrast.
The Naka-Rushton parameters
The Naka-Rushton equation objectively quantifies the general trends for both the amplitude of the response as a function of be useiul to consider how these purely descriptive parameters relate to the underlying mechanisms which determine the properties of the neuron. This can be done within the context of a particular model. Simple cells have been modeled as CGE Fillers (see below) with three basic components: a linear filter, a contrast-set normalization, and an expansive response exponent. The exponent parameter of the Naka-Rushton equation (for the amplitude of the response as a function of contrast) provides a reasonable index of the expansive nonlinearity in the model (cf. Albrecht & Ceisler, l99l; Heeger, 1991 Heeger, , 1992b Emerson et al., 1992; DeAngelis et ai., 1993; Mclean & Palmer, 1994; Geisler & Albrecht, 1995) . If the phase-advance with contrast is a consequence of the contrast normalization mechanism, then the exponent for the phase might provide a good index of the dynamics of the contrast normalization mechanism. Similar logic may apply to the semi-saturation parameters. Within this context, it is interesting to note that the exponent parameters for the amplitude and the phase were not correlated within an individual neuron; whereas, the semi-saturation parameters for the amplitude and the phase were correlated within an individual neuron.
Phase-advance in the retino, laterol geniculate, and visual cortex Shapley and Victor (1918 ,1919 ,1981 ) demonstrated a contrastinduced phase-advance at the level of the retinal ganglion cells' They proposed that this advance was a consequence of a contrast gain control mechanism. Sclar (1987) demonstrated a contrast-induced phase-advance at the level of the lateral geniculate nucleus cells. The present study, along with the earlier work (Albrecht, 1978; Dean & Tolhurst, 1986; Carandini & Heeger, 1994) , demonstrated a contrast-induced phase-advance at the level of the visual cortex. A comparison of the magnitude of the phase-advance at these subcortical levels with the magnitude of the effect in the visual cortex could potentially be valuable' There are several important differences which must be taken into consideration. (2) In the studies of Shapley and Victor, the stimulus was a counterphase flickering standing wave composed of 6-8 different temporal frequencies. ln the present work, and in the work of Sclar, the stimulus was a drifting grating composed of a single temporal frequency. (3) Shapley and Victor indexed the phase-shift at 8 Hz for a contrast range of 2.5-2OVo, RMS' Sclar indexed the phase shift at 8 Hz for a contrast range of 7.1-5690, RMS.
From the measurements ol the responses as a function of contrast which were performed in the present study, it \\as possible to index the phase-advance over the specific ranges of contrast used in the earlier studies, at a variety of different temporal frequencies. (This analysis rvas restricted to the population of cat cells.) For the RMS contrast range of 2.5-20V0, a linear regression analysis of the phase-advance (expressed in terms of z-radians), measured at different temporal frequencies, revealed a small positive correlation of 0.21 (with an intercept of 0.19, and a slope of 0.022); the average phase-advance at 8 Hz was 0.36 ur radians. For the contrast range of "l .l-56V0, a similar analysis revealed a small positive correlation of 0.23 (with an intercept of 0.14, and a slope of 0.017); the average phase-D.G. Albrecht advance at 8 Hz was 0.27 z radians. Shapley and Victor reported a phase-advance of 0.14 ?r radians for the X cells and 0.28 n radians for the Y cells. Sclar reported a phase-advance of 0. I 4 zr radians for the X cells and 0.18 z'radians for the Y cells.x* In summary, this comparison suggests that the phase-advance measured at the level of the visual cortex was larger than the phase-advance measured at the level of the retina and the lateral geniculate nucleus. The exact magnitude of the increase depends upon the exact comparison, with a range from 1.3 to 2.5. The phase-advance at the level of the cortex (over the specific contrast ranges used in the earlier studies) was approximately 2.5 times larger (0.36/0.14) than the phase-advance of' the X cells in the retina and 2.0 times larger (0.27/0'14) than the X cells in the geniculate. The phase-advance at the level of the cortex (over the comparable contrast ranges) was approxlmately 1.3 times larger (0.3610.28) than the retinal Y cells and 1.5 times larger (0.27/0. l8) than the geniculate Y cells. Based upon this analysis, and other considerations reviewed by Sclar (1987) , one could argue that the phase-advance measured at the level of the visual cortex (and possibly the other contrast-set gain control phenomena which have been measured at the level of the visual cortex) might be the net result of mechanisms operating incrementally in the retina, geniculate, and cortex'
A change in the temporal receptive field
The second major goal of this study was to measure the spatiotemporal phase transfer function at multiple contrast levels in order to help discern what aspect of the spatiotemporal receptive field might account for the contrast-induced phase-advance' Previous rvork has shorvn that when the phase transfer function is measured at a fixed contrast, the responses can be described using linear equations, and that the four parameters of these linear equations depend upon separate properties of the spatiotemporal receptive field: spatial position, spatial phase, temporal latency, and temporal phase (Hamilton et al., 1989) .
The results ol the present analysis show that contrast had very little influence on the spatial properties of the simple cell receptive field. The spatial phase transfer function was essentially unaffected by stimulus contrast. Variations in contrast did not introduce systematic variations in either the slope or the intercept of the spatial phase transfer function. Therefore, it seems reasonable to conclude that contrast had no systematic effect on either the spatial location or the spatial shape/symmetry'.
Variations in contrast did produce systematic rariations in both the slope and the intercept of the temporal phase transier function. As the contrast increased, the slope parameter (/) and intercept parameter (0,) changed. The change in the slope indicates a change in a fixed temporal delay; such a change causes t* Dean and Tolhurst (1986) indexed the magnitude of the phaseadvance for gratings drifting at 2 Hz over a contrast range of 5-25r0' Michelson contrast. The mean value for their sample of 29 simple cells recorded frorn the cat visual cortex s'as 0.18 r radians. To compare this estimate of the magnitude u'ith the sample of cat cells in the present study', a linear regression analysis of the phase-advance data measured at different temporal frequencies, was performed over the same contrast range. This analysis revealed a small positive correlation of 0.21 (rvith an intercept of 0.16, and a slope of 0 019); the average phaseadvance at 2 Hz was 0.20 r radians. Based upon this comparison, thc magnitude of the phase-advance reported in the Dean and Tolhurst study was very similar to the magnitude of the phase-advance reported in the nrcsent studv.
Contrast snd the phase transfer function a phase-shift which increases with temporal frequency. The change in the intercept indicates a change in the temporal symmetry; such a change causes a phase-shift which stays constant across temporal frequency. Therefore, within this framework, it seems reasonable to describe the contrast-induced phaseadvance as a change in the temporal latency and a change in the temporal phase.
C ont rast-set p hctse-adv ance Methods which have been used to dissociate contrast-set vs. response-set gain control (e.g. Albrecht & Hamilton, 1982; Albrecht & Geisler, l99l; Bonds, 1991 Bonds, , 1993 Geisler & Albrecht, 1995) were applied to the dynamics of the phaseadvance. If the phase-advance is determined by the overall level of the response as opposed to the overall level of the contrast, this should be evident in the spatiotemporal phase responses measured at multiple contrasts. In fact, there was little evidence to suggest that the response amplitude determined the response phase (e.g. Fig. l0 ), or that the response amplitude determined the phase-advance (e.g. Figs. l1 and l2) .
Suppose, for example, that the temporal latency was determined by the magnitude of the response amplitude, and that it was not determined by the stimulus contrast. Now consider the expected responses of a direction-selective cell for gratings of a fixed contrast drifting in the preferred direction of motion vs. the nonpreferred direction of motion. Il the latency is determined by the response amplitude, the slope of the phase responses as a function of temporal frequency should be different for the two directions of motion. However, this was not found to be the case. The results of this study confirm earlier reports (e.g. Hamilton et al., 1989 ) that the phase responses of simple cells are symmetric and thus the slopes are equivalent in the two directions of motion, for both direction-selective cells and nondirection-selective cells (e.g. Fig. 10 ).
In general, if the phase response is set by the response magnitude, then the phase curves should follow the amplitude curves. However, this was not found to be the case. Instead, the phase response curves fell on straight lines, independent of the amplitude of the response; this was particularly evident in the spatial phase transfer function, where all of the phases clustered around a common line, independent of direction, contrast, and amplitude (e.g. Figs. l2 and l5) .
Similarly, if the phase-advance is determined by the response magnitude, then the phase-advance should follow the amplitude curves. However, this was not found to be the case; the phaseshift seen in the temporal phase transfer function did not follow the curvilinear amplitude trends. Instead, the phase responses fell on straight lines whose slopes and intercepts were systematically related to the contrast (e.g. Figs. l2 and l5 ).
CGE filters
It is clear that many of the basic properties of simple cells can be adequately described within the framework of a linear spatial filter (e.g. Robson, 1975 , 19831' Movshon et al., 1978 De Valois et al., 1982; Pollen et al., 1985; Hamilton et al., 1989; Palmer et al., l99l; DeAngelis et al., 1993; Jagadeesh et al., 1993; Mclean et al., 1994) . Nevertheless, there is an everincreasing list of specific nonlinearities; many of these nonlinearities are evident in measurements of the contrast response function (for recent reviews, see Skottun et al., 1991; Bonds, t20'7 1992 Bonds, t20'7 , 1993 Albrecht & Geisler, 1994) . The phase-advance with contrast is yet another specific nonlinearity: a temporal nonlinearity.
In an attempt to integrate some of what is known about the linear and nonlinear response properties of simple cells, a new model has been developed (e.g. Albrecht & Geisler, 1991 Heeger, 1991 Heeger, -1993 Geisler & Albrecht, 1992 , 1995 . The neurons are modeled as CGE Filters (contrast-gain/exponent filters, or normalized/half-squared operators) with three basic components: a linear filter. an expansive response exponent of approximately 2.0, and a contrast-set gain control. In a CGE Filter, the fundamental stimulus selectivities are established by the linear filter, enhanced by the expansive exponent, and maintained by the contrast gain control. These filters have a number of beneficial properties (see the references cited above).
This new model can reconcile a diverse and wide array of the empirically established characteristics of simple cells because the properties of a CGE Filter are similar to the properties of simple cells. For example, in simple cells, the basic stimulus selectivities (for spatial frequency, orientation, direction ol motion, and spatial position) remain relatively invariant with contrast, despite the fact that the contrast response functions often saturate at relatively low contrasts. (The Appendix illustrates one important exception to this general rule: for the dimension of temporal frequency, the center frequency and the high-frequency cutoff systematically increase with contrast.) This behavior is similar to that of a CGE Filter.
Carandini and Heeger ( l 994) have proposed that the phaseadvance measured in the visual cortex might be a consequence of the contrast normalization mechanism. They found that their model accurately predicted both the amplitude and the phase of the contrast response function measured at different orienrarions. Shapley and Victor (19'78,1979, l98l) have proposed that the phase-advance measured in the retina is likely a consequence of a contrast gain control mechanism. Sclar ( I 987) makes a similar proposal for the phase-advance measured in the lateral geniculate nucleus. The results of the present analysis of the spatiotemporal phase transfer function of simple cells measured in the visual cortex are consistent with the hypothesis that the phase-advance results from the contrast-set normalization mechanism.
Toruunsr, D.J., MovsuoN, J.A. & DraN, A.F. (1983 Hamilton, 1982; Skottun et al., 1987; Geisler & Albrecht, 1995) . Similarly, it has been shown that orientation selectivity (Sclar & Freeman 1982; Bonds, 1991; Carandini & Heeger, 1994) , direction selectivity (Li & Creutzfeldt, 1984) , and position selectivity (Albrecht & Geisler, 1991) are approximately invariant with contrast. Although a thorough analysis of the effect of contrast on the temporal amplitude transfer function will require a separate study, it is important to show that this general rule does not appear to hold for the dimension of temporal frequency. Further, the deviation from the rule provides additional information regarding the changes which occur in simple cells as a function of contrast. The effect of contrast on the temporal-frequency amplitude transfer function is illustrated in Fig. 16 for two Table l As can be seen, the center frequency and the high-frequency cutoff shifted to the right at higher contrasts. The data points in (C,D) plot the responses as a function of contrast measured at different temporal frequencies (as indicated) for the same cells and the same set of measurements. The smooth curves show the best fit of a Naka-Rushton function lsee eqn. (l)]; the optimized parameters are listed in Table 1 . As can be seen, the curves shifted to the right at higher temporal frequencies; there was a systematic shift irr the semisaturation parameter. Saturation occurred at lower contrasts for lower temporal frequencies and higher contrasts for higher temDoral freouencics. increased, such that from the lowest contrast measured to the highest contrast measured, the peak frequency shifted lrom 1 Hz ro 8 Hz, and the point of half-maximum on the highf'requency side shifted from 8 Hz to 15 Hz. Table I shows a listing of the descriptive parameters of the temporal-frequency tuning for the five contrasts measured. The trends are clear: as the contrast increased the center frequency increased and the high-frequency cutoff increased. Consider next the responses as a function of contrast for the cell shown in Fig. 16D . As the temporal frequency increased, the contrast response curves shifted to the right. Thus, at lower contrasts the responses to lower temporal frequencies were large and the responses to higher temporal frequencies were small; whereas, at higher contrasts the responses to lower temporal frequencies were saturated and the responses to higher temporal frequencies continued to grow. For example, at a contrast of 7.590 the response of the cell at 15 Hz was only 790 the size of the response at I Hz; however, at a contrast of 75Vo the response of the cell aI 15 Hz was 7090 the size of the response at l Hz (a tenfold increase). Table I shows a listing of the descriptive parameters of the contrast response function for the five different temporal irequencies. The trends are clear: as the temporal frequency increased the semi-saturation parameter systematically increased (from 790 at I HzIo 23Vo at 16Hz).
The responses for the cell shown in Fig. llC were similar to those illustrated in Fig. 16 . At higher contrasts, the responses saturated for lower temporal frequencies but continued to grow for higher temporal frequencies. Thus, the overall bandwidth at half-amplitude increased from 3.2 octaves at 8q0 contrast to 4.6 octaves at 5090 contrast. When these data points are plotted as a function of contrast, the semi-saturation contrast shifts from l59o for the 1.51 Hz curve to 3090 for the 10.0 Hz curve.
In terms of the spatiotemporal receptive field, these changes in the temporal amplitude transfer function imply a change in the shape of the temporal receptive field. In a sense, as the contrast increased, the temporal receptive field "compressed" in time: the time from peak to trough decreased. The changes in the phase transfer function indicate that the compression was accompanied by a change in the symmetry of the temporal receptive field (as might be expected from a causal mechanism) as well as a change in the latency.
These trends are similar to those described for neurons in the retina (Shapley & Victor, 1978 , 19'19, 1981 , the lateral geniculate nucleus (Sclar, 1987) and the visual cortex (Reid et al., 1992 : Carandini & Heeger, 1994 . Further, the trends appear to be consistent with the behavior of the contrast-normalization model proposed by Carandini and Heeger (1994) . In general, as contrast increases, simple cells in the visual cortex respond faster and resolve higher temporal frequencies. Overall, these contrast-induced changes in the spatiotemporal receptive field seem beneficial. Within the framework of a CGE Filter, the contrast gain control preserves stimulus selectivity along many stimulus dimensions and improves temporal resolution. Geisler and Albrecht, 1995) ; cf refers to the center frequency, ftf,e refers to the high frequency rvhich evoked 5090 of the maximum response, and lf5s refers to the low frequency which evoked 50Vo of the marimum response. ln Figs. l6C and l6D, a Naka-Rushton function was utilized [eqn. (1)]; n refers to the expansive power function exponent, C511 refers to the contrast which evoked 5090 of the maximum response, and R-". refers to the maximum saturated response. quency domain, with different half-bandwidths above and below the center frequency, see eqn. (A3) in Geisler and Albrecht, 19951. The panels on the right (C,D) plot the amplitude of the response as a function of contrast for dilferent temporal frequencies. The curves through the data points show the fit of the Naka-Rushton function [eqn. (l)]. As can be seen, at lower contrasts the responses at higher temporal frequencies were considerably smaller than the responses at lower temporal frequencies. However, this disparity diminished as the contrast increased.
Consider first the responses as a function of temporal frequency for the cell shown in Fig. 164 . At low contrasts, the cell produced little or no response to frequencies above l0 Hz; the peak temporal frequency was approximately 4Hz and the overall bandwidth was approximately two octaves. As the contrast increased, the relative response to higher frequencies
