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The main purpose of this paper is to study the asymptotic equiv-
alence of the Boltzmann equation for the hard-sphere collision
model to its corresponding Euler equations of compressible gas
dynamics in the limit of small mean free path. When the ﬂuid
ﬂow is a smooth rarefaction (or centered rarefaction) wave with
ﬁnite strength, the corresponding Boltzmann solution exists glob-
ally in time, and the solution converges to the rarefaction wave
uniformly for all time (or away from t = 0) as  → 0. A decom-
position of a Boltzmann solution into its macroscopic (ﬂuid) part
and microscopic (kinetic) part is adopted to rewrite the Boltzmann
equation in a form of compressible Navier–Stokes equations with
source terms. In this setting, the same asymptotic equivalence of
the full compressible Navier–Stokes equations to its corresponding
Euler equations in the limit of small viscosity and heat conductivity
(depending on the viscosity) is also obtained.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The Boltzmann equation of kinetic theory gives a statistical description of a gas of interacting
particles. An important property of this equation is its asymptotic equivalence to the Euler or Navier–
Stokes equations of the compressible gas dynamics, in the limit of small mean free path. It is expect
that, away from initial layers, boundary layers and shock layers, the Boltzmann solutions should re-
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governed by the macroscopic equations – the ﬂuid equations. This asymptotic relationship can be
seen formally by using the Hilbert expansion and Chapman–Enskog expansions. The rigorous math-
ematical justiﬁcation of this asymptotic equivalence poses challenging problems. For a simpliﬁed
model, Broadwell model of Boltzmann equations, the asymptotic equivalence between which and
corresponding Euler equations in the small mean free path was justiﬁed when the Euler ﬂow is
either smooth (by Caﬂisch and Papanicolaou [6]), or contains ﬁnitely many non-interacting shocks
(by Xin [30]) or is a rarefaction wave (by Xin [31] and Wang, Xin [29]). For the Boltzmann equa-
tion, some progress has been made for smooth ﬂows (cf. [5]) or in the case when the ﬂuid ﬂow
has ﬁnitely many non-interacting shocks [33]. In [5], Caﬂisch showed that, if the compressible Eu-
ler equation has a smooth solution which exists up to time T < ∞, then there exist corresponding
solutions to the Boltzmann equation in the same time interval such that the Boltzmann solutions
converge to the local Maxwellian state determined by the ﬂuid solutions as the mean free path goes
to zero. This result was generalized by Yu [33] to the case when the Euler ﬂow contains ﬁnitely
many non-interacting shocks. Besides the shock wave, it is well known that the rarefaction wave
is another important elementary nonlinear wave for compressible Euler equations. One of the main
purposes is to extend Caﬂisch’s ﬁnite time convergence result mentioned above, which is not uni-
form for all time, to the uniform in time case when the Euler ﬂow is a rarefaction wave. More
precisely, we can obtain the following results: First, when the ﬂuid ﬂow is a centered rarefaction
wave for the Euler equations, then we can construct a sequence of global in time solutions which
converges to the local Maxwellian determined by the centered rarefaction wave, uniformly away from
t = 0. Next, we obtain a rate of convergence in the mean free path which is valid uniformly for
all time, when we specialize to smooth rarefaction waves of the Euler equations. Our analysis is
strongly motivated by the idea of Xin in [31] for the Broadwell model equations, where a decompo-
sition by using the Chapman–Enskog ansatz is introduced and an entropy energy estimate is used.
The main diﬃculty in extending the analysis in [31] is the treatment of the high velocity tail of
the distribution. To overcome this obstacle, we adopt here a decomposition of a Boltzmann solution
into its macroscopic (ﬂuid) part and microscopic (kinetic) part to rewrite the Boltzmann equation
in a form of compressible Navier–Stokes equations with source terms. This decomposition was ﬁrst
used in [22] and further elaborated in [20]. In this setting, we can handle the zero dissipation prob-
lems, when the mean free path goes to zero for Boltzmann equation and the viscosity and heat
conductivity tend to zero for compressible Navier–Stokes equations, in a uniform way. Therefore, be-
sides the results for Boltzmann equations aforementioned, we also obtain the convergence results
for compressible full Navier–Stokes equations when the corresponding Euler ﬂow is a rarefaction
wave. It should be mentioned here that the same convergence result was obtained by Xin [32] for
the isentropic ﬂow. We extend here the result in [32] to the general non-isentropic case. Related
result for the non-isentropic Navier–Stokes equations with the Riemann data being center rarefac-
tion wave can be found in [15], requiring that the strength of the rarefaction wave is suitably small.
Here, for our problem, we can allow the rarefaction wave arbitrarily strong, but for the initial data
depending on the viscosity and heat conductivity, in the same spirit as in [32] for the isentropic
ﬂow.
2. Boltzmann equation, Navier–Stokes equations, Euler equations and rarefaction waves
The one space dimensional Boltzmann equation is
ft + ξ1 fx = 1

Q ( f , f ), ( f , t, x, ξ) ∈R×R+ ×R×R3, (2.1)
in which f (t, x, ξ) represents the distributional density of particles at time–space (t, x) with veloc-
ity ξ , and Q ( f , f ) is a bilinear collision operator (cf. [4]), and  is the mean free path. We consider
the hard sphere model, for which Q ( f , g) takes the form:
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2
∫
R3
∫
S2+
(
f
(
ξ ′
)
g
(
ξ ′∗
)+ f (ξ ′∗)g(ξ)′ − f (ξ)g(ξ∗)
− f (ξ∗)g(ξ)
)∣∣(ξ − ξ∗) · Ω∣∣dξ∗ dΩ.
Here S2+ = {Ω ∈ S2: (ξ − ξ∗) · Ω  0} and
ξ ′ = ξ − [(ξ − ξ∗) · Ω]Ω, ξ ′∗ = ξ∗ − [(ξ − ξ∗) · Ω]Ω.
The important property of the asymptotic relation between the Boltzmann equation and the
macroscopic ﬂuid-dynamical equation, i.e., Euler system and Navier–Stokes equations has been in-
vestigated intensively in the literature for either small mean free path or large time, see [1–3,5,7,9,14,
13,16,17,22,21,25,26,28,33] and references therein. In this paper, we study the macroscopic limit to
rarefaction waves of the ﬂuid equations for small mean free path.
For a given solution f (t, x, ξ) of the Boltzmann equation, there are ﬁve conserved macroscopic
quantities: the mass density ρ(t, x), momentum m(t, x) = ρ(t, x)u(t, x), and energy density e(t, x) +
|u(t, x)|2/2:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ(t, x) ≡
∫
R3
f (t, x, ξ)dξ,
m(t, x) ≡ (m1,m2,m3)t ≡
∫
R3
ξ f (t, x, ξ)dξ,
ρ
(
e + 1
2
|u|2
)
(t, x) ≡
∫
R3
1
2
|ξ |2 f (t, x, ξ)dξ.
(2.2)
The local Maxwellian M associated to the Boltzmann solution f (t, x, ξ) is deﬁned in terms of the
conserved ﬂuid variables:
M ≡ M[ρ,u,θ ](t, x, ξ) ≡ ρ(t, x)√
(2π Rθ(t, x))3
exp
(
−|ξ − u(t, x)|
2
2Rθ(t, x)
)
. (2.3)
Here θ(t, x) is the temperature which is related to the internal energy e by e = 3Rθ/2 = θ with the
gas constant R taken to be 2/3, and u(x, t) = (u1(t, x),u2(t, x),u3(t, x))t is the ﬂuid velocity. Following
[22,20], we decompose the solution into the macroscopic (ﬂuid) part and microscopic (kinetic) part
as:
f (x, t, ξ) = M(x, t, ξ) + G(x, t, ξ),
where the local Maxwellian M and G represent the ﬂuid and non-ﬂuid components in the solution,
respectively. Since our problem is in one-dimensional space x ∈ R1, in the macroscopic level, it is
more convenient to rewrite the system by using the Lagrangian coordinates. That is, consider the
coordinate transformation:
x ⇒
x∫
ρ(t, y)dy, t ⇒ t. (2.4)0
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Lagrangian coordinates becomes
ft + ξ1 − u1
v
fx = 1

Q ( f , f ), (2.5)
where v = 1/ρ represents the speciﬁc volume. Under the macro–micro decomposition, the Boltzmann
equation (2.5) is equivalent to the following ﬂuid-type system for the ﬂuid components (cf. [22,20]),
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt − u1x = 0,
u1t + px = 
(
4μ(θ)
3v
u1x
)
x
−
∫
R3
ξ21Ξx dξ,
uit = 
(
μ(θ)
v
uix
)
x
−
∫
R3
ξ1ξiΞx dξ, i = 2,3,
(
e + 1
2
|u|2
)
t
+ (pu1)x = 
(
κ(θ)
v
θx
)
x
+ 
(
4μ(θ)
3v
u1u1x
)
x
+ 
3∑
i=2
(
μ(θ)
v
uiuix
)
x
−
∫
R3
1
2
ξ1|ξ |2Ξx dξ,
(2.6)
together with the equation for the non-ﬂuid component G
Gt + 1
v
P1(ξ1Gx) − u1
v
Gx + 1
v
P1(ξ1Mx) = 2

Q (M,G) + 1

Q (G,G), (2.7)
where the pressure p = Rθ/v , the viscosity coeﬃcient μ(θ)(> 0) and the heat conductivity coeﬃcient
κ(θ)(> 0) are smooth functions of the temperature θ , and Ξ is higher order term of the non-ﬂuid
part (see Section 7.1).
When Ξ is set to be zero in (2.6), this system becomes the compressible Navier–Stokes equations.
So we neglect the effect of Ξ in (2.6) and study the following compressible Navier–Stokes equations
under the assumptions that the coeﬃcients of viscosity  and heat conductivity κ , are positive con-
stants and satisfy
(H1) κ = O () as  → 0; κ/  c > 0, ∀ > 0
for some positive constant c,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
vt − ux = 0,
ut + px = 
(
ux
v
)
x
, t > 0, x ∈R1,(
e + u
2
2
)
t
+ (up)x =
(
κ
θx
v
+  uux
v
)
x
.
(2.8)
Here the unknowns v(> 0), u, p, and e represent the speciﬁc volume, the velocity, the pressure and
the internal energy, respectively. We assume, as usual in thermodynamics, that by any given two of
the ﬁve thermodynamical variables, v , p, e, the temperature θ(> 0), and the entropy s, the remaining
three variables can be expressed. Choosing (v, θ) as independent variables, we can deduce that
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θ
, ev(v, θ) = θ pθ (v, θ) − p(v, θ)
by the second law of thermodynamics
θ ds = de + p dv.
Then a straightforward calculation gives
st = κ
(
θx
vθ
)
x
+ κ θ
2
x
vθ2
+  u
2
x
vθ
(2.9)
and
θt + θ pθ (v, θ)
eθ (v, θ)
ux = κ
eθ (v, θ)
(
θx
v
)
x
+ 
eθ (v, θ)
u2x
v
. (2.10)
One may also choose (v, s) as independent variables and write p = p(v, s), θ = θ(v, s). In fact, for
smooth solutions, (2.8) are equivalent to (2.8)1,2, (2.9) or (2.8)1,2, (2.10).
When the mean free path  and Ξ are set zero in (2.6), the system becomes the following com-
pressible Euler equations: ⎧⎨⎩
vt − ux = 0,
ut + px = 0, t > 0, x ∈R1,
st = 0.
(2.11)
We assume that the pressure p and the internal energy satisfy, for v > 0,
(H2)
{
pv(v, θ) < 0, eθ (v, θ) > 0,
pvv(v, s) > 0, p(v, s) is convex with respect to (v, s),
which, together with the second law of thermodynamics, assures that
pv(v, s) < 0 and e(v, s) is convex with respect to (v, s). (2.12)
For v > 0, system (2.11) has characteristic speeds
λ1 = −
√−pv(v, s), λ2 = 0, λ3 =√−pv(v, s)
and the 1st and 3rd characteristic ﬁelds are genuinely nonlinear and can give rise to rarefaction waves
(cf. [18]). For illustration, we consider only the 1-rarefaction wave, the case for the 3-rarefaction wave
can be handled similarly.
Suppose that two states (v±,u±, s±) satisfy
s− = s+ ≡ s¯, u+ = u− +
v−∫
v+
λ1(z, s¯)dz, v+ > v− > 0, (2.13)
then the Riemann problem of (2.11) with the initial data
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(
vr0,u
r
0, s
r
0
)
(0, x) ≡
{
(v−,u−, s−), x< 0,
(v+,u+, s+), x> 0,
(2.14)
admits a self-similar solution, the centered 1-rarefaction wave (vr,ur, sr)(x/t), which is deﬁned by
(cf. [8,27]) ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
sr(x/t) = s¯, ur(x/t) = u− +
v−∫
vr(x/t)
λ1(z, s¯)dz,
λ1
(
vr(x/t), s¯
)=
⎧⎨⎩
λ1(v−, s¯), x/t < λ1(v−, s¯),
x/t, λ1(v−, s¯) x/t  λ1(v+, s¯),
λ1(v+, s¯), x/t > λ1(v+, s¯).
(2.15)
3. Convergence to rarefaction waves for the compressible Navier–Stokes equations
We consider the compressible Navier–Stokes equations (2.8)1,2, (2.9) with the initial data:
(v,u, s)(0, x) = (v0,u0, s0)(x) → (v±,u±, s±), as x → ±∞, (3.1)
where v±(> 0), u± , s± are given constants.
We ignore the effects of initial layers by allowing the initial data for the Navier–Stokes equations to
depend on the viscosity, and show that for a given 1-centered rarefaction wave (vr,ur, sr)(x/t) of ar-
bitrary strength, there exist global smooth solutions (v,u, s)(t, x) to the Navier–Stokes equations such
that the viscous solution converges to the centered rarefaction wave as viscosity  → 0, uniformly
away from t = 0. More precisely, we have
Theorem 3.1. Assume that (H1) and (H2) hold. Let (vr,ur, sr)(x/t) be the centered 1-rarefaction wave de-
ﬁned by (2.15), which connects two constant states (v±,u±, s±) satisfying (2.13) with v− > 0. Set θ r(x/t) =
θ(vr, sr), then there exists a small positive constant 0 such that for each  ∈ (0, 0], we can construct a global
smooth solution (v,u, θ)(t, x) to the Navier–Stokes equations (2.8)1,2 , (2.10) with the following properties:
(i)
{(
v − vr,u − ur, θ − θ r) ∈ C0(0,+∞; L2),
(v,u, θ)x ∈ C0
(
0,+∞; L2), (u, θ)xx ∈ L2(0,+∞; L2).
(ii) As viscosity  → 0, (v,u, θ)(t, x) converges to (vr,ur, θ r)(x/t) pointwise except at (0,0). Furthermore,
for any given positive constant h, there is a constant ch > 0, independent of  , so that
sup
th
∥∥(v − vr,u − ur, θ − θ r)(t, ·)∥∥L∞  ch1/4|ln|. (3.2)
To prove Theorem 3.1, we ﬁrst approximate the centered 1-rarefaction wave (vr,ur, θ r)(x/t) by a
smooth rarefaction wave (vr
δ(),u
r
δ(), θ
r
δ())(t, x), which converges to (v
r,ur, θ r) at a rate as  → 0
(see Section 6). And then, we prove that the smooth rarefaction wave dominates the behavior
of the solution (v,u, θ)(t, x) to the Navier–Stokes equations with the same initial data as that of
(vrδ(),u
r
δ(), θ
r
δ()). This is done by decomposing the solution (v,u, θ) as a small perturbation of the
smooth rarefaction wave and using an elementary energy method on two time scales (see Section 6.1),
which is ﬁrst estimated by the entropy method, motivated by the ideas in [32]. However, since our
aim is to solve the Boltzmann equation, the scaling argument in [32] does not apply directly to the
analysis of Boltzmann equation, so we do not use the scaling argument here.
Next, we prove that in the case that the inviscid ﬂow is a smooth rarefaction wave, the global
smooth solution to the Navier–Stokes equations with the same initial data as the inviscid ﬂow, exists
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(vR ,uR , sR)(t, x), we mean the unique solution to the Euler equations (2.11) with suﬃciently smooth
initial data (vR ,uR , sR)(0, x) satisfying⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
vR ,uR
)
(0, x) = (v±,u±), as x → ±∞, with v± > 0;
sR(0, x) = s¯, ∀x ∈R1; ∂xuR(0, x) > 0,
u− = uR(0, x) +
vR (0,x)∫
v−
λ1(z, s¯)dz, ∀x ∈R1;
∂ luR(0, x)
∂xl
→ 0, as x → ±∞, l = 1,2,3; ∂
∂x
uR(0, x) ∈ H4;∣∣∣∣∂ luR(0, x)∂xl
∣∣∣∣ cl∣∣∣∣ ∂∂xuR(0, x)
∣∣∣∣, when |x| large and l = 2,3,
(3.3)
for some constants cl (l = 2,3). The smooth 1-rarefaction wave (vR ,uR , sR)(t, x) can be deﬁned by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
sR(t, x) = s¯, λ1
(
vR(t, x), s¯
)= w(t, x),
uR(t, x) = u− +
v−∫
vR (t,x)
λ1(z, s¯)dz,
{
wt + wwx = 0,
w(0, x) = λ1
(
vR(0, x), s¯
)
.
(3.4)
The second theorem in this paper is stated as follows:
Theorem 3.2. Assume that (H1) and (H2) hold. Let (vR ,uR , sR)(t, x) be a smooth 1-rarefaction wave deﬁned
by (3.4) with the initial data (vR ,uR , sR)(0, x) satisfying (3.3). Set θ R(t, x) = θ(vR , sR), then there exists a
small positive constant 0 such that for each  ∈ (0, 0], the Navier–Stokes equations (2.8)1,2 , (2.10) with
initial data
(v,u, θ)(0, x) = (vR ,uR , θ R)(0, x)
have a unique smooth solution (v,u, θ)(t, x) satisfying{(
v − vR ,u − uR , θ − θ R) ∈ C0(0,+∞; H1),(
v − vR)x ∈ L2(0,+∞; L2), (u − uR , θ − θ R)x ∈ L2(0,+∞; H1)
and
sup
t0
∥∥(v − vR ,u − uR , θ − θ R)(t, ·)∥∥L∞  c1/2, (3.5)
where c is a positive constant independent of  .
For the proof of Theorem 3.2, we will combine a ﬁnite time estimate, which applies for arbitrary
smooth solution of (2.11), with a large time estimate which can be obtained by an energy method
making use of the expansion nature of the rarefaction wave (see Section 6.2). The proof of the above
two theorems can be found in Section 6.
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Now, we turn to the Boltzmann equation. Similar to the compressible Navier–Stokes equations, we
can get the following two theorems. First we ignore the effects of the initial layers by allowing the
initial data for the Boltzmann equation to depend on the mean free path  , and show that the global
Boltzmann solution exists and converges to the local Maxwellian determined by the given centered
rarefaction wave as  → 0, uniformly away from t = 0. In order to state our theorem, we introduce
some notations ﬁrst.
Let M∗ = M[v∗,u∗,θ∗] be a global Maxwellian satisfying⎧⎨⎩
1
2
θ(t, x) < θ∗ < θ(t, x), for t  0, x ∈R1,
|v − v∗| + |u − u∗| + |θ − θ∗| < ϑ,
(4.1)
where ϑ = ϑ(v,u, θ; v∗,u∗, θ∗) is the constant to be given in Lemma 7.2. We say that f (ξ) ∈ L2ξ ( 1√M∗ )
if f√
M∗
∈ L2ξ .
With these notations, we have the following
Theorem 4.1. Let (vr,ur1, s
r)(x/t) be the centered 1-rarefaction wave deﬁned by (2.15), which connects two
constant states (v±,u1±, s±) satisfying (2.13) with v− > 0. Set θ r(x/t) = 3(vr)−2/3 exp(sr)/(4eπ) and
ur(x/t) = (ur1,0,0)t , if
α ≡ |v+ − v−| + |u+ − u−| < ϑ, sup
t0, x∈R1
θ r(x/t) < 2 inf
t0, x∈R1
θ r(x/t),
then there exists a small positive constant 0 such that for each  ∈ (0, 0], we can construct a global solution
f (t, x, ξ) to the Boltzmann equation (2.5). Furthermore, for any given positive constant h, there is a constant
ch > 0, independent of  , so that
sup
th
∥∥ f (t, x, ξ) − M[vr ,ur ,θ r ](t, x, ξ)∥∥L∞x L2ξ ( 1√M∗ )  ch1/5|ln|. (4.2)
To prove Theorem 4.1, we ﬁrst approximate (vr,ur, θ r) by a smooth rarefaction wave
(vrδ(),u
r
δ(), θ
r
δ()) as in the proof of Theorem 3.1. Then we prove that the local Maxwellian de-
termined by the smooth rarefaction wave governs the asymptotic behavior of the solution to the
Boltzmann equation with the same initial data as that of this Maxwellian. This is done by combining
the techniques for the compressible Navier–Stokes equations as in Section 6 and the weighted energy
method, based on the macro–micro decomposition of the Boltzmann solution. The treatment of the
macroscopic components (v,u, θ) is almost the same as the one for Navier–Stokes equations except
estimating the relevant part of the non-ﬂuid component Ξ with respect to the weight M[v,u,θ] . As in
[21], we use the microscopic H-theorem (7.7) to estimate the non-ﬂuid component. Since the energy
estimate with respect to the weight M has an error term with a polynomial of ξ of order greater
than 1 because of the derivatives on M , but the order of growth in ξ of the dissipation on the micro-
scopic component is only 1. Hence, another set of energy estimates based on a global suitably chosen
Maxwellian M∗ (ensuring the H-theorem hold in Lemma 7.2) is needed to complete the analysis (sim-
ilar to the argument given in [5]). Notice that the error term in the energy estimate with respect to
M is an integral with the weight M∗ and a small factor. Although an additional term in the form of
integrals of the ﬂuid components and their derivatives appear because of the invalid orthogonality of
M and G with respect to the weight M∗ , the small factor helps to yield the desired estimates.
Finally, we prove that in the case that the ﬂuid is a smooth rarefaction wave, the global solution to
the Boltzmann equation with the same initial data as the ﬂuid, exists and converges to the relevant
Maxwellian at a rate as  → 0. We state our ﬁnal theorem as follows:
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R)(t, x) be a smooth 1-rarefaction wave deﬁned by (3.4) with the initial data
(vR ,uR1 , s
R)(0, x) satisfying (3.3). Set θ R(t, x) = 3(vR)−2/3 exp(sR)/(4eπ) and uR(t, x) = (uR1 ,0,0)t , if
α ≡ |v+ − v−| + |u+ − u−| < ϑ, sup
(t,x)∈R+×R
θ R(t, x) < 2 inf
(t,x)∈R+×R
θ R(t, x),
then there exists a small positive constant 0 such that for each  ∈ (0, 0], the Boltzmann equation (2.5) with
initial data
f (0, x, ξ) = M[vR ,uR ,θ R ](0, x, ξ)
has a unique global solution f (t, x, ξ) satisfying
sup
t0
∥∥ f (t, x, ξ) − M[vR ,uR ,θ R ](t, x, ξ)∥∥L∞x L2ξ ( 1√M∗ )  c1/4, (4.3)
where c is a positive constant independent of  .
The proof of Theorem 4.2 will be based on a combination of a ﬁnite time estimate, which applies
for arbitrary smooth ﬂows, with a large time estimate, which can be obtained by the same argument
as in the proof of Theorem 4.1.
Remark 1. The restriction α < ϑ on the strength α of the rarefaction wave is mainly to ensure that
the microscopic version of H-theorem holds for some σ(v,u, θ; v∗,u∗, θ∗) > 0, and ϑ depends on the
ﬁrst non-zero eigenvalue of the linearized operator LM , which is not necessary to be small. So α need
not be small.
Remark 2. By an analogous analysis, one can check that the aforementioned four theorems also hold
for the superposition of 1-rarefaction wave and 3-rarefaction wave.
Remark 3. On any ﬁnite time interval [0, T ] with T < +∞, the rates of convergence in Theo-
rems 3.2, 4.2 are  , 1/2 respectively, i.e.
sup
0tT
∥∥(v − vR ,u − uR , θ − θ R)(t, ·)∥∥L∞  c(T ),
sup
0tT
∥∥ f (t, x, ξ) − M[vR ,uR ,θ R ](t, x, ξ)∥∥L∞x L2ξ ( 1√M∗ )  c(T )1/2.
This is so even in the case that (vR ,uR , θ R) is replaced by an arbitrary smooth solution of the Euler
equations over [0, T ] × R1. Note that Caﬂisch (cf. [5]) has proved that for smooth, spatially periodic
Euler solution (V ,U ,Θ)(t, x) over [0, T ] × R1, there exists a smooth Boltzmann solution f to (2.1)
with initial values depending on  , such that
sup
0tT
∥∥ f (t, x, ξ) − M[V ,U ,Θ](t, x, ξ)∥∥L∞x L2ξ  c(T ).
Although our rate is only 1/2, the initial value is independent of  .
Notations. Throughout this paper, c denotes a generic positive constant,  represents the mean free
path, viscosity in the study of Boltzmann equation, Navier–Stokes equations, respectively, and γ is
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order Sobolev space with its norm
‖u‖l =
l∑
j=0
∥∥∂ jx u∥∥, when ‖ · ‖ = ‖ · ‖L2(R).
For the integral,
∫
(· · ·)dξ means ∫
R3
(· · ·)dξ .
5. Approximate rarefaction waves
In this section, we construct smooth rarefaction waves which approximate centered rarefaction
waves. Consider ⎧⎨⎩
wt + wwx = 0,
w(0, x) =
{
w−, x< 0,
w+, x> 0.
(5.1)
If w− < w+ , then (5.1) has the centered rarefaction wave solution wr(t, x) = wr(x/t) given by
wr(t, x) =
⎧⎨⎩
w−, x/t < w−,
x/t, w−  x/t  w+,
w+, x/t > w+.
To construct a smooth rarefaction wave solution of the Burgers equation which approximates the
centered rarefaction wave, we set for each δ > 0,
wδ(x) = w(x/δ) ≡ (w+ + w−)/2+ tanh(x/δ)(w+ − w−)/2 (5.2)
and solve the following initial value problem{
wt + wwx = 0,
w(0, x) = wδ(x). (5.3)
Next, we state certain properties for the smooth rarefaction wave (see [23,32] for the proof).
Lemma 5.1. For each δ > 0, (5.3) has a unique global smooth solution wrδ(t, x), such that the following hold:
(1) w− < wrδ(t, x) < w+ , ∂xwrδ(t, x) > 0, for x ∈R1 , t  0, δ > 0.
(2) For any 1 p ∞, there is a constant cp depending only on p, such that the following estimates hold for
all t > 0, δ > 0,∥∥∂xwrδ(t, ·)∥∥Lp  cp min{(w+ − w−)δ−1+1/p, (w+ − w−)1/pt−1+1/p},∥∥∂2x wrδ(t, ·)∥∥Lp  cp min{(w+ − w−)δ−2+1/p, δ−1+1/pt−1},∥∥∂3x wrδ(t, ·)∥∥Lp  cp min{(w+ − w−)δ−3+1/p, δ−2+1/pt−1}.
(3) There exist constants δ0 ∈ (0,1), c such that for δ ∈ (0, δ0], t > 0,∥∥wrδ(t, ·) − wr(t, ·)∥∥L∞  ct−1δ(ln(1+ t) + |ln δ|).
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centered rarefaction wave (vr,ur, sr)(x/t) in (2.15) by⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
srδ(t, x) = s¯, λ1
(
vrδ(t, x), s¯
)= wrδ(t, x),
urδ(t, x) = u− +
v−∫
vrδ(t,x)
λ1(z, s¯)dz,
θ rδ (t, x) = θ
(
vrδ(t, x), s¯
)
.
(5.4)
Then, it is easy to check that (vrδ,u
r
δ, s
r
δ, θ
r
δ )(t, x) satisfy the Euler equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vrδt − urδx = 0,
urδt + p
(
vrδ, θ
r
δ
)
x = 0,(
e
(
vrδ, θ
r
δ
)+ (urδ)2
2
)
t
+ (urδp(vrδ, θ rδ ))x = 0,
θ rδt +
θ pθ (vrδ, θ
r
δ )
eθ (vrδ, θ
r
δ )
urδx = 0,
srδt = 0.
(5.5)
And due to Lemma 5.1, the following lemma holds.
Lemma 5.2. The functions (vrδ,u
r
δ, s
r
δ, θ
r
δ )(t, x) constructed by (5.4) have the following properties:
(1) ∂xurδ(t, x) > 0 for x ∈R1 , t  0 and δ > 0.
(2) For any 1 p ∞, there is a constant cp depending only on p, such that the following estimates hold for
all t > 0, δ > 0, ∥∥∂x(vrδ,urδ, θ rδ )(t, ·)∥∥Lp  cp min{αδ−1+1/p,α1/pt−1+1/p},∥∥∂xx(vrδ,urδ, θ rδ )(t, ·)∥∥Lp  cp min{αδ−2+1/p, δ−1+1/pt−1},∥∥∂xxx(vrδ,urδ, θ rδ )(t, ·)∥∥Lp  cp min{αδ−3+1/p, δ−2+1/pt−1},
where α ≡ |v+ − v−| + |u+ − u−|.
(3) There exist constants δ0 ∈ (0,1) and c such that for δ ∈ (0, δ0] and t > 0,∥∥(vrδ,urδ, θ rδ )(t, x) − (vr,ur, θ r)(x/t)∥∥L∞x  ct−1δ(ln(1+ t) + |ln δ|).
The smooth rarefaction wave (vR ,uR , sR)(t, x), deﬁned by (3.4) with the initial data satisfying (3.3),
has the following properties.
Lemma 5.3. Let (vR ,uR , θ R)(t, x) be the smooth rarefaction wave given in Theorem 3.2, then it holds that:
(1) uRx (t, x) > 0 for x ∈R1, t  0.
(2) For any 1 p ∞, there is a constant cp depending only on p, such that the following estimates hold for
all t > 0, ∥∥(vRx ,uRx , θ Rx , vRxx,uRxx, θ Rxx, vRxxx,uRxxx, θ Rxxx)(t, ·)∥∥Lp  cp(1+ t)−1.
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This section is devoted to proving Theorems 3.1 and 3.2. To this end, set
(φ,ψ, ζ,ω)(τ , y) ≡ (v − V ,u − U , θ − Θ, s − S)(t, x),
in which
y = −1x, τ = −1t,
where (v,u, θ, s)(t, x) and (V ,U ,Θ, S)(t, x) are assumed to be the solutions of the Navier–
Stokes equations (2.8)1,2, (2.9), (2.10) and the corresponding Euler equations, respectively. Then
(φ,ψ, ζ )(τ , y) solves the following initial value problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψy = 0,
ψτ +
(
p(v, θ) − p(V ,Θ))y = (uyv
)
y
,
ζτ + θ pθ (v, θ)
eθ (v, θ)
ψy + 
(
θ pθ (v, θ)
eθ (v, θ)
− Θpθ (V ,Θ)
eθ (V ,Θ)
)
U y
= κ
eθ (v, θ)
(
θy
v
)
y
+ u
2
y
veθ (v, θ)
,
(6.1)
(φ,ψ, ζ )(0, y) ≡ (φ0,ψ0, ζ0)(y) = (v − V ,u − U , θ − Θ)(0, x). (6.2)
The entropy difference ω(τ , y) satisﬁes the following equation
ωτ = κ

(
θy
vθ
)
y
+ κ

θ2y
vθ2
+ u
2
y
vθ
.
For convenience of presentation, in what follows, we will choose (v, θ) as independent variables in
the equation of state. We seek a global (in time) solution (φ,ψ, ζ ) to the problem (6.1) and (6.2) in
the space deﬁned as
X(0, τ1) ≡
{
(φ,ψ, ζ )(τ , y)
∣∣ (φ,ψ, ζ ) ∈ C0(0, τ1; H1),
φy ∈ L2
(
0, τ1; L2
)
, (ψy, ζy) ∈ L2
(
0, τ1; H1
)}
.
Deﬁne a normalized entropy η(v,u, θ; V ,U ,Θ) around (V ,U ,Θ) as
η(τ , y) ≡ {(e(v, θ) + u2/2)− (e(V ,Θ) + U2/2)
+ p(V ,Θ)(v − V ) − U (u − U ) − Θ(s − S)}. (6.3)
Since e(v, s) + u2/2 is a strictly convex function of (v,u, s) by (2.12), then η  0. A simple com-
putation shows that
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vθ
ψ2y +
κΘ
vθ2
ζ 2y + (· · ·)y
= 
{(
2ζψy
vθ
− ψφy
v2
)
Ux + κ

(
ζ ζy
vθ2
− ζφy
v2θ
)
Θx
}
+ 2
(
ζU2x
vθ
− ψVxUx
v2
− κ

ζ VxΘx
v2θ
)
+ 2
(
ψUxx
v
+ κ

ζΘxx
vθ
)
, (6.4)
where q1 = p(v, s) − p(V , S) − pv (V , S)(v − V ) − ps(V , S)(s − S) 0 by the convexity of p(v, s).
6.1. Proof of Theorem 3.1
In this subsection, we prove Theorem 3.1. Let (V ,U ,Θ)(t, x) ≡ (vrδ,urδ, θ rδ )(t, x) be deﬁned by (5.4)
and (v,u, θ)(t, x) be the solution of the initial value problem of the Navier–Stokes equation (2.8)1,2,
(2.10) with the same initial data as that of the smooth rarefaction wave, that is, (v0,u0, θ0)(x) =
(vrδ,u
r
δ, θ
r
δ )(0, x). Consider Cauchy problem (6.1) and (6.2), in which
(φ,ψ, ζ )(τ , y) ≡ (v − vrδ,u − urδ, θ − θ rδ )(t, x), (φ0,ψ0, ζ0)(y) = 0. (6.5)
Due to the smoothness of (vrδ,u
r
δ, θ
r
δ ), the local existence of smooth solutions to (6.1) and (6.2) is
standard (cf. [19,24]), while the global existence and the estimate (3.2) will follow from the following
a priori estimate.
Proposition 6.1 (A priori estimate). Suppose that (6.5) holds and the problem (6.1) and (6.2) has a solution
(φ,ψ, ζ ) ∈ X(0, τ1) for some τ1 > 0. There exist positive constants 1 , δ1 , k1 , ν1 and c, independent of  , δ
and τ1 , such that if
0<   1, 0< δ  δ1, 1/4  k1δ, sup
0ττ1
∥∥(φ,ψ, ζ )(τ )∥∥1  ν1 (6.6)
for small 1 and ν1 , then
sup
0ττ1
∥∥(φ,ψ, ζ )(τ )∥∥2 +  τ1∫
0
∥∥√urδx(φ, ζ )(τ )∥∥2 dτ +
τ1∫
0
∥∥(φy,ψy, ζy)(τ )∥∥2 dτ  c1/4, (6.7)
sup
0ττ1
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ1∫
0
∥∥(ψyy, ζyy)(τ )∥∥2 dτ  c3/4. (6.8)
Once Proposition 6.1 is proved, one can take δ = k−11 1/4, so that (6.7) and (6.8) imply that there
exists a positive constant c independent of  such that
sup
0τ+∞
∥∥(φ,ψ, ζ )(τ , ·)∥∥L∞  c1/4.
Therefore, the Navier–Stokes equations (2.8)1,2, (2.10) have a global smooth solution (v,u, θ)(t, x)
satisfying (i) of Theorem 3.1 and for all t ,∥∥(v,u, θ)(t, ·) − (vrδ,urδ, θ rδ )(t, ·)∥∥L∞  c1/4.
By (3) in Lemma 5.2, it follows that for t > 0,
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It is clear now that the desired estimate (3.2) and Theorem 3.1 follow from the above two estimates.
Thus, the main task is to prove Proposition 6.1. Notice that the smallness of ν1 in (6.6) guarantees
that
vrδ + φ  v−/2, θ rδ + ζ  θˆ/2, for θˆ = inf
t0, x∈R1
θ rδ (t, x).
We will derive the lower order estimate (6.7) and the higher order estimate (6.8) on (φ,ψ, ζ )(−1t,
−1 y) in two time scales, 0 t  T  1 and 1 t +∞. Set
τ0 = −3/4T , τ 0 = −3/4.
Then τ0  τ 0. Moreover τ0 = τ 0 when T = 1. Proposition 6.1 can be proved by the following two
lemmas and choosing τ 0 = τ0 in (6.10).
Lemma 6.2 (Basic energy estimate). Suppose that the assumptions in Proposition 6.1 hold. Then for τ0  τ1 ,
sup
0ττ0
∥∥(φ,ψ, ζ )(τ )∥∥2 +  τ0∫
0
∥∥√urδx(φ, ζ )(τ )∥∥2 dτ +
τ0∫
0
∥∥(φy,ψy, ζy)(τ )∥∥2 dτ  c 
δ3
, (6.9)
while for τ 0  τ1 ,
sup
τ 0ττ1
∥∥(φ,ψ, ζ )(τ )∥∥2 +  τ1∫
τ 0
∥∥√urδx(φ, ζ )(τ )∥∥2 dτ +
τ1∫
τ 0
∥∥(φy,ψy, ζy)(τ )∥∥2 dτ
 c
(∥∥(φ,ψ, ζ )(τ 0)∥∥21 + 1/2). (6.10)
Proof. We prove the basic energy estimate in ﬁnite time, (6.9), ﬁrst. Integrating (6.4) with respect to
τ and y over [0, τ ] ×R1 (τ  τ0) shows that
∫
R1
η(τ )dy +
τ∫
0
∫
R1
(
urδxq1 + ψ2y + ζ 2y
)
dy dτ  c
τ∫
0
∫
R1
(R1 + R2 + R3)dy dτ ,
where ⎧⎪⎪⎨⎪⎪⎩
R1 = 
{(|ζψy| + |ψφy|)∣∣urδx∣∣+ (|ζ ζy| + |ζφy|)∣∣θ rδx∣∣},
R2 = 2
{|ζ |(urδx)2 + ∣∣ζ vrδxθ rδx∣∣+ ∣∣ψ vrδxurδx∣∣},
R3 = 2
{∣∣ψurδxx∣∣+ ∣∣ζ θ rδxx∣∣}.
We only estimate some typical terms in the Ri (i = 1,2,3), the others can be handled similarly.
For R1,
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τ∫
0
∫
R1
∣∣ζψyurδx∣∣dy dτ  τ∫
0
∫
R1
(
1/2ψ2y + 3/2
∥∥urδx∥∥2L∞t,xζ 2)dy dτ

τ∫
0
∫
R1
(
1/2ψ2y + c
3/2
δ2
ζ 2
)
dy dτ

τ∫
0
∫
R1
(
1/2ψ2y + cζ 2
)
dy dτ , (6.11)
provided that δ  k−11 1/4. Similarly, for R2 and R3,
2
τ∫
0
∫
R1
|ψ |((urδx)2 + ∣∣urδxx∣∣)dy dτ  τ∫
0
∫
R1
{
ψ2 + 3((urδx)4 + (urδxx)2)}dy dτ
 
τ∫
0
∫
R1
ψ2 dy dτ + c 
δ3
. (6.12)
So,
∫
R1
η(τ )dy +
τ∫
0
∫
R1
(
urδxq1 + ψ2y + ζ 2y
)
dy dτ
 c
τ∫
0
∫
R1
{
1/2φ2y + 
(
φ2 + ψ2 + ζ 2)}dy dτ + c 
δ3
. (6.13)
Now we deal with the double integral of φ2y . Multiply (6.1)2 by v
−1φy and use (6.1)1 to get
(
φ2y
2v2
− ψφy
v
)
τ
+ |pv |
v
φ2y + (· · ·)y
= ψ
2
y + pθφyζy
v
+ 
v2
ψ
(
φyu
r
δx − ψy vrδx
)+ 
v3
φyψy v
r
δx
+ φy
v
{
(pv − p¯v)vrδx + (pθ − p¯θ )θ rδx
}+ 2φy
v3
(
vrδxu
r
δx − vurδxx
)
, (6.14)
where p = p(v, θ), p¯ = p(vrδ, θ rδ ). Integrating (6.14) with respect to τ and y over [0, τ ] ×R1 (τ  τ0)
yields
∫
R1
(
φ2y
2v2
− ψφy
v
)
(τ )dy +
τ∫
0
∫
R1
φ2y dy dτ  c
τ∫
0
∫
R1
(R4 + R5 + R6)dy dτ ,
where
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R4 = ψ2y + |φyζy| + 
∣∣φyψy vrδx∣∣,
R5 = 
{(|φφy| + |ζφy|)(∣∣vrδx∣∣+ ∣∣θ rδx∣∣)+ ∣∣ψφyurδx∣∣+ ∣∣ψψy vrδx∣∣},
R6 = 2|φy|
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣).
Since the estimate for R5 is similar to that for R1, it suﬃces to estimate R4 and R6. For R4,
τ∫
0
∫
R1
φyζy dy dτ  γ
τ∫
0
∫
R1
φ2y dy dτ + c(γ )
τ∫
0
∫
R1
ζ 2y dy dτ
and
τ∫
0
∫
R1

∣∣φyψy vrδx∣∣dy dτ  ∥∥vrδx∥∥L∞t,x
τ∫
0
∫
R1
(
φ2y + ψ2y
)
dy dτ
 c 
δ
τ∫
0
∫
R1
(
φ2y + ψ2y
)
dy dτ .
For R6,
2
τ∫
0
∫
R1
|φy|
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)dy dτ   τ∫
0
∫
R1
φ2y dy dτ + c

δ3
.
The above inequalities yield
∫
R1
(
φ2y
2v2
− ψφy
v
(τ )
)
dy +
τ∫
0
∫
R1
φ2y dy dτ
 c
τ∫
0
∫
R1
{
ψ2y + ζ 2y + 
(
φ2 + ψ2 + ζ 2)}dy dτ + c 
δ3
. (6.15)
Since η(v,u, θ; vrδ,urδ, θ rδ ) c(φ2 +ψ2 + ζ 2) for some positive constant c, then a suitable linear com-
bination of (6.13) and (6.15) implies that
∥∥(φ,ψ, ζ )(τ , ·)∥∥2 + τ∫
0
∥∥(φy,ψy, ζy,√urδxq1)(s)∥∥2 ds
 c
τ∫
0
∫
R1
(
φ2 + ψ2 + ζ 2)dy dτ + c 
δ3
. (6.16)
We conclude from (6.16) by using the classical Gronwall inequality that for τ ∈ [0, τ0],
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0
∥∥(φy,ψy, ζy,√urδxq1)(s)∥∥2 ds c δ3 . (6.17)
Hence, the estimate (6.9) holds due to the deﬁnition of q1, which gives q1  c(φ2 + ζ 2) for some
constant c(> 0). Next, we derive the basic energy estimate in large time, (6.10), by modifying the
procedure for the ﬁnite time. Note that for R1,

τ∫
τ 0
∫
R1
∣∣ζψyurδx∣∣dy dτ  1/4 τ∫
τ 0
∫
R1
ψ2y dy dτ + 7/4
τ∫
τ 0
∫
R1
ζ 2
(
urδx
)2
dy dτ
 1/4
τ∫
τ 0
‖ψy‖2 dτ + c3/4
τ∫
τ 0
‖ζ‖‖ζy‖
∥∥urδx∥∥2L2x dτ
 c1/4
τ∫
τ 0
‖φy, ζy‖2 dτ + c1/4 sup
τ 0sτ
∥∥ζ(s)∥∥2. (6.18)
For R2 and R3,
2
τ∫
τ 0
∫
R1
|ψ |((urδx)2 + ∣∣urδxx∣∣)dy dτ  c τ∫
τ 0
‖ψ‖1/2‖ψy‖1/2
(∥∥urδx∥∥2L2x + ∥∥urδxx∥∥L1x )dτ
 γ
τ∫
τ 0
∫
R1
ψ2y dy dτ + c(γ )4/3
τ∫
τ0
‖ψ‖2/3t−4/3 dτ
 γ
τ∫
τ 0
∫
R1
ψ2y dy dτ + γ sup
τ 0sτ
∥∥ψ(s)∥∥2 + c(γ )1/2. (6.19)
Finally, for R6,
2
τ∫
τ 0
∫
R1
|φy|
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)dy dτ   τ∫
τ 0
∫
R1
φ2y dy dτ + 3
τ∫
τ 0
∫
R1
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)2 dy dτ
 
τ∫
τ 0
∫
R1
φ2y dy dτ + c

δ
.
Then we have obtained the basic energy estimate for the large time, (6.10). This completes the proof
of the lemma. 
Lemma 6.3 (Derivative estimate). Suppose that the assumptions in Proposition 6.1 hold, then
sup
0ττ1
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ1∫ ∥∥(ψyy, ζyy)(τ )∥∥2 dτ  c3/4. (6.20)
0
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timate in ﬁnite time (0  τ  τ0  τ1). Multiplying (6.1)2 by −ψyy , ∂y(6.1)3 by eθ (vrδ, θ rδ )ζy/θ rδ ,
respectively, adding the resulting equations and using (6.1)1, we have
1
2
{
|p¯v |φ2y + ψ2y +
e¯θ
θ rδ
ζ 2y
}
τ
+ ψ
2
yy
v
+ κ e¯θ
vθ rδeθ
ζ 2yy
= q2yψyy − 
[
φ(p¯v)x + ζ(p¯θ )x
]
yψy − 
[
(p¯v)t
φ2y
2
−
(
e¯θ
θ rδ
)
t
ζ 2y
2
+ e¯θ
θ rδ
(
θ rδ p¯θ
e¯θ
)
x
ψyζy
]
+ 2
(
vurδxx − vrδxurδx
v2
)
y
ψy + 
v2
(
vrδxψy + urδxφy
)
ψyy + φyψyψyy
v2
− κ
v2eθ
(
e¯θ
θ rδ
)
x
ζy
[
vζyy − φyζy − 
(
vrδxζy + θ rδxφy
)+ 2(vθ rδxx − vrδxθ rδx)]
+ 2
[
κ e¯θ
v2θ rδeθ
(
vθ rδxx − vrδxθ rδx
)]
y
ζy + κ e¯θ
v2θ rδeθ
ζyy
[

(
θ rδxφy + vrδxζy
)+ φyζy]
+ e¯θ
θ rδ
(
ψyζyy − 2urδxxζy
)
q3 −  e¯θ
θ rδ
urδxζyq3y + 
(
e¯θ
θ rδ
)
x
ψyζyq3
− e¯θ
veθ θ rδ
ψyζyy
(
ψy + 2urδx
)+ 2[ e¯θ
veθ θ rδ
(
urδx
)2]
y
ζy
− 
veθ
(
e¯θ
θ rδ
)
x
ζy
[
ψ2y + 2urδxψy + 2
(
urδx
)2]+ (· · ·)y, (6.21)
where ⎧⎪⎪⎪⎨⎪⎪⎪⎩
e ≡ e(v, θ), p ≡ p(v, θ), e¯ ≡ e(vrδ, θ rδ ), p¯ ≡ p(vrδ, θ rδ ),
q2 ≡ p − p¯ − p¯vφ − p¯θ ζ = O (1)
(
φ2 + ζ 2),
q3 ≡ θ pθ
eθ
− θ
r
δ p¯θ
e¯θ
= O (1)(|φ| + |ζ |).
Then integrating (6.21) with respect to τ and y over [0, τ ] ×R1 (τ  τ0) leads to
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ∫
0
∥∥(ψyy, ζyy)(s)∥∥2 ds c τ∫
0
∫
R1
3∑
i=0
hi dy dτ ,
where
h0 =
(|φ| + |ζ |)[|ψyζyy| + (|φy| + |ζy|)|ψyy|]+ |φyψyψyy|
+ (|φyζy| + ψ2y)|ζyy| + (φ2 + ζ 2)(|φy| + |ζy|)|ψyy|,
h1 = 
{(∣∣vrδt∣∣+ ∣∣θ rδt∣∣)(φ2y + ζ 2y )+ (∣∣vrδx∣∣+ ∣∣θ rδx∣∣)(|ψyζy| + |φyψy|)
+ urδx
(
ζ 2y + |ζyφy|
)+ (∣∣urδxφy∣∣+ ∣∣vrδxψy∣∣)|ψyy| + [∣∣θ rδxφy∣∣+ ∣∣urδxψy∣∣
+ (∣∣vrδx∣∣+ ∣∣θ rδx∣∣)|ζy|]|ζyy| + (|φ| + |ζ |)[(∣∣vrδx∣∣+ ∣∣θ rδx∣∣)|ψyζy| + ∣∣urδx∣∣(|φyζy| + ζ 2y )]
+ (φ2 + ζ 2)(∣∣vrδx∣∣+ ∣∣θ rδx∣∣)|ψyy| + (∣∣vrδx∣∣+ ∣∣θ rδx∣∣)(|φy|ζ 2y + ψ2y |ζy|)},
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{(|φ| + |ζ |)[((∣∣vrδx∣∣+ ∣∣θ rδx∣∣)∣∣urδx∣∣+ ∣∣urδxx∣∣)|ζy| + (∣∣vrδxx∣∣+ ∣∣vrδxθ rδx∣∣+ ∣∣θ rδxx∣∣)|ψy|]
+ (∣∣vrδx∣∣+ ∣∣θ rδx∣∣)(∣∣vrδx∣∣ζ 2y + ∣∣θ rδxφyζy∣∣+ ∣∣urδxψyζy∣∣)
+ ∣∣urδxxφyψy∣∣+ (∣∣θ rδxx∣∣+ ∣∣vrδxθ rδx∣∣+ (urδx)2)(|φyζy| + ζ 2y )},
h3 = 3
{[(∣∣vrδx∣∣+ ∣∣θ rδx∣∣)(∣∣θ rδxx∣∣+ ∣∣vrδxθ rδx∣∣+ (urδx)2)+ ∣∣θ rδxxx∣∣+ ∣∣(vrδxθ rδx)x∣∣+ ∣∣urδxurδxx∣∣]|ζy|
+ (∣∣urδxxvrδx∣∣+ ∣∣urδxxx∣∣+ ∣∣(vrδxurδx)x∣∣)|ψy|}.
Since many terms in hi (i = 0, . . . ,3) can be estimated similarly, so we only treat the typical terms.
For h0,
τ∫
0
∫
R1
|φφyψyy|dy dτ

τ∫
0
∫
R1
(
γψ2yy + c(γ )φ2φ2y
)
dy dτ
 γ
τ∫
0
∫
R1
ψ2yy dy dτ + c(γ )
τ∫
0
‖φ‖‖φy‖3 dτ
 γ
τ∫
0
∫
R1
ψ2yy dy dτ + c(γ ) sup
0sτ
∥∥φ(s)∥∥∥∥φy(s)∥∥ τ∫
0
∫
R1
φ2y dy
 γ
τ∫
0
∫
R1
ψ2yy dy dτ + γ sup
0sτ
∥∥φy(s)∥∥2 + c(γ )( τ∫
0
∫
R1
φ2y dy
)2
sup
0sτ
∥∥φ(s)∥∥2
and
τ∫
0
∫
R1
(|φyψyψyy| + ∣∣φ2φyψyy∣∣)dy dτ

τ∫
0
∫
R1
(
γψ2yy + c(γ )
(
φ2yψ
2
y + φ4φ2y
))
dy dτ
 γ
τ∫
0
∫
R1
ψ2yy dy dτ + c(γ )
τ∫
0
‖φy‖2
(‖ψy‖‖ψyy‖ + ‖φ‖2‖φy‖2)dτ
 2γ
τ∫
0
∫
R1
ψ2yy dy dτ + c(γ )ν21
τ∫
0
∥∥(φy,ψy)(τ )∥∥2 dτ sup
0sτ
∥∥φy(s)∥∥2.
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
τ∫
0
∫
R1
(∣∣vrδx∣∣φ2y + ∣∣urδxφyψyy∣∣+ ∣∣vrδxφψyζy∣∣)dy dτ
 c(1+ ν1)
∥∥(vrδ,urδ)∥∥L∞t,x
τ∫
0
∫
R1
(
ψ2yy + φ2y + ψ2y + ζ 2y
)
dy dτ
 c(1+ ν1)
δ
τ∫
0
∫
R1
(
ψ2yy + φ2y + ψ2y + ζ 2y
)
dy dτ ,

τ∫
0
∫
R1
∣∣vrδxφ2ψyy∣∣dy dτ  γ τ∫
0
∫
R1
ψ2yy dy dτ + c(γ )2
τ∫
0
‖φ‖2‖φy‖2
( ∫
R1
(
vrδx
)2
dy
)
dτ
 γ
τ∫
0
∫
R1
ψ2yy dy dτ + c(γ )ν21

δ
τ∫
0
‖φy‖2 dτ
and

τ∫
0
∫
R1
∣∣vrδxφyζ 2y ∣∣dy dτ   τ∫
0
‖ζy‖‖ζyy‖
∫
R1
∣∣vrδxφy∣∣dy dτ
 c1/2
∥∥vrδx∥∥L∞t L2x
τ∫
0
‖φy‖‖ζy‖‖ζyy‖dτ
 ν1
τ∫
0
‖ζyy‖2 dτ + cν1 
δ
τ∫
0
‖φy‖2.
For h2,
2
τ∫
0
∫
R1
{(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)|φζy| + (vrδx)2ζ 2y + ∣∣θ rδxxφyζy∣∣}dy dτ

(
 + 
2
δ2
) τ∫
0
∫
R1
(
φ2y + ζ 2y
)
dy dτ + 3
τ∫
0
∫
R1
φ2
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)2 dy dτ

(
 + 
2
δ2
) τ∫
0
∫
R1
(
φ2y + ζ 2y
)
dy dτ + 3∥∥(vrδxurδx,urδxx)∥∥2L∞t,x
τ∫
0
‖φ‖2 dτ

(
 + 
2
δ2
) τ∫
0
∫
1
(
φ2y + ζ 2y
)
dy dτ + c 
2
δ4
sup
0sτ
∥∥φ(s)∥∥2.
R
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3
τ∫
0
∫
R1
(∣∣vrδx∣∣2∣∣θ rδx∣∣+ ∣∣vrδxθ rδxx∣∣+ ∣∣θ rδxxx∣∣)|ζy|dy dτ
 
τ∫
0
∫
R1
ζ 2y dy dτ + 5
τ∫
0
∫
R1
(∣∣vrδx∣∣2∣∣θ rδx∣∣+ ∣∣vrδxθ rδxx∣∣+ ∣∣vrδxxx∣∣)2 dy dτ
 
τ∫
0
∫
R1
ζ 2y dy dτ + c
3
δ5
.
These estimates, together with the basic energy estimate in ﬁnite time (6.9) and the a priori assump-
tion δ  k−11 1/4, give
sup
0ττ0
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ0∫
0
∥∥(ψyy, ζyy)(τ )∥∥2 dτ  c3/4. (6.22)
Next, we derive the derivative estimate in large time (τ 0  τ  τ1) by following the same procedure
as for ﬁnite time. Note that for h2,
2
τ∫
τ 0
∫
R1
(∣∣vrδxurδx∣∣+ ∣∣urδxx∣∣)|φζy|dy dτ
 
τ∫
τ 0
∫
R1
ζ 2y dy dτ + 2
τ∫
τ 0
(∥∥(vrδx,urδx)∥∥4L4 + ∥∥vrδxx∥∥2)‖φ‖‖φy‖dτ
 
τ∫
τ 0
∫
R1
ζ 2y dy dτ +  sup
τ 0sτ
∥∥φ(s)∥∥2 τ∫
τ 0
∥∥φy(τ )∥∥2 dτ + c 2
δ
and for h3,
3
τ∫
τ 0
∫
R1
(∣∣vrδx∣∣2∣∣θ rδx∣∣+ ∣∣vrδxθ rδxx∣∣+ ∣∣θ rδxxx∣∣)|ζy|dy dτ
 
τ∫
τ 0
∫
R1
ζ 2y dy dτ + 5
τ∫
τ 0
∫
R1
(∣∣vrδx∣∣2∣∣θ rδx∣∣+ ∣∣vrδxθ rδxx∣∣+ ∣∣vrδxxx∣∣)2 dy dτ
 
τ∫
τ 0
∫
R1
ζ 2y dy dτ + c
3
δ3
.
Then, we have
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τ 0ττ1
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ1∫
τ 0
∥∥(ψyy, ζyy)(τ )∥∥2 dτ  c(∥∥(φy,ψy, ζy)(τ 0)∥∥2 + 3/4). (6.23)
The desired estimate (6.20) follows by choosing τ0 = τ 0. 
Remark. In fact, (6.21) can be computed much easier to estimate (6.20). The reason that we do such
a complicated calculation here is to derive the convergence rate in the following subsection.
6.2. Proof of Theorem 3.2
The problem of inviscid limit to smooth ﬂow is well understood. The main interest here is to
obtain a rate of convergence in the viscosity which is valid uniformly for all time, when we specialize
to smooth rarefaction waves of the Euler equations. We ﬁrst prove a ﬁnite time result which justiﬁes
the vanishing viscosity method for a fairly large class of smooth ﬂows on any given ﬁxed time interval
[0, T ] with T < +∞, which, in particular, yields Theorem 3.2 on [0, T ]. We then complete the proof
of Theorem 3.2 by deriving a large time a priori estimate.
6.2.1. Smooth ﬂows in ﬁnite time
Let 0 < T < +∞, and (V ,U ,Θ)(t, x) be a smooth solution to the Euler equation (5.5)1,2,4 on
[0, T ] ×R1 with initial data
(V ,U ,Θ)(0, x) = (V0,U0,Θ0)(x)
satisfying
sup
0tT
∑
1l3
∫
R1
∣∣∂ lx(V ,U ,Θ)∣∣2 dx c0 < +∞, (6.24)
and
inf
0tT , x∈R1
V (t, x) v > 0, inf
0tT , x∈R1
Θ(t, x) θ > 0,
for some positive constants c0, v and θ . Our following theorem asserts that (V ,U ,Θ)(t, x) is a strong
limit as  → 0, of the viscous solution (v,u, θ)(t, x) to the Navier–Stokes equations (2.8)1,2, (2.10)
with the same initial data
(v,u, θ)(0, x) = (V0,U0,Θ0)(x). (6.25)
Theorem 6.4. Let (V ,U ,Θ)(t, x) be a smooth Euler solution as described above. Then there exist positive
constants 2 and c(T ) such that for each  ∈ (0, 2], the Cauchy problem for the Navier–Stokes equations
(2.8)1,2 , (2.10) and (6.25) has a unique smooth solution (v,u, θ)(t, x) for t ∈ [0, T ] such that
sup
0tT
∥∥(v − V ,u − U , θ − Θ)(t, ·)∥∥L∞  c(T ). (6.26)
To prove this theorem, we consider the initial value problem (6.1) with the initial data
(φ0,ψ0, ζ0)(y) = 0. (6.27)
It is easy to see that the above theorem follows immediately from the following a priori estimate.
Z. Xin, H. Zeng / J. Differential Equations 249 (2010) 827–871 849Proposition 6.5. Suppose that the initial value problem (6.1) and (6.27) has a solution (φ,ψ, ζ )(τ , y) in
X(0, τ1) for some 0 < τ1  −1T . There exist positive constants 2, ν2 and c(T ), independent of  and τ1 ,
such that if
 ∈ (0, 2], sup
0sτ1
∥∥(φ,ψ, ζ )(s)∥∥21  ν2 (6.28)
for small 2 and ν2 , then for τ ∈ (0, τ1],
sup
0sτ
∥∥(φ,ψ, ζ )(s)∥∥2 + τ∫
0
∥∥(φy,ψy, ζy)(s)∥∥2 ds c(T ) (6.29)
and
sup
0sτ
∥∥(φy,ψy, ζy)(s)∥∥2 + τ∫
0
∥∥(ψyy, ζyy)(s)∥∥2 ds c(T )3. (6.30)
Proof. First, note that the smallness of ν2 in (6.28) guarantees that V + φ  v/2,Θ + ζ  θ/2. (6.29)
can be derived in a similar way to (6.9) by taking into account the fact that |Ux| c0. Although Ux
has no sign here, the term 
∫∫
Uxq1 dy dτ is bounded by c
∫∫
(φ2 + ζ 2)dy dτ , which can be put into
the right-hand side of (6.16). (6.30) can be derived similarly as for (6.22). Following the derivation
step by step, then we get
sup
0sτ
∥∥(φy,ψy, ζy)(s)∥∥2 + τ∫
0
∥∥(ψyy, ζyy)(s)∥∥2 ds c τ∫
0
∥∥(φy,ψy, ζy)(s)∥∥2 ds + c(T )3
based on (6.29). This together with a classical Gronwall inequality yields the desired estimate
(6.30). 
6.2.2. Smooth rarefaction waves in large time
Let us now turn to smooth rarefaction waves. Applying Theorem 6.4 to be the smooth rarefaction
wave (vR ,uR , θ R)(t, x) implies Theorem 3.2 on any ﬁnite time interval. To complete the proof of
Theorem 3.2, we need only show the following large time a priori estimate. In the rest of this section,
(φ,ψ, ζ )(τ , y) = (v − vR ,u − uR , θ − θ R)(t, x).
Proposition 6.6. Suppose that the Cauchy problem of the Navier–Stokes equations has a solution (v,u, θ)(t, x)
as in Theorem 3.2, which is deﬁned on [0, T1] × R1 (1  T1  +∞) and with the regularity as stated in
Theorem 3.2. There exist small positive constants 3 , ν3 and c, which are independent of  and τ1 , such that if
 ∈ (0, 3], sup
τ 0ττ1
∥∥(φ,ψ, ζ )(τ )∥∥21  ν3
with τ 0 = −1 and τ1 = −1T1 for small 3 and ν3 , then the following estimates hold
sup
τ 0ττ1
∥∥(φ,ψ, ζ )(τ )∥∥2 +  τ1∫
τ 0
∫
R1
uRx
(
φ2 + ζ 2)dy dτ + τ1∫
τ 0
∥∥(φy,ψy, ζy)(τ )∥∥2 dτ
 c
(∥∥(φ,ψ, ζ )(τ 0)∥∥2 + 1/2), (6.31)1
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τ 0ττ1
∥∥(φy,ψy, ζy)(τ )∥∥2 + τ1∫
τ 0
∥∥(ψyy, ζyy)(τ )∥∥2 dτ
 c
(∥∥(φy,ψy, ζy)(τ 0)∥∥2 + 3/2). (6.32)
Proof. By virtue of Lemma 5.3, the proposition can be proved by modifying the proof of lemmas in
Section 6.1. First, (6.31) follows from the derivation of (6.10) and the properties of (vR ,uR , θ R)(t, x) in
Lemma 5.3. Next, applying the argument for the estimate (6.23) and using the estimates (6.29), (6.30)
and (6.31), we obtain the desired estimate (6.31). 
7. Proof of Theorems 4.1 and 4.2 for Boltzmann equation
In order to prove Theorems 4.1 and 4.2 on the zero mean free path limit to rarefaction waves for
Boltzmann equation, we need the decomposition, which decomposes a Boltzmann solution into its
macroscopic (ﬂuid) part and microscopic (kinetic) part, and the celebrated H-theorem.
7.1. Macro–micro decomposition
The collision operator has ﬁve collision invariants (cf. [4]),
⎧⎨⎩
ψ0(ξ) ≡ 1,
ψi(ξ) ≡ ξ, for i = 1,2,3,
ψ4(ξ) ≡ |ξ |2/2
satisfying ∫
ψα(ξ)Q ( f , f )dξ = 0, for any function f and α = 0, . . . ,4.
The inner product in ξ ∈R3 with respect to the local Maxwellian M is deﬁned by
〈h, g〉 ≡
∫
R3
1
M
h(ξ)g(ξ)dξ
for functions h, g of ξ such that the above integral is well deﬁned. With respect to this inner product,
the following functions spanning the space of macroscopic, i.e. ﬂuid components of the solution, are
pairwise orthogonal: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
χ0(ξ ;ρ,u, θ) ≡ 1√
ρ
M,
χi(ξ ;ρ,u, θ) ≡ ξi − ui√
Rρθ
M, for i = 1,2,3,
χ4(ξ ;ρ,u, θ) ≡ 1√
6ρ
( |ξ − u|2
Rθ
− 3
)
M,
〈χi,χ j〉 = δi j, for i, j = 0, . . . ,4.
The macroscopic projection P0 and microscopic projection P1 can be deﬁned as:
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4∑
j=0
〈h,χ j〉χ j, P1h ≡ h − P0h.
The operators P0 and P1 are orthogonal (and thus self-adjoint) projections for the inner product 〈·,·〉.
A function h(ξ) is called microscopic, or non-ﬂuid, if it has no ﬂuid components, i.e.,∫
R3
h(ξ)ψ j(ξ)dξ = 0, for j = 0, . . . ,4.
The solution of the Boltzmann equation f (t, x, ξ) is decomposed into the macroscopic (ﬂuid)
part, i.e. the local Maxwellian M = M(t, x, ξ) = M[ρ,u,θ] and the microscopic (non-ﬂuid) part, i.e.
G = G(t, x, ξ):
f (t, x, ξ) = M(t, x, ξ) + G(t, x, ξ), P0 f = M, P1 f = G.
The Boltzmann equation (2.1) hence becomes
(M + G)t + ξ1(M + G)x = 2

Q (M,G) + 1

Q (G,G), (7.1)
which is equivalent to the following ﬂuid-type system (see [20,22] for details):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t +
(
ρu21 + p
)
x = −
∫
ξ21 Gx dξ,
(ρui)t + (ρu1ui)x = −
∫
ξ1ξiGx dξ, i = 2,3,[
ρ
(
e + 1
2
|u|2
)]
t
+
[
u1
(
ρ
(
e + 1
2
|u|2
)
+ p
)]
x
= −
∫
1
2
ξ1|ξ |2Gx dξ,
(7.2)
together with the equation for the non-ﬂuid part G:
Gt + P1(ξ1Mx) + P1(ξ1Gx) = 1

(
2Q (M,G) + Q (G,G)). (7.3)
Consider the coordinate transformation (2.4). We will still denote the Lagrangian coordinates by (t, x)
for simplicity of notations. The system (7.2) in the Lagrangian coordinates becomes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt − u1x = 0,
u1t + px = −
∫
R3
ξ21 Gx dξ,
uit = −
∫
R3
ξ1ξiGx dξ, i = 2,3,
(
e + 1
2
|u|2
)
t
+ (pu1)x = −
∫
3
1
2
ξ1|ξ |2Gx dξ
(7.4)R
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Lagrangian coordinates becomes (2.7). It follows from (2.7) that
G = 
v
L−1M
(
P1(ξ1Mx)
)+ Ξ (7.5)
with
Ξ = L−1M
[
Gt + 
v
P1(ξ1Gx) − u1
v
Gx − Q (G,G)
]
. (7.6)
Here LM is the linearized collision operator around the local Maxwellian M:
LMh = L[ρ,u,θ ]h = 2Q (h,M)
and the null space N of LM is spanned by the macroscopic variables: χ j , j = 0, . . . ,4. Furthermore,
there exists a positive constant σ0(ρ,u, θ) > 0 such that for any function h(ξ) ∈N⊥ , cf. [11],
〈h, LMh〉−σ0(ρ,u, θ)
〈(
1+ |ξ |)h,h〉. (7.7)
In the above presentation, we have normalized the gas constant R to be 2/3 for simplicity so that e =
θ and p = 2θ/(3v). Notice also that the viscosity coeﬃcient μ(θ) > 0 and the heat conductivity coeﬃ-
cient κ(θ) > 0 are smooth functions of the temperature θ . The entropy s = 2(ln v)/3+ ln(4πθ/3) + 1
is constant across the Euler rarefaction waves. And the temperature θ(v, s) = 3v−2/3 exp(s)/(4eπ)
satisﬁes the following equations
θt + pu1x = −
∫ ( |ξ |2
2
− u · ξ
)
ξ1Gx dξ (7.8)
or
θt + pu1x = 
(
κ(θ)
v
θx
)
x
+  4μ(θ)
3v
u21x + 
3∑
i=2
μ(θ)
v
u2ix −
∫ ( |ξ |2
2
− u · ξ
)
ξ1Ξx dξ. (7.9)
Since the approximate rarefaction waves for the Boltzmann equation M[V ,U ,Θ] are not suﬃciently
accurate for the energy method, we have to subtract from G(t, x, ξ) the term G(t, x, ξ):
G(t, x, ξ) =  L
−1
M {P1[ξ1( |ξ−u|
2
2θ Θx + ξUx)M]}
Rvθ
, (7.10)
which is the ﬁrst term in the Chapman–Enskog expansion, cf. (7.5).
For later use, we list some basic properties of the projections P0, P1 and the linearized collision
operator LM as follows (cf. [22]):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
P0(χ jM) = χ jM, P1(χ jM) = 0, j = 0,1,2,3,4,
LM P1 = P1LM = LM , P1
(
Q (h,h)
)= Q (h,h),
LM(P0) = P0LM = 0, P0
(
Q (h,h)
)= 0,
〈χ jM,h〉 = 〈χ jM, P0h〉, j = 0,1,2,3,4,
〈h, LM g〉 =
〈
P1h, LM(P1g)
〉
,〈
h, L−1M (P1g)
〉= 〈L−1M (P1h), P1g〉= 〈P1h, L−1M (P1g)〉.
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We list the following basic lemmas based on the celebrated H-theorem for later use. The ﬁrst
lemma is from [10].
Lemma 7.1. There exists a positive constant C > 0 such that∫
R3
(1+ |ξ |)−1Q ( f , g)2
M
dξ  C
{ ∫
R3
(1+ |ξ |) f 2
M
dξ
∫
R3
g2
M
dξ +
∫
R3
f 2
M
dξ
∫
R3
(1+ |ξ |)g2
M
dξ
}
,
where M can be any Maxwellian so that the above integrals are well deﬁned.
Based on Lemma 7.1, the following three lemmas are proved in [21].
Lemma 7.2. If θ/2 < θ∗ < θ , then there exist two positive constants σ = σ(ρ,u, θ;ρ∗,u∗, θ∗) > 0 and ϑ =
ϑ(ρ,u, θ;ρ∗,u∗, θ∗) > 0 such that if |ρ − ρ∗| + |u − u∗| + |θ − θ∗| < ϑ , it holds that for h(ξ) ∈N⊥
−
∫
R3
hLMh
M∗
dξ  σ
∫
R3
(1+ |ξ |)h2
M∗
dξ,
where M∗ = M[ρ∗,u∗,θ∗] and the deﬁnition of M[ρ,u,θ] can be found in (2.3).
Corollary 7.3. Under the assumptions in Lemma 7.2, the following estimates hold∫
R3
1+ |ξ |
M
∣∣L−1M h∣∣2 dξ  σ−2 ∫
R3
(1+ |ξ |)−1h2
M
dξ,
∫
R3
1+ |ξ |
M∗
∣∣L−1M h∣∣2 dξ  σ−2 ∫
R3
(1+ |ξ |)−1h2
M∗
dξ
for each h(ξ) ∈N⊥ .
Lemma 7.4. Under the conditions in Lemma 7.2, there exists a constant C > 0 such that for positive constants
k and β , ∣∣∣∣ ∫
R3
g1P1(|ξ |k g2)
M∗
dξ −
∫
R3
g1|ξ |k g2
M∗
dξ
∣∣∣∣ C ∫
R3
β|g1|2 + β−1|g22|
M∗
dξ.
7.3. Reformulation of the problem
In order to prove Theorems 4.1 and 4.2, we set
(φ,ψ, ζ, G˜)(τ , y) ≡ (v − V ,u − U , θ − Θ,G − G)(t, x)
with
τ = −1t, y = −1x,
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satisfy the ﬂuid-type system (7.4)1,2,3,4, (7.8) or (2.6)1,2,3,4, (7.9) and the non-ﬂuid equation (2.7),
respectively. The macroscopic ansatz (V ,U ,Θ) satisﬁes the Euler equations (5.5)1,2,4 and the micro-
scopic ansatz G is deﬁned by (7.10). Then (φ,ψ, ζ )(τ , y) and G˜(τ , y) satisfy the following equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψ1y = 0,
ψ1τ +
(
p(v, θ) − p(V ,Θ))y = −∫ ξ21 Gy dξ,
ψiτ = −
∫
ξ1ξiG y dξ, i = 2,3,
ζτ + p(v, θ)ψ1y +
(
p(v, θ) − p(V ,Θ))U1y = −∫ ( |ξ |2
2
− u · ξ
)
ξ1Gy dξ
(7.11)
or
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψ1y = 0,
ψ1τ +
(
p(v, θ) − p(V ,Θ))y = (4μ(θ)3v u1y
)
y
−
∫
ξ21Ξy dξ,
ψiτ =
(
μ(θ)
v
uiy
)
y
−
∫
ξ1ξiΞy dξ, i = 2,3,
ζτ + p(v, θ)ψ1y +
(
p(v, θ) − p(V ,Θ))U1y
=
(
κ(θ)
v
θy
)
y
+ 4μ(θ)
3v
u21y +
3∑
i=2
μ(θ)
v
u2iy −
∫ ( |ξ |2
2
− u · ξ
)
ξ1Ξy dξ,
(7.12)
and
G˜τ − LM G˜ = − 1
Rθ v
P1
[
ξ1
( |ξ − u|2
2θ
ζy + ξψy
)
M
]
+ u1
v
G y
− 1
v
P1(ξ1Gy) + Q (G,G) − Gt . (7.13)
We seek a global (in time) solution f to the Cauchy problem of the Boltzmann equation (2.5) with
the initial data f (0, x, ξ) = M[V ,U ,Θ](0, x, ξ). To do so, we deﬁne the function space for the difference
g(τ , y, ξ) = f (t, x, ξ) − M[V ,U ,Θ](t, x, ξ)
to be
X̂(0, τ1) ≡
{
g(τ , y, ξ)
∣∣∣ ∂α g√
M∗
∈ C0(0, τ1; L2y,ξ (R1 ×R3)),
√
1+ |ξ |∂α g√
M∗
∈ L2(0, τ1; L2y,ξ (R1 ×R3)), |α| 2}
with the differential operator ∂α = ∂(α0,α1) = ∂α0τ ∂α1y , |α| = α0+α1, where α0 and α1 are non-negative
integers. We set also for τ0 < τ1
Z. Xin, H. Zeng / J. Differential Equations 249 (2010) 827–871 855N2(τ0, τ1) ≡ sup
τ0ττ1
{∥∥(φ,ψ, ζ )(τ )∥∥2 + ∑
|α|=1
∥∥∂α(v,u, θ)(τ )∥∥2
+
∫
R1
∫ [
G˜2(τ )
M∗
+
∑
|α|=1
(∂αG)2(τ )
M∗
+
∑
|α|=2
(∂α f )2(τ )
M∗
]
dξ dy
}
.
Note that for the monatomic gas, the normalized entropy η(v,u, θ; V ,U ,Θ) deﬁned by (6.3) in
Section 6 can be written as
η(τ , y) ≡ 2
3
ΘΦ
(
v
V
)
+ 1
2
(u − U )2 + ΘΦ
(
θ
Θ
)
with Φ(s) = s − ln s − 1. Direct computations give that
ητ + q1U1x + μ(θ)Θ
vθ
(
|ψy|2 + 1
3
ψ21y
)
+ κ(θ)Θ
vθ2
ζ 2y
= 
[
ζ
(
κ ′(θ)
vθ
Θxζy − κ(θ)
v2θ
Θxφy + κ(θ)
v2θ
Θxζy + 8μ(θ)
3vθ
U1xψ1y
)
+ ψ1
(
4μ′(θ)
3v
U1xζy − 4μ(θ)
3v2
U1xφy
)]
+ 2
[
ζ
κ(θ)
vθ
Θxx + ψ1 4μ(θ)
3v
U1xx
]
+ 2
[
ζ
(
κ ′(θ)Θ2x
vθ
− κ(θ)ΘxVx
v2θ
+ 4μ(θ)
3vθ
U21x
)
+ ψ1
(
4μ′(θ)
3v
U1xΘx − 4μ(θ)
3v2
U1xVx
)]
+
∫ [( |ξ |2
2
− ξ · u
)
Θ
θ2
ζy + Θ
θ
ξ · ψy
]
ξ1Ξ dξ
− ζ
∫ [
ξ · Ux
θ
+
( |ξ |2
2
− ξ · u
)
Θx
θ2
]
ξ1Ξ dξ + (· · ·)y (7.14)
with q1 = p(v, s) − p(V , S) − pv (V , S)(v − V ) − ps(V , S)(s − S)  0 by the convexity of p(v, s) =
v−5/3 exp(s)/(2eπ).
7.4. Proof of Theorem 4.1
In this subsection, we prove Theorem 4.1. Thus, we consider the Cauchy problem of the Boltzmann
equation (2.5) with the initial data
f (0, x, ξ) ≡ f0(x, ξ) = M[vrδ ,urδ ,θ rδ ](0, x, ξ), (7.15)
where (vrδ,u
r
1δ, θ
r
δ ) is the approximation rarefaction wave given by (5.4) and u
r
δ = (ur1δ,0,0)t . Due to
the smoothness of (vrδ,u
r
δ, θ
r
δ ), the local existence of (2.5) and (7.15) is standard (cf. [12]), the global
existence and the estimate (4.2) will follow from the following a priori estimate. Throughout this
subsection, (V ,U ,Θ)(t, x) = (vrδ,urδ, θ rδ )(t, x).
Proposition 7.5 (A priori estimate). Suppose that the Cauchy problem (2.5) and (7.15) has a solution f with
( f − M[vrδ ,urδ ,θ rδ ]) ∈ X̂(0, τ1) for some τ1 > 0. There exist positive constants 1 , δ1 , k1 , ν1 and c, independent
of  , δ and τ1 , such that if
0<   1, 0< δ  δ1, 1/4  k1δ, N2(0, τ1) ν21 (7.16)
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N2(0, τ1) +
τ1∫
0
{

∥∥√urδ1x(φ, ζ )∥∥2 + ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2
+
∑
|α|=2
∥∥∂α(v,u, θ)∥∥2 + ∫
R1
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ dy
}
dτ
 c
(

δ3
+ 1/2
)
. (7.17)
Once Proposition 7.5 is proved, we can take δ = k−11 1/5, then (7.17) implies that there exists a
positive constant c independent of  such that
sup
0τ+∞, y∈R1
{∣∣(φ,ψ, ζ )(τ , y)∣∣+ ∥∥G(τ , y, ξ)∥∥L2ξ ( 1√M∗ )} c1/5.
Therefore, the Boltzmann equation (2.5) has a global solution f (t, x, ξ) satisfying∥∥ f (t, x, ξ) − M[vrδ ,urδ ,θ rδ ](t, x, ξ)∥∥L∞x L2ξ ( 1√M∗ )  c1/5
for all t ∈ (0,+∞). By (3) in Lemma 5.2, we have for t > 0,∥∥(vrδ,urδ, θ rδ )(t, ·) − (vr,ur, θ r)(t, ·)∥∥L∞  ct−11/5(ln(1+ t) + |ln|).
Thus, combining the above two estimates yields the desired estimate (4.2), and the proof of Theo-
rem 4.1 is complete.
Now, we turn to the proof of Proposition 7.5. The bound for N2(0, τ1) yields the following L∞τ L2y
and L∞(τ ,y) estimates by the Sobolev imbedding theorem:
∑
|α|=2
sup
τ∈[0,τ1]
∫
R1
∫
(∂αM)2(τ ) + (∂αG)2(τ )
M∗
dξ dy
+ sup
τ∈[0,τ1], y∈R1
{∣∣(φ,ψ, ζ )∣∣+ ∫ G˜2
M∗
dξ +
∑
|α|=1
(∣∣∂α(v,u, θ)∣∣+ ∫ (∂αG)2
M∗
dξ
)}
(τ , y)
 c(ν1 +
√
/δ) ≡ cν¯ (7.18)
for some small constant ν¯ , independent of , τ1. Note that∫
(1+ |ξ |)G2
M
dξ  c
∫
G2
M∗
dξ,
∫
(1+ |ξ |)G2y
M
dξ  c
∫ G2y
M∗
dξ (7.19)
for some constant c(> 0), independent of  and τ1. We should keep in mind that the above two
estimates (7.18) and (7.19) give the smallness in the energy estimate. Notice also that the smallness
of ν1 and 1 guarantees that
vrδ + φ  v−/2, θ rδ + ζ  θˆ/2, for θˆ = inf
t0, x∈R1
θ rδ (t, x)
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energy estimate (7.17) in two time levels, 0 t  T  1 and 1 t +∞. Set
τ0 = −3/4T , τ 0 = −3/4,
then τ0  τ 0. Moreover, τ0 = τ 0 when T = 1. Proposition 7.5 can be proved by the following two
lemmas with τ 0 = τ0 in Lemma 7.7.
Lemma 7.6 (Finite time estimate). Suppose that the assumptions in Proposition 7.5 hold. Then for τ0  τ1 ,
N2(0, τ0) +
τ0∫
0
{

∥∥√urδ1x(φ, ζ )∥∥2 + ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2 + ∑
|α|=2
∥∥∂α(v,u, θ)∥∥2
+
∫
R1
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ dy
}
dτ  c 
δ3
. (7.20)
Proof. This lemma is proved in the following three steps.
Step 1. Basic energy estimate. First, integrating (7.14) with respect to τ and y over [0, τ ]×R1 (τ  τ0)
yields that
∫
R1
η(τ )dy +
τ∫
0
∫
R1
(
ur1δxq1 + |ψy|2 + ζ 2y
)
dy dτ
 c
τ∫
0
∫
R1
(R1 + R2 + R3 + R4 + R5)dy dτ , (7.21)
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
R1 = 
{(|ζψ1y| + |ψ1φy| + |ψ1ζy|)∣∣urδx∣∣+ (|ζ ζy| + |ζφy|)∣∣θ rδx∣∣},
R2 = 2
{|ζ |[∣∣urδx∣∣2 + ∣∣vrδxθ rδx∣∣+ (θ rδx)2]+ ∣∣ψ1urδx∣∣(∣∣vrδx∣∣+ ∣∣θ rδx∣∣)},
R3 = 2
{∣∣ψurδxx∣∣+ ∣∣ζ θ rδxx∣∣},
R4 =
∣∣∣∣ψy ∫ ξξ1Ξ dξ ∣∣∣∣+ ∣∣∣∣ζy ∫ (|ξ |2 − 2ξ · u)ξ1Ξ dξ ∣∣∣∣,
R5 = |ζ |
{∣∣∣∣urδx ∫ ξξ1Ξ dξ ∣∣∣∣+ ∣∣∣∣θ rδx ∫ (|ξ |2 − 2ξ · u)ξ1Ξ dξ ∣∣∣∣}.
Since R1, R2 and R3 can be estimated by (6.11) and (6.12) as in Section 6, then it suﬃces to treat R4
and R5. Note that for any polynomial g(ξ),
∣∣∣∣ ∫
R3
g(ξ)Ξ dξ
∣∣∣∣2  ( ∫
R3
g2(ξ)Mdξ
)( ∫
R3
Ξ2
M
dξ
)
 c
∫
R3
Ξ2
M
dξ. (7.22)
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τ∫
0
∫
R1
R4 dy dτ 
τ∫
0
∫
R1
{
γ
(|ψy|2 + ζ 2y )+ c(γ )∫ Ξ2M dξ
}
dy dτ (7.23)
and
τ∫
τ0
∫
R1
R5 dy dτ 
τ∫
0
∫
R1
{
2
(∣∣urδx∣∣+ ∣∣θ rδx∣∣)2ζ 2 + c ∫ Ξ2M dξ
}
dy dτ . (7.24)
It follows from (7.6) and Corollary 7.3 that
∫
Ξ2
M
dξ  c
∫ G2τ + (1+ |ξ |)G2y + (1+ |ξ |)−1Q 2(G,G)
M
dξ. (7.25)
Thus the following basic energy estimate holds,
∫
R1
η(τ )dy +
τ∫
0
∫
R1
(
ur1δxq1 + |ψy|2 + ζ 2y
)
dy dτ
 c 
δ3
+ c
τ∫
0
∫
R1
{
1/2φ2y + 
(
φ2 + ψ2 + ζ 2)}dy dτ
+ c
τ∫
0
∫
R1
∫ G2τ + (1+ |ξ |)G2y + (1+ |ξ |)−1Q (G,G)2
M
dξ dy dτ . (7.26)
It remains to estimate the microscopic component G and the double integral for |φy|2. Multiplying
(7.13) by G˜M and
G˜
M∗ , and integrating the products over [0, τ ] × R1 × R3 (τ  τ0), respectively, we
obtain from (7.7) and Lemma 7.2 that
∫
R1
∫
G˜2(τ )
2M
dy dτ + σ0
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
M
dξ dy dτ

τ∫
0
∫
R1
∫ {
G˜
M
[
− 1
Rθ v
P1
[
ξ1
( |ξ − u|2
2θ
ζy + ξψy
)
M
]
+ u1
v
G y
− 1
v
P1(ξ1Gy) + Q (G,G) − Gt
]
− G˜
2
2M2
Mτ
}
dξ dy dτ
and
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R1
∫
G˜(τ )2
2M∗
dy dτ + σ
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ

τ∫
0
∫
R1
∫
G˜
M∗
{
− 1
Rθ v
P1
[
ξ1
( |ξ − u|2
2θ
ζy + ξψy
)
M
]
+ u1
v
G y
− 1
v
P1(ξ1Gy) + Q (G,G) − Gt
}
dξ dy dτ .
From (7.10), (7.18), (7.19), Lemmas 5.2 and 7.1, one may obtain
τ∫
0
∫
R1
∫
(1+ |ξ |)−1Q 2(G,G)
Mi
dξ dy dτ
 c
τ∫
0
∫
R1
(∫
(1+ |ξ |)G2
Mi
dξ
)(∫
G2
Mi
dξ
)
dy dτ
 c
τ∫
0
∫
R1
(∫
(1+ |ξ |)(G2 + G˜2)
Mi
dξ
)(∫
G2 + G˜2
Mi
dξ
)
dy dτ
 cν¯
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
Mi
dξ dy dτ + c3
τ∫
0
∥∥(ur1δx, θ rδx)∥∥4L4x dτ
 cν¯
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
Mi
dξ dy dτ + c 
2
δ3
(7.27)
with Mi = M (or M∗). Note that for any h and polynomial g(ξ),∫
hg(ξ)
M
dξ =
∫
h
M∗
M∗
M
g(ξ)dξ  c
∫
h
M∗
dξ.
This, together with Lemmas 5.2, 7.4 and (7.27), shows
∫
R1
∫
G˜2(τ )
M
dy dτ +
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
M
dξ dy dτ
 c
τ∫
0
∫
R1
(
2
δ2
φ2y + |ψy|2 + ζ 2y +
∫
(1+ |ξ |)G2y
M
dξ
)
dy dτ
+ cν¯
τ∫
0
∫
R1
∫
G˜2
M∗
dξ dy dτ + c 
2
δ3
(7.28)
and
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R1
∫
G˜(τ )2
M∗
dy dτ +
τ∫
0
∫
R1
∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ
 c
τ∫
0
∫
R1
(
2
δ2
φ2y + |ψy|2 + ζ 2y +
∫
(1+ |ξ |)G2y
M∗
dξ
)
dy dτ + c 
2
δ3
. (7.29)
The estimate on the double integral of φ2y is obtained from the coupling through the conservation
laws. Indeed, multiplying (7.11)2 by −φy and integrating the product over [0, τ ]×R1 (τ  τ0) lead to
−
∫
R1
(ψ1φy)(τ )dy +
τ∫
0
∫
R1
p
v
φ2y dy dτ
=
τ∫
0
∫
R1
{
φy
[
(pv − p¯v)vrδx + (pθ − p¯θ )θ rδx + pθ ζy +
∫
ξ21 Gy dξ
]
+ ψ21y
}
dy dτ .
Direct calculations give
τ∫
0
∫
R1
φ2y dy dτ  c
∥∥(ψ1φy)(τ )∥∥L1 + c
τ∫
0
∫
R1
{
ζ 2y + ψ21y
+
∫ G2y
M
dξ + 2[(vrδx)2 + (θ rδx)2](φ2 + ζ 2)}dy dτ . (7.30)
Similarly, the double integral of |(φτ ,ψτ , ζτ )|2 can be estimated by (7.11),
τ∫
0
∫
R1
∣∣(φτ ,ψτ , ζτ )∣∣2 dy dτ
 c
τ∫
0
∫
R1
{∣∣(φy,ψy, ζy)∣∣2 + ∫ G2y
M
dξ + 2[(vrδx)2 + (θ rδx)2](φ2 + ζ 2)}dy dτ . (7.31)
Due to (7.25) and (7.27), suitable linear combinations of (7.26), (7.28), (7.30) and (7.31) yield the
following basic energy estimate
∥∥(φ,ψ, ζ )(τ )∥∥2 + ∫
R1
∫
G˜2(τ )
M
dy dτ
+
τ∫
0
∫
R1
{
urδxq1 +
∫
(1+ |ξ |)G˜2
M
dξ +
∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2}dy dτ
 c
τ∫
0
∫
R1
{

(
φ2 + ψ2 + ζ 2)+ ∑
|α|=1
∫
(1+ |ξ |)(∂αG)2
M
dξ
}
dy dτ
+ cν¯
τ∫
0
∫
1
∫
G˜2
M∗
dξ dy dτ + c∥∥φy(τ )∥∥2 + c 
δ3
. (7.32)R
Z. Xin, H. Zeng / J. Differential Equations 249 (2010) 827–871 861Step 2. Derivative estimate. For |α| = 1, multiplying ∂α(2.6)i by ∂αui−1 (i = 2,3,4), ∂α(7.9) by ∂αθ/θ
respectively, adding up all the resulting equations and using (2.6)1, one has
1
2
[
p
v
(
∂αv
)2 + ∣∣∂αu∣∣2 + 1
θ
(
∂αθ
)2]
τ
+ μ(θ)
v
[∣∣∂αuy∣∣2 + 1
3
(
∂αu1y
)2]+ κ(θ)
vθ
(
∂αθy
)2
=
(
p
2v
)
τ
(
∂αv
)2 +( 1
2θ
)
τ
(
∂αθ
)2 − ∂α p
θ
u1y∂
αθ
− ∂α
(
μ(θ)
v
)(
uy∂
αuy + 1
3
u1y∂
αu1y
)
−
[
∂α
(
κ(θ)
v
θy
)(
∂αθ
θ
)
y
− κ(θ)
vθ
(
∂αθy
)2]
+ 1
θ
∂α
[
μ(θ)
v
|uy|2 + μ(θ)
3v
(u1y)
2
]
∂αθ +
(
∂αθ
θ
)
y
∂α
(∫ ( |ξ |2
2
− u · ξ
)
ξ1Ξ dξ
)
+ (∂αuy)∫ ξξ1(∂αΞ)dξ −(∂αθ
θ
)∫
ξξ1∂
α(uyΞ)dξ + (· · ·)y . (7.33)
Integrating (7.33) over [0, τ ] ×R1 (τ  τ0) yields
∥∥∂α(v,u, θ)(τ )∥∥2 + τ∫
0
∥∥(∂αuy, ∂αθy)(τ )∥∥2 dτ
 c
τ∫
0
∫
R1
{∣∣∂τ (v, θ)∣∣(∂αv)2 + |θτ |(∂αθ)2 + ∣∣∂α(v, θ)∣∣2(|u1y| + |uy|2 + θ2y )
+ (∣∣∂αu∣∣2 + ∣∣∂αθ ∣∣2) ∫ Ξ2
M
dξ +
∫
(∂αΞ)2
M
dξ
}
dy dτ .
The macroscopic components (v,u, θ) can be estimated as follows
τ∫
0
∫
R1
|θτ |
(
∂αv
)2
dy dτ  c
τ∫
0
∫
R1
{
ν¯
(
∂αφ
)2 + ∣∣∂αvrδ∣∣ζ 2τ + ∣∣∂αvrδ∣∣2∣∣θ rδy∣∣}dy dτ
 c
(
ν¯ + 
δ
) τ∫
0
∫
R1
∑
|α|=1
∣∣∂α(φ, ζ )∣∣2 dy dτ + c 
δ2
. (7.34)
To estimate the microscopic part Ξ , one ﬁrst notes that the linearized operator L−1M satisﬁes, for any
h ∈N⊥ ,
∂α
(
L−1M h
)= L−1M (∂αh)− 2L−1M {Q (L−1M h, ∂αM)}, |α| = 1,
and the projection P1 satisﬁes, for any h,
∂α
(
P1(ξ1h)
)= P1(ξ1∂αh)− 4∑
j=0
〈ξ1h,χ j〉P1
(
∂αχ j
)
.
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τ∫
0
∫
R1
∫
(1+ |ξ |)−1Q 2(∂αG,G)
M
dξ dy dτ
 c
τ∫
0
∫
R1
(∫
(1+ |ξ |)(∂αG)2
M∗
dξ
)(∫
(1+ |ξ |)G2
M
dξ
)
dy dτ
 cν¯
τ∫
0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ . (7.35)
Then the following estimate holds
τ∫
0
∫
R1
∫
(∂αΞ)2
M
dξ dy dτ  c
τ∫
0
∫
R1
{ ∑
|α|=2
∫
(1+ |ξ |)(∂αG)2
M
dξ
+ ν¯
[ ∑
|α|=1
∫
(1+ |ξ |)(∂αG)2
M
dξ +
∫
(1+ |ξ |)G˜2
M
dξ
]}
dy dτ + c 
2
δ3
.
This analysis leads to the following basic estimate on derivatives
∥∥∂α(v,u, θ)(τ )∥∥2 + τ∫
0
∥∥(∂αuy, ∂αθy)∥∥2 dτ
 c
τ∫
0
∫
R1
{ ∑
|α|=2
∫
(1+ |ξ |)(∂αG)2
M
dξ + ν¯
∑
|α|=1
[∣∣∂α(φ,ψ, ζ )∣∣2
+
∫
(1+ |ξ |)(∂αG)2
M
dξ
]
+ ν¯
∫
(1+ |ξ |)G˜2
M
dξ
}
dy dτ + c 
δ2
. (7.36)
We now turn to estimate the derivatives of G . For |α| = 1, multiplying ∂α (2.7) by ∂αG/M , ∂αG/M∗
and integrating the products over [0, τ ] × R1 × R3 (τ  τ0) respectively, one obtains from (7.7) and
Lemma 7.2 that
∫
R1
∫
(∂αG)2(τ )
2M
dy dτ + σ0
τ∫
0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M
dξ dy dτ

τ∫
0
∫
R1
∫ {
∂αG
M
{[
∂α(LMG) − LM∂αG
]+ ∂αQ (G,G)
− ∂α
[
1
v
P1(ξ1Gy) − u1
v
G y + 1
v
P1(ξ1My)
]}
− (∂
αG)2
2M2
Mτ
}
dξ dy dτ
and
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R1
∫
(∂αG)2(τ )
2M∗
dy dτ + σ
τ∫
0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ

τ∫
0
∫
R1
∫
∂αG
M∗
{[
∂α(LMG) − LM∂αG
]+ ∂αQ (G,G)
− ∂α
[
1
v
P1(ξ1Gy) − u1
v
G y + 1
v
P1(ξ1My)
]}
dξ dy dτ .
Note that
∂α(LMG) = LM
(
∂αG
)+ 2Q (∂αM,G), |α| = 1.
Similar to the estimates of G˜ , it holds that
∑
|α|=1
{∥∥∂αG(τ )∥∥2L2y L2ξ ( 1√M ) +
τ∫
0
∥∥√1+ |ξ |∂αG∥∥2L2y L2ξ ( 1√M ) dτ
}
 c
τ∫
0
∫
R1
{ ∑
|α|=2
[∣∣∂α(v,u, θ)∣∣2 + ∫ (1+ |ξ |)(∂αG)2
M
dξ
]
+ ν¯
∑
|α|=1
[∣∣∂α(φ,ψ, ζ )∣∣2
+
∫
(1+ |ξ |)(∂αG)2
M∗
dξ
]
+ ν¯
∫
(1+ |ξ |)G˜2
M
dξ
}
dy dτ + c 
2
δ3
(7.37)
and
∑
|α|=1
{∥∥∂αG(τ )∥∥2L2y L2ξ ( 1√M∗ ) +
τ∫
0
∥∥√1+ |ξ |∂αG∥∥2L2y L2ξ ( 1√M∗ ) dτ
}
 c
τ∫
0
∫
R1
{ ∑
|α|=2
[∣∣∂α(v,u, θ)∣∣2 + ∫ (1+ |ξ |)(∂αG)2
M∗
dξ
]
+ ν¯
[ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∫ (1+ |ξ |)G˜2
M∗
dξ
]}
dy dτ + c 
2
δ3
. (7.38)
Here one has used the following fact
τ∫
0
∫
R1
∫
(1+ |ξ |)−1Q 2(∂αG,G)
M∗
dξ dy dτ  c
τ∫
0
∫
R1
{(∫
(1+ |ξ |)(∂αG)2
M∗
dξ
)(∫
G2
M∗
dξ
)
+
(∫
(∂αG)2
M∗
dξ
)(∫
(1+ |ξ |)G2
M∗
dξ
)}
dy dτ
 cν¯
τ∫
0
∫
1
∫
(1+ |ξ |)[G˜2 + (∂αG)2]
M∗
dξ dy dτ .R
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servation laws. Multiplying ∂α(7.4)2 by −∂α v y and integrating the product over [0, τ ] ×R1 (τ  τ0),
we obtain
−
∫
R1
(
∂αu1 · ∂αv y
)
(s)dy
∣∣∣∣s=τ
s=0
+
τ∫
0
∫
R1
p
v
(
∂αv y
)2
dy dτ
=
τ∫
0
∫
R1
{(
∂αu1y
)2 + ∂αv y[(∂α py − pv · ∂αv y)+ ∫ ξ21 ∂αGy dξ]}dy dτ .
This can be estimated directly to get
τ∫
0
∫
R1
(
∂αv y
)2
dy dτ  c
τ∫
0
∫
R1
{(
∂αu1y
)2 + (∂αθy)2 + ∑
|α|=2
∫
(1+ |ξ |)(∂αG)2
M
dξ
+ ν¯
∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2}dy dτ + c∥∥(∂αu1 · ∂αv y)(τ )∥∥L1 + c 2δ3 . (7.39)
Similarly, one can estimate the double integral of |∂α(vτ ,uτ , θτ )|2 by (7.4)1,2,3,4 and (7.8),
τ∫
0
∫
R1
∣∣∂α(vτ ,uτ , θτ )∣∣2 dy dτ  c τ∫
0
∫
R1
{∣∣∂α(v y,uy, θy)∣∣2 + ∫ (∂αGy)2
M
dξ
+ ν¯
[ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∫ G2y
M
]}
dy dτ + c 
2
δ3
. (7.40)
The following estimate holds as a consequence of (7.36), (7.37), (7.39) and (7.40):
∑
|α|=1
{∥∥∂α(v,u, θ)(τ )∥∥2 + ∫
R1
∫
(∂αG)2(τ )
M
dξ dy
}
+
∑
|α|=1
τ∫
0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M
dξ dy dτ +
∑
|α|=2
τ∫
0
∫
R1
∣∣∂α(v,u, θ)∣∣2 dy dτ
 c
∑
|α|=2
∥∥∂αv(τ )∥∥2 + c τ∫
0
∫
R1
{ ∑
|α|=2
∫
(1+ |ξ |)(∂αG)2
M
dξ
+ ν¯
∑
|α|=1
[∣∣∂α(φ,ψ, ζ )∣∣2 + ∫ (∂αG)2
M∗
dξ
]
+ ν¯
∫
(1+ |ξ |)G˜2
M
dξ
}
dy dτ + c 
δ2
. (7.41)
Step 3. Higher order estimates. For |α| = 2, multiplying ∂α(2.5) by ∂α f /M , ∂α f /M∗ and integrating
the products over [0, τ ] ×R1 ×R3 (τ  τ0), respectively, we obtain from (7.7) and Lemma 7.2 that
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R1
∫ |∂α f (τ )|2
2M
dy dτ + σ0
τ∫
0
∫
R1
∫
(1+ |ξ |)|∂αG|2
M
dξ dy dτ

τ∫
0
∫
R1
∫ {
∂αM
M
LM
(
∂αG
)− (∂α f )2
2M
[
Mτ
M
−
(
ξ1 − u1
v
)
y
+ ξ1 − u1
v
My
M
]}
dξ dy dτ
+
τ∫
0
∫
R1
∫
∂α f
M
{[
∂α(LMG) − LM
(
∂αG
)]+ ∂αQ (G,G)
−
[
∂α
(
ξ1 − u1
v
f y
)
− ξ1 − u1
v
∂α f y
]}
dξ dy dτ
and
∫
R1
∫ |∂α f (τ )|2
2M∗
dy dτ + σ
τ∫
0
∫
R1
∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ

τ∫
0
∫
R1
∫ {
∂αM
M∗
LM
(
∂αG
)+ (∂α f )2
2M∗
(
ξ1 − u1
v
)
y
}
dξ dy dτ
+
τ∫
0
∫
R1
∫
∂α f
M∗
{[
∂α(LMG) − LM∂αG
]+ ∂αQ (G,G)
−
[
∂α
(
ξ1 − u1
v
f y
)
− ξ1 − u1
v
∂α f y
]}
dξ dy dτ .
Note that
τ∫
0
∫
R1
∫
∂αM
M
LM
(
∂αG
)
dξ dy dτ =
τ∫
0
∫
R1
∫
P1(∂αM)
M
LM
(
∂αG
)
dξ dy dτ
and
∂α(LMG) = LM
(
∂αG
)+ ∑
|β|=1
2Q
(
∂α−βM, ∂βG
)+ 2Q (∂αM,G), |α| = 2.
Since P1(∂αM) does not contain ∂α(v,u, θ), then we may get
∑
|α|=2
{∥∥∂α f (τ )∥∥2L2y L2ξ ( 1√M ) +
τ∫
0
∥∥√1+ |ξ |∂αG∥∥2L2y L2ξ ( 1√M ) dτ
}
 cν¯
τ∫
0
∫
R1
{ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∑
|α|=2
∣∣∂α(v,u, θ)∣∣2
+
∑
1|α|2
∫
(1+ |ξ |)(∂αG)2
M∗
dξ
}
dy dτ + c 
2
δ3
, (7.42)
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τ∫
0
∫
R1
(∫
(∂αM)2
M∗
dξ
∫
(1+ |ξ |)G2
M∗
dξ
)
dy dτ

τ∫
0
{ ∫
R1
∫
(∂αM)2
M∗
dξ dy
(∫
(1+ |ξ |)G2
M∗
dξ dy
)1/2(∫ (1+ |ξ |)G2y
M∗
dξ dy
)1/2}
dτ
 cν¯
τ∫
0
∫
R1
∫ [
(∂αM)2
M∗
+ (1+ |ξ |)G˜
2 + G2y
M∗
]
dξ dy dτ ,
due to a priori assumption in (7.18). Then it holds that
∑
|α|=2
{∥∥∂α f (τ )∥∥2L2y L2ξ ( 1√M∗ ) +
τ∫
0
∥∥√1+ |ξ |∂αG∥∥2L2y L2ξ ( 1√M∗ ) dτ
}
 c
τ∫
0
∫
R1
{ ∑
|α|=2
∣∣∂α(v,u, θ)∣∣2 + ν¯ ∑
|α|=1
[∣∣∂α(φ,ψ, ζ )∣∣2
+
∫
(1+ |ξ |)(∂αG)2
M∗
dξ
]
+ ν¯
∫
(1+ |ξ |)G˜2
M∗
dξ
}
dy dτ + c 
2
δ3
. (7.43)
Suitable linear combinations of (7.32), (7.41) and (7.42) give
∥∥(φ,ψ, ζ )(τ )∥∥2 + ∑
|α|=1
∥∥∂α(v,u, θ)(τ )∥∥2
+
∫
R1
∫ {
G˜2(τ )
M
+
∑
|α|=1
(∂αG)2(τ )
M
+
∑
|α|=2
(∂α f )2(τ )
M
}
dξ dy
+
τ∫
0
∫
R1
{
urδxq1 +
∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∑
|α|=2
∣∣∂α(v,u, θ)∣∣2
+
∫ [
(1+ |ξ |)G˜2
M
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M
]
dξ
}
dy dτ
 c
τ∫
0
∫
R1
{

(
φ2 + ψ2 + ζ 2)+ ν¯ ∫ 1+ |ξ |
M∗
[
G˜2 +
∑
1|α|2
(
∂αG
)2]
dξ
}
dy dτ + c 
δ3
, (7.44)
where the following fact has been used:
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R1
∫
(∂α f )2
M
dξ dy =
∫
R1
∫
(∂αM)2 + 2(∂αM)(∂αG) + (∂αG)2
M
dξ dy
=
∫
R1
∫
(P0(∂αM))2 + (P1(∂αM))2 + 2P1(∂αM)(∂αG) + (∂αG)2
M
dξ dy

∫
R1
∫
(P0(∂αM))2
M
dξ dy.
Finally, we get the following estimate by appropriate linear combinations of the estimates (7.29),
(7.38), (7.43) and (7.44)
N2(0, τ ) +
τ∫
0
∫
R1
{ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∑
|α|=2
∣∣∂α(v,u, θ)∣∣2
+
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ + urδxq1
}
dy dτ
 c 
δ3
+ c
τ∫
0
∫
R1
(
φ2 + ψ2 + ζ 2)dy dτ . (7.45)
This, together with a classic Gronwall inequality, yields the desired estimate (7.20). 
Lemma 7.7 (Large time estimate). Suppose that the assumptions in Proposition 7.5 hold, then
N2
(
τ 0, τ1
)+ τ1∫
τ 0
{

∥∥√urδ1x(φ, ζ )∥∥2 + ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2
+
∑
|α|=2
∥∥∂α(v,u, θ)∥∥2 + ∫
R1
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ dy
}
dτ
 c
(
N2
(
τ 0, τ 0
)+ 1/2). (7.46)
Proof. The procedure is similar to the one for the ﬁnite time estimate in Lemma 7.6. Thus we only
point out the differences between them here. For the basic energy estimate, Ri (i = 1,2,3) in (7.21)
are estimated by (6.18) and (6.19). Noting that
τ∫
τ 0
∫
R1
∫
(1+ |ξ |)−1Q 2(G,G)
Mi
dξ dy dτ
 cν¯
τ∫
τ 0
∫
R1
∫
(1+ |ξ |)G˜2
Mi
dξ dy dτ + c3
τ∫
τ 0
∥∥(ur1δx, θ rδx)∥∥4L4x dτ
 cν¯
τ∫
0
∫
1
∫
(1+ |ξ |)G˜2
Mi
dξ dy dτ + c2,τ R
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τ 0
∫ ∫
2G2t
Mi
dξ dy dτ  cν¯
τ∫
τ 0
∫ (∣∣(φy,ψy, ζy)∣∣2 + ∫ G2y
Mi
dξ
)
dy dτ + c 
2
δ
,
one then can get the basic energy estimate in large time
sup
τ 0sτ
∥∥(φ,ψ, ζ )(s)∥∥2 + ∫
R1
∫
G˜2(τ )
M
dy dτ
+
τ∫
τ 0
∫
R1
{
urδxq1 +
∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∫ (1+ |ξ |)G˜2
M
dξ
}
dy dτ
 cN2
(
τ 0, τ 0
)+ c∥∥φy(τ )∥∥2 + c1/2 + cν¯ τ∫
τ 0
∫
R1
∫
G˜2
M∗
dξ dy dτ
+ c
∑
|α|=1
τ∫
τ 0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M
dξ dy dτ .
To estimate the derivatives (|α| = 1), noting that
τ∫
τ 0
∫
R1
|θτ |
(
∂αv
)2
dy dτ  cν¯
τ∫
τ 0
∫
R1
∑
|α|=1
∣∣∂α(φ, ζ )∣∣2 dy dτ + c
and
τ∫
τ 0
∫
R1
∫
(∂αΞ)2
M
dξ dy dτ  c2 + c
τ∫
τ 0
∫
R1
∫ {
ν¯
∫
(1+ |ξ |)G˜2
M
+
∑
|α|=2
(1+ |ξ |)(∂αG)2
M
+ ν¯
∑
|α|=1
(1+ |ξ |)(∂αG)2
M
}
dξ dy dτ ,
then we have the following derivative estimate
∑
|α|=1
{∥∥∂α(v,u, θ)(τ )∥∥2 + ∫
R1
∫
(∂αG)2(τ )
M
dξ dy
}
+
∑
|α|=1
τ∫
τ 0
∫
R1
∫
(1+ |ξ |)(∂αG)2
M
dξ dy dτ +
∑
|α|=2
τ∫
τ 0
∫
R1
∣∣∂α(v,u, θ)∣∣2 dy dτ
 cN2
(
τ 0, τ 0
)+ c + c τ∫
τ 0
∫
R1
{ ∑
|α|=2
∫
(1+ |ξ |)(∂αG)2
M
dξ + ν¯
∑
|α|=1
[∣∣∂α(φ,ψ, ζ )∣∣2
+
∫
(∂αG)2
M∗
dξ
]
+ ν¯
∫
(1+ |ξ |)G˜2
M
dξ
}
dy dτ + c
∑
|α|=2
∥∥∂αv(τ )∥∥2.
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then we obtain the desired estimate (7.46) by an appropriate linear combination as in the last
lemma. 
7.5. Proof of Theorem 4.2
The main interest here is to obtain a rate of convergence in the mean free path  which is valid
uniformly for all time, when we specialize to smooth rarefaction waves of the Euler equations. We ﬁrst
prove a ﬁnite time result which justiﬁes the ﬂuid-dynamical limit for a fairly large class of smooth
ﬂows on any given ﬁxed time interval [0, T ] with T < +∞, which, in particular, yields Theorem 4.2
on [0, T ]. We then complete the proof of Theorem 4.2 by deriving a large time a priori estimate as in
the previous subsection.
7.5.1. Smooth ﬂows in ﬁnite time
Let 0 < T < +∞, and (V ,U ,Θ)(t, x) be a smooth solution to the Euler equations as stated in
Section 6.2.1. Our following theorem asserts that M[V ,U ,Θ](t, x, ξ) is a limit as  → 0, of the Boltzmann
solution f (t, x, ξ) to Boltzmann equation (2.5) with the same initial data
f (0, x, ξ) = M[V ,U ,Θ](0, x, ξ). (7.47)
Theorem 7.8. Let (V ,U ,Θ)(t, x) be a smooth Euler solution as described above. Then there exist positive
constants 2 and c(T ) such that for each  ∈ (0, 2], the Cauchy problem for the Boltzmann equation (2.5),
(7.47) has a unique solution f (t, x, ξ) such that
sup
0tT
∥∥ f (t, x, ξ) − M[V ,U ,Θ](t, x, ξ)∥∥L∞x L2ξ ( 1√M∗ )  c(T )1/2. (7.48)
It is easy to see that the above theorem follows immediately from the following a priori estimate.
Proposition 7.9. Suppose that the Cauchy problem (2.5) and (7.47) has a solution f with ( f − M[V ,U ,Θ]) ∈
X̂(0, τ1) for some positive τ1  −1T . There exist positive constants 2, ν2 and c(T ), independent of  and τ1 ,
such that if
 ∈ (0, 2], N2(0, τ1) ν2 (7.49)
for small 2 and ν2 , then for τ ∈ (0, τ1],
N2(0, τ ) +
τ∫
0
{ ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2 + ∑
|α|=2
∥∥∂α(v,u, θ)∥∥2
+
∫
R1
∫
(1+ |ξ |)
M∗
[
G˜2 +
∑
1|α|2
(
∂αG
)2]
dξ dy
}
dτ  c(T ). (7.50)
Proof. First, note that the smallness of 2 and ν2 in (7.49) guarantees that V + φ  v/2, Θ + ζ  θ/2
and the existence of M∗ . The estimate (7.50) can be derived in a similar way as for (7.17) by taking
into account the fact that |Ux| c0. For the basic energy estimate, although Ux has no sign here, the
term 
∫∫
Uxq1 dy dτ is bounded by c
∫∫
(φ2 + ζ 2)dy dτ , which can be put into the right-hand side
of (7.32). Then we have
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R1
∫
G˜(τ )2
M
dy dτ
+
τ∫
0
∫
R1
{ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∫ (1+ |ξ |)G˜2
M
dξ
}
dy dτ
 c
∥∥φy(τ )∥∥2 + c τ∫
0
∫
R1
{

(
φ2 + ψ2 + ζ 2)+ ∑
|α|=1
∫
(1+ |ξ |)(∂αG)2
M
dξ
}
dy dτ
+ cν¯
τ∫
0
∫
R1
∫
G˜2
M∗
dξ dy dτ + c,
where ν¯ = ν¯(2, ν2) are small. The estimates for the derivatives are the same as in Lemma 7.6. It then
holds that
N2(0, τ ) +
τ∫
0
∫
R1
{ ∑
|α|=1
∣∣∂α(φ,ψ, ζ )∣∣2 + ∑
|α|=2
∣∣∂α(v,u, θ)∣∣2
+
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ
}
dy dτ
 c + c
τ∫
0
∫
R1
(
φ2 + ψ2 + ζ 2)dy dτ .
This, together with a classic Gronwall inequality, yields the desired estimate (7.50). 
7.5.2. Smooth rarefaction waves in large time
Let us now turn to the smooth rarefaction waves. Take (V ,U ,Θ)(t, x) as in Theorem 7.8 to be the
smooth rarefaction wave (vR ,uR , θ R)(t, x) given in Theorem 4.2. Then Theorem 7.8 implies immedi-
ately Theorem 4.2 on any ﬁnite time interval. To complete the proof of Theorem 4.2, we need only
show the following large time a priori estimate. In what follows, (V ,U ,Θ)(t, x) = (vR ,uR , θ R)(t, x).
Proposition 7.10. Suppose that the Cauchy problem of the Boltzmann equation has a solution f (t, x, ξ) as in
Theorem 4.2, which is deﬁned on [0, T1] × R1 (1  T1  +∞) and with ( f − M[vR ,uR ,θ R ]) ∈ X̂(0, τ1) for
some τ1 > τ 0(= −1). There exist positive constants 3 , ν3 and c, independent of  and τ1 , such that if
 ∈ (0, 3], N2
(
τ 0, τ1
)
 ν3
for small 3 and ν3 , then it holds that
N2
(
τ 0, τ1
)+ τ1∫
τ 0
{

∥∥√uR1x(φ, ζ )∥∥2 + ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2 + ∑
|α|=2
∥∥∂α(v,u, θ)∥∥2
+
∫
R1
∫ [
(1+ |ξ |)G˜2
M∗
+
∑
1|α|2
(1+ |ξ |)(∂αG)2
M∗
]
dξ dy
}
dτ  c
(
N2
(
τ 0, τ 0
)+ 1/2).
Proof. By virtue of Lemma 5.3, the proposition can be proved in the same way as for Lemma 7.7. 
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