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Abstract
Many Bayesian inference problems involve target distributions whose density functions are
computationally expensive to evaluate. Replacing the target density with a local approximation
based on a small number of carefully chosen density evaluations can significantly reduce the
computational expense of Markov chain Monte Carlo (MCMC) sampling. Moreover, continual
refinement of the local approximation can guarantee asymptotically exact sampling. We devise
a new strategy for balancing the decay rate of the bias due to the approximation with that of
the MCMC variance. We prove that the error of the resulting local approximation MCMC (LA-
MCMC) algorithm decays at roughly the expected 1/
√
T rate, and we demonstrate this rate
numerically. We also introduce an algorithmic parameter that guarantees convergence given
very weak tail bounds, significantly strengthening previous convergence results. Finally, we ap-
ply LA-MCMC to a computationally intensive Bayesian inverse problem arising in groundwater
hydrology.
1 Introduction
Markov chain Monte Carlo (MCMC) is a sampling algorithm that in principle can simulate any
probability distribution. In practice, many MCMC algorithms are infeasible when target density
evaluations are computationally intensive. In this paper, we present an algorithm that mitigates
this issue, achieving two desirable properties: we (i) vastly reduce the number of target density
evaluations per MCMC step, while (ii) provably retaining a convergence rate roughly equal to that
of the original expensive algorithm.
Challenges associated with computationally intractable target densities are extremely well known
in the Monte Carlo literature. We now give a short survey of approaches to the problem, empha-
sizing the contributions of the current paper.
Replacing the intractable target density with an approximation or “surrogate model” is the
simplest way to significantly reduce the computational cost of MCMC. Replacing the target density
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with a fixed surrogate, however, introduces a non-vanishing bias [Marzouk and Xiu, 2009, Cotter
et al., 2010, Bliznyuk et al., 2012, Li and Marzouk, 2014, Cui et al., 2016, Stuart and Teckentrup,
2018]. The obvious solution to the problem of non-vanishing bias is to iteratively refine the surrogate
during sampling. This strategy introduces some non-trivial technical difficulties: continual surrogate
refinement within MCMC results in a process that is not Markovian. Such non-Markovian processes
can have surprising and terrible convergence properties even when the surrogate has very low
pointwise error [ Latuszyn´ski and Rosenthal, 2014], sometimes failing to converge at all. In our
previous work, we presented an MCMC algorithm with a continually refined surrogate based on local
approximations. We showed that this algorithm avoided the worst of these convergence problems
and produced asymptotically exact results under certain strong conditions [Conrad et al., 2016,
2018].
The strong assumptions required by the theoretical results of Conrad et al. [2016, 2018] are
symptoms of a practical problem with how local approximation and MCMC interact in the “tails”
of the target distribution. Conrad et al. [2016, 2018] built a piecewise polynomial approximation by
solving a local regression problem, using a small number of nearby exact target density evaluations.
Refinements triggered by a cross-validation heuristic on the acceptance ratio added new points to the
set of target density evaluations. Ideally, this approach should avoid expensive density evaluations
in regions of low probability—particularly the tails of the distribution. In practice, there was an
important tension: the cross-validation heuristic requires many more tail evaluations than a good
global design would suggest, but gives many fewer tail evaluations than are sometimes required for
global convergence and stability of the MCMC algorithm. In Conrad et al. [2016, 2018] we showed
that this tension can be avoided under certain strong tail conditions. However, we additionally
required randomly triggered surrogate refinements to ensure global convergence.
In more general settings, however, the underlying tension remains and leads to two serious issues
which we address in the present paper. First is the behavior of the cross-validation heuristic noted
above: it demands more refinements in low probability regions than the goal of good pointwise
approximation of the target density would dictate. Second, and even worse, local polynomial
approximations typically have very bad tail behavior, even failing to be integrable unless nearly
every point in the tail has a density evaluation. To resolve the first issue, we prevent over-refinement
in the tails by introducing a new refinement strategy that relaxes the acceptable error threshold
in the tails of the distribution. We then introduce a new correction term for our acceptance
probabilities that allows the algorithm to retain good convergence properties even under very weak
assumptions about tail behavior, and without requiring integrability of the surrogate.
The result is an algorithm that tends to require far fewer density evaluations (resulting in faster
runs) while delivering robust performance for a much broader class of target distributions. From a
practical point of view, work such as Conrad et al. [2016, 2018], Angelikopoulos et al. [2015] showed
that the number of expensive target density evaluations can be reduced by orders of magnitude
with minimal impact on the accuracy of target expectation estimates. Our new algorithm further
reduces the number of density evaluations to nearly the rate-optimal number, without sacrificing
MCMC stability.
From a theoretical point of view, we guarantee that LA-MCMC converges quickly by providing
useful bounds on the convergence of the algorithm after a finite number of MCMC steps. Our main
result is that the mean-square error of our LA-MCMC estimates decays at roughly the expected
1/T rate, where T is the number of MCMC steps. We also show that LA-MCMC converges under
very weak tail bounds that hold for many statistical examples. Comparatively, Conrad et al. [2016]
only established a law of large numbers that applied for special tail shapes.
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Our new LA-MCMC algorithm replaces the expensive target density with a local polynomial
surrogate and includes a refinement strategy with two important features. First, we introduce an
algorithmic parameter that prevents the chain from moving infinitely far from the mode of the
target probability distribution. Second, we derive a rate-optimal refinement strategy that balances
surrogate bias with MCMC error. We use a local error indicator to estimate the bias introduced
by the surrogate. Under this optimal strategy, the refinement rate (i.e., the rate at which new
density evaluations are demanded) decreases with T . This implies that the decay of the MSE as
the number of density evaluations n increases is not only faster than the 1/n rate expected for
standard geometrically ergodic MCMC, but also that this convergence rate (in n) accelerates as the
number of MCMC steps T increases.
Other related work. There have been many attempts to speed up MCMC for models that are
expensive to compute. We have already discussed work based on the construction of surrogate
models. Some other approaches have been rather different. The multi-level MCMC approach of
Dodwell et al. [2015], and related multi-index extensions [Jasra et al., 2018], rely on predefined
hieararchies of models—e.g., corresponding to different mesh refinements of an underlying differ-
ential equation model—that induce trade-offs between computational cost and accuracy. These
approaches can drastically reduce the number of expensive model evaluations and total wallclock
time of an MCMC run, but require a careful understanding of numerical approximation errors to
achieve optimal convergence rates. In contrast, Kaipio and Somersalo [2007], Chkrebtii et al. [2016]
and other related work create statistical models of numerical discretization error in ODE or PDE
models. Delayed-acceptance MCMC, on the other hand, “screens” MCMC proposals through ap-
proximate models but evaluates the expensive target density at least once for each accepted sample
[Christen and Fox, 2005, Cui et al., 2011], thus reducing cost by a constant factor.
Organization of the paper. In Section 2 we present our new algorithm, including the refinement
scheme, the bias-variance tradeoff, and the tail correction. Section 3 describes our main theoretical
results. Section 4 provides a range of numerical examples, beginning with simple configurations
intended to illustrate specific features and variations of the algorithm, and culminating in the
inference of a spatially distributed coefficient in a set of nonlinear PDEs.
2 Local approximation MCMC
We assume that our target distribution has a density pi(x) = exp (L(x)) on Rd. Our goal is to
construct an algorithm that exploits regularity in pi to reduce the computational cost of simulating
from the target distribution. As discussed in the introduction, replacing target density evaluations
with a continually and infinitely refined surrogate model, within MCMC, can asymptotically gen-
erate samples from the exact target distribution [Conrad et al., 2016]. Given a finite number of
MCMC samples, however, replacing the target density with such an approximation introduces a
surrogate bias. In this section, we present a LA-MCMC algorithm that extends Conrad et al. [2016]
in two significant ways: (i) we use the trade-off between surrogate bias and Monte Carlo variance
to develop a refinement strategy with near-optimal convergence guarantees; and (ii) we introduce
a parameter that allows LA-MCMC to easily characterize distributions with heavier tails given
little a priori knowledge, while enabling additional speedups when the user has substantial a priori
knowledge.
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Our approach will build a local polynomial approximation [Conn et al., 2009, Kohler, 2002,
Stone, 1977] of a function g : Rd → R, where g is chosen such that evaluating pi(x) is trivial given
g(x). For instance, g might be the log-density L; or it might be the log-likelihood function in
a Bayesian setting, if the prior density is relatively trivial to evaluate. Let the “evaluated set”
Sn = {x1, . . . , xn} comprise the set of parameter values xi ∈ Rd at which we have evaluated g(xi).
For now, we take this set as given; later, we discuss how to construct it. With an appropriate
construction of S, local approximations allow refinement to focus on regions where the target
distribution has greater mass. Polynomial approximations are appealing because they can be built
easily, are cheap to evaluate, and have known analytic derivatives.
2.1 Local polynomial approximations
We construct local polynomial approximations using weighted regression [Kohler, 2002]. Let P be
a polynomial space over Rd. The local surrogate at each x ∈ Rd is gˆ(x,Sn) such that
gˆ(x,Sn) = arg min
m∈P
n∑
i=1
(m(xi)− g(xi))2W (x, xi), (1)
where W (x, x′) is a locally supported kernel. Typically, we choose the k-nearest neighbor kernel
W (x, x′) =
{
1 if x′ ∈ Bk(x)
0 otherwise,
(2)
where Bk(x) is the smallest ball centered at x containing k elements of Sn. Define a basis Φ =
{φj}qj=1 for P, let φ(x) = [φ1(x), . . . , φq(x)]T , and define xk(x,Sn) = {x˜ ∈ Sn : W (x, x˜) > 0}. The
elements of xk(x,Sn) are the k nearest neighbors to x. The optimal polynomial kernel estimate is
gˆ(x,Sn) = φ(x)Ta(x,xk(x,Sn)) (3)
such that
a(x,xk) = arg min
α∈Rq
‖V(xk)α− g(xk)‖2W(x,xk), (4)
where ‖x‖2A = xTAx,
W(x,xk) = diag [W (x, x1), . . . ,W (x, xk)], (5a)
V(xk) is the Vandermonde matrix
V(xk) =
 φ(x1)
T
...
φ(xk)
T
 , (5b)
and
g(xk) =
 g(x1)...
g(xk)
 . (5c)
Assuming V(xk) has full column rank and k ≥ q, the local polynomial approximation exists and is
unique [Kohler, 2002, Stone, 1977]. The solution to (4) is
a(x,xk(x,Sn)) = (VTWV)−1VTg. (6)
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2.1.1 Error analysis
We derive local error bounds that, for a fixed evaluated set Sn, depend on the number of nearest
neighbors, the size of the ball containing them, and the local behavior of the surrogate. We assume
that the kernel W (x, x′) is the hat kernel defined in (2) and that P is the space of polynomials of
degree ≤ p; we write q = |P|.
We first investigate the local behavior of the polynomials in the ball Bk(x). Let ∆(x) =
maxxi∈xk(x) (‖x− xi‖) be the radius of Bk(x)—the ball that contains k points in the evaluated
set Sn. We note that the radius of Bk(x) is not uniform in x ∈ Rd. Analogous to (4), define k
Lagrange polynomials
λj(x) = arg min
m∈P
k∑
i=1
(m(xi)− δij)2, (7)
where δij is the Dirac delta. Here, the summation is over the k nearest neighbors to x (i.e.,
xi ∈ xk(x)). Let λ(x) = [λ1(x), . . . , λk(x)]T . The nearest neighbors xk(x) are Λ-poised in Bk(x) if
max
x′∈Bk(x)
‖λ(x′)‖2 = Λ2(x) ≤ Λ. (8)
This definition of Λ-poisedness is slightly different than Conn et al. [2009], who use the infinity norm.
However, since the number of nearest neighbors k is constant, these definitions are equivalent. Λ-
poisedness measures how well-distributed the points are within the ball. For example, consider
points i and j in a unit ball and quadratic polynomials. The ith Lagrange polynomial is close
to one at point i and close to zero at point j. The parabolic Lagrange polynomial is narrower if
the points are close together and wider if they are far apart. The wider parabola has a smaller
poisedness constant than the narrower one.
Assuming Λ-poisedness and that g(x) is at least (p+ 1) times differentiable, we have the error
bound
|gˆ(x,Sn)− g(x)| ≤ sup
x′∈Bk(x)
(g(p+1)(x′))
k
(p+ 1)!
Λ∆(x)p+1, (9)
where p is the polynomial degree and g(p+1)(x) is the (p+1)th derivative of g(x) [Conn et al., 2009].
The radius ∆(x) decreases as points are added to Sn—assuming they are chosen in such a way that
maintains Λ-poisedness.
2.1.2 Local refinements
Given gˆ(x,Sn), we improve the surrogate in a neighborhood around x by performing a local refine-
ment. A local refinement adds a new point x∗ to the evaluated set—Sn+1 = Sn ∪ {x∗}—and the
local error bound (9) decreases. Randomly choosing a nearby point tends to form clusters [Rote and
Tichy, 1996], however, and therefore refining using a random point inside Bk(x) fails to maintain
Λ-poisedness.
We choose the refinement location based on the poisedness constant Λ2(x) defined in (8). Com-
puting Λ2(x) by solving the optimization problem defined in (8) also defines the point
xλ(x) = arg min
x′∈Bk(x)
‖λ(x′)‖2. (10)
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Heuristically, if xk(x) is poorly poised in Bk(x) (Λ2(x)  1) then the new point xλ(x) will be
relatively far from the any clusters in xk(x). Conversely, if xk(x) is well poised in Bk(x) (Λ2(x) ≈ 1)
then the updated set remains well poised. We, therefore, refine by setting Sn+1 = Sn ∪ {xλ(x)}.
We trigger a refinement if the poisedness constant exceeds a user-prescribed threshold Λ¯ (i.e.,
if Λ2(x) > Λ¯ then set Sn+1 = Sn ∪ {xλ(x)}). In practice, however, we find that adding xλ(x) to
the evaluated set maintains poisedness and this criteria rarely triggers refinements. Computing the
poisedness constant by solving (8) can be computationally burdensome (although still significantly
cheaper than expensive density evaluations). We often “turn off” this refinement criteria by setting
Λ¯ =∞ and, therefore, only need to compute the poisedness constant when refinements are triggered.
2.2 Sampling methods using local approximations
Each step of a typical Markov chain Monte Carlo (MCMC) algorithm consists of three stages: (i)
propose a new state, (ii) compute the acceptance probability, and (iii) accept or reject the proposed
state. Local approximation MCMC (LA-MCMC) adds a fourth stage—possibly refine the surrogate
model—and replaces expensive target density evaluations with cheaper surrogate evaluations (see
algorithm 1). The refinement frequency ensures that the error incurred because we use a surrogate
model balances the Monte Carlo variance.
2.2.1 Bias-variance trade-off
We discuss heuristics for the bias-variance trade-off for MCMC with exact evaluations and LA-
MCMC, deferring rigorous discussion to section 3.
Fix a function f and Markov chain {Xt}t≥0 with stationary measure piX . For T ∈ N, denote
by pˆiT (f) =
1
T
∑T
t=1 f(Xt) the usual Monte Carlo estimate of piX(f) = E[f ]—the expectation with
respect to piX . Under modest conditions (see e.g. the textbook Meyn and Tweedie [2012]), the
asymptotic bias exists and satisfies
lim
T→∞
T |E[pˆiT (f)]− pi(f)| ∈ (0,∞) (11)
while the asymptotic variance exists and satisfies
lim
T→∞
T var (pˆiT (f)) ∈ (0,∞). (12)
When this happens, there is (asymptotically) no trade-off: the bias quickly becomes a negligible
source of error.
In the context of LA-MCMC, some more care is required because of an additional bias from
the surrogate model. We assume that piX has density pi(x) = exp (L(x)), and view LA-MCMC as
an “approximate” MCMC algorithm that tries to target a surrogate1 Lˆ(x) ≈ L(x). We assume
the surrogate adheres to the error bound bound in (9) and, therefore, we assume a pointwise error
bound bound of the form:
|L(x)− Lˆ(x)| ≤ Cb∆(x)p+1 (13)
1We note that our surrogate pˆi(x) often fails to be a probability density. We resolve this technical problem in
section 3, and somewhat surprisingly our approach means that this problem has very little impact on the following
heuristic calculations.
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for Cb > 0. We will show in section 3 that the bias incurred from using a surrogate model inherits
the similar error bound—
|pˆiT (f)− pi(f)| ≤ C ′b∆¯p+1, (14)
where C ′b > 0 and, informally, we think of ∆¯
p+1 as the maximum of ∆(x)p+1 divided by some
pi-integrable penalty function V (x) ≥ 0 to be described later. We can thus use the penalized local
radius V (x)−1 ∆(x)p+1 as an error indicator, and sequentially refine our approximation so that
∆¯ = ∆¯(T ) decays with time T .
We would like to balance the additional error introduced by the surrogate model against the
usual “Monte Carlo” error of the original Markov chain. As is typically the case when balancing
different sources of error, we choose our parameters so that the upper bound on our surrogate error
is the same order of magnitude as our upper bound on the Monte Carlo error.
To ensure that the pointwise surrogate error is small enough, we divide the chain into L levels
and prescribe a piecewise constant error threshold
γ(x) = γ0`
−γ1V (x) (15)
for each level ` with γ0 > 0 and γ1 > 0.5. As a reasonable default, we often choose V (x) =
exp (ν0‖x− x¯‖ν1), where ν0 > 0, 0 < ν1 ≤ 1, and x¯ is the user-prescribed estimate of the centroid
of the distribution (e.g., the mean or maximum a posteriori point). We locally refine the surrogate
model if the error indicator ∆(x)p+1 exceeds this threshold (∆(x)p+1 > γ(x)). Level ` ends at step
T`, when the MCMC variance is the same size as the squared surrogate bias:
(max
x∈C
(V (x))γ0`
−γ1)2 ∼ CvT−1l implying T` = τ0`2γ1 , (16)
where τ0 = (maxx∈C (V (x))γ0)2/Cv is the length of the first level. In practice, we set the the level
as a function of the MCMC step t
`(t) = b(t/τ0)1/(2γ1)c. (17)
We require that the length of each level τ` = T` − T`−1 strictly increases and, therefore, γ1 > 0.5.
The constant τ0 is rarely known; we treat it as an algorithmic parameter. Given the initial error
threshold γ0 > 0, error decay rate γ1 > 0.5, initial level length τ0 ≥ 1, and the Lyapunov function
V (x), we locally refine whenever the error indicator at an accepted state in the chain exceeds the
decaying error threshold (see algorithm 1).
2.2.2 Tail correction
There is a major technical difficulty in making the heuristic from section 2.2.1 precise: it is possible
that our surrogate function has small pointwise error as in (13), but fails to be globally integrable
(and thus cannot possibly be an unnormalized probability density). This results in large practical
and theoretical difficulties: the stochastic process may wander off to infinity, and the pointwise
bound in (13) will not give any bound on the Monte Carlo error. In previous work (e.g., Conrad
et al. [2016]), we avoided this problem by working on compact state spaces or obtaining much
stronger pointwise approximations than (13). Here, we obtain much stronger results by slightly
tweaking our algorithm’s acceptance probability.
Our tweak uses the Lyapunov inequality of the MCMC algorithm with exact evaluations V (x)
to change the acceptance probability. Rather than computing the typical Metropolis-Hastings
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acceptance probability targeting pˆi, we slightly increase the chances of moves that would decrease
the Lyapunov function and decrease the chances of moves that would increase it. Roberts and
Tweedie [1996] give very general conditions under which we can easily define the Lyapunov function.
More precisely, given the current state x and proposed state x′, we tweak the usual Metropolis-
Hastings acceptance probability with the estimate
log pi(x′) ≈ L˜(x′) ≡ Lˆ(x′) +QV (x, x′), (18)
where
QV (x, x
′) =
{
η(γ(x′) + γ(x)) if V (x′) < V (x)
−η(γ(x′) + γ(x)) if V (x′) ≥ V (x), (19)
and γ(x′) is defined by (15). Here, Lˆ(x′) is an approximation of the log-density using the local
polynomial approximation. The factor (γ(x′) +γ(x)) causes the correction to become less apparent
as the error threshold decays γ(x′) + γ(x)→ 0 and η ≥ 0 is a user-defined parameter to control the
correction.
3 Theoretical results
The main theoretical results of this paper are that LA-MCMC inherits approximately the same
1/T convergence rate for the mean squared error as MCMC with exact evaluations and that our
slight tweak to the acceptance probably allows LA-MCMC to converge even for heavier tailed
distributions. We summarize the results and their implications here and refer to appendix A for
detailed discussion.
Denote by K the transition kernel of a discrete-time Markov chain on Rd with unique stationary
distribution piX that has density pi(x). We wish to study the stochastic processes that approximate
K, despite not being Markov chains. Note that most of the calculations in this section are similar to
those in the “approximate” Markov chain literature (see e.g. Johndrow et al. [2015], Medina-Aguayo
et al. [2018], Pillai and Smith [2014], Rudolf et al. [2018]). The biggest differences are:
1. Our processes are not quite Markov chains. This does not substantially change any calcula-
tions, but does require us to be slightly more careful in a few steps.
2. We make slight atypical assumptions about our Lyapunov functions. These are justified in
section A.2.
The purpose of the “tweak” in (18) was to force our main algorithm to satisfy the same Lyapunov
condition as the baseline MCMC algorithm that it is approximating. To be more precise, we
assume the Metropolis Hastings transition kernel K associated with proposal kernel qt and target
distribution where the target piX satisfies:
Assumption 1. (Lyapunov Inequality). There exists V : Rd 7→ [1,∞) and constants 0 < α ≤ 1
and 0 ≤ β <∞ so that
(KV )(x, ·) ≤ (1− α)V (x) + β (20)
for all x ∈ Rd and all s ≥ 0.
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Algorithm 1 Pseudo code for the local approximation MCMC (LA-MCMC) algorithm. LA-
MCMC requires eight parameters: (i) the initial error threshold γ0 > 0, (ii) the error threshold
decay rate γ1 > 0.5, (iii) the maximum poisedness constant Λ¯, (iv) the length of the first level
τ0 ≥ 1, (v) the tail-correction parameter η ≥ 0, (vi) the number of nearest neighbors k used to
construct the local polynomial surrogate, (vii) the degree of the local polynomial surrogate p, and
(viii) a guessed Lyapunov function V .
Set initial state X0 and surrogate model for the log-target Lˆ0
for t← 1 to ∞ do
Propose X ′ ∼ qt(·|Xt)
Possibly refine: (γ(Xt), Lˆ′) = Refine surrogate(Xt, Lˆt−1, t)
Compute error threshold (γ(X ′), Lˆt) = Refine surrogate(X ′, Lˆ′, t)
Compute L˜t(X ′) via (18) and the acceptance probability
α(Xt, X
′) = min
(
1, exp (L˜t(X ′)− Lˆt(Xt))qt(Xt|X
′)
qt(X ′|Xt)
)
Accept/reject step:
Xt+1 =
{
X ′ with probability α(Xt, X ′)
Xt else
procedure Refine surrogate(X, Lˆ, t)
Compute the local error threshold
γ(X) = γ0(b(t/τ0)1/(2γ1)c)−γ1V (X)
and (optionally) compute the poisedness constant Λ2(X)
if ∆(X)p+1 > γ(X) or (optionally) Λ2(X) > Λ¯ then
Lˆ′ = Trigger refinement(X, Lˆ)
else Lˆ′ = Lˆ
return The error threshold γ(X) and Lˆ′
procedure Trigger refinement(X, Lˆ)
Compute poisedness-based refinement location xλ(X) defined in (10)
if xλ(X) /∈ Sn then Set Sn ← Sn ∪ {xλ(X)} and n← n+ 1
if xλ(X) ∈ Sn then Randomly choose X∗ ∈ Bk(X) and set Sn ← Sn ∪ {X∗} and n← n+ 1
return The updated surrogate model Lˆ′ using Sn
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Assumption 2. (Geometric Ergodicity). Let assumption 1 (or 4—see appendix A) hold. There
exists 0 < R <∞ and 0 ≤ γ < 1 so that
sup
x:V (x)≤4β/α
‖Ks(x, ·)− pi(·)‖TV ≤ Rγs (21)
for all s ≥ 0.
Note that we denote by Ks(x, ·) the s-step transition density for a chain sampled from K with
starting point x, so that K1(x, ·) = K(x, ·).
We now link to algorithm 1 with the same proposal qt and target piX . Let {Xˆt}t≥0 be the
result of a run of this algorithm, and let {Lˆt}t≥0 and {Xˆ ′t}t≥0 be the sequence of surrogates and
proposals computed during the run. We make the following assumption about the “goodness” of
our approximation:
Assumption 3. (Approximation Goodness). The parameters of algorithm 1 are such that the
approximation Lˆt to the log-density satisfies
|Lˆt(Xˆt)− L(Xˆt)|+ |Lˆt(Xˆ ′t)− L(Xˆ ′t)| ≤ QV (Xˆt, Xˆ ′t) (22)
deterministically, where QV (Xˆt, Xˆ
′
t) is as defined in (19).
Fix a function f : Rd 7→ [−1, 1] with pi(f) = 0. Our main theoretical result is:
Theorem 1. Let assumptions 1, 2, and 3 hold and let {Xt}Tt=1 be generated by algorithm 1, then∣∣∣∣∣∣E
( 1
T
T∑
t=1
f(Xˆt)
)2∣∣∣∣∣∣ ≤ C log(T )
3
T
(23)
for constant C > 0.
To give theorem 1 some context, the “usual” MCMC estimate satisfies E[(pˆiT (f))2] ≤ C/T for all
T > T0 sufficiently large under the same Lyapunov and minorization assumptions (assumptions 1
and 2—see Meyn and Tweedie [2012]). Furthermore, the usual bound is sharp. Our bound is nearly
identical, giving up only logarithmic terms. Informally, this suggests that using our algorithm has
nearly the same finite-time guarantees as typical MCMC algorithms and, depending on the specific
problem, may be substantially cheaper to run.
4 Numerical examples
4.1 One dimensional toy example
We use the one dimensional density
log (pi(x)) ∝ −0.5x2 + sin (4pix) (24)
over x ∈ R to demonstrate how changing algorithmic parameters affects the performance of LA-
MCMC. Figure 1 shows binned MCMC samples computed with a standard Gaussian proposal
distribution using both exact evaluations and local approximations and figure 2 shows the error
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indicator ∆(x)p+1 and error threshold (15). Both the error indicator and threshold depend on the
state x; the indicator depends on the local ball size and the threshold depends on the Lyapunov
function V (x) = exp (‖x‖). Let
σ2T = var {xt}Tt=1 and σ˘2T = var {xt}Tt=1 (25)
be the estimated variance using T samples computed using exact evaluations and local approxima-
tions, respectively. We first compute a ‘high fidelity’ approximation of the variance σ2 =
∑50
i=1 σ
2
T
with T = 106 and estimate the error using exact evaluations and local approximations—
eT = |σ2 − σ2T | and e˘T = |σ2 − σ˘2T |. (26)
We compute the expected error by averaging eT and e˘T over multiple chains. The bias-variance
trade-off (see section 2.2.1) ensures that the expected error computed with samples generated by LA-
MCMC decays at the same rate as the expected error computed using exact evaluations. However,
we need to tune the initial error threshold γ0 and initial level length τ0 to ensure that the expected
error is the same magnitude. In general, we set τ0 = 1. The initial error threshold also determines
the initial expected radius ∆¯(0) = γ
1/(p+1)
0 . Heuristically, we choose γ0 so that the initial radius is
smaller than the radius of a ball containing the non-trivial support of the target density.
−4 −3 −2 −1 0 1 2 3 4
x
0.0
0.2
0.4
0.6
0.8
pi
(x
)
Figure 1: Binned MCMC samples computed with exact evaluations (grey line) and using local
approximations (red line) with γ0 = 0.1, γ1 = 1, Λ¯ = ∞, τ0 = 1, η = 0, k = 6, p = 2, and
V (x) = exp (‖x‖) (see algorithm 1).
The bias-variance trade-off makes LA-MCMC insensitive to the error decay rate γ1—as long
as γ1 > 0.5. As a function of MCMC steps t, figure 3(a) shows that the error using a surrogate
model decays at the same rate as the exact evaluation case if γ1 > 0.5. Recall that we impose a
piecewise constant error threshold γ0l
−γ1 and that each threshold corresponds to a different ‘level’
l. We choose the length of level l so that we switch to the (l+ 1)st level when the squared surrogate
bias and Monte Carlo variance are similar in magnitude—at step τ0t
2γ1 . If γ1 < 0.5 then the level
lengths decrease as t → ∞. We increase l at most once per step and, therefore, when the level
length is less than one the error threshold does not decay fast enough. In this case, the surrogate
bias dominates the error and, as we see in figure 3(a), the error decays slower as a function of
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Figure 2: The local error indicator ∆(x)p+1 (blue line) and error threshold (15) (red line) used to
trigger refinement. This example run triggered 472 refinements.
MCMC steps. Figure 3(b) shows that, since we do not evaluate the target density every MCMC
step, the convergence as a function of density evaluations is faster than in the exact evaluation case.
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Figure 3: The expected error averaged over 50 MCMC chains as a function of (a) MCMC steps t
and (b) the number of target density evaluations n with γ0 = 0.1, Λ¯ = ∞, τ0 = 1, η = 0, k = 6,
p = 2, and V (x) = exp (‖x‖) (see algorithm 1). As a function of MCMC steps, the bias-variance
trade-off ensures that if γ1 > 0.5 then the expected error decays at the same rate as the exact
evaluation case. Since we do not need to evaluate the target density at every MCMC step, the error
decays faster as a function target density evaluations.
Approximating the target density with higher order polynomials increases the efficiency of LA-
MCMC—see figure 4. As a function of MCMC steps t, figure 4(a) shows that the bias-variance
trade-off ensures the error decay rate is the same regardless p. Since the local error indicator is
∆(x)p+1, larger values of p achieve the same error threshold with larger radius ∆(x) < 1. Therefore,
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Figure 4: The expected error averaged over 50 MCMC chains as a function of (a) MCMC steps t
and (b) the number of target density evaluations n with γ0 = 0.1, γ1 = 1, Λ¯ = ∞, τ0 = 1, η = 0,
k = 2(p+ 1), and V (x) = exp (‖x‖) (see algorithm 1). The bias-variance trade-off ensures that the
error decays rate as a function of MCMC steps is the same as the exact evaluation case. However, as
we increase the order of the local polynomial, LA-MCMC requires fewer target density evaluations
to achieve the same error.
using higher order polynomials requires fewer target density evaluations—shown in figure 4(b).
However, higher order polynomials also require more evaluated points inside the local ball Bk(x).
In this one dimensional example, the local polynomial requires p + 1 points to interpolate and,
therefore, we choose k = 2(p + 1) nearest neighbors to solve the regression problem (1). We see
diminishing returns as p increases—higher order polynomials achieve the same accuracy with larger
∆(x) but require more target density evaluations within each ball Bk(x) to solve (1).
As the number of MCMC steps increases t→∞, LA-MCMC becomes more efficient. Figure 5
shows that each time we double the number of MCMC steps the algorithm requires fewer target
density evaluations—as t → ∞, the refinement rate decreases. The bias variance trade-off ensures
that the error decay rate is 1/t. If target density evaluations are the limiting computational expense,
as is typical in many applications, then as t→∞ the rate that LA-MCMC generates samples from
the target density increases.
4.2 Controlling tail behavior
The algorithmic parameter η controls how quickly LA-MCMC explores the tails of the target
distribution. In the previous example, the tails target distribution decayed quadratically—similar
to a Gaussian—and, therefore, we set η = 0. Here, we consider the two dimensional density
log pi(x) ∝ −x21 − (x2 − 5x21)2 (27)
over x ∈ R2. Figure 6 shows the density estimated using MCMC samples with exact evaluations
using an adaptive Metropolis (AM) transition kernel [Haario et al., 2001]; note the long tails in the
x2 direction. Figure 7 shows the mixing of the MCMC chain given exact evaluations. We see that
the chain does explore the tails, however, it always returns to high probability regions.
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Figure 5: The expected number of refinements averaged over 50 MCMC chains given different local
polynomial order with γ0 = 0.1, γ1 = 1, Λ¯ =∞, τ0 = 1, η = 0, k = 2(p+ 1), and V (x) = exp (‖x‖)
(see algorithm 1). The refinement rate decreases as t → ∞, making MCMC more efficient as t
increases.
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
x1
−2
0
2
4
6
8
10
12
x
2
Figure 6: The two dimensional density defined in (27).
We control how quickly LA-MCMC explores the tails of the distribution by varying η. The local
polynomial surrogate model does not correctly capture the tail behavior and the surrogate model is,
therefore, not an unnormalized probability density. Naively using LA-MCMC with no corrections
(η = 0) allows the chain to wander into the tail and it does not return to the high probability
region—figure 8(c). Increasing the tail correction parameter η biases the acceptance probability so
that proposed points that are close to the centroid are more likely to be accepted and those that
are farther are more likely to be rejected. As the number of MCMC steps t → ∞, this biasing
decreases. Figure 8(a) shows that increasing η prevents the chain from wandering too far into the
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Figure 7: Trace plots of the MCMC chain targeting the distributed with density (27) using exact
evaluations.
tails and figure 9(a) shows that the resulting samples correctly characterize the target distribution.
If η is too large then the tail correction prevents the chain from efficiently exploring the distri-
bution’s tail. Figure 8(c) shows that when η is large the chain seems to be mixing well. However,
when we comparing this chain to figures 7 or 8(b), we see the chain is not spending any time in
the tail of the distribution. Indeed, figure 9(b) shows that the tails of the distribution are missing.
Asymptotically, the tail correction decays and the algorithm will correctly characterize the target
distribution. In general, we choose the smallest η that prevents the chain from wandering too far
into the distribution’s tail.
4.3 Inferring aquifer transmissivity
We show the usefulness of LA-MCMC using a large-scale example: inferring the transmissivity
of an unconfined aquifer. In this example, a nonreactive tracer is advected/diffused through an
unconfined aquifer—a groundwater resource whose top boundary is not capped by an impermeable
layer of rock/soil—by a steady-state velocity field. The aquifer is divided into ten irregularly shaped
regions with a river running along the right-hand side (figure 10). We further suppose that there
is a well located at (xw, yw) = (0.2, 0.75). Soil properties are parameterized by the transmissivity
κ(x, y), which we assume is piecewise constant in each region. We first compute the steady state
hydraulic head h by solving
−∇(κh∇h) = fh (28a)
with boundary conditions
h(0, y) = 12 (y + 5), h(1, y) =
1
2 (y + 3),
and ∇h|y=0,y=1 = 0. (28b)
We set
fh(x, y) = 10 exp (−((x− xw)2 + (y − yw)2)/0.005),
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(a) η = 0.01
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(b) η = 5
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(c) η = 0
Figure 8: Trace plots of the MCMC chain targeting the distribution with density (27) using LA-
MCMC with γ0 = 2, γ1 = 1, Λ¯ =∞, τ0 = 1, k = 15, p = 2, and V (x) = exp (0.25‖x‖0.75).
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(a) η = 0.01
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(b) η = 5
Figure 9: The two dimensional density defined in (27) estimated using 106 MCMC samples gener-
ated using local approximations. We vary η ∈ {0.01, 5} and set γ0 = 2, γ1 = 1, Λ¯ = ∞, τ0 = 1,
k = 15, p = 2, and V (x) = exp (0.25‖x‖0.75).
which models changes in hydraulic head forcing due to well pumping. The steady-state velocity is
u = −κh∇h. (29)
The steady-state hydraulic head and velocity given the “true” parameter values in table 1 are shown
in figure 11. Given the steady-state velocities u and an initial tracer concentration
c(x, y, 0) = exp (−((x− xw)2 + (y − yw)2)/0.005),
the tracer c(x, y, t) is advected and diffused throughout the domain
∂c
∂t
+∇ · ((dmI + d`uuT )∇c)− uT∇c = −ft (30)
with dm = 0.01, d` = 0.01, and
ft(x, y) = 10 exp (−((x− xw)2 + (y − yw))/0.005).
The initial conditions c0(x, y) and tracer forcing ft(x, y) model an initial tracer spill at the well
followed by continued tracer leaking into the domain. The concentrations at time t = 1 is shown
in Figure 11. We implement the tracer-transport model using the finite element method in the
software package FEniCS [Logg et al., 2012].
We infer the log-transmissivity parameters θi = log (κi) for i ∈ {1 : 10} given observations of
the tracer concentration. We assume a Gaussian prior distribution pi(θ) = N(θ; θ¯, 0.05I), where θ¯ is
the prior mean given in table 1 and I is the identity matrix. Data are collected at sensor locations:
the well (xw, yw) = (0.2, 0.75) and a 9 × 9 array of points at evenly spaced in x ∈ [0.1, 0.9] and
y ∈ [0.1, 0.9]; these locations are marked in Figure 12. We make observations at 10 evenly spaced
times t ∈ [0, 1]. The observations are
y = f(θ) + ε, (31)
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Figure 10: The spatial domain for the unconfined aquifer—each of the 10 regions corresponds to a
region of constant transmissivity. The white diamond in the top left denotes a well location and
there is a river along the right side of the domain.
Parameter “Truth” Prior mean θ¯ Max. a post.
θ1 = log (κ1) −1 −1.1 ≈ −1.1
θ2 = log (κ2) −0.25 −0.1 ≈ −0.025
θ3 = log (κ3) −0.5 −0.6 ≈ −0.52
θ4 = log (κ4) −2 −1.8 ≈ −1.8
θ5 = log (κ5) −0.5 −0.4 ≈ −0.48
θ6 = log (κ6) −3 −2.5 ≈ −2.8
θ7 = log (κ7) −1 −1.2 ≈ −0.9
θ8 = log (κ8) −1 −0.9 ≈ −0.9
θ9 = log (κ9) −1.5 −1.3 ≈ −1.5
θ10 = log (κ10) −1.25 −1.25 ≈ −1.3
Table 1: These are the prescribed values used to generate the data, the prior mean, and the
maximum a posteriori for the 10 inferred parameters—each parameter is log-transmissivity in the
corresponding region of figure 10.
where f(θ) is the forward model that maps the log-transmissivity parameters to the concentration at
the sensor locations/times and ε ∼ N(0, 10−5I). We assume the likelihood distribution is pi(y|θ) =
N(y; f(θ), 10−2I). The posterior distribution is defined via Bayes’ rule
pi(θ|y) ∝ pi(y|θ)pi(θ) (32)
= N(y; f(θ), 10−2I)N(θ; θ¯, 0.25I). (33)
We generate the data by solving these equations on a well-refined 100 × 100 numerical grid using
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Figure 11: The steady state hydraulic head and velocity field computed by solving (28) and (29)
given the “true” parameter values in table 1. The white diamond represents the location of a well
in the aquifer.
Figure 12: The tracer concentration computed at time t = 1 by solving (30) given the “true”
parameter values in table 1 and the steady state velocity field shown in Figure 11. The white
diamond represents the location of a well in the aquifer and the circles are sensor locations. We
assume observations are made at these locations.
the “true” parameters in table 1 and then perform the inference using a 50× 50 grid.
Evaluating the forward model at every MCMC step is computationally prohibitive. We evolve
the tracer concentration in time using an adaptive timestepper implemented in Sundials Serban
and Hindmarsh [2008]. The run-time of the numerical model is approximately 5 − 15 seconds,
depending on the log-transmissivity parameters θ. Generating 105 samples takes roughly 10 days
of computation time. We, therefore, employ LA-MCMC to make this Bayesian inference problem
computationally feasible.
We reduce the number of parameter required by the surrogate model using sparse polynomial
expansions. The local polynomial surrogate model defined in (1) requires computing q coefficients
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of the basis functions spanning the polynomial space P. The number of coefficients q grows expo-
nentially with the dimension of parameter space when using a total order polynomial expansion.
However, we can significantly reduce the number of terms by carefully selecting the polynomial
basis. For example, if we only include a constant term in P—resulting in a piece-wise constant
surrogate model over each ball (given the hat kernel (2))—the number of terms in the expansion
is always one, independent of parameter dimension. Heuristically, including higher-order terms
reduces the number of expensive target density evaluations required to achieve the same quality
surrogate model (see section 4.1, particularly Figure 4).
In this example, we reduce the number of terms in the polynomial basis by creating a hyperbolic
index set [Blatman and Sudret, 2011]. Let ψs(θi) be an s
th order polynomial—typically, we choose
an orthogonal polynomial basis. Each polynomial basis function φj(θ) is defined by a multi-index
α, which is a d-dimensional vector of α positive integers (d = 10 is the parameter dimension). The
basis function is φj(θ) =
∏d
i=1 ψαi(θi). Define the ν-norm
‖α‖ν =
(
d∑
i=1
ανi
)1/ν
. (34)
Given the maximum order q, we use a polynomial basis that includes the basis functions with
multi-indices ‖α‖ν ≤ q. When ν = 1 this recovers the total order expansion, whose dimension
grows exponentially with d. However, the dimension of the polynomial space P decreases as ν → 0.
We define the special case of ν = 0 to be a polynomial basis with no cross terms: each multi-index
has one nonzero element and it is at most q.
Figure 13: The 1 and 2 dimensional marginal distributions of the posterior distribution (33) esti-
mated using LA-MCMC with ν = 1, γ0 = 500, γ1 = 0.5, Λ¯ = ∞, τ0 = 1, η = 1, k = 75, p = 2,
and V (x) = exp (10−4‖θ − θMAP‖). Here, θMAP = arg maxθ (pi(θ|y)) is the maximum a-posteriori
point. In the 1D cases, the red and blue lines show the prior and posterior marginals, respectively.
The vertical lines show the “true” value.
We sample the posterior using LA-MCMC with a sparse expansion; the 1 and 2 dimensional
marginals are shown in Figure 13. We define the Lyapunov function using the maximum a-posteriori
point
θMAP = arg max
θ
(pi(θ|y)), (35)
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which prevents the chain from wandering too far from θMAP after a finite number of MCMC steps.
Carefully choosing higher-order terms to include the local polynomial surrogate model can dras-
tically improve the performance of LA-MCMC. We generate five chains using LA-MCMC—one
using a linear surrogate model, two with quadratic surrogate models, and two with cubic surrogate
models. Table 2 shows the parameters supplied to Algorithm 1; the bold columns show how varying
the parameter η, which determines how to truncate the polynomial expansion, affects the required
number of nearest neighbors k. We choose k to be slightly more than the number of points required
to interpolate. For larger η, the number of terms in the expansion must also increase. Figures 14,
15, and 16 show that all of these scenarios explore the posterior distribution.
Order k γ0 γ1 η ν log (V (θ))
Linear 15 3500 1 0.025 1 10−2‖θ − θ¯‖
Quadratic 75 104 1 0.1 1 10−2‖θ − θ¯‖
Quadratic 30 7500 1 0.01 0.5 10−1‖θ − θ¯‖
Cubic 80 7500 1 0.01 0.75 0.05‖θ − θ¯‖
Cubic 35 7500 1 0.01 0.5 10−3‖θ − θ¯‖
Table 2: These are the parameters given to Algorithm 1 in order to generate samples from the
posterior distribution (33). The Lyapunov function is defined using the maximum a-posteriori
θ¯ = θMAP defined in (35). In all cases Λ¯ =∞.
Figure 14: Trace plot of the LA-MCMC chain using a linear surrogate model with parameters
defined in Table 2. The vertical line marks the half-way point in the chain—we typically discard
the first half as “burn-in.”
Although these chains are successfully characterizing the posterior distribution, the required
number of likelihood evaluations depends on a non-trivial relationship between the surrogate’s
accuracy and the number of required nearest neighbors. Figure 17 shows the number of likelihood
evaluations as a function of MCMC steps for each parameter set in Table 2. We see in Figure 17 that
replacing a linear surrogate model with a quadratic one (purple and red lines) increases the total
number of likelihood evaluations because the number of terms in the expansion grows exponentially.
However, this can be offset by carefully choosing the terms in the polynomial expansion (blue line).
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(a) ν = 1 (b) ν = 0.5
Figure 15: Trace plot of the LA-MCMC chain using quadratic surrogate models with parameters
defined in Table 2. The vertical line marks the half-way point in the chain—we typically discard
the first half as “burn-in.”
(a) ν = 0.5 (b) ν = 0.75
Figure 16: Trace plot of the LA-MCMC chain using cubic surrogate models with parameters defined
in Table 2. The vertical line marks the half-way point in the chain—we typically discard the first
half as “burn-in.”
When we replace the surrogate model with a truncated cubic polynomial expansion we see that the
number of likelihood evaluations is substantially decreased. Here, we require that the error decay
as if the expansion were third-order but do not include all of the terms in this expansion. Strictly
speaking, this heuristic no longer guarantees that the squared bias and variance decay at the same
rate. However, we find in practice that the chains explore the posterior density at significantly
reduced computational expense.
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In all cases, we see drastic improvements over MCMC with exact evaluations: LA-MCMC
requires fewer than 1500 likelihood evaluations to generate 106 samples and, in some cases requires
fewer than 500. This is an improvement of three to four orders of magnitude. Furthermore, the
ratio of generated samples to likelihood evaluations increases as the chain gets longer. Surrogates
built using higher-order polynomial expansions are more accurate given a fixed ball containing all
of the nearest neighbors. However, such surrogates also require more nearest neighbors.
Figure 17: The number of likelihood evaluations as a function of MCMC steps for LA-MCMC
chains with the parameters defined in Table 2. In all cases, we see a drastic improvements (three
to four orders of magnitude) over the 106 likelihood evaluations required using exact MCMC.
5 Discussion and conclusions
This work investigated the convergence of local approximation MCMC (LA-MCMC) after a finite
number of MCMC steps. This method reduces the computational cost of MCMC by leveraging
regularity in the target density to build a local polynomial surrogate model during sampling. Re-
placing target density evaluations with the computationally cheaper surrogate model reduces the
computational expense of MCMC. We extended previous theory—which showed that LA-MCMC
is asymptotically exact given incremental and infinite surrogate refinement—by showing that the
error decays at approximately the expected 1/
√
T rate, where T is the number of MCMC steps.
Additionally, a small tweak to the acceptance ratio probably ensures that LA-MCMC convergences
even for heavier tailed distributions, which was a significant limitation of previous versions of the
algorithm. We also devised a rate-optimal refinement strategy based on a trade-off between the
surrogate bias and the Monte Carlo variance. The refinement frequency also decays as a function of
MCMC steps which means that convergence as a function of expensive target density evaluations
is faster than 1/
√
T and accelerates as T increases.
We also demonstrated the algorithm’s performance in practice using two toy examples and by
solving a Bayesian inference problem that requires repeated numerical PDE solves. In the two toy
examples, we showed:
1. The bias-variance trade-off is a practical way of guaranteeing that the error decay rate is the
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same as MCMC with exact evaluations.
2. Our algorithmic tweak to the acceptance ratio indeed allows LA-MCMC to generate samples
from heavier tailed distributions, even in cases where previous iterations of the algorithm
wandered away from the distribution’s mode.
Finally, we demonstrated that LA-MCMC can be employed within Bayesian inference problems,
such as the inferring the transmissivity field of an unconfined aquifer. In this example, we also
showed that sparse polynomial basis expansions can mitigate the number of degrees of freedom
that define the surrogate model. An open source implementation of this algorithm is available as
part of the MIT Uncertainty Quantification (MUQ) library (http: //muq.mit.edu).
A Theoretical results
We include all theoretical results from the paper. Throughout this section, we only deal with the
case that the underlying proposal distribution qt does not change with t. We believe that the
following framework can be combined with e.g. the approach of Roberts and Rosenthal [2007] to
deal with typical small adaptations, but this would result in a significantly longer paper and these
adaptations are not central to our approach.
A.1 General Bounds on Non-Markovian Approximate MCMCAlgorithms
Proceeding more formally, let {Xˆt, Kˆt,Ft}t≥0 be a triple satisfying:
1. {Xˆt}t≥0 is a sequence of random variables on Rd;
2. {Kˆt}t≥0 is a (typically random) sequence of transition kernels on Rd;
3. {Ft}t≥0 is a filtration, and {Xˆt, Kˆt}t≥0 is adapted to this filtration;
4. the three agree in the sense that
P[Xs+1 ∈ A|Fs] = Kˆs(Xˆs, A) (36)
for all s ≥ 0 and all measurable A. Note that, in particular, both left- and right-handed sides
are Fs-measurable random variables in [0, 1].
In practice, Fs is generated by our sequence of approximations to the true log-target. We use the
following quantitative assumptions:
Assumption 4. (Lyapunov Inequality). There exists V : Rd 7→ [1,∞) and constants 0 < α ≤ 1
and 0 ≤ β <∞ so that
(KˆsV )(Xˆs) ≤ (1− α)V (Xˆs) + β (37)
and
(KV )(x) ≤ (1− α)V (x) + β (38)
for all s ≥ 0. The second inequality should hold deterministically; note that this is an Fs-measurable
event.
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Assumption 5. (Good Approximation). Let assumption 1 or 4 hold. There exists a monotonically
decreasing function δ : [0,∞) 7→ [0, 0.5) so that
‖K(Xˆs, ·)− Kˆs(Xˆs, ·)‖TV ≤ δ(s)V (x) (39)
for all s ≥ 0 and x ∈ Rd. Again, this inequality should hold deterministically, which is an Fs-
measurable event. For notational convenience, we define δ(s) = δ(0) for all s < 0.
A.1.1 Initial coupling bounds
The following is our main technical lemma. It is not monotone in the time s; this will be remedied
in applications.
Lemma 1. Let assumptions 2, 4, and 5 hold. There exists a constant 0 < C <∞ depending only
on α, β, R, and γ so that for x ∈ Rd and triple {Xˆt, Kˆt,Ft}t≥0 started at Xˆ0 = x, we have
‖P[Xˆs ∈ ·]− pi(·)‖TV ≤
{
1 if s ≤ C0
Cδ(0)s if s > C0,
(40)
where C0 = C log (δ(0)
−1V (x)).
Proof. Define the “small set”
C =
{
y : V (y) ≤ 4β
α
}
(41)
and the associated hitting time
τC = min {t : Xˆt ∈ C}. (42)
Denote by Tb ≥ 0 a “burn-in” time whose value will be fixed toward the end of the proof.
By the triangle inequality, for all measurable A ⊂ Rd
|P[Xˆs ∈ A]− pi(A)| ≤ |P[Xˆs ∈ A, τC ≤ Tb]− pi(A)P[τC ≤ Tb]|
+|P[Xˆs ∈ A, τC > Tb]− pi(A)P[τC > Tb]|
≤ |P[Xˆs ∈ A, τC ≤ Tb]− pi(A)P[τC ≤ Tb]|
+P[τC > Tb] (43)
To bound the first term, note that
|P[Xˆs ∈ A, τC ≤ Tb]− pi(A)P[τC ≤ Tb]|
≤ sup
y∈C,0≤u≤Tb
|P[Xˆs ∈ A|Xˆu = y, τC = u]− pi(A)|
≤ sup
y∈C,0≤u≤Tb
|P[Xˆs ∈ A|Xˆu = y, τC = u]−Ks−u−1(y,A)|
+ sup
y∈C,0≤u≤Tb
|Ks−u−1(y,A)− pi(A)|. (44)
Assumption 2 requires
sup
y∈C,0≤u≤Tb
∣∣Ks−u−1(y,A)− pi(A)∣∣ ≤ Rγs−Tb−1 (45)
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and assumption 5 requires
Furthermore,
sup
y∈C,0≤u≤Tb
s−1∑
t=u
δ(t)(Ks−t−1V )(y) +Rγs−Tb−1
≤ sup
y∈C
s−1∑
t=0
δ(t)(Ks−t−1V )(y) +Rγs−Tb−1. (46)
Substituting this back into (44) and by assumption 4
|P[Xˆs ∈ A, τC ≤ Tb]− pi(A)P[τC ≤ Tb]| (47a)
≤ sup
y∈C
s−1∑
t=0
δ(t)((1− α)s−t−1V (y) + β/α) +Rγs−Tb−1 (47b)
≤
s−1∑
t=0
δ(t)((1− α)s−t−14β/α+ β/α) +Rγs−Tb−1 (47c)
≤ δ(0)5sβ/α+Rγs−Tb−1. (47d)
To bound the second term in (43), recall from assumption 4 that
E[V (Xˆt+1)1τC>t|Ft] ≤ ((1− α)V (Xˆt) + β)1V (Xˆt)>4β/α
≤
(
1− 3α
4
)
V (Xˆt) +
(
β − α
4
V (Xˆt)
)
1V (Xˆt)>4β/α
≤
(
1− 3α
4
)
V (Xˆt) +
(
β − α
4
4β
α
)
1V (Xˆt)>4β/α
≤
(
1− 3α
4
)
V (Xˆt)
for all t ≥ 0. Iterating, we find by induction on t that
E[V (Xˆt)1τC>t] ≤
(
1− 3α
4
)t
V (Xˆ0) =
(
1− 3α
4
)t
V (x). (48)
Thus, by Markov’s inequality,
P[τC > Tb] = P
[
V (XˆτC )1τC>Tb >
4β
α
]
≤ α
4β
(
1− 3α
4
)Tb
V (x). (49)
Combining (47) and (49), we have shown that
|P[Xˆs ∈ A]− pi(A)|
≤ δ(0)5sβ
α
+Rγs−Tb−1 +
α
4β
(
1− 3α
4
)Tb
V (x). (50)
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Finally, we can choose Tb. Set
T (s) = max {t : Rγs−t−1, α
4β
(
1− 3α
4
)t
V (x) ≤ 1
2
δ(0)} (51)
and define Tb = bT (s)c when 0 < T (s) <∞ and Tb = 0 otherwise. Define S = min {s : T (s) ∈ (0,∞)}.
Noting that S = Θ(log (δ(0)−1) + log (V (x))) for fixed α, β, R, and γ completes the proof.
We strengthen lemma 1 by first observing that, if Xˆ0 satisfies V (Xˆ0) ≤ 4β/α, then
E[V (Xˆ1)] ≤ (1− α)E[V (Xˆ0)] + β ≤ (1− α)4β
α
+ β ≤ 4β
α
. (52)
Thus, by induction, if E[V (Xˆ0)] ≤ 4β/α, then E[V (Xˆs)] ≤ 4β/α for all time s ≥ 0. Using this (and
possibly relabelling the starting time to the quantity denoted by T0(s)), lemma 1 has the immediate
slight strengthening:
Lemma 2. Let assumptions 2, 4, and 5 hold. There exists a constant 0 < C < ∞ depending
only on α, β, R, and γ so that for all starting distributions µ on Rd with µ(V ) ≤ 4β/α and triple
{Xˆt, Kˆt,Ft}t≥0 started at Xˆ0 ∼ µ, we have
‖P[Xˆs ∈ ·]− pi(·)‖TV ≤
{
1, s ≤ C0
Cδ(T0(s)) log (δ(T0(s))
−1), s > C0,
where C0 = Cδ(0) log (δ(0)
−1) and
T0(s) = s− Cδ(0) log (δ(0)−1). (53)
A.1.2 Application to bounds on mean-squared error
Recall that f : Rd 7→ [−1, 1] with pi(f) = 0. We apply lemma 2 to obtain the following bound on
the Monte Carlo bias:
Lemma 3. (Bias estimate). Let assumptions 2, 4, and 5 hold. There exists a constant 0 < C <∞
depending only on α, β, R, and γ so that for all starting points x ∈ Rd with V (x) ≤ 4β/α and
triple {Xˆt, Kˆt,Ft}t≥0 started at Xˆ0 = x we have∣∣∣∣∣E
[
1
T
T∑
t=1
f(Xˆt)
]∣∣∣∣∣
≤

1, T ≤ C0
C0
T +
C
T
T∑
s=C0
δ(T0(s)) log (δ(T0(s))
−1) T > C0,
(54)
where C0 = Cδ(0) log (δ(0)
−1).
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Proof. In the notation of lemma 2, we have for T > C0 sufficiently large∣∣∣∣∣E
[
1
T
T∑
t=1
f(Xˆt)
]∣∣∣∣∣ ≤ 1T
C0∑
t=1
|E[f(Xˆt)]|+ 1
T
T∑
t=C0
|E[f(Xˆt)]|
≤ C0
T
+
C
T
T∑
s=C0
δ(T0(s)) log(δ(T0(s))
−1).
We have a similar bound for the Monte Carlo Variance:
Lemma 4. (Covariance estimate). Let assumptions 2, 4, and 5 hold. There exists a constant 0 <
C <∞ depending only on α, β, R, and γ so that for all starting points x ∈ Rd with V (x) ≤ 4β/α
and triple {Xˆt, Kˆt,Ft}t≥0 started at Xˆ0 = x we have√
|E[f(Xˆs)f(Xˆt)]− E[f(Xˆs)]E[f(Xˆt)]|
≤
{
1, m(s, t) ≤ C0
Cδ(T0) log (δ(T0)
−1), m(s, t) > C0,
(55)
where m(s, t) = min(s, t, |t−s|), T0 = T0(m(s, t)) is as in Equation (53), and C0 = Cδ(0) log (δ(0)−1)
as before.
Proof. By the triangle inequality
|E[f(Xˆs)f(Xˆt)]− E[f(Xˆs)]E[f(Xˆt)]|
≤ |E[f(Xˆs)f(Xˆt)]|+ |E[f(Xˆs)]E[f(Xˆt)]|. (56)
As above, applying Lemma 2 completes the proof.
The above bias and variance estimates immediate imply our main theorem on the total error of
the Monte Carlo estimator:
Theorem 2. Let assumptions 2, 4, and 5 hold. There exists a constant 0 < C <∞ depending only
on α, β, R, and γ so that for all starting points x ∈ Rd with V (x) ≤ 4β/α and triple {Xˆt, Kˆt,Ft}t≥0
started at Xˆ0 = x we have
E
( 1
T
T∑
t=1
f(Xˆt)
)2 ≤ 2C0
T 2
T∑
s=1
C(s) +
3
T
T∑
s=1
C(s)2, (57)
where C(s) = Cδ(T0(s)) log(δ(T0(s))
−1) and we write C0 = C0(0).
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Proof. We calculate
E
( 1
T
T∑
t=1
f(Xˆt)
)2
= T−2
 T∑
t=1
E[f(Xˆt)2] +
∑
s,t :m(s,t)<C0
E[f(Xˆs)f(Xˆt)]
+
∑
s,t :m(s,t)≥C0
E[f(Xˆs)f(Xˆt)]

≤ T−2
[
T∑
s=1
C0(s) + C0
T∑
s=1
C0(s) + 3T
T∑
s=1
C0(s)
2
]
≤ 2C0
T 2
T∑
s=1
C0(s) +
3
T
T∑
s=1
C0(s)
2.
A.2 Inheriting Lyapunov Conditions
Observe that each step of the main “for” loop in algorithm 1 determines an entire transition kernel
from any starting point; denote the kernel in step t by Kt. Finally, let Ft be the associated filtration.
Lemma 5. Let assumptions 1 and 3 hold. Then in fact assumption 4 holds as well.
Proof. Under assumption 3, all proposals that decrease V are more likely to be accepted under Kˆt
than under K, while all proposals that increase V are less likely to be accepted under Kˆt than
under K. Thus, for all x and all t,
(KˆtV )(Xˆt) ≤ (KV )(Xˆt) ≤ (1− α)V (Xˆt) + β, (58)
which completes the proof.
A.3 Final Estimates
We combine the theoretical results in the previous sections to obtain a final estimate on the error
of our algorithm. Continuing the notation as above, we have our main theoretical result: theorem
1, whose proof we give here.
Proof. To prove theorem 1, we first define
E(T ) ≡
∣∣∣∣∣∣E
( 1
T
T∑
t=1
f(Xˆt)
)2∣∣∣∣∣∣ . (59)
By Lemma 5, Assumption 4 in fact holds. Note that our assumptions also immediately give As-
sumption 5 with
δ(t) ≤ 2γ0
√
τ0
t
.
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Thus, applying Theorem 2, we have (in the notation of that theorem):
E(T ) ≤ 2C0
T 2
T∑
s=1
C0(s) +
3
T
T∑
s=1
C0(s)
2
= O(
1
T 2
T∑
s=1
√
τ0
s
log(
√
τ0
s
) +
1
T
T∑
s=1
τ0
s
log(
√
τ0
s
)2)
= O(
log(T )3
T
).
References
Youssef Marzouk and Dongbin Xiu. A stochastic collocation approach to Bayesian inference in
inverse problems. Communications in Computational Physics, 6(4):826–847, 2009. URL http:
//docs.lib.purdue.edu/prism/16/.
Simon L Cotter, Massoumeh Dashti, and Andrew M Stuart. Approximation of Bayesian inverse
problems for PDEs. SIAM Journal on Numerical Analysis, 48(1):322–345, 2010.
Nikolay Bliznyuk, David Ruppert, and Christine A Shoemaker. Local derivative-free approxima-
tion of computationally expensive posterior densities. Journal of Computational and Graphical
Statistics, 21(2):476–495, 2012.
Jinglai Li and Youssef M Marzouk. Adaptive construction of surrogates for the Bayesian solution
of inverse problems. SIAM Journal on Scientific Computing, 36(3):A1163–A1186, 2014.
Tiangang Cui, Youssef Marzouk, and Karen Willcox. Scalable posterior approximations for large-
scale bayesian inverse problems via likelihood-informed parameter and state reduction. Journal
of Computational Physics, 315:363–387, 2016.
Andrew Stuart and Aretha Teckentrup. Posterior consistency for gaussian process approximations
of bayesian posterior distributions. Mathematics of Computation, 87(310):721–753, 2018.
Krzysztof  Latuszyn´ski and Jeffrey S Rosenthal. The containment condition and AdapFail algo-
rithms. Journal of Applied Probability, 51(4):1189–1195, 2014.
Patrick R Conrad, Youssef M Marzouk, Natesh S Pillai, and Aaron Smith. Accelerating asymptot-
ically exact MCMC for computationally intensive models via local approximations. Journal of
the American Statistical Association, 111(516):1591–1607, 2016.
Patrick R Conrad, Andrew D Davis, Youssef M Marzouk, Natesh S Pillai, and Aaron Smith.
Parallel local approximation MCMC for expensive models. SIAM/ASA Journal on Uncertainty
Quantification, 6(1):339–373, 2018.
Panagiotis Angelikopoulos, Costas Papadimitriou, and Petros Koumoutsakos. X-TMCMC: adaptive
kriging for Bayesian inverse modeling. Computer Methods in Applied Mechanics and Engineering,
289:409–428, 2015.
30
Tim J Dodwell, Chris Ketelsen, Robert Scheichl, and Aretha L Teckentrup. A hierarchical multilevel
Markov chain Monte Carlo algorithm with applications to uncertainty quantification in subsurface
flow. SIAM/ASA Journal on Uncertainty Quantification, 3(1):1075–1108, 2015.
Ajay Jasra, Kengo Kamatani, Kody JH Law, and Yan Zhou. A multi-index Markov chain Monte
Carlo method. International Journal for Uncertainty Quantification, 8(1), 2018.
Jari Kaipio and Erkki Somersalo. Statistical inverse problems: discretization, model reduction and
inverse crimes. Journal of Computational and Applied Mathematics, 198(2):493–504, 2007.
Oksana A Chkrebtii, David A Campbell, Ben Calderhead, Mark A Girolami, et al. Bayesian solution
uncertainty quantification for differential equations. Bayesian Analysis, 11(4):1239–1267, 2016.
J Andre´s Christen and Colin Fox. Markov chain Monte Carlo using an approximation. Journal of
Computational and Graphical statistics, 14(4):795–810, 2005.
T Cui, C Fox, and MJ O’sullivan. Bayesian calibration of a large-scale geothermal reservoir model
by a new adaptive delayed acceptance Metropolis Hastings algorithm. Water Resources Research,
47(10), 2011.
Andrew R Conn, Katya Scheinberg, and Luis N Vicente. Introduction to derivative-free optimiza-
tion, volume 8. Siam, 2009.
Michael Kohler. Universal consistency of local polynomial kernel regression estimates. Annals of
the Institute of Statistical Mathematics, 54(4):879–899, 2002.
Charles J Stone. Consistent nonparametric regression. The annals of statistics, pages 595–620,
1977.
Gu¨nter Rote and Robert Franz Tichy. Quasi-Monte Carlo methods and the dispersion of point
sequences. Mathematical and computer modelling, 23(8-9):9–23, 1996.
Sean P Meyn and Richard L Tweedie. Markov chains and stochastic stability. Springer Science &
Business Media, 2012.
Gareth O Roberts and Richard L Tweedie. Geometric convergence and central limit theorems for
multidimensional Hastings and Metropolis algorithms. Biometrika, 83(1):95–110, 1996.
James E Johndrow, Jonathan C Mattingly, Sayan Mukherjee, and David Dunson. Optimal approx-
imating Markov chains for Bayesian inference. arXiv preprint arXiv:1508.03387, 2015.
Felipe Medina-Aguayo, Daniel Rudolf, and Nikolaus Schweizer. Perturbation bounds for Monte
Carlo within Metropolis via restricted approximations. arXiv preprint arXiv:1809.09547, 2018.
Natesh S Pillai and Aaron Smith. Ergodicity of approximate MCMC chains with applications to
large data sets. arXiv preprint arXiv:1405.0182, 2014.
Daniel Rudolf, Nikolaus Schweizer, et al. Perturbation theory for Markov chains via Wasserstein
distance. Bernoulli, 24(4A):2610–2639, 2018.
Heikki Haario, Eero Saksman, and Johanna Tamminen. An adaptive Metropolis algorithm.
Bernoulli, 7(2):223–242, 2001.
31
Anders Logg, Kent-Andre Mardal, and Garth Wells. Automated solution of differential equations
by the finite element method: The FEniCS book, volume 84. Springer Science & Business Media,
2012.
Radu Serban and Alan C Hindmarsh. CVODES: the sensitivity-enabled ODE solver in SUNDI-
ALS. In ASME 2005 international design engineering technical conferences and computers and
information in engineering conference, pages 257–269. American Society of Mechanical Engineers
Digital Collection, 2008.
Ge´raud Blatman and Bruno Sudret. Adaptive sparse polynomial chaos expansion based on least
angle regression. Journal of Computational Physics, 230(6):2345–2367, 2011.
Gareth O Roberts and Jeffrey S Rosenthal. Coupling and ergodicity of adaptive Markov chain
Monte Carlo algorithms. Journal of applied probability, 44(2):458–475, 2007.
32
