With the ever-increasing volume of data, alternative strategies are required to divide big data into statistically consistent data blocks that can be used directly as representative samples of the entire data set in big data analysis. In this paper, we propose the Random Sample Partition (RSP) distributed data model to represent a big data set as a set of disjoint data blocks, called RSP blocks. Each RSP block has a probability distribution similar to that of the entire data set. RSP blocks can be used to estimate the statistical properties of the data and build predictive models without computing the entire data set. We demonstrate the implications of the RSP model on sampling from big data and introduce a new RSP-based method for approximate big data analysis which can be applied to different scenarios in the industry. This method significantly reduces the computational burden of big data and increases the productivity of data scientists.
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I. INTRODUCTION

A. Motivation
A S DATA volume in different industrial areas goes beyond the petabyte scale, big data analysis is becoming a challenging problem to data scientists in companies with small computing clusters. Although the divide-and-conquer paradigm is employed to scale iterative data analysis and mining algorithms to big data on computing clusters [1] - [5] , the scalability of these algorithms is limited to the available resources. A common remedy to this problem is approximate computing [6] , [7] , where samples of data are used to get approximate results at lower costs [8] - [15] . However, sampling on computing clusters becomes inefficient with the increasing volume of distributed data. This is prohibitive if multiple random samples are required in statistical analysis and diagnostics [16] - [18] . The authors are with the National Engineering Laboratory for Big Data System Computing Technology, Shenzhen University, Shenzhen 518060, Guangdong, China, and also with the Big Data Institute, College of Computer Science and Software Engineering, Shenzhen University, Shenzhen 518060, Guangdong, China (e-mail:, ssalloum@szu.edu.cn; zx.huang@szu.edu.cn; yulinhe@szu.edu.cn).
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Digital Object Identifier 10.1109/TII. 2019.2912723 In fact, the mainstream cluster computing frameworks and engines (e.g., Apache Hadoop, 1 Apache Spark, 2 and Microsoft R Server 3 ) implement a shared-nothing architecture 4 where each node is independent in terms of both data and resources. The MapReduce computing model [5] is adapted to distribute data and computation. Hadoop Distributed File System (HDFS) [19] organizes and replicates the data as small distributed data blocks. In this architecture, Record-Level Sampling (RLS) from an HDFS file becomes time-consuming because selecting records with equal probability requires scanning the entire data. Block-Level Sampling (BLS) can be more efficient, but the results from block-level samples may not be as good as those from recordlevel samples [20] - [23] . The problem occurs because HDFS doesn't consider the statistical properties when distributing big data on computing clusters. Consequently, using block samples in big data analysis can produce biased or even statistically incorrect results. Since data partitioning has a crucial impact on the performance of iterative algorithms [12] , [24] - [26] , we propose a new idea to make HDFS blocks as ready-to-use random samples of the entire data set to improve the quality of BLS and the performance of approximate big data analysis.
B. Our Contributions
In this paper, we propose the Random Sample Partition (RSP) distributed data model to facilitate BLS and support big data analysis. Our objective is to enable the distributed data blocks of a big data set to be used directly as random samples in approximate big data analysis. In this model, a big data set is represented as a set of small disjoint random sample data blocks, called RSP blocks. The probability distribution in each RSP block is similar to that in the entire data set. Thus, an RSP block is equivalent to a record-level sample from the entire data. A two-stage data partitioning method is developed to generate an RSP from an HDFS file. In practice, an RSP is generated offline, and only once, on a computing cluster. With the RSP model, block-level samples become as good as record-level samples, but sampling RSP blocks is efficient. The experimental results have shown that the sample statistics and distributions from RSP blocks are equivalent to those from record-level samples, but significantly better than those from normal HDFS blocks.
The time to take multiple random samples from big data is reduced to seconds.
Given the statistical advantages of RSP blocks, the RSP model has significant implications on the efficiency of big data analysis. It enables a new method to analyze big data on small computing clusters, called the RSP-based method for approximate big data analysis. This method employs a stepwise process to obtain approximate results using block-level samples from an RSP. First, a block-level sample is selected from the RSP. The number of selected blocks is set according to the available resources. Second, a sequential algorithm is applied in parallel to each selected RSP block. Third, the outputs of these blocks are combined to produce an approximate result for the entire data. The three steps can be repeated to improve the result incrementally. To test this method, we conducted experiments, using three real and three synthetic data sets up to 1TB, on a small computing cluster with only 640GB of memory. The results show that a few RSP blocks are sufficient to obtain estimates and models which are equivalent to those computed from the entire data set. This method can also be extended to different scenarios where the entire data can't be computed, e.g., cross-data centers and evolving data sets.
The main contributions of this paper are as follows. 1) We propose RSP, a distributed data model that preserves the statistical properties of the data set in each of its distributed data blocks. 2) We empirically show the computational and statistical advantages of BLS from an RSP. 3) We introduce the RSP-based method for approximate big data analysis, demonstrate its performance on a small computing cluster, and discuss extensions to cross-data centers and evolving data sets. The remainder of this paper is organized as follows. We start with a summary of related work in Section II. In Section III, we propose the RSP model, including the formal definitions and a partitioning method. After that, we define BLS from an RSP and demonstrate its statistical and computational advantages in Section IV. Then, we introduce the RSP-based method for approximate big data analysis and discuss its performance and extensions in Section V. Section VI concludes this paper.
II. RELATED WORK
In this section, we first review cluster computing frameworks and show how the RSP model complements them. Then, we discuss the differences between the RSP-based method and other approaches in approximate big data analysis.
A. Cluster Computing Frameworks
Cluster computing frameworks with a shared-nothing architecture have been adopted to scale iterative algorithms to big data [27] . To eliminate the cost of reading/writing intermediate data blocks after each iteration in Hadoop MapReduce, Apache Spark introduces an in-memory computing model using the Resilient Distributed Datasets (RDDs) [28] . Microsoft R Server introduces the Parallel External Memory Algorithms (PEMA) for statistical analysis with the on-disk eXternal Data Frame (XDF) format to address the in-memory limitation in R. High-level libraries of data analysis and machine learning algorithms were developed for applications such as Mahout, 5 MLlib, 6 and MicrosoftML. 7 To enable data scientists to work with distributed data and algorithms using their preferred languages, e.g., R and Python, some libraries were also developed in these languages such as RHadoop, 8 RHIPE, 9 PySpark, 10 SparkR, 11 sparklyer, 12 and RevoScaleR. It is also possible to apply sequential algorithms in parallel to individual data blocks to reveal deeper insights as in RHIPE [29] . This is a key functionality to scale existing sequential algorithms to big data on a computing cluster without developing parallel implementations of these algorithms. However, the exploration and combination of the block-level results becomes a challenge to data scientists due to the large number of HDFS blocks in a big data set and the inconsistency of data distributions in these blocks.
The RSP-based method solves this problem by making the distributed data blocks as random samples of the entire data set, using block-level samples to get approximate results from a few data blocks, and supporting the incremental update of the result according to the available resources. Nevertheless, the RSP model is structurally similar to existing data models in HDFS, RDD, and XDF. Thus, the new model doesn't preclude applying existing parallelized algorithms to the entire data in the mainstream cluster computing frameworks. The RSP model can be implemented as extensions to existing frameworks and libraries, and to enable approximate big data analysis on small clusters with less memory.
B. Approximate Big Data Analysis
The RSP-based method has two main differences from existing frameworks for approximate big data analysis. First, the entire data is stored as ready-to-use disjoint random sample data blocks. The RSP generation is an offline operation. This is different from ApproxHadoop [8] that uses online multistage sampling from HDFS blocks. HDFS blocks may not be random samples and online sampling is expensive in HDFS due to the communication, memory, and I/O costs. Second, the RSP-based method targets at offline data analysis workloads where data scientists use a variety of algorithms in exploratory data analysis, statistical estimation, and predictive modeling to infer global statistical properties and patterns from large data volumes. This is different from distributed approximate query processing engines such as BlinkDB [10] that uses offline stratified sampling on frequently occurring columns and uniform sampling to support ad-hoc queries. Our method is also different from streaming data analysis frameworks such as In-cApprox [9] that uses online stratified sampling to produce an incre-mentally updated approximate output from streaming 5 data. On the other hand, RSP blocks can be used directly as subsamples in statistical estimation procedures such as the Bag of Little Bootstraps (BLB) [16] .
III. RANDOM SAMPLE PARTITION OF BIG DATA
In this section, we introduce the formal definitions of the RSP distributed data model and a method to generate an RSP from an HDFS file.
A. Definitions
Assume that D is a multivariate data set of N records and M features where N is very large so D cannot be analyzed on a single machine. With the RSP model, D is divided into K small disjoint random sample data blocks in advance on a computing cluster. We first define a random sample of D as follows:
Definition 1: Random Sample: Let D be a subset of D containing n records chosen from D using a random process. D is a random sample of D if
where x is a random variable represented by a feature in D.
In cluster computing frameworks, D is divided into small disjoint HDFS blocks, but these blocks don't have similar statistical properties as D. To show the difference of distributions in HDFS blocks, we created a partition of the Covertype 13 data set by sequentially cutting the data file into 12 blocks (similar to the process to import a big data file into HDFS). Fig. 1 shows the distribution of feature V1 of the entire data set, where V1 is a numeric feature (Mean = 2959.36 and Std. Dev = 279.98) representing the elevation (in meters) of the forest. Fig. 2 shows the frequency distributions of seven classes of the entire data set. We randomly selected four blocks and plotted their distributions of feature V1 and classes, respectively, as shown in Figs. 3 and 4. We can see that the distributions of the same feature in four 13 [Online]. Available: https://archive.ics.uci.edu/ml/datasets/Covertype blocks are different. They are also different from the distributions of the entire data set. According to Definition 1, these blocks are not random samples of the entire data set. Mathematically, the set of HDFS blocks of D represents a partition 14 of D, but HDFS blocks are not necessarily random samples of D. In the new data model, we represent D as a random sample partition defined as follows:
Definition 2: Random Sample Partition: Assume F (x) is the sample distribution function of a random variable x in D. Let T be a partition operation which divides D into a set of subsets
denotes the sample distribution function of x in D k and E[F k (x)] denotes its expectation. Accordingly, each D k is called an RSP block of D, and T is called an RSP operation on D. We restate Corollary 1 in [30] as Theorem 1 below to ensure that D can be divided into a set of RSP blocks.
Theorem 1: For a big data set D = {x 1 , x 2 , . . . , x K ×n } of N records where N = K × n, randomly choose a permutation of the sequence {1, 2, . . . , K × n}, and denote it as τ = {τ 1 , τ 2 , . . . , τ K ×n }. For each k = 1, . . . , K, set,
Using Theorem 1, we created an RSP from the Covertype data set by randomizing the order of its records (i.e., making the records independently and identically distributed or i.i.d), and sequentially dividing these randomized records into 12 RSP blocks. We randomly selected four RSP blocks and plotted the distributions of the same feature V1 and classes. The plots are shown in Figs. 5 and 6. From these figures, we can see that the distributions of the same feature in the four blocks are similar to each other. They are also similar to the distribution of the entire data set as shown in Figs. 1 and 2 . These RSP blocks represent random samples of the entire data set. 14 [Online] . Available: https://en.wikipedia.org/wiki/Partition_of_a_set 
B. RSP Generation
Big data files are often stored as HDFS files on Hadoop cluster platforms. To generate an RSP from an HDFS file, a two-stage data partitioning method is developed as the partition operation T on big data D for computing clusters. The two stages of the data partitioning method are as follows [30] . [30] .) The generated RSP is stored as an HDFS file, called an HDFS-RSP file. We tested this partitioning method on a small Spark cluster of five nodes (each node has 24 cores, 128 GB RAM, and 12.5 TB disk storage). Fig. 7 shows that the partitioning time increases almost linearly with the increase in data size. In this example, the number of records in each block is n = 100 000. These results also show that generating an RSP from a big data set saves significant computational times of the RLS as we discuss in the following section.
IV. SAMPLING WITH RSP BLOCKS
After an HDFS file is converted into an HDFS-RSP file, sampling a set of random samples for approximate analysis becomes directly sampling a set of RSP block files. Since each RSP block file is a random sample of the entire data set, the expensive RLS process is no longer necessary. In this section, we define The two-stage method was run on ten different sizes of data from 100 GB (P = K = 1000 blocks) to 1 TB (P = K = 10 000 blocks). For comparison, the sampling time of 100 record-level samples (the middle bar) and the time for selecting 100 blocks (the right tiny bar) are shown for the same data sets.
BLS from an RSP and discuss its computational and statistical advantages in comparison with RLS and BLS from a normal HDFS file.
A. Block-Level Sampling From an RSP
In practice, an RSP model T from a data set D is created only once. Then, BLS is used to randomly select RSP blocks from T. A block-level sample of an RSP is defined as follows:
Definition 3: Block-Level Sample from an RSP: Let S = {D 1 , D 2 , . . . , D g } be a subset of T where g < K and K is the number of RSP blocks in T. S is a block-level sample of T if D 1 , D 2 , . . . , D g are randomly selected from T without replacement and with equal probability.
On a computing cluster, an RSP T is saved as an HDFS-RSP file with metadata T metadata storing RSP block information including the size and location. The BLS process uses T metadata to randomly select RSP blocks and is independent of the function f that is chosen to process the selected RSP blocks. The RSP blocks are selected without replacement, i.e., without repeating a block either in the same sample or in other samples for the same f . For each f , a selection table T f of key-value pairs is created. The key is the block's identifier and the value is a binary scalar that represents whether the block was selected before for f (0: NonSelected and 1: Selected). This table is used to randomly select the identifiers of g RSP blocks from those blocks that were not selected before for f . Then, the locations of these blocks are obtained from T metadata . This process can be applied to select RSP blocks depending on the availability of nodes in the cluster. Consequently, each selected RSP block can be computed locally on its node to avoid data movement.
Selecting the distributed RSP blocks directly as random samples saves a lot of sampling time, especially when many samples are required. For instance, it takes 10-15 s in average to select 100 RSP blocks from 100 GB data (K = 1000) and load them locally using Apache Spark or Microsoft R Server. As shown in Fig. 7 , this time doesn't vary with bigger data sizes (the right tiny bar) because BLS depends only on the metadata. On the other hand, to get a record-level sample from an HDFS file, all the data should be loaded for selection of records with equal probability. In Fig. 7 , we show the sampling time of 100 record-level samples without replacement (the middle bar). The number of records in each sample is also n = 100 000. For small sizes, the sampling time of 100 record-level samples is almost the same as the time of RSP generation. However, the RLS time increases dramatically as the data becomes bigger. These results were produced with Apache Spark by repeating the sample transformation function, followed by the count action, 15 for 100 times on the RDD of each data set. With Microsoft R Server, this is even more expensive (e.g., drawing 100 record-level samples from 100 GB on the same cluster required more than 1 h). In case that record-level samples need to be written in HDFS for later analysis, the RLS time will be further increased dramatically. This shows the computational advantage of generating an RSP from D and using RSP blocks as random samples.
B. Sample Statistics and Sampling Distributions
To demonstrate the quality of RSP blocks in comparison with the quality of HDFS blocks and record-level samples, we estimated the sample distribution of the sample mean and standard deviation from multiple samples or blocks of the data. Taking 100 GB synthetic data (N = 100 000 000, K = 1000, and n = 100 000) as an example, the sample distribution was estimated in three cases: 100 randomly selected HDFS blocks, 100 randomly selected RSP blocks, and 100 record-level samples. The number of records n in each RSP block, HDFS block, and record-level sample is 100 000. We found that the estimates from RSP blocks and record-level samples are equivalent and close to the true values. In both cases, we got approximately the same variance, range, and standard error of the sample estimates. On the other hand, we found that the estimates from HDFS blocks have wider range, higher variance, and standard error. This shows that the samples of RSP blocks are equivalent to record-level samples, while the samples of HDFS blocks are not consistent because they are not, in general, random samples. Table I shows the values of the sample mean and standard deviation of feature V50 (Mean = 4.24, Std. Dev = 6.29 ,  TABLE II  SAMPLE MEAN AND STANDARD DEVIATION OF V50 USING THE BLB  METHOD IN THREE CASES: 100 HDFS BLOCKS, 100 RSP BLOCKS, AND 100 RECORD-LEVEL SAMPLES (RLS) Min = −44.14, Max = 55.21) in 10 HDFS blocks, 10 RSP blocks, and 10 record-level samples. RSP blocks can also be used as subsamples to conduct the BLB analysis [16] . We applied this method to 100 HDFS blocks, 100 RSP blocks, and 100 record-level samples. We used 100 resamples from each block or sample to estimate the mean and standard deviation. The quality of the estimate was assessed with confidence intervals of [0.05%, 0.95%]. The results in Table II show that RSP blocks and record-level samples produce equivalent narrow intervals while HDFS blocks lead to a different wide interval. The RSP model results in good quality of estimates, and saves time, memory, and storage. Consequently, this model enables approximate big data analysis from a few RSP blocks as we discuss in the following section.
V. BIG DATA ANALYSIS AND MANAGEMENT WITH RSP BLOCKS
Given that a big data set D is stored as an HDFS-RSP file T on a computing cluster, the analysis of D will not be limited to the available memory. The RSP model enables a big data set to be analyzed on small computing clusters. In this section, we describe the RSP-based method for approximate big data analysis and show experimental results of real and synthetic data on a small computing cluster. After that, we discuss extensions to manage and analyze big data in two different scenarios using the RSP model.
A. Approximate Big Data Analysis With RSP Blocks
The RSP-based method uses block-level samples from an RSP of D to explore its statistical properties and build predictive models using existing sequential implementations of data analysis and mining algorithms. Only a few RSP blocks are selected and processed on their nodes without either loading the entire data set in memory or conducting expensive online RLS operations. In this method, we follow a stepwise ensemble process to obtain an approximate result from multiple batches of RSP blocks as shown in Fig. 8 . To analyze D using a function f , this process works as follows:
1) First, a block-level sample of g RSP blocks is selected from an RSP, T, without replacement; 2) Second, the selected RSP blocks are processed in parallel as g independent computational tasks by applying a sequential implementation of f locally to each RSP block; 3) Third, the individual outputs of the RSP blocks are collected by the master node and combined to produce an approximate result for D. For exploratory data analysis where f is an estimate function, e.g., mean or variance, an ensemble estimate is calculated by averaging the base estimates computed from the selected RSP blocks. For predictive modeling where f is an algorithm to build a model, e.g., decision tree, the predictions from the base models are used to obtain the ensemble result for a new data point (i.e., the majority class in a classification task or the average response in a regression task). To improve the accuracy, these three steps are repeated until a satisfactory result is obtained or all RSP blocks are used up.
B. Performance Evaluation
We developed a new distributed data-parallel framework based on the RSP method. We tested the prototype of this framework using a small cluster with Apache Spark 1.6 and Microsoft R Server 9.1. In this prototype, a data processing and analysis function f uses an existing R function that runs on g randomly selected RSP blocks in a parallel and distributed fashion. Each batch of g RSP blocks is executed as a single Spark job with only one stage of g Spark tasks. Three real data sets and three synthetic data sets were used in the test as listed in Table III . Covertype is used to predict the forest cover type from cartographic variables. HIGGS 16 is used to distinguish a signal process which produces Higgs bosons from the background process without Higgs bosons. Taxi, a preprocessed data set of New York Taxi 17 data in 2015, is used to predict the tip amount. DS1 is a synthetic data set for linear regression with 100 features. DS2 and DS3 are two synthetic data sets for classification with 100 features and 100 classes.
First, an RSP was created from each data set using the twostage data partitioning method with n records in each RSP block. n was chosen for each data set according to both the complexity of the data and the storage size of an HDFS block on our cluster. Then, the stepwise ensemble process was run to explore and analyze each data set using existing sequential R functions for data summary, classification, and regression. In this experiment, we used three R packages: RevoScaleR 18 containing parallel implementations of data analysis and mining algorithms, rpart 19 which is a sequential implementation of the CART decision tree algorithm, and stats package containing functions for fitting regression models.
The experimental results of these data sets are summarized as follows.
1) Summary statistics: Fig. 9 (a) and (b) shows the results of applying the stepwise process, repeated for 100 times, to estimate the mean of lepton pT feature (Mean = 0.99, Std. Dev = 0.56, Min = 0.27, and Max = 12.09) in HIGGS, and the mean of tip_amount feature (Mean = 1.69, Std. Dev = 2.31, Min = 0, and Max = 40) in Taxi, respectively. This shows the change of the estimated values after each batch of RSP blocks until all RSP blocks are used up. We can observe that the error range becomes small and insignificant after few batches. We applied the same process to other data sets and found that a few RSP blocks are sufficient to obtain summary statistics that are close to the true values. 2) Regression: In Table IV , we compare single regression models (using the rxLinMod function in RevoScaleR) with RSP-based regression models (each base model was built using the lm function in stats package). The model performance of both single models and RSP-based ensemble models was measured in root mean square error (RMSE) and R-Squared. We can see that, with the of blocks in DS3 (i.e., 10 000 blocks) is far beyond the available executors or cores. In such case, it is impractical or impossible to load and analyze the entire data set because the job either takes a very long time or fails due to the memory limit. The solution of this problem is straightforward with RSP blocks. We applied the RSPbased method and found that less than 192 RSP blocks (i.e., 3.84% of the data) were sufficient to obtain a model with 0.839 average accuracy.
C. Extensions to Cross-Data Centers and Evolving Data Sets
It is common to store industrial data in several data centers according to the geographical location of the source data. The same data may be stored in separate data centers. If the data is analyzed as a whole, it may need to integrate all parts of data from different data centers in one data center before the whole data can be analyzed. However, the RSP-based method can be directly used to analyze data in multiple data centers. First, the corresponding RSP of the data is created in each data center. If RSP blocks from different data centers have the same probability distributions, the analysis process can be applied locally in each data center to produce local results. Then, local results from different data centers are combined to produce the final results for the entire data. If RSP blocks from different data centers have different probability distributions, the samples of RSP blocks from all data centers are selected and downloaded to one cluster. The RSP blocks from different data centers are combined to form a set of RSP blocks for the whole data set. Then, the combined blocks are used to produce approximate results for the entire data stored in different centers.
For example, A is a big data set divided into three separate files (A 1 , A 2 , A 3 ) that are stored in three data centers (C 1 , C 2 , C 3 ), respectively. Fig. 10 illustrates the basic steps to produce representative RSP blocks of the entire data in A. An RSP is generated from each data subset A i on its data center C i for 1 ≤ i ≤ 3. This operation is done only once in each data center. To analyze A, the same number of RSP blocks is randomly selected from each data center. The selected blocks can be downloaded into a local computing cluster. Then, the three sets of RSP blocks are merged into one set of RSP blocks for A where each new RSP block is formed by merging three RSP blocks, one from each data center. For instance, g = 2 RSP blocks are selected from each data center. The new blocks, i.e., A 12 ∪ A 21 ∪ A 34 and A 1K −2 ∪ A 2K −1 ∪ A 3K in the figure, are RSP blocks of A (see Theorem 1 in [30] ), and can be used to estimate the statistical properties of A or build ensemble models for A. In this case, the stepwise ensemble process can run on the local computing cluster which merges samples of RSP blocks from other data centers, stores the merged blocks on its local nodes, and continues the analysis process as before.
If a big data set D is an evolving data set, an RSP is created from the collected data in a time window. If RSP blocks in subsequent time windows have similar probability distributions, these blocks together represent an RSP of the entire data in the considered windows. If data have different probability distributions, RSP blocks from these windows are combined to represent an RSP of the entire data in these windows. In fact, to analyze data in different windows, we may not need to combine all RSP blocks from all windows. In a way similar to the cross-data center case, BLS is used to select RSP blocks from each window and merge them to produce RSP blocks of the entire data in all considered windows.
VI. CONCLUSION
In this paper, we proposed the RSP distributed data model to enable the distributed data blocks of a big data set to be used directly as random samples for approximate big data analysis. We showed that block-level samples from an RSP can be used efficiently and effectively for different data analysis tasks. We also demonstrated how a few RSP blocks are sufficient to obtain approximate estimates and models from big data using existing sequential implementations of data analysis and mining algorithms. The RSP data model enabled an efficient method to scale computing clusters to analyze and manage bigger data sets in different scenarios. Some of our future works will include extending the RSP-based method to other tasks (e.g., data cleaning and clustering) and testing it in different scenarios (e.g., multiple data centers and evolving data sets).
