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Abstract
We investigate the structural properties of dual systems for nonstationary Gabor
frames. In particular, we prove that some inverse nonstationary Gabor frame
operators admit a Walnut-like representation, i.e. the operator acting on a
function can be described by weighted translates of that function, even when
the original frame operator is not diagonal. In this case, which only occurs
when compactly supported window functions are used, the canonical dual frame
partially inherits the structure of the original frame, with differences that we
describe in detail. Moreover, we determine a sufficient condition for a pair
of nonstationary Gabor frames to form dual frames. The equivalence of this
condition to the duality of the involved systems is shown under some weak
restrictions. It is then applied in a simple setup, to prove the existence of
dual pairs of nonstationary Gabor systems with non-diagonal frame operator.
A discussion of the results, restricted to the classical case of regular Gabor
systems, precedes the statement of the general results. Here, we also explore a
connection to recent work of Christensen, Kim and Kim on Gabor frames with
compactly supported window function.
Keywords: time-frequency, adaptivity, Gabor analysis, frames, duality
condition
1. Introduction
In this contribution, we investigate the properties of adaptive time-frequency
systems that generalize classical Gabor systems. Although some of the presented
results apply in a more general setting, the focus is on time-frequency systems
with compactly supported generators.
Let g ∈ L2(R) and a, b ∈ R+. The corresponding Gabor system [22, 20]
Email address: nicki.holighaus@kfs.oeaw.ac.at (Nicki Holighaus)
1Tel. +43 1 51581-2516, Fax. +43 1 51581 2530
Preprint submitted to Elsevier October 14, 2018
G(g, a, b) is the set of functions
gm,n(t) =MmbTnag(t) = g(t− na)e2πimbt, ∀ m,n ∈ Z. (1)
The prototype function g is also called window or generator function. Of par-
ticular interest are systems that allow for stable, perfect reconstruction of any
function f ∈ L2(R) from the system coefficients, given by inner products with
the system elements. Such systems are generally called frames [18, 6] or, when
they are of the form G(g, a, b), Gabor frames. For any frame, there exists a
possibly non-unique dual frame that enables the aforementioned perfect recon-
struction. Gabor frames G(g, a, b) possess the nice property that, due to their
highly structured nature, the existence of a dual frame with the same structure,
G(h, a, b) for some h ∈ L2(R), is guaranteed. This inheritance of structure from
the original frame by a dual frame does not hold for more general frames and
is one of the reasons why Gabor frames are so convenient to work with. One
such dual frame is the canonical dual, obtained by applying the inverse frame
operator, cf. Section 2 for details, to the frame elements.
One of the early and most prevalent results in the field is the theory of
painless non-orthogonal expansions [14], where the authors determine a simple
necessary and sufficient condition for Gabor frames G(g, a, b) with compactly
supported generator and dense frequency sampling, i.e. small frequency step
b, to constitute a frame. Then, the frame operator is diagonal and thus easily
inverted and the canonical dual generator g˜ has the same support as g. This
setting is often referred to as the painless case.
In applications, frames generated from compactly supported window func-
tions are of particular interest, because they allow for the most efficient com-
putation of the frame coefficients and reconstruction. Compact support of the
frame generators is also crucial for real-time implementation. Thus, the in-
vestigation of such frames beyond the painless case is an active field, see e.g.
[5, 7, 11, 10, 28] and [9, 8]. In the latter two articles, Christensen, Kim and Kim
prove that for any Gabor frame with supp(g) ⊆ [1, 1], a = 1 and b ∈]1/2, 1[,
there exists a dual Gabor frame generated by a window supported on some
compact set dependent only on the magnitude of b, cf. [9, Theorem 2.1, Lemma
3.2]. In fact, they show in [8] that the support condition in [9] can be further
improved, for a large class of window functions g. This is also reflected in our
own results in Section 4 albeit recovering only a special case of the results in
[8]. The results in this manuscript are somewhat complementary to those of
Christensen, Kim and Kim. To allow for a comparison, we recall some results
from [9] in Section 4.
More results on the support of dual Gabor frames are due to Gro¨chenig and
Sto¨ckler [23, Theorem 9]. They prove the existence of dual frames with com-
pactly supported, piecewise continuous generator for G(g, a, b) with g a totally
positive function of finite type. While the class of functions treated by Gro¨chenig
and Sto¨ckler is quite different from the compactly supported functions in this
contribution, the support size of the dual generator grows proportionally to the
quotient ab1−ab in both cases.
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Although Gabor systems possess a number of useful mathematical proper-
ties, that lead to a deep, yet accessible theory, the fixed time-frequency resolu-
tion and sampling strategy they provide is often debated as too restrictive for
practical purposes. As a result, various generalizations have been proposed, to
provide more flexible sampling strategies or varying window functions. Methods
that allow for prefect reconstruction with flexible sampling and varying windows
are scarce, however. One construction that unites these desirable properties are
nonstationary Gabor (NSG) systems, first proposed by Jaillet [25]. While clas-
sical Gabor systems are constructed from regular translations and modulations,
NSG systems are generated by a countable set of window functions and modula-
tions thereof. Explicitly, we associate a sequence of pairs G(g,b) := (gn, bn)n∈Z,
gn ∈ L2(R) and bn ∈ R+, with the set of functions
gm,n(t) =Mmbngn(t) = gn(t)e
2πimbnt, for all m,n ∈ Z. (2)
If G(g,b) constitutes a frame, we call it a nonstationary Gabor frame. Note
that a nonstationary Gabor system with bn = b and gn = Tnag for all n ∈ Z
with g ∈ L2(R) and a, b ∈ R+ is a Gabor system.
Nonstationary Gabor frames combine the adaptivity of local Fourier bases [32,
1] with the flexibility of redundant systems to provide a powerful framework for
time-frequency representations. Much like Gabor frames give rise to Wilson
bases [15, 19, 3, 4], local Fourier bases can be constructed from NSG frames,
although the more intricate properties of their relationship have yet to be in-
vestigated.
State of the art results on nonstationary Gabor frames are collected in [2],
where an extension of the painless case to nonstationary Gabor systems is also
given.
The young theory of nonstationary Gabor frames beyond the painless case is
currently being developed [16, 17], while the painless construction is being used
in realizing various time- or frequency-adaptive transforms [36, 31, 30, 2, 33, 24].
Note that, in contrast to regular Gabor frames, the existence of a dual frame
with the same structure, i.e. comprised of window functions hn and modulation
parameters bn, is not guaranteed for general NSG frames. Indeed, one of the
central results in this manuscript details the structure of the canonical dual
system under certain restrictions. These restrictions, concerning the support
and overlap of the window functions gn and the modulation parameters bn,
guarantee compact support for the elements of the canonical dual frame and
a certain modulation and phase shift structure, detailed in Section 5. This
structure can be deduced from that of the inverse frame operator, which is in
turn determined using the Walnut representation of the NSG frame operator
and the Neumann series representation of its inverse.
Further, we obtain a duality condition, sufficient for pairs of dual nonsta-
tionary Gabor systems G(g,b) and G(h,b) to constitute dual frames. Under
weak assumptions on gn and bn, we are able to show equivalence of this condi-
tion with duality of G(g,b) and G(h,b). For a fixed NSG frame G(g,b), these
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equations might not be solvable, i.e. a dual system of the form G(h,b) may
not even exist. We determine a simple, yet somewhat restrictive, condition on
G(g,b), such that the duality conditions are solvable.
Our results apply to the classical Gabor case by choosing bn = b and gn =
Tnag to describe the support of the canonical dual window g˜ in the setting
considered in [9] and [8], complementing the results therein. By restricting the
duality conditions for NSG systems in that way, we recover the famous duality
conditions for Gabor systems [34, 35, 26] and a simple special case of a result
in [8].
The rest of the paper is organized as follows. Section 2 introduces the basic
concepts and notation used, while Section 3 introduces the Walnut represen-
tation of the nonstationary Gabor frame operator and related concepts. In
Section 4, we state our results for the regular Gabor case and compare them to
the results of Christensen, Kim and Kim [9, 8]. Section 5 presents our results
in their general form for nonstationary Gabor frames. The proof of Theorem
3 is postponed to Section 6 due to its lengthy nature. Section 7 concludes the
paper with a summary of the results and an outlook.
2. Preliminaries
Before we state our results, some basic notions have to be clarified. In
particular, we work with certain structured time-frequency dictionaries and the
corresponding frame-related operators. By ‖ · ‖ we denote the L2-norm and by
‖ · ‖op the operator norm. Furthermore we use the restriction f |I of f ∈ L2(R)
to the interval I, the characteristic function χM of the set M ⊆ R and the open
L2(R)-ball Bδ(t) around t with radius δ. The essential support, i.e. the support
up to sets of measure zero, of f ∈ L2(R) is denoted by supp(f), the Lebesgue
measure of a set M ⊆ R by µ(M). Finally, we use the sign function sgn(t).
Let Φ := (φλ ∈ L2(R))λ∈Λ, with a countable index set Λ, be a system of
generator functions. If there exist 0 < A ≤ B <∞, such that
A‖f‖2 ≤
∑
λ∈Λ
|〈f, φλ〉|2 ≤ B‖f‖2, ∀ f ∈ L2(R), (3)
then we call Φ a frame for L2(R). If Φ satisfies the upper bound, but not
necessarily the lower bound, Φ is a Bessel sequence for L2(R). Since all frames
and Bessel sequences in this contribution are considered over L2(R), we will
usually omit the reference to the function space from now on.
The basic operators associated to frames are the analysis and synthesis op-
erators CΦ : L
2(R)→ ℓ2(Λ) and DΦ : ℓ2(Λ)→ L2(R) defined by
CΦf(λ) = 〈f, φλ〉 and DΦc =
∑
λ∈Λ
c(λ)φλ, (4)
for all f ∈ L2(R), c ∈ ℓ2(Λ). For two systems Φ and Ψ with the same index set
Λ, the mutual frame-type operator SΦ,Ψ := DΨCΦ, is given by
SΦ,Ψf(λ) =
∑
λ∈Λ
〈f, φλ〉ψλ, ∀ f ∈ L2(R). (5)
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If Φ = Ψ, then we call SΦ,Φ = SΦ the frame operator associated to Φ. If Φ is a
Bessel sequence with Bessel bound B, then CΦ and DΦ are bounded operators,
i.e. ‖CΦ‖2op = ‖DΦ‖2op ≤ B. If Φ also satisfies the lower frame inequality, then
SΦ is bounded above and below: A ≤ ‖SΦ‖op ≤ B. Analysis, synthesis and
frame operators are well-defined for systems Φ violating the upper and/or lower
frame condition, but no longer bounded above or below, respectively. Whenever
attribution of the operator to a frame is clear, we will omit the subscript.
For any frame Φ := {φλ ∈ L2(R)}λ∈Λ with frame bounds A,B, there exists
a, possibly non-unique, dual frame Ψ := {ψλ ∈ L2(R)}λ∈Λ such that
f = DΨCΦf = DΦCΨf, ∀ f ∈ L2(R). (6)
In particular the canonical dual frame is given by applying the inverse frame
operator SΦ
−1 to the frame elements:
Φ˜ := (φ˜λ = S
−1
Φ φλ)λ∈Λ. (7)
For any frame, the inverse frame operator admits a Neumann series repre-
sentation [18]. Let 0 < A ≤ B <∞ be the optimal frame bounds, then
S−1 = 2/(A+B)
∞∑
j=0
(I− 2S/(A+B))j , (8)
where I denotes the identity operator. The normalization factor 2/(A + B)
yields ‖I − 2S/(A + B)‖op ≤ B−AB+A < 1 and the fastest convergence among all
possible choices [21, 29, 27].
In this contribution, we are interested in Gabor and nonstationary Gabor
systems, i.e. systems of the form G(g, a, b) (1) or G(g,b) (2), that constitute
frames or Bessel sequences. We associate g and b with the sequences (gn)n and
(bn)n, respectively.
For a (nonstationary) Gabor system generated from compactly supported
window functions with dense frequency sampling, a conveniently simple condi-
tion exists that is equivalent to the frame property [14, 2]. More explicitly, let
G(g,b) be a nonstationary Gabor system as per (2), such that for all n ∈ Z,
some constants cn, dn ∈ R exist with supp(gn) ⊆ [cn, dn] and b−1n ≥ dn − cn.
Then G(g,b) forms a frame, with frame bounds A and B, if and only if
0 < A ≤
∑
n
1
bn
|gn|2 ≤ B <∞, almost everywhere. (9)
This setup is usually referred to as the painless case and G(g,b) is called a pain-
less system, since the frame operator is diagonal and easily invertible. Moreover,
the canonical dual frame is of the form G(g˜,b), with supp(g˜n) ⊆ [cn, dn]. Inde-
pendent of supp(gn), the former is also true whenever bn = b for all n ∈ Z, in
particular for regular Gabor frames.
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3. Walnut and Walnut-like representations
Both regular and and nonstationary Gabor frame-type operators admit a so-
called Walnut representation, i.e. a representation purely in terms of translates
of the frame generators and the function to which the operator is applied. The
Walnut representation for nonstationary Gabor frames has only recently been
rigorously proven for systems constructed from window functions in the Wiener
space [16]. Here, we also use a variant for Bessel sequences. For the proof,
we refer the interested reader to [16], since the Bessel case only requires minor
modifications.
Definition 1. TheWiener spaceW (L∞, ℓ1) is the space of functions f ∈ L∞(R)
such that
‖f‖W (L∞,ℓ1) :=
∑
k∈Z
ess sup
t∈[0,1]
|f(t+ k)| <∞. (10)
Proposition 1 ([16]). Let G(g,b) and G(h,b) be nonstationary Gabor systems
with bn ∈ R+ and gn ∈ L2(R), for all n ∈ Z. If either
(i) gn, hn ∈W (L∞, ℓ1) for all n ∈ Z, or
(ii) G(g,b) and G(h,b) are Bessel sequences,
then the associated frame-type operator Sg,h,b := DG(h,b)CG(g,b) admits a Wal-
nut representation of the form
Sg,h,bf =
∑
n,k∈Z
b−1n hnTkb−1n gnTkb−1n f, for all f ∈ L2(R). (11)
Substituting bn by b and gn by Tnag for all n ∈ Z yields the Walnut representa-
tion of Gabor frame-type operators. Setting h = g yields the Walnut represen-
tation for the frame operator.
The Walnut representation shows that the frame operator maps a function
f ∈ L2(R) onto a sum of weighted, translated copies of itself, where the weight
functions are given by ωn,k := b
−1
n gnT−kb−1n gn, for all n, k ∈ Z and the corre-
sponding translates are T−kb−1n .
The painless case result (9) can be derived from the Walnut representation
easily: If supp(gn) ⊆ [cn, dn] and bn ≤ 1dn−cn , then ωn,k = b−1n gnT−kb−1n gn ≡ 0
for all k 6= 0 and thus S is diagonal. Furthermore, boundedness of the sum in
(9) is a necessary condition for any NSG system to constitute a Bessel sequence,
Proposition 2. Let G(g,b) and G(h,b) be nonstationary Gabor Bessel se-
quences with bn ∈ R+ and gn ∈ L2(R), for all n ∈ Z. Let B be a joint Bessel
bound of G(g,b) and G(h,b). Then∑
n∈Z
b−1n |hnTxgn| ≤ B a.e. (12)
In particular
∑
n∈Z b
−1
n |gn|2 ≤ B almost everywhere.
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Proof. To prove
∑
n∈Z b
−1
n |gn|2 ≤ B, we retrace the steps of a proof by Chui and
Shi [12] for Wavelet frames. By the Bessel property of G(g,b) and Plancherel’s
equality for Fourier series,
B‖f‖2 ≥
∑
n,k∈Z
|〈f, gn,k〉|2 =
∑
n,k∈Z
∣∣∣∣∣
∫ b−1n
0
∑
l∈Z
Tlb−1n f(t)Tlb−1n gn(t)e
−2πikbnt dt
∣∣∣∣∣
2
=
∑
n∈Z
b−1n
∫ b−1n
0
∣∣∣∣∣∑
l∈Z
Tlb−1n f(t)Tlb−1n gn(t)
∣∣∣∣∣
2
dt.
Observe b−1n -periodicity of the integrand. For all 0 < N ∈ Z, we can choose
some ǫ > 0, such that for all t0 ∈ R and f =
√
2ǫ
−1
χ[t0−ǫ,t0+ǫ]
N∑
n=−N
1
bn
∫ t0+b−1n /2
t0−b
−1
n /2
∣∣∣∣∣∑
l∈Z
Tlb−1n f(t)Tlb−1n gn(t)
∣∣∣∣∣
2
dt
=
N∑
n=−N
1
2ǫbn
∫ t0+ǫ
t0−ǫ
|gn(t)|2 dt ≤ B‖f‖ = B
holds. Subsequently taking limits over ǫ and N proves
∑
n∈Z b
−1
n |gn|2 ≤ B
almost everywhere.
The general case follows by Cauchy-Schwarz’ inequality:∑
n∈Z
b−1n |hnTxgn| ≤
(∑
n
b−1n |hn|2
∑
l
b−1l |gl|2
)1/2
≤ B, (13)
for all x ∈ R.
The Walnut representation is a very handy tool, describing the action of
NSG frame operators in an intuitive way. We would like to use a slightly more
general definition, though.
Definition 2. Let Λ be a countable index set, X a dense subspace of L2(R) and
W : L2(R)→ L2(R) a bounded linear operator. If sequences (ωλ ∈ L∞(R))λ∈Λ
and (aλ ∈ R)λ∈Λ exist such that
Wf =
∑
λ∈Λ
ωλTaλf, for all f ∈ X (14)
and the sum on the right-hand side is unconditionally convergent, then we say
that W has a Walnut-like representation with weights ωλ and translation con-
stants aλ.
For regular Gabor systems, the Walnut representation has been shown to be
absolutely convergent by Janssen [26]. For more general NSG systems, we dis-
cuss an alternate Walnut-like representation of the nonstationary Gabor frame
operator and its unconditional convergence in Section 5.1.
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Under weak additional assumptions, we can show that in fact, the weights
corresponding to a fixed translate of f in (14) are bounded by the operator
norm of W.
Lemma 1. Let W : L2(R) 7→ L2(R) be a bounded linear operator with Walnut-
like representation. If ‖W‖op = C < ∞ and for all c, d ∈ R with c < d,
{aλ : ωλ |[c,d] 6= 0}λ∈Λ is free of accumulation points, then∣∣∣ ∑
λ∈Λ
aλ=aλ0
ωλ
∣∣∣ ≤ C a.e., (15)
for all λ0 ∈ Λ.
Proof. Without loss of generality, assume∑
λ∈Λ
aλ=aλ0
ωλ ≥ C0 > C a.e. on M with µ(M) > 0.
Then for all δ > 0, there exists l ∈ Z, such that µ(M ∩ Bδ(2lδ)) > 0. Further-
more, since {aλ : ωλ |[c,d] 6= 0}λ∈Λ has no accumulation points for all c < d,
there exists for any fixed l ∈ Z a δ > 0 such that
{aλ : ωλ |Bδ(2lδ) 6= 0}λ∈Λ ∩B2δ(aλ0) = {aλ0}.
Choose l ∈ Z and δ > 0 such that the above equation holds and µ(Ml) > 0,
with Ml =M ∩Bδ0(2lδ0). Take f = χMl−aλ0 . If f ∈ X , then∣∣∣Wf |Bδ0 (2lδ0)∣∣∣ ≥ C0|Taλ0 f | ⇒ ‖Wf‖ ≥ C0‖f‖,
contradicting ‖W‖op = C < C0. If f /∈ X , construct a sequence (fn ∈ X)n∈N
converging to f . For such a sequence, some n0 ∈ N exists, such that ‖Wfn‖ >
C‖fn‖, for all n ≥ n0.
Remark 1. If on the other hand, W : L2(R) 7→ L2(R) is linear and Wf can
be written in the form (14) for all f in a dense subspace of L2(R), then W is
guaranteed to be a bounded linear operator if
∑
λ∈Λ ‖ωλ‖∞ < ∞, by Cauchy-
Schwarz’ inequality.
4. Results in the regular case
In this section, we recall a result of Christensen, Kim and Kim [9] and state
our own results in a simplified form for regular Gabor frames. Thus, this section
demonstrates the application of our results to a classical setting and eases the
reader into the technicalities necessary for the description of the general case.
The results discussed herein are special cases of and follow directly from the
results presented in Section 5.
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We start by fixing some notation. For the rest of this section, we assume g, as
used in the Gabor system G(g, a, b), to be compactly supported with supp(g) =
[c, d]. We write
In,0 = [c, d] + na,
I+n,k = [c− (k − 1)a+ kb−1, d] + na,
I−n,k = [c, d+ (k − 1)a− kb−1] + na,
(16)
for all k ∈ N, n ∈ Z.
These sets will be helpful in describing both the support of the weight func-
tions of the Walnut-like representation of S−1, as well as the support of the
canonical dual window S−1g in the case that G(g, a, b) constitutes a frame.
The conditions placed on G(g, a, b) in Theorems 1 and 2 will be seen to imply
I±n,k+1 ⊆ I±n,k ⊆ In,0 and I+n,1 ∩ I−n,1 = ∅ for all n ∈ Z, k ∈ N.
The following theorem combines two results in [9] rewritten in our notation:
Theorem 1 (Christensen, Kim, Kim). Let g ∈ L2(R) supported on [−1, 1] and
b ∈]1/2, 1[. Assume that G(g, 1, b) is a frame and set K := ⌊ b1−b⌋, then
(i) [9, Th 2.1] there exists a dual window h ∈ L2(R) with supph ⊆ [−K,K].
(ii) [9, Lem 3.2] If g is bounded, K > 1 and G(h, 1, b), with h ∈ L2(R) sup-
ported on [−K,K], is a dual frame, then h is essentially supported on a
subset of
I0,0 ∪
K⋃
k=1
I−−k,k ∪ I+k,k.
The main tool used in [9] is the duality condition for Gabor Bessel sequences
G(g, a, b) and G(h, a, b) to form dual frames [34, 35, 26]
b−1
∑
n∈Z
TnahTkb−1+nag =
{
1 a.e. for k = 0,
0 a.e. else.
(17)
In Section 5.1, we will discuss the existence of a similar duality condition for
nonstationary Gabor systems G(g,b) and G(h,b).
Our following result is a restriction of Theorem 3 to Gabor systems, showing
that the canonical dual window of G(g,b) satisfies the properties attributed to h
in Theorem 1 (i) and (ii). The conditions on g, a and b, while written differently
as a preparation for Theorem 3, are equivalent to those in Theorem 1. We note
that, by restricting g to be a continuous, compactly supported function with
finitely many zeros inside its support, Christensen, Kim and Kim show that
the frame property of G(g, 1, b) is equivalent to the existence of a continuous
function h ∈ L2(R), with support contained in [−K,K] such that g, h satisfy
the duality relations above. Our result investigates the structure of the inverse
frame operator and derives properties of the canonical dual frame, but we do
not attempt to characterize the frame property.
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Figure 1: Section of a Gabor frame operator and its inverse in the setting of Theorem
2 (schematic illustration). Left : The weights correspond to side-diagonal entries of
a matrix, with ω0 the main diagonal and ω±1 located on side-diagonal ±b
−1. Grey
diagonal lines indicate non-zero entries in the side-diagonals/weights and we see that
at most 3 entries in each row are non-zero. Dashed lines indicate the support of the
translates of g. Right : The inverse frame operator additionally possesses a regularly
spaced set of weights ωk located on the side-diagonals kb
−1. Their non-zero entries are
constrained by the support of the respective translates of g, indicated by horizontal
and vertical lines. The parameter choice leads to shrinking support for weights located
further from the main diagonal.
Theorem 2. Let g ∈ L2(R) with supp(g) ⊆ [c, d] and d > c. Furthermore
a ∈ [d−c2 , d − c[, b ∈]0, 1a [ and K = ⌊ (d−c−a)b1−ab ⌋. If G(g, a, b) is a frame, the
following hold.
(i) The inverse frame operator S−1 has a Walnut-like representation of the
form
S−1f =
K∑
k=0
ωkT−kb−1f, (18)
with supp(ωk) ⊆
⋃
n∈Z I
− sgn(k)
n,|k| for all k 6= 0.
(ii) The canonical dual window g˜ = S−1g ∈ L2(R) satisfies
supp(g˜) ⊆ I0,0 ∪
K⋃
k=1
I−−k,k ∪ I+k,k. (19)
Borrowing intuition from the discrete case, the inverse frame operator S−1
can, according to Theorem 2 (i), informally be interpreted as an infinitesimal
matrix, supported only on the main diagonal and a discrete set of side-diagonals
which in turn are non-zero only on specific intervals. For an illustration, see
Figure 1.
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We see that Theorems 1 and 2 are complementary and shed light on the
same problem from somewhat different points of view.
Example 1. Assume that G(g, 76 , 35 ), with g ∈ L2(R) continuous, supp(g) =
[−1, 1] and g(x) > 0 for all x ∈]− 1, 1[, constitutes a frame. Then
S−1f =
∑
k∈{−1,0,1}
ωkT−kb−1f,
with the essential supports of ω1 and ω−1 contained in
⋃
n∈Z
[−1 + 7n6 , 1 + 7n−106 ]
and
⋃
n∈Z
[−1 + 7n+106 , 1 + 7n6 ], respectively. Consequently,
supp(S−1g) ⊆
[
−13
6
,−11
6
]
∪ [−1, 1] ∪
[
11
6
,
13
6
]
,
since I+n,k = I
−
n,k = ∅, for all k > 1.
This example raises the question when ωk ≡ 0 for |k| > 1 can be guaranteed,
i.e. the weights associated with S−1 are supported on the same set as those
associated with S. An answer is given in the following Corollary.
Corollary 1. Let G(g, a, b) as in Theorem 2, with b ∈]0, 2d−c+a [, then
S−1f =
∑
k∈{−1,0,1}
ωkT−kb−1f,
and ω1 ≡ 0 outside
⋃
n∈Z I
−
n,1, ω−1 ≡ 0 outside
⋃
n∈Z I
+
n,1. The same support
conditions hold for S, albeit with different weight functions.
Proof. To obtain the statement for S−1, apply Theorem 2(i) and simply check
that I+n,k = I
−
n,k = ∅, for all k > 1. For S, the statement follows by applying the
conditions of Theorem 2 to the Walnut representation (11).
Under the conditions above, it is reasonable to assume that it is possible to
find a dual window with support in [c, d]. As can be shown by applying the
duality condition (17), this is true in many cases.
Corollary 2. Let G(g, a, b) with g ∈ L2(R) and supp(g) ⊆ [c, d] be a Gabor
Bessel sequence as in Theorem 2 with b ∈]0, 2d−c+a [.
(a) Let G(h, a, b) a Gabor Bessel sequence with h ∈ L2(R), supp(h) ⊆ [c, d].
G(g, a, b) and G(h, a, b) are dual frames if and only if the following hold:
– For almost every x ∈ [c, c+ a[:
hg +T−a(hg) = b, (a.i - Gabor)
– For almost every x ∈ I−0,1:
hT−b−1g = 0 (a.ii - Gabor)
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– For almost every x ∈ I+0,1:
hTb−1g = 0 (a.iii - Gabor)
(b) A Bessel sequence G(h, a, b) with h ∈ L2(R) and supp(h) ⊆ [c, d] exists,
such that the pair G(g, a, b), G(h, a, b) satisfy (a), if and only if there is
some A > 0 such that the following hold:
|g(t)| ≥ A or |T−ag(t)| ≥ A for a.e. t ∈ [c, c+ a[, (b.i)
|T−ag| ≥ A a.e. on supp(T−b−1g) ∩ I−0,1 (b.ii)
and
|Tag| ≥ A a.e. on supp(Tb−1g) ∩ I+0,1. (b.iii)
Note that any real, continuous g with 0 < g(x) < 1 for all x ∈ (c, d) satisfies
Corollary 2(b) for all a < d−c. Furthermore, under the assumptions 0 < g(x) <
1 for all x ∈ (c, d) any h ∈ L2(R) with supp(h) ⊆ [c, d], satisfying Corollary 2(a)
must have its essential support contained in [d− b−1, c+ b−1]. The result above,
the restriction of Corollary 5 to the regular Gabor case, is little more than a
reduction of the duality condition (17) to systems G(g, a, b) with supp(g) ⊆ [c, d]
and b ∈]0, 2d−c+a [. We see that pairs of dual frames with small support can be
found if the painless case conditions are almost fulfilled.
A more general result, improving the support condition in Theorem 1, can be
found in [8]. It cannot, however, easily be generalized to nonstationary Gabor
frames.
5. Nonstationary Gabor frames
We now generalize the notation used in Section 4 to the nonstationary setting
and state our results in the general case. Since the modulation parameters bn
need not be equal anymore, we will work with
B+n,k :=
k−1∑
j=0
b−1n+j and
B−n,k :=
k−1∑
j=0
b−1n−j, ∀ n ∈ Z, k ∈ N.
(20)
Then, for the nonstationary Gabor system G(g,b), with supp(gn) = [cn, dn] for
all n ∈ Z, we set
In,0 = [cn, dn],
I+n,k = [cn−k+1 +B
−
n,k, dn],
I−n,k = [cn, dn+k−1 −B+n,k]
(21)
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Frame operator structure
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Figure 2: Section of a NSG frame operator and its inverse in the setting of Theorem
3 (schematic illustration). Left : The weights correspond to side-diagonal entries of a
matrix, with ω0 the main diagonal and ωn,±1 located on side-diagonal ±b
−1
n . Grey
diagonal lines indicate non-zero entries in the side-diagonals/weights and we see that
at most 3 entries in each row are non-zero. Dashed lines indicate the support of the
individual window functions. Right : The inverse frame operator additionally possesses
an irregularly spaced set of weights ωn,k located on the side-diagonals sgn(k)B
sgn(k)
n,|k| ,
i.e. dependent on the non-uniform frequency steps bn. Their non-zero entries are
constrained by the support of the respective windows, indicated by horizontal and
vertical lines. The parameter choice leads to shrinking support for weights located
further from the main diagonal.
for n, k as before. Note that for gn = Tnag and bn = b for all n ∈ Z, these sets
coincide with those in the previous section.
As before, the notational conventions above will be helpful in describing the
structure inherent to the Walnut-like representation of inverse nonstationary
Gabor frame operators. The conditions on G(g,b) in Theorem 3 below imply
I±n,k+1 ⊆ I±n,k ⊆ In,0 and I+n,1 ∩ I−n,1 = ∅ for all n ∈ Z, k ∈ N. Some intuition
can be gained from likening the NSG frame operator and its inverse to a sparse,
infinitesimal matrix with a structured set on non-zero side-diagonals that are,
in turn, non-zero only on specific intervals. For an illustration, see Figure 2.
The following theorem details the structure of the inverse frame operator
and the canonical dual frame (g˜m,n)m,n:
Theorem 3. Let G(g,b) be a nonstationary Gabor frame with gn ∈ L2(R),
supp(gn) = [cn, dn], cn < dn, and bn ∈] 1dn−cn ,∞[ for all n ∈ Z. If ǫ > 0
exists such that dn−1 ≤ cn+1 and b−1n ≥ max{ dn−cn2 , cn+1 − cn, dn − dn−1} + ǫ
for all n ∈ Z, then the inverse frame operator S−1g,b = S−1 has a Walnut-like
representation of the form
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(i)
S−1f = ω0f +
∑
n∈Z
∑
k∈Z\{0}
ωn,kT− sgn(k)Bsgn(k)
n,|k|
f, ∀ f ∈ L2(R) (22)
where supp(ωn,k) ⊆ I− sgn(k)n,|k| for all n ∈ Z, k ∈ Z \ {0}.
(ii) for any fixed n ∈ N the elements {g˜m,n = S−1gm,n}m∈Z of the canonical
dual frame satisfy
supp(g˜m,n) ⊆ In,0 ∪
⋃
k∈N
I−n−k,k ∪ I+n+k,k. (23)
(iii) The elements g˜m,n, m 6= 0 of the canonical dual frame can be derived from
g˜0,n by
g˜m,n =Mmbn
(
g˜0,n|I(0)n +
∑
k∈N
g˜0,n|I−
n−k,k
exp(2πimbnB
+
n−k,k)
+ g˜0,n|I+
n+k,k
exp(−2πimbnB−n+k,k)
)
. (24)
(iv) For each n ∈ Z, there exists kn ∈ N such that I±n,k = ∅ for all k ≥ kn.
Furthermore, if a constant C <∞ exists, such that maxn(dn−cn−b−1n ) ≤
C, then I±n,k = ∅ for all n ∈ Z and N ∋ k ≥ C/ǫ.
Loosely speaking, the above theorem can be read as follows: Whenever a
nonstationary Gabor system, comprised of compactly supported window func-
tions with moderate overlap and sufficiently small modulation parameters, con-
stitutes a frame, then
(i) the inverse frame operator possesses a Walnut-like representation with
compactly supported off-diagonal weight functions
(ii) each element of the canonical dual frame is supported on a finite, disjoint
union of compact intervals.
(iii) the canonical dual frame of G(g,b) is “almost” a nonstationary Gabor
system with the same modulation parameters. Some phase shifts may
occur, though.
(iv) for fixed n ∈ Z only finitely many of the intervals I±n,k are non-empty. If
the window sizes behave nicely, there is a uniform bound on the number
of non-empty sets, valid for all n ∈ Z.
It is imminent from Theorem 3(ii) and (iii), that we can only guarantee
the canonical dual system to be a NSG system with the same modulation pa-
rameters, if either I±n,k = ∅ for all n, k or bn = b for all n ∈ Z. While other
constructions are conceivable, e.g. using uniform modulation parameters in a
blockwise fashion, separated by a window gn with b
−1
n ≥ dn − cn, they require
great care in the choice of both window functions and parameters. More in-
tuitive constructions such as the choice of a uniform undersampling factor, i.e.
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b−1n = α(dn − cn) for some α < 1, do not leave the structure of the original
system intact.
To recover Theorem 2 from Theorem 3, combine (i) and (iv); noting that
B±n,k = kb
−1 for all n, k, take ωk =
∑
n ωn,k for k 6= 0.
A closer look at the intervals I±n,k shows that, under the conditions of Theo-
rem 3, I±n,k+1 ( I
±
n,k is guaranteed. That is, the sets I
±
n,k are strictly shrinking
for n fixed and k increasing. Lemma 2 in Section 6 takes a closer look at how
these sets are intertwined.
As in the regular Gabor case, it is reasonable to ask whether the weights of
the inverse frame operator are supported on the same set as those of the original
frame operator.
Corollary 3. Let G(g,b) be as in Theorem 3, with bn ∈
]
0, bn−1bn−1(dn−cn−1)−1
[
for all n ∈ Z, then
S−1f = ω0f +
∑
n∈Z
∑
k∈{−1,1}
ωn,kT− sgn(k)Bsgn(k)
n,|k|
f,
and supp(ωn,±1) ⊆ I∓n,1. The same support conditions hold for S, albeit with
different weights.
Proof. Apply Theorem 3(i) and simply check that I+n,k = I
−
n,k = ∅, for all n ∈
Z, k > 1 to show the statement for S−1. For S, apply the Walnut representation
(11) and check the conditions of Theorem 3.
So far, we have investigated the structure of inverse NSG frame operators and
the canonical dual frames of NSG systems. We have seen that only few particular
choices of G(g,b) yield a canonical dual frame of the form G(g˜,b). Yet, this does
not exclude the existence of a dual system G(h,b) per se. To further illuminate
this problem, we will deduce a sufficient, and in many standard cases necessary,
condition for duality of two NSG systems G(g,b) and G(h,b) to constitute dual
frames. As an illustrative example, we will apply the result in the setting of
Corollary 3.
5.1. Towards a duality condition
The Walnut representation (11) is an efficient way to describe the action of a
NSG frame-type operator. However, to determine duality of two NSG systems,
it is beneficial to rearrange the summations ordered by the appearing translate
of f . More precisely, define for any sequence b = (bn ∈ R+)n the countable set
Eb by
Eb = {x ∈ R : ∃ (m,n) ∈ Z2 s.t. x = mb−1n }. (25)
Furthermore, to prevent pathologies, we introduce the following notion of
“nice” nonstationary Gabor systems.
Definition 3. We call a nonstationary Gabor system G(g,b) well-behaved, if
either of the following holds:
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(i) Eb is free of accumulation points.
(ii) For all n ∈ Z, gn is compactly supported on some interval [cn, dn] and
On := {l ∈ Z : cl < dn and dl > cn} is finite.
The flexibility gained by the way a NSG system is defined allows the con-
struction of a multitude of pathological cases that are generally not interesting
for practical purposes. Note that the functions gn and hn are usually desired to
be well concentrated in time and frequency. Further, they should be evenly dis-
tributed over time. Consequently, only finitely many compactly supported win-
dows overlapping is a rather weak restriction. On the other hand {b−1n : n ∈ Z}
being δ-separated, i.e. either b−1n = b
−1
l or |b−1n − b−1l | ≥ δ for all n, l ∈ Z is
enough to guarantee Eb being free of accumulation points.
We can now formulate an alternative version of the Walnut representation
(11), valid on a dense subspace of L2(R).
Corollary 4. Let G(g,b) and G(h,b) be well-behaved nonstationary Gabor
Bessel sequences with bn ∈ R+ and gn, hn ∈ L2(R), for all n ∈ Z. Then,
for all f ∈ L2(R) with compact support,
Sg,h,bf =
∑
x∈Eb
ωxTxf, (26)
with
ω0 =
∑
n∈Z
b−1n hngn and ωx =
∑
(m,n)∈Z2
mb−1n =x
b−1n hnTxgn for x 6= 0. (27)
Moreover, the sum in (26) is absolutely convergent. Consequently, the extension
to L2(R) of the bounded, linear operator defined by the right-hand side of (26)
equals Sg,h,b.
Proof. By Proposition 2,
∑
n∈Z b
−1
n |hnTxgn| ≤ B almost everywhere, for any
x ∈ R. Now let I be any finite interval such that supp(f) + supp(f) ⊆ I. If
G(g,b), G(h,b) are well-behaved in the sense of Definition 3(i), then Eb ∩ I is
a finite set and ∣∣∣ ∑
x∈Eb
∑
(n,k)∈Z2
x=kb−1n
b−1n (hnTxgn)Txf
∣∣∣
≤
∑
x∈Eb∩I
∑
(n,k)∈Z2
x=kb−1n
b−1n |hnTxgn||Txf |
≤ B
∑
x∈Eb∩I
|Txf | <∞ a.e. on I, (28)
with absolute convergence. If on the other hand, G(g,b), G(h,b) are well-
behaved in the sense of Definition 3(ii), then the sum over Eb is locally finite.
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Thus, by the Walnut representation (11) of Sg,h,b:∑
x∈Eb
ωxTxf =
∑
n,k∈Z
b−1n (hnTkb−1n gn)Tkb−1n f = Sg,h,bf, ∀ f ∈ L2(R). (29)
Since
∑
x∈Eb
ωxTx = Sg,h,b on a dense subspace of L
2(R), the extension of∑
x∈Eb
ωxTx to L
2(R) equals Sg,h,b.
It is easy to see that ω0 ≡ 1 and ωx ≡ 0 for x 6= 0 is a sufficient condition
for Sg,h,bf = f and thus for G(g,b) and G(h,b) to be dual frames. For well-
behaved systems G(g,b) and G(h,b), it can be shown to be necessary as well.
Theorem 4. Let G(g,b), G(h,b) be nonstationary Gabor Bessel sequences with
gn, hn ∈ L2(R), bn ∈ R+. Then∑
n∈Z
b−1n hngn ≡ 1 and
∑
(m,n)∈Z2
mb−1n =x
b−1n hnTxgn ≡ 0 for x 6= 0 (30)
implies duality in the sense that
〈f1, f2〉 =
∑
m,n∈Z
〈f1, gm,n〉〈hm,n, f2〉 for all f1, f2 ∈ L2(R). (31)
If furthermore both G(g,b) and G(h,b) are well-behaved, the converse holds as
well.
Proof. Using the Bessel property of G(g,b) and G(h,b), we can interchange
summation and integration in the right-hand side of Equation (31) arriving at
∑
m,n∈Z
〈f1, gm,n〉〈hm,n, f2〉 =
〈 ∑
m,n∈Z
〈f1, gm,n〉hm,n, f2
〉
.
Assume Equation (30) holds. Invoking the alternate Walnut representation (26)
of Sg,h,b, we see that for all compactly supported f1,∑
m,n∈Z
〈f1, gm,n〉hm,n = Sg,h,bf1
=
∑
x∈Eb
ωxTxf1
= ω0T0f1 = f1.
Therefore, Equation (31) holds for all compactly supported f1 ∈ L2(R) and
by density for all f1 ∈ L2(R), proving the first inference. We prove the con-
verse inference by contradiction, assuming (30) to be violated, then provide a
counterexample to (31). Let G(g,b), G(h,b) be well-behaved in the sense of
Definition 3(i), i.e. if ωx 6= 0 for some x ∈ R \ {0}, we can choose δ > 0 and
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l ∈ Z, such that Eb ∩B2δ(x) = {x} and ωx|Bδ(2lδ) 6= 0. Let f1 = χBδ(2lδ)−x and
f2 = ωx |Bδ(2lδ), then
0 ≡ 〈f1, f2〉 6= 〈Sg,h,bf1, f2〉 = ‖ωx |Bδ(2lδ) ‖2,
proving that ωx ≡ 0 for all x ∈ R \ {0} is necessary. But then ω0 6= 1 contra-
dicting (31) can easily be seen. If instead G(g,b), G(h,b) are well-behaved in
the sense of Definition 3(ii), note that
Eb,n = {x ∈ R, ∃ m ∈ Z, l ∈ On : x = mb−1l } (32)
is free of accumulation points and apply the reasoning above.
Note that duality of a pair of Bessel sequences in the sense of (31) implies
the frame property for both involved Bessel sequences.
Remark 2. For systems with uniform b, i.e. bn = b, the duality condition
above reduces to the well-known conditions for Gabor frames [34, 35] or more
generally, shift-invariant frames [26]. In both classical cases, the canonical dual
frame inherits the structure of the original frame and thus the duality conditions
are guaranteed to have a solution. This is not true for NSG systems in general.
Indeed, we expect that for many choices of a NSG frame G(g,b), there is no
system G(h,b) satisfying (30).
Remark 3. The restriction to well-behaved NSG systems in Theorem 4 prevents
us from recovering the equivalence of the duality conditions to the frame prop-
erty for Wavelet systems, proven by Chui and Shi in [13]. However, the restric-
tion to well-behaved systems allows for a straightforward proof, once all the in-
gredients are in place. Further relaxation of the conditions for well-behavedness,
using the methods presented in [13], is planned as future work.
Given a specific setup of g and b, the duality conditions above may prove
useful to determine the existence of a dual system that shares the modulation
parameters b. This is particularly interesting from an algorithmic point of view,
since analysis and synthesis can be realized efficiently for NSG systems, but not
for general frames. Here, we consider the setting of Corollary 3 and show that
dual pairs of NSG frames with compactly supported generators exist. We obtain
the following result.
Corollary 5. Let G(g,b) be a nonstationary Gabor Bessel sequence as in The-
orem 3 with gn ∈ L2(R), bn ∈]0, bn−1bn−1(dn−cn−1)−1 [ and cn ≤ dn−1 for all n ∈ Z.
(a) Let G(hn, bn) a nonstationary Gabor Bessel sequence with hn ∈ L2(R),
supp(hn) ⊆ [cn, dn]. G(g,b) and G(h,b) are dual frames if and only if the
following hold for all n ∈ Z:
– For almost every x ∈ [cn, cn+1[:
b−1n hngn + b
−1
n−1hn−1gn−1 = 1, (a.i)
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– For almost every x ∈ I−n,1:
hnT−b−1n gn = 0 (a.ii)
– For almost every x ∈ I+n,1:
hnTb−1n gn = 0 (a.iii)
(b) A Bessel sequence G(h,b) with hn ∈ L2(R) and supp(hn) ⊆ [cn, dn] for
all n ∈ Z exists, such that the pair G(g,b), G(h,b) satisfy (a), if and only
if there is some A > 0 such that the following hold for all n ∈ Z:
b−1/2n |gn(t)| ≥ A or b−1/2n−1 |gn−1(t)| ≥ A for a.e. t ∈ [cn, cn+1[, (b.i)
b
−1/2
n−1 |gn−1| ≥ A a.e. on supp(T−b−1n gn) ∩ I−n,1 (b.ii)
and
b
−1/2
n+1 |gn+1| ≥ A a.e. on supp(Tb−1n gn) ∩ I+n,1. (b.iii)
Proof. The systems G(g,b) and G(h,b) are well-behaved in the sense of Defini-
tion 3(ii). Thus they form a pair of dual nonstationary Gabor frames if and only
if Equation (30) is satisfied. Invoking the support conditions on the systems,
we get
b−1n hngn + b
−1
n−1hn−1gn−1 = 1 a.e. on [cn, cn+1[, (a.i)
hnT−b−1n gn = 0 a.e. on I
+
n,0 (a.ii)
and
hnTb−1n gn = 0 a.e. on I
−
n,0, (a.iii)
for all n ∈ Z, concluding the proof of (a). We first prove that (b.i) to (b.iii) are
sufficient by constructing a dual Bessel sequence G(h,b) satisfying the support
constraints. Let for all n ∈ Z, J0n be the largest open subset of [cn, cn+1[
such that b
−1/2
n |gn| ≥ A almost everywhere on J0n and J1n = [cn+1, dn] \ J0n+1.
Furthermore let us denote, for all n ∈ Z, J−n = I−n,1 ∩ supp(T−b−1n gn) and
J+n = I
+
n−1,1 ∩ supp(Tb−1n−1gn−1). Then
hn :=
{
bn/gn, on
(
J0n ∪ J1n
) \ (J+n ∪ J−n ) ,
0, else ,
is well-defined almost everywhere for all n ∈ Z. With this choice, it is easy to
see that the conditions (a.i) to (a.iii) are satisfied. Furthermore hn(t) < 2
√
bn/A
almost everywhere. Thus hn ∈ L∞(R) and is compactly supported, in particular
hn ∈ L2(R)∩W (L∞, ℓ1). We see that
∑
n b
−1
n |hn|2 ≤ 2/A2. Invoke the Walnut
representation and apply the proof of Proposition 2 to see that G(h,b) is a
Bessel sequence.
For the converse, we assume either of (b.i) to (b.iii) to be violated. Note
that hn is uniquely determined almost everywhere on J
−
n+1 ∪ J+n−1. If (b.ii) or
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(b.iii) is violated, we can for every ǫ > 0 find n ∈ Z, such that b−1/2n |gn| < ǫ and
consequently b
−1/2
n |hn| > ǫ−1 almost everywhere on a subset M ⊆ J−n+1 ∪ J+n−1
of positive measure. Therefore,
∑
n b
−1
n |hn|2 > ǫ−2 on a set of positive measure,
contradicting the Bessel condition by Proposition 2. If on the other hand (b.i)
is violated, then we can for every ǫ > 0 find n ∈ Z, such that b−1/2n |gn| < ǫ
and b
−1/2
n−1 |gn−1| < ǫ almost everywhere on a subset M ⊆ [cn, cn+1[ of positive
measure. Assume a.i to be satisfied, i.e.
1 = |b−1n hngn + b−1n−1hn−1gn−1| ≤ ǫ
(
b−1/2n |hn|+ b−1/2n−1 |hn−1|
)
a.e. on M.
Then, almost everywhere on M , either b
−1/2
n |hn| > 1/2ǫ or b−1/2n−1 |hn−1| > 1/2ǫ,
contradicting the Bessel condition by Proposition 2.
Remark 4. The proof shows that, given gn, gn−1, gn+1, hn is uniquely deter-
mined on I−n,1∪]dn−1, cn+1[∪I+n,1, except for a zero set. Therefore, as Chris-
tensen, Kim and Kim have observed in the regular case [8], the equation system
(a.i) to (a.iii) is not solvable in general, if I−n,1 ∩ I+n−1,1 6= ∅ and for all n ∈ Z,
supp(hn) ⊆ supp(gn). In the classical Gabor case, because bn = b for all
n ∈ Z, an appropriate increase of the size of supp(hn) does the trick. We expect
that this can be generalized to NSG systems with uniform bn. In the general
case however, non-uniformity of bn significantly complicates matters and fur-
ther work is required to determine the solvability of (a.i) to (a.iii) even without
support constraints on the hn, i.e. whether any NSG system G(h,b), dual to
G(g,b), can exist.
To recover Corollary 2, replace gn by Tnag and bn by b and observe the
a-periodicity of Gabor systems. Note that b < bb(d−c+a)−1 is equivalent to
b < 2d−c+a .
6. Proof and discussion of Theorem 3
Before we prove Theorem 3, we collect some preliminary results about NSG
systems G(g,b) satisfying the conditions of the theorem. First, dn−1 ≤ cn+1
guarantees that, except possibly at endpoints, at most two adjacent windows
gn and gn+1 overlap. Moreover, bn >
1
dn−cn
combined with b−1n > cn+1 − cn
yields cn+1 < cn + b
−1
n < dn and analogous, cn < dn − b−1n < dn−1, implying
that gn, gn+1 and gn, gn−1 overlap on a nontrivial interval. If bn ≤ 1dn−cn , then
cn ≤ dn−1 and cn+1 ≤ dn, are still necessary conditions for completeness of
G(g,b). Further, bn < 2dn−cn yields [cn, dn] ∩ ([cn, dn] + kb−1n ) = ∅ for |k| ≥ 2.
Recall the Walnut representation (Proposition 1) of S to see that gnTkb−1n gn ≡
0 for |k| ≥ 2. The support of products of shifted weights Txωn,k will play a
substantial role in proving Theorem 3. Indeed, they are the motivation behind
the definition of the intervals I±n,k. Since a better understanding of their rela-
tions in the setting of Theorem 3 is crucial, we precede the proof with a lemma
discussing these relations. The results are used, or at least considered, several
times during the course of the proof of Theorem 3.
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Lemma 2. Under the conditions of Theorem 3, the following hold for all n,m ∈
Z, k, j ∈ N:
(a) I−n,k+1 = I
−
n,1 ∩ (I−n+1,k − b−1n ), with |I−n,k+1| < min{|I−n,k|, |I−n+1,k|}. Anal-
ogous: I+n,k+1 = I
+
n,1 ∩ (I+n−1,k+ b−1n ), with |I+n,k+1| < min{|I+n,k|, |I+n−1,k|}.
(b) I±n,k+1 ( I
±
n,k.
(c) For n 6= m, I+n,k ∩ I+m,j = ∅. Analogous: I−n,k ∩ I−m,j = ∅.
(d) Whenever I−n,k ∩ I+m,j 6= ∅, it follows that m ∈ {n− 1, n− 2}. Furthermore
I−n,k ∩ I+n−2,j 6= ∅ implies cn = dn−2.
(e) For m 6= n, I−n,k + b−1n ∩ I+m,j = ∅ and I−n,k ∩ I+m,j − b−1m = ∅.
(f) The following are equivalent:
(i) I−n−2,0 + b
−1
n−2 ∩ I−n,0 6= ∅,
(ii) I+n−2,0 ∩ I+n,0 − b−1n 6= ∅,
(iii) cn = dn−2.
Proof. (a) The conditions on b imply cn > cn+1 − b−1n and dn+k+1 < dn+k +
b−1n+k+1, proving the statement about the size of I
+
n,k+1. Further, by the same
argument, I−n,1∩(I−n+1,k−b−1n ) = [cn, dn−b−1n ]∩ [cn+1−b−1n , dn+k+1−B+n,k+1] =
[cn, dn+k+1 − B+n,k+1] = I−n,k+1 = I−n,k ∩ (I−n+1,k − b−1n ). The proof for I+n,k+1 is
analogue.
(b) Follows from (a).
(c) By (a), it is sufficient to show that I+n,1 ∩ I+m,1 = ∅ and I−n,1 ∩ I−m,1 = ∅ for
n 6= m. Since the conditions on b guarantee dn−b−1n < dn−1 ≤ cn+1 < cn+b−1n ,
(c) is immediate.
(d) Assume m < n−1 orm > n, then it is easy to see that I−n,1∩I+m,1 = {cn}
if m = n − 2, cn = dn−2 and otherwise I−n,1 ∩ I+m,1 = ∅. For m = n we get
I−n,1 ∩ I+m,1 = ∅ by the conditions on b. The second part immediately follows
from (b) with I−n,1 + b
−1
n = I
+
n,1, the third part is analogue.
(e) and (f) follow from (b),(c), resp. (c),(d), together with I−n,1 + b
−1
n =
I+n,1.
Lemma 2(f) and the second part of (d) are concerned with the case that
cn = dn−2 for some n ∈ Z. Considering these points in the following proof
would lead to some weights that are non-zero on a countable set only. Since
their essential support is empty, they can be ignored when considering operators
mapping L2(R) to L2(R). To avoid the treatment of these values altogether, we
will, without loss of generality, assume gn(cn) = 0 for all n ∈ Z. However, when
considering discrete NSG systems, these “point weights” influence the action
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of the corresponding operator and must be considered, somewhat complicating
the argument. For more information regarding that case, see Remark 6.
With Lemma 2 in place, we can now proceed to the proof of Theorem 3.
Proof of Theorem 3. (i): If bn ≤ 1dn−cn for all n ∈ Z, then the frame operator
S is diagonal and there is nothing to prove, cf. [2, Theorem 1] for more infor-
mation. Otherwise, we make use of both the Neumann series (8) representation
of S−1 and the Walnut representation of S. Since we assume G(g,b) to be a
frame with frame bounds A,B, the Neumann series converges to the inverse
frame operator and each of its elements defines a bounded, linear operator. The
proof can roughly be structured into two parts. First, we use an induction ar-
gument to show that each element Nj , j ∈ N0 with N := (I − 2S/(A+B)), of
the Neumann sum 2A+B
∑∞
j=0N
j possesses a Walnut-like representation of the
form
Njf = ωj,0f +
∑
n∈Z
j∑
k=1
ωj,n,kT−B+
n,k
f + ωj,n,−kTB−
n,k
f, (33)
for all f ∈ L2(R), with supp(ωj,n,k) ⊆ I− sgn(k)n,|k| for all j ∈ N0, k ∈ N. Since
S−1 =
∑
j∈N0
Nj . The second part discusses convergence of the sum of Walnut-
like representations to the desired Walnut-like representation of S−1.
As noted above, we assume gn(cn) = 0 for all n ∈ Z. This is no restriction
since gn ≡ gnχ]cn,dn] in L2(R). Since the identity operator I has a Walnut-like
representation If = ω0,0f with ω0,0 ≡ 1, we can invoke the conditions on G(g,b)
to see that
N0f = f and N1f = ω1,0f +
∑
n∈Z
ω1,n,1T−B+n,1
f + ω1,n,−1TB−n,1
f,
for all f ∈ L2(R) , with supp(ω1,n,1) ⊆ I−n,1 and supp(ω1,n,−1) ⊆ I+n,1. This
proves (33) for j ∈ {0, 1}.
For the induction step, we show that (33) for j implies (33) for j + 1 for all
j ∈ N. We define for j ≥ 1
N
j
Df = ωj,0f +
∑
n∈Z
j−1∑
k=1
ωj,n,kT−B+
n,k
f + ωj,n,−kTB−
n,k
f,
and
N
j
Rf =
∑
n∈Z
ω1,n,jT−B+n,j
f + ω1,n,−jTB−n,j
f.
This allows us to write Nj as the sum of NjD and N
j
R and consequently
Nj+1 = NjN1 = NjDN
1 +NjRN
1. (34)
Note that the only assumptions made on the form of Nj is the support of
the weights, allowing us to use the induction assumption to show that NjDN
1
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has a Walnut-like representation of the form
N
j
DN
1f = ηj,0f +
∑
n∈Z
j∑
k=1
ηj,n,kT−B+
n,k
f + ηj,n,−kTB−
n,k
f (35)
for all f ∈ L2(R), with supp(ηj,n,k) ⊆ I− sgn(k)n,|k| for all k ∈ {1, . . . , j}.
On the other hand, for all f ∈ L2(R), NjRN1f can be written as
N
j
RN
1f =∑
n∈Z
∑
|k|=j
ωj,n,kT− sgn(k)Bsgn(k)n,j
ω1,0f +∑
n˜∈Z
∑
|l|=1
ω1,n˜,lT− sgn(l)Bsgn(l)n˜,1
f
 .
By Lemma 2 and for all n ∈ Z, |k| = j:
supp(ωj,n,kT− sgn(k)Bsgn(k)n,j
ω1,0) ⊆ I− sgn(k)n,j ,
supp(ωj,n,kT− sgn(k)Bsgn(k)n,j
ω1,n˜,l) ⊆

I
− sgn(k)
n,j , l = − sgn(k), n˜ = n+ k + l,
I
− sgn(k)
n,j+1 , l = sgn(k), n˜ = n+ k,
∅ , else.
Order the appearing weights by the corresponding translate of f and take their
sum to find that NjRN
1f can be written as
N
j
RN
1f = ω˜j+1,0f +
∑
n∈Z
j+1∑
k=j−1
ω˜j+1,0,kT−B+
n,k
f + ˜ωj+1,0,−kTB−
n,k
f (36)
for all f ∈ L2(R), with supp( ˜ωj+1,n,k) ⊆ I− sgn(k)n,|k| for k ∈ {±(j−1),±j,±(j+1)}.
Considering Equations (35) and (36), we conclude that (33) holds for j + 1
completing the induction argument.
We combine the results so far, arriving, for all f ∈ L2(R), at
S−1f =
2
A+B
∑
j∈N0
Njf
=
2
A+B
∑
j∈N0
ωj,0f +
∑
n∈Z
∑
k∈Z\{0}
ωj,n,kT− sgn(k)Bsgn(k)
n,|k|
f
 . (37)
Recall that ‖N1‖op ≤ C, with C = B−AB+A < 1, where A and B are the opti-
mal frame bounds for G(g,b). To conclude the proof, we want to interchange
the sum over j with the sums over n and k. To achieve that, we show abso-
lute convergence in operator norm. Observe that, by dn ≤ cn+2 we see that∑
n∈Z ‖f |[cn,dn] ‖ ≤ 2‖f‖ for all f ∈ L2(R) and, checking the support of ωj,n,k,
we have
ωj,n,kT− sgn(k)Bsgn(k)
n,|k|
f = ωj,n,kT− sgn(k)Bsgn(k)
n,|k|
(f |[cn+k−sgn(k),dn+k−sgn(k)]).
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By Lemma 1, we have |ωj,0|, |ωj,n,k| ≤ Cj and consequently∥∥∥∥∥∥
∑
j∈N0
|ωj,0|f +
∑
n∈Z
∑
k∈Z\{0}
|ωj,n,k|T− sgn(k)Bsgn(k)
n,|k|
f
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
j∈N0
Cj |f |+
∑
n∈Z
∑
|k|≤j
CjT
− sgn(k)B
sgn(k)
n,|k|
∣∣∣f |[cn+k−sgn(k),dn+k−sgn(k)]∣∣∣
∥∥∥∥∥∥ . (∗)
In the next step, we separate the first term in the sum over j and for the
remaining terms, interchange the sums over j with that over n. We also reorder
the sums over j and k by the appearing restrictions of f .
(∗)
=
∥∥∥∥∥∥ 11− C |f |+
∑
n∈Z
∑
k∈Z\{0}
T
− sgn(k)B
sgn(k)
n,|k|
∣∣∣f |[cn+k−sgn(k),dn+k−sgn(k)]∣∣∣ ∑
j≥|k|
Cj
∥∥∥∥∥∥
=
∥∥∥∥∥∥ 11− C |f |+ 11− C
∑
n∈Z
∑
k∈Z\{0}
C|k|T
− sgn(k)B
sgn(k)
n,|k|
∣∣∣f |[cn+k−sgn(k),dn+k−sgn(k)]∣∣∣
∥∥∥∥∥∥
≤ 1
1− C ‖f‖+
2
1− C
∑
n∈Z
∑
k∈N
Ck
∥∥f |[cn,dn]∥∥
≤ 1
1− C ‖f‖+
4
1− C ‖f‖
∑
k∈N
Ck =
3C + 1
(1− C)2 ‖f‖ .
Hence, we can interchange the sums in (37) and find
S−1f =
2
A+B
ω0f +∑
n∈Z
∑
k∈Z\{0}
ωn,kT− sgn(k)Bsgn(k)
n,|k|
f
 , (38)
with ω0 =
∑
j ωj,0, ωn,k =
∑
j ωj,n,k and ‖ω0‖∞ ≤ 11−C , ‖ωn,k‖∞ ≤ C
|k|
1−C for all
n ∈ Z, k ∈ Z \ {0}. This concludes the proof of (i).
(ii): To determine the support of g˜m,n, we use (i) and collect the weights
ωn˜,k such that supp(Tsgn(k)Bsgn(k)
n,|k|
ωn˜,k) ∩ [cn, dn] 6= ∅. By checking the support
properties, these can be found to to be exactly the weights
ωn−k+1,k, ωn+k−1,−k, for all n ∈ Z, k ∈ N and
ωn−k,k, ωn+k,−k, for all n ∈ Z, k ∈ N.
Consequently,
g˜m,n = ω0gm,n +
∑
k∈N
ωn−k+1,kT−B+
n−k+1,k
gm,n + ωn−k,kT−B+
n−k,k
gm,n
+ωn+k−1,−kTB−
n+k−1,k
gm,n + ωn+k,−kTB−
n+k,k
gm,n
(39)
24
holds and
supp(g˜m,n) = In,0
⋃
k∈N
I−n−k+1,k ∪ I−n−k,k ∪ I+n+k−1,k ∪ I+n+k,k.
Complete the proof of (ii) by noting that I±n,k+1 ⊆ I±n,k and I±n,1 ⊆ In,0, where
we applied Lemma 2.
(iii): We know that gm,n =Mmbngn and e
2πimbnt is a b−1n -periodic function.
Furthermore, B−n+k,k+1 = B
−
n+k,k + b
−1
n and analogous for B
+
n−k,k+1. Apply
Equation (39) to g0,n = gn and gm,n = gne
2πimbn· to confirm (iii).
(iv): Fix n ∈ Z and k−n ∈ N0 the smallest integer, such that dn− cn− b−1n ≤
k−n ǫ. Since cm + b
−1
m ≥ cm+1 + ǫ, for all m ≤ n, we see that I−n,k˜ = ∅ for all
k˜ ≥ k−n . Analogous, there exists k+n ∈ N0, such that I+n,k˜ = ∅ for all k˜ ≥ k+n .
Define kn := max{k+n , k−n }, then I±n,k˜ = ∅ for all k˜ ≥ kn. This proves the
first part. To prove the second part note that |I+n,0| = |I−n,0| ≤ C follows from
dn − cn − b−1n ≤ C for all n ∈ Z. As before, |I±n,k+1| ≤ |I±n,k| − ǫ, concluding the
proof.
Remark 5. Altogether, Theorem 3 tells us that, in the described case, the canon-
ical dual frame of G(g,b) is not too different in structure from G(g,b) itself.
From Theorem 3(iii) in particular, we see that a choice of constant bn leads, as
expected, to a canonical dual that is also a nonstationary Gabor frame. In cases
where bn varies in a systematic way, e.g. as powers of 2, {S−1gn,m}n,m∈Z can
be interpreted as a nonstationary Gabor frame such that the functions S−1gn,m
for fixed n ∈ Z are constructed from few prototypes by regular modulation with
some step b˜n only dependent on n.
Remark 6. [Discrete NSG systems] Above, we have disregarded systems with
gn(dn)gn+2(dn) 6= 0, because isolated points are null sets in L2(R). This is not
anymore true in ℓ2(Z) or CL with the usual point measure. Hence, these cases
are worth some consideration. By considerations similar to those in the proof
above, additional weights ρ±n,k,l may appear for n ∈ Z, k ∈ N, l ∈ N0. All of them
are supported on a single point, more explicitly supp(ρ+n,k,l) = dn − B+n−k+1,k
with corresponding translation operatorT−B+
n−k+1,k−B
+
n+2,l+1
and supp(ρ−n,k,l) =
dn +B
−
n+k+1,k with corresponding translation operator TB−
n+k+1,k+B
−
n,l+1
.
However, also in the discrete setting, “smooth” window functions are pre-
ferred for their better time-frequency concentration. Therefore, assuming gn to
be zero at the endpoints of its support is a weak restriction.
With this caveat and the usual considerations in mind, the proof of Theorem
3 above can be directly applied to NSG systems in ℓ2(Z).
Remark 7 (Frames for CL). For finite, discrete nonstationary Gabor transforms,
Theorem 3 applies with essentially the obvious adjustments. Albeit, the circular
nature of this setting introduces potential complications.
To ensure that (iii) still holds, we must guarantee that the intervals I
(0)
n ,
I+n−k,k, I
−
n+l,l are disjoint. Assume the number of windows gn to be N . Then
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if the nonstationary Gabor system in question satisfies gn(dn)gn+2(dn) = 0 for
all n ∈ {0, . . . , N − 1}, it is sufficient that ∑N−1n=0 b−1n ≥ L+maxn |I+n,1|.
Fast computation of the inverse frame operator can be implemented e.g. via
a structured Gaussian elimination algorithm.
7. Conclusion
We presented several results on the structure of nonstationary Gabor systems
with low redundancy in time and moderate redundancy in frequency, demon-
strating that such systems, if invertible, possess an inverse frame operator with
a distinct structure not too different from that of the original frame operator.
While the canonical dual frame will be of nonstationary Gabor type only if
the modulation parameters bn are chosen uniformly, we have given a simple
condition on the existence of a dual nonstationary Gabor frame satisfying the
exact same support conditions. Furthermore, such a frame can be constructed
by solving a simple set of equations. Reduction of our results to the case of
classical Gabor systems shows that the canonical dual frame satisfies a special
support condition, for which Christensen, Kim and Kim have recently shown
the existence of a dual frame satisfying it. Under stronger restrictions on the
redundancy of the Gabor system, we showed that this support condition can be
improved to coincide with the original support.
Further, we have generalized the duality conditions for Gabor systems to
the setting of well-behaved NSG systems, providing a tool for investigating the
existence of dual pairs of nonstationary Gabor systems.
Future work includes the investigation of the inverse frame operator for more
general NSG systems, allowing for higher overlap and/or coarser frequency sam-
pling, although numerical experiments have shown that low redundancy systems
with high overlap possess a highly non-sparse inverse frame operator. Moreover,
harnessing the results in this manuscript to provide fast implementations for the
inversion of certain discrete nonstationary Gabor frames, extending the flexibil-
ity of such systems in applications is planned.
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