We consider the incompressible 2D Euler equations on bounded spatial domain S, and study the solution map on the Sobolev spaces H k (S) (k > 2). Through an elaborate geometric construction, we show that for any T > 0, the time T solution map u 0 → u(T ) is nowhere locally uniformly continuous and nowhere Fréchet differentiable.
Introduction
The initial value problem for the incompressible 2D Euler equations on bounded spatial domain S is given by u t + (u · ∇)u = −∇p, div u = 0, u(0) = u 0 ,
under the slip boundary condition on the boundary of S, where u : R × S → R 2 is the velocity vector field of the flow and p : R × S → R is the pressure field. Typical bounded spatial domains are the 2D torus (in which case, spatially periodic boundary condition is enforced) and a periodic section of the channel flow (in which case, stream-wise periodic boundary condition is enforced). For convenience of presentation, from now on we will use the 2D torus T 2 to represent the bounded spatial domains. The initial value problem (1) for λ > 0. For each T > 0, denote by Φ T the solution map
mapping the initial value u 0 to the value of the solution at time T . Φ T is a continuous map. Our main result is Theorem 1.1. The solution map
is nowhere locally uniformly continuous and nowhere Fréchet differentiable.
The physical significance of the theorem can be briefly summarized as follows: In nonlinear chaotic dynamics, an important measure is the (maximal) Liapunov exponent which is the log of the norm of the derivative of the solution map. A positive Liapunov exponent is an indicator of chaotic dynamics. The norm of the derivative of the solution map characterizes the maximal rate of the amplification of perturbations. A positive Liapunov exponent implies that the maximal rate of the amplification of perturbations is exponential -sensitive dependence on initial data. For the Euler equations of fluids, our theorem states that the derivative of the solution map nowhere exists. The common way of such a non-existence is that the norm of the derivative of the solution map is infinite. Thus the maximal rate of the amplification of perturbations to Euler equations is infinite -rough dependence on initial data [10] .
The theorem holds when T 2 is replaced with other bounded domains. In [4] , a sequence of explicit solutions is constructed to show that the solution map is not uniformly continuous on the sequence. In [10] , explicit solutions are constructed to show that the solution map is not differentiable along these solutions. Theorem 1.1 in the case where the spatial domain is the whole space R d (d = 2, 3) was proven in [7] . The bounded spatial domain case is a challenge. In the current paper, we are able to succeed in 2D. The 3D case is still open. In contrast to the whole-space case, there are some difficulties in the bounded spatial domain case. In the whole-space case, one has the advantage of dealing with compact-support initial condition of the base-solution, and the interaction of such initial condition with the added "pulses" can be eliminated by putting the "pulses" far away. Such an arrangement is not possible in the bounded spatial domain case. Let us sketch briefly the strategy of the current proof. The equations (1) have a rich geometric structure. It is well known that one can formulate (1) as an ODE in Lagrangian coordinates. More precisely, consider a solution u of (1), and introduce its flow map ϕ as
where id is the identity map. It turns out that (1) is equivalent to a second order ODE ϕ tt = F (ϕ, ϕ t ).
In particular, we have a smooth dependence in Lagrangian coordinates, i.e.
is smooth. This smooth dependence is the first ingredient. The second ingredient is the Cauchy theorem on vorticity which demonstrates the vorticity's property of being "frozen" into the flow [12] . In 2D case, it has the simple form
where ω(T ) and ω 0 are the vorticities at times T and 0 respectively. In order to establish a nonuniform-continuity, we construct ω 0 andω 0 which differ slightly but produce a considerable difference for the corresponding ω(T ) andω(T ). To achieve that, we need some control over ϕ(T ) which can be obtained through the smooth dependence in Lagrangian coordinates (2).
A geometric Lagrangian formulation of Euler equations
The concepts of this section were already used in the first local well posedness results for (1), see [11, 3] . They became very popular through [1] and subsequently [2] . Assume that we have a solution u = (u 1 , . . . , u d ) to the Euler equation
where d = 2, 3. Taking the divergence, we end up with
Solving for −∇p gives
Since ∆ −1 is defined on functions with vanishing mean, this makes perfectly sense. Taking the t derivative of ϕ t = u • ϕ gives
Or replacing −∇p, we get
The right functional space for ϕ is D k (T d ), the group of orientation preserving diffeomorphisms of Sobolev class H k . It turns out that F (ϕ, ϕ t ) is analytic on these spaces -for details see [2, 6, 8] . By solving (4) with initial values ϕ(0) = id, ϕ t (0) = u 0 up to time T = 1, we get an analytic exponential map
which gives a complete description of the solutions to (3). For more details on exponential maps, see [9] .
3 Nowhere-uniform continuity of the solution map
The vorticity of u(t) in the 2D case is the scalar
By the Biot Savart law, we have for divergence free u
for some C > 0. Moreover, the vorticity is "frozen" into the fluid flow in the sense that
where ϕ is the flow map of u (ϕ t = u • ϕ, ϕ(0) = id) and ω 0 is the initial vorticity [12] . Because of the scaling λu(λt), it will be enough to establish Theorem 1.1 for the case T = 1 to get the same conclusion for the full range T > 0. More precisely, if we denote by Φ the T = 1 solution map, then
is nowhere locally uniformly continuous.
Before proving this proposition, we prove the following technical lemma which tells us that the exponential map is not locally constant.
is the differential of exp :
Proof. Take an arbitrary u • ∈ C ∞ . Take w ∈ H k σ (T 2 ; R 2 ) and x * ∈ T 2 with w(x * ) = 0. Consider the analytic curve
As d 0 exp = id (see [9] ), we have γ(0) = w(x * ) = 0. Because of analyticity, we get infinitely many t n ↑ 1 with (d tnu• exp(w * ))(x * ) = 0. Thus we can put all these t n u • into S. This construction gives a dense subset S consisting of C ∞ vector-fields.
Proof of Proposition 3.1. Let u • ∈ S be as in Lemma 3.2 with a corresponding
In the following, we will determine a R * > 0 and prove that
is not uniformly continuous for any 0 < R < R * . Here
, this clearly suffices. First we choose R 1 > 0 small enough and C 1 > 0 with
for all f ∈ H k−1 (T 2 ; R 2 ) and for all ϕ ∈ exp(B R 1 (u • )). That this is possible follows from the continuity properties of the composition -see [6] . Using the Sobolev embedding theorem, we choose 0 < R 2 < R 1 and C 2 > 0 such that
for all x, y ∈ T 2 and ϕ ∈ exp(B R 2 (u • )). To make estimates around exp(u • ), we use the Taylor expansion
To estimate the second derivatives in this expansion, we choose 0 < R 3 < R 2 such that ||d
and
for some C 3 > 0 and for allũ,ũ 1 ,ũ 2 ∈ B R * (u • ) and all h 1 , h 2 ∈ H k (T 2 ; R 2 ). Due to the smoothness of exp, this is possible. Now let us fix C > 0 in the Sobolev imbedding
. Then we choose 0 < R * < R 3 in such a way that
, where ϕ • = exp(u • ). Making R * smaller if necessary, we can require
Finally we fix a R (0 < R < R * ). Our goal is to construct two sequences of initial values (u
which would imply that Φ is not uniformly continuous on
0 ) respectively, we have obviously
for someC > 0. Therefore, it will be enough to establish lim sup
Let us now construct these sequences explicitly. With w * and x * from (6), we choose for n ≥ 1
where we pick a v n ∈ H k σ (T 2 ; R 2 ) with ||v n || H k = R/2 and
where supp denotes the support, B rn (x * ) is the ball in T 2 of radius r n with center x * ∈ T 2 , and C 2 is the Lipschitz constant from (8) . For some large N, we have that the initial values (12) 
For n ≥ N, we introduce
We then have by (5)
where ω
are the vorticities of u
respectively. So we have to estimate lim sup
By construction, the vorticities decompose at t = 0 to
Hence we have to estimate lim sup
Clearly,
We have
First we estimate
This estimate turns out to be the most challenging in 3D due to the fluid particle deformation factor in front the vorticity, and is still elusive. In the 2D case, we can estimate this (see [6] ) by
As ω • is fixed and smooth, its H k norm is bounded. By the Sobolev imbedding we know that
and by the choice of R * we know that the C 1 norms of their inverses are bounded, thus (ϕ
uniformly and therefore also in L 2 . Since the inverses are bounded in H k , we get, by interpolation, convergence to 0 in H k−1 . For the ω * term, we get by (7) that
as n → ∞. Thus from (13)- (16), we arrive at lim sup
We claim that the supports of the latter terms are disjoint. In order to prove this, we will estimate the "distance" between ϕ (n) andφ (n) . Using the Taylor expansion we havẽ
We thus haveφ
where
Using the estimates (9)-(10) for the second derivatives, we have
Hence using the Sobolev imbedding and the choice of R * in (11), we have
for n ≥ N ′ (for some large N ′ ), where m is the one from (6) . Using the triangle inequality, we get
4 Nowhere-differentiability of the solution map
Now we prove that the time T = 1 solution map
is nowhere Fréchet differentiable.
Proposition 4.1. The map Φ is nowhere Fréchet differentiable.
Proof. The proof is based on estimate (17). In the following, we will see that differentiability prevents such an estimate. Take u 0 ∈ H k σ (T 2 ; R 2 ) and a ball B ⊆ H k σ (T 2 ; R 2 ) around u 0 with an estimate as in (17). To be precise, take u • ∈ S near u 0 and determine R * and C * . A careful examination shows that the choice of R * can be made locally uniformly. Thus there will be a ball B R * (u • ) covering u 0 . Now assume that Φ is Fréchet differentiable at u 0 , i.e. Hence Φ cannot be differentiable at u 0 . The proof is complete.
By now, the proof of the main theorem is complete.
