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Třídění objektů do různých skupin či tříd patří mezi základní lidské schopnosti. 
Už jako malé děti se učíme třídit věci, které nás obklopují, a výsledné třídy si spojujeme 
se slovy, kterými tyto skupiny označujeme a běžně je používáme. Např. pro objekty: 
jablka, hrušky, jahody, maliny, atd. používáme označení ovoce. Můžeme také dále 
postupovat a spojovat tyto již vytvořené shluky do dalších vyšších tříd. Toto třídění 
vede v konečném důsledku k zjednodušení běžných každodenních lidských činností. 
Klasifikace hraje také důležité místo ve vědě. Místo užití velkého množství 
samostatných objektů, můžeme tyto roztřídit do homogenních tříd. Dále pak zkoumáme 
pouze jeden objekt, který byl vybrán z této třídy, jako její reprezentant. Řadu 
uvažovaných proměnných zastoupí tedy jediná proměnná (např. v lékárně, místo řady 
kvantifikovaných údajů o jednom léku, stačí uvést pouze, do jaké skupiny léků patří, v 
mikroekonomii, místo mnoha údajů o jednom podniku stačí uvést pouze odvětví, do 
něhož spadá výroba podniku atd.), čímž si velice zjednodušíme zadaný úkol. 
V každodenním životě firmy se také potýkáme s problémem shlukování. Např. 
potřebujeme vyčlenit a analyzovat skupiny výrobků, dle výnosnosti, třídit jednotlivé 
zákazníky do skupin a sledovat jejich výnosnost, sledovat skupiny zákazníků, vůči 
kterým máme pohledávky po splatnosti a naopak dodavatele, vůči kterým má firma 
závazky po splatnosti. Z hlediska controllingu, je také účelné členit jednotlivá 
hospodářská a výrobní střediska na tzv. Profit centra a sledovat jejich hospodaření. 
Z pohledu risk managementu, je účelné členit různé podniky z různých odvětví 
do shluků dle rizika platební neschopnosti. 
Postupy klasifikace a třídění vznikaly v posledních několika desítkách let a také 
poměrně nedávno vznikla shluková analýza jako ucelený systém. V poslední době se jí, 
zejména díky velkému pokroku ve výpočetní technice, dostává stále větší pozornosti. 
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1.1 Cíl práce 
 
 
Ve své práci bych se chtěl zabývat matematickou interpretací shlukovaní objektů 
(clustering) do jednotlivých tříd a jeho využití při tvorbě scoringového modelu pro 
použití při hodnocení finančního rizika firem. 
V první části chci popsat úvod do řízení rizik podniku (Risk Management), 
obzvláště pak finančních rizik a teoretické základy finanční analýzy. Cíle zdroje a 
jednotlivé metody finanční analýzy. Na závěr pak popsat nejznámější bonitní a 
bankrotní modely – soustavy ukazatelů, při hodnocení finančního rizika firmy. 
Jednoduchý popis rankingu, scoringu a benchmarkingu, protože tyto tři oblasti spolu 
velice úzce souvisí. Dále pak popsat teoretická východiska scoringu. 
V druhé části se zaměřím na matematickou teorii a vymezení pojmu podobnost 
objektů v matematice. Dále pak, jakými kritérii či omezeními se řídíme, jaké postupy 
používáme při zjišťování podobnosti objektů, jaké jsou přednosti a nevýhody 
jednotlivých shlukových metod, jaký je optimální počet shluků.  
Ve třetí části, bych chtěl vytvořit svůj vlastní scoringový model. Jeho základem 
by měla být shluková analýza (heuristická metoda) a ukazatele finanční analýzy 
podniku. S pomocí shlukové analýzy se pokusím roztřídit podniky do shluků 
založených na podobnosti(odlišnosti) jednotlivých finančních ukazatelů a těmto 
shlukům poté přiřadit jisté charakteristické vlastnosti, které by měli do jisté míry 
charakterizovat finanční riziko podniků z daného shluku.  Protože pracuji v podniku, 
který se zabývá chemickou výrobou, zvolil jsem si pro porovnání podniky 
z chemického průmyslu.   
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2 Hodnocení finančních rizik podniku 
 
 




Pojem riziko je mezi lidmi všeobecně znám. Obvykle si pod ním vybavíme 
nějakou pozitivní nebo negativní významnou událost spojenou s rozhodováním o 
budoucích činnostech za které přebíráme určitou zodpovědnost. 
V podnikání je pojem riziko spojen na jedné straně s nadějí na dosažení zvláště 
dobrých hospodářských výsledků, na druhé straně jej provází nebezpečí 
podnikatelského neúspěchu, který může vést ke ztrátám, které mohou mít tak závažný 
dosah, že výrazně naruší stabilitu podniku a mohou následně způsobit i jeho úpadek. 
Ačkoliv riziko je pojem obecně povědomý, neexistuje doposud jedna obecně uznávaná 
definice, která by jej uměla vymezit jednoznačně. Shoda panuje v prapůvodu užití 
tohoto výrazu: Výraz „risico“ pochází z italštiny a znamená prvotně úskalí, kterému se 
museli mořeplavci při svých cestách vyhnout. Ekonomickou dimenzi nabývá tento 
pojem později – riziko = možnost ztráty. Podle dalších teorií můžeme chápat riziko jako 
vystavení se nejistotě. 
Synonymem pro nejistotu je neznalost. Je to neznalost budoucího stavu situace. 
Tato neznalost vede k očekávání minimálně dvou (a více) variant řešení, z nichž 
alespoň jedna je nežádoucí. Míra neznalosti má ale silně subjektivní charakter. Je různá 
podle informovanosti toho, kdo v konkrétních podmínkách bude rozhodovat. 
Pojem riziko je také úzce spjat s výnosem. Smyslem ocenění dopadu rizika by 
mělo podle filosofie podnikání být zaměření se na dosažení zisku společnosti. Proto se 
nelze pohybovat pouze v ohodnocování potenciálních ztrát. 
 
2.1.2 Risk Management 
 
Management rizik je systematická integrace rizika do klíčových manažerských 
rozhodnutí. Rozhodne-li se podnik pro danou strategii, pak je nezbytné, aby 
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identifikoval rizika, která jsou pro ní významná a začala se jimi intenzivně zabývat. 
Riziko má mnoho podob a proto je nutné tato rizika identifikovat a kategorizovat. 
Kategorizace rizik se dnes odvíjí od charakteru podnikatelského prostředí, ve kterém 
společnost působí. Sledování činitelů, které vytvářejí nebo alespoň ovlivňují rizika, 
která jsou pro podnik významná, tedy činitelů obecně označovaných za rizikové faktory 
vyžaduje odbornou způsobilost všech zaměstnanců provádějících rozhodovací 
procedury. Subjektivní přístup pak může mít za následek, že například dva podniky, 
zabývající se stejnou činností, mohou považovat za rizika různé faktory.  
 
2.1.3 Rozdělení rizik 
 
Je dnes celá škála doporučených kategorií, do nichž lze identifikovaná rizika 
uspořádat. Při vytváření efektivního modelu řízení rizik ve společnosti se musí vycházet 
z jednotně chápaných pojmů a terminologie 
 
V závislosti či nezávislosti právě na příčinách, jež rizika vyvolávají, dochází 
k rozdělení na: 
 
1. Vnější příčiny vyvolávající objektivní rizika, která jsou nezávislá na činnosti 
podnikatelského subjektu: 
• přírodní – například živelné pohromy (zemětřesení, povodně, požáry), 
• ekonomické – změna devizových kursů, úrokové míry, inflace, cel, daní apod., 
• institucionální – státní zásahy do funkcí hospodářských subjektů s různou 
intenzitou, vytváření podmínek a iniciování podnikatelských pochodů 
v rozličných směrech a resortech, 
• politické – změna státního zřízení, vlády atd., 
• sociálně patologické – případné podvody, teroristické akce, loupeže. 
 
2.  Vnitřní příčiny vyvolávající subjektivní rizika, jež závisejí na celkové 
podnikatelské činnosti – je možné též hovořit o rozčlenění rizik podle jednotlivých 
činností firmy (věcné náplně): 
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• manažerské – zapříčiněné činností managementu nebo pracovníků 
podniku, eventuelně vlastníky  
• provozní – zaviněné například havárií technického vybavení, 
znehodnocením zásob (katalogů), nedbalostí, nepozorností aj., 
• inovační (technické, technicko-technologické) – vznikající nedostatečnou 
schopností adaptace na změny při zavádění nových či inovovaných služeb, 
event. produktů, 
• investiční, popř. reinvestiční – vyvolané alokací peněz do hmotného, 
nehmotného a finančního majetku, tzn. koupí nové neznámé techniky, 
nevhodným odhadem jednotlivých druhů investic apod., 
• finanční – způsobené vlastní i cizí insolvencí (prvotní a druhotnou platební 
neschopností), změnou úrokových sazeb, daní atd., 
• obchodní (tržní) – vycházející z kolísání objemu prodeje produkce, výší 
cen aj., 
 
3.  Vnější a vnitřní příčiny vyvolávající kombinovaná rizika, související 
s objektivními i subjektivními faktory (např. kombinace ekonomických, politických 
změn makroekonomického rázu a neschopnosti firemního  vedení se jim 
přizpůsobit). 
 
Důležité je odlišení rizik podle následujícího příbuzného hlediska, tj. v závislosti na 
vývoji celkového ekonomického prostředí, a to na: 
 
1.  Rizika systematická (tržní), působící zhruba stejným způsobem na všechny 
podnikatelské subjekty, popř. oblasti podnikání, a která nelze snižovat diversifikací: 
• riziko pohybu úrokových měr (sazeb) – změny úrokové míry, 
• měnové riziko – změny kursů měn, 
• politické riziko – změny daňových zákonů a regulací, 
• inflační riziko – všeobecné zvýšení cenové úrovně snižující hodnotu příjmů 
(např. změny  cen základních vstupů). 
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2.  Rizika nesystematická (jedinečná), jež je možné diversifikací snižovat, neboť 
jsou specifická pro jednotlivá odvětví a obory, podniky i projekty.  
 
Dalším hlediskem je členění rizik podle možnosti jejich ovlivňování: 
1.  Ovlivnitelná rizika se mohou snižovat působením na jejich příčiny (riziko cenové 
– kvalita služeb, riziko vývojové činnosti – kvalifikace pracovníků, riziko loupeže – 
bezpečnostní zařízení). 
 
2.  Neovlivnitelná rizika se nedají ovlivnit, proto je třeba se orientovat na snížení 
nepříznivých důsledků těchto rizik (patří sem značná část předcházejících rizik, 
například politická situace v zemi, daňové podmínky apod.). 
  
Rizika lze také rozlišovat na základě měřitelnosti: 
 
1.  Rizika měřitelná, tzn. v případech, kde se možnost odchylek (ztrát) od 
požadovaných stavů dá statisticky zkoumat a odhadovat s určitou 
pravděpodobností. 
 
2.  Rizika neměřitelná, kdy se odchylky od žádoucích hodnot vyskytují jen ojediněle, 
popř. náhodně a tudíž není možné je exaktně určovat. 
 
Pro optimální řízení podniku je nezbytné si stále uvědomovat, že jednotlivá 
rizika spolu těsně souvisejí a manažeři s touto kategorií pracují ve všech oblastech 
podnikové ekonomiky – nejen v procesu investičního rozhodování, ale například také 
při optimalizaci kapitálové struktury podniku aj. 
V rámci celkového podnikatelského rizika existuje již zmíněné finanční riziko, 
představující jeho určitou specifickou stránku a toto riziko zaujímá dominantní 
postavení. Nemělo by tedy být chápáno odděleně. 
 
2.1.4 Finanční rizika 
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Finanční rizika jsou definována především jako rizika ohrožení likvidity 
společnosti a všechna taková další rizika, jejichž negativní dopad se projeví v cash-flow 
z finančních operací. Finanční riziko je pojímané jako možnost vzniku platební 
neschopnosti – riziko insolventnosti – vyvolané nevhodnou strukturou vlastního a 
cizího kapitálu, popř. kapitálu krátkodobého a dlouhodobého. Ze širšího pohledu 
zahrnuje i možnost různé dosahované výše zisku, jež zůstává podnikatelskému subjektu 
k dispozici, nebo-li zahrnuje dodatečnou proměnlivost podnikových výnosů vyplývající 
z využívání takových forem financování, které si vynucují fixní platby bez ohledu na 
vývoj podnikové finanční situace (tj. splátky z úvěru a úroku z úvěru, splátky obligací a 
jejich úroků, stálých dividend z prioritních akcií, leasingové splátky atd.). V případě, že 
podíl těchto forem financování roste, vzrůstá též riziko platebních potíží, event. 
finančního úpadku. 
Čím větší je podíl různých druhů závazků (dluhů) na celkovém kapitálu, tím více 
stoupají i tzv. náklady dluhu, čili náklady ve formě splácení úroku, stálých dividend, 
plateb na pronájem. Tím se tudíž rovněž zvyšuje pravděpodobnost situace, že 
společnost je nebude schopna uhradit. Výše finančního rizika roste s velikostí cizího 
kapitálu. U akciové společnosti kromě toho i vysoký podíl cizího kapitálu, jež vede 
k růstu nákladů na jeho pořízení, způsobuje kolísání té části zisku, která má být 
rozdělena formou dividend mezi akcionáře a tím ještě více prohlubuje finanční riziko. 
 
Finančních rizika můžeme rozčlenit: 
• Likviditní riziko – riziko platební neschopnosti – riziko, že v důsledku 
nedostatku finančních prostředků nebude společnost schopna dostát svých 
závazků tj. uhradit závazek k datu splatnosti 
• Riziko z finančních operací – riziko, že v důsledku změn hodnot tržních 
rizikových faktorů dojde k negativní změně hodnoty aktiv a/nebo pasiv, tj. 
k finanční ztrátě 
• Úrokové riziko - riziko spojené s pohybem úrokových sazeb a jeho negativním 
dopadem do finančního výsledku skupiny. Pravděpodobnost, že bude docházet 
k pohybu úrokových sazeb je vysoká. 
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• Měnové riziko - riziko spojené se změnou směnných kurzů  a jeho negativním 
dopadem do finančního výsledu skupiny.  
• Riziko z finančních operací - riziko spojené s obchody se 
spekulativními finančními deriváty. Pravděpodobnost, že bude docházet 
k pohybu cen je vysoká.. 
• Kreditní riziko – týká se především kreditního rizika (bezpečnosti) bankovních 
ústavů spravujících firemní finance. 
• Daňové riziko – týká se nesprávného výpočtu daňové povinnosti a následných 
sankcí ze strany Finančního úřadu 
2.2 Úvod do finanční analýzy podniku 
 
Kořeny finanční analýzy jsou v USA, kde se finanční analýzou zabývaly nejen 
teoretické práce, ale našla i své praktické uplatnění. Z anglického pojmu financial 
analysis byl přejat u nás používaný název finanční analýza, který byl používán před 
rokem 1989 jako tzv. rozbor hospodaření. 
K hodnocení podniku nabízí ekonomická teorie různé modely. Tyto model 
zmůžeme rozdělit na dva základní modely. Modely založené na verbálním hodnocení 
(komparativní analytické metody) a model založené na finančním vyjádření 
(matematicko-statistické metody). V dalším textu se budu zabývat pouze matematicko 
statistickými metodami. 
Finanční analýza spočívá v hodnocení aktuálního a současného stavu vývoje 
financí podniku na základě rozboru účetních výkazů. Východiskem jsou vždy účetní 
data, která jsou dále zpracovávána a doplňována finančními a také nefinančními 
indikátory. Na základě těchto dat lze sestavit konečné hodnocení finanční situace 
podniku. Finanční analýza je tedy úzce spojena s účetnictvím a také finančním řízení 
podniku. 
Ve finančním hodnocení podniku se uplatňují metody finanční analýzy jako 
nástroj finančního managementu. Klasická finanční analýza obsahuje dvě vzájemně 
propojené části: 
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a) kvalitativní (fundamentální analýza) – ta je založena na rozsáhlých 
znalostech vzájemných souvislostí mezi makro a mikroekonomickými 
jevy. Také na zkušenostech odborníků, kteří fundamentální analýzu 
vytvářejí) 
b) kvantitativní (technická analýza) – ta je založena na matematických, 
statistických a dalších algoritmizovaných metodách zpracování dat. 
Tyto data jsou následně ekonomicky posuzována a vyhodnocována 
 
Účetnictví poskytuje data a informace pro finanční rozhodování. Nekončí pouze 
sestavením účetních výkazů, ale slouží k předávání informací, které svým uživatelům 
umožňují činit vhodná rozhodnutí. Samotné výstupy účetnictví však neposkytují úplný 
obraz o finanční situaci podniku. K posouzení silných a slabých stránek podniku, 
trendech a celkovém hospodaření podniku proto užíváme finanční analýzu. Finanční 
analýza poměřuje získané údaje mezi sebou a rozšiřuje tak jejich vypovídající 
schopnost.  
Finanční analýza podniku je metoda hodnocení finančního hospodaření podniku, 
při které se získaná data třídí, agregují, poměřují mezi sebou, hledají kauzální 
souvislosti mezi daty a určuje se jejich vývoj. Tímto procesem se vlastně zvyšuje 
vypovídající schopnost zpracovávaných dat a tím se také zvyšuje jejich informační 
hodnota. Pomocí finanční analýzy můžeme dospět k závěrům o celkovém hospodaření, 
majetkové a finanční situaci podniku. Pak dle těchto závěrů je možno přijmout různá 
opatření a také využít tyto informace pro řízení a rozhodování v podniku. 
 
2.2.1 Cíle finanční analýzy 
 
Cílem finanční analýzy je stanovit pomocí vhodných nástrojů diagnózu 
finančního „zdraví“ podniku. Mezi tyto cíle patří zejména: 
• posouzení vlivu vnitřního a vnějšího prostředí podniku 
• analýza dosavadního vývoje podniku 
• komparace výsledků analýzy v prostoru 
• analýza vztahů mezi ukazateli 
• poskytnutí informací pro rozhodování do budoucnosti  
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• interpretace výsledků včetně návrhu ve finančním plánování a řízení 
podniku 
• nástroj kontroly 
• podklad pro tvorbu finančních plánů 
 
Finanční zdraví je závislé zejména na výnosnosti (rentabilitě). Finančně zdravý 
podnik musí být schopen vytvářet svou činností dostatečný přebytek výnosů nad 
náklady. Tedy jinými slovy generovat zisk. Zisk má nevětší význam jako součást 
poměrového ukazatele jímž měříme rentabilitu podniku. 
 
2.2.2 Zdroje dat finanční analýzy 
 
Zdroje pro finanční analýzu lze čerpat z různých zdrojů, které lze členit na:  
1. Zdroje finančních informací – čerpají z účetních výkazů finančního a 
vnitropodnikového účetnictví,  informace finančních analytiků a manažerů a 
výročních zpráv. 
2. Kvantifikované nefinanční informace – jedná se především o oficiální 
podnikovou statistiku, podnikové plány cenové kalkulace, rozbory budoucího 
vývoje apod. 
3. Nekvantifikované údaje  - zprávy vedoucích pracovníků, auditorů, komentáře 
manažerů , odborný tisk, nezávislá hodnocení a prognózy. 
  
Převážnou většinu údajů pro potřeby finanční analýzy poskytuje finanční 
účetnictví. Finanční účetní výkazy zachycují pohyb podnikových financí a majetku ve 
všech fázích podnikové činnosti. Nejpoužívanější účetní výkazy jsou součástí účetní 
závěrky, kterou tvoří: 
• rozvaha 
• výkaz zisků a ztrát 
• příloha 
 
Nedostatky  účetních výkazů jako zdroje informací pro finanční analýzu: 
• majetek oceněn v původních pořizovacích cenách 
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• odpisy jsou jen nepřesným vyjádřením stárnutí a opotřebení majetku 
• všechen majetek nesnižuje časem svou hodnotu 
• v majetku podniku není zahrnut všechen majetek 
• výkaz zisků a ztrát je sestavován na akruální bázi 
• mimořádné  výnosy  a  náklady  nejsou  součástí  výsledků  běžného   
• hospodářského období 
 
2.2.3 Metody finanční analýzy 
 
V závislosti na časové dimenzi se můžeme setkat s rozdělením finanční analýzy 
na analýzu ex post , která je založena na minulých datech, a na analýzu ex ante, 
orientovanou do budoucnosti , jejímž cílem je prognóza budoucí situace. 
Základní metody používané při finanční analýze: 
• horizontální analýza 
• vertikální analýza 
• indexová analýza 
• analýza rozdílových ukazatelů 
• analýza cash flow 
• analýza poměrových ukazatelů 
• analýza soustav ukazatelů 
 
 
2.2.4 Horizontální analýza 
 
Horizontální analýza, respektive analýza vývojových trendů, přejímá data, která 
jsou získávána nejčastěji z účetních výkazů, výročních zpráv. Sledují se jak změny 
absolutních hodnot sledovaných dat tak i relativní (%) změny. Změny jednotlivých 
položek výkazů se sledují po řádcích, horizontálně, a proto je tato metoda nazývána 
horizontální analýzou. 
 
Horizontální analýza vyžaduje: 
 14  
• dostatečně dlouhou časovou řadu údajů 
• srovnatelnost údajů v časové řadě 
• vyloučení náhodných vlivů 
• zohlednění předpokládaných změn 
 
2.2.5 Vertikální analýza 
 
Vertikální analýza, nazývaná též analýza komponent, vyjadřuje strukturu aktiv a 
pasiv rozvahy. Při vertikální analýze se posuzují jednotlivé části majetku a kapitálu, 
které je možno označit jako struktura aktiv a pasiv. Z této struktury je jasné, jaké složení 
hospodářských prostředků potřebných pro veškeré aktivity podniku a z jakých zdrojů 
byli pořízeny.  
 
2.2.6 Indexová analýza 
 
Indexy slouží k měření dynamiky ekonomických jevů. Lze pomocí nich 
porovnávat a analyzovat jakékoliv dva extenzivní nebo intenzivní ukazatele v podobě 
absolutních čísle, poměrů nebo průměrů a posuzovat jejich žádoucí vývoj. 
Dynamiku vývoje lze sledovat pomocí tzv. řetězových indexů i u tokových 
veličin převzatých z účetního výkazu zisků a ztrát. Řetězový index vyjadřuje meziroční 






2.2.7 Analýza rozdílových ukazatelů 
 
K analýze a řízení finanční situace podniku slouží rozdílové ukazatele 
označované někdy jako fondy finančních prostředků. Fond je chápán jako souhrn 
určitých stavových ukazatelů vyjadřujících aktiva nebo pasiva. 
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Mezi nejpoužívanější rozdílové ukazatele patří: 
a) Čistý pracovní kapitál 
b) Čisté pohotové prostředky 
c) Čistý peněžně-pohledávkový finanční fond 
 
2.2.8 Analýza cash flow 
 
Cash flow (peněžní tok) je skutečný pohyb peněžních prostředků podniku. Jeho 
analýza je důsledně založena na příjmech a výdajích a vyjadřuje reálné toky peněz a 
jejich zásoby v obchodním styku. 
 
Výkazy Cash flow se sestavují za celý podnik. Sestavy umožňují sledovat tvorbu 
finančních zdrojů odděleně ve třech základních podnikových činnostech, a to: 
1. v hlavní výdělečné činnosti (provozní Cash flow) 
2. v investiční činnosti (investiční Cash flow) 
3. ve finanční činnosti (finanční Cash flow) 
 
 
2.2.9 Analýza poměrových ukazatelů 
 
Finanční poměrové ukazatele charakterizují vzájemný vztah mezi dvěma nebo 
více absolutními ukazateli pomocí jejich podílu. Nejčastěji vycházejí z účetních dat 
(rozvahy a výkazu zisků a ztrát) 
Poměrové ukazatele patří mezi nejoblíbenější a také nejrozšířenější metodu 
finanční analýzy. Tato metoda umožňuje získat rychlý a nenákladný obraz o základních 
finančních ukazatelích podniku.  
 
 
Podle oblastí finanční analýzy se poměrové ukazatele obvykle člení na 
ukazatele: 
1. Rentability (výnosnosti, ziskovosti) (ROE, ROI, ROA, ROCE, ROS) 




5. Tržní hodnoty  
6. Provozní ukazatele 
7. Ukazatele na bázi finančních fondů a cash flow 
 
Problematika jednotlivých poměrových ukazatelů je dosti obsáhlá a zdaleka 
přesahuje obsah mé práce, proto se ji nebudu více zabývat. Případné zájemce o 
podrobnější popis odkazuji na odbornou literaturu [3], [11], [13]. 
 
2.2.10 Analýza soustav ukazatelů 
 
K posouzení celkové finanční situace podniku se vytváří soustavy ukazatelů 
označované někdy jako analytické systémy nebo modely finanční analýzy. Jejich 
výhoda je v tom, , že oproti jednotlivým ukazatelům nemají sami o sobě omezenou 
vypovídající schopnost a necharakterizují pouze určitý úsek činnosti podniku. 
Vyšší počet ukazatelů v souboru umožňuje detailnější zobrazení finančně-
ekonomické situace podniku, avšak současně velký počet ukazatelů ztěžuje orientaci a 
zejména výsledné hodnocení podniku. 
 
Rozlišujeme následující soustavy ukazatelů: 
1. Soustavy hierarchicky uspořádaných ukazatelů – pyramidové soustavy 
2. Účelové výběry ukazatelů – komparativně-analytické modely - bonitní, 
bankrotní modely 
3. Matematicko-statistické metody – výchozím bodem všech 
diagnostickém modelů je matice objektů a jejich ukazatelů 
 
Matici objektů a jejich ukazatelů chci v dalším textu použít jako podkladovou 
matici pro shlukovou analýzu dat. Viz. další text. 
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2.3 Analýza finančního rizika 
 
 
Za základní faktor finančního rizika je považována platební schopnost a míra 
zadlužení. Z toho vyplývá, že finanční rizika jsou determinovány způsobem 
financování, protože vlastně každý dluh je riziko. 
Finanční situace podniku, zejména jeho platební schopnost, lze jednoduše 
sledovat při rozboru rozvahy pomocí poměrových ukazatelů likvidity. S jejich pomocí 
můžeme snadno zjistit schopnost podniku hradit své závazky a dostát tak včas svým 
finančním povinnostem. 
Finanční riziko je do značné míry závislé na velikosti fixních finančních 
nákladů, především úroků a je tedy spojeno s celkovou volatilitou výsledků 
hospodaření, které je způsobeno placením fixních nákladových úroků, které mají 
přednost před platbami akcionářů. Také na tom jak jsou provozní výsledky podniku 
financovány závisí celkové výsledky hospodaření. 
Poměr dluhů k čistému peněžnímu toku z provozní činnosti slouží pro testování 
rizika platební neschopnosti z finanční činnosti. Tento ukazatel je znám jako ukazatel 
doby splácení dluhů. 
     dluhy 
doba splácení dluhů = -------------------------------------------- 
    čistý peněžní tok z provozní činnosti 
 
Finančním zdrojem pro splácení dluhů jsou disponibilní peněžní prostředky 
vytvořené v provozní činnosti. Tyto prostředky zahrnují zisk po zdanění upravený o 
nepeněžní operace a o další rozdíly mezi provozními výnosy a příjmy a mezi 
provozními náklady a výdaji. 
Jedno z hledisek, které se musí také sledovat je riziko podkapitalizování, jehož 
příznakem je růst zisku ve vztahu k vlastnímu kapitálu a také růst podílu zisku na jednu 
akcii. 
Při rostoucím zadlužení roste rentabilita vlastního kapitálu a zisk na akcii. Roste 
však také riziko investora, které vyvolává růst nákladů vlastního kapitálu, takže hodnota 
podniku zůstává stále stejná. Z tohoto důvodu je nutno posuzovat vyšší zadlužení nejen 
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z hlediska vyššího růstu rentability vlastního kapitálu, ale také z hlediska rizika pro 
akcionáře.  
Pomocí finanční páky lze vyjádřit míru finančního rizika. Míru finančního rizika 
je tedy možno stanovit stupněm finanční páky, který je definován jako podíl změny 
zisku na akcii a změny zisku před úroky a zdaněním. Tento podíl popisuje jak změna 
provozního zisku ovlivňuje změnu výnosů akcionářů. 
 
    změna zisku na akcii (%) 
míra finančního rizika = ------------------------------------------- 
            změna provozního zisku (%) 
 
Finanční riziko zesiluje provozní riziko. Z tohoto důvodu leze využívat finanční 
páku ke zvyšování celkové výnosnosti. V této souvislosti je pro podnik důležité 
analyzovat také provozní riziko. Aby mohla být správně využita míra finančního rizika 
na určení správné kapitálové struktury, musí podnik disponovat odhadem očekávaného 
provozního zisku. Ten je odvozen z odhadu tržeb a analýzy provozní páky. Zejména 
pak obecně platí, že čím vyšší je provozní riziko, tím větší důraz je kladen na ziskovost 
tržeb při menším obratu kapitálu a naopak. 
Při analýze finančního rizika a s ním souvisejícího provozního rizika je nutno 
posuzovat také o jaký typ společnosti se jedná. Odvětví, ve kterém daný podnik 
provozuje svoji činnost předurčuje do značné míry jeho finančně-ekonomickou 
strukturu. 
Obecně obchodní podniky jsou méně kapitálově náročné. Podobnou strukturu 
mají také stavební společnosti. Provozní riziko je ale vyšší jak v obchodních firmách 
zejména díky vyšším fixním nákladům. Jiné výrobní či zpracovatelské firmy, které musí 
rozsáhle investovat, jsou naopak velice kapitálově náročné. Aby se vyrovnali v úrovni 
rentability celkového kapitálu obchodním a stavebním společnostem, musí dosahovat 
vysoké ziskové marže. Provozní riziko bývá u firem v tomto odvětví relativně vysoké a 
možnosti vysokého finančního rizika (vyšší podíl cizích zdrojů)  k růstu rentability 
vlastního kapitálu je velice omezená.   
K posouzení finančních rizik podniku a finanční situace podniku  bylo účelově 
vytvořeno několik soustav ukazatelů (bonitní a bankrotní modely) a modelů, které 
podnikům přidělují body, známky, podle kterých jsou sestavovány řebříčky firem 
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v odvětvích (Ranking, scoring, benchmarking). Těmto metodám bych se chtěl věnovat 
v dalším textu a poté použít svůj vlastní model založený na matematické interpretaci 
shlukování a finančních ukazatelích. 
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2.4 Bonitní a bankrotní modely – soustavy ukazatelů 
 
K účelu hodnocení platebního rizika a krátkodobého úvěrového rizika podniků 
byly vytvořeny soustavy ukazatelů – bonitní a bankrotní modely. Tyto modely vychází 
z výpočtu poměrových ukazatelů finanční analýzy obsažených v rozvaze, výkazu zisků 
a ztrát a výkazu cash flow. Tyto ukazatele mohou být velice důležité při posuzování 
celkové důvěryhodnosti podniku. 
Pomocí  těchto modelů  lze  poměrně  rychlým  způsobem vyhodnotit aktuální 
finanční a ekonomickou situaci podniku. Tyto ukazatele jsou založeny  na  srovnání  
výsledků  firmy  se  statisticky  zjištěnými  a  zpracovanými daty  srovnatelných  
podniků  ve  stejném  oboru  podnikání. 
Bonitní modely vycházejí z normativních hodnot vybraných ukazatelů finanční 
analýzy, na jejichž základě jsou podniky zařazovány do různých bonitních tříd (shluků). 
 Metod a postupů hodnocení bonity firmy existuje velké množství a ve všech 
hrají podstatnou roli finanční ukazatele. K jednodušším patří různé ukazatelové 
soustavy přidělující body k těm složitějším pak sofistikované statistické postupy, které 
pracují např. s historickými řadami dat a kalkulují různé pravděpodobnosti selhání 
firmy na základě určitých hodnot finančních ukazatelů. 
Pro představu zde uvádím tabulku nejpoužívanějších bonitních a bankrotních 
modelů a ukazatelů, které vstupují do výpočtu. Ukazatele jsou uváděny bez hodnot vah, 
které se mohou lišit dle jednotlivých podnikatelských odvětví. Z přehledu lze snadno 
vypozorovat ty ukazatele, které jsou důležité z hlediska bonity (důvěryhodnosti) 
podniku. 
 Obr. Ukazatelé, které vstupují do bonitních a bankrotních modelů 
Název 1 2 3 4 5 6 
Kralickův 
Quicktest VK/Aktiva (Dluhy-FM)/PCF EBIT/Aktiva PCF/Tržby - - 







Index bonity CF/Cizí zdroje Aktiva/Cizí zdroje EBIT/Aktiva EBIT/Výkony Zásoby/Výkony Výkony/Aktiva 
Altmanovo Z-
score ČPK/Aktiva Zisk/Aktiva EBIT/Aktiva VK/Dluhy Tržby/Aktiva - 
Indexy IN Aktiva/Cizí kapitál 
EBIT/Nákladové 
úroky EBIT/Aktiva Výnosy/Aktiva 




Tafflerův model EBIT/Kr. závazky OA/Cizí kapitál Kr. závazky/Aktiva Tržby/Aktiva - - 
 
2.5 Mezipodnikové srovnání - Ranking - Scoring - 
Benchmarking 
 
Metody, které  slouží k porovnávání podniků a výsledků jejich hospodaření , 
označuje mezipodnikové srovnání. Srovnávat můžeme historický vývoj podniku, 
současnou situaci, nebo jeho vývojové trendy. Metody by měly odhalit slabá a silná 
místa, které v hospodaření podniku existují, tím, že  zjistí rozdíly oproti jiným 
podnikům, především oproti těm, které dosahují lepších výsledků.  
Důležitou informací pro podnik je jeho  zařazení do určité úrovňové skupiny 
(vynikající podniky, průměrné podniky, podprůměrné podniky atd.), nebo jeho  pořadí v 
souboru analyzovaných podniků. Srovnávat můžeme podnik s průměrem v odvětví nebo 
ve výrobním oboru, s konkurenčním podnikem (s konkurenčními podniky), nebo se  
srovnatelným nejlepším podnikem. 
Srovnatelnost podniků je předpokladem objektivního srovnávání; formální  
srovnatelnost je většinou zabezpečena jednotnými statistickými a účetními výkazy, 
věcné srovnatelnosti musíme věnovat velkou pozornost: vždy by mělo jít o podniky se 
stejným nebo  
podobným výrobním programem, zhruba stejnou velikost podniku, podobný typ 
výroby. Podobná míra věcné srovnatelnosti závisí na  činnosti podniku, kterou 
srovnáváme 
Mezi nejznámější metody hodnocení firem patří rating. Kromě ratingu se během 
posledních let objevila celá řada dalších hodnocení a měření, která se rovněž snaží 
pomoci obchodním partnerům, investorům či finančním institucím k lepší orientaci v 
šedivé mase podniků. Neměla by však být označována jako rating, protože tento pojem 
je i v mezinárodním měřítku chápán jako výsledek standardního procesu. Těmto 
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2.5.1 Scoring 
 
Co je SCORING? 
 
Scoringové modely jsou vlastně bonitní modely založené na poměrových 
ukazatelích z finanční analýzy. Scoring představuje kvantitativní analýzu zejména 
finančních dat o hodnoceném podniku s cílem posoudit a odhadnout úroveň jeho bonity. 
Pro scoring je tedy klíčové definovat soustavu ukazatelů, na základě kterých se bude 
počítat bonita hodnoceného subjektu. Z té je pak odvozena struktura požadovaných 
materiálů a samozřejmě i výstupní hodnocení. 
Scoring je tedy metoda, která každému hodnocenému subjektu přiřadí podle 
předem definované metodiky určitý počet bodů - skóre. Body se mohou získávat z více 
hodnotících kritérií, jak kvantitativních, tak kvalitativních. Do celkového součtu pak 
mohou  jednotlivá kritéria vstupovat se stejnými nebo různými vahami. Výsledné skóre 
může být převedeno pomocí stupnice na slovní interpretaci. Scoring je běžný např. při 
posuzování úvěrové bonity klienta a se scoringovými modely pracuje většina bank v 
rámci řízení rizika. 
Scoring je častým vstupem pro ranking. Nejprve se jednotlivým hodnoceným 




Co je RANKING - sestavování žebříčků?  
 
Ranking je metoda sestavování pořadí společností podle předem definovaných 
ukazatelů. Jako nezávislá metoda hodnocení může být užitečnou pomůckou při 
posuzování investičních transakcí i při výběru obchodních partnerů. Žebříčky jsou v 
ekonomickém světě velmi oblíbené a jsou doplňkovým vodítkem při práci analytiků, 
poradců i manažerů. 
 
Česká kapitálová informační agentura jako specializované ekonomické médium 
spolupracuje na dvou typech rankingu:  
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• CSA - Czech Sector Award, který je vyhlašován každoročně ve spolupráci s 
CRA Rating Agency (www.ranking.cz) 
 
• EVA - Economic Value Added, který je vytvářen společností CE Capital podle 
metodiky Stern Stewart. 
 
K čemu slouží RANKING?  
 
Ranking jako nezávislá metoda hodnocení může být užitečnou pomůckou při 
posuzování investičních transakcí i výběru obchodních partnerů. Investoři na vyspělých 
kapitálových trzích berou při svých investičních rozhodnutích často v úvahu i 
hodnocení, která jim přidělují specializované analytické společnosti - ratingové 
agentury. V ČR se s hodnocením českých firem, tzv. ratingem,  vypracovaným 
renomovanými světovými agenturami (jako je např. Moody´s nebo Standard & Poor's) 
nebo tuzemskými agenturami (jako je CRA Rating Agency, a.s.) setkáváme pouze 
zřídka. Přitom i u nás investoři volají po vyjádření investiční atraktivnosti formou 
jednoduchých žebříčků či přidělených stupňů. Tomuto požadavku plně vyhovuje služba, 
kterou realizuje agentura ČEKIA ve spolupráci s dalšími partnery. 
Systém hodnocení podniků nezávislými agenturami může napomoci všude tam, 
kde je nutno rozhodovat o poskytování finančních prostředků. Výsledky rankingu jsou 
využívány jako jeden z faktorů např. v bankách při posuzování bonity klienta nebo při 
formulování investiční strategie portfoliových investorů. Rozšířený záběr hodnocených 
podniků může pomoci dalším typům investorů, např. fondům rizikového kapitálu a 




Co je BENCHMARKING? 
 
Benchmarking  je systematický, průběžný proces měření a porovnávání 
firemních procesů a výsledků s procesy a výsledky podnikatelských leaderů  kdekoliv 
na světě a použití takto získaných informací k zlepšení vlastních procesů a tím ke 
zvyšování výkonnosti firmy.  
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Pojem benchmarking zdomácněl ve světe v 80. letech minulého století. Podniky 
u nás začaly využívat benchmarking paralelně s příchodem zahraničního kapitálu a s 
propojováním zahraničních společností s českým průmyslem. 
V současné době se dostává do podvědomí především ve spojitosti s další 
metodou hodnocení Balanced Scorecard.  
 
2.5.4 Třídění podniků do skupin 
 
Další úlohou v mezipodnikovém srovnávání je  třídění podniků do skupin shluků 
podniků. Jednotlivý shluk tvoří podniky vzájemně si podobné z hlediska hodnotících 
ukazatelů. 
Nejjednodušším roztříděním souboru objektů je vytvoření dvou skupin objektů, 
a to nadprůměrných (ležících nad aritmetickým průměrem souboru) a podprůměrných 
(ležících pod aritmetickým průměrem souboru). Při více podnicích je vhodnější  třídění 
do 5 skupin: průměrné podniky, nadprůměrné, vynikající, podprůměrné a zaostávající 
podniky. 
Pro vytvoření skupin podniků můžeme aplikovat i speciální statistickou metodu 
zvanou shluková analýza (cluster analysis). Jejímu popisu se budu věnovat v další 
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3 Shluková analýza dat 
 
3.1 Úvod do shlukové analýzy 
 
Shluková analýza dat patří mezi metody vícerozměrné statistické analýzy, jejímž 
předmětem je popis a zobecňování vztahů ve skupině proměnných. Při úloze 
vícerozměrné klasifikace se zabýváme stanovením pravidel, podle nichž se zařazují 
objekty do jedné z několika tříd na základě měření určitého počtu znaků a vytvoření 
popisu těchto tříd. Při úloze typologie objektů provádíme hierarchické třídění do 
relativně homogenních skupin, přičemž nemusí být předem znám ani jejich počet ani 
nejsou předem definovány a současně je možno někdy určit též pořadí těchto skupin 
podle určitých kriterií. Při řešení úlohy nadměrného počtu proměnných řešíme problém 
nížení počtu sledovaných znaků do menšího počtu neměřitelných hypotetických veličin 
s co nejmenší ztrátou informace obsažené ve sledovaných znacích. 
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3.2 Cíl shlukové analýzy 
 
Cílem shlukové analýzy (Cluster analysis) je rozklad daného počtu objektů do 
několika relativně homogenních shluků, jejichž počet může, ale nemusí, být přesně 
znám. Přičemž požadujeme, aby objekty uvnitř jednoho shluku si byly co nejvíce 
podobné a objekty patřící do různých shluků si byly podobné co nejméně. Každý objekt 
je popsán skupinou znaků. Výsledek shlukování závisí na volbě proměnných, zvolené 
míře vzdálenosti mezi objekty a shluky a na zvoleném algoritmu. 
Shluková analýza se uplatňuje zejména v případech, kdy se sledované objekty 
reálně rozpadají do tříd, tj. objekty mají tendenci seskupovat se do přirozených shluků. 
Použitím vhodných algoritmů se pak podaří odhalit strukturu množiny objektů a tu pak 
můžeme roztřídit do jednotlivých shluků. Nakonec musíme ještě najít vhodnou 
interpretaci pro rozklad, který jsme shlukováním obdrželi tj. charakterizovat vzniklé 
třídy. 
Formálně můžeme úlohu shlukové analýzy vyjádřit následujícím obecným 
způsobem: Máme n objektů, každý z objektů je charakterizován p znaky. K dispozici 
máme tedy datovou matici X typu n × p. X={x1, x2,…, xn}, kde x1, x2,…, xn, jsou p-členné 
vektory pozorování. Úkolem shlukové analýzy je rozdělení množiny X do množiny 
S={S1, S2,…, Sk}, kde S1, S2,…, Sk je k shluků, do nichž je roztříděno n objektů. Obecně 
může počet shluků dosáhnout počet objektů n, avšak praktický význam má pouze 
takový počet shluků, který je podstatně menší než počet objektů, což je zřejmé, jelikož 
kdyby počet shluků dosahoval počtu objektů, shluková analýza nevede k žádnému 
zjednodušení. 
 
Postupy užívané ve shlukové analýze lze klasifikovat z mnoha hledisek. 
Rozlišme: 
a) úlohy se zadaným počtem shluků 
b) úlohy, kde určení vhodného počtu shluků je součástí zadaní 
 
Pokud není třeba omezovat objem výpočtů, můžeme v druhém případě probrat a 
vyhodnotit všechny reálné možnosti volby k. Dále můžeme použít některý z algoritmů 
hierarchického shlukování, což znamená sestavit hierarchickou posloupnost rozkladů 
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Sk, k=1,2,…, n, od množiny objektů jako jediného shluku S1 až po rozklad množiny na 
jednotlivé objekty Sn tak, že každý následující rozklad je zjemněním předchozího. 
 
Dalším hlediskem, podle něhož lze klasifikovat shlukové metody, je způsob 
posuzování podobnosti. V různých etapách algoritmu posuzujeme podobnost dvou 
objektů, podobnost objektu a shluku a podobnost dvou shluků. 
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3.3 Užití metod shlukové analýzy 
 
Jak bylo již uvedeno dříve, shluková analýza nám slouží k vytvoření 
homogenních skupin, které nazýváme shluky. Většinu z různých užití shlukové analýzy 
můžeme shrnout do čtyř základních cílů: 
1) tvorba typologie nebo klasifikace, 
2) zkoumání užitečných konceptů v seskupování objektů 
3) vytváření hypotéz pro zkoumání dat 
4) testování hypotéz 
 
Asi nejčastěji používanou část shlukové analýzy tvoří tvorba klasifikací, avšak 
v mnoha případech praktické analýzy dat, je mnoho těchto cílů spojováno se závěry, 
které se vytváří na základě odborných studií. 
 
Navzdory odlišnostem v cílech, typech dat a použitých metodách, existuje pět 
základních kroků, které charakterizují všechny metody shlukové analýzy. Jsou to: 
1) volba množiny objektů, kterou budeme shlukovat 
2) vymezení množiny proměnných, na které budeme měřit objekty množiny 
3) výpočet vzdáleností mezi objekty 
4) užití shlukové analýzy k vytvoření shluků z podobných objektů 
5) potvrzení výsledků metody shlukové analýzy 
 
Každý z těchto k roků je nezbytný při použití shlukové analýzy v užitých 
analýzách dat. 
 
 30  
3.4 Nedostatky shlukové analýzy 
 
Předtím, než se dostanu v dalších kapitolách k bližšímu popisu metod shlukové 
analýzy, musím říci něco k nebezpečí zevšeobecňování shlukové analýzy. 
 
(1) Mnoho metod shlukové analýzy jsou relativně jednoduché procedury, které nejsou v 
mnoha případech podpořeny rozsáhlou skupinou statistických úvah.  
 
Mnoho metod shlukové analýzy je heuristických. Ty jsou trochu víc než 
použitelné algoritmy, které mohou být použity k vytvoření shluků argumentů. Tento 
fakt stojí v ostrém kontrastu s faktorovou analýzou, například takovou, která je založena 
na rozsáhlé skupině statistických úvah. 
Přesto má mnoho shlukových algoritmů důležité matematické vlastnosti, které 
byly objeveny v některých podrobnějších pracích. Je důležité uznat fundamentální 
jednoduchost těchto metod. Jestliže uživatel respektuje tyto fakta, je menší 
pravděpodobnost, že udělá chybu ve výkladu výsledků shlukování. 
 
(2) Metody shlukové analýzy se vyvinuly z mnoha disciplín a zatíženy chybami těchto 
disciplín. 
 
Toto je důležité poznamenat, neboť každá disciplína má své vlastní výhody a 
nevýhody. To co je užitečné v psychologii, nemusí být užitečné pro biology a jelikož 
jsou shlukové metody často ne více než věrohodná pravidla pro tvorbu shluků, musí si 
dát uživatel pozor na chyby, které často doprovází prezentaci a popis shlukových 
metod. 
 
(3) Různé metody shlukování mohou a vytvářejí různé výsledky na stejných množinách 
dat.  
 
Zjištění, že odlišné metody generují odlišné výsledky je běžné v mnoha 
praktických 
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výzkumech. Důvod pro odlišnosti ve výsledcích je ten, že shlukové metody se vyvinuly 
z různých zdrojů, které kladli důraz na různá pravidla formování shluků. Ačkoliv může 
být toto přirozený následek specializace disciplín, je to přesto zdroj velkého zmatku pro 
nováčky i pokročilé uživatele shlukové analýzy. Co je patrně potřeba, jsou techniky, 
které mohou být použity k přesnému určení takové shlukové metody, která odhalí 
"nejpřirozenější" shluky v množině dat. 
 
(4) Strategie shlukové analýzy je strukturně-vyhledávací, přestože její účinek je 
strukturně-ukládací. 
 
Shlukové metody jsou používány k odhalení struktury v datech, která není hned 
patrná vizuálním zkoumáním nebo se odvolává na další autoritu. Tato strategie se liší od 
té, která je zahrnuta v diskriminační analýze, která je mnohem lépe popsána jako 
identifikační procedura. Tato metoda přiřazuje objekty do již existujících shluků a 
nevytváří žádné nové shluky. Přestože může být strategie shlukování strukturně-
vyhledávací, její účinek je strukturně-ukládací. Shluková metoda bude stále ukládat 
objekty do shluků a tyto shluky mohou mít radikálně odlišné složení, když je použita 
jiná metoda shlukování. Klíč k používání shlukové analýzy je vědět, kdy jsou tyto 
shluky "reálné" a ne pouze vyhledávat na datech s použitím metody. 
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3.5 Míry podobnosti, rozdílnosti a vzdálenosti objektů 
 
Mnoho metod shlukové analýzy nepracuje na počátku s původní maticí 
vícerozměrných veličin X, ale s maticí skládající se z hodnot, které indikují podobnost, 
rozdílnost či vzdálenost objektů, které budeme shlukovat. Je mnoho způsobů jak tyto 
vlastnosti posuzovat, závisejících do značné míry na typu dat a zejména na typy 
proměnné. Velmi často se při realizaci shlukového algoritmu nejprve provádí výpočet 
příslušných měr pro všechny páry objektů. Tímto způsobem pak vzniká symetrická 
matice typu n × n, která má na diagonále nuly, jde-li o matici měr vzdáleností B, nebo 
jedničky, jde-li o matici měr podobnosti (rozdílnosti) A. 
 
3.5.1 Volba proměnných 
 
Volba proměnných používaná ve shlukové analýze je jeden z nejkritičtějších 
kroků v procesu shlukovaní, ale bohužel také jeden z méně pochopitelných. Počáteční 
volba konkrétní 
množiny měr, které popisují shlukování objektů, vytváří úhel pohledu, z kterého shluky 
vytváříme. První otázka, na kterou musíme odpovědět, je, zda jsou zvolené proměnné 
významné pro typ klasifikace, kterou hledáme. Například, jestliže máme za úkol najít 
klasifikaci bonitních firem, určenou k posouzení platební schopnosti těchto firem, není 
vhodné použít takové proměnné, které přesně necharakterizují to zda je podnik likvidní 
či nikoliv. Pak může dojít k rozdělení firem na takové shluky, které mohou být pro naši 
analýzu zcela nedostačující. Proto je důležité si mít na paměti, že počáteční volba 
proměnných je sama o sobě kategorizace dat, pro která existují pouze limitované 
statistické a matematické směrnice. 
Mezi další otázky patří ta, kolik proměnných by mělo být použito při klasifikaci. 
V mnoha případech bude existovat asi mnoho teoreticky nelimitovaných proměnných, 
které mohou být použity při klasifikaci. Samozřejmě v praxi jich bude mnoho 
považováno ve skutečnosti za bezvýznamné. Všeobecně neexistuje žádný 
charakteristický teoretický základ pro určení počtu proměnných a z tohoto důvodu musí 
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být tento problém pojat empiricky. V mnoha případech se dělá chyba, že se spíše 
provádí více než méně měření. 
Mezi další problém běžný ve všech oborech vícerozměrné statistické analýzy je 
možnost tzv. chybějících hodnot (missing values). Ty se mohou vyskytovat z mnoha 
různých důvodů a mohou se šířit v rámci mnoha postupů. Chybějící hodnoty mohou být 
odhadnuty pomocí příslušné střední hodnoty. Ve shlukové analýze může být střední 
hodnota vypočítána pouze z objektů náležících do stejného shluku, do kterého náleží 
objekt s neúplnými daty. Ale tento výpočet je neuskutečnitelný, neboť objekty jsou 
pochopitelně neznámé. 
 
3.5.2 Měření podobnosti 
 
Koeficienty podobnosti indikují sílu vztahu mezi dvěma objekty určením hodnot 
množiny p rozdílů, které jsou oběma společné. Podobnost dvou objektů i a j, je nějaká 
funkce jejich pozorovaných hodnot 
  sij=f(xi, xj), kde xi =[ xi1, xi2,… xip ] a xj =[ xj1, xj2,… xjp ] jsou pozorované 
náhodné hodnoty objektů.
 
Podobnost je obvykle symetrická, platí sij = sji Mnoho koeficientů podobnosti je 
nezáporných a také pro některé platí 
−1 ≤ sij ≤ 1 
S každou podobností je také spojena odlišnost dij = 1 − sij, která je symetrická 
a nezáporná. Stupeň podobnosti mezi dvěma objekty roste s rostoucí sij a klesá s 
rostoucí dij. Je přirozené, že má objekt maximální podobnost sám se sebou, takže platí sii 
= 1 a dii = 0. 
Mezi další vlastnosti odlišnosti(vzdálenosti) patří také trojúhelníková nerovnost, 
pro objekty i,j a k pak platí:  dij  ≤ dik + djk. 
 
Rozlišujeme čtyři hlavní typy měr podobnosti: 
1) korelační koeficienty 
2) míry vzdálenosti 
3) asociační koeficienty 
4) pravděpodobnostní koeficienty podobnosti 
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Každá z těchto metod má své výhody a nevýhody, které musíme uvážit před tím, 
než se rozhodneme pro použití té či oné metody. Nyní se zaměříme podrobněji na 
jednotlivé metody. 
 
3.5.3 Korelační koeficienty 
 
Tyto koeficienty patří mezi nejpoužívanější při měření podobnosti. Mezi 
nejpoužívanější patří korelační koeficient Karla Pearsona. Tento byl původně definován 
pro použití v metodách k určení vzájemných vztahů mezi proměnnými. Byl užíván v 
kvantitativní klasifikaci k určení korelace mezi jednotlivými objekty. V tomto kontextu 
je tento koeficient definován jako: 
 
 
kde xij je hodnota proměnné i pro objekt j a xj je střední hodnota všech hodnot proměnné 
pro objekt j. Hodnoty koeficientu se pohybují v rozmezí od -1 do +1, a nulová hodnota 
znamená, že mezi objekty není žádný vztah. Korelační koeficient je často popisován 
jako modelová míra. 
Jeden z hlavních nedostatků užití korelačního koeficientu jako prostředku 
k měření podobnosti je jeho citlivost na model, místo toho aby byl citlivý na významné 
rozdíly mezi proměnnými. 
 
Podobnost mezi profily lze rozdělit do tří částí: 
1) model, vzor poklesu a růstu napříč proměnnými 
2) rozptyl, rozptýlení výsledků kolem svých průměrů 
3) výška (úroveň nebo velikost), střední hodnota objektů přes všechny 
hodnoty 
 
Mezi další nedostatky patří to, že často nesplňuje trojúhelníkovou nerovnost, a 
použití této metody k výpočtu závislosti jednotlivých objektů nedává žádný statistický 
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smysl, protože je snadnější získat střední hodnotu přes rozdílné typy proměnných jak 
získat je přes všechny objekty, tak jak je to standardně užito u této metody. 
Přes všechny své nedostatky byl koeficient úspěšný v mnoha typech aplikací 
týkající 
se shlukové analýzy. 
 
3.5.4 Míry vzdálenosti 
 
Míra vzdálenosti patří mezi nejpoužívanější metody, zejména díky své intuitivní, 
snadno pochopitelné struktuře. Technicky se dá lépe popsat jako míra odlišnosti. 
Dva objekty jsou identické, jestliže každý z nich je popsán proměnnými se 
stejným významem. V tomto případě je jejich vzdálenost nulová. Vzdálenost nám tak 
vlastně udává, jak moc se od sebe liší dva objekty. 
 Nejdříve bych se chtěl zaměřit na měření vzdálenosti objektů popsaných 
kvantitativními proměnnými. Tam, kde jsou jednotlivé proměnné zhruba na stejné 






kde xik je hodnota k-té proměnné u i-tého objektu a xjk je hodnota k-té proměnné u j-tého 
objektu. Tato míra patří mezi nejpoužívanější. Má však i některé nedostatky. 
Předpokládá nekorelovanost proměnných, což je předpoklad, který je v praktických 
úlohách zřídka kdy splněn. Je také značně závislá na měřítku proměnných, takže je 
vhodné pracovat s proměnnými v normovaném tvaru, tj. takovými, které mají nulový 
průměr a jednotkový rozptyl a jsou bezrozměrnými čísly. Aby se vyhnulo použití 
odmocniny, uvádí se někdy umocněná vzdálenost označovaná jako dij Podle očekávání 
se uvádí pod názvem:  
 
Čtvercová Euklidovská vzdálenost 
 





Tato míra vzdálenosti má podobné vlastnosti jako euklidovská míra vzdálenosti. 






 Mezi těmito mírami si vybíráme dle toho, jak potřebujeme posílit vliv 
proměnných, u nichž je pozorován mimořádně velký rozdíl, na celkový součet. 
 
Obr. Vzdálenosti objektů v dvourozměrném prostoru - při dané volbě míry mají 
objekty na obvodu obrazce shodnou vzdálenost od jeho středu; vnitřní čtverec - 
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Pro lepší představu zde uvádím obrázek. Mezi kruhem, na němž leží body se 
stejnou euklidovskou vzdáleností od středu, a vnějším čtvercem, na němž leží body se 
stejnou Čebyševovou vzdáleností od středu, si lze představit další čáry, odpovídající 
míře 
  
pro m > 2 jde o tzv. Minkowského metriku m ≥ 1, zahrnující v sobě všechny dosud 
uvedené míry jako speciální případy, (je-li m=1 jde o Hemmingovu vzdálenost, je-li 
m=2 jde o euklidovskou vzdálenost) dij = limm→∞ L(m) Z toho vyplývají také nevýhody, 
které jsou všem uvedeným mírám společné; jde o závislost na použitých měřících 
jednotkách, která někdy brání smysluplnému pořízení jakéhokoliv součtu pro různé 
proměnné, ale také o to, že jsou-li proměnné uvažovány v součtu se stejnými vahami, 
silně korelované proměnné mají nepřiměřeně velký vliv na výsledek. 
Proto se často doporučuje provést transformaci veličin, např. na normovanou 
(standardizovanou) veličinu 
  
kde xi je průměr všech hodnot shluku i a sxi směrodatná odchylka. Nežádoucí vliv 
měřicích jednotek tedy odstraníme tak, že všechny hodnoty podělíme vyrovnávacím 
faktorem, kterým může být příslušný průměr xi, směrodatná odchylka sxi či po 
odstranění extrémů také rozpětí max xij − min xij Také můžeme přiřadit subjektivně nebo 
na základě informací váhu, s níž pak její hodnoty vystupují ve vzorcích pro výpočet 
vzdálenosti. 
V každém z uvedených případů máme vektor koeficientů ck, k=1,2,…,p. 
Umístíme-li je na diagonále diagonální matice C, můžeme transformaci proměnných 
vyjádřit zápisem       ui = C', xi, i = 1, 2, … , n, a např. pro čtverec euklidovské 
vzdálenosti transformovaných proměnných máme 
  
Transformační matice CC' nemusí být nutně diagonální. Jestliže použijeme inverzní 
kovarianční matici CC'= S−1 
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odstraníme kromě závislosti na měřících jednotkách také nevýhodu plynoucí z 





Tato míra vzdálenosti přihlíží k vzájemným interkorelacím proměnných. Pokud 
jsou proměnné nekorelovány a pokud použijeme proměnné v normovaném tvaru, je 
Mahalanobisova vzdálenost rovna čtverci euklidovské vzdálenosti. 
Musíme ovšem uvážit také to, že užitím Mahalanobisovy vzdálenosti a také 
užitím normování proměnných potlačíme vliv rozdílů ve variabilitě proměnných na 
výsledky, což pro nás nemusí být vždy žádoucí. 





V odborné literatuře jsou popsány další míry vzdálenosti a podobnosti objektů 
pro kvantitativní, kvalitativní, nominální a alternativní proměnné. Výklad těchto měr 
však zdaleka přesahuje rozsah mé práce. 
Mezi uvedenými mírami se rozhodneme podle toho, zda shodně negativní 
výsledek (nepřítomnost nějaké vlastnosti) má pro podobnost objektů stejný význam 
jako shodně pozitivní (přítomnost nějaké vlastnosti). 
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3.5.5 Pravděpodobnostní koeficienty podobnosti 
 
Koeficienty tohoto typu jsou zcela odlišné od koeficientů, které jsem popsal v 
předchozím textu. Technicky tato metoda pracuje s ještě nezpracovanými holými daty. 
Když spojujeme shluky, je vyhodnocen informační přírůstek spojení dvou objektů a 
sloučeno je nakonec takové spojení objektů, které dává nejmenší informační přírůstek. 
Důležité je také to, že pravděpodobnostní míra může být použita pouze s binárními 
daty. Zatím nebyly vytvořeny žádné fungující schémata pro použití pravděpodobnostní 




Problematika podobnosti (nepodobnosti) objektů je popsána v řadě odborných 
prací. Shluky jsou zde obvykle definovány jako skupiny podobných objektů. Ačkoliv se 
v mnoha pracích zabývajících se shlukovou analýzou kladou důraz na vlastní procedury 
vytváření shluků (shlukování, volba míry podobnosti) je v každé studii rozhodující. 
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3.6 Metody shlukování 
 
První fáze výpočtů končí tím, že dostaneme čtvercovou symetrickou matici 
D={dij}, která má na hlavní diagonále nuly jde-li o matici odlišností (vzdáleností), 
jedničky jde-li o matici podobností. V případě matice vzdáleností jsou jejími prvky 
vzdálenosti mezi všemi dvojicemi objektů. Na základě této matice můžeme zahájit 
druhou fázi výpočtů, vlastní shlukovací proceduru. 
Hlavní úkol shlukové analýzy je nalézt skupiny podobných objektů ve vzorku 
dat. Tyto skupiny jsou vhodně označovány jako shluky.Neexistuje žádná použitelná 
definice termínu "shluk" a je mnoho zastánců tvrzení, že je již příliš pozdě na to nějakou 
vytvořit. Navzdory faktu, že neexistuje definice, je zřejmé, že mají shluky určité 
vlastnosti. Mezi nejdůležitější patři: 
 
Hustota je vlastnost shluku, která je definována jako relativní hustá množina bodů v 
prostoru, v porovnání s ostatními oblastmi v prostoru, které mohou mýt poměrně mnoho 
nebo žádné body. Neexistuje žádná absolutním míra hustoty, ale pojetí je intuitivně 
zřejmé. 
 
Rozptyl je stupeň rozptýlení bodů v prostoru od středu shluku. 
 
Dimenze je vlastnost úzce spojena s rozptylem. Jestliže může být shluk identifikován,je 
pak možné změřit jeho "poloměr" 
 
Forma je jednoduše uspořádání bodů v prostoru. 
 
Separace je stupeň toho jak hodně shluky v prostoru přečnívají nebo leží stranou. 
Například mohou být shluky relativně blízko k jinému shluku s žádnými zřetelnými 
hranicemi nebo od sebe mohou být velice izolovány a mají mezi sebou velké mezery. 
 
Všechny tyto vlastnosti mohou být dohromady použity k popsání jakéhokoliv 
typu shluků v prostoru. Pak můžeme shluky popsat jako "nepřerušované oblasti prostoru 
obsahující relativně velkou hustotu bodů, oddělených od dalších takových oblastí 
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oblastmi, které obsahují relativně malou hustotu bodů. Důležitost tohoto popisu je v 
tom, že předtím než se uskuteční analýza dat, neomezuje chápání tohoto pojmu na 
žádnou konkrétní podobu. 
 
Bylo vytvořeno sedm hlavních skupin metod shlukování. Jsou to: 
1) Hierarchické aglomerativní metody 
2) Divisivní hierarchické metody 
3) Metody iteračního rozdělování 
4) Metody hledání hustoty 
5) Analýza faktorů 
6) Clumping 
7) Metody teoretických obrazců 
 
Každá z těchto skupin reprezentuje odlišný přístup k vytváření shluků a také 
výsledky, obdržené aplikací různých metod na stejná data, mohou být velmi odlišné. 
Určité skupiny metod byly zejména vytvořeny specificky pro použití v některých 
vědních disciplínách. 
Hierarchické aglomerativní metody jsou nejčastěji používány v biologii, analýza 
faktorů je zase často využívána v psychologii. Pro svůj scoringový model jsem vybral 
jako nejvhodnější použití hierarchických metod shlukování. 
 
3.6.1 Hierarchické aglomerativní metody 
 
Hierarchické aglomerativní metody dominují mezi ostatními skupinami metod, 
neboť patří mezi nejpoužívanější. Proto bych jim také chtěl věnovat co nejvíce 
pozornosti. Obecný aglomerativní hierarchický postup vychází ze stavu, kdy každý 
objekt tvoří samostatný (jednobodový) shluk. Shluky se postupně sdružují (shlukují) 
tak, že v každém kroku se sloučí takovém dva shluky, jejich sdružení je v jistém smyslu 
nejvhodnější (záleží na použité metodě). Není-li předem znám počet shluků, nechá se 
algoritmus hierarchického aglomerativního postupu proběhnout až do sloučení všech 
objektů do jediného shluku. 
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Nyní bych popsal podrobněji algoritmus postupného hierarchického 
aglomerativního shlukování. 
1) Vypočteme matici D vhodných měr vzdáleností. 
2) Začneme proces od rozkladu S(n), tj. od n shluků, z nichž každý obsahuje 
jeden objekt. 
3) Prohledáme matici D (vzhledem k symetrii stačí prohledat jen dolní nebo 
horní trojúhelníkovou matici) a najdeme dva shluky i-tý a j-tý, jejichž 
vzdálenost D{ij} je minimální. 
4) Spojíme i-tý a j-tý shluk do nového shluku k-tého shluku. V matici D 
vymažeme i-tý a j-tý řádek a sloupec a nahradíme je řádkem a sloupcem 
pro nový shluků. Řád matice D se snížil o jedničku. 
5) Poznamenáme pořadí cyklu l=1,2, … ,n-1, identifikaci spojených objektů 
i,j a hladinu pro spojení d{l}=D{ij}. 
6) Pokud proces vytváření rozkladů již neskončil spojenímvšech objektů do 
jediného shluku S(1), pokračujeme krokem 3. 
 
Průběh postupného shlukování a vzdálenosti shluků se znázorní pomocí grafu se 
stromovou strukturou, který se nazývá dendrogram. Na svislé ose připravíme stupnici 
pro hladiny spojování. Dole začíná strom n větvemi a v každém kroku spojíme dvě 
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Obr. Dendrogram – Metoda nejbližšího souseda 
 
 
Při dané volbě proměnných x1, x2, … xp, a při dané matici vzdáleností D že 
budou výsledky uplatnění popsaného algoritmu lišit podle způsobu, jakým hodnotíme 
vzdálenost mezi shluky. Daný algoritmus bych se pokusil popsat na nejstarší metodě a 
to metodě nejbližšího souseda. Při ní jsou oba shluky, o jejichž spojení uvažujeme, 
zastoupeny objekty, které jsou k sobě nejblíže. Vzdáleností mezi i-tým a j-tým shlukem 
Dij rozumíme tedy minimum ze všech q = ninj vzdáleností mezi jejich objekty (ni je 
počet objektů ve shluku i a nj je počet objektů ve shluku j). Je tady tedy popsán 
konkrétněji postup v 3. kroku výše uvedeného algoritmu. Ve 4. kroku nahradíme i-tý a 
j-tý řádek a sloupec v matici vzdáleností řádkem i sloupcem vzdáleností nového g-tého 
shluku od ostatních shluků. V l-tém cyklu zapíšeme celkem n-l-1 vzdáleností, určených 
podle vztahu Dqh=min(Dhi,Dhj). 
Je-li dán způsob hodnocení blízkosti či podobnosti shluků, z kterého vyplývá i 
způsob přepočtu matice vzdáleností v každém cyklu, lze v dané úloze využít popsaný 
algoritmus k vytvoření hierarchické posloupnosti rozkladů a sestrojení dendrogramu. 
 44  
V předešlém shlukovém algoritmu jsem vzdálenosti mezi shluky odvodil ze 
vzdáleností mezi objekty. Takových vzdáleností je pro dva spojované shluky celkem q 
= ninj .Vybral jsem vždy nejmenší z těchto vzdáleností, ale také bych mohl stejně dobře 
použít i maximální, průměrnou či jinou vzdálenost. Dostáváme se tak k odlišným 
postupům. Nyní bych chtěl popsat podrobněji další postupy, které se užívají při 
spojování dvou objektů (shluků). Některé z nich jsou odvozeny i jiným způsobem, než 
je ten již výše uvedený. 
 
3.6.1.1 Metoda nejbližšího souseda (Single linkage) 
 
Tato metoda patří mezi nejstarší metody shlukování. Je také jedna z 
nejjednodušších. Pochopení této metody nevyžaduje znalost maticové algebry ani široké 
znalosti vícerozměrné statistické analýzy. Obecně hledáme dva nejpodobnější objekty 
v matici podobností či odlišností (vzdáleností), jak je vidět na obrázku. Pro matici 
vzdáleností je kritérium pro spojování shluků je tedy minimum z q možných 
mezishlukových vzdáleností objektů. 
 
Obr. Metoda nejbližšího souseda 
 
 
Pro úpravu matice vzdáleností použijeme vzorec 
Dgh = min(Dhi,Dhj) 
 
Jelikož je vzdálenost mezi libovolnými shluky u tohoto algoritmu rovna 
vzdálenosti mezi nejbližšími prvky zastupujícími jednotlivé proměnné, mohou mít 
výsledné shluky dosti složitou podobu. Konkrétně nemusí být nutně konvexní. Dva 
prvky (pozorování) se totiž dostanou do téhož shluku, existuje-li mezi nimi spojení 
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vzájemně blízkých prvků a může vzniknout tzv. řetězový efekt. Toto charakteristické 
řazení se považuje za velkou nevýhodu. Jinak má metoda velký počet příznivých 
vlastností. Hlavní výhody této metody jsou její vhodné matematické vlastnosti: Je 
invariantní k monotónním transformacím matice podobností a není ovlivněna vazbami v 
datech. První vlastnost, invariantnost k monotónní transformaci, je celkem důležitá, 
neboť téměř všechny další hierarchické aglomerativní metody tuto vlastnost nemají. To 
znamená, že metoda nejbližšího souseda je jedna z mála metod, které nejsou ovlivněny 
žádnou transformací dat. 
Metoda nejbližšího souseda je úzce spojena s jistými aspekty teorie grafů. Graf 
je množina uzlů a relací mezi páry uzlů, které indikují spojení uzlů. Množina 
pozorování může být reprezentována v grafu jako uzly a množina jejich odlišností jako 
hrany. Položený strom grafu je množina hran, které určují jedinečnou cestu mezi 
každým párem uzlů. Minimální položený strom je nejkratší ze všech položených 
stromů. V odborné literatuře je popsána rodina teoretických shlukových algoritmů 
založených na teorii minimálního položeného stromu. 
3.6.1.2 Metoda nejvzdálenějšího souseda (Complete linkage) 
 
Tato metoda je logicky vlastně opak metody nejbližšího souseda v tom smyslu, 
že vzdálenost mezi shluky je nyní definována jako největší ze vzdáleností mezi páry 
objektů jednotlivých shluků, jak je znázorněno na obrázku 
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Tedy kritérium pro spojování shluků je maximální z q možných mezishlukových 
vzdáleností objektů. Při úpravě matice vzdáleností postupuje podle 
 
Dgh = max(Dhi,Dhj) 
 
U této metody odpadá nežádoucí řetězový efekt, naopak je zde tendence ke 
tvorbě relativně kompaktních, hypersférických shluků, které však nejsou nijak 
mimořádně velké. 
 
3.6.1.3 Metoda průměrné vazby (Group-average) 
 
Někdy též v anglické literatuře označovaná jen jako Average linkage nebo jako 
Sokalova-Sneathova metoda. Zde je vzdálenost mezi dvěma shluky popsána jako 
průměr ze vzdáleností mezi všemi páry objektů dvou shluků. Lepší představu o této 
metodě lze získat z obrázku. 
 
Obr. Metoda průměrné vazby 
 
 
Tato metoda byla vyvinuta jako "protiklad" k obou předchozím dvěma 
"extremním" metodám. Ačkoliv existuje mnoho variant výpočtu průměru, používá se 
nejčastěji průměr aritmetický. 
Kritérium pro spojování shluků je tedy aritmetický průměr z q možných 
mezishlukových vzdáleností objektů. Při přepočtu matice vzdáleností použijeme 
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Tato metoda vede často k podobným výsledkům jako metoda nejvzdálenějšího 
souseda.  
Předchozí tři metody pracují přímo s maticí podobností/vzdáleností a nepotřebují 
pracovat s původními daty. Metoda, která vyžaduje původní data je metoda centroidní. 
 
3.6.1.4 Centroidní metoda (Centroid) 
 
Tato metoda již nevychází ze shrnování informací o mezishlukových 
vzdálenostech. U centroidní metody se vzdálenost shluků počítá jako euklidovská 
vzdálenost průměrů proměnných v jednotlivých shlucích - centroidů. 
 
 
Používáme-li matici euklidovských vzdáleností můžeme pro její přepočet použít 
vzorec: 
 
Nevýhodou centroidní metody je, že jestliže jsou velikosti dvou shluků, které 
spojujeme, velmi odlišné, pak bude centroid nového shluku velmi blízký centroidu 
většího shluku a může i nadále zůstat uvnitř tohoto shluku. Charakteristické vlastnosti 
menšího shluku jsou pak vlastně ztraceny. 
 
3.6.1.5 Wardova metoda 
 
Tato metoda je určena k optimalizaci minimální odchylky uvnitř shluků. Toto 
kritérium je také známé jako vnitroshlukový součet čtverců nebo jako chybový součet 
čtverců (error sum of squares, ESS). Vzorec pro chybový součet čtverců je: 
 
V prvním kroku shlukování, kdy jsou všechny objekty shluky, je ESS rovno 
nule. Metoda pracuje spojováním těch objektů nebo shluků, výsledkem jejichž spojení 
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je minimální nárůst v ESS. Přírůstek je vyjádřen jako součet čtverců v nově vznikajícím 
shluku, zmenšený o součty čtverců v obou zanikajících shlucích. 
Protože se provádí spojení zajišťující minimalizaci kritéria, má Wardova metoda 
tendenci odstraňovat malé shluky, tedy tvořit shluky zhruba shodné velikosti, což je 
často vítaná vlastnost. 
Běžný problém spojený s užitím Wardovy metody je, že shluky nalezené touto 
metodou mohou být seřazeny z hlediska jejich celkové výšky. 
 
3.6.1.6 Další hierarchické metody 
 
Metody, které jsem popsal výše jsou nerozšířenější v praxi. Samozřejmě existuje 
i mnoho dalších hierarchických metod a modifikací základních metod, ty však nepatří 
mezi nejpoužívanější. 
 
3.6.2 Divisivní hierarchické metody 
 
U těchto metod se postupuje opačným směrem než u hierarchických 
aglomerativních metod. Tedy vycházíme z jediného shluku S1, který obsahuje všechny 
objekty, a v každém další kroku jeden ze shluků rozbijeme (angl. divisive) na dva, takže 




Monothetická rozděluje data na základě jedné specifikované vlastnosti a 
polythetické metody jsou takové, kde rozdělení závisí na hodnotě, která je dána všemi 
vlastnostmi.  Monothetický shluk je tedy skupina, ve které mají všechny objekty 
přibližně stejnou vlastnost. Třída těchto shlukových metod není tak populární jak 
hierarchické aglomerativní metody. 
Hierarchické aglomerativní i metody iteračního rozdělování budou vždy vytvářet 
pouze polythetické shluky. Monothetické divisijní strategie jsou používány především s 
binárními daty a procedura užitá k rozdělení celkového počtu případů do subskupin je 
 49  
založena na identifikaci proměnné, která maximalizuje odlišnost mezi výslednými 
shluky.  
 
3.6.3 Metody iteračního rozdělování (Iterative partitioning) 
 
Na rozdíl od hierarchických aglomerativních metod, nebyly dosud metody 
iteračního rozdělování příliš používány ani prozkoumány. Ale v poslední době se však 
stále častěji používají než metody hierarchické. 
Oproti hierarchickým metodám, které vyžadují výpočet a uložení matice 
vzdáleností mezi objekty, pracují metody iteračního rozdělování s původními daty. 
Proto mohou pracovat s většími objemy dat než metody hierarchické. Kromě toho, 
iterační metody prochází daty více než jedenkrát a mohou zlepšit slabý počáteční 
rozklad, čímž se vyhnou jednomu z hlavních nedostatků hierarchických 
aglomerativních metod. 
Navzdory všem výhodám mají tyto metody také jedno hlavní omezení. 
Nejjednodušší způsob k nalezení optimálního rozdělení dat pomocí iteračních metod je 
vytvoření všech možných rozdělení těchto dat. 
Toto zdánlivě jednoduché řešení je kromě malých a triviálních úloh nemožné 
spočítat. Pro 15 objektů a 3 shluky, potřebuje tento přístup prověřit zhruba 217 945 
728 000 jedinečných rozdělení, což bylo ještě v nedávné době za možnostmi výpočetní 
techniky. V dnešní době výkonných domácích počítačů již tento limitující faktor 
odpadá. 
 
Mnoho heuristických, výpočetních a statistických vlastností metod iteračního 
rozdělování může být shrnuto do tří hlavních faktorů: 
1) Volba počátečního rozdělení 
2) Typ procházení 
3) Statistická kritéria 
 
 
 50  
3.6.4 Metody hledání hustoty (Density search) 
 
Metody hledání hustoty jsou přirozenými následky konceptu, který popisuje 
shluky jako oblasti s "vysokou" hustotou bodů v prostoru, který relativně ohraničuje 
tyto oblasti. Tyto metody v podstatě "hledají" popsaný prostor v datech, která 
reprezentují tyto oblasti vysoké hustoty. Dvě základní strategie metod hledání hustoty 
jsou 
 
a) metody založené na variantě metody nejbližšího souseda 
b) metody založené na směsici vícerozměrných pravděpodobnostních 
rozdělení 
 
3.6.5 Analýza faktorů (Factor analysis) 
 
Tyto metody shlukové analýzy jsou v poslední době velice populární a mnoho z 
těchto metod jsou známy jako varianty faktorové analýzy, inverzní faktorová analýza 
nebo Q-typ faktorizace. 
Tyto metody vytvářejí korelační matici podobností mezi objekty. Obvykle ve 
faktorové analýze vystupuje korelační matice typu P ×  P, ale jestliže se používá k 
určování shluků vystupuje v ní korelační matice typu N ×  N. Faktory jsou extrahovány 




Clumpingové metody jsou jedinečné v tom, že umožňují tvorbu překrývajících 
se shluků. Na rozdíl od hierarchických metod tyto metody nevytváří hierarchické 
klasifikace, místo toho mohou být objekty členy hned několika shluků. 
Clumpingové metody pracují s maticí podobností mezi objekty a pokouší se 
optimalizovat hodnoty statistického kritéria, odborně značeného jako "soudržnostní 
funkce" (cohesion function).Objekty jsou opakovaně realokovány dokud nedojde ke 
stabilizaci funkce, kterou optimalizujeme. Protože metody vytváří v jednom okamžiku 
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pouze dva shluky, rozdělují obvykle metody data do několika odlišných počátečních 
konfigurací. Ty pak analyzují dle jejich užitku. Závažný problém těchto metod je fakt, 
že díky své těžkopádné proceduře vyhledávání je často opakovaně objeveno několik 
stejných shluků, tudíž nám neposkytují žádnou novou informaci. 
 
3.6.7 Metody teoretických obrazců (Graph theoretics) 
 
Metody teoretických obrazců patří mezi nejnovější dostupné metody. Tato 
shluková metoda je založena na velmi dobře rozvinutých větách a aximoech teorie 
grafů. Tato teorie může poskytovat alternativy výklad ostatních shlukových metod. 
Například, jak jsem již dříve popsal, hierarchickém aglomerativní metody mohou být 
stručně popsány v termínech teorie grafů. Teorie grafů také zavádí kritérium nulové 
hypotézy, která může být použita k testování 
přítomnosti shluků v matici podobnosti, a také přispěla k vývoji výkonnějších 
výpočetních algoritmů oblíbených shlukových metod. 
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3.7 Určení počtu shluků 
 
Protože je shluková analýza určena k tvorbě homogenních shluků. Je jen 
přirozené, že zvažujeme také takové procedury, které mohou být použity k určení 
optimálního počtu shluků ve výsledku shlukového algoritmu. Například stromová 
struktura naznačuje kolik odlišných shluků může být obsaženo v datech, a tedy zřejmá 
otázka je, kde "přestřihnout" strom tak, aby byl nalezen optimální počet shluků. 
Podobně u iterativních metod je potřeba, aby zadal uživatel na počátku algoritmu počet 
shluků. Ten však není znám. 
Naneštěstí patří tento fundamentální krok mezi dosud nevyřešené problémy 
shlukové analýzy dat. Dva hlavní důvody toho, že byl učiněn tak malý pokrok v řešení 
tohoto problému, jsou: nedostatek vhodných nulových hypotéz a složité základní 
vlastnosti vzorových vícerozměrných rozdělení. 
 
Mezi dva nejvíce rozvinuté přístupy používané k určení počtu shluků patří: 
a) heuristické procedury 
b) formální testy 
 
Heuristické procedury patří bezesporu mezi nejpoužívanější metody. Na 
nejzákladnější úrovni je hierarchický strom "přestřihnut" dle subjektivního posouzení 
odlišných úrovní stromu. Tato procedura stěží vyhovující, protože se jedná o celkově 
neobjektivní přístup kdy "správný" počet shluků určuje dle svých potřeb a názorů sám 
výzkumník. 
Formálnější, avšak stále heuristický, je přístup založený na grafu závislosti počtu 
shluků na hodnotách fúzních koeficientů. Fúzní koeficient pro k shluků se vypočte 
následujícím způsobem: Nechť objekty a,…,b,c tvoří 1. shluk atd. až objekty x,…,y,z 
tvoří k-tý shluk, přičemž objekt c se k 1. shluku připojí nejpozději atd. až objekt z se ke 
k-tému shluku připojí nejpozději. Zjistíme vzdálenost mezi objektem c a shlukem a,…,b 
atd. až vzdálenost mezi objektem z a shlukem x,…,y. Průměr těchto k vzdáleností je 
fúzním koeficientem pro k shluků. Pokud se v grafu závislosti počtu shluků na 
hodnotách fúzních koeficientů objeví určité zploštění, svědčí to o tom, že zmenšení 
počtu shluků již není vhodné. 
 53  
Další subjektivní procedura, která zkoumá hodnoty fúzních koeficientů, aby 
odhalila významné "skoky" v hodnotách těchto koeficientů. Skok implikuje, že dva 
relativně odlišné shluky by se měli sloučit; a tedy počet shluků, který předcházel 
sloučení je nejpravděpodobnější řešení. 
Tento "významný skok" může být také lépe popsán. Např. stav, kdy je určen 
optimální počet shluků , vyhovuje nerovnosti 
  zj+1>z+ksz 
 
kde z je hodnota fúzního koeficientu, zj+1 je hodnota koeficientu na j+1-té úrovni 
shlukového procesu, k je standardní odchylka, a z a sz jsou střední a standardní odchylka 
fúzních koeficientů. Jestliže nemůže být nerovnost splněna, pak vše nasvědčuje tomu, 
že se v datech vyskytuje pouze jeden shluk. 
V praxi může být standardní odchylka vypočítána pro každou úroveň 
shlukového procesu, kde k je  
  kj={zj+1-z}/sz 
 
Výzkum formálních statistických testů byl zjevně zpomalen ohromnými 
problémy s komplexním vícerozměrným rozdělením, přesto však bylo obecně přijato 
několik testů. 
Ať je zvolena jakákoliv procedura, musí mít uživatel neustále na vědomí, že 
několik z těchto testů bylo studováno extenzivně a některé z nich jsou slabé nebo jsou 
heuristické. Proto se musí s výsledky jejich užití zacházet se značnou opatrnosti. Ideálně 
by měli být tyto pravidla určující optimální počet shluků použity v kombinaci s 
vhodnou technikou ověření platnosti. 
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V této kapitole bych rád ukázal praktické využití shlukové analýzy při 
hodnocení finančního rizika podniku. Chtěl bych se pokusit roztřídit několik firem 
(celkem 20), které se zabývají výrobou chemických látek, pracích prášků či hnojiv a tím 
přímo konkurují firmě u které jsem zaměstnán. V současné době pracuji ve firmě 
FOSFA akciová společnost.  
Roztřídění jsem provedl na základě dat získaných z účetních výkazu 
jednotlivých podniků. Zdrojem pro tato data jsou podklady pro účetní závěrky pro rok 
2006 – rozvaha a výkaz zisků a ztrát. Tato data jsem získal z výročních zpráv 
jednotlivých společností umístěných v Obchodním rejstříku. (www.justice.cz) 
 
Celý výzkum jsem prováděl pomocí následujícího software: 
o MATLAB 7.0 
o Statistica 6.0 
 
4.1 Stručný popis jednotlivých společností 
 
Všechny společnosti podrobené analýze v mém výzkumu jsou společnostmi 
výrobními. Protože jsem usiloval o to, aby byla má práce užitečná pro reálnou praxi, 
vybral jsem podniky, které přímo konkurují svým portfoliem výrobků firmě u které 
jsem současně zaměstnán. Jedná se tedy především o firmy zabývající se výrobou a 
distribucí pracích prášků , kapalných čistících prostředků a aviváží. Dále pak o firmy 
vyrábějící hnojiva a potravinářská aditiva a firmy zabývající se jinou chemickou 
výrobou.  
 
4.1.1 Adre Group spol. s r.o. 
 
 55  
Firma vznikla v roce 1996. Výrobce tělové kosmetiky, čistících prostředků. Od 
roku 1999 vyrábí také prací prášky. Výrobky vyrábí jak pod vlastními značkami tak pod 
privátními. Sídlo firmy se nachází na Severní Moravě ve Staříči. 
 
4.1.2 Bochemie a.s. 
 
Historie firmy se píše od roku 1991, kdy došlo k vyčlenění z koncernu Lachema. 
V roce 1994 byla firma zprivatizována a od té doby, až do konce roku 2007, působila 
pod názvem BOCHEMIE s.r.o., nyní jako BOCHEMIE a.s. Chemická výroba na území 
dnešní firmy však byla původně zahájena již v roce 1904 a od té doby pokračuje 
nepřetržitě až do současnosti. 
Výrobní program se skládá z pěti základních skupin, které jsou specifické svým 
zaměřením, cílovou skupinou i exportními teritorii (Dezinfekce ve zdravotnictví a 
v zemědělství, Fungicidy - přípravky na ochranu dřeva a zdiva, Spotřební zboží - čistící 
přípravky pro domácnosti i profesionální firmy, Povrchové úpravy kovů, Materiály pro 
akumulátory) 
 
4.1.3 Borsod Chem - Moravské chemické závody, s.r.o. 
 
Historie chemického závodu v Ostravě-Mariánských Horách je spojena s 
počátky výroby dusíkatých hnojiv v tehdejším Československu. V dubnu 2000 
maďarská společnost BorsodChem odkoupila větší část odštěpného závodu 
ALIACHEM, Moravské chemické závody. Název této nové společnosti je BorsodChem 
MCHZ, s.r.o.  
Společnost se zabývá výrobou dusíkatých hnojiv a základních organických a 
anorganických chemikálií (anilin, aminy, nitrobenzen, kyselina dusičná, kyselina 
šťavelová, formaldehyd, dřevařská lepidla). 
 
4.1.4 Deza, a.s. 
 
DEZA, a.s. je zpracovatelem surového benzolu a surového dehtu, což jsou 
vedlejší produkty vznikající při výrobě koksu z černého uhlí. Svou zpracovatelskou 
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kapacitou surového benzolu a dehtu patří mezi významné podniky v uvedeném oboru 
na světě.  
Zabývá se výrobou základních aromatických komodit, organických 





4.1.5 DonGemini, s.r.o. 
 
Společnost DonGemini s.r.o. je ryze česká firma zabývající se výzkumem, 
vývojem a výrobou prostředků na praní,mytí a čištění bez obsahu fosfátů, zeolitů a 
silikátů. Patří mezi  první v Evropě, kteří technologii postavenou na prostředcích bez 
těchto přísad úspěšně realizují v průmyslovém měřítku již po řadu let.  
 
4.1.6 Druchema družstvo 
 
Družstvo Druchema bylo založeno v roce 1951 v Praze. Postupně se 
vyprofilovalo v největší chemické družstvo v republice a na domácím trhu se stalo 
zavedeným výrobcem kvalitních chemických produktů pro domácnost a průmysl. Od 
roku 1995 je Druchema členem silné holdingové společnosti INEKON GROUP.  
Firma patří k tradičním českým firmám s širokým sortimentem výrobků z oblasti 
bytové chemie, autokosmetiky, lepidel a tmelů, barev na textil, výrobky pro sport a 
volný čas. Do sortiment produktů patří především čistící a mycí prostředky, leštící 
prostředky, osvěžovače vzduchu, barvy na textil, hnojiva a další chemické výrobky. 
 
4.1.7 Drutep Teplice 
 
Drutep Teplice vznikl spojením čtyř menších závodů, které vyráběly svíčky, 
prskavky, hřebeny, želatinové záklapky a koupelové sole. Během 50 let se portfolio 
výrobků neustále rozšiřovalo, zaváděly se výrobky nové a inovované.  
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Firma vyrábí 60 značek různých výrobků bytové chemie - WC program, 
aviváže, speciální škroby na prádlo a prostředky na žehlení a praní, tónovací malířské 
barvy, koupelovou kosmetiku, prskavky, tuhé podpalovače. 
 
4.1.8 Fosfa akciová společnost 
 
Firma byla založena v roce 1884, kdy v bývalé Schramově chemické továrně 
byla zahájena výroba kyseliny sírové a superfosfátu. V roce 1990 byla státem založena 
akciová společnost FOSFA, která plynule navázala na předešlá období rozvoje 
chemické výroby. Významným mezníkem v historii podniku je rok 1994, kdy se 
uskutečnila privatizace akciové společnosti. Majoritním vlastníkem je v současnosti 
HEL-GA s.r.o.  
Firma patří mezi největší a tradiční výrobce kyseliny fosforečné termické, 
triplyfosfátu a fosforečných solí. V devadesátých letech byl sortiment postupně rozšířen 
o prací prášky, hydroponické hnojivo Folinour, fosforečnan hlinitý Alufos a 





Společnost Henkel sídlící v Düsseldorfu v Německu patří mezi německé 
společnosti s nejrozsáhlejší mezinárodní působností. Na počátku historie společnosti 
stál 28letý obchodník se zájmem o vědu – Fritz Henkel. V roce 1876 on a dva jeho 
partneři založili v Cáchách společnost Henkel & Cie a na trh uvedli první výrobek – 
univerzální prací prostředek na bázi křemičitanu. Během následujících 130 let tato 
německá rodina podnikatelů a tisíce jejích zaměstnanců vybudovaly z firmy Henkel 
globální společnost působící ve 125 zemích. 
Firma Henkel působí ve třech základních výrobních a obchodních oblastech - 
prací a čisticí prostředky, kosmetika a lepidla, těsnicí hmoty a prostředky pro 
povrchovou úpravu kovů.  
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4.1.10 Chemotex a.s. 
 
Počátek tradice boletické chemické výroby je datován již rokem 1900. Od roku 
1993 je Chemotex Děčín a.s. soukromou firmou. 
Většinu produkce firmy v současnosti tvoří tenzidy a detergenty a chemikálie 
pro strojírenský, stavební, textilní a papírenský průmysl. Navazuje tím na mnohaletou 
tradici, zasahující až do období mezi dvěma světovými válkami. V jeho nabídce se 
objevuje přes 200 druhů výrobků. 
 
4.1.11 Cheport, spol. s r.o. 
 
 
Firma byla založená v roce 1991. Hlavní výrobní program tvoří výroba tekutých 
čistících a dezinfekčních prostředků určených pro zemědělství, zdravotnictví, 
potravinářství, obecnou a komunální hygienu a všude tam, kde je potřeba čistit a 
dezinfikovat. 
Další z aktivit zahrnuje výrobu a distribuci malospotřebitelských balení 
prostředků pro komunální hygienu, které jsou dodávány restauračním a hotelovým 
provozům, školám, úřadům, úklidovým firmám, prodejnám drogerie, atd. 
 
4.1.12 Lovochemie, a.s. 
 
Za počátek výroby hnojiv lze považovat rok 1904, kdy zde podnikatel Adolf 
Schram postavil továrnu v Lovosicích na výrobu kyseliny sírové a superfosfátu. Po řadě 
organizačních změn vzniká k 1. listopadu 1993 akciová společnost Lovochemie. Její 
privatizace byla dokončena v roce 1996, kdy se majoritním vlastníkem stala společnost 
Proferta. Po změně majoritních vlastníků, ke které došlo v roce 1997, se Lovochemie 
začlenila do skupiny firem Agrofert a Unipetrol. 
Firma patří mezi významné výrobce dusíkatých a jiných hnojiv a dalších 
chemických výrobků. 
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4.1.13 Precheza, a.s. 
  
 
Akciová společnost PRECHEZA se sídlem v Přerově vznikla v roce 1991 z 
Přerovských chemických závodů Přerov.  
Firma má více než stoletou tradici, zejména ve výrobě anorganických 
chemických produktů. Je největším výrobcem anorganických pigmentů v ČR, jedním ze 
tří výrobců titanové běloby v rámci zemí CEFTA a vývozcem technologického know 
how. 
 
4.1.14 Procter & Gamble Rakona 
 
První základy budoucího podniku Rakona byly položeny už v roce 1875, kdy 
pan František Otta začal v domě na rakovnickém náměstí vyrábět mýdlo. V roce 1946 
byl závod zestátněn a pojmenován názvem Rakona. Právě prací prášky a tekuté 
detergenty se staly stěžejním výrobním programem po příchodu nového majitele, 
společnosti Procter&Gamble v roce 1991 
Dnešní výrobní program Rakony patří k několika kategoriím: prací prášky, 
prostředky na mytí nádobí, čistící prostředky, aviváže, deodoranty a antiperspiranty.  
 
4.1.15 Qalt Rakovník, spol. s r.o. 
 
Společnost působí na trhu od roku 1992 a zabývá se výrobou spotřební chemie, 
zejména pracích , avivážních , mycích , úklidových prostředků a tělové kosmetiky. 
 
4.1.16 Spolchemie, a.s. 
 
Roku 1856 bylo ve Vídni, rozhodnuto o založení akciové společnosti s názvem 
'Rakouský spolek pro chemickou a hutní výrobu'. Během jediného roku byla na 
zakoupených pozemcích za branami Ústí nad Labem zahájena výroba chemických 
produktů. Akciova společnosti obnovena v prosinci 1990 a Spolek tak vstupoval do 
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privatizačního procesu. Ten byl dokončen v roce 1994 a v roce 1995 proběhla novodobá 
první valná hromada akcionářů. 
Spolchemie produkuje okolo 500 výrobků ve třech hlavních výrobkových 
oborech: syntetické pryskyřice základní anorganické sloučeniny a speciální anorganické 
sloučeniny. Výrobky těhoto oborů nacházejí uplatnění prakticky ve všech 
průmyslových oborech, v chemii a petrochemii, papírenství, sklářství, strojírenství, 
elektrotechnice, farmacii, potravinářském průmyslu, energetice, při úpravě vody, ve 
stavebnictví atd. 
 
4.1.17 Synthesia, a.s. 
 
Historie společnosti začíná  v roce 1920 založením Československé akciové 
továrny na látky výbušné. Ta byla v roce 1934 přejmenována na Explosii. V roce 2006 
byl završen proces vnitřních změn společnosti ALIACHEM a. s. , formou vyčlenění 
části podniku – odštěpného závodu FATRA do dceřiné společnosti Fatra, a. s. a zrušení 
odštěpného závodu SYNTHESIA. Zaniká ALIACHEM a.s., Synthesia se vrací k 
tradičnímu obchodnímu názvu Synthesia, a.s. 
Firma je předním evropským výrobcem kvalifikované chemie Podnikatelské 
aktivity jsou zacíleny do tří tržních segmentů: pokročilých organických intermediátů, 
derivátů celulózy a pigmentů a barviv.  
 
4.1.18 Unilever ČR, spol. s r.o. 
 
Společnosti Unilever byla založena v roce 1929, kdy došlo k fúzi podniků 
Margarine Unie z Holandska a Lever Brothers z Velké Británie. Kořeny společnosti 
dokonce nalezneme i v českých zemích. Na český a slovenský trh Unilever vstoupil v 
roce 1991, v roce 2001 došlo k jeho fúzi s firmou Bestfoods. 
Stejně jako celosvětově, tak i v České republice patří společnost Unilever mezi 
největší výrobce a dodavatele spotřebního zboží, především potravin, čistících 
prostředků a kosmetiky. 
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4.1.19 Valtech Tors, a. s. 
 
Podnik vyrábí širokou paletu spotřební chemie - zahrnující výrobky od 
prostředků pro osobní hygienu a kosmetiku, až po komplexní servis v oblasti 
speciálních prostředků pro náročné technologie moderních provozů.  
 
4.1.20 Zenit, spol. s r.o. 
 
Společnost ZENIT, spol. s r.o. byla založena v lednu l992. Ve vlastním závodě v 
Čáslavi vyrábí a dodává na domácí i zahraniční trh široké spektrum tradičních a vysoce 
kvalitních značek výrobků, určených pro péči o domácnost, tělo, auto, zahradu i pro 
průmysl a profesionální čištění. Především pak je výrobce čisticích a mycích detergentů 
a mycích past na ruce. Hlavní výrobní oblasti: tekuté prací prostředky a prostředky pro 
průmyslové čištění koberců, avivážní a apretační přípravky, mycí a čisticí prostředky, 
abrazivní čisticí prostředky, tekutá mýdla, autokosmetika, mazlavé mýdlo, mycí pasty, 
dezinfekční prostředky, náhradní balení super koncentrátů, dezinfekční prostředky pro 
dojící zařízení.  
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4.2 Popis a úprava dat  
 
 
Jak bylo již uvedeno v předchozím textu finanční situace podniku, zejména jeho 
platební schopnost, lze jednoduše sledovat při rozboru rozvahy pomocí poměrových 
ukazatelů likvidity. S jejich pomocí můžeme snadno zjistit schopnost podniku hradit své 
závazky a dostát tak včas svým finančním povinnostem. 
Z tohoto důvodu, jsem pro svůj model vybíral především finanční ukazatele 
likvidity, které jsem doplnil o několik dalších finančních ukazatelů. 
 
4.2.1 Finanční ukazatele modelu 
 
Pro svůj scoringový model jsem vybral následující finanční ukazatele. 
 
1. rentabilita vlastního kapitálu – ROE (Return on equity) 
2. rentabilita celkového kapitálu – ROA (Return on assets) 
3. rentabilita dlouhodobého kapitálu – ROCE (Return on cupital employed) 
4. rentabilita tržeb – ROS (Return on sales) 
5. rentabilita investic – ROI (Return on investment) 
6. zisková marže 
7. obrátka aktiv 
8. běžná likvidita 
9. pohotová likvidita 
10. okamžitá likvidita 
11. finanční páka 
12. celková zadluženost 
13. zadluženost vlastního jmění 
14. koeficient samofinancování 
15. marže přidané hodnoty 
16. operační marže 
17. rentabilita tržeb z cash flow 
18. index pracovního kapitálu 
19. rentabilita čistého pracovního kapitálu 
20. index bonity 
21. Altmanovo Z - score pro ekonomiku ČR 
 










1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
Andre Group -0,2 -0,05 -0,07 -0,03 -0,05 -0,03 1,58 4,57 1,49 0,19 4,29 0,77 1,87 0,23 0,12 -0,03 0,07 0,78 -0,08 1,92 2,21 
Bochemie 0,07 0,05 0,06 0,17 0,13 0,13 0,4 2,57 1,84 0,69 1,37 0,27 0,15 0,73 0,31 0,17 0,17 0,61 0,24 1,95 2,58 
Borsod Chem 0,02 0,01 0,02 0,01 0,02 0,01 1,5 1,43 1,01 0,07 2,24 0,54 0,07 0,45 0,11 0,02 0,01 0,3 0,12 2,01 2,21 
Deza 0,1 0,06 0,09 0,05 0,08 0,05 1,35 3,17 1,77 0,05 1,59 0,36 0,07 0,63 0,15 0,06 0,06 0,69 0,21 2,61 3,11 
Don Gemini 0,89 0,4 0,89 0,12 3,13 0,1 4,17 1,83 1,82 1,47 2,2 0,55 0 0,45 0,3 0,12 3,39 0,45 0,89 4,6 11,31 
Druchema -4,96 -0,58 -3,08 -0,15 -0,12 -0,47 1,23 0,81 0,32 0,11 8,56 0,88 0,61 0,12 0,37 -0,1 -0,44 -0,23 4,93 0,31 -0,07 
Drutep -0,26 -0,09 -0,26 -0,03 -0,08 -0,03 2,62 1,65 1,03 0,14 2,81 0,62 0 0,36 0,27 -0,02 0,00 0,45 -0,24 2,87 3,1 
Fosfa -0,1 -0,05 -0,1 -0,05 0,00 -0,05 1,01 2,73 1,51 0,23 1,84 0,45 0,03 0,54 0,01 -0,04 -0,05 0,63 -0,17 2,55 1,89 
Henkel 0,48 0,21 0,48 0,08 0,29 0,06 3,74 1,65 1,14 0,34 2,29 0,56 0 0,44 0,14 0,08 0,08 0,4 0,58 5,42 5,92 
Chemotex 0,08 0,05 0,07 0,03 0,07 0,03 1,86 2,9 1,38 0,32 1,52 0,34 0,09 0,66 0,22 0,04 0,06 0,66 0,14 3,16 3,72 
Cheport 0,36 0,1 0,31 0,05 0,17 0,04 2,57 1,36 0,65 0 3,73 0,73 0,15 0,27 0,19 0,05 0,06 0,26 0,47 3,43 3,68 
Lovochemie 0,05 0,03 0,05 0,04 0,04 0,03 0,98 2,92 1,44 0,03 1,8 0,44 0,05 0,55 0,21 0,04 0,04 0,66 0,1 1,93 2,3 
Precheza 0,05 0,04 0,05 0,06 0,05 0,05 0,86 3,91 2,58 0,16 1,24 0,19 0 0,81 0,23 0,06 0,06 0,76 0,11 3,07 4,03 
Procter & Gamble 0,05 0,04 0,05 0,12 0,06 0,09 0,46 1,76 1,64 0,02 1,18 0,15 0,05 0,85 0,53 0,13 0,13 0,43 0,49 3,07 4,14 
Qualt 0,07 0,02 0,07 0,01 0,03 0,01 1,81 1,3 0,9 0,13 3,56 0,7 0 0,28 0,13 0,01 0,07 0,23 0,1 2,24 2,41 
Spolchemie -0,03 -0,03 -0,03 0,00 -0,03 0,00 0,00 0,02 0,04 9,26 1,01 0,01 0,01 0,99 0,00 0,00 0,00 1,01 -0,03 0,64 51,12 
Synthesia 0,01 0,00 0,01 0,23 0,00 0,23 0,02 3,24 1,37 0,12 1,29 0,22 0 0,78 7,3 0,49 0,25 0,71 0,02 2,24 3,00 
Unilever 0,36 0,09 0,34 0,06 0,11 0,04 2,32 0,73 0,49 0 3,86 0,74 0,05 0,26 0,17 0,07 0,02 -0,37 -0,52 2,87 2,93 
Valtech 0,00 0,00 0,00 0,02 0,00 0,02 0,15 0,07 0,17 1,78 1,02 0,02 0 0,98 0,93 0,02 13,43 0,98 0,00 0,41 27,84 
Zenit 0,66 0,1 0,58 0,08 0,13 0,06 1,69 2,09 1,19 0,04 6,6 0,84 0,14 0,15 0,22 0,09 0,01 0,52 0,28 2,63 2,92 
 
 
Mým cílem bylo tedy na základě těchto dat nalézt firmy, které se vyznačují podobným 
rizikem platební schopnosti, tedy dostát svým závazkům. Tedy  vytvořit shluky firem, 
přičemž firmy uvnitř jednoho shluky by měli mít podobnou rizikovost úrovně platební 
schopnosti. 
Prvním krokem je provedení průzkumové analýzy dat pomocí krabicových diagramů. 
Z MATLABu jsem získal tento krabicový diagram, viz obrázek. Z obrázku je zřejmé, že 
proměnné vykazují dosti rozdílnou variabilitu, největší sedmá, dvanáctá a čtrnáctá proměnná. 
Proto jsem tedy přistoupil ke standardizaci dat a nadále používal pouze standardizované 
hodnoty. 
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4.3 Vizualizace dat 
 
Pro grafické znázornění vícerozměrných dat se velmi často používá metoda hlavních 
komponent, která informace obsažené v datech dokáže vyjádřit několika málo novými 
proměnnými, které jsou získány jako lineární kombinace původních proměnných. 
Paretův diagram sestrojený pro má data (viz. obrázek) ukazuje, že 1. hlavní 
komponenta vyčerpává asi 36 % variability obsažené v datech, druhá asi 22 %, třetí asi 14 % 
a 4 komponenta asi 10 %. 
 




Rozmístění objektů (firem) na ploše prvních dvou hlavních komponent je znázorněno 
na následujícím obrázku. 
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Z obrázku se nedá usuzovat, že by existovaly nějaké velmi rozdílné shluky objektů 
(firem), pouze objekty číslo 6 (Druchema), 16 (Spolchemie) a 19 (Valtech) se chovají 
poněkud atypicky.  
 
Obr. Rozmístění objektů na ploše dvou hlavních komponent 
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4.4 Shluková analýza 
 
 
Pro vlastní proces shlukování jsem použil svůj vlastní program, který jsem  
naprogramoval v MATLABu. Jako míru podobnosti jsem zvolil euklidovskou vzdálenost a na 
vzniklou matici vzdáleností jsem aplikoval pět nejznámějších hierarchických shlukovacích 
metod a to : 
• Metodu nejbližšího souseda 
• Metodu nejvzdálenějšího souseda 
• Metodu průměrné vazby 
• Wardova metodu 
 
Na následujících obrázcích jsou znázorněny výsledné dendrogramy uvedených 
shlukovacích metod. 
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Obr. Dendrogram – Metoda nejvzdálenějšího souseda 
 
 
Obr. Dendrogram - Metoda průměrné vazby 
 
Obr. Dendrogram – Wardova metoda 
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4.5 Ověření správnosti 
 
 
K ověření správnosti výsledků jsem použil metodu kofenetické korelace. Poněvadž 
nebyla splněna podmínka normálního rozdělení obou matic, použil jsem namísto běžného 
korelačního koeficientu Spearmanův koeficient korelace. 
 
Kofeneticke koeficienty Spearmanovy korelace pro jednotlivé metody: 
• Metoda nejbližšího souseda : 0,49 
• Metoda nejvzdálenějšího souseda : 0,67857 
• Metoda průměrné vazby: 0,72098 
• Wardova metoda : 0,63962 
 
Nejvhodnější metoda je tedy metoda průměrné vazby, která má nejvyšší kofenitický 
koeficient korelace a to 0,72098. 
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4.6 Určení počtu shluků 
 
 
Při určování počtu shluků jsem použil graf závislosti počtu shluků na hodnotách 
fúzních koeficientů. Jak bylo již uvedeno dříve vhodné by bylo třídit podniky do 5 skupin: 
průměrné podniky, nadprůměrné, vynikající, podprůměrné a zaostávající podniky. 
 
Obr. Graf závislosti počtu shluků na hodnotách fúzních koef. pro metodu průměrné vazby 
 
Při změně počtu shluků z pěti na čtyři se v grafu projevuje již větší „zploštění“, které 
svědčí o tom, že toto snížení počtu shluků není vhodné. 
 
Výsledný počet shluků je tedy požadovaných pět což odpovídá „přestřihnutí” 
dendrogramu zhruba na hladině vzdálenosti 0,7. 
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Výsledkem je tedy pět shluků obsahující následující objekty (firmy) 
1) shluk (Qalt,Borsod Chem, Drutep, Fosfa, Andre Group, Unilever, Cheport, 
Zenit) 
2) shluk (Druchema) 
3) shluk (Henkel, Don Gemini) 
4) shluk (Procter & Gamble, Precheza, Bochemie, Lovochemie, Deza, Chemotex, 
Synthesia) 
5) shluk (Valtech, Spolchemie) 
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4.7 Interpretace výsledku 
 
Podle původního očekávání bylo vytvořeno 5 shluků – skupin firem. Nyní je potřeba 
analyzovat zda jsou shluky děleny podle původního předpokladu na průměrné podniky, 
nadprůměrné, vynikající, podprůměrné a zaostávající podniky z hlediska platební schopnosti 
Jak je vidět již z grafu prvních dvou komponent, Druchema, Spolchemie a Valtech se 
od ostatních firem výrazně odlišují, což potvrdila i následná shluková analýza. Spolchemie a 
Valtech spolu dokonce tvoří jeden shluk. 
Při bližším zkoumání modelový dat jsem dospěl k následnému žebříčku srovnání 
jednotlivých shluků. V datech je možno pozorovat určité podobné znaky, zejména jsem při 
srovnávání vycházel z ukazatelů týkajících se likvidity. Shluky jsem poté seřadil od shluků 
s nejhorším ohodnocení likvidity po shluky s nejlepším ohodnocením likvidity. 
První shluk s nejhoršími ukazateli likvidity tvoří firmy Valtech a Spolchemmie. 
Ukazatel indexu bonity se u obou těchto firem rovná přibližně 0. 
Druhý nejhorší shluk tvoří firma Druchema u níž je index bonity 0,3. 
Rozdělení dalších dvou shluků je při sledování pouze indexu bonity nejednoznačné u 
všech firem s těchto shluků se pohybuje index bonity od 1,9 až do 3. Proto jsem přistoupil u 
těchto shluků ke sledování také ostatních ukazatelů likvidity a z tohoto pozorování vychází 
hůře shluk firem Qalt, Borsod Chem, Drutep, Fosfa, Andre Group, Unilever, Cheport a Zenit. 
Čtvrtý shluk poté tedy tvoří firmy Procter & Gamble, Precheza, Bochemie, 
Lovochemie, Deza, Chemotex, Synthesia.  
Jako nejlepší shluk poté vychází shluk firem  Henkel, Don Gemini u nihž se index 
bonity pohybuje od 4,6 do 5,4. 
Z tohoto výsledku lze poté vyvodit závěr, že jestliže shluková analýza pro všechny 
proměnné vytváří shluky dat, které silně korelují pouze s finančními ukazateli likvidity, pak 
lze usuzovat, že také ostatní vybrané ukazatele finanční analýzy popisují celkovou rizikovost 
dané firmy. 
Scoringový model nám tedy roztřídil firmy do pěti shluků z hlediska rizika, že firma 
nedokáže dostát svým závazkům. Je důležité upozornit na zvýšené riziko likvidity u firem 
Valtech a Spolchemmie a Druchema, u kterých již analýza hlavních komponent ukázala, že 
stojí mimo ostatní firmy. 
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Firmy z třetího a čtvrtého shluku, lze považovat za průměrné firmy u kterých již, 
riziko toho, že firma nebude schopna dostát svých závazkům, značně klesá. Samozřejmě u 
firem ze čtvrtého shluku je pak ještě nižší. 
Nakonec obchodování s firmami s pátého shluku lze jen doporučit, protože riziko 
likvidity, je u těchto firem značné malé.  
Z tohoto výsledku, lze usuzovat, že riziko toho, že firmy nedostojí svým závazkům do 
jisté míry kopíruje Gaussovo normální rozdělení. Kdy většina firem se pohybuje kolem 
střední hodnoty rizika všech firem a ostatní případy kdy je riziko příliš vysoké, nebo naopak 
příliš malé jsou na okrajích Gaussovy křivky. Pro lepší představu zde uvádím obrázek 
Gaussovy křivky. 
 
Obr. Gaussova křivka normálního rozdělení 
 
x – střední hodnota 
s – směrodatná odchylka aritmetického průměru nebo2s – rozptyl měření 
R – rozsah měření 
xmin – minimální naměřená hodnota 
xmax – maximální naměřená hodnota 
 
Z výsledkem svého scoringového modelu jsem tedy velice spokojen. Shluková 
analýzy dokázala rozdělit firmy dle předpokladu do 5ti shluků a každý shluk se vyznačuje 
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jinou mírou rizika likvidity. V této souvislosti bych chtěl, ale také podotknout, že by bylo 
vhodné otestovat další možnosti použití jiných finančních ukazatelů popřípadě snížení jejich 
počtu. Ve svém modelu jsem chtěl použít více proměnných tak, aby výsledek nebyl triviální a 
ukázal na možná nebezpečí použití více různých finančních ukazatelů. Tato hypotéza se však 
v tomto konkrétním případě nepotvrdila a podniky byly jednoznačně roztříděny do shluků 








Shluková analýza patří mezi cenné nástroje, používané při zkoumání vícerozměrných 
dat. Seskupování takových dat do shluků může být velmi užitečné k zjišťování jejich 
struktury. Aplikace takových metod v praxi však vyžaduje abychom byli velice obezřetní při 
výkladu řešení. Velkou pozornost musíme věnovat především otázce ověření výsledků 
shlukování. Jednoduchá aplikace konkrétní metody shlukové analýzy na množinu reálných 
dat a bezmyšlenkovité přijetí jejího řešení, je všeobecně považováno za nedostatečné. 
Při výběru shlukové metody při tvorbě scoringového modelu nesmíme zapomenout na 
fakt, že každá metoda nám neposkytuje ne vždy úplně stejný výsledek, i když je aplikována 
na stejná data. Také nesmíme zapomenout na některá úskalí jednotlivých metod. Zatím 
neexistuje žádný ucelený návod jak postupovat při shlukování, a tak je ponechána dosti velká 
svoboda uživateli. Zejména při určování počtu shluků se vychází z heuristických metod a 
proto není na škodu použít pro kontrolu také některý z formálních testů, i když také tyto testy 
nemusí být příliš spolehlivé. 
Shluková analýza patří mezi poměrně mladé odvětví vícerozměrné analýzy dat a má 
před sebou ještě velkou budoucnost. Zejména v poslední době se jí díky velkému boomu 
výpočetní techniky otevírají nové možnosti využití. Zejména ve spojení s vhodným 
softwarem, jsou tyto metody velmi snadno použitelné při řešení reálných příkladů. Tato 
jednoduchost však svádí k řešení obsahově nepromyšlených úloh. Proto je také velmi důležité 
klást důraz na věcnou stránku řešené problematiky, jasné vymezení cíle a správnou 
interpretaci výsledku shlukovacích metod. 
Ve spojení finanční analýzy a shlukové analýzy vidím do budoucna velký přínos při 
použití scoringového modelu. Pomocí tohoto modelu, je možno jednoduše a rychle 
analyzovat rizikové firmy. Problém vidím však v dostupnosti relevantních dat jako podkladů 
pro finanční ukazatele, neboť v obchodním rejstříku jsou data z účetních výkazů dostupná se 
zpožděním více než půl roku. Přesto si myslím, že by mohla být tato metoda uváděna jako 
doplněk stávajících metod. 
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