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Abstract
Experiments with ultracold Bose gases can already produce so strong atom–atom interactions
that one can observe intriguing many-body dynamics between the Bose-Einstein condensate
(BEC) and the normal component. The excitation picture is applied to uniquely express the
many-body state uniquely in terms of correlated atom clusters within the normal component
alone. Implicit notation formalism is developed to explicitly derive the quantum kinetics of all
atom clusters. The clusters are shown to build up sequentially, from smaller to larger ones,
which is utilized to nonperturbatively describe the interacting BEC with as few clusters as possi-
ble. This yields the hyperbolic Bloch equations (HBEs) that not only generalize the Hartree-Fock
Bogoliubov approach but also are analogous to the semiconductor Bloch equations (SBEs). This
connection is utilized to apply sophisticated many-body techniques of semiconductor quantum
optics to BEC investigations. Here, the HBEs are implemented to determine how a strongly in-
teracting Bose gas reacts to a fast switching from weak to strong interactions, often referred to as
unitarity. The computations for 35Rb demonstrate that molecular states (dimers) depend on atom
density, and that the many-body interactions create coherent transients on a 100µs time scale
converting BEC into normal state via quantum depletion.
Keywords: Bose-Einstein condensate (BEC), Strong many-body interactions,
Cluster-expansion approach, Semiconductors vs. BEC, Excitation-induced effects
1. Introduction
Ultrafast spectroscopy[1, 2, 3, 4, 5, 6, 7, 8, 9, 10] is originally a concept of optics that is
based on exciting and probing matter with laser pulses. When such pulses switch on and off the
light–matter interaction on a time scale much faster than the fundamental scattering processes,
one can monitor[11, 12] and even control quantum processes[13, 14, 15, 16] on their natural time
scales. In practice, one typically uses picosecond to attosecond laser pulses depending on how
fast the studied phenomena are. By monitoring the excitation dynamics that follows, one can di-
rectly investigate, e.g., the progress of chemical reactions[17, 18]. Ideally, this method can reveal
how one can control the coherent dynamics, governed by the Schro¨dinger equation, in oder to
influence the late-time phenomena despite the onset of inevitable relaxation and thermalization.
This approach is particularly interesting in semiconductor optics[19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 10, 29] and quantum optics[8, 30, 31] because semiconductor excitations can exhibit a
great variety of quantum processes that proceed on different time scales. As hallmarks of genuine
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quantum kinetics, perturbative as well as thermodynamic approaches fail[32, 33, 34, 35], coher-
ent control[13, 14, 15, 16] becomes possible, and quantum beats[11, 12] or even the quantum
fluctuations of light[36, 37, 38] can influence generation of new states and configurations.
Ultrafast control of many-body systems offers the possibility to explore how elementary
quantum events translate into macroscopic phenomena, which is probably the most challeng-
ing problem of contemporary physics. Therefore, it is most fruitful to engage an approach I
call manybodypedia, a synergistic learning process where different aspects of many-body quan-
tum physics are systematically analyzed from a point of view of seemingly different systems.
We are very much experiencing this progress already: a lattice of ultracold atoms is applied
to simulate [39, 40, 41, 42] solid-state models, atomic Bose-Einstein condensation is being
pursued[43, 44, 45] with semiconductors, Efimov physics[46] of nuclei are studied in interacting
Fermi[47, 48, 49] as well as Bose[50, 51, 52, 53, 49, 54] gas of atoms, only a few examples to
mention.
In this context, atomic Bose-Einstein condensates (BECs)[55, 56, 57] are perhaps the clean-
est example manifesting macroscopic quantum phenomena. Since such a Bose gas contains
interacting atoms, it clearly is interesting to study what kind of quantum kinetics results from the
atom–atom interactions. In the spirit of manybodypedia, one can use the ideas of ultrafast spec-
troscopy because one can change the strength of atom–atom interactions faster than relaxation by
sweeping the system through a Feshbach resonance[58, 59, 60, 61, 62, 63, 64, 65] with an exter-
nal magnetic field. In particular, recent experiments[66, 67, 68] in interacting Bose gas demon-
strate that one can switch the interactions, on a time scale much faster than essential scattering
rates. This means that one can start exploring analogous nonequilibrium many-body quantum
kinetics as that performed in semiconductors using ultrafast spectroscopy.[30] Obviously, the
time scales of interacting Bose gas are very different from those encountered in ordinary ultra-
fast spectroscopy because fast Bose gas processes proceed on a submillisecond time scale due
to extremely slow motion of ultracold atoms, in contrast to subpicosecond times for quantum
processes in solids.
In this paper, I will develop a general framework to describe many-body quantum kinetics of
interacting Bose gas following a fast switching of interactions. The introduced method is based
on the cluster-expansion approach presented in Refs. [69, 70, 25, 71, 30] investigating ultrafast
as well as quantum-optical semiconductor spectroscopy. Cluster-expansion based approaches
are also used in quantum chemistry[72, 73] in the form of the coupled-clusters approach that
was originally developed to explore the many-body physics of nuclei[74, 75]. Therefore, it
is fair to say that the cluster-expansion is a genuine manybodypedia approach. In general, it
can be applied to systematically identify the correlated particle clusters within any interacting
many-body system. Even more so, it can be systematically applied to include the dynamics
among all particle clusters up to a user-defined particle number N. Physically, an N-particle
clusters correspond to molecular states as well as correlated transition amplitudes. Therefore,
the cluster expansion provides a natural way to identify stable cluster configurations in many-
body systems.[30]
Even though pairwise many-body interactions induce the unsolvable BBKGY hierarchy problem[30],
N-particle clusters can build up only from lower level clusters sequentially, not directly as dis-
cussed in Refs. [8, 25, 30, 76] The cluster-expansion follows this formation dynamics systemati-
cally and it becomes a numerically feasible approach when the system can be described with few
clusters. Since atoms inside a BEC are correlated to all orders[77], it clearly is challenging to for-
mulate an efficient cluster-expansion approach for an interacting Bose gas. I will show in Sec. 2
that this can be realized by using the excitation picture, introduced already in Ref. [77], which fo-
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cuses the analysis on the normal-component excitation around the BEC. This approach not only
eliminates the need to follow the BEC-related clusters, but it reveals that the particle interactions
create clusters to the normal-component in the same way as they would do in semiconductors.
Following the terminology of Ref. [30], quantum statistics refers to any representation that
uniquely defines all quantum properties of the many-body system. For example, the density
matrix and the Wigner function are equivalent representations of quantum statistics[71]. Formal
aspects of dynamics related to quantum statistics are introduced in Sec. 3. To derive the explicit
quantum dynamics of all clusters with one derivation, I introduce the implicit notation formalism
(INF) in Sec. 4. The general cluster equations are presented in Sec. 5 main consequences of
cluster dynamics are presented in Sec. 6.
In a Bose gas, interactions can convert BEC into normal-component atoms, and the process
is often referred to as quantum depletion[78, 79, 80] to contrast it with thermal depletion induced
by thermal fluctuations. At the moment, it is not yet very well known how Bose BECs behave
when interactions become strong enough. For example, when the BEC collapses in the so-called
Bosenova experiments[66] within time tcollapse, the traditional Hartree-Fock Bogoliubov approach
(HFB)[81, 82, 83, 84, 85, 86, 87] predict up to 100% too large tcollapse. Detailed comparisons of
HFB and the truncated Wigner approximation[88, 89] (TWA) was performed in Ref. [79] with the
conclusion that atom-atom correlations must be systematically included to the HFB to describe
strongly interacting Bose gas. I will develop a general cluster-expansion based framework for
quantum kinetics of clusters. These investigations yield the hyperbolic Bloch equations (HBE),
introduced in Sec. 6 as the generalization to the HFB. They are analogous to the semiconductor
Bloch equations[90, 27, 30] which provide the backbone of understanding how electron–hole
pair excitations of solids interact via the Coulomb interaction. I will show in Sec. 7 that the
HBEs are tailor made to analyze the nonequilibrium kinetics of quantum depletion in fast-switch
experiments.
The strongest atom–atom interaction is observed at the so-called unitarity[91, 92, 48, 93, 94,
95, 54]. In Sec. 7, I will present numerical HBE solutions at the unitarity. I will show that Bose
BEC can survive even at the unitarity and that one must include interaction effects beyond the
Bogoliubov excitations[96, 97, 98, 99] to properly describe the quantum kinetics of the quantum
depletion. Following the ideology of manybodypedia, I will also summarize learned aspect as
well as many-body connections between semiconductors and interacting Bose gas. Throughout
the derivations and analysis, I will use “we” instead of “I” to encourage reader’s participation to
the theory development.
2. Interacting Bose gas in the excitation picture
We concentrate on describing the many-body aspects of the interacting Bose gas by introduc-
ing explicit, physically-motivated, simplifications. In typical experiments, atoms are confined
inside a trap whose size is much larger than atom size. Therefore, the many-body interactions
take place in a region where the atom gas remains essentially homogeneous. In addition, atoms
may escape from the trap e.g., via the three-Body loss[100, 101, 102, 103, 104, 105] that is phys-
ically analogous to the loss-generating Auger scattering[106, 107, 108] in solids. However, the
related scattering rates are typically in the range of milliseconds[68] even for strongly interacting
atom gas, while the relevant atom–atom interactions[66, 67, 68] proceed on a few microsecond
timescale. Since we here want to fully concentrate on the many-body quantum kinetics, we an-
alyze the quantum kinetics of atoms inside a homogeneous region, in the spirit of local-density
approximation, and ignore the atom loss. The kinetics of inhomogeneous atom profile and atom
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loss has been succesfully included, e.g., with the HFB and TWA methods discussed above; this
prior knowhow can be used as a solid basis to genralize the HBE approach further in the future.
2.1. Explicit operator transformations
The homogeneous Bose gas can most conveniently be described by introducing the boson
operators Bk and B†k for each atom having momentum ~k where k is the wave vector. These
operators satisfy the usual boson commutation relations:[
Bk, B†k′
]
− = δk,k′ , [Bk, Bk′]− = 0 =
[
B†k, B
†
k′
]
− . (1)
The BEC is then formed at the lowest momentum state B0 while Bk,0 identify the normal-
component atoms that have the kinetic energy
Ek =
~
2k2
2m
(2)
of a free atom with mass m. In addition, we assume that the system is closed, both in energy and
total atom number, such that we work within the microcanonical ensemble where the total atom
number is fixed to N . We later on need a lowering-operator ˆL0 and rising-operator ˆL†0 for the
BEC. They are defined by the following properties:
ˆL†0|n〉0 = |n + 1〉0 , ˆL0|n + 1〉0 = |n〉0 , ˆL0|0〉0 = 0 , (3)
where |n〉0 denotes a BEC Fock state that contains exactly n atoms. We will also need the total
number operator for the normal-component and BEC atoms
ˆNN ≡
∑
k,0
B†kBk , ˆNC ≡ N − ˆNN , (4)
respectively, whereN is the total number of atoms, and we have removed the BEC-related k = 0
term from the sum.
As shown in Ref. [77], the BEC contains atom clusters to all orders, which makes the direct
application of the cluster-expansion approach inefficient. One possibility is to neglect the BEC
correlations, which is reasonable only for dilute BECs[109, 110] where quantum depletion is not
appreciable. However, these correlations strongly modify the quantum depletion, and thus, must
be fully included for the strongly interacting Bose gas, despite it seems a major complication
for the cluster-expansion analysis. Solution to this problem is found in Ref. [77] by converting
the interacting Bose gas into the excitation picture that eliminates the “trivial” BEC clusters,
providing a cluster-expansion friendly formulation. We will next outline the main consequences
of this method in order to produce extreme convergence for the cluster-expansion approach.
The excitation picture follows from a non-unitary transformation
ˆTex ≡
(
ˆL0
) ˆNC (5)
which transforms all relevant operators
ˆOex = ˆTex ˆO ˆT †ex (6)
to the excitation picture. The explicit properties of ˆTex are worked out in Ref. [77]; mathemat-
ically, ˆTex is not an unitary operator such that it produces a set of nontrivial transformations.
4
Norm
al com
ponentA
to
m
 o
c
c
u
p
a
ti
o
n
Momentum
(a) Original
picture
quantum
fluctuations
(b) Excitation picture
BEC
0 0
Figure 1: State occupations of original vs. excitation picture as a bar chart. The yellow areas symbolize the atom–
atom correlations of each state. a The original picture has a large, singular, BEC occupation (red bar) while the normal
component (blue bars) is smoothly distributed. b The excitation picture views only the excitations around the BEC that
becomes a particle vacuum.
However, the excitation picture rewards us with four very important properties which deliver us
a cluster-expansion friendly formulation of the strongly interacting Bose gas. First, any expecta-
tion value,
〈 ˆO〉 ≡ Tr
[
ˆO ρˆ
]
= Tr
[
Oex ρˆex
] ≡ 〈 ˆOex〉ex , (7)
can be computed completely within the excitation picture where ρˆex (ρˆ) is the density matrix in
the excitation (original) picture. Second, the excitation picture shifts ρˆ to ρˆex that has vacuum
state at the BEC while the normal component surrounding BEC remains excited. In other words,
ρˆex only contains the normal-component atoms excited by the quantum depletion, which justifies
the name – the excitation picture. Third, since the BEC part of the ρˆex is a vacuum, all BEC
cluster vanish in the excitation picture, which makes its cluster-expansion description trivial.
Fourth, also the quantum dynamics,
i~
∂
∂t
〈 ˆOex〉ex = 〈
[
ˆOex, ˆHex
]
−〉ex , (8)
can be evolved within the excitation picture because ˆHex is the system Hamiltonian in the excita-
tion picture. This last property allows us to systematically compute how clusters are sequentially
built up to the normal component due to the quantum depletion.
Figure 1 illustrates the quantum-statistical implications of the original (left) and the exci-
tation picture (right). Each of the bars denotes the occupation of atomic states as function of
momentum. The ovals symbolize the fluctuations of the states. In the original picture, the BEC
has a massive occupation and complicated fluctuations indicated by the set of concentral rings.
The excitation picture views the many-body quantum statistics around the BEC such that the
BEC appears as a vacuum with no clusters. At the same time, the normal-component occupation
remains unchanged, which means that all nontrivial properties are encoded to the clusters of the
normal component.
The BEC quantum statistics can be uniquely expressed in the expectation-value representa-
tion 〈[B†0]J BK0 〉.[71] As explained in Ref. [77], it must be diagonal (J = K) and reduces into
〈[B†0]J BK0 〉
ex−→ δJ,K 〈
ˆNC!
( ˆNC − J + 1)!
〉
ex
= δJ,K 〈 ˆNC!( ˆNC − 1)! · · · ( ˆNC − J)!〉ex , (9)
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in the excitation picture. Since ˆNC depends only on the normal component, the BEC quantum
statistics is indeed defined by the excitation within the normal component. In other word, when
the quantum kinetics of the normal component is known, we can directly identify quantum statis-
tics of the BEC.
We also must consider a mix of BEC and normal-component operators
〈 ˆOJ,J′K,K′〉 ≡ 〈[B†0]J BK0 ˆOJ
′
K′〉 , (10)
where ˆOJ′K′ is a normal-component operator that contains J
′ creation and K′ annihilation opera-
tors. For microcanonical systems, 〈 ˆOJ,J′K,K′〉 exists only if the total number of creation and annihila-
tion operators is equal, i.e. we must have J+J′ = K+K′ in the original picture[77]. For any other
case, ˆOJ,J
′
K,K′ becomes a transition operator between the Hilbert spaces with a different number of
atoms; the corresponding expectation values must vanish because such transitions are forbidden
for microcanonical systems. In analogy to this, also an expectation value 〈[ ˆL†0]J ˆLK0 ˆOJ
′
K′〉 exists
only if the condition J + J′ = K + K′ is satisfied. Such expectation values have a simple and
exact transformation[77]
〈[ ˆL†0]J ˆLK0 ˆOJ
′
K′〉
ex−→
{ 〈 ˆOJ′K′ 〉ex , J + J′ = K + K′
0 , otherwise , (11)
whenever K is smaller than the atom number in the BEC. We observe that the normal-component
operators ˆOJ′K′ remain unaltered and that the creation and annihilation operator numbers do not
have to be equal. Generally, ˆOJ′K′ with J′ , K′ define some coherent transition amplitude within
the normal component. Equation (11) attaches a physical meaning to the corresponding 〈 ˆOJ′K′〉ex
because it ties this coherence to a number change in the BEC such that the total number of atoms
is not altered in the original picture. When ˆL0 is replaced by B0 in Eq. (11), the transformation to
the excitation picture becomes slightly more complicated, as shown in Ref. [77], but not needed
here to complete the full cluster-expansion analysis.
2.2. Clusters and homogeneity
As shown in Ref. [71], an expectation with J boson creation and K boson annihilation oper-
ators is a (J + K)-particle operator. The expectation values with one boson operator then define
singlets in the cluster-expansion sense. If a boson system is describable in terms of singlets, the
system properties follow from a classical factorization where each Bk and B†k is replaced by its
expectation value 〈Bk〉ex and 〈B†k〉ex, respectively, because then the boson operators behave like
classical amplitudes. For example, the most classical light is described by a coherent amplitude,
cf. Ref. [30, 111] for further discussion. Contributions beyond the classical factorization define
pure atom–atom correlations that can be identified recursively.
In this paper, we identify the correlations by using the excitation picture. As the first recursive
step, one can start from two-atom expectation values:
〈B†kBk′〉ex = 〈B
†
k〉ex〈Bk′〉ex + ∆〈B
†
kBk′〉ex
〈BkBk′〉ex = 〈Bk〉ex〈Bk′〉ex + ∆〈BkBk′〉ex , (12)
where the first part is the classical factorization while the second part identifies the genuine two-
atom correlation, i.e. the doublet. The N-atom correlations can be defined following a straightfor-
ward recursive procedure[25, 30]; once any given N-atom expectation value is expressed in terms
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of sum over all possible factorizations up to (N − 1)-atom clusters, the remaining contribution
defines the N-atom cluster. This approach is equivalent to applying the Wick’s theorem[112];
a fully mathematical formulation of this intuitive cluster identification is given in Sec. 2.3. The
three- and four-atom correlations are often referred to as triplets and quadruplets, respectively;
the higher order clusters are simply called N-atom correlations.
For sufficiently large atom traps, the atom cloud extends over a much larger length scale than
the atom size or the atom–atom interaction range. Therefore, the essential many-body effects of
strongly interacting Bose gas can be understood by assuming homogeneous conditions implying
that all expectation-value and correlation combinations of the field operators
ˆΨ(r) = 1
L 32
∑
k
Bk eik·r , (13)
and ˆΨ†(r) are translation invariant. This is satisfied only if the sum of creation-operator momenta
is equal to the sum of annihilation-operator momenta within all expectation values and correla-
tions. As discussed e.g. in Ref. [25, 30], this condition is equivalent to the random-phase ap-
proximation that is exact for homogeneous systems. Since the normal-component singlets 〈Bk〉ex
have k , 0, the corresponding singlets must vanish in homogeneous systems. Even though the
BEC operators do not appear in the excitation picture, they follow a similar condition 〈B0〉 = 0
in the original picture based on property (9). In other words, neither the BEC nor the normal-
component atoms support the coherent amplitude, i.e. 〈B0〉 = 〈Bk〉ex = 0 for the homogeneous
microcanonical system studied here.
Transformation (11), identification (12), and homogeneity imply that the occupation of normal-
component atoms,
〈B†kBk〉
ex−→ 〈B†kBk〉ex = ∆〈B
†
kBk〉ex ≡ fk , (14)
is a pure doublet contribution. In the same way, also the transition amplitude
〈 ˆL†0 ˆL†0 BkB−k〉
ex−→ 〈BkB−k〉ex = ∆〈BkB−k〉ex ≡ sk , (15)
is a doublet, but only in the excitation picture. The correlation pair, (sk, fk), uniquely defines
the pairwise atom correlations of the system in the excitation picture because the remaining
∆〈B†−kB†k〉ex = s⋆k correlation is connected with sk via complex conjugation. Later on, we also
need a complete set of triplets
T k
′ ,k
1,2 ≡ ∆〈B†k+k′Bk′Bk〉ex , T
k′ ,k
0,3 ≡ ∆〈B−k−k′Bk′Bk〉ex , (16)
as well as quadruplets
Qq,k′,k2,2 ≡ ∆〈B†kB†k′Bk′+qBk−q〉ex , Q
q,k′ ,k
1,3 ≡ ∆〈B†k+k′+qBqBk′Bk〉ex ,
Qq,k′,k0,4 ≡ ∆〈B−k−k′−qBqBk′Bk〉ex , (17)
where the subscripts label the number of creation (first index) and annihilation (second index)
operators. It is straightforward to show that combinations T k
′ ,k
2,1 , T
k′,k
3,0 , Qq,k
′ ,k
3,1 and Qq,k
′ ,k
4,0 follow
uniquely from the presented definitions when we apply a complex conjugation to the explicitly
defined correlations. The quantum kinetics of all clusters is derived in Sec. 6.
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Figure 2: Typical quantum-depletion processes in the original picture. The piled-up spheres symbolize the BEC and the
blue spheres denote the normal-component atoms created by quantum depletion indicated by arrows; the dashed spheres
denote atoms removed by quantum depletion. The left, middle, and right frames illustrate elementary processes creating
atom doublets, triplets, and quadrauplets, respectively; the yellow area symbolizes the related correlations.
The physical meaning of correlations with an equal amount of boson creation and annihila-
tion is rather simple to vision: clearly, fk denotes the occupation of atoms at normal state k while
Qq,k′ ,k2,2 describes correlated scattering from states k−q and k′ +q to k and k′. In the special case
of q = 0, Q0,k′ ,k2,2 defines the correlated occupation for finding an atom at state k′ while another
atom is at k. The other clusters with unequal number of boson operators have a slightly modified
physical meaning, which we need to view in the original picture. Figure 2 schematically shows
the correlations s⋆k (up), T−k
′ ,−k
3,0 (middle), and Q−q,−k
′ ,−k
4,0 , and the piled-up red spheres indicate
the atoms of the BEC, arrows indicate the elementary quantum-depletion transitions that convert
the BEC into normal-component atoms (blue spheres). The yellow areas symbolize the correla-
tions that are induced within the normal component. The red dashed circles indicate the number
of BEC atoms removed by quantum depletion.
Based on Eq. (15), s⋆k determines correlations of the transition ˆL0 ˆL0 B†−kB†k which describes
a process where the atom number of the BEC is lowered by two when two atoms are ejected
to normal states k and −k. This is of course an elementary process of quantum depletion that
conserves the momentum. Note that quantum depletion cannot eject a single atom from a BEC
to a normal component because that would violate the momentum conservation. Higher order
quantum-depletion processes may eject three, four etc. atoms from a BEC to the normal com-
ponent. These processes are described by triplets and quadruplets presented in the middle and
bottom frame of Fig. 2. More precisely, the triplets T−k
′,−k
3,0 involve correlations related to the
process ˆL0 ˆL0 ˆL0 B†−kB
†
−k′ B
†
k+k′ and the quadruplet contains the correlated part of the process
ˆL0 ˆL0 ˆL0 ˆL0 B†−k B
†
−k′ B
†
−q B
†
k+k′+q, based on transformation (11) and homogeneity.
Quantum depletion has also an inverse process where the normal-component atom scatter
back into a BEC; the corresponding elementary processes are described by sk, T0,3, Q0,4 etc. cor-
relations. The quantum depletion and its inverse can also produce transitions within the normal
state. For example T k
′ ,k
1,2 ≡ ∆〈B†kB†k′Bk+k′〉ex decreases the BEC number by one while one normal-
component atom scatters into a new state because it stems from the process ˆL0 B†kB
†
k′Bk+k′ in the
original picture. This is not an elementary quantum-depletion process because it is assisted by a
normal-component atom.
Once different clusters are generated to the normal component, they directly modify the BEC
quantum statistics. Based on transformation (9), we find the two lowest BEC expectation value
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to be
〈B†0B0〉
ex−→ 〈 ˆNC〉ex = N −
∑
k,0
fk ≡ NC ,
〈B†0B†0B0B0〉
ex−→ 〈 ˆNC( ˆNC − 1)〉ex = N2C + NC +
∑
k,0
(
f 2k + |sk|2
)
+
∑
k,k′
Q0,k′,k2,2 , (18)
that follows straightforwardly from the singlet-doublet-triplet-quadruplet factorization. For later
use, we also identify the average BEC number fluctuations from
∆N2C ≡ 〈
(
B†0B0
)2〉 − 〈B†0B0〉2 ≡ 2NN cshape , (19)
which follows from Eq. (18) after identifying
cshape ≡
1
2
+
1
2NN
∑
k,0
 f 2k + |sk|2 +∑
k′
Q0,k′ ,k2,2
 (20)
as the shape of the quantum depletion, which includes the quadruplet to the original definition
in Ref. [77]. Since ( fk, sk) excitation can have infinitely many different functional forms, the
magnitude of cshape quantifies how different excitation shapes influence the BEC fluctuations.
The Bogoliubov excitations produce[77] cshape = 3π8 ≈ 1.1781 that is compared with a full
singlet–doublet excitation in Sec. 7.
2.3. Operator dynamics and quantum statistics
As the major consequences of the excitation picture, the BEC is reduced to a vacuum that
has trivial quantum statistics and all transformed operators ˆOex are expressible in terms of the
normal-component operators alone. Even though transformation (6) to the excitation picture
has unusual nonunitary character, the expectation-value dynamics still follows from the usual
Heisenberg equation of motion (8). Due to these general aspects, ˆOex can be expressed it in
terms of boson operators Bk and B†k such that the quantum dynamics of 〈 ˆOex〉ex can be determined
straightforwardly when we know i~ ∂
∂t Bk =
[
Bk, ˆHex
]
− and i~
∂
∂t B
†
k =
[
B†k, ˆHex
]
−. As we identify
the clusters within ˆOex, based on the number of boson operators, we may directly determine
the quantum kinetics of the clusters within the excitation picture. To perform this derivation
efficiently, we start from the boson-operators dynamics resulting from ˆHex. The exact ˆHex is
derived in Ref. [77], and we next introduce a few modified quantities in order to summarize the
boson-operator dynamics compactly.
For ultracold atoms, the atom–atom interactions can be described with the so-called s-wave
scattering[113, 114, 115, 116, 41, 117, 118] where the pairwise interactions among atoms are
described via a potential V(r) = V(|r|) that depends only on the inter-atom distance |r|. A typ-
ical atom–atom interaction potential for s-wave scattering is shown in Fig. 3a. For a small |r|,
the atomic V(r) is repulsive due to the electronic/atom core repulsion that dominates when the
atoms are too close to each other. For a larger |r|, atoms start to attract each other via the far-field
dipole-dipole attraction. This yields a clear minimum at r0 that roughly determines the molec-
ular bond length because V(r) eventually decays as r−6 due to the van der Waals force. As a
comparison, electronic excitations in solids experience only a monotonically decaying Coulomb
interaction[30] that decays as |r|−1. Therefore, the interacting particles of solid are coupled via a
long-range interaction, unlike in the interacting Bose gas, as illustrated in Fig. 3b.
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Figure 3: Interactions in a Bose gas (left) vs. a semiconductor (right) as function of interparticle distance. a The atom–
atom interactions have a repulsive core and a −r−6 tail. b Electrons and holes within a semiconductor experience a
long-range Coulomb interaction.
In solids and atomic gases alike, interactions can bind particles to different particle clusters,
despite the differences in the interaction range. In this context, bound atom pairs are referred
to as dimers in analogy to excitons that are Coulomb bound electron–hole pairs[27, 30]. Also
higher order molecular states may exist as trimers (three atoms) and quadmers (four atoms).
Clearly, quantum-depletion processes depicted in Fig. 2 create dimers, trimers, quadmers, and
so on, via the doublet (sk), triplet (T0,3), and quadruplet (Q0,4) correlations, respectively. The
formation of triplets and quadruplets is intimately connected with the Efimov physics studied
actively[50, 51, 52, 53, 49, 54] in atom gases, as discussed in Sec. 8 and Appendix C. At the
same time, such multimers have also connection to exotic quasiparticles of semiconductors, such
as the dropletons[38].
In general, the atomic V(r) has a very short range due to the r−6 tail. In many relevant
investigations, one may introduce a contact potential[113, 48] where V(r) is replaced by a reg-
ularized δ function. In turns out, the cluster-expansion computations can be performed without
this approximation; we use the full V(r) in its Fourier transformed form
Vq ≡
1
L3
∫
d3r V(r)e−iq·r . (21)
where L3 is the quantization volume, and fully includes the short-range repulsion and the fast-
decaying tail. Since the Coulombic interaction has a very long range in solids, the contact poten-
tial approximation does not describe, e.g., the semiconductor physics very well. Consequently,
this quantitative difference between interacting atoms and semiconductors can clearly reveal dif-
ferent aspects of many-body physics when manybodypedia is pursued.
To classify the various contributions that appear in the operator dynamics, we introduce
W [J]k ≡ N
J
2
C Vk , W
[J]
k,k′ ≡ N
J
2
C (Vk + Vk′ ) (22)
as an interaction matrix element that is weighted by different powers of the BEC occupation (18).
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After ˆHex derived in Ref. [77], the central boson-operator dynamics is found to be
i~
∂
∂t
Bk = ˜Ek Bk +
∑
q,k′
W [0]k′−kB
†
q−kBq−k′Bk′
+W [2]k B
†
−k +
∑
k′
[
W [1]k,k′−k B
†
k′−kBk′ +W
[1]
k′ Bk−k′Bk′
]
, (23)
i~
∂
∂t
B†k = − ˜Ek B†k −
∑
q,k′
W [0]k′−kB
†
k′B
†
q−k′Bq−k
−W [2]k B−k −
∑
k′
[
W [1]k,k′−k B
†
k′Bk′−k +W
[1]
k′ B
†
k′B
†
k−k′
]
. (24)
Since the BEC effects are already included by the transformation (6), the sums implicitly omit
those wave vector combinations that produce a vanishing wave vector for the boson operators.
We could exclude these terms from the sum explicitly, but the implicit exclusion does not produce
unambiguity because neither B0 nor B†0 contribute to the excitation-picture expectation values.
A similar omission of certain k combinations appears also in solids[30], but it has a different
physical origin; due to the ionic background density, one must omit those interaction terms that
yield a vanishing wave-vector argument for Vk. This introduces yet another subtle difference
between atomic and solid-state many-body systems, which interesting from the manybodypedia
point of view. Besides the explicit interaction terms, the operator dynamics contains also the
renormalized kinetic energy
˜Ek ≡ Ek + NC Vk −
∑
k′,0
Vk′ Re
[ fk′ + sk′ ] − 1√NC
∑
k′ ,k′′
Vk′ Re
[
T k
′′ ,k′
1,2
]
, (25)
where the NC Vk contribution stems from the direct effect of the BEC while the remaining terms
result from the BEC-number fluctuations. As discussed in Appendix C, the triplet 1√NC T
k′,k
1,2
vanishes at limit NC → 0. Therefore, the effect of all renormalizations vanishes altogether for a
vanishing NC.
Technically, Eqs. (23)–(24) follow after we linearize the exact ˆHex with respect to the BEC-
number fluctuations. As shown in Ref. [77], the excitation picture makes this approximation ex-
act for large NC while it provides only a negligibly small overestimate of the interaction strength
at low NC. Since W [1]k , W
[2]
k , and energy renormalizations vanish at NC → 0, even a slight overes-
timate of this limit produces the correct many-body physics. Additionally, the cluster expansion
includes the interactions to all orders [25, 30], which allows us to analyze strongly interacting
Bose gas for a broad range of excitations, much beyond a perturbative treatment of interactions.
Equations (23)–(24) are now in a cluster-expansion friendly format because they form a
closed set of normal-component operator dynamics. Within this structure, the W [0] contribu-
tion yields the standard hierarchy problem resulting from any pairwise interaction while the W [1]
terms produces a new BEC-generated hierarchy. Both of them can be simultaneously dealt with
the cluster-expansion, and we will show in Sec. 5.4 that the quantum depletion generates the
normal-component clusters sequentially. As a result, the excitation picture allows for a very
efficient description of the interacting Bose gas in terms of very few atom clusters.
Additionally, we only need to consider the quantum statistics of the normal state because it
also defines the BEC properties via transformation (9). Therefore, we introduce the normally-
ordered characteristics function and the correlation-generating function[71],
χ({α}) ≡ 〈e
∑
k αk B
†
k e−
∑
k α
⋆
k Bk〉ex ≡ eξN ({α}) , ξ({α}) ≡ ln
[
χN({α})] , (26)
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respectively, both constituting a quantum statistics. We have used here a notation where the
complex-valued variables αk (α⋆k ) are connected with normal-component operators B†k (Bk),
while {α} refers to all of them. Since the BEC is formally absent in the excitation picture, we
have not eliminated the BEC index from the sum over k, but implicitly assume α0 = α⋆0 = 0 to
simplify the notation.
To access the expectation values/correlations effortlessly, we introduce the differentials:
∂k ≡
∂
∂αk
, ∂⋆k ≡
∂
∂α⋆k
. (27)
They generate any expectation value or atom-correlation via reduction formulas[71]:
〈B†k1 · · · B
†
kJ Bk′L · · · Bk′1〉ex = (−1)
L∂k1 · · · ∂kJ∂⋆k′L · · · ∂
⋆
k′1
χN({α})|{α=0} , (28)
∆〈B†k1 · · · B
†
kJ Bk′L · · · Bk′1〉 = (−1)
L∂k1 · · · ∂kJ∂⋆k′L · · · ∂
⋆
k′1
ξ({α})|{α=0} , (29)
where |{α=0} means that all αk indices are set to zero after the differentiation. In general, ∆〈· · ·〉
with J creation and K annihilation operators defines the amplitude of (J + K)-atom clusters that
are truly correlated to each other within the many-body system. Since the excitation-picture χN
and ξ do not depend on α0, all nontrivial expectation values or correlations involving the BEC
vanish in the excitation picture where the BEC becomes a vacuum state, see Fig. 1. Next, we
start developing a general framework to solve the quantum dynamics of all atom clusters.
3. Quantum kinetics
Solving the quantum kinetics of the quantum statistics means that one simultaneously fol-
lows all quantum aspects of the interacting many-body systems. Since many-body problems are
generally unsolvable, we first reformulate the problem into a form where the essential structure
of the many-body problem becomes apparent. We analyze the quantum kinetics of χ to clarify
the structure, and we start by streamlining the notation by introducing(
α⋆| ˆB
)
≡
∑
k
α⋆k Bk ,
(
ˆB†|α
)
≡
∑
k
B†k αk . (30)
These sums do not contain B0 that can formally be implemented by setting α0 to zero, as dis-
cussed above. We notice that these are the exponential arguments appearing in the characteristic
function (26) that simplifies into
χα = 〈e( ˆB†|α) e−(α⋆ | ˆB)〉ex =
∞∑
J,K=0
CJ,K , CJ,K ≡
(−1)K
J! K!
〈
(
ˆB†|α
)J (
α⋆| ˆB
)K〉
ex
, (31)
after introducing an abbreviation χα ≡ χN({α}), Taylor expanding the exponential functions, and
identifying each individual term in the sum as CJ,K .
The quantum kinetics of the CJ,K contributions (31) as well as the total χα dynamics is derived
in Appendix A based on the operator dynamics (23)–(24). The calculation produces an integro-
differential equation
i~
∂
∂t
χα ≡ ˆDtotα χα , (32)
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where the differential operator can be organized in the orders of differentiation
ˆDtotα ≡ d(0)α +
∑
k
(
d(1,−)k,α ∂
⋆
k −
[
d(1,+)k,α
]⋆
∂k
)
+
∑
k,k′
d(2)k,k′,α ∂
⋆
k ∂k′
+
1
2
∑
k,k′
(
d(2,−)k,k′,α ∂
⋆
k ∂
⋆
k′ −
[
d(2,+)k,k′ ,α
]⋆
∂k ∂k′
)
−
∑
k,k′ ,q
(
d(3)k,k′,α ∂k+q ∂
⋆
k ∂
⋆
k′ −
[
d(3)k,k′ ,α
]⋆
∂⋆k+q∂k ∂k′
)
(33)
that contains the following constants:
d(0)α ≡
∑
k
W [2]k
α⋆kα
⋆
−k − αkα−k
2
, d(1,±)k,α ≡ ˜Ekα⋆k +W [2]k α−k ±
1
2
∑
k′
W [1]k−k′ ,k′ α
⋆
k−k′ α
⋆
k′
d(2,±)k,k′,α ≡
∑
q
W [0]q α⋆k−q α
⋆
k′+q ±W [1]k,k′ α⋆k+k′ , d
(2)
k,k′,α ≡ W [1]k′ ,k−k′α⋆k−k′ +W [1]k,k′−kαk′−k ,
d(3)k,q,α ≡ W [0]q αk−q . (34)
The χ dynamics (32)–(34) is exact and defines a systematic starting point to solve the quantum
kinetics of the interacting Bose gas. We observe that ˆDtotα contains a constant term together
linear, quadratic, and cubic differentiations and a sum over the normal-component indices. It is
clear that χ dynamics cannot be solved exactly due to the complexity of the integro-differential
equation. Nonetheless, Eqs. (32)–(34) provide a convenient starting point to implement cluster-
expansion-based approximations.
The dynamics of correlation generating function ξα ≡ ξ({α}) can be derived by inserting
definition (26) into Eq. (32), producing
eξα i~
∂
∂t
ξα = ˆDtotα e
ξα ⇔ i~ ∂
∂t
ξα = e
−ξα ˆDtotα e
ξα . (35)
The equivalence is valid because e−ξα is always the proper inverse of eξα . Since we know the
explicit form of differentiation ˆDtotα via Eq. (33), we can now directly solve the quantum dy-
namics of the correlation-generating function. In general, e−ξα ˆDtotα eξα can be viewed as a special
transformation generated by ξα, i.e., e−ξα ˆD eξα defines the ξα-transformation of an operator ˆD.
In general, ˆDtotα contains a constant term as well as the first-, second-, and third-order differ-
entiation. Applying the ξα transformation (35) to the constant part of ˆDtotα produces an unchanged
constant contribution
Ξ(0)α ≡ e−ξαd(0)α eξα = d(0)α = NC
∑
k
Vk
α⋆kα
⋆
−k − αkα−k
2
, (36)
based on Eqs. (33)–(35) and (22). We see that Ξ(0)α does not depend on ξα such that it acts as a
direct source that constantly generates ξα. Since Ξ(0)α is linearly proportional to the product of
BEC number NC and Vk, we conclude that the presence of BEC and interactions always excites
correlations to the normal component, i.e. they initiate the quantum depletion.
To solve the full ξα dynamics that follows, we obviously need to ξα transform the remain-
ing first-, second-, and third-order differentiations that appear in ˆDtotα . In order to perform this
efficiently, we transform generic linear, quadratic, and cubic differentiations which we denote
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symbolically by ∂1, ∂1∂2, and ∂1∂2∂3, respectively. Their ξα-transformations can be worked out
straightforwardly, yielding
e−ξα∂1 eξα = ∂1ξα , e−ξα∂1∂2 eξα = ∂1∂2 ξα +
[
∂1 ξα
] [
∂2 ξα
]
e−ξα∂1∂2∂3 eξα = ∂1∂2∂3 ξα +
[
∂1 ξα
] [
∂2∂3 ξα
]
+
[
∂2 ξα
] [
∂1∂2 ξα
]
+
[
∂3 ξα
] [
∂1∂2 ξα
]
+
[
∂1 ξα
] [
∂2 ξα
] [
∂3 ξα
]
. (37)
We observe that ∂1 produces only contributions proportional to ξα while ∂1∂2 yields also terms
with a quadratic ξα ξα proportionality and ∂1∂2∂3 results additionally in cubic terms, proportional
to ξα ξα ξα. We apply properties (37) when computing the ξα transform of the full ˆDtotα and sort
out the constant, linear, quadratic, and cubic ξα contributions, yielding eventually
i~
∂
∂t
ξα = Ξ
(0)
α + Ξ
(1)
α + Ξ
(2)
α + Ξ
(3)
α , (38)
where Ξ(n)α contributions are proportional to (ξα)n. The explicit constant, linear, quadratic, and
cubic contributions are then
Ξ(0)α = NC
∑
k
Vk
α⋆kα
⋆
−k − αkα−k
2
,
Ξ(1)α =
∑
k
(
d(1,−)k,α ∂
⋆
k −
(
d(1,+)k,α
)⋆
∂k
)
ξα +
∑
k,k′
d(2)k,k′,α∂
⋆
k ∂k′ ξα +
∑
k,k′
(
d(2,+)k,k′ ,α
2 ∂
⋆
k∂
⋆
k′ −
(
d(2,−)k,k′ ,α
)⋆
2 ∂k∂k′
)
ξα
+
∑
k,k′,q
((
d(3)k,k′ ,α
)⋆
∂⋆k+q∂k ∂k′ − d(3)k,k′,α ∂k+q ∂⋆k ∂⋆k′ ξα
)
ξα
Ξ(2)α =
∑
k,k′
(
d(2)k,k′ ,α
[
∂⋆k ξα
] [
∂k′ ξα
]
+ 12 d
(2,−)
k,k′,α
[
∂⋆k ξα
] [
∂⋆k′ ξα
]
− 12
(
d(2,+)k,k′,α
)⋆ [
∂k ξα
] [
∂k′ ξα
])
+
∑
k,k′,q
(
d(3)k,k′,α
)⋆ ([
∂⋆k+q ξα
] [
∂k ∂k′ ξα
]
+
[
∂k ξα
] [
∂⋆k+q ∂k′ ξα
]
+
[
∂k′ ξα
] [
∂⋆k+q ∂k ξα
])
−
∑
k,k′,q
d(3)k,k′,α
([
∂k+q ξα
] [
∂⋆k ∂
⋆
k′ ξα
]
+
[
∂⋆k ξα
] [
∂k+q ∂
⋆
k′ ξα
]
+
[
∂⋆k′ ξα
] [
∂k+q ∂
⋆
k ξα
])
Ξ(3)α =
∑
k,k′ ,q
((
d(3)k,k′,α
)⋆ [
∂⋆k+q ξα
] [
∂k ξα
] [
∂k′ ξα
] − d(3)k,k′ ,α [∂k+q ξα] [∂⋆k ξα] [∂⋆k′ ξα]
)
. (39)
where we have repeated result (36) for the sake of completeness; the d coefficients are given by
Eq. (34). Equations (38)–(39) define the exact quantum kinetics of the correlation-generating
function, which we use as the general starting point to determine the correlation dynamics in the
interacting Bose gas.
By comparing contributions (39) with Eq. (34), we observe that Ξ(0)α + Ξ(1)α is equal to the
ˆDtot ξα contribution such that it produces the same integro-differential structure as the χα dy-
namics defined by Eqs. (33)–(34). Consequently, the correlations and expectation values share
an identical hierarchy problem which is, therefore, unavoidable also for the correlations. At the
same time, the full ξα dynamics is structurally much more complicated than the χα dynamics
because Eq. (38) also contains new nonlinear contributions Ξ(2)α + Ξ(3)α . In Sec. 4, we show that
they do not produce a hierarchical coupling but only nonlinear scattering among already existing
correlations. Since the hierarchy problem is the core hindrance of many-body solutions, these
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nonlinear contributions do not affect our overall capability to systematically solve the many-body
quantum kinetics. However, the nonlinear contributions, make finding exact analytic solutions
difficult, as is common for nonlinear equations. To develop viable numerical solution schemes,
one obviously needs to truncate the hierarchy problem via a set of approximations that can be
systematically improved. In Sec. 5.3, we discuss how to implement a controlled truncation of the
hierarchy problem by using the cluster-expansion approach.
4. Implicit-notation formalism (INF)
The quantum kinetics of a specific correlation can be directly projected from the ξα dynam-
ics (38)–(39) by using relation (29). A straightforward differentiation of the nonlinear Ξ(n≥2)α
contributions then produces a complicated correlation-dependent structure that yields a tedious
bookkeeping problem as the cluster number increases. To project these contributions efficiently
for each correlation, it is beneficial to develop a new approach — the implicit-notation formal-
ism (INF) — that allows us to determine the quantum dynamics of all correlations with one
derivation.
The INF identifies a specific correlation implicitly via
∆I{K}{P} ≡ ∆〈B†k1 · · · B
†
kK BpP · · · Bp1〉ex , (40)
that is uniquely defined by state sequences
{K} ≡ k1, k2, · · · , kK , {P} ≡ p1, p2, · · · , pP , (41)
denoting the K and P boson states involved. In general, both K and P have a dual meaning: they
denote both the number of elements as bare variables K or P while they identify a state sequences
{K} or {P} when they appear with braces {· · · }. Note that K and P do not have to be equal in the
excitation picture, as discussed in Sec. 2.2. The creation-operator sequences are positioned as su-
perscripts whereas subscripts assign the annihilation operators. To increase the distinguishability
of creation- and annihilation-operator sequences, we adopt a notation convention where K (P)
identifies a sequence of creation (annihilation) operators and the sequence elements are denoted
by wave vectors k (symbols p) defining the specific atomic states. Since we are performing the
derivations in the excitation picture, none of these vectorial symbols vanishes because all of them
refer to normal-component atoms with k , 0 and p , 0.
4.1. Pointers in the INF
To make the INF particularly efficient, we also introduce pointer sequences
[λ] ≡ j1, j2, · · · , jλ , [ν] ≡ l1, l2, · · · , lν (42)
whose elements js and ls are integer-valued pointers. Later on, we will use js and ls to identify
which elements are selected from full state sequences {K} and {P}, respectively. Analogous to
definition (40), λ and ν label both the pointer sequence as well as the number of elements. Since
the pointer sequences are applied to select states from the state sequences, it is clear that the
number of pointers should be lower than or equal to the number of elements in a particular state
sequence, i.e. λ ≤ K and ν ≤ P.
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Figure 4: Graphical representation of INF operations. Elements of state sequences are identified as spheres; the number
denotes the specific pointer identifying the state. a Pointer operations producing pointer selcetion ({P}([ν]), up) and
({P
∣∣∣ [ν]}, down). b Ordered pointer-selection sums for a sequence that contains three elements, according to Eq. (56).
With the help of the pointers, we can introduce two classes of pointer operations: we can
perform element selection via
{K}([λ]) ≡ k j1 , k j2 , · · · , k jλ , (43)
where the outcome creates a new state sequence containing the elements corresponding to the
pointers. The second pointer operator follows from the element elimination
{K
∣∣∣ [λ]} ≡ k1, · · · , k j1/// , · · · , k jλ/// , · · · , kK , , (44)
where the outcome is a state sequence where elements “selected” by [λ] are removed (crossed out
symbols) from the position identified by the pointers. Both the element selection and elimination
are defined identically for {P} and illustrated schematically in Fig. 4a; the spheres symbolize
all states (middle sequence) within {P}, the red spheres identify the states indicated by [ν], the
shaded yellow area denotes a state sequence, the result of the {P}([ν]) (arrow up) is illustrated by
the upper sequence, and {P
∣∣∣ [ν]} outcome (arrow down) is depicted by the lower sequence. To
streamline further derivations, we also introduce two more explicit forms,
{K j} ≡ {K
∣∣∣ j} , {K j1, j2 } ≡ {K ∣∣∣ j1, j2} , (45)
to denote the removal of a single state or two states, respectively. Also {Pl} and {Pl1,l2 } have
analogous forms.
To make sure that the sequence operations (43)–(44) are well-defined for all eventualities, we
also need to determine how an empty set ∅ is interpreted in different instances. The empty set
has zero elements, implying
{0} ≡ ∅ , [0] ≡ ∅ , (46)
for the state and pointer sequences, respectively. For state sequences, the ∅ argument must denote
a correlation without the corresponding operators, i.e.
∆I∅{P} = ∆〈BpP · · · Bp1〉ex , ∆I{K}∅ = ∆〈B†k1 · · · B
†
kK 〉ex , ∆I
∅
∅ ≡ 1 , (47)
when definition (40) is applied. The element selection (43) and elimination (44) yield
{K}(∅) = ∅ , {K
∣∣∣ ∅} = {K} , (48)
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respectively, when they have ∅ as an argument. These limiting cases are definied analogously
for the annihilation-operator sequences; K is simply replaced by P in Eq. (48). We also need to
define what happens when either the element selection or the elimination exceeds the number of
indices in the original sequence. We simply set the corresponding correlations to zero
∆I
{K
∣∣∣ [λ>K]}
{P} = 0 , ∆I
{K}
{P
∣∣∣ [ν>P]} = 0 , ∆I{K}([λ>K]){P} = 0 , ∆I{K}{P}([ν>P]) = 0 (49)
whenever either [λ] or [ν] have too many indices compared to the number of elements within the
sequences {K} or {P}, respectively.
4.2. Differentiation in the INF
The specific correlation dynamics can be obtained by applying the reduction formula (29).
To express it with the INF, we introduce a collective differentiation
D{K}{P} ≡ ∂k1 · · · ∂kK∂⋆pP · · · ∂⋆p1 , (50)
resembling definition (40). With the help of this and identification (40), the reduction formula
(29) casts into the form
∆I{K}{P} = (−1)PD{K}{P} ξα
∣∣∣∣{α=0} . (51)
In this context, {α} refers to the set of all αk and α⋆p indices connected with the normal-component
states k , 0 and p , 0.
Since ξα is an analytic function in the vicinity of {α = 0}, we may calculate the differentiation
in any order, i.e.
D{K}{P} = D∅{P}D
{K}
∅ = D
{K}
∅ D∅{P} , (52)
where the ∅ argument means nonexistent contribution of the corresponding differentiation. More
explicitly, we use
D∅{P} = ∂⋆pP · · · ∂⋆p1 , D
{K}
∅ = ∂k1 · · · ∂kK , D∅∅ ≡ 1 , (53)
in analogy to Eq. (47). We may further divide differentiations into two groups with selection and
elimination operations (43)–(44), yielding
D{K}∅ = D
{K}([λ])
∅ D
{K
∣∣∣ [λ]}
∅ , D∅{P} = D∅{P}([ν]) D∅{P
∣∣∣ [ν]} , D{K}{P} = D{K}([λ]){P}([ν]) D{K
∣∣∣ [λ]}
{P
∣∣∣ [ν]} , (54)
provided that the element numbers satisfy λ ≤ K and ν ≤ P. These relations become indispens-
able when we evaluate the correlation dynamics with one derivation.
4.3. Useful differentiation relations
The explicit correlation dynamics can be identified by applying theD{K}{P} differentiation to the
both sides of Eq. (38) and by setting {α = 0} based on the reduction formula (51). Equation (34)
implies that we must also differentiate the quadratic ξ2α and cubic ξ3α contributions which yield the
most difficult part of the actual derivation. Additionally, Eqs. (34) and (39) suggest that we also
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need to deal with differentiation involving mixed products of α-dependent polynomials and ξα.
Next, we work out how to evaluate both the nonlinear ξα as well as α-polynomial contributions
before we present the full dynamics in Sec. 5.
To solve the quadratic and cubic differentiation, we consider how generic quadratic F1 F2
and cubic F1 F2 F3 terms behave when differentiated; F1, F2, and F3 are generic functions. We
find in Appendix B that the differentiation can then be presented via
D{K}{P} F1 F2 =
K∑
[λ]
P∑
[ν]
[
D{K}([λ]){P}([ν]) F1
] D{K
∣∣∣ [λ]}
{P
∣∣∣ [ν]} F2

D{K}{P} F1 F2 F3 =
K∑
[λ1,λ2]
P∑
[ν1,ν2]
[
D{K}([λ1]){P}([ν1]) F1
] D{K
∣∣∣[λ1]}([λ2])
{P
∣∣∣[ν1]}([ν2]) F2

D{{K
∣∣∣ [λ1]} ∣∣∣ [λ2]}
{{P
∣∣∣ [ν1]} ∣∣∣ [ν2]} F3
 . (55)
By using the pointer operations (43)–(44) as well as relation (54), the sums are defined to pick
all unique combinations to select elements into separate differentiations from the sequences. The
combinatorial sums can be explicitly implemented by using the ordered pointer-selection sum:
SelK[λ] ≡
K−λ+1∑
j1=1
K−λ+2∑
j2=1+ j1
· · ·
K∑
jλ=1+ jλ−1
Sel ([λ] → j1, · · · , jλ) , (56)
where Sel ([λ] → j1, · · · , jλ) replaces pointer [λ] by a specific choice, i.e. j1, · · · , jλ, when it acts
upon any [λ]-dependent function. The j1, · · · , jλ sums generate all ordered pointer selections
j1, · · · , jλ out of K available indices only once. As a result, SelK[λ] indeed generates a sum over
all possible pointer selections when it acts upon [λ]-dependent functions. Since λ can refer to
any number between 0 and K, the general pointer selection becomes
K∑
[λ]
≡
K∑
λ=0
SelK[λ] ,
K∑
[λ1,λ2]
≡
K∑
λ1
K−λ1∑
λ2=0
SelK[λ1] Sel
K−λ1
[λ2] , (57)
for one and two selection groups, respectively. Analogously, P selections follow directly from
Eqs. (56) via substitutions of symbols K → P, λ→ ν, and j → l. Pointer selections Sel3[3], Sel3[2],
Sel3[1], and Sel
3
[0] are schematically presented in Fig. 4b. The selected index groups are collected
within the yellow square while the index sums produce each of the selections only once.
In general, each SelK[λ] or Sel
K
[λ1]Sel
K−λ1
[λ2] produces
NKλ ≡
K!
λ! (K − ν)! , N
K
λ1,λ2
≡ NKλ1 N
K−λ1
λ1
=
K!
λ1! λ2! (K − λ1 − λ2) (58)
terms, respectively, as defined by the binomial coefficient[119]. With the help of these, one can
also count the number of terms
N

K∑
[λ]
 = 2K , N

K∑
[λ1,λ2]
 = 3K , (59)
within different combinatorial sums. Both of these follow directly from the binomial coefficient
(58) and the binomial theorem[120]. Clearly, the number of selections (23 = 8) within Fig. 4b
satisfies Eq. (59).
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The polynomial α-contributions of Eqs. (38)–(39) have both linear αk and quadratic α⋆k con-
tributions. When a linear contribution is differentiated together with ξα, we obtain
D{K}{P}αk ξα =
K∑
j=1
δk,k jD
{K j}
{P} ξα + αk D
{K}
{P} ξα , (60)
based on relation (55). Since we always set all αk variables to zero after the differentiation, in
order to identify correlations with relation (51), the second term of Eq. (60) does not contribute.
Therefore, we may use substitution
D{K}{P}αk →
K∑
j=1
δk,k jD
{K j}
{P} (61)
when evaluating the explicit correlation dynamics from Eqs. (38)–(36) and (39). The remaining
linear and quadratic contributions follow from analogous substitutions:
D{K}{P}αkαk′ →
K∑
j1=1
K∑
j2, j1
δk,k j1δk′ ,k j2D
{K j1 , j2 }
{P}
D{K}{P}α⋆p →
P∑
l=1
δp,plD{K}{Pl} , D
{K}
{P}α
⋆
pα
⋆
p′ →
P∑
l1=1
P∑
l2,l1
δp,pl1δp′ ,pl2D
{K}
{Pl1 ,l2 }
, (62)
after applying relation (45) and property (55) to have a shorter form for the state elimination.
5. Quantum kinetics of atom clusters
To solve the quantum dynamics of correlations with one derivation, we follow next the
straightforward strategy outlined at the beginning of Sec. 4.3. More specifically, we apply the
projection (51) to both sides of Eq. (38), producing
i~
∂
∂t
∆I{K}{P} = (−1)P
(
D{K}{P} Ξ(0)α +D
{K}
{P} Ξ
(1)
α +D{K}{P} Ξ(2)α +D
{K}
{P} Ξ
(3)
α
)∣∣∣∣{α=0}
≡ S {K}{P} + L
{K}
{P} + Q{K}{P} +C{K}{P} , (63)
where we have identified the source, linear, quadratic, and cubic contribution to be
S {K}{P} ≡ (−1)P D{K}{P} Ξ(0)α
∣∣∣∣{α=0} , L{K}{P} ≡ (−1)P D{K}{P} Ξ(1)α
∣∣∣∣{α=0} ,
Q{K}{P} ≡ (−1)P D{K}{P} Ξ(2)α
∣∣∣∣{α=0} , C{K}{P} ≡ (−1)P D{K}{P} Ξ(3)α
∣∣∣∣{α=0} , (64)
respectively. Each of the terms can be evaluated straightforwardly by using the INF operations
and differentiations identified in Sec. 3.
5.1. Source of atom-cluster generation
Obviously, the simplest contribution follows from the source S {K}{P} . With the help definitions
(36) and (64), it becomes
S {K}{P} = (−1)P
∑
k
NC Vk
2
(
D{K}{P} α⋆kα⋆−k −D
{K}
{P} αkα−k
)
{α=0} . (65)
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By implementing differentiation-relation (62), we obtain
S {K}{P} = (−1)P
∑
k
NC Vk
2

P∑
l1=1
P∑
l2,l1
δk,pl1 δ−k,pl2D
{K}
{Pl1 ,l2 }
−
K∑
j1=1
K∑
j2, j1
δk,k j1 δ−k,k j2D
{K j1 , j2 }
{P}

{α=0}
. (66)
Since the differentiation acts on a constant, i.e. 1, it produces a vanishing result in all cases except
when it has empty sets as arguments, according to relation (47). Therefore, the first term exists
only for K = 0 and P = 2 while the second term must have K = 2 and P = 0. By applying these
conditions to Eq. (66), we eventually find
S {K}{P} = δK,0 δP,2 δp1+p2,0 NC Vp1 − δK,2 δP,0 δk1+k2,0 NC Vk1 , (67)
after implementing the Kronecker delta functions under the sums.
We see that contribution (67) exists only for correlations having either two annihilation (K =
0 and P = 2) or creation operators (K = 2 and P = 0) among atoms whose total momentum adds
up to zero. Therefore, we only need to consider how correlation
sk ≡ ∆I∅k,−k = ∆〈BkB−k〉ex (68)
and its complex conjugate s⋆k = ∆〈B†−kB†k〉ex are affected by the source term; when expressing
sk, we have chosen {P} = k,−k with momenta that produce a nonvanishing source when imple-
mented to Eq. (67). Physically, sk describes the amplitude of correlations among two normal-
component atoms and it is directly related to the two-mode squeezing of boson fields[111] an-
alyzed in Sec. 6.1; Its connection with the anomalous density[84, 86, 87] and the Bogoliubov
excitations[96, 97, 98, 99] is discussed in Secs. 6.2 and 7.4, respectively.
By combining Eqs. (63) and (67)–(68), we find that
i~
∂
∂t
sk
∣∣∣∣∣S ≡ S ∅k,−k = NC Vk (69)
is driven directly by NC Vk. In other words, whenever the system contains a BEC occupation and
a nonvanishing Vk, interactions directly generate the two-atom correlation amplitude. There-
fore, S {K}{P} indeed acts as a source that excites atoms from the BEC to the normal component
of the system, giving rise to the quantum depletion. Since such a source exists only for the sk
correlation, the BEC always emits two correlated atoms to states with opposite momenta. This
elementary process corresponds to the left diagram of Fig. 2 in the original picture where the
peak signifies the BEC and the quantum depletion (arrows) converts two BEC atoms into two
normal-component atoms having wave vectors +k and −k. In the excitation picture, only the
creation of two normal-component atoms appears because this picture focuses the investigation
around the BEC that formally remains a particle vacuum.
5.2. Full correlation dynamics
Also the linear, quadratic, and cubic contributions follow after a derivation analogous to
that performed above for the source. To illustrate the new calculation-technical aspects, we
perform here explicitly only the derivation for the simplest quantum dynamics, involving the
renormalized kinetic energy. By using definitions (34), (39), and (64), we find that the kinetic
energy contributes only to
L{K}{P}
∣∣∣∣kin ≡ (−1)P
∑
k
˜Ek
(
D{K}{P} α⋆k
[
∂⋆kξα
]
− D{K}{P} αk
[
∂k ξα
])
{α=0} , (70)
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after some reorganization of terms. Transformation (61) converts this expression into
L{K}{P}
∣∣∣∣kin ≡ (−1)P
∑
k
˜Ek

P∑
l=1
δk,pl
[
D{K}{Pl} ∂
⋆
kξα
]
−
K∑
j=1
δk,k j
[
D{K j}{P} ∂k ξα
]
{α=0}
= (−1)P
∑
k
˜Ek

P∑
l=1
δk,pl
[
D{K}{Pl},k ξα
]
−
K∑
j=1
δk,k j
[
D{K j},k{P} ξα
]
{α=0}
, (71)
where the second step follows after we have combined the differentials. By enforcing the Kro-
necker delta functions we find
L{K}{P}
∣∣∣∣
kin
=
K∑
l=1
˜Epl (−1)P
[
D{K}{Pl},pl ξα
]
{α=0} −
K∑
j=1
˜Ek j (−1)P
[
D{K j},k j{P} ξα
]
{α=0} . (72)
Since {K j}, k j and {Pl}, pl define the same sequence as {K} and {P}, respectively, reduction for-
mula (51) identifies the same correlation∆I{K}{P} in all terms, leading to the expected kinetic-energy
expression
L{K}{P}
∣∣∣∣kin =

K∑
l=1
˜Epl −
K∑
j=1
˜Ek j
∆I{K}{P} (73)
that is proportional to the difference of kinetic energies of creation and annihilation operators
that appear in the correlation ∆I{K}{P} .
The remaining linear, quadratic, and cubic contributions follow with an analogous steps. The
generic quantum-kinetics of clusters then becomes
i~
∂
∂t
∆I{K}{P} = S
{K}
{P} + L
{K}
{P} + Q{K}{P} +C{K}{P} . (74)
The explicit definition of the ∆I{K}{P} correlation is given by Eq. (40). For the sake of completeness,
we repeat here the source term (67)
S {K}{P} = δK,0 δP,2 δp1+p2,0 NC Vp1 − δK,2 δP,0 δk1+k2,0 NC Vk1 . (75)
Besides the kinetic energy (73), the linear contributions consist of
L{K}{P} =

P∑
l=1
˜Epl −
K∑
j=1
˜Ek j
∆I{K}{P} +
P∑
l=1
W [2]pl ∆I
{K},−pl
{Pl} −
K∑
j=1
W [2]k j ∆I
{K j}
{P},−k j
+
∑
q
P∑
l=1
W[1]q,pl−q2 ∆I{K}{Pl},q,pl−q +W [1]q,pl ∆I{K},q{Pl},pl+q +W [0]q ∑
q′
∆I{K},q+q
′
{Pl},pl+q,q′

−
∑
q
K∑
j=1
W
[1]
q,k j−q
2 ∆I
{K j},q,k j−q
{P} +W
[1]
q,k j ∆I
{K j},k j+q
{P},q +
∑
q′
W [0]q′ ∆I
{K j},k j+q,q′
{P},q+q′

+
P−1∑
l1=1
P∑
l2=l1+1
W [1]pl1 ,pl2 ∆I{K}{Pl1 ,l2 },pl1+pl2 +
∑
q
W [0]q ∆I
{K}
{Pl1 ,l2 },pl1+q,pl2−q

−
K−1∑
j1=1
K∑
j2= j1+1
W [1]p j1 ,p j2 ∆I{K j1 , j2 },k j1+k j2{P} +∑
q
W [0]q ∆I
{K j1 , j2 },k j1+q,k j2−q
{P}
 . (76)
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The sum terms that appear vanish whenever the upper limit is smaller than one. The quadratic
contributions become
Q{K}{P} =
P∑
l=1
K∑
[λ]
P−1∑
[ν]
∑
q
W
[1]
q,pl−q
2
∆I{K}(λ){Pl}(ν),q ∆I
{K
∣∣∣ λ}
{Pl
∣∣∣ ν},pl−q +W [1]q,pl ∆I{K}(λ),q{Pl}(ν) ∆I
{K
∣∣∣ λ}
{Pl
∣∣∣ ν},pl+q
+ W [0]q
∑
q′
∆I{K}(λ),q+q′{Pl}(ν) ∆I{K
∣∣∣ λ}
{Pl
∣∣∣ ν},pl+q,q′ + ∆I{K}(λ){Pl}(ν),q′∆I
{K
∣∣∣ λ},q+q′
{Pl
∣∣∣ ν},pl+q + ∆I{K}(λ){Pl}(ν),pl+q∆I
{K
∣∣∣ λ},q+q′
{Pl
∣∣∣ ν},q′


−
K∑
j=1
K−1∑
[λ]
P∑
[ν]
∑
q
W
[1]
q,k j−q
2
∆I{K j}(λ),q{P}(ν) ∆I
{K j
∣∣∣ λ},k j−q
{P
∣∣∣ ν} +W [1]q,k j ∆I{K j}(λ){P}(ν),q ∆I{K j
∣∣∣ λ},k j+q
{P
∣∣∣ ν}
+ W [0]q
∑
q′
∆I{K j}(λ){P}(ν),q+q′∆I{K j
∣∣∣ λ},k j+q,q′
{P
∣∣∣ ν} + ∆I{K j}(λ),q
′
{P}(ν) ∆I
{K j
∣∣∣ λ},k j+q
{P
∣∣∣ ν},q+q′ + ∆I{K j}(λ),k j+q{P}(ν) ∆I{K j
∣∣∣ λ},q′
{P
∣∣∣ ν},q+q′


+
P−1∑
l1=1
P∑
l2=l1+1
K∑
[λ]
P−2∑
[ν]
∑
q
W [0]q ∆I
{K}(λ)
{Pl1 ,l2 }(ν),pl1+q
∆I
{K
∣∣∣ λ}
{Pl1 ,l2
∣∣∣ ν},pl2−q
−
K−1∑
j1=1
K∑
j2= j1+1
K−2∑
[λ]
P∑
[ν]
∑
q
W [0]q ∆I
{K j1 , j2 }(λ),k j1+q
{P}(ν) ∆I
{K j1 , j2
∣∣∣ λ},k j2−q
{P
∣∣∣ ν} . (77)
Like for the linear contributions, the j, j1, j2, l, l1, and l2 sums contribute only if their upper limit
is greater than or equal to one. The permutation sums contribute only if the upper limit is greater
than or equal to zero. The cubic contribution to the correlation dynamics follows from
C{K}{P} =
P∑
l=1
K∑
[λ1,λ2]
P−1∑
[ν1,ν2]
∑
q,q′
W [0]q ∆I
{K}(λ1),q+q′
{Pl}(ν1) ∆I
{K
∣∣∣ λ1}(λ2)
{Pl
∣∣∣ ν1}(ν2),pl+q ∆I
{K
∣∣∣λ1 ∣∣∣ λ2}
{Pl
∣∣∣ν1 ∣∣∣ ν2},q′
−
K∑
j=1
K−1∑
[λ1,λ2]
P∑
[ν1,ν2]
∑
q,q′
W [0]q ∆I
{K j}(λ1)
{P}(ν1),q+q′∆I
{K j
∣∣∣λ1}(λ2),q′
{P
∣∣∣ν1}(ν2) ∆I
{K j
∣∣∣λ1 ∣∣∣ λ2},k j+q
{P
∣∣∣ν1 ∣∣∣ ν2} . (78)
The first term contributes only for P ≥ 1 whereas the last term contributes only for K ≥ 1.
Equations (74)–(78) can be elaborated straightforwardly for any correlation with the ordered
pointer selection sums (56). The renormalized kinetic energy can be read out from identification
(25) while the explicit BEC atom-number dependence follows from the matrix elements (22).
The cluster-dynamics (74)–(78) can, in principle, be derived using the explicit cluster factor-
ization, discussed in Sec. 2.2. Then, an N-atom cluster is technically defined by the difference
of N-particle expectation value and all of its factorizations into clusters that have a lower rank
than N. Only the doublet dynamics can be derived rather effortlessly by using this brute force
identification when solved directly with the Heisenberg equation of motion (8); the emerging
three- and four-atom expectation values are naturally factorized exactly into singlets, doublets,
triplets, and quadruplets. It is straightforward to show that INF Eqs. (74)–(78) indeed reproduce
this doublet dynamics exactly. However, already evaluating the triplet dynamics with an explicit
scheme becomes significantly more difficult. In general, the technical difficulty of the explicit
derivation grows exponentially with the cluster number. As the major advantage, the INF deliv-
ers the exact quantum kinetics of all clusters with one derivation. Especially, Eqs. (74)–(78) set
an exact and pragmatic foundation to investigate true many-body properties of the interacting
Bose gas with atom-cluster correlations.
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5.3. Structure of atom-cluster dynamics
As shown in Sec. 3, the expectation-value and correlation dynamics share an identical hier-
archy problem while the correlations are also modified by the nonlinear contributions (77)–(78).
Of course, this additional complication would be a major drawback in any cluster-expansion-
based calculation effort, unless there was a fundamental difference between the very nature of
expectation values and correlations: C-particle correlations exist only if C atoms are clustered
together, whereas a system with NN normal-component atoms produces nonvanishing expecta-
tion values 〈N〉 containing up to NN creation and/or annihilation operators. Since the hierarchy
problem nontrivially couples the existing 〈N〉, the expectation-value representation provides nei-
ther clear nor controllable approximations. One also cannot solve all of the relevant 〈N〉 because
the sheer number of elements needed grows exponentially with N ≤ NN, while NN is typically
very large. At the same time, atom clustering is weak in the normal component, as long as it
does not produce macroscopic occupations as a BEC would. More physical justifications follow
at the end of this section. If this claim is true, only a tiny subset of (C ≪ NN)-atom correlation
equations describe the actual quantum kinetics, which yields a natural and systematic truncation
of the hierarchy problem. This truncation has already been demonstrated to deliver an accurate
and efficient description of, e.g., many-body as well as quantum-optical effects in various solid-
state systems.[121, 122, 123, 25, 71, 30, 76] Next, we will investigate how the cluster-expansion
truncation can be implemented to systematically describe the quantum kinetics of the strongly
interacting Bose gas.
We start by performing a purely structural analysis of the full cluster dynamics (74)–(78); for
this purpose, we introduce a structure operation
Str
[
∆I{K}{P}
]
≡ ∆KP , (79)
where ∆KP denotes a correlation with K creation and P annihilation operators; in total, ∆KP is a
(K + P)-atom correlation. We also assume that Str
[
Ξ
(n)
α
]
counts how many times a given ∆KP
appears within Ξ(n)α writing the count number in front of each ∆KP . The actual counts can be
constructed by converting each combinatorial sum into the number of combinations by using
Eq. (58). For the sake of clarity, we also suppress expressing the interaction-matrix elements in
Str
[
Ξ
(n)
α
]
and add all terms as positive integers, just to identify the structure.
With this simple set of rules, we find that the source-term (75) has a structure
Str
[
S {K}{P}
]
= δK,0 δP,2 + δK,2 δP,0 . (80)
This shows that only ∆20 and ∆
0
2 are directly generated from the BEC. The explicit correlation
and driving term is identified by Eq. (69), which shows that there is indeed only one term driving
the two-atom correlations. By applying the same projection to the linear contribution (81), we
eventually find the linear structure
Str
[
L{K}{P}
]
= P(P − 1)∆KP−1 + K(K − 1)∆K−1P +
(
P2 + K2
)
∆KP + P∆
K+1
P−1
+ K ∆K−1P+1 + (P + K)∆KP+1 + (P + K)∆K+1P + (P + K)∆K+1P+1 , (81)
after having rearranged the terms in the order of increasing cluster number. The last three contri-
butions correspond to the hierarchy problem because they couple a C = K + P atom correlation
to (C + 1)− and (C + 2)-atom correlations.
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The quadratic contributions (77) produce the following structure
Str
[
Q{K}{P}
]
=
K∑
λ=0
P−1∑
ν=0
NKλ P N
P−1
ν
[
1
2
∆λν+1 ∆
K−λ
P−ν + ∆
λ+1
ν ∆
K−λ
P−ν + ∆
λ+1
ν ∆
K−λ
P−ν+1 + 2∆
λ
ν+1 ∆
K−λ+1
P−ν
]
+
K−1∑
λ=0
P∑
ν=0
K NK−1λ N
P
ν
[
1
2
∆λ+1ν ∆
K−λ
P−ν + ∆
λ
ν+1 ∆
K−λ
P−ν + ∆
λ
ν+1 ∆
K−λ+1
P−ν + 2∆
λ+1
ν ∆
K−λ
P−ν+1
]
+
K∑
λ=0
P−2∑
ν=0
NKλ P(P − 1) NP−2ν ∆λν+1 ∆K−λP−ν−1 +
K−2∑
λ=0
P∑
ν=0
K(K − 1) NK−2λ NPν ∆λ+1ν ∆K−λ−1P−ν .
(82)
As discussed in Sec. 2.2, singlets ∆10 and ∆01 cannot exist in the system, which eliminates the
effect of (λ, ν) terms that appear at the borders of the summations. With this information, we
conclude that the quadratic contribution contains at most a (K + P)-atom correlation, such that
it does not induce an additional hierarchical coupling. In the same way, the structure of cubic
contributions (83) becomes
Str
[
C{K}{P}
]
=
K∑
λ1=0
K−λ1∑
λ2=0
P−1∑
ν1=0
P−ν1−1∑
ν2=0
NKλ1 ,λ2 P N
P−1
ν1,ν2
∆λ1+1ν1 ∆
λ2
ν2+1∆
K−λ1−λ2
P−ν1−ν2
+
K−1∑
λ1=0
K−λ1−1∑
λ2=0
P∑
ν1=0
P−ν1∑
ν2=0
K NK−1λ1,λ2 N
P
ν1 ,ν2
∆
λ1
ν1+1∆
λ2+1
ν2
∆
K−λ1−λ2
P−ν1−ν2 . (83)
Since singlets do not exist, quadratic contributions contain only contributions up to (K + P − 2)-
atom clusters. Therefore, neither quadratic not cubic terms yield an additional hierarchy problem
for the correlations. In other words, only the linear part (81) yields a hierarchy problem.
The BEC atoms are, by definition, stationary with respect to each other such that they remain
clustered together forever due to the lack of relative movement. Consequently, it is only natural
that BEC exhibits correlated atom clusters to all orders even when interactions do not provide
additional binding, as shown in Ref. [77]. In contrast to the BEC, the normal-component atoms
move randomly with respect to each other in thermodynamical equilibrium, which tends to break
up any cluster group that is not bound by atom–atom interactions. Therefore, a weakly interact-
ing Bose gas cannot sustain atom clusters in its normal component, which at its best becomes
plasma where the atoms move as mean-field particles. Since the excitation picture allows us to
describe the entire system in terms of normal-component correlations, the quantum dynamics in-
deed involves only low-C atom clusters. Once interactions become strong enough, atom clusters
can be sustained also in the normal component. Next, we will study the general cluster-formation
laws, based on the structure of cluster dynamics derived above.
5.4. Sequential build up of clusters
Recent experiments[66, 67, 68] have demonstrated that atom–atom interactions can be abruptly
switched on from weakly to strongly interacting Bose gas. These experiments are prepared such
that essentially all of the atoms initially occupy the BEC when the Bose gas is still weakly in-
teracting. Therefore, the ∆JK correlations vanish before the switch-on, based on the discussion
at the end of Sec. 5.3. In this situation, the jump to the strong interactions abruptly initiates the
quantum depletion that starts to excite the ∆KP clusters. More specifically, fast switching to the
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strong interactions directly excite atom doublets to the normal component through the source
contribution (75) while higher-order ∆KP clusters are generated by further interactions. Concep-
tually, such atomic experiments resemble ultrafast excitations in semiconductors[21, 22, 23, 24,
25, 26, 27, 28, 10] where a femtosecond laser pulse abruptly generates electron–hole pairs that
subsequently[25] and sequentially[8, 76, 30] cluster into new quasiparticles[37, 38] due to the
Coulomb interaction.
To determine the dynamical structure of cluster generation in the switch-on experiments, we
analyze next the quantum kinetics C ≡ K + P atom clusters ∆KP experience by identifying the
cluster number Cseq ≡ ˜K + ˜P for each correlation ∆ ˜K
˜P that appears on the right hand side of
Eqs. (80)–(83). This allows us to pinpoint precisely how the clusters within linear, quadratic,
and cubic contributions sequentially generate the C-atom cluster dynamics.
The source contribution (80) creates directly only (C = 2)-atom correlations sk as discussed
in connection with Eq. (69). This indicates that the interactions directly drive only the doublet
clusters to the system while the higher-order clusters must build up later in time via the linear,
quadratic, and/or cubic contributions. By counting Cseq numbers that appear in Eq. (81), we
conclude that the linear contributions couple the C-atom correlations to clusters
Clinseq = C − 1, C, C + 1, C + 2 . (84)
This confirms again that the linear contributions yield a hierarchical coupling to clusters with
one and two more clusters than the original C-atom correlation has. However, the hierarchical
coupling does not create clusters but mediates the influence of higher-order clusters — if they
exist — to the clusters that contain either one or two atoms less. The correlation generation
beyond doublets follows from the coupling to the C − 1 clusters. In other words, if Clinseq cluster
already exists, the linear contribution generates a (Clinseq + 1)-atom correlation, given time to do
that. Consequently, the source-generated doublets proliferate as C → C + 1 due to the linear
terms, which is observed as a sequential build up of clusters, in full analogy to the observations
in the ultrafast spectroscopy of semiconductors.[8, 76, 37, 38]
The sequential build up is further modified by the quadratic and cubic contributions. To
determine what is the minimum level of atom clusters needed to generate C-particle clusters,
we determine the largest cluster number Cλseq that appears in the quadratic (λ = quad) or cubic
(λ = cub) cluster products of Eqs. (82)–(83). By taking into account that singlets do not exist
in the system, as shown in Sec. 6.2, we find that a C-atom correlation is generated by quadratic
contributions only if one of the
Cquadseq = C2 ,
C
2 + 1, · · · ,C (85)
atom correlations already exists in the system. If C2 is fractional, it should be rounded up to the
closest integer above it. In the same way, we find from Eq. (83) that the cubic contributions
generate a C-atom correlation only if
Ccubseq = C+23 ,
C+2
3 + 1, · · · ,C (86)
already exist in the system. As above, C+23 is to be rounded to the nearest integer. We ob-
serve again that neither the quadratic nor the cubic terms produce a hierarchy problem such
that they only induce further generation of clusters. At the same time, the cluster generation
is always is sequential because the generation process involves only a finite range of clusters
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(84)–(86), which makes instantaneous generation of all clusters impossible. For example, 1000-
atom clusters are generated only if 1000+23 = 334-atom clusters already exists in the system. This
allows us to introduce a very natural, and systematic, truncation to the hierarchy problem; one
needs to evaluate Eqs. (75)–(78) only up to the the C-particle cluster as long as the sequen-
tial evolution does not overpass it. Based the cluster-expansion experiences in semiconductor
optics[33, 124, 21, 125, 126, 34, 24, 25, 8, 28, 30], a very low number of clusters can explain the
quantum kinetics over an extended period of time[76, 25, 30, 38], as explained below.
To assess which correlations can be sequentially generated from the existing Cseq-atom corre-
lations, we determine the maximum C allowed by Eqs. (84)–(86). We simply solve the largest C
generated as function of Cλseq from the linear to cubic relations (75)–(78) and denote Cλseq by Cseq
and the generated C-atom cluster by Cgen. We then find that an existing Cseq-particle correlation
may generate correlations up to Cseq + 1 for the linear, 2Cseq for the quadratic, and 3Cseq + 2 for
the cubic contributions. The largest of these implies the generation of
Cgen = 3Cseq − 2 (87)
clusters, for Cseq ≥ 2 existing clusters. The doublets are generated directly from the BEC and
once they exist, they may generate atom clusters up to Cgen = 4. Once quadruplets emerge,
they may generate atom clusters up to Cgen = 10, which in turn may induce correlations up to
Cgen = 28, and so on, based on rule (87).
In general, Eq. (87) implies that the number of relevant clusters grows exponentially dur-
ing the sequential build up. However, the proliferation of correlations has additional aspects
that make the typical build up slow. The exponential growth in cluster number follows exclu-
sively from the nonlinear contributions. As shown in Ref. [25], they contain, e.g., a Boltzmann-
scattering like structure where in and out scattering of correlations compete, which makes the
overall correlation formation slower than the individual scattering events. Due to many possible
routes to generate and annihilate correlations, the correlations build up slowly via diffusive multi-
step processes. Additionally, the quadratic and cubic terms induce screening of interactions as
shown in Ref. [25] because many-body clusters tend to find arrangements where a bound atom
cluster becomes less reactive than its constituent atoms. As the simplest example, atom–atom
interactions are usually much stronger than molecular dimer-dimer interactions. Therefore, the
formation of clusters yields a further slowing down of the formation of even higher-order cluster.
Consequently, the diffusive scattering, screening, and clustering aspects can intuitively explain
why quantum kinetics of many-body systems can be efficiently described by few clusters over an
extended period of time. These aspects are identified in Appendix C where the triplet dynamics
is explicitly studied.
Alternatively, one can use the interaction strenght — here Vk — as a perturbative parameter
and show that clusters systematically include contributions much beyond the perturbation expan-
sion. For example, the screening effects produce an infinite series in terms of Vk powers, whereas
it is fully described by only one class of cluster dynamics[25]. Therefore, a cluster-based anal-
ysis is a systematic, nonperturbative, approach that can be used in regimes where perturbative
approaches fail. More specifically, cluster dynamics up to C clusters accurately describes the
quantum kinetics until the time when substantial amount of correlations are formed beyond the
C-particle cluster. Even though the exact time ranges cannot be a priori defined, one can de-
termine the time ranges of validity in pragmatic computations by adding one more cluster to
the computation and then determine at which time the next correlation level becomes excited,
cf. Ref. [76] for simple examples. Of course, such an analysis may become extremely strenuous
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Figure 5: Sequential build up of clusters based on the cluster-coupling structure (81)–(83). The filled circles, squares, and
triangles denote the highest-rank cluster appearing in linear (i), quadratic (ii), and cubic (iii) contributions, respectively.
The area of the symbol is proportional to the relative number of clusters. The open circle indicates the original correlation
whose dynamics is followed. The shaded area indicates the limit of hierarchical coupling and the red-dashed line indicates
the lowest clusters needed to initiate scattering. The structure of a ∆11, b ∆
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10 correlation dynamics is shown.
on computational resources, but they are directly implementable via the general cluster equations
(74)–(78) if need be.
To illustrate the sequential as well as diffusive aspects of the cluster dynamics, Fig. 5 presents
the structure of correlations dynamics ∆JJ for a J = 1, b J = 2, c J = 4, and d J = 10. More
specifically, the contributing ∆ ˜J
˜K
correlations are shown for linear (81), quadratic (82), and cubic
(83) contributions as circles, squares, and triangles, respectively. The area of each symbol is
proportional to the relative number of terms within each contribution class, based on prefactors
in Eqs. (84)–(86). For the quadratic and cubic terms, the symbol is assigned to that ∆ ˜J
˜K which
has the largest cluster number Cseq = ˜J + ˜K within the product of clusters. As discussed above,
the symbol then defines which correlation must exist in the system to generate the analyzed C-
atom cluster. The open circle indicates the ∆JJ correlation whose dynamics is presented. The
shaded area indicates the regime of the hierarchical coupling while the dashed line shows the
Cgen-criterion (87).
Also Fig. 5 confirms that only the linear contributions (frames i) produce a hierarchical cou-
pling because only they contain clusters within the shaded area, confirming results (84)–(86).
For ∆11, many correlations participate in the hierarchical coupling based on the large areas of
the circles. At the same time, only three classes of correlations exist in quadratic contributions
whereas the cubic terms vanish for ∆11 (frames a). Once the ∆11 doublets are generated, they may
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Figure 6: Total number of cluster terms as function of atom-cluster number. More specifically, Eq. (88) is evaluated for
∆K0 as function of K. Linear contributions denoted by square, quadratic by diamond, and cubic by triangle; The filled
sphere indicates the one and only source term.
generate quadruplets ∆22 based on the Cgen-criterion (87). Figure 5b shows a similar hierarchical
coupling as for the doublet, while the number of quadratic (frames ii) and cubic terms (frames
iii) increases. This increasing trend continues as we follow the correlations ∆44 and ∆1010 struc-
ture in Fig. 5c and d, respectively; these terms emerge next in the sequential build up based on
the Cgen-criterion (87). The number of nonlinear correlation-product classes is indeed growing,
which is consistent with the scattering and diffusion arguments given above to substantiate the
extended time ranges before higher-order correlations are built up. For example, the number of
cubic contributions follows from Eq. (83); ∆11 has zero, ∆22 eight, ∆44 3648, and ∆1010 2.38×109 cu-
bic terms at the largest symbol of frames iii. Consequently, the cluster dynamics becomes indeed
largely diffused among multiple cluster combinations as the cluster number becomes larger.
To quantify the cluster-number diffusion, we can simply compute the total number of clusters
that appear in Eqs. (80)–(83). By applying relations (58)–(59), we find that the ∆K0 correlation
dynamics contains{
#S K0 = δK,2
#LK0 = 2K
2 + 3K ,
{
#QK0 =
(
K2 + 8K
)
2K−2
#CKP = K 3K−1
, K ≥ 2 , (88)
terms in total due to the source (#S ), linear (#L), quadratic (#Q), and cubic (#C) contributions,
respectively. Figure 6 shows how the total cluster number behaves for a K-particle cluster ∆K0
as function of K. As discussed above, only the K = 2 doublet is driven by the source (circle).
We also see that the linear (squares), quadratic (diamonds), and cubic (triangles) terms produce
a monotonic increase as function of K. As a general trend, both the quadratic and cubic terms
are spread among very many configurations at high K while the cubic contributions eventually
become most abundant. For example, 10-atom correlations are influenced by more than 106
different cubic correlation combinations. This is again an indication that the correlation dynamics
involves many competing processes and correlation diffusion.
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6. Quantum kinetics of two-atom correlations
As shown in Sec. 2.2, a homogeneous system has only two kinds of doublets: the occupation
fk ≡ ∆Ikk = ∆〈B†k B†k〉ex , (89)
as well as the transition amplitude sk and its complex conjugate s⋆k that follow from definition
(68). A sign inversion in Eq. (68), k → −k, produces an inversion symmetry
s−k = ∆〈B−k Bk〉ex = ∆〈Bk B−k〉ex = s+k , (90)
with respect to the momentum because boson annihilation operators commutate. Since fk con-
tains creation and annihilation operators, it is not automatically inversion symmetric. However,
if f−k and f+k were not equal, a different number of atoms would propagate into the positive than
to the negative direction, implying a net atom current within the trap. We analyze next cases
where the macroscopic current vanishes such that also fk is inversion symmetric. Therefore, the
doublets fk, sk and s⋆k are uniquely defined by k values given in the the half space of all possible
k values. We assume next that k > 0 formally denotes such a half space where a set of all B+k
and B−k assign independent boson operators that uniquely span the complete set of states.
6.1. Quadrature fluctuations of bidirectional atoms
To give a physical interpretation for an ( fk, sk) pair, we introduce the bidirectional basis via
a unitary transformation
Dk,± ≡
e−iθk√
2
(B+k ± B−k) ⇔ B±k = e
+iθk
√
2
(
Dk,+ ± Dk,−
)
, (91)
where θk is an adjustable phase and k > 0. Since Dk,± contains an equal mix of forward (+k)
and backward (−k) propagating atoms, it establishes a basis of bidirectional atoms. It is straight-
forward to show that bidirectional Dk,+ and Dk,− form a complete set of independent bosonic
operators that produce a diagonalization
∆〈D†k,σ Dk′,σ′〉ex = δk′ ,k δσ,σ′ fk , ∆〈Dk,σ Dk′ ,σ′〉ex = σδk′ ,k δσ,σ′ |sk| , (92)
of doublets with respect to both the momentum and the sign index σ = ±. This means that the
doublets are also statistically independent when presented in the bidiagonal basis. To simplify
the notation in forthcoming analysis, we have fixed θk so that sk e−2iθk = |sk| yields a positive
and real-valued squeezing amplitude. By substituting transformation (91) into Eq. (13), the field
operator becomes
ˆΨ(r) =
√
2
L3
∑
k>0
eiθk
(
cos k · r Dk,+ + i sin k · r Dk,−
)
. (93)
We see that Dk,+ corresponds to the cosine while Dk,− is connected with the sine function. This is
consistent with Dk,± defining the bidirectional basis because cosine and sine are the bidirectional
components of the plane waves.
Based on the diagonality (92), atoms at any given bidirectional state are not statistically
mixed with any other bidirectional state. At the same time, the quantum depletion first creates
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Figure 7: Quantum depletion and squeezing amplitude. a Elementary process of quantum depletion moves two atoms
from a BEC (bar) to two normal-component atoms (spheres at ±k). The symmetric and antisymmetric processes are
identified by cosine- (blue) and sine-shaped (red) arrows. b The quadrature fluctuations in the phase space are shown for
the corresponding cosine- (σ = +, blue ellipse) and sine-mode (σ = −, red ellipse), based on Eq. (94).
doublets, dictated by the sequential build up identified in Sec. 5.4; the explicit source term fol-
lows from Eqs. (67)–(69). Due to the diagonality (92) and the explicit sine–cosine basis (93), we
conclude that the quantum depletion must eject atoms from the BEC to the normal component
as bidirectional atoms defined by either cosine or sine mode. Figure 7a illustrates schematically
how the quantum depletion converts a BEC atom to a cosine- (solid arrows) and sine-atom mode
(dashed arrows) from the BEC (bar).
In general, quantum properties related to any bosonic operator B can always be represented
via a phase-space distribution[111, 30], such as the Wigner function W(α) where α = x + iy
is a canonical phase-space coordinate associated with B ↔ α. The α dependence of W(α)
determines roughly the distribution of bosonic amplitudes of the state. Due to the Heisenberg
uncertainty principle, W(α) has always some spread in the phase space constituting the quantum
fluctuations. For a many-body boson system, W becomes a high-dimensional object because
each state introduces a new α coordinate to W. Next, we analyze which general constraints
apply to the normal component based on the doublet properties. Since doublets of bidirectional
modes are statistically independent, a product of single-particle W(α) of cosine and sine modes
determines the doublet-related fluctuations of the entire many-body system. In other words,
we may investigate individual doublet fluctuations in W(α) in oder to understand the quantum
fluctuations of the many-body system.
To analyze the bidirectional mode’s quantum fluctuations in terms of α = x+ iy, we introduce
the quadrature operators,  ˆXk,σ ≡
1
2
(
Dk,σ + D†k,σ
)
ˆYk,σ ≡ 12i
(
Dk,σ − D†k,σ
) , (94)
for each bidirectional mode. Physically, ˆXk,σ and ˆYk,σ determine observables related to the real
and imaginary part of Dk,σ = ˆXk,σ + i ˆYk,σ, respectively. In other words, their quantum properties
are assigned by the real and imaginary parts of the phase-space coordinate α, i.e. x ↔ ˆXk,σ and
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y ↔ ˆYk,σ. The corresponding quadrature fluctuations reduce to
∆X2k,σ ≡ 〈 ˆXk,σ ˆXk,σ〉ex − 〈 ˆXk,σ〉ex〈 ˆXk,σ〉ex =
1
4
+
fk + σ|sk|
2
∆Y2k,σ ≡ 〈 ˆYk,σ ˆYk,σ〉ex − 〈 ˆYk,σ〉ex〈 ˆYk,σ〉ex =
1
4
+
fk − σ|sk|
2
, (95)
which follows directly from definition (94) and correlations (92). The σ that appears defines the
sign of the σ|sk| contribution. Whenever the squeezing amplitude is nonvanishing, the ∆Xk,σ and
∆Yk,σ fluctuations become different indicating that the phase-space fluctuations have a different
magnitude in the x and y directions. The maximum and minimum fluctuation then become
∆Xmax ≡
1
2
√
1 + 2 ( fk + |sk|) , ∆Xmin ≡ 12
√
1 + 2 ( fk − |sk|) , (96)
respectively, based on σ = ± signs in Eq. (95). Figure 7b shows schematically the extent of
fluctuations in the phase space for the cosine (σ = +, blue area) and sine (σ = −, red area) mode.
Since the singlets 〈 ˆXk,σ〉ex = 〈 ˆYk,σ〉ex = 0 vanish, the fluctuations are centered at the origin
while they have a different extension in the x and y direction. We also observe that the cosine
mode has increased fluctuations in the x direction whereas the y quadrature contains squeezing.
The roles of fluctuation increase and squeezing are reversed for the sine mode. Since quantum
depletion always generates sk , 0 due to source (69), it induces squeezing in a form where the
two bidirectional atom modes are squeezed in opposite directions.
Since the quadrature operators also satisfy the canonical commutation relation
[
ˆXk,σ, ˆYk′ ,σ′
]
− = −
i
2
δk′,k δσ,σ′ , (97)
the fluctuations in the x and y direction satisfy the Heisenberg uncertainty relation, ∆Xk,σ∆Yk,σ ≥
1
4 . As we insert Eq. (95) into this, we find that the Heisenberg uncertainly principle limits ( fk, sk)
combinations by
(
fk + 12
)2 − |sk|2 ≥ 14 . (98)
This means that all physically allowed ( fk, sk) combinations are restricted. Figure 8a shows the
set of allowed ( fk, sk) combinations as shaded area for real-valued sk. We see that any physical
( fk, sk) excitations must reside at or above the hyperbola defined by a minumum uncertainty
state satisfying the Heisenberg uncertainty relation (98) with the equal sign.
Condition (98) resembles greatly the so-called coherent limit for interacting two-component
fermions.[30] For example, the simplest clusters in semiconductors are described by the electron
occupation fk at momentum state ~k and transition amplitude Pk between the two electron bands.
Like for bosons, these excitations have the general restriction
(
fk − 12
)2
+ |Pk|2 ≤ 14 , (99)
that defines the so-called coherent limit, cf. Refs. [25, 30] for an extended discussion. Indeed,
the simplest boson and fermion excitations resemble each other despite the sign and inequality-
direction changes between the Heisenberg relation (98) and coherent limit (99). Figure 8b shows
the allowed ( fk, Pk)-excitation values as shaded area when Pk is assumed to be real-valued.
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We see that the fermion excitations are limited within a circle. For the complex-valued Pk,
the parameter space becomes three dimensional limited by a sphere, commonly referred to as
the Bloch sphere.[30] In the same way, the complex-valued sk introduces a three-dimensional
( fk, sk)-parameter space for bosons. Following the fermionic name tradition, we call the limiting
surface the Bloch hyperbola. For semiconductors, the ( fk, Pk)-excitation dynamics can be self-
consistently solved from the semiconductor Bloch equations (SBEs)[90, 27, 30] summarized in
Sec. 6.3.
6.2. Hyperbolic Bloch equations (HBEs)
For interacting bosons, the ( fk, sk) dynamics follows explicitly by writing down Eqs. (74)–
(78) for all possible doublets ∆IKP with K + P = 2 satisfying the homogeneous conditions dis-
cussed at the beginning of Sec. 6: this procedure yields the hyperbolic Bloch equations (HBE)
that describe the self-consistent coupling of the normal-component doublets
i~
∂
∂t
sk = 2Erenk sk + (1 + 2 fk)∆renk
+
√
NC
∑
l
[
1
2 Vl
(
T l,−k0,3 + T
l,k
0,3
)
+ Vl,k
(
T k−l,−k1,2 + T
l−k,k
1,2
)]
+
∑
k′ ,q
Vq
[
Qk′+q,k−q,−q1,3 + Qq−k
′ ,−k−q,k
1,3
]
, (100)
i~
∂
∂t
fk = 2i Im
[
∆renk s
⋆
k
]
+ 2i Im
 √NC ∑
l
(
1
2 Vl T
l,l−k
1,2 − Vl,k T l,k1,2
)
+
∑
k′ ,q
Vq Qq,k
′,k
2,2
 , (101)
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with the BEC statistics defined by transformation (9). Its lowest order contributions follow from
the BEC number and the BEC number fluctuations
NC = N − NN , NN =
∑
k
fk
∆N2C = 2NN cshape , cshape =
1
2
+
1
2NN
∑
k
 f 2k + |sk|2 +∑
k′
Q0,k′ ,k2,2
 , (102)
respectively, obtained directly from Eqs. (18)–(20). The triplet and quadruplet terms that ap-
pear are determined by definitions (16)–(17). The naming of Eqs. (100)–(102) as the HBEs is
motivated in Sec. 6.3.
The principal structure of the HBE is described by the first lines of Eqs. (100)–(101) that
contain the renormalized transition energy
Erenk ≡
~
2k2
2m
+ NC Vk +
∑
k′
Vk′−k fk′ −
∑
k′
′Vk′ ( fk′ + Re [sk′ ]) −
∑
k′ ,k′′
′ Vk′√
NC
Re
[
T k
′ ,k′′
1,2
]
, (103)
as well as the renormalized quantum-depletion source
∆renk ≡ NCVk +
∑
k′
Vk′−k sk′ . (104)
If the system has initially no normal component, ∆renk directly generates only sk transition am-
plitude whenever NCVk exists. As discussed in connection with Eq. (69), the presence of BEC
and interactions excites sk, and the NCVk is the only true source term for the quantum depletion.
Once sk exists, it modifies the source through the renormalization term that appears in Eq. (104).
As mention in connection with Eq. (68), a quantity like sk is often identified as the anomalous
density, e.g. in the of the Hartree-Fock Bogoliubov equations[81, 82, 83, 84, 85, 86, 87] (HFBs),
instead of the squeezing amplitude presented in Sec. 6.1. Due to this connection, the HBEs and
HFBs partially share the same structure. As major differences, (i) the Gross-Pitaevskii equation
of HFB is replaced by the BEC-statistics transformation (9) that defines all quantum aspects of
the BEC, (ii) the HFBs do not contain the two last energy-renormalization sums of Eq. (103), as
shown in Ref. [77], and (iii) the HFB do not contain the hierarchical coupling to the triplet and
quadruplet correlations. The HBEs and HFBs essentially produce the same quantum kinetics
for a weakly interacting Bose gas because then the renormalization and cluster effects are small.
However, the HBE and HFB-based approach start to deviate for a strongly interacting Bose gas
where both renormalization and cluster effects become decisive.
Since the HBEs do not have further corrections due to interactions, their structure is exact.
In other words, the HBEs are exact long as the triplet and quadruplet contributions are formally
known. One possibility is to solve, e.g., the quantum kinetics of triplets whose dynamics is
presented in Appendix C. As more clusters are fully included to the analysis, one can system-
atically study the the sequential build up of clusters further in time, due to quantum depletion
in a strongly interacting Bose gas; compare discussion in Sec. 5.4. However, the semiconductor
investigations show [21, 25, 28, 30] that such a hierarchical coupling can be included approxi-
matively as long as the high-rank clusters mainly mediate scattering events, i.e., before they form
new bound clusters. This reduces the computational HBE effort considerably while producing
accurate description of excitation dynamics for a wide range of excitation conditions[25, 28, 30].
We develop the HBE into this direction in Sec. 6.4 and the connection to the Bogoliubov excita-
tions is made in Sec. 7.4.
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6.3. Comparison with the semiconductor Bloch equations (SBEs)
From a formal point of view, the principal structure of HBEs greatly resemble the semicon-
ductor Bloch equations (SBEs)[90, 25, 30]
i~
∂
∂t
Pk = Eehk Pk −
(
1 − f ek − f hk
)
Ωk − iΓpolk ,
~
∂
∂t
f λk = 2 Im
[
Ωk P⋆k
]
− Γλk , λ = e, h , (105)
which describe the quantum kinetics of polarization Pk as well as electron (λ = e) and hole
(λ = h) density f λk excited in a two-band semiconductor by a laser field; a cluster-expansion-
based derivation of SBEs is presented, e.g. in Refs. [25, 30]. For two-component fermions, Pk
and f λk are singlets and Γpolk and Γλk describe the hierarchical coupling to the doublets. In semi-
conductors, pairwise interactions stem from the Coulomb force among electrons and holes as
well as couplings of charge carriers with two different boson fields: the quantized light (photons)
and lattice vibrations (phonons). As a result of these interactions, Γpolk and Γλk include Coulomb-
interaction induced, quantum-optical, and phonon-interaction induced correlations; for a detailed
form cf. Ref. [25].
Since electrons and holes interact via a pairwise Coulomb interaction, the kinetic energy of
the electron–hole pair becomes renormalized[25, 30]
Eehk ≡
~
2k2
2µ
+ Eg −
∑
k′
′Vk′
(
f ek′ + f hk′
)
, (106)
where µ is the reduced electron–hole mass, Eg is the bandgap of the semiconductor, and Vk is
the Fourier transform of the Coulomb potential; for the sake of comparison, we use here the
same symbol as for the atom–atom interactions. The particle density renormalizes the energy of
a free electron–hole pair, ~2k22µ +Eg, via the Coulomb interaction very similarly as the atom–atom
interaction and atom densities modify the free-atom energy in Eq. (103) defining the renormal-
ized energy Erenk . Expression (106) is strictly speaking valid close to the high-symmetry point
of the band structure where the effective-mass approximation produces a quadratic dispersion
used here. In a more general situation, ~2k22µ + Eg should be replaced with a general electron–
hole pair energy whose full k dependence is defined by the actual energy difference between the
conduction- and valence-band energies.
The Pk part of the SBEs becomes generated only if Ωk is nonzero. The HBE–SBE analogy
also touches this source, the so-called renormalized Rabi energy[25, 30]
Ωk ≡ deh E(t) +
∑
k′
Vk′−k Pk′ , (107)
where deh is the dipole-matrix element for an electron–hole transition and E(t) is the electric
field driving the transition. In practice, E(t) is defined by the laser that excites the semiconductor
whereas deh is material dependent. By comparing Ωk with Eq. (104), we conclude that the laser
pulse corresponds to the atom BEC. For both ∆k and Ωk, the generated transition amplitudes
renormalize the direct source via ∑k′ Vk′−k sk′ and ∑k′ Vk′−k Pk′ , respectively. As a practical
difference, E(t) can range from continuous-wave to ultrafast laser pulse whereas NC is defined
by the lifetime of the BEC, which is typically long.
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Despite the structural similarity of the HBEs and SBEs, these two approaches are bound
to have obvious differences because the SBEs characterize fundamentally fermionic excitations
while HBEs describe the quantum kinetics of the interacting Bose gas. By comparing the struc-
ture of the SBEs (105) with the HBEs (100)–(101), we recognize a critical sign flip; in Eq. (100),
the source is multiplied by (1 + 2 fk) whereas the SBE contains −1 + f ek + f hk . Note that this term
reduces to (−1 + 2 fk) for equal electron and hole distributions f ek = f hk ≡ fk. In other words,
the direct source of the transition amplitudes has an opposite sign in the SBE and HBE. This
seemingly innocent difference, i.e. (±1 + 2 fk), changes the equation class so that the excitation
stays within the Bloch sphere (− sign) for the SBEs whereas HBE excitations remain at the up-
per exterior of the Bloch hyperbola (+ sign). As shown in Fig. 8, the corresponding excitations
look geometrically completely different even though the major part of the SBE/HBE structure
is identical. Since the SBEs are a well-established concept in semiconductor optics[27, 36], I
decide to call the principle structure of doublet dynamics in interacting Bose gas the “hyperbolic
Bloch equations”, based on the fermion-excitation tradition.
Regardless of the obvious similarity between the HBEs and SBEs, Pk and f λk are singlets
while the corresponding Bose-gas quantities, sk and fk, are doublets; the correlation rank is
halved in the SBEs. This is a pure identification issue because fermionic expectation values and
correlations vanish if the sum of creation- and annihilation-operator numbers is odd[25, 30], un-
like for bosons. Therefore, a fermionic correlation with K creation and P annihilation operators
is labeled as a K+P2 -particle correlation. For the same number of operators, an equivalent amount
of boson operators would count as a (K+P)-particle correlation. Despite this difference in corre-
lation classification, the hierarchical coupling structure is analogous for the interacting fermion
and boson systems, and even when bosons and fermions are mixed via pairwise interactions. For
a textbook discussion, cf. Ref. [30]
Current state of the art in SBE-based studies solves the quantum kinetics up to three hier-
archical levels of clusters[127, 25, 128], i.e. dynamics up to triplets can be solved numerically;
for an interacting Bose gas, and an equivalent numerical effort would include quantum kinetics
up to six-atom correlations. Such an analysis is clearly beyond the scope of this paper because
we first need to explore how the doublets, sk and fk, explain the elementary properties of the
strongly interacting Bose gas. Therefore, we focus on solving the doublet HBEs numerically
even through we have already derived the general quantum dynamics of any clusters in Sec. 5.2.
Predicting from the historic evolution of the SBE-based studies, identification of higher-order
correlation effects will be a keen topic of future research for the interacting Bose gas.
6.4. Dephasing in the HBEs
The SBEs establish one of the most accurate, and microscopically sound, descriptions of the
optical excitations in semiconductors. The SBE computations are already at a level where one
can precisely explain and isolate which intriguing many-body effects are responsible for features
appearing in high-precision measurements[28], especially when the doublets are systematically
included to the SBEs. We can directly benefit from this research tradition by meaningfully fo-
cusing the HBE-based investigations to conditions matching the SBE-based studies. We can
then introduce phenomenological approximations — thoroughly tested with the SBEs — to the
HBEs in order to simplify the numerical effort. Since the properties of the HBEs are currently
unexplored, we concentrate next on determining the principal effects resulting from the quantum
kinetics of the doublets. This will set the basis to understand overall nonequilibrium quantum
kinetics following an interaction switch-on.
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In the SBEs, the hierarchical coupling Γλk (λ = pol, e, h) induce scattering among clusters
that generates effective decay, energy shifts, and relaxation of Pk and f λk , as shown in Ref. [129,
21, 25, 28, 30]. This is not entirely unexpected based on Fig. 5 showing that the nonlinear
contributions produce literally a scatter of cluster contributions; for a detailed identification of
Boltzmann-type scattering, see the Appendix C. The microscopic origin of dephasing, energy
shifts, and relaxation indeed stems from such nonlinear terms, as shown in Ref. [25]. These
scattering effects depend then nonlinearly on Pk and f λk such that one can detect excitation-
induced dephasing, energy shifts, and relaxation in semiconductor experiments.[130, 131, 132,
129, 133, 134, 135, 21, 136, 28] Similar excitation-induced effects are also to be expected in the
interacting Bose gas.
For the SBEs, the principal effects of Γλk can be described by replacing the microscopic Γ
λ
k by
phenomenalogical dephasing and relaxation constants discussed, e.g. in Ref. [25]. When they are
defined either from microscopic computations[129, 25, 28] or experiments[137, 138], one can
indeed explain nontrivial details of the experimentally observed quantum-kinetic phenomena, as
long the effects depend directly on polarization and density dynamics. Naturally, this approxi-
mation scheme should not be used when one studies direct effects of higher-order clusters.
In the HBEs, the quantum-depletion source (104) generates normal-component excitations
in the form of doublets. Once the doublets are created, they start to sequentially generate higher-
order correlations. As discussed in Sec. 5.4, this process has several competing channels yielding
a diffusion-like scattering; the scattering structure is particularly clear in the triplet dynamics pre-
sented in Appendix C. Therefore, the hierarchical coupling of the HBEs indeed yields similar
excitation-induced dephasing and energy shifts as well as relaxation of the atom distribution.
Motivated by the SBE insights above, we simply replace all triplets and quadruplets within the
Eqs. (100)–(101) by the phenomenological dephasing constants γk and Γk for squeezing ampli-
tude and atom distribution, respectively. At this point, we can also include energy and particle
exchange phenomenologically by introducing a relaxation rate r toward a quasi-equilibrium dis-
tribution neqk . With these substitutions, the HBEs (100)–(102) cast into form
i~
∂
∂t
sk = 2
(
Erenk − iγk
)
sk + (1 + 2 fk)∆renk ,
~
∂
∂t
fk = −Γk fk − r
(
fk − neqk
)
+ 2 Im
[
∆renk s
⋆
k
]
, NC = N −
∑
k
fk . (108)
By letting γk be complex valued and excitation dependent, we can estimate the effect of both
excitation-induced dephasing and shifts on the quantum depletion.
Based on the Heisenberg relation (98), quantity
ηk ≡
(
fk + 12
)2 − |sk|2 (109)
defines how close the system is to a minimum uncertainty state having ηk = 14 that is the lower
bound of the Heisenberg relation. As shown in Ref. [8, 30], any boson-field that is described
by doublets has the lowest entropy when it is exactly a minimum uncertainty state. For a low-
temperature atom gas, the entropy tends to approach its minimum value (zero), which helps us
to connect γk and Γk. For an unexcited system, the entropy vanishes because it produces ηk = 14 ,
i.e. a minimum uncertainty state. If we ignore the coupling of the interacting Bose gas to the
outside world by setting r = 0, Eq. (108) produces
i~
∂
∂t
ηk = i
(
4Re
[
γk
] |sk|2 − Γk(1 + 2 fk) fk) . (110)
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Interestingly the imaginary part of γk, that defines the energy shift, does not influence ηk dy-
namics. In general, the system remains in a minimum uncertainty state if the right-hand side of
Eq. (110) vanishes, which sets up the minimum uncertainty condition for the dephasing:
Γk = 4Re
[
γk
] |sk|2
(1 + 2 fk) fk = 2Re
[
γk
] 2 + 2 fk
(1 + 2 fk) . (111)
The last step follows when we replace |sk|2 by fk(1 + fk) that is satisfied by any minimum
uncertainty state.
As a general feature, low excitations ( fk ≪ 1) produce Γk = 4γk whereas high excita-
tions ( fk ≫ 1) yield Γk = 2γk. Therefore, highly excited parts of the normal component de-
cay slower than the low-excitations parts. This tendency is opposite to that observed for two-
component fermions, which again highlights the fundamental difference of boson and fermion
systems. More specifically, the squeezing amplitude decays with a time constant T2,k = ~2γk
whereas the density decays with a time constant T1,k ≡ ~Γk . The population decay is two times
faster, i.e. T1,k = T2,k/2, for dilute fk occupations. This is the well-known connection between
population and transition decay time of many physically different two-level systems [139, 30].
Interestingly, elevated excitations convert the decay relation to be equally slow, i.e. T1,k = T2,k.
Based on common wisdom of the SBE studies, we can expect that model (108) describes
how the switch-on investigations produce a nonequilibrium many-body system through the for-
mation of dimers. Obviously, trimer dynamics requires a further analysis that includes at least the
triplets. This follows straightforwardly from the general cluster-expansion framework developed
in this work.
6.5. Hyperbolic Wannier equation
The dynamics of the transition amplitude is typically much faster than the density dynamics
such that the densities can often be treated as quasi-stationary. In this situation, the principal
structure of both SBEs and HBEs identifies an eigenvalue problem whose solutions explain how
individual particles become bound pairs[30], as discussed below. More specifically, the right-
hand side of HBE (108), without the scattering terms, contains a homogeneous part for sk that
establishes an eigenvalue problem
2Erenk φ
R
ν (k) + (1 + 2 fk)
∑
k′
Vk′−kφRν (k′) = Eν φRν (k) , (112)
where Eν is the eigenvalue and φRν (k) is the right-handed eigenfunction associated with sk. We
will show below that φRν (k) defines the relative wave function of the bound atom pairs, the so-
called dimers.
Structurally, the eigenvalue problem (112) is almost identical to the generalized Wannier
equation[140, 30] that defines the wave functions of bound electron–hole pairs in semiconduc-
tors. Only the population factor (1+2 fk) should be changed into (−1+2 fk) to get the usual Wan-
nier equation. This is exactly the same sign change that makes the Bose-gas dynamics hyperbolic
compared to the SBEs, as discussed in Sec. 6.2. In other words, the sign in the occupation factor
(±1 + 2 fk) stems from the “elementary” particles being either bosons (+) or fermions (−). Due
to the formal analogy and geometrical difference between Eq. (112) and the generalized Wan-
nier equations, we call the eigenvalue problem (112) as the hyperbolic Wannier equation. Next,
we directly convert the properties already known for the generalized Wannier equations to be
applicable for the interacting Bose gas.
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At low excitation levels fk ≪ 1, we may ignore fk in Eq. (112) as well as the energy renor-
malizations, yielding Erenk → ~
2k2
2m . This limit converts the hyperbolic Wannier equation into
2~
2k2
2m
φν(k) +
∑
k′
Vk′−kφν(k′) = Eν φν(k) , (113)
which becomes a symmetric eigenvalue problem; we have therefore dropped the “R” index from
the eigenfunction. We may now Fourier transform Eq. (113) into the real space, yielding
− 2~
2∇2
2m
φν(r) + V(r) φν(r) = Eν φν(r) , (114)
after having applied the convolution theorem[120] to Fourier transform the interaction term. This
equation matches exactly with the relative-motion Schro¨dinger equation of two atoms that inter-
act via a pairwise potential V(r). Therefore, the solutions to the hyperbolic Wannier equation,
indeed, describe the properties of the dimers. As the atom density increases, we obviously must
both include the fk and renormalize the kinetic energy, as presented in Eq. (112). The resulting
hyperbolic Wannier equation describes the simplest many-body renormalizations to the dimer
problem. Even though it is more typical to solve the low-density dimer problem (114) in real
space, the high-density problem becomes significantly simpler in the momentum space (112).
Specific examples of how the dimer states are changed by the exitation level are given in Sec. 7.
Equation (112) can technically be viewed as a matrix eigenvalue problem where the matrix
is asymmetric due to the (1 + 2 fk) factor. Consequently, it has different left-handed and right-
handed solutions φLν (k) and φRν (k), respectively. It is straightforward to show that φLν (k) and φRν (k)
have the same eigenvalues while they are connected via
φLν (k) =
φRν (k)
1 + 2 fk . (115)
In analogy to the generalized Wannier problem[25, 30], these form a complete set orthonormal
functions satisfying normalization and orthogonality relations,∑
k
[
φLλ(k)
]⋆
φRν (k) = δλ,ν ,
∑
ν
[
φLν (k)
]⋆
φRν (k′) = δk′,k , (116)
respectively. Once all φRν (k) are known, we can convert the squeezing amplitude into the dimer
basis by using a one-to-one mapping:
sk ≡
∑
ν
sν φ
R
ν (k) ⇔ sν =
∑
k
[
φLν (k)
]⋆
sk , (117)
which follows from the orthogonality and completeness relations (116). By studying the squeez-
ing amplitude in the dimer basis, we may determine which dimer states the normal-component
atoms occupy at a given moment.
7. Numerical results
To solve the HBEs for a realistic Bose gas, we analyze 85Rb-type systems because they are
routinely applied to study the Bose-Einstein condensation[55, 56, 57, 113, 115, 114, 117, 116].
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More specifically, we model fast-switch experiments[66, 67, 68] where the strength of the atom–
atom interaction is abruptly jumped from weak to strong interactions. For ultracold conditions
studied here, the system with weak interactions contains virtually no normal-component atoms,
let alone correlations. The sudden jump to strong interactions initiates sequential build up of clus-
ters to the normal component, which can efficiently followed with the cluster-expansion approach
as discussed in Sec. 5.4. The resulting quantum kinetics is largely unexplored at the moment,
which makes the HBE-based switch-on investigation interesting. Next, we briefly summarize the
central atom and interaction parameters as well as connect the basic concepts of interacting Bose
gas with semiconductor optics.
The bosonic 85Rb atoms have a mass[141] m = 4.9118 u where u is the standard atomic
weight. The individual 85Rb atoms have a covalent radius[142] r0 = 220 pm that defines the
typical length scale of atomic bonding, see Fig. 3. Bound atoms are typically referred to as
dimers. For semiconductors, the SBEs also contain bound states — called excitons — that are
Coulomb-bound electron–hole pairs[30]. Due to the analogy between HBEs and SBEs, dimers
and excitons are formally equivalent. When the atoms are not bound to each other, they form
a boson plasma. Equivalently, unbound electrons and holes form an ionized plasma of charge
carriers.
Fesbach resonances[64, 65] can be utilized in a situation where atoms have two energetically
nearby hyperfine levels, one with a bound state (closed channel) and another one with continuum
states (open channel) coupled with an external magnetic field. This coupling produces a disper-
sive resonance in the atom–atom interaction strength whose sign and magnitude can be freely
adjusted by detuning through the resonance. Analogous dispersive Fano resonances also exist
in solids whenever a discrete resonances is coupled to a continuum of states.[143, 144, 145] In
particular, the mixed state produces total atom–atom interactions that can be continuously and
abruptly tuned from weak to strong interactions with a time-dependent external magnetic field.
As shown in Refs. [59, 60, 146] and applied in Refs. [61, 62, 63, 91, 147, 148], Feshbach-
resonance modified interactions can be described with an effective single-atom level interaction
whose interaction strength is freely adjustable. We adopt this approach to eliminate the book-
keeping related to the multiple hyperfine atom levels; the full multilevel extension is discussed
in Ref. [77]. In the effective single-level approach used here, the external magnetic field simply
changes the magnitude of V(r) to jump the atom–atom interaction from weak to strong interac-
tions. We will next study how to perform this systematically in order to connect the analysis to
realistic fast-switch experiments.
In semiconductors, Coulomb interaction cannot be changed much externally, at least not to
a degree one can control V(r) in boson gas through the Feshbach resonance. However, one can
adjust the electron–hole interaction of semiconductors to change from attractive to repulsive.
The simplest way is to control the electron–hole concentration via optical pumping; in the po-
larization dynamics (105), Coulomb interaction is multiplied by a so-called phase-space filling
factor (1 − f ek − f hk ) that changes sign when the sum of the electron–hole occupation exceeds
one. This border defines the onset of exciton ionization into electron–hole plasma because a
negative-valued effective potential yields electron–hole repulsion. The equivalent density renor-
malization is always positive in the HBE (108) such that one cannot switch the sign of total
atom–atom interactions by changing the atom density. Nonetheless, one can analogously study
dimer dissociation and exciton ionization by using the Feshbach resonance and the excitation
level, respectively, to control the overall sign of the particle–particle interactions; for systematic
semiconductor studies cf. Refs. [25, 30]. Currently, interesting development toward Feshbach-
like control in semiconductors is made in microcavities where the interaction strength is con-
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trolled by coupling between exciton-polaritons in a microcavity (open channel) and an exciton
molecule (closed channel)[147].
7.1. Dimer scattering length and the Morse potential
In many cases, the specific details of the atom–atom interactions do not influence the many-
body properties.[113, 115, 114, 117, 116] Instead, V(r) can be reduced to a contact-potential
interaction[115, 48, 41] containing a single parameter, the so-called scattering length ascatt. As
summarized in Ref. [48], the dimer scattering length follows from the free atom–atom Schro¨dinger
equation (113) via[48]
lim
r→0
d
dr ln
[
r φν(r)] ≡ − 1
ascatt
. (118)
In case V(r) is a real atomic interaction potential, one should take the limiting value approaching
atomic scale, not exactly zero because rφν(r) always decays to zero for r → 0 due to the repulsive
interaction core depicted in Fig. 3.
For ultracold atom gas, the most relevant atom-scattering events involve atoms that have an
energy close to zero. For example, unbound atoms can become bound pairs only if the dimer
binding is not too large. In fact, scattering of atoms to a strongly bound dimer state requires
participation of three or more atoms. Such a scattering produces often an atom loss when the
excess energy of the binding releases so large kinetic energy that one of the scattering partners
exits the atom trap. Such a process resembles Auger scattering[106, 107, 108] in semiconductors
where a multi-carrier scattering/recombination event releases so much kinetic energy that either
electrons or holes exit the quantum-confined states they initially occupy. In this paper, we focus
the analysis on homogeneous excitation without the atom losses.
When the description is already reduced to a single atom level with an effective V(r), we
choose the zero level such that unbound atoms have a positive energy while dimers have a neg-
ative energy. In BEC experiments, the cooling tends to bring the atoms close to the zero energy
such that the cold-atom collisions mainly involve ionized states and a dimer state with the highest
energy. In case the highest laying dimer state ν = νhigh is sufficiently close to the zero energy,
the corresponding s-wave scattering is characterized by ascatt that is defined for ν = νhigh. In case
the highest laying dimer is deeply bound, atoms cannot efficiently scatter to that state such that
the normal component remains essentially in plasma form and the s-wave scattering is defined
by ascatt of the lowest laying unbound state.
While the deeply bound dimer states are often inaccessible in ultracold Bose gas, various
interaction processes of semiconductors can access even the exciton ground state. Therefore,
many semiconductor phenomena can be qualitatively understood via the exciton ground-state
properties characterized by the exciton Bohr radius aB, which depends strongly on the electron–
hole excitation level of the system. Since exciton’s φν(r) does not diverge at r = 0, aB follows
from Eq. (118) when r φν(r) is replaced by φν(r) that is a solution of the generalized Wannier
equation[30] with the phase-space filling modifications to the Coulomb potential. Besides this
technical difference between aB and ascatt, both of them nicely classifies how the system is ex-
pected to behave in different situations. In other words, aB and ascatt can be formally interpreted
as scattering lengths. For a slightly positive scattering length, the many-body dynamics is of-
ten dominated by bound particle pairs, i.e. dimers or excitons. For a slightly negative scattering
length, dimers and excitons have only unbound solutions such that the many-body interactions
take place in a gaseous plasma.
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The limit where |ascatt| approaches infinity is often referred to as unitarity in the interacting
atom gas, including fermionic atom systems.[91, 92, 48, 93, 94, 95, 54] In this situation, the
pair-state wave function has an infinite extension. The connection of unitarity and strong atom
interactions becomes particularly clear when V(r) is replaced by the contact potential because
V(r) becomes proportional to ascatt, see discussion related to Eq. (127). Since ascatt diverges
(or becomes strongly renormalized[146]) at unitarity, the interactions are clearly maximized.
However, the Coulomb interaction cannot be substituted by the contact potential such that semi-
conductor’s “unitarity” only means the exciton-ionization threshold. In other words, the size of
ground-state exciton diverges at the ionization threshold such that the system cannot anymore
sustain bound pairs, i.e. the pairwise correlations become weak. Nevertheless, both semicon-
ductors and interacting atom gas can show intriguing new many-bopy configurations close to the
ionization threshold/unitarity. A recent study[38] demonstrates that electrons and holes can form
a quantized electron–hole droplet — the so-called dropleton — where three to seven electrons
and and holes are bound within a liquid bubble. Analogously, formation of Efimov trimer[46],
consisting of three bound atoms, have been demonstrated[50, 52, 49, 51, 53] close to unitarity.
An effective contact potential is very useful when one seeks to derive analytic properties
of detail-independent thermodynamic properties.[113, 48, 149] Since V(r) itself then becomes
a nonanalytic function, the resulting analytic investigations can be systematically carried out
only by carefully analyzing the properties of the nonanalytic functions and renormalizations
that follow.[149, 150, 151] The description of nonanalytic functions is cumbersome in numeric
applications such as quantum Monte Carlo studies of interacting Bose or Fermi gas; for example,
Refs. [152, 153, 154, 155, 156, 157, 158, 159, 160] use a simple analytic function for V(r) to
model the atom–atom interactions.
Since also the HBEs can only be solved numerically, it clearly is desirable to use an analytic
V(r) also in this context. Despite the added numerical demands, the inclusion of a realistic V(r)
allows us to inspect how many subtle effects — not included by the contact potential — emerge
in experiments. For example, a realistic V(r) can hosts several deeply bound dimer states while
the contact potential contains only one. Additionally, solutions with a realistic V(r) automatically
includes all renormalizations to the description because the atom–atom repulsion and attraction
at short and long distances, respectively, are fully included, unlike for the contact potential. To
include the essential features of V(r) described in Fig. 3, we use the Morse potential[161]
V(r) = D
(
e−2
r−r0
∆r − 2 e−
r−r0
∆r
)
, (119)
where D is the energy depth of the attractive part of the potential, and the potential dips to its
minimum value at r0. For elevated r, the attractive dip decays towards zero exponentially with a
decay constant defined by ∆r that also sets the range of the potential. At origin, the potential be-
comes D
(
e2
r0
∆r − 2 e r0∆r
)
that is positive for ∆r ≤ r0 ln 2 implying that V(r) also correctly includes
the atom–atom repulsion at short distances. The short-range repulsion and long-range attraction
of the Morse potential is consistent with the typical form of atom–atom interactions depicted in
Fig. 3. Therefore, we expect that the Morse potential describes the interaction effects of interact-
ing Bose gas very well although the −e− rr0 decay is faster than the expected − 1
r6
dependence for
the van der Waals tail induced by the dipole-dipole interaction among atoms.
In the HBE computations, one eventually needs the Fourier transformation of the atom–atom
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potential. By integrating Eq. (21) with potential (119), we obtain
Vk =
(
2π∆r
L
)3
2D e
r0
∆r Fk , Fk ≡
e
r0
∆r(
4 + |∆r k|2)2 −
1(
1 + |∆r k|2)2 , (120)
where we have identified a form factor Fk. The positive part of Fk stems from the atom–atom
repulsion whereas its negative part describes the atom–atom attraction. To have a simple scala-
bility, we choose r0 = 3∆r ln 2. For this choice, the form factor becomes − 12 at k = 0, making
Vk=0 negative. Consequently, Vk is dominated by the atom–atom attraction at small momenta.
The form factor is then maximized at momentum kpeak =
√
2
∆r
producing 19 at the peak. Therefore,
Vk is dominated by the atom–atom repulsion at large momenta.
The Schro¨dinger equation (113) with the Morse-potential (119) can be solved analytically[161],
yielding
φn(r) = An L2αnn−2αn
(
2λe−
r−r0
∆r
)
exp
(
−λ e−
r−r0
∆r
)
e−αn
r−r0
∆r
r
, (121)
whereAn is the normalization constant, Lαn (x) is the Laguerre polynomial[120], and the quantum
number n is an integer from zero to Trunc [λ]. In this context, λ ≡
√
D
EM
, EM = ~
2
m∆r2
, and
αn ≡ λ−n− 12 are constants and Trunc [λ] creates an integer number by truncating λ to its integer
part. Whenever αn is negative for all n values, the corresponding solution is unbound. Therefore,
the system has only unbound solutions when λ is smaller than 12 . Otherwise, the eigenenergy of
a bound state is En = −EM α2n. We see that r φn(r) approaches asymptotically e−αn
r
∆r at r → 0;
when we insert this limit into definition (118), we obtain
ascatt,n =
∆r
αn
=
∆r√
D
EM − n −
1
2
, (122)
as the scattering length associated with dimer state n. When the dimer state becomes unbound,
its energy approaches zero that also implies αn → 0. We observe that the scattering length
correctly diverges at this limit. Interestingly, the scattering-length relation (122) can be applied
to all ranges of D. When D becomes too small to produce a positive αn, the scattering length
becomes negative.
In our computations, we use m = 84.9118 u and set r0 to be equal to the covalent bond length
of 85Rb, i.e. r0 = 220 pm=4.16 a0 where a0 = 0.529 Å is the hydrogen Bohr radius. The range of
the potential is chosen to be ∆r = r0ln 8 = 106 pm=2.00 a0, based on the discussion above. This
(r0, ∆r) pair is just one possible example because these parameters depend on the specific atom–
atom interaction orbitals studied. Therefore, they should be adjusted based on the experimental
specifications to provide the most accurate description. Here, we do not analyze any specific
experiment, but want to illustrate the general many-body quantum kinetics of the HBEs.
Since the system is homogeneous, the doublets depend only on the magnitude |k| = k of
the wave vector, which reduces the effective dimensionality of the computations. By using (r0 =
220 pm, ∆r = 106 pm) in Eq. (120), we find that the repulsive peak of Vk is found at the atom en-
ergy Epeak =
~
2k2peak
2m =
~
2
m∆r2
= 43.7 µeV that corresponds to 10.6 GHz frequency or 0.507 K. Since
Bose-Einstein condensation involves atoms cooled down to roughly nK temperatures[55, 56, 57],
the energy and momentum of ultracold atoms is typically orders of magnitude smaller than Epeak
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and ~kpeak, respectively. Still, the k values close to kpeak are important for the interactions be-
cause they include the atom–atom repulsion at the small distances. Therefore, the numerical
implementation of the HBEs is challenging because the k discretization must include wave vec-
tors over several orders of magnitude. Only then, the HBEs precisely include the details of
strongly interacting Bose gas, including both the ultracold gas as well as the repulsive atom–
atom contributions. To realize this, we use a non-equidistant k grid which has many points at low
k and a sparse grid at very large k. The same precision is much more difficult to realize when one
describes atom–atom scattering in real space because the long length-scale dependence appears
as the envelope to the fast oscillating short length-scale dependence. The k representation nicely
separates these scales to the opposite ends of the k grid.
We focus here on a case where V(r) hosts one strongly bound dimer state (n = 0) and one
state (n = 1) whose energy is close to zero. As atoms approach each other from afar, the scat-
tering length is determined exclusively by the n = 1 state, as discussed above. Therefore, the
dimer scattering length ascatt,n is computed by inserting n = 1 into Eq. (122). More specifi-
cally, we choose Dweak = 99.971 µeV that corresponds to 24.173 GHz and Duni = 98.311 µeV
(23.771 GHz). These differ only by 1.7% and yet they produce very different dimer scattering
lengths: The choice Dweak yields aweak ≡ ascatt,1 = +301 a0 while Duni results in a diverging
auni = ∞. In other words, Dweak interaction corresponds to a relatively strong dimer binding,
which implies weak atom–atom interactions, whereas Duni brings the system to the unitarity,
which implies strong atom–atom interactions.
In experiments, the specific value of ascatt can be abruptly changed by sweeping the system
through a Feshbach resonance with a magnetic field. We can model this by ramping D from
Dweak to Duni; since the change in D is very small, we indeed change only how the atoms react
to each other, in full analogy to corresponding experiments. By sweeping D from Dweak to Duni
in time, we can study the quantum kinetics that is excited to the system when it it brought from
a weakly to strongly interacting Bose gas.
7.2. Density-dependence of dimer states
To illustrate the basic properties of dimer states, we solve the hyperbolic Wannier equation
(112) numerically with and without densities. We discretize the momentum grid into 800 inter-
vals to describe the HBE dynamics accurately. As discussed in Sec. 7.1, the grid must cover a
wide range of momenta in order to simultaneously describe the ultracold atom and interaction
effects. We split the grid into two parts: the interval up to wave vector 151.2 /µm contains 400
equidistantly positioned k points, constituting the low-k grid. The grid is continued into high
momentum with an equidistant grid that has 400 times larger momentum spacing. More specifi-
cally, the high-k part of the grid contains another 400 points, reaching momentum 6.06×104/µm
at its last grid point. This way, the total grid covers wave vectors that span over five orders of
magnitude. We will show below that this grid accurately describes the physics of the interacting
Bose gas.
In our computations, we use amplitude Duni (23.771 GHz) for the Morse potential (120); the
other system parameters are given at the end of Sec. 7.1. The shaded area in Figs. 9a-i and
9b-i shows the r dependence of the Morse potential; as explained in Sec. 7.1, V(r) dips to its
minimum value at r = r0 = 4.16 a0 and it becomes large and positive as r approaches zero.
The repulsive peak (out of scale) at origin is 48.7 times higher than the attractive dip, which
shows that the chosen V(r) produces a significant atom–atom repulsion at short distances while
attraction appears at the intermediate atom separation. Therefore, this potential describes typical
atom–atom interactions very well, based on the qualitative criteria indicated in Fig. 3.
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Figure 9: Eigensolutions of hyperbolic Wannier equation. Dimer wave function φRn (r) (line) for a-i ground state n = 0
and b-i n = 1 as function of atom–atom separation r. The shaded area denotes the atom–atom interaction potential V(r)
(scaled). a-ii Full momentum dependence of φR
n=0(k) for the ground state. Result with (red line) and without (black
dashed line) atom density nk (black line) are shown together with Vk (shaded area). b-ii The corresponding φRn=1(k)
for the excited state closest to the continuum; line styles as in a-ii. The hyperbolic Wannier equation (112) is solved
numerically for the grid and material parameters determined in the text.
We use the Vk of this potential in the hyperbolic Wannier equation (112) and first solve the
corresponding eigenfunctions numerically at vanishing atom density, i.e. fk = 0. Figures 9a-
i and 9a-ii show the computed ground state φ0(r) and first excited state φ1(r), respectively, as
black line (peak normalized to one). We observe that both solutions peak around the attractive
dip of the potential (shaded area) and that they decay toward zero at the region of the repulsive
interaction. However, these solutions behave very differently at the asymptotic region, roughly
r > 10a0. More specifically, the ground state decays exponentially whereas φ1(r) extends very
far in the asymptotic region, implying unitarity interactions. There are no more bound states,
such that the n = 1 dimer defines the properties of the interacting Bose gas, as discussed in
Sec. 7.1.
The interaction strength Duni (23.771 GHz) analytically produces the energy E0 = −10.57 GHz
and the scattering length ascatt,0 = 2.00 a0 for the ground state, as well as E1 = 0 and ascatt,1 = ∞
for the excited state. To check the accuracy of our numerical implementation, we compare
these numbers with numerically determined En and ascatt,n; the scattering length is computed
by straightforward discretizing differentiation (118) evaluated around r = 20 a0 that is clearly
within the asymptotic region. The computed energy and scattering length are E0 = −10.57 GHz
and ascatt,0 = 2.02 a0 for the ground state and E1 = −1.26× 10−4 GHz and ascatt,1 = 1.53× 104 a0
for the excited state, respectively. The excited state has nearly a vanishing energy and the com-
puted ascatt is extremely large, as expected at the unitarity. Naturally numerical differentiation
(118) can only produce a very large ascatt, not infinite, even at the unitarity. It has been thor-
oughly tested that adding more k points improves the accuracy of the En and ascatt, n toward the
analytic limit whereas the HBE excitations remain unaltered, which validates the accuracy of our
numerical approach.
To analyze the effect of atomic densities on dimer states, we solve the hyperbolic Wannier
equation (112) with atom density fk shown as black-solid line in Figs. 9b-i and 9b-ii. Here, fk
is the final-time result of an actual HBE computation, analyzed in Fig. 10. Figure 9b-ii shows
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φ0(k) with (red solid line) and without (dashed line) fk densities; the shaded area indicates the
corresponding Vk. Both φ0(k) and Vk are scaled to peak to one at the asymptotic region. Since
the interaction and ultracold effects span over five orders of magnitude in momentum, we have
use a logarithmic scale for the k.
We observe that φ0(k) becomes terminated close to the repulsive Vk peak, and it has the same
asymptotic form with and without atom density. At the same time, the low-k distributions are
clearly modified by the presence of atom density; the φ0(k), with atom density, has an additional
bump that is synchronized with the region where fk is appreciable. However, these low-momenta
changes do essentilly not affect the real-space φ0(r), which characterizes many of the interaction
properties of the dimers. In this specific case, the φ0(r) appears to be essentially unchanged for
the length scales shown in Fig. 9a; indeed, the computed scattering length ascatt,0 changes by a
very small factor of 2.0 × 10−6 and the energy changes by an even smaller factor of 3.5 × 10−9.
We conclude that the atom densities do not affect the strongly bound dimer states much.
To determine how the atom density affects the weakly bound dimer states, the same analysis
is repeated for the excited state in Fig. 9b-ii that shows fk (black-solid line) as well as φ1(r) solved
with (red solid line) and without (dashed line) the fk densities in the hyperbolic Wannier equation
(112). Without atom density, φ1(k) diverges toward small k values, which is expected for a state
that is becoming unbound. As atom densities are included, this divergence is removed and φ1(k)
assumes a form expected for a bound state. In particular, the atom-density induced changes do
not follow the shape of the fk, unlike for the deeply bound dimer states. The increased binding
results from a normal-component induced enhancement of the effective atom–atom attraction by
the bosonic factor (1 + 2 fk). In this specific case, the n = 1 dimer binding is 528 Hz deeper
with than without the normal-component atoms. At the same time, the scattering length ascatt,1
is decreased only by 0.3%. Even though this change is small, we conclude that the weakly
bound dimer state may experience detectable normal-component induced effects in a strongly
interacting Bose gas.
7.3. Quantum kinetics of interacting Bose gas at unitarity
To study pure quantum depletion, we assume that thermodynamic depletion is negligible.
In other words, the system temperature is assumed to be so low that the equilibrium normal-
component distribution neqk vanishes in Eq. (108). In this situation, the normal component is
exclusively created by the atom–atom interactions, i.e. the quantum depletion instead of the
thermal depletion. Next, we will compute how the quantum depletion proceeds when the atom
interaction is switched from weak to strong interaction regime. In practice, we ramp the am-
plitude of the potential from Dweak to Duni linearly in 5 µs; the start of the ramp assigns time
zero in our computation. The BEC dynamics typically evolves on time scales longer than
100 µs [68] such that the used switch can be considered abrupt. To have strong atom–atom
interactions, we use 3 /µm3 atom density. For a spherical atom trap that has a 11.7µm ra-
dius, this density yields N = 2 × 104 atoms in total, which has already been reached in several
experiments[113, 114, 115, 162, 163, 116].
To reveal the quantum dynamics resulting from the principal structure of the HBEs, we re-
place the triplets and quadruplets with a constant γk and apply the minimum-uncertainty connec-
tion (111). In practice, we numerically solve the HBEs (108) with a dephasing constant Re[γk]
and a constant energy shift Im[γk] that corresponds to frequencies 761 Hz and 475 Hz, or 209 µs
and 335 µs temporal duration, matching roughly with the relaxation times observed in a recent
switch-on experiment[68]. Other parameters of the system are given at the end of Sec. 7.1.
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Figure 10: Fast-switching from weakly to strongly interacting Bose gas based on the HBEs. Time evolution of a normal-
component fraction (solid line) and b dimer-state occupation Fdim
n=1 (black line) are shown; The scattering length is
changed at t = 0 within 5 µs from ascatt,1 = 301 a0 to unitarity, and the shaded area indicates the unitary evolution.
Contour plot of corresponding c fk and d |sk | distributions as function of time. The contour lines correspond to are
shown at 2−n from the peak value (n = 1, 2, · · · ). The numerical parameters are the same as in Figs. 9.
The solid line in Fig. 10a shows how the fraction FN ≡
∑
k fk/N of the normal-component
atoms evolves in time. In sheer numbers, the normal-component fraction approaches 32.9%,
which shows that even a strongly interacting Bose gas can have an appreciable number of BEC
atoms even at unitarity, in agreement with recent experiments[68]. We have also projected the
dimer occupation coefficient sn=1 using Eq. (117) for the excited state that is closet to zero. We
have then computed a relative dimer-state occupation
Fdimn=1 ≡
|sn=1(t)|2∑∞
n=0 |sn(t = ∞)|2
, (123)
of the dominant dimer state, n = 1, from the squeezing amplitude as function of time. The result
is normalized to the total dimer occupations at the final time, denoted here by ∞. The computed
Fdim
n=1 is shown in Fig. 10b as solid line.
At the regime of weakly interacting Bose gas (t < 0), all atoms essentially occupy the BEC
because FN and Fdimn=1 remain extremely small. After the switch-on to strong interactions (t >
0), both FN and Fdimn=1 start to increase rapidly. The squeezing first peaks around 50 µs, much
faster than the density does, which indicates that the BEC first drives the squeezing amplitude,
resembling the behavior in semiconductors where the optical light field first creates polarization
followed by the creation of densities[25]. We note that the density approaches a constant level
roughly within 200 µs that matches well the dephasing time.
However, the squeezing amplitude shows a more complicated dynamics than density because
the fast switch-on of Fdim
n=1 is followed by a slower relaxation that extends up to 800µs. We also
see that the Fdim
n=1 has a nonmonotonic evolution suggesting that the squeezing amplitude exhibits a
nontrivial quantum kinetics, which is studied in Fig. 11. According to Fig. 10b, Fdim
n=1 approaches
71.9%, which shows that dimer state n = 1 indeed dominates the quantum depletion. The dimer
basis (117) indicates that sk = ∑n=0 sn φRn (k) can be expanded in terms of multiple dimer states.
All of them have a different energy En such that each sn evolves with their own frequency, e−
i
~
En t
.
As they are added up in superposition in sk, one expects to see a temporal interference pattern in
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sk, which also explains why Fdimn=1 has more complicated dynamics than FN.
To show the full evolution of doublets, Figs. 10c and 10d present contour plots of fk and
|sk| distributions as function of time, respectively. The contours are shown at 14 values cor-
responding to 2−1, 2−4, · · · 2−14 of the peak height. We notice that the tails of sk and fk first
spread toward a large k and then focus back on the low-momentum range. The temporal dy-
namics also exhibits a highly nontrivial interference pattern that appears up to 200µs, matching
well with the dephasing time used. This confirms that the strongly interacting Bose gas can in-
deed produce a dynamically changing interference pattern of dimer components. In general, the
squeezing amplitude contains stronger and broader oscillations than the atom occupation does.
After this quantum-kinetic transient, the system approaches quasi-equilibrium – determined by
interactions, not thermodynamics — in roughly 400 µs.
Even though the squeezing amplitude and the normal-component fraction are built up fast by
the quantum depletion, they both exhibit clear transients before relaxing toward their steady-state
forms. This suggests that the shape of the quantum depletion is modified much longer than the
creation of the normal component lasts. The shape of the quantum depletion can be character-
ized by a single number cshape, determining the extent of BEC number fluctuations according to
Eq. (102). The solid line in Fig. 11a shows how cshape evolves as function of time for the same
computation presented in Fig. 10. It starts from value cshape = 1 at the weak-interaction regime
(t < 0) and grows monotonically toward 1.3037 in roughly 800 µs after switching to the regime of
the strong interactions (t > 0, shaded area). As a comparison, Bogoliubov excitations have[77]
cshape =
3π
8 ≈ 1.1781 (dashed line), which is very different from the actual cshape. This result
and Eq. (102) suggest that measuring BEC number fluctuations ∆NC can sensitively monitor the
shape changes in the normal component, and resolve when the shape of the quantum depletion
deviates from the Bogoliubov excitation. These differences are studied in more detail in Sec. 7.4
According to Figs. 10c–d, the reshaping of quantum depletion makes both fk and sk sharper.
To compare this trend with the cshape dynamics, Fig. 11b presents the peak occupation, f0 =
limk→0 fk (red line, scale left), together with the normal-component fraction (dashed line, scale
right). The shaded area denotes the time range of the strong interactions. We observe that f0
keeps on growing long after the normal-component fraction levels toward a steady state. In fact,
we find that both cshape and f0 level toward a steady state roughly in 800µs, which matches
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perfectly with the relaxation of the squeezing Fdim
n=1 analyzed in Fig. 10a. Consequently, the
shape changes of quantum depletion are connected with a growing peak in fk as well as the
redistribution of dimer components within the squeezing amplitude.
7.4. Bogoliubov vs. HBE excitations
To study the equilibrium of quantum depletion in more detail, Fig. 12a presents the normal-
component distribution fk reached at the final time (1 ms) of the HBE dynamics shown in Fig. 10.
More specifically, red line shows fk on a double logarithmic scale (scale on the left axis) and the
shaded area shows the potential Vk on a semilogarithmic scale (scale on the right axis). We
observe that fk saturates at small k whereas it decays as 1|k|4 at the intermediate asymptotic region
between 10 and 1000/µm. In the vicinity of the repulsive Vk peak, fk develops an interference
pattern because the dimer wave function is “reflected” from the repulsive atom–atom interaction
“barrier”. The fk is terminated rapidly after the potential peak.
The asymptotic fk ∝ 1|k|4 behavior has been identified as a universal behavior determining
many central thermodynamic relations, introduced by Tan [149, 150]. In Tan’s derivations, one
must carefully study how seemingly diverging sums, such as ∑k Ek fk, actually converge[149]
when the class of extended functions is used together with the contact-potential description of the
atom–atom interactions. The more realistic potential provides this universal 1|k|4 proportionality,
but only at the intermediate asymptotic region. For exceedingly large momentum ranges beyond
the repulsive atom–atom repulsion peak, fk decays much faster than the 1|k|4 dependence, which
guarantees that all physically relevant sums converge without the need for a further study. This
fast decay appears at k greater than 104/µm corresponding to the wave length 2πk ≈ 6Å, i.e. the
scale of the atom size, which verifies that the fast decay results from the atom–atom repulsion.
In the analyzed computation, the distribution becomes terminated when it already has decayed
12 orders of magnitude from its peak value. Therefore, fk becomes extremely small, below 10−8,
for k greater than 104/µm. Such atom occupation numbers seem much smaller than near-future
experiments can resolve, which makes the actual detection of abrupt fk termination challenging.
To present the 1|k|4 tail of the distribution directly, Fig. 12b shows k
4 fk (red line, scale on the
left axis) together with Vk (shaded area, scale on the right axis), both on a semilogarithmic scale.
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We observe that k4 fk is essentially constant for k values from 7 /µm to 500 /µm, which shows
that fk indeed contains a 1|k|4 tail in the intermediate asymptotic region. This presentation also
shows clearly how an pattern interference develops before the repulsive Vk peak. As fk extends
beyond the repulsive peak, it terminated much faster than the 1|k|4 , confirming the conclusions
made from Fig. 12a.
Reference [77] shows that the excitation picture includes both Bogoliubov excitations[96,
97, 98, 99] as well as interactions between them. Also the HBEs (108) can be limited to pure,
noninteracting, Bogoliubov excitations by eliminating the Coulomb coupling among different(
sk, fk + 12
)
pairs on k-labeled hyperbolas. With this constraint, the renormalized quantities
(103)–(104) reduce to the Bogoliubov limit
Erenk →
~
2k2
2m
+ NC Vk ≡ EVk , ∆renk → NC Vk . (124)
In this situation, the HBEs (108) have such a simple form that their steady state can be solved
analytically, as show in Appendix D. More specifically, we find a steady-state solution of the
Bogoliubov excitation:
sBGk = −
1
2
EVk + iγk
|EVk + iγk|
NCVk
EBGk
, nBGk =
1
2
 |EVk + iγk|EBGk − 1
 , (125)
where γk is assumed to be real valued. We also have identified the energy of the Bogoliubov
excitations:
EBGk ≡
√(
~2k2
2m
)2
+ NCVk
~2k2
m
+ γ2k . (126)
Since NC Vk approaches a constant value at small k, the Bogoliubov excitations have a linear
dispersion at small k while the dispersion becomes quadratic at large k; this dispersion behavior
has been measured in atomic BECs[96] and with semiconductor microcavity polaritons[99].
Results (125)–(126) show that the principal structure of the HBEs fully contains the Bogoli-
ubov excitations as a subset of general normal-component excitations. More specifically, the
Bogoliubov limit (124) removes the interaction coupling between different-momenta fk and sk,
yielding noninteracting Bogoliubov excitations. Since the interaction renormalization to Erenk
and ∆k couple all ( fk, sk), they introduce a coupling between all possible Bogoliubov excita-
tions. Therefore, already the principal structure of the HBEs already describes physics beyond
the noninteracting Bogoliubov excitations.
The identified sBGk and n
BG
k have exactly the form of Bogoliubov excitations when dephasing
is taken to be zero, cf. Eq. (109) in Ref. [77], which verifies that the HBEs indeed contain Bo-
goliubov excitations when the relevant interactions are switched off. The dashed line in Fig. 12a
shows the numerical evaluation of nBGk for the present problem. We observe that n
BG
k is roughly
four orders of magnitude too small. Therefore, we conclude that the interactions among Bogoli-
ubov excitations strongly enhance the quantum depletion at the unitarity.
However, we may still study whether the strongly interacting Bose gas can be described via
regularized Bogoliubov excitations, motivated by the careful study in Ref. [146]. In order to
regularize the distributions, we replace the interaction by a contact-potential interaction V(r) =
4π~2
m
ascattδ(r)[113, 115, 48, 41], where ascatt is an effective scattering length, not the actual one.
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With this choice, Fourier transform (21) yields a constant interaction contribution
NCVk = 4π
NC
L3
~
2
m
ascatt . (127)
We adjust the scattering length such that the effective interaction produces nBGk whose asymptotic
tail coincides with the actual fk tail. The result of ascatt = 3492 a0 fit is shown in Figs. 12a–b as
black solid line. Even though we are analysing quantum depletion at unitarity, we find a finite
ascatt for the contact-potential interaction (127). A similar regularization of interactions has been
identified in Refs. [146, 88] to account for the short-range atom–atom repulsion omitted by the
contact potential; see also discussion before Eq. (119).
We observe that the regularized nBGk indeed reproduces the tails of the actual fk roughly until
the repulsive peak of Vk (shaded area). However, the regularization is not accurate at small
or very large values of k. Therefore, the Bogoliubov excitations capture only some qualitative
aspects of the strongly interacting Bose gas, even when suitable regularization is implemented.
For example, the total normal-component fraction become 13.2% instead of the actual value
32.9%. The unregularized computation, with the actual Vk in Eq. (125) (see dashed line in
Fig. 12a), yield only FN = 5 × 10−5, which largely underestimates the actual FN = 32.9%.
Even though the regularized contact-potential computation produces much better results than the
unregularized computation, it still is nearly 60% too low for this specific example.
8. Conclusions and outlook
I have shown that strongly interacting Bose gas can be systematically described by using
the same cluster-expansion method[69, 70, 25, 71, 30] that provides one of the most accurate
descriptions of many-body and quantum-optical effects in semiconductors. Since the BEC itself
is a highly correlated state, in terms of particle clusters, the problem must first be converted
into the excitation picture that shifts the investigation around the BEC as illustrated in Fig. 2.
Formally, the shifted system has a vacuum as the BEC whereas all aspects of BEC as well as
many-body excitation are described by the normal-component clusters excited to the system.
Most importantly, the normal component contains much lower level of atom clusters than the
BEC does in original picture, which makes the application of the cluster-expansion method to
interacting Bose gas as efficient as for semiconductors.
In the excitation picture, the many-body Hamiltonian has the actual BEC number and num-
ber fluctuations as driving terms that convert the BEC into normal component via the atom–atom
interactions. The resulting quantum depletion evolves sequentially because it can create new
correlated atom clusters only from already existing lower-lever clusters. A completely analo-
gous cluster-generation processes appears in semiconductors following an ultrafast excitation
of charge carriers by a laser pulse. Due to the sequential build up, one only needs to include
dynamics up to a certain level of clusters, before further clusters are created. Therefore, this
approach has been successfully used in semiconductors to explore and explain a wealth of many-
body and quantum-optical phenomena[25, 30, 31] and the presented work provides an equivalent
cluster-expansion framework for the strongly interacting Bose gas.
I also have introduced an implicit-notation formalism (INF) that delivers the explicit quantum
kinetics of all atom clusters of strongly interacting Bose gas with one derivation. Especially, the
INF identifies the sequential cluster-formation dynamics. In general, the clusters are created by
nonlinear processes that compete with each other; also strong diffusion among clusters classes
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can be identified. On the simplest level, the nonlinear processes and diffusion yield dephasing,
as they do in semicondctors. The cluster structure also yields energy renormalizations, screening
of interactions, density dependent dephasing, and creation of bound clusters such as Efimov
trimers and quadmers. Such multi-atom clusters have already been studied extensively in various
interacting atom gases. I expect that study of excitation induced dephasing, energy shift, or
dynamical build up of screening could be as intriguing as in semiconductors where a detailed
studies of such effects has indeed revealed several novel aspects about the many-body quantum
kinetics[7] and even about the many-body configurations[28].
As the first step of the cluster-expansion approach, I have thoroughly studied how simplest of
clusters are created by the quantum depletion. This effort yields the hyperbolic Bloch equations
(HBEs) that describe the quantum kinetic excitation of normal-component densities and squeez-
ing amplitude. Due to momentum conservation, atom–atom interaction cannot convert a single
BEC atom into normal state. Instead, the interaction converts two BEC atoms into two normal-
component atoms with opposite momenta, as illustrated in Fig. 2. From the point of view of
normal component in excitation picture, this process is fundamentally connected with squeezing
of boson fields, therefore, the elementary quantum-depletion processes are initiated by creation
of a squeezing amplitude. I have shown that this elementary process is described microscopi-
cally by the HBEs that are formally analogous to the semiconductor Bloch equations (SBEs).
As the main difference between the HBEs and SBEs, the squeezing and atom occupation must
reside above a hyperbola whereas the corresponding semiconductor excitations reside within the
Bloch’s sphere.
The homogeneous part of the HBE introduces the hyperbolic Wannier equation that general-
izes the Schro¨dinger equation of a single dimer to include the principal effect of the other atoms
in the system. We find that atom densities influence mostly those dimer states that have energy
closest to zero. As the atom density is increased, dimer states become more bound. This behav-
ior is opposite than expected for excitons that are bound electron–hole pairs in semiconductors.
For interacting boson gas, it could be interesting to study excitation-induced dimer binding as
function of atom density; analogous excitation-induced dephasing and exciton ionization studied
have indeed provided invaluable insights to many-body effects in semiconductors.[130, 131, 132,
129, 133, 134, 135, 21, 136, 25, 28, 37]
The HBEs are particularly useful when studying the quantum kinetics of excitation created by
fast switch-on of quantum depletion. The presented computations demonstrate that the normal-
component exhibit intriguing nontrivial transients on a 100µs time scale. This computation also
shows that transition to unitarity does not destroy the BEC completely, in agreement with a recent
experiment.[68] The results also indicate that the pure Bogoliubov excitations do not explain the
result because the interactions among Bogoliubov excitation strongly modify them.
The presented HBE computation fully included only contributions up to doublets. The ex-
plicit quantum kinetics of Efimov trimers and quadmers are described by the quantum kinetics
of triplets and quadruplets, respectively. I have worked out the quantum kinetic equations of all
clusters such that the presented inviestigation serves also as a general starting point to analyze Efi-
mov timers and quadmers; the explicit triplet dynamics is presented in Appendix C. Once these
are fully included to the computations, one can evaluate dephasing, screening, and trimer effects
fully microscopically. In semiconductors, an equivalent level produces a fully quantitative anal-
ysis of absorption[28], gain measurements[164], and exciton-formation studies[125, 165, 166].
Therefore, it clearly is an intriguing future goal to solve also the triplets together with the HBEs.
This analysis should reveal the quantitative relation of trimers and dimers as function of time,
atom density, and the interaction strength.
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In general, the triplet dynamics has very analogous structure than doublets modifying the
SBEs. Therefore, the triplets share much of the physics of correlations identified already in semi-
conductors. We next briefly overview the principal insights of Ref. [25] that can be directly be
used to identify different many-body effects included by triplets; their explicit dynamics is given
in 8. For example, the Boltzmann scattering source will drive the triplets and in its simplest form
introduce microscopic scattering to the HBEs. If this triplet dynamics is solved dynamically,
the dephasing can be computed microscopically; a similar level investigation in semiconductors
describes measured optical absorption[21, 28] and gain[164] extremely accurately. It will be in-
teresting to see how well similar level analysis will explain the dephasing rates of corresponding
atom BEC experiments.
The the simplest interaction terms involving triplets contain Vk multiplied by atom occupa-
tion differences and a sum over bare triplet, cf. the fifth line of Eq. (C.3). In semiconductors,
analogous terms screen the Coulomb interaction in the SBEs. In other words, the screening
of SBE singlets (HBE doublets) is generated by the hierarchical coupling to doublets (triplets).
Therefore, the triplet contributions should screen the atom–atom interaction of that appear in
the HBEs. Since the atom–atom interactions are very different from the Coulomb interaction —
they have a short range, they contain both attractive and repulsive part, and they can be externally
adjusted — it clearly will be interesting to study when and how the screening will be observable
in strongly interacting Bose gas. An of course, how the presence of BEC changes the screening,
which add another interesting possibility to modify screening.
The triplet dynamics also contains sum terms where the correlation itself is convolved with
the interaction, in the same way as squeezing amplitude renormalizes the quantum-depletion
source (104) to create bound dimer resonances to the HBE, as discussed in Secs. 6.5 and 7.2.
Analogously, these homogeneous parts yield new bound states among three atoms. Especially,
the homogeneous part of Eq. (C.6) is equivalent to a three-atom Schro¨dinger equation, at the low-
density limit, with all pairwise interaction possibilities included. Therefore, the trimer dynamics
microscopically defines the possibility to form bound Efimov trimers[46]. Like for the hyperbolic
Wannier equation (112), atom densities modify this problem via occupation terms such as (1 +
fk + fk′ ). In this connection, it will be interesting to study how normal-component density alters
Efimov physics, i.e. the study of excitation-induced effects should be illuminating also here.
The hierarchical coupling of triplets to duadruplets and five-atom correlations further gener-
ates, energy renormalizations, dephasing, screening, as well as Efimov multimer contributions
for the trimers. It is clear that these offer very broad range of many-body effects that need to
be identified and characterized in the future. Once this is managed systematically, one can com-
pare the results with other many-body systems, such as solids that contain analogous cocktail of
many-body effects in different relative mixes and weights. Similarities and differences of vari-
ous systems will most certainly provide us with new insights and perspectives to the unsolvable,
i.e. many-body quantum physics, in the spirit of the manybodypedia.
In summary, I have presented a comprehensive analysis of interacting Bose gas where I show
how the related many-body physics can be connected with the prior work done in semiconductor
optics and semiconductor quantum optics. Since the cluster-expansion approach has been very
successful in explaining semiconductor physics, I expect it to be equally useful for investigating
the strongly interacting Bose gas. Especially, the cluster-expansion formulation is tailor made
for following nonequilibrium quantum kinetics such that it should provide new many-body in-
sights to fast-switch and Bosenova experiments. In principle, one can also extend the method
to include thermodynamic transitions. In this case, one should carefully include bath interaction
and Boltzmann scattering toward thermodynamic equilibrium. It also will be interesting to study
52
how the HBEs must be reformulated for a Bose gas with a position-dependent density profile. In
particular, one would like to find how the internal degrees of freedom, described by the HBEs, are
connected with the spatial coherence, described by some generalization of the Gross-Pitaevskii
equation. All these extensions can be systematicaly built on the theoretical framework presented
in this paper.
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Appendix A. Derivation of χ dynamics
Before we embark on deriving the χ quantum kinetics, we collect a few useful relations.
Using the boson commutation relations (1) with identifications (31) several times, we find(
α⋆| ˆB
)L
Bk = Bk
(
α⋆| ˆB
)L
,
(
α⋆| ˆB
)L
B†k = B
†
k
(
α⋆| ˆB
)L
+ Lα⋆k
(
α⋆| ˆB
)L−1
,(
α⋆| ˆB
)L
B†k B
†
k′ = B
†
k B
†
k′
(
α⋆| ˆB
)L
+ L
(
α⋆k B
†
k′ + α
⋆
k′ B
†
k
) (
α⋆| ˆB
)L−1
+ L (L − 1)α⋆k α⋆k′
(
α⋆| ˆB
)L−2
.(A.1)
The corresponding hermitian-conjugated formats follow straightforwardly. We will also use the
following differentiation relations
∂⋆k
(
α⋆| ˆB
)L
= L Bk
(
α⋆| ˆB
)L−1
, ∂⋆k
(
ˆB†|α
)L
= 0 , ∂⋆k∂
⋆
k′
(
α⋆| ˆB
)L
= L (L − 1)BkBk′
(
α⋆| ˆB
)L−1
,
∂k
(
ˆB†|α
)L
= L
(
α⋆| ˆB
)L−1
B†k , ∂k
(
α⋆| ˆB
)L
= 0 , ∂k∂k′
(
ˆB†|α
)L
= L (L − 1)
(
α⋆| ˆB
)L−1
B†kB
†
k′ ,
(A.2)
that follow directly from differentiating definition (30).
With the help of these and quantum dynamics (23)–(24), we can evaluate the Heisenberg
equation of motion (8) in four separate parts:
i~
∂
∂t
ˆO[λ] ≡
[
ˆO, ˆH[λ]
]
− , (A.3)
where λ is equal to “ren”, 0, 1, or 2 corresponding to renormalized ˜Ek, W [0] as well as Coulomb
W [1], and W [2] contributions in Eqs. (23)–(24), respectively. For later use, we work out the
quantum dynamics of
(
α⋆| ˆB
)
, yielding
i~
∂
∂t
(
α⋆| ˆB
)[ren]
=
∑
k
α⋆k
˜Ek Bk , i~
∂
∂t
(
α⋆| ˆB
)[0] ∑
k,k′
∑
q,(k,k′)
α⋆k W
[0]
k′−k B
†
q−k Bq−k′ Bk′ ,
i~
∂
∂t
(
α⋆| ˆB
)[2]
=
∑
k
B†kα
⋆
−kW
[2]
k , i~
∂
∂t
(
α⋆| ˆB
)[1]
=
∑
k,k′
′ α⋆k
(
W [1]k,k′−kB
†
k′−kBk′ +
1
2 W
[1]
k′ Bk−k′Bk′
)
,
(A.4)
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after applying Eqs. (23)–(24), definition (30), and boson commutator relations (1) several times.
The quantum kinetics of the characteristic function can be constructed from the time evolu-
tion of CJ,K constants defined in connection with Eq. (31). To perform the derivation contribution
by contribution, we evaluate
i~
∂
∂t
C[λ]J,K ≡
K∑
L=1
(−1)K
J! K!
〈
(
ˆB†|α
)J (
α⋆| ˆB
)L−1
i~
∂
∂t
(
α⋆| ˆB
)[λ] (
α⋆| ˆB
)K−L〉
ex
+
J∑
L=1
(−1)K
J! K!
〈
(
ˆB†|α
)L−1
i~
∂
∂t
(
ˆB†|α
)[λ] (
ˆB†|α
)J−L(
α⋆| ˆB
)K〉
ex
. (A.5)
The first line of Eq. (A.5) produces
i~
∂
∂t
C[eff],1stJ,K ≡
K∑
L=1
(−1)K
J! K!
〈
(
ˆB†|α
)J (
α⋆| ˆB
)L−1 ∑
k
α⋆k
˜Ek Bk
(
α⋆| ˆB
)K−L〉
ex
, (A.6)
once we insert dynamics (A.4) for λ = “eff′′. Since Bk commutes with
(
α⋆| ˆB
)
according to
relation (A.1), Eq. (A.6) becomes
i~
∂
∂t
C[eff],1stJ,K =
K∑
L=1
(−1)K
J! K!
〈
(
ˆB†|α
)J ∑
k
α⋆k
˜Ek Bk
(
α⋆| ˆB
)K−1〉
ex
=
(−1)K
J! K!
〈
(
ˆB†|α
)J ∑
k
α⋆k
˜Ek K Bk
(
α⋆| ˆB
)K−1〉
ex
, (A.7)
where the last step appears because the L-sum argument is independent of L. We may now apply
the differentiation rule (A.2) to convert Eq. (A.7) into
i~
∂
∂t
C[eff],1stJ,K =
∑
k
′
˜Ek α⋆k∂
⋆
kCJ,K . (A.8)
A very similar derivation using commutation relations (A.1) and differentiation properties (A.2)
eventually produces
i~
∂
∂t
C[eff]J,K =
∑
k
˜Ek
[(
α⋆k∂
⋆
k
)
− (· · · )⋆α→−α
]
CJ,K
i~
∂
∂t
C[0]J,K =
∑
k,k′ ,q
W [0]q
[(
1
2α
⋆
k α
⋆
k′ − α⋆k∂k′
)
∂⋆k−q ∂
⋆
k′+q − (· · · )⋆α→−α
]
CJ,K
i~
∂
∂t
C[1]J,K =
∑
k,k′
[
W [1]k,k′α
⋆
k∂k′∂
⋆
k+k′ − 12
(
W [1]k′ ,kα
⋆
k+k′∂
⋆
k∂
⋆
k′ + W
[1]
k,k′ α
⋆
kα
⋆
k′∂
⋆
k+k′
)
− (· · · )⋆α→−α
]
CJ,K
i~
∂
∂t
C[2]J,K =
∑
k
W [2]k
[
1
2α
⋆
kα
⋆
−k − α⋆k∂−k − (· · · )⋆α→−α
]
CJ,K . (A.9)
where (· · · )⋆α→−α within each contribution denotes a complex conjugation of the first term after
all α arguments, including those appearing in differentiation, are negated. We also have omitted
the explicit exclusion of the zero-momentum components in the sums because it is clear from
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now on that CJ,K does not have α0 dependency. This somewhat simplifies the notation, while not
confusing the correct structure.
Based on Eqs. (31), (23)–(24), and (A.3), the χ dynamics becomes
i~
∂
∂t
χ =
∞∑
J,K=0
∑
λ
i~
∂
∂t
C[λ]J,K . (A.10)
We have already worked out the dynamics of all λ components in Eq. (A.9) which produces
i~
∂
∂t
χ =
∑
k
˜Ek α⋆k ∂
⋆
k +
∑
k,k′ ,q
W [0]q
[
1
2α
⋆
k α
⋆
k′ − α⋆k∂k′
]
∂⋆k−q ∂
⋆
k′+q
+
∑
k,k′
[
W [1]k,k′α
⋆
k∂k′∂
⋆
k+k′ − 12
(
W [1]k,k′α
⋆
k+k′∂
⋆
k∂
⋆
k′ + W
[1]
k,k′ α
⋆
kα
⋆
k′∂
⋆
k+k′
)]
+
∑
k
W [2]k
[
1
2α
⋆
kα
⋆
−k − α⋆k∂−k
] χ − (· · · )⋆α→−α χ . (A.11)
This presents exactly the quantum dynamics of interacting Bose gas when its quantum statistics
is represented through the normally-ordered characteristic function. To simplify the notation,
we have suppressed the {α} argument of χ and have not explicitly excluded the αk and ∂k with
a vanishing k because this does not produce unambiguity for computations performed in the
excitation picture.
We observe that the χ dynamics follows from integro-differential equation (A.11) which we
express symbolically via
i~
∂
∂t
χα ≡ ˆDtotα χα , (A.12)
where we have again denoted the implicit α dependence for the sake of completeness. The
differential operator can be organized in orders of differentiation, eventually yielding
ˆDtotα ≡ d(0)α +
∑
k
(
d(1,−)k,α ∂
⋆
k −
[
d(1,+)k,α
]⋆
∂k
)
+
1
2
∑
k,k′
(
d(2,−)k,k′,α ∂
⋆
k ∂
⋆
k′ −
[
d(2,+)k,k′,α
]⋆
∂k ∂k′
)
+
∑
k,k′
d(2)k,k′,α ∂
⋆
k ∂k′
−
∑
k,k′,q
(
d(3)k,k′,α ∂k+q ∂
⋆
k ∂
⋆
k′ −
[
d(3)k,k′,α
]⋆
∂⋆k+q∂k ∂k′
)
, (A.13)
where the first line contains a constant
d(0)α ≡
∑
k
W [2]k
α⋆kα
⋆
−k − αkα−k
2
, (A.14)
as well as a linear contribution
d(1,±)k,α ≡ ˜Ekα⋆k +W [2]−kα−k ±
1
2
∑
k′
W [1]k−k′ ,k′ α
⋆
k−k′ α
⋆
k′ . (A.15)
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The quadratic differentiations contain constants
d(2,±)k,k′,α ≡
∑
q
W [0]q α⋆k−q α
⋆
k′+q ±W [1]k,k′ α⋆k+k′ ,
d(2)k,k′,α ≡ W [1]k′ ,k−k′α⋆k−k′ +W [1]k,k′−kαk′−k . (A.16)
while the cubic differentiations are multiplied by
d(3)k,q,α ≡ W [0]q αk−q . (A.17)
Equations (A.12)–(A.17) describe the χ dynamics exactly.
Appendix B. Relevant differentiation relations in the implicit-notation formalism
Before we show that the INF differentiation-relation (55) is generally valid, we consider first
useful summation relations. Based on definition (56), we can perform an pointer-selection sum
as follows:
SelK+1[λ+1] =
K−λ+1∑
j1=1
K−λ+2∑
j2=1+ j1
· · ·
K+1∑
jλ+1=1+ jλ
=
K−λ+1∑
j1=1
K−λ+2∑
j2=1+ j1
· · ·
K∑
jλ=1+ jλ−1
∣∣∣∣∣∣∣∣ jλ+1=K+1
+
K−λ∑
j1=1
K−λ+1∑
j2=1+ j1
· · ·
K∑
jλ+1=1+ jλ
. (B.1)
where we have split the last index selection into two parts; the first one has the single pointer
selection jλ+1 = K+1 while the second contribution contains the remaining selections. Note that
the second selection can has upper limit K because the pointer jλ+1 = K+1 selection has already
been treated by the first term. Both of these contributions are now expressible in terms of an Sel
sum, based on the definition (56), producing
SelK+1[λ+1] = SelK[λ]
∣∣∣ jλ+1=K+1 + SelK[λ+1] = SelK+1[λ],K+1 + SelK[λ+1] , SelK+1[λ],K+1 ≡ SelK[λ]∣∣∣ jλ+1=K+1 ,(B.2)
where the highest index selection is expressed explicitly. For λ = K, the last selection does
not produce any contributions. For later use, we have also introduced a simplified notation for
explicit selection of jK+1 = K + 1 as a pointer.
We now implement the differentiation (55) explicitly and evaluate the full pointer-selection
sum (56)
K+1∑
[λ]
=
K+1∑
λ=0
SelK+1[λ] = SelK+1∅ +
K+1∑
λ=1
SelK+1[λ] = SelK∅ +
K∑
λ=0
SelK+1[λ+1] , (B.3)
where we have first computed the λ = 0 that selects an empty set. The last step is obtained by
applying a change of summation index λ → λ + 1 and implementing SelK+1∅ = SelK∅ because an
empty set selection is identical regardless of how many elements it is chosen from. As we apply
relation (B.2) to result (B.3), we obtain
K+1∑
[λ]
= SelK∅ +
K∑
λ=0
SelK+1[λ],K+1 +
K−1∑
λ=0
SelK[λ+1] =
K∑
λ=0
SelK+1[λ],K+1 + Sel
K
∅ +
K∑
λ=1
SelK[λ]
=
K∑
λ=0
SelK+1[λ],K+1 +
K∑
λ=0
SelK[λ] =
K∑
λ=0
(
SelK+1[λ],K+1 + SelK[λ]
)
, (B.4)
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where we first have fixed the upper limit of the second term to K −1 because the λ = 0 term does
not contribute, see discussion after Eq. (B.2). The change of summation, λ→ λ− 1, allows us to
collect all contributions under one λ.
To prove that differentiation (55) is generally valid, we show that a simpler form
D{K}∅ F1 F2 =
K∑
[λ]
[
D{K}([λ])∅ F1
] D{K
∣∣∣ [λ]}
∅ F2
 (B.5)
is a general relation. We prove this by using the method of induction. For K = 1 elements,
differentiation (B.5) becomes
D{1}∅ F1 F2 =
1∑
λ=0
Sel1[λ]
[
D{1}([λ])∅ F1
] D{1
∣∣∣ [λ]}
∅ F2

= Sel1[λ=0]
[
D{1}([λ])∅ F1
] D{1
∣∣∣ [λ]}
∅ F2
 + Sel1[λ=1] [D{1}([λ])∅ F1]
D{1
∣∣∣ [λ]}
∅ F2
 , (B.6)
which follows from definition (57). Both of the pointer selections in Eq. (B.6) reduce to a simple
form; Sel1[λ=0] does not select any pointers, such that the pointer sequence [0] becomes an empty
set ∅. The Sel1[λ=1] selects the only possible pointer sequence [1]. With this information, Eq. (B.6)
reduces into
D{1}∅ F1 F2 =
[
D{1}(∅)∅ F1
] D{1
∣∣∣ ∅}
∅ F2
 + [D{1}([1])∅ F1]
D{1
∣∣∣ [1]}
∅ F2

=
[
D∅∅F1
] [
D1∅F2
]
+
[
D1∅F1
] [
D∅∅F2
]
= F1
[
∂k1 F2
]
+
[
∂k1 F1
]
F2 , (B.7)
where the last step follows by implementing definitions (53). We now see that the explicit differ-
entiations construct D{1}∅ F1 F2 = ∂k1 F1F2, which is identical to the original definition (50) for
the collective differentiation. In other words, we have shown that recursion (B.5) is valid at least
for K = 1.
As an induction assumption, we expect that recursion (B.5) is valid for K and then show that
this necessarily implies that also the K + 1 recursion follows the same relation. Therefore, we
compute
D{K+1}∅ F1 F2 = D
{K},kK+1
∅ F1 F2 = D
{K}
∅ ∂kK+1 F1 F2
= D{K}∅
[
∂kK+1 F1
]
F2 +D{K}∅ F1
[
∂kK+1 F2
]
, (B.8)
where we have differentiated the ∂kK+1 explicitly, based on definition (50) and the product rule of
differentiation. We may now implement relation (B.5) on the basis of the induction assumption.
This converts differentiation (B.8) into
D{K+1}∅ F1 F2 =
K∑
[λ]
[D{K}([λ])∅ ∂kK+1 F1]
D{K
∣∣∣ [λ]}
∅ F2
 + [D{K}([λ])∅ F1]
D{K
∣∣∣ [λ]}
∅ ∂kK+1 F2


=
K∑
[λ]
[D{K+1}([λ],K+1)∅ F1]
D{K+1
∣∣∣ [λ],K+1}
∅ F2
 + [D{K+1}([λ])∅ F1]
D{K+1
∣∣∣ [λ]}
∅ F2

 , (B.9)
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where the last step follows because we may simplifyD{K}([λ],K)∅ ∂kK+1 = D
{K+1}([λ],K+1)
∅ andD
{K
∣∣∣ [λ]}
∅ ∂kK+1 =
D{K+1
∣∣∣ [λ]}
∅ and rewrite D
{K
∣∣∣ [λ]}
∅ = D
{K+1
∣∣∣ [λ],K+1}
∅ as well as D
{K}([λ])
∅ = D
{K+1}([λ])
∅ because λ ex-
cludes the selection of the pointer K + 1. We then implement ∑K[λ] with the help of definition
(57), which converts Eq. (B.9) into
D{K+1}∅ F1 F2 =
K∑
λ=0
SelK+1[λ],K+1 [D{K+1}([sel])∅ F1]
D{K+1
∣∣∣ [sel]}
∅ F2

+SelK[λ]
[
D{K+1}([sel])∅ F1
] D{K+1
∣∣∣ [sel]}
∅ F2


=
K∑
λ=0
(
SelK+1[λ],K+1 + SelK[λ]
) [
D{K+1}([sel])∅ F1
] D{K+1
∣∣∣ [sel]}
∅ F2
 , (B.10)
where [sel] indicates the pointer sequence selected by the pointer selection operation Sel. We
now see that the λ sum is identical to the reduction formula (B.4). Therefore, Eq. (B.10) reduces
into
D{K+1}∅ F1 F2 =
K+1∑
λ=0
SelK+1[λ]
[
D{K+1}([sel])∅ F1
] D{K+1
∣∣∣ [sel]}
∅ F2

=
K+1∑
λ=0
SelK+1[λ]
[
D{K+1}([λ])∅ F1
] D{K+1
∣∣∣ [λ]}
∅ F2
 , (B.11)
which shows that our induction assumption is correct.
It is clear that also D∅{P} must satisfy a relation that is completely analogous to Eq. (B.5) be-
cause one can simply complex-conjugate relation (B.5) to produce it. In total, D{K}{P} = D{K}∅ D∅{P}
can then be constructed by implementing two differentiation relations separately, which even-
tually produces result (55). In this context, the application of differentiation to three functions
follows recursively from the two-function differentiation.
Appendix C. Quantum kinetics of triplets
Any correlation is uniquely defined by ∆I{K}{P} where {K} and {P} contain a sequence of atom
states that appear in boson creation and annihilation operators of the correlation, respectively,
compare with definition (40). The quantum dynamics of triplets can be directly unraveled from
Eqs. (74)–(78) by choosing a specific {K} and {P} combination identified by definitions (16). We
apply homogeneous conditions, i.e. the total momentum of creation operators is equal to that
of annihilation operators within all correlations that appear, as discussed in Sec. 2.2. Next, we
use this straightforward approach and write down the explicit quantum dynamics of T k
′,k
1,2 and
T k
′ ,k
0,3 correlations. Triplets describe correlations among three boson operators, and we first need
to identify the corresponding three normal-component wave vectors. Based on definition (16),
T k
′ ,k
1,2 contains state k1 = k+k
′ that defines sequence {K} as well as states p1 = k′, p2 = k that are
elements of {P}. At the same time, T k′ ,k0,3 contains no elements within {K} = ∅ while {P} contains
states p1 = −k − k′, p2 = k′, and p3 = k. With this information, Eqs. (74)–(78) produce the
corresponding correlation dynamics straightforwardly.
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To identify the physical structure of typical scattering source that drives triplets, we introduce
BZk1,k2,k3 ≡
√
NC fk1
(
1 + fk2
) (
1 + fk3
) − √NC (1 + fk1 ) fk2 fk3 (C.1)
which has a typical form encountered for the bosonic Boltzmann scattering. More specifically,
the
√
NC fk1
(
1 + fk2
) (
1 + fk3
)
part can formally be viewed as an in-scattering contribution whose
initial state is defined by a normal-component occupation fk1 and a BEC contribution
√
NC
whereas the final state consists of two normal-component atoms that will contain
(
1 + fk2
)
and(
1 + fk3
)
atoms after a scattering event. Interestingly, the BEC does not participate in the scat-
tering via its occupation, but via
√
NC that is essentially BEC order parameter. Intuitively, this
follows because the BEC acts as a macroscopic object whose individual atoms cannot be singled
out in scattering events. The role of initial and final states is reversed in an out-scattering con-
tribution
√
NC
(
1 + fk1
) fk2 fk3 ; in this context, the final-state √1 + NC is essentially the same as√
NC, which explains why one does not need to increase the BEC number by one. In general,
BZk1 ,k2,k3 greatly resembles a typical fermionic Boltzmann scattering source that drives doublet
dynamics entering the SBEs, cf. Ref. [25] for more details.
Besides pure occupations, the normal state may contain a squeezing amplitude which also
contributes to the source that drives triplets; this term is analogous to the polarization scattering
that drives the doublets entering the SBEs, described in Ref. [25, 30]. In total, the scattering
contribution to the T k
′ ,k
1,2 becomes
S k
′,k
1,2 ≡
Vk
2
(
BZk+k
′ ,k′,k +
√
NC ( fk+k′ − fk′ )sk +
√
NC s⋆k+k′ sk′
)
+
Vk+k′
2
√
NC
(
fk+k′ − fk′ + s⋆k+k′
)
sk . (C.2)
The explicit form of T k
′ ,k
1,2 dynamics then becomes
i~
∂
∂t
T k
′ ,k
1,2 =
(
Erenk + E
ren
k′ − Erenk+k′
)
T k
′ ,k
1,2 + ∆
ren
k
[
T k+k
′ ,−k
1,2
]⋆
+ ∆renk′
[
T k+k
′ ,−k′
1,2
]⋆ − [∆renk+k′ ]⋆ T k′ ,k0,3
+ S k
′ ,k
1,2 + S
k,k′
1,2
+ (1 + fk + fk′ )
∑
l
Vl T k
′+l,k−l
1,2 + ( fk+k′ − fk)
∑
l
Vl−k T k
′ ,l
1,2 + ( fk+k′ − fk′ )
∑
l
Vl−k′ T l,k1,2
+ sk′
∑
l
Vl+k′ T l,k
′+k
1,2 −
∑
l
Vl−k′−k T−l,l+k1,2

⋆
+ sk
∑
l
Vl+k T l,k
′+k
1,2 −
∑
l
Vl−k′−k T−l,l+k
′
1,2

⋆
+ s⋆k+k′
∑
l
Vl−k′ T l,k0,3 +
∑
l
Vl−k T k
′ ,l
0,3

+ Vk ( fk+k′ − fk′ )
∑
l
T l,k1,2 + Vk′ ( fk+k′ − fk)
∑
l
T k
′ ,l
1,2 + Vk+k′ (sk + sk′ )
∑
l
T l,k+k
′
1,2

⋆
+ Hik
′ ,k
1,2 + Hi
k,k′
1,2 , (C.3)
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where the last contribution contains the hierarchical coupling. Its explicit form is
Hik
′,k
1,2 ≡
∑
l
√
NC
(
Vl Qk,l,k
′−l
1,3 +Wl,k Qk
′−l,l,k+k′
2,2 −
Vl
2
[
Ql′−k′ ,k′,k2,2
]⋆ − Wl,k+k′
2
Ql,k′,k1,3
)
+
∑
j,l
Vl
(
∆〈B†k+k′B†j+lBk′+lBjBk〉ex −
1
2∆〈B†j B†k+k′+lBk′BkBj+l〉ex
)
, (C.4)
where we have used Wk,l ≡ Vk +Vl, based on Eq. (22). These contributions couple the triplets to
quadruplets as well as five-atom correlations. The quadruplets are defined by Eq. (17).
The quantum kinetics of T k
′ ,k
0,3 follows an analogous format. Its scattering source contains
only terms containing a squeezing amplitude,
S k
′,k
0,3 ≡
Vk
2
(√
NC (1 + fk + sk)(sk′ + sk+k′ ) +
√
NC fk′ s⋆k+k′ +
√
NC fk+k′ s⋆k′
)
. (C.5)
The full correlation dynamics becomes
i~
∂
∂t
T k
′ ,k
0,3 =
(
Erenk + E
ren
k′ + E
ren
k+k′
)
T k
′ ,k
0,3 + ∆
ren
k T
k′ ,−k−k′
2,1 + ∆
ren
k′ T
−k−k′ ,k
2,1 − ∆renk+k′ T k
′ ,k
2,1
+ S k
′ ,k
0,3 + S
k′,k
0,3 + S
k′,−k−k′
0,3 + (1 + fk + fk+k′ )
∑
l
Vl−k T k
′ ,l
0,3
+ (1 + fk′ + fk+k′ )
∑
l
Vl−k′ T l,k
′
0,3 + (1 + fk + fk′ )
∑
l
Vl T k
′+l,k−l
0,3
+ sk
∑
l
[
Vl+k+k′ T k
′ ,l′
1,2 + Vl−k′ T
−k−k′ ,l
1,2
]
+ sk′
∑
l
[
Vl+k+k′ T l,k1,2 + Vl−k T
−k−k′ ,l
1,2
]
+ sk+k′
∑
l
[
Vl−k T k
′ ,l
1,2 + Vl−k′ T
l,k
1,2
]
+ Vk (sk′ + sk+k′ )
∑
l
T l,k1,2 + Vk′ (sk + sk+k′ )
∑
l
T k
′ ,l
1,2 + Vk+k′ (sk + sk′ )
∑
l
T−k−k
′ ,l
1,2
+ Hik
′ ,k
0,3 + Hi
k,k′
0,3 + Hi
k′,−k−k′
0,3 , (C.6)
where the hierarchical coupling is provided by
Hik
′ ,k
1,2 ≡
∑
l
√
NC
(Vl
2
Q−k−k′ ,l,k0,4 + Wl,k Q−k−k
′ ,k′,k+l
2,2
)
+
∑
j,l
Vl∆〈B†l+jB−k−k′BlBk′+jBk〉ex (C.7)
that contains quadruplets and five-atom correlations. The other triplets T k
′ ,k
2,1 and T
k′ ,k
3,0 are con-
nected with T k
′,k
1,2 and T
k′ ,k
0,3 , respectively, with complex conjugation such that we do not need to
elaborate their explicit dynamics here.
Appendix D. Hyperbolic Bloch equation at Bogoliubov limit
By inserting substitutions (124) to the HBEs (108), we obtain the Bogoliubov limit of the
HBEs:
i~
∂
∂t
sk = 2
(
EVk − iγk
)
sk + (1 + 2 fk) NC Vk , (D.1)
~
∂
∂t
fk = −Γk fk + 2 NC VkIm
[
s⋆k
]
, (D.2)
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where we have set the relaxation r to zero. The renermalization of the kinetic energy now follows
from EVk = Ek + NC Vk, as introduced by Eq. (124). As the BEC number approaches a constant
value, the squeezing amplitude and atom distribution approach a simple steady state:
sstek = −
1
2
(
1 + 2 f stek
)
NCVk
EVk − iγk
, f stek = −
2 NC Vk
Γk
Im
[
sstek
]
. (D.3)
By substituting sstek into Eq. (D.3), we eventually obtain
f stek =
γk
Γk
(
1 + 2 f stek
) ∣∣∣∣∣∣ NC VkEVk + iγk
∣∣∣∣∣∣
2
. (D.4)
We may now apply the minimum uncertainly condition (111) (with fk → f stek ), yielding
f stek =
1
4
(
1 + 2 f stek
)2
1 + f stek
∣∣∣∣∣∣ NC VkEVk + iγk
∣∣∣∣∣∣
2
. (D.5)
By multiplying both sides with 1 + f stek , this produces a regular quadratic equation whose roots
yield only one positive atom distribution
f stek =
1
2
 |EVk + iγk|EBGk − 1
 , (D.6)
where we have identified the standard energy dispersion
EBGk ≡
√
|EVk + NCVk + iγk|2 − (NCVk)2 =
√(
~2k2
2m
)2
+ NCVk
~2k2
m
+ γ2k (D.7)
for the Bogoliubov excitations. As result (D.6) is inserted back into Eq. (??), we obtain
sstek = −
1
2
EVk − iγk∣∣∣EVk − iγk∣∣∣
NCVk
EBGk
. (D.8)
Results (D.6)–(D.8) define the standard result of the Bogoliubov excitations for vanishing de-
phasing. Therefore, they indeed describe how the Bogoliubov excitations behave when dephas-
ing is included.
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