A streamlined derivation of the Kac-Ward formula for the planar Ising model's partition function is presented and applied in relating the kernel of the Kac-Ward matrices' inverse with the correlation functions of the Ising model's order-disorder correlation functions. Used in the analysis is the formula's minor extension beyond planarity. A shortcut for both is enabled through the Bowen-Lanford graph zeta function relation.
Preamble
The focus of this note is on the application of a graph zeta function for a simplified Kac-Ward style derivation of Onsager's formula for the free energy of the planar Ising model. This approach also adds insight into the origin of some of the model's astounding properties and emergent structures.
Two specific goals are: i) present a simple derivation of the Kac-Ward formula for the free energy [24] , which highlights its relation to the concept of graph zeta function, ii) reach beyond the partition function, and demonstrate that the Kac-Ward matrix' resolvent provides the correlation function of the model's order-disorder operators. This relation adds insight on some of the structural properties of the model's correlation functions.
The subject has a rich history some of whose highlights are mentioned below, within its relevant context. In particular, this paper bears relation with the recent works of D. Cimasoni [6] and M. Lis [26] . The latter includes a short combinatorial proof of the Kac-Ward determinantal formula for the Ising model's partition function. The proof given here is closely related, but we highlight the argument's link with the graph zeta function. We also identify an algebraic statement which allows to reduce the combinatorics to what is essentially contained in Kac-Ward's first step.
The Kac-Ward matrix was also noted to play a role in the definition of fermionic variables; e.g., in [25] (and references therein), the matrix' inverse kernel was identified, through a natural path expansion, as a fermionic generating function. To this discussion we add the explicit recognition of this kernel as the correlation function of the model's order-disorder operators. We thus complete a loop linking the initial Kac-Ward proposal with the Kadanoff-Ceva order-disorder operators, in which they recognized the spinors through which B. Kaufmann made the derivation of Onsager's solution more accessible. All that emerging from the combinatorics of this classical model.
We do not specifically address here the Ising model's critical point, on which much has been said in the literature, including from the Chelkak-Smirnov perspective of the model's sholomorphicity [34, 9] and on the latter's links with the Kac-Ward method [7] ).
The presentation of these results requires the introduction of two rather different subjects. We start with the one which is less native to statistical mechanics.
Graph zeta functions

Paths on graphs with transition-based weights
For a graph, described in terms of its vertex and edge set as G = (V, E), the set of its oriented edges will be denoted here by E ≡ E(G) = E × {+1, −1}. These will be used to describe paths and loops on G. The presentation of paths in this form, rather than through sequences of visited sites, simplifies the formulation of weights which depend multiplicatively on both the edges visited and turns taken. 1. An oriented edge e ≡ (x 1 , x 2 ) is said to lead into e ≡ (y 1 , y 2 ) if y 1 = x 2 . The relation is denoted e e . The reversal of e is denoted e.
2.
A path on G is a finite sequence γ = (e 0 , e 1 , . . . , e n ) of oriented edges sequentially leading into each other. The number of such steps, n, is denoted by | γ|. A path is said to be backtracking if e j+1 = e j for some j.
3.
A loop is an equivalence class, modulo cyclic reparametrization, of non-backtracking paths (e 0 , e 1 , . . . , e n ) with e n = e 0 . A loop is called primitive if it cannot be presented as some k-fold repetition of a shorter one. 4 . A E × E matrix M is non-backtracking if M e,e = 0 for all e ∈ E. For a E × E matrix M and a path or loop γ = (e 0 , e 1 , . . . , e n ), we denote:
(which for loops is invariant under cyclic reparametrizations).
The following general results allows a natural introduction of the Bowen-Lanford zeta function ζ M [5] . Theorem 2.2. Let G be a finite graph and M a non-backtracking E × E matrix. Then for all u ∈ C such that |u| −1 > M ∞ := max e∈ E e ∈ E |M e,e | :
where the product ranges over the primitive oriented loops, each equivalence class contributing a single factor.
Proof. For u small enough ln det(1 − uM) is analytic in u and satisfies:
The sum is convergent since | tr M n | ≤ M n ∞ . Furthermore, the assumed bound |u| < M −1 ∞ also guarantees the absolute convergence of the sums obtained by splitting:
where the last equation is obtained by representing each loop γ as the suitable power (k) of a primitive oriented loop and p ranges over equivalence classes of such, modulo cyclic permutation. Thus
Combined with (2.3) this yields (2.2).
The meromorphic function ζ M defined in (2.2) is related to Ihara's graph zeta function, whose usual definition is in terms of site-indexed paths and V × V matrices. In that case the customary non-backtracking restriction on p needs to be added explicitly. Also the statement and proof of the corresponding result are a bit more involved. Further background on this topic, other extensions, and graph theoretic applications, can be found in, e.g., [37, 30] .
In view of the simplicity of the argument, it may be worth stressing that the limitations placed on the loops in (2.2) leave the possibility of self intersection, multiple crossing of edges, and arbitrary repetitions of sub-loops. The product in (2.2) is over an infinite collection of factors, whose series expansions yield terms with arbitrary powers of u. However on the left side is a polynomial in u. Thus contained in this zeta function relation is an infinite collection of combinatorial cancellations.
The Ising model
The model's basic variables
The Ising model is a system of ±1 valued spin variables (σ x ) attached to the vertices V of a graph G with the energy function
given in terms of edge couplings J x,y . The probability distribution representing thermal equilibrium is the Gibbs measure, referred to as the Gibbs state,
for which the expectation value functional will be denoted by · G β,h (some of whose indices will occasionally be omitted). The normalizing factor is the partition function Z G (β, h). Through it, one computes the thermodynamic pressure:
Of particular interest is the infinite volume limit |V| → ∞ for the pressure, for which singularities may develop corresponding to phase transitions. Of further interest are the infinite volume limits of the Gibbs equilibrium states. These can be viewed as tangents of the pressure functional [33] , and unlike ψ(β, h) their limits may depend on the boundary conditions. For most of the analysis which follows, the model's coupling constants need not be constant, or ferromagnetic. The first of these restrictions will be invoked only in extracting Onsager's formula for the free energy from the Kac-Ward determinantal expression for the case G = Z 2 and J x,y = J for all {x, y} ∈ E(Z 2 ).
A graphical high temperature representation
In discussing the model's partition function it is convenient to split off a trivial factor and denote:
For any collection of edges Γ ⊂ E, we denote by ∂Γ the collection of vertices of the graph which are oddly covered by Γ. Edge collections with ∂Γ = ∅ correspond to so called even subgraphs of G. In these terms one has:
Lemma 3.1. For any finite graph G the Ising partition function at vanishing field admits the following expansion into even subgraphs:
with w(Γ) := {x,y}∈Γ W {x,y} at the weights
The corresponding spin correlation functions of any even number of vertices A ⊂ V are represented by
This well known representation is obtained by writing
and then summing the resulting expression over the spin configurations (σ). Equation 
Onsager's solution and the Kac-Ward formula
The field of statistical mechanics was transformed by Onsager's announcement of the following result.
Theorem 4.1 (Onsager [29] ). For the Ising model with constant nearest-neighbor couplings, J x,y = J > 0, on G = Z 2 the infinite-volume pressure is given by
The significance and impact of Onsager's solution cannot be overstated. It demonstrated for the first time the possibility of modeling the divergence of specific heat at a phase transition; in this case as C log |β − β c |, with β c characterized by Y (β c ) = 1.
Onsager's solution was algebraic in nature. Its elaboration, by Kaufman [23] , and later Schultz, Mattis and Lieb [35] showed the unexpected utility of fermonic structures in this context. The critical exponents which the exact solution(s) yielded have provided backing to more general theories of critical phenomena, based on unproven assumptions. Developments which followed (of which there were many) allowed to establish existence of the scaling limit of the critical model, and its conformal invariance -the latter proven by Smirnov [34] for Z 2 and by Chelkak and Smirnov [9] for more general planar graphs. A recent review, with emphasis on other methods than those on which we focus here can be found in [8] .
Solutions of other 2D models followed, though none in D > 2 dimension. Despite the lack of exact solutions many of the essential features of the model's critical behavior have been understood (including at the level of rigorous results, which this may not be the place to list) and more may be on its way [14] .
The Kac-Ward theorem and its extension beyond planarity
We now turn to the method proposed by Kac and Ward [24] for a combinatorial solution of the Ising model. A key role in it is played by the E × E non-backtracking matrix K, which for planar graphs of straight edges is defined as with ∠(e, e ) ∈ (−π, π) the difference in the argument of the tangent of e relative to the tangent of e at the vertex at which the two edges meet.
To increase the method's reach it is convenient to consider also an extension of the corresponding matrix beyond strict planarity, to faithful projections of graphs to R 2 . which we define as follows. (An example is depicted in Fig. 1 .) Definition 4.2. A faithful projection of a graph G (which need not be planar) to R 2 is a graph drawn in the plane such that 1. the projection is graph isomorphic to G, in the sense that pairs of projected edges meet at a common end point only if so do the corresponding edges in G, 2. the projected edges are described by piecewise differentiable simple curves which except for their end points avoid the graph vertices.
We extend the definition of the matrix (4.2) to such faithful projections by letting ∠(e , e) ∈ (−π, π] be the sum of the discrete changes in the tangents argument, from the origin of e to that of e , plus the integral of the increase in the tangent's argument increments along the edge e. Referring to planar graphs we shall by default mean graphs faithfully projected to R 2 with no-crossing edges.
The extension beyond strict planarity will be employed here in clarifying the Kac-Ward resolvent kernel's meaning in terms of recognizable observables. However for simplicity of the reading of the main combinatorial argument, it is recommended to first focus on the planar case:
For any finite planar graph G:
with W the E× E diagonal matrix with diagonal entries given by W (x,y) = W (y,x) = tanh(βJ x,y ).
The right hand side involves the principal value of the square root function. The transition from the determinantal expression (4.3) to Onsager's explicit formula of the partition function (4.1) is through a standard calculation. For completeness, it is included here in the Appendix. Theorem 4.3 has a somewhat long and oft restated history. The formula was presented in the proposal by Kac and Ward [24] for a combinatorial solution of the Ising model which does not require the algebraic apparatus of Onsager [29] and Kaufman [23] . Subsequently, gaps of formulation were pointed out by Feynman, who proposed a systematic approach to an order by order derivation of this relation, in steps of increasing complexity [15] . The full proof was accomplished by Sherman [36] and later also by Burgoyne [4] , who organized the combinatorial analysis to all orders. At the same time the determinantal formula was given other derivations by Hurst and Green [19] , Kasteleyn [22] and Fisher [16] based on Pfaffians and relations to the dimer model. Proofs were extended to arbitrary planar graphs on orientable surfaces in which the connection to spin structures and graph zeta functions was already made; see also [6, 26] and references therein.
In Section 6 we provide yet another short proof of Theorem 4.3. The combinatorial arguments used there also yield the following extension of the statement. 
where n 0 (Γ) is the number of Γ's non-vertex edge crossings in G's projection on R 2 .
In the planar case, the left side of (4.4) yields the partition function, cf. (3.5). An example of a non-planar graph to which the above applies is depicted in Fig. 1 .
Basic properties of the Kac-Ward matrices
From the invariance of the edge weights W e under reflection (e → e) it follows that the multilinear function det(1 − KW) is at most a quadratic polynomial of these edge weights. A stronger statement can be deduced by taking into account also the structure of K. A key observation is that the product of the weights associated with K along a primitive oriented loop p imbedded into the plane R 2 yields the parity of the winding win(p) of the loop's tangent. This in turn is related by Whitney's theorem [38] to the parity of the loop's self crossing number n(p):
A useful consequence is:
Lemma 5.1. For any faithful projection of a graph to R 2 the matrix M = KW satisfies,
for all oriented edges e ∈ E and all n ∈ N.
Proof. Each of the terms may be expanded in terms of paths of length n on the oriented edges. The first equality follows from the invariance of loop weights χ K (γ), as given by (5.1), with respect to the reversal of orientation. In particular, invariance of the weights under the mapping which transforms the loopγ = (e, e 1 , . . . , e n−1 , e) into (e, e n−1 , . . . , e 1 , e). The second inequality is based on the fact that for any path (e, e 1 , . . . , e n−1 , e), which starts on e and ends on the reversed edge e, there is the uniquely associated path (e, e n−1 , . . . , e 1 , e) of opposite contribution, due to the difference in the self-crossing parity between the two paths.
The above has the following useful implication.
Lemma 5.2. For the Kac-Ward matrix on the oriented edge set of a faithful projection of a finite graph to R 2 , det(1 − KW) is the square of a multilinear polynomial in the weights (W e ).
Proof. Since det(1 − M) with M = KW is a quadratic polynomial in each W e , it suffices by analyticity to establish the result in case all (W e ) are small, i.e., if
The dependence of the matrix M on the parameter W e for a fixed e is linear with derivative
with the rank-two matrix P (e) := |δ e δ e |+|δ e δ e |, abbreviating the orthogonal projection onto the subspace spanned by the (delta) functions supported only on e and e. The assumption (5.3) allows us to apply standard formulas for the derivatives of the logarithm of a determinant:
. (5.5) 6) and viewing it as a 2 × 2 matrix, the braket {. . . } in (5.5) equals
From Lemma 5.1 and the power series representation in (5.6) we conclude that A is a multiple of the 2 × 2 identity matrix. Hence its discriminant is zero. This implies that det(1 − M) is linear in each W e as claimed.
The last statement allows the following shortcut in the zeta-function representation (2.2) of the determinant det(1 − KW) in terms of equivalence classes of primitive oriented loops. Since we are interested in its square root, it is advantageous to rewrite this respresentation in terms of equivalence classes of unoriented loops. For any primitive loop γ = (e 0 , e 1 , . . . , e n = e 0 ) with e j ∈ E, we associate the weight
(5.8)
Lemma 5.3. For any faithful projection of a finite graph G to R 2 and supposing (5.3):
The sum extends over equivalence classes of unoriented loops γ 1 , . . . , γ n on E in which we restrict to the case that the maximal number an edge is covered by the given collection of loops is one,
Proof. The zeta function relation (2.2) applied to the the Kac-Ward matrix gives for |u| small enough
where we used: i) the relation χ KW (p) = χ K (p) w(p), ii) the Whitney relation (5.1), and iii) the fact that both (−1) n(p) and w(p) are invariant under the loop's orientation reversal. Therefore, the contribution of every primitive oriented loop p equals the square of the corresponding primitive unoriented loop γ. Consequently,
where γ ranges over equivalence classes of unoriented non-backtracking loops. The assumption (5.3) also allows to expand the product on the right side into
Grouping the terms in the resulting sum according to {γ 1 , ..., γ n } ∞ we reach a key step in the argument: By Lemma 5.2, the left side of (5.12) is a multilinear function of the edge weights (W e ). By the uniqueness of power series expansion in the regime of its absolute convergence, one may deduce that the sum over terms on the right side of (5.12) with {γ 1 , ..., γ n } ∞ > 1 vanishes. One is therefore left with only the terms with no doubly covered edges. Since there are only finitely many terms, the relation extends by analyticity to all u, with u = 1 corresponding to the case claimed in (5.9).
It should be noted that the last result represents a major reduction of combinatorial complexity: the sum in (5.9) is not only finite but it ranges over only edge disjoint collections of loops.
A short proof of the Kac-Ward-Feynman-Sherman theorem
The sum in (5.9) is linked with the Ising model's partition function through the following combinatorial identity which, in the context of graphs of degree 4, was among the insightful observations in the Kac-Ward seminal paper.
Lemma 6.1 ([24]
). For any finite planar graph G and any even subgraphs Γ ⊂ E (∂Γ = ∅)
where the sum is over all decompositions of Γ = {γ j } into unoriented primitive loops.
Proof. The decompositions of Γ into loops are in one-to-one correspondence with the different possible pairing of the incident edges at the vertices of Γ, carried out independently at different vertices.
Since pairs of loops in the plane with only transversal intersections can cross only even number of times, for each of the resulting line pattern the total parity factor in (6.1) coincides with the product over the vertices of the parity of the number of line crossings at the different sites, which for future use we denote
For vertices of degree 4, which is the only case of relevance for Z 2 , the sum is over three possible connection patterns. As is depicted in figure Fig. 2 , one of them with a single crossing and the two other with with no crossing. The net sum of the corresponding factors is 1 − 1 + 1 = 1. This observation completes the proof for the Ising model on planar graphs degree bounded by 4. The more general case is covered by the lemma which follows.
Lemma 6.2. For the collection of pairing of an even collection of lines in the plane which meet transversally at a vertex of degree 2n, the sum over the parity of the number of line crossing is 1.
Proof. The argument can be aided by a figure in which the intersection site is amplified into a disk, as depicted in Fig. 3 . We prove by induction. The case n = 1 is trivially true.
As the induction step, we assume the statement is true for n and consider the case n + 1. Let us classify the pairing configurations by the index, 1 < j ≤ 2n, of the line with which 1 is paired. The line obtained by linking 1 and j splits the remaining incidental line segments into two sets, of (j − 2, 2n − j) elements. We now note that the induction hypothesis implies that the correspondingly restricted sum of the intersection parities is (−1) j . That is so since the parity of the other lines' intersections with the first one is deterministically (−1) j , and the sum of the parities of the internal intersections of the rest is, by the induction hypothesis +1. Therefore, the sum in question is
being an alternating sum of ±1 which starts and ends with +1. Hence the statement exdends to n + 1, and by induction to all n ∈ N.
It may be added that the line pairing can be indexed by permutations π ∈ S 2n such that π(2j − 1) < π(2j) for all j ∈ [1, ..., n] and π(2j − 1) is monotone increasing in j. The line intersection parity coincides then with the permutation's parity. The combinatorial statement of Lemma 6.2 is thus known in a number of forms.
Lemma 6.1 dealt with the leading collection of terms of (5.9) corresponding to {γ 1 , ..., γ n } ∞ = 1. The results stated before that provide effective tools for dealing with the rest.
Proof of Theorem 4.3. Under the condition (5.3) on the weights (W e ) one may start from the expansion (5.9) of det(1 − KW) into collection of loops constrained to have no double covered edges. It is natural to organize the terms of the sum in (5.9) according to the (disjoint) union of edges Γ := n j=1 γ j . One gets in this way:
The remaining sum is the subject of Lemma 6.1, which therefore implies the Kac-Ward formula. This proves the Kac-Ward-Feynman-Sherman theorem in case (5.3). By analyticity of the determinant and the square of the (non-negative) partition function in the weights, the claimed relation (4.3) extends to all values of (W e ) for finite graphs.
Reviewing the proof of Theorem 4.3 one finds that the graph's planarity, which is assumed there, plays a role only in the last step.
Proof of Theorem 4.4. Starting from (6.4) it was shown that for each even subgraph Γ the sum over loop decompositions of Γ of the parity factors at each vertex adds up to (+1). In the present context, this last statement still applies to each vertex of the faithful projections, but not to the non-vertex crossings. However, at non-vertex crossings there is no ambiguity in the local structure of the loop decompositions. The arguments used to conclude the proof of Theorem 4.3 thus leaves one with exactly the factor (−1) n 0 (Γ) , as claimed in (4.4).
The emergent fermionic structure
Disorder operators
It was pointed out by Kadanoff and Ceva [21] that it is natural to consider also disorder operators. These are associated with vertex-avoiding lines, drawn over the graph's planar projection.
Associated to each line is a transformation of the Hamiltonian, H → R H, which flips the sign of the couplings (J x,y ) for edges {x, y} ∈ E which are crossed an odd number of times by . Extending the notion of correlation function from the mean values of spin products, j σ x j G β,0 , to the effect of more general operations on functional integrals or sums, one may define:
where we subsequently assume that h = 0. Under the Kramers-Wannier duality, for any planar graph and collection of lines
where the expectation value · G * refers to an Ising system on the dual graph G * , at the dual values of K e ≡ βJ e . The duality is the Q = 2 case of the Q state Potts models relation
3) which in terms of the weights W e = tanh K e can be restated as:
Long-range order in the dual model indicates (in the homogeneous case) that the original spin system is in its disordered phase. This, and the relation (7.2) led to the proposal to call R disorder operators [21] . Adapting a convention for a canonical choice of the line trajectory given its end points, leads to a useful, though slightly deceptive, picture of the disorder variables as local operators, whose correlation functions coincide with the spin correlation functions of the dual model.
The disorder variables can also be viewed as partial implementations of a gauge symmetry. This gauge symmetry perspective is useful in extending the construction to other systems, e.g. dimer covers [2] . For Ising systems at h = 0 any preselected spin flip can be viewed as gauge transformation, under which the physics is preserved but the interaction appears modified. Due to this symmetry, j R j = 1 for any collection of loops, i.e., ∂ j = ∅. For open ended lines, the Gibbs equilibrium system changes in an essential way, but modulo gauge transformation it is a homotopy invariant function of the line , i.e., up to spin flips it depends only on ∂ . More explicitly, the choice of paths by which specified boundary points of j are linked do not affect the expectation values in (7.2). That is not quite true for the correlation functions of mixed operators, such as:
However, these just change sign whenever one of the lines is deformed over one of the spin sites, while the lines' end points are kept fixed. [2] where it was used to demonstrate a related structure in dimer covers.)
Fermionic order-disorder operator pairs
Pairs of order and disorder variables exhibit an interesting emergent structure which, as was pointed out in [21] , gives an explicit expression to Kaufman's spinor operators. The presence of spinor algebra was recognized early on in her algebraic approach to the model's solution [23] . Since then it has been realized to be also of great relevance for the field theoretic description of the model's critical state.
Definition 7.1. Let G = (V, E) be a planar graph, and W : E → C a set of edge weights (W x,y = tanh(βJ x,y )). Pairs of order-disorder operators consist of products
where σ x j are Ising spins associated with sites x j ∈ V, and R j are the disorder operators associated with piecewise differentiable lines in the plane, which avoid the sites of G, such that one of the end points x * j of each j is in a plaquette of G whose boundary includes x j , and the other is in a common plaquette of G to which we refer as the grand central x * 0 .
The defining feature of fermionic variables is the change of sign of their correlation functions, including with other variables, which occurs when pairs of fermionic variables are exchanged. To see this occurring in the present context one should note that the disorder operators µ j are not quite local: tethered to each is a disorder line. When one of these lines is made to pass over a spin site the product j µ j changes sign. However, the correlation function j µ j depends on the lines { j } only through the combination of their end points and a collection of binary variables τ ( j , σ x k ) = ±1 which change sign upon the passing of a line over a spin site.
To organize the information in terms of a minimal set of variables it is convenient to adapt a convention, an example of which is indicated in Fig. 5 , for a 'canonical assignment' of a disorder Figure 5 : One of the choices for association of disorder lines with disorder sites. Under any such convention the product of disorder variables may be presented as associated with just disorder sites, and a single ±1 variable which changes sign whenever one of the disorder lines passes over a spin site.
line j to each potential disorder site x * j . The correlation is then a function of the configuration of the order-disorder sites (x j , x * j ), multiplied by the binary variable τ = j,k τ j,k . The latter changes sign whenever one of the disorder sites moves across a well defined set of lines in the plane in which the graph is embedded. Equivalently, one may regard the correlation function as a single-valued function defined over a two-sheeted cover of the graph. This perspective is developed further in [9] .
In a sense similar to the above, a sign change occurs also when any of the order-disorder pair is rotated by 2π (e.g. when the disorder site is taken around its associated spin site). In this the order-disorder operator pairs resemble spinors. As was pointed out in [21] , that provides a strong hint that in the scaling limit of the critical model the corresponding operator is of conformal dimension 1/2. Exact methods confirm that to be the case.
In discussing pair correlations µ j = µ(x j , j ), j = 1, 2, it is natural to replace the two lines by a single line 1,2 with end points ∂ 1,2 = {x 1 , x 2 }. In the setup described above, this is achieved by linking the pairs of lines ( 1 , 2 ) within x * 0 , possibly deforming the resulting curve to fit a convenient convention, and linking each endpoint x * j through a straight line to x j . In case of just two order-disorder pairs, a natural convention is to link {x * 1 , x * 2 } by a straight line adjusted so that the constructed lines would avoid the vertices of G. Associated to 1,2 is an angle
which describes the change of the tangent's argument when starting from x 2 and following along 1,2 to x 1 thus explicitly including the turn from the straight line connecting x 2 to x * 2 to the line connecting x * 2 and x * 1 and likewise the turn from that line to the straight line connecting x * 1 and
The main new result in this section is that the corresponding two point function is given by the Kac-Ward matrices' resolvent kernel G(e 1 , e 2 ) := 1 1 − KW e 1 ,e 2 , e 1 , e 2 ∈ E . (7.8)
More explicitly:
Theorem 7.2. For an Ising model on a finite planar graph G with pair interactions whose sign can be arbitrary and any pair of order-disorder variables:
The summation extends over oriented edges e 1 , e 2 ∈ E with origin o(e 1 ) = x 1 and terminal point t(e 2 ) = x 2 . The angles ∠(e j , µ j ) with j = 1, 2 are the change of the tangent's argument from the straight line (x * j , x j ) to the origin of e j .
Proof. Let G be the graph obtained by adding to the edge set of G the piecewise differentiable line with ∂ = {x 1 , x 2 } which includes 1,2 as described above. Although G is not a planar graph, Theorem 4.4 applies to it, and implies that
with K W the natural extension of the Kac-Ward matrix KW to the oriented edges of the augmented graph G with weight W on the added line and its reverse . Orienting = (x 2 , x 1 ) in the direction towards x 1 , the angles arising in the definition of the matrix (4.2) are 11) and likewise for . For a given Γ ⊂ E with ∈ Γ, the number n 0 (Γ) in the right side of (7.10) equals the number of crossings of edges E ⊂ Γ with the extra edge . It is natural to split the sum in the right side into terms for which ∈ Γ and ∈ Γ and the remaining terms. According to (3.5) the former sum up to Z G (β, 0). The latter contribution is linear in W . Taking logarithmic derivatives and evaluating at W = 0 we arrive at
The last equality is due to (3.7) with the factor (−1) n 0 (Γ) taking into account the reversal of the Ising couplings' signs on edges E which are crossed by the disorder line γ 1,2 . Proceeding as in (5.5) the logarithmic derivative of the determinant with respect to the weight of the added edge (and all other couplings initially small enough) gives
13)
The second equality is a consequence of the resolvent expansion, which is valid for small enough couplings, cf. (5.3) . It facilitates the proof of the last line in which W was taken to zero.The summation in the last line is non-zero unless o(e 1 ) = x 1 and t(e 2 ) = x 2 . In this case, we have
Since also W e 2 G(e 2 , e 1 ) = W e 1 G(e 1 , e 2 ), the sum in the right side of (7.13) is the real part of its first term and hence agrees with the right side of (7.9).
Since both sides of (7.9) are meromorphic functions of the couplings (W e ), the validity of this equality extends by analyticity from initially small to all values of the pair interactions.
Linear equations for the mixed correlation function
A characteristic property of the resolvent kernel of a local operator is that it satisfies a linear relation, and has a natural path expansion. Correspondingly, the resolvent of the Kac-Ward matrix, which was introduced in (7.8) satisfies the linear relation G(e 1 , e 2 ) = e (KW) e 1 ,e G(e , e 2 ) + δ e 1 ,e 2 , (7.14)
which has some resemblance to the Dirac equation. It is reminiscent also of the one satisfied by Smirnov's parafermionic observable, which played an important role in the analysis of the critical model's scaling limit [9] . In fact, as has been pointed out by Lis [25] , the Green function equals to the complex conjugate of the Fermionic generating functions of [9] .
For small enough weights (W e ) (cf. (5.3) ), the resolvent's definition may be expanded into a convergent path expansion:
Inserting this path expansion into (7.9) yields a path expansion for the disorder correlators are the linear relations initially derived by Dotsenko [10] . They concern the four correlations χ j ≡ µ j µ 0 , j ∈ {1, . . . , 4}, obtained by fixing µ 0 together with an edge e = (a, b) and its two adjacent plaquettes in each of which we pick one point c and d. In case the disorder lines attached to c, d are as depicted in Figure 6 , one has
In χ 1 +χ 4 , the contribution of paths which exit at a towards the edge e cancel due to the angles's difference of 2π when flowing into e along the respective disorder lines. All edges other than e which originate in a have an identical contribution in χ 1 and χ 4 . The difference χ 2 − χ 3 on the other hand cancels all paths emerging from b in directions other than e on which the contributions from χ 2 and −χ 3 coincide. Due to the non-backtracking property, the paths which emerge from e at a contribute equally to χ 1 + χ 4 . The respective accumulated angles in these paths in χ 1 and χ 2 also agree. This proves the first relation (7.16) . The other one is proven similarly. It may be added that the fact that certain combinations of Ising model correlation functions obey simply stated relations has been noted in a number of previous works albeit through rather different means, cf. [28, 31, 8] and references therein.
Pfaffian structure of correlations
Let us mention in passing that the combinatorial methods presented here allow to prove also that in planar graphs the correlation functions of the order-disorder are not only fermionic (changing sign upon exchange, as explained above) but, furthermore, resemble the correlation functions of non-interacting fermions. This feature of the model was noted and put to use in the early algebraic approach of Schultz, Mattis and Lieb [35] , and numerous works which followed, in the context of a transfer matrix approach. However it is valid also for arbitrary planar graphs. Definition 7.3. A collection of order-disorder variable pairs is said to be cyclicly ordered if their lines do not cross, and the pairs are labeled in a cyclic order relative to j 's intersections with the edge boundary of x * 0 .
Theorem 7.4 (Pfaffian correlations).
For a finite planar graph G with edge weights K : E → C, for any collection of canonical pairs of order-disorder variables p j = (x j , j ), j ∈ {1, . . . , 2n}, ordered cyclicly relative to the grand central
where Π n is the collection of pairings of {1, . . . , 2n} and sign(π) is the pairing's signature.
In case the spin variables lie along a connected boundary segment, the lines j can be chosen so they do not cross any edge, and the operators τ j act as identity. Consequently, the orderdisorder pairs reduce to regular spin operators. In this case the n-point boundary correlation functions have the Pfaffian structure, as was first noted by Groeneveld, Boel, and Kasteleyn [18] .
In case the monomers {x 2j−1 , x 2j } are pairwise adjacent, the disorder lines may be chosen so that their actions are pairwise equivalent, and thus cancel each other. In that case the pairwise product of two order-disorder variables reduces to a an ordinary product of monomers, i.e., a dimer τ 2j−1 τ 2j = η x 2j−1 η x 2j , so that
Related observations were made and applied in the discussion of critical exponents by Kadanoff [20, 21] . We omit here the proof of Theorem 7.4, since the statement is more thoroughly discussed in [3] . Furthermore, a derivation by combinatorial path methods of a closely related dimer-cover version of Theorem 7.4 was recently presented in [2] , with which Fig. 4 is shared. Its argument applies verbatim here as well. Let us add that related statements can also be found in both the classical text of the Ising model [27] and in the review of more recent developments by Chelkak, Cimasoni and Kassel [8] .
A. From the Kac-Ward formula to Onsager's explicit solution
Following is a summary of the calculation by which Onsager's free energy (4.1) emerges from the Kac-Ward determinantal formula (4.3), which we repeat here:
with K given by (4.2) and W = tanh(βJ) Taking the graph to be the two dimensional torus G = T 2 L of linear size L, it is most convenient to evaluate det(1 − KW) not for the free boundary conditions operator, with which the relation (A.1) holds in its simplest form, but for its periodicized version KW (per) . Under this change, the model ceases to be planar and the determinant is no longer directly giving the partition function. We address this small discrepancy after an outline of the determinants calculation. The periodicised Kac-Ward operator commutes with lattice shifts. Hence its determinant factorizes into a product of the determinants of 4 × 4 matrices, indexed by the Fourier modes, i.e. momenta (
More explicitly, one may take as the basic building blocks of E the four edges →= (0, (1, 0) ), ↑= (0, (0, 1)), ←= (0, (−1, 0) ), ↓= (0, (0, −1)) which originate at the vertex 0. All other edges e ∈ E result from translation of these four and may hence be written as e = (x, α) with x ∈ V and α ∈ {→, ↑, ←, ↓}. The space 2 ( E) decomposes into a direct sum of
The matrix K (per) is block diagonal in this decomposition, and on H k it acts as 
Calculations of the corresponding 4 × 4 determinants, and a bit of algebraic manipulation, then yield,
with Y (β) := sinh(2βJ) and E(k) := 2 sin
At any β = β * , the latter defined by Y (β * ) = 1, the argument of the logarithm in (A.4) is positive and continuous uniformly in (k 1 , k 2 ). The sum can be viewed as a Riemann approximation of an integral, and one gets:
Recalling that boundary conditions have only a surface effect on the energy density, it seems natural to expect that for β = β * this would also be the case for the effect of the change in the above calculation from free to periodic boundary conditions on K. Under this assumption the above calculation yields Onsager's formula (4.1). Starting from the free boundary conditions periodicity is obtained by adding two sets of handles. The circles mark their non-vertex crossings.
The incompleteness of this argument is highlighted by the observation that for β = β * the above computed determinant vanishes due to the multiplicative contribution of the k = (0, 0) mode. The gap can be patched in a number of ways, of which we like to mention two.
First, a direct analysis of the free boundary condition determinant is also possible and is only a bit more involved than the periodic case. The two are related by a spectral shift of order O(L) which for β = β * does not affect the result. An alternative proof is outlined next.
B. Interpreting the periodic determinant
As shown drastically by the vanishing of det 1 − K (per) W , this determinant is not a partition function (which cannot vanish at real couplings). What it is can be answered with the help of where F j (Γ) are the numbers of the the horizontal (j = 1) and vertical (j = 2) handles included in Γ. In the last expression, the average is with respect to the probability distribution over the even subgraphs induced by the Gibbs state with periodic boundary conditions.
Proof. Equation (B.1) follows from (4.4), for whose application it should be noted that
and the Kac-Ward phase for each of the added handles is e i(2π)/2 = −1. The product of these factors yield the oscillatory term in the first equation. The second is just a recast of the first relation in terms of the corresponding Gibbs state average.
To shed more light on (B.1) it helps to supplement it with rigorous results which are expressed in terms of bounds. For the binary term in (B.1) to take the value (−1) it is required that at least one of the F j (Γ) be odd. However, under this condition Γ has odd flux through each of the vertical (if j = 1) or each of the horizontal (if j = 2) vertex-avoiding lines. For even subgraphs Γ each of these conditions implies that Γ includes a connected path of edges of total length L. However, through the non-perturbative sharpness of phase transition theorem [1, 13] for all β < β LRO , with the latter defined by the onset of long range order (LRO), the above event's probability decays exponentially in L. Hence as L → ∞ the last factor in (B.1) converges to 1, and consequently the limit computed in (A.5) yields the Onsager formula (4.1). By duality arguments the conclusion is valid also for the dual range. Taking into account the continuity of the free energy in β, we learn that (4.1) is valid throughout the closed set R\(β LRO , β * LRO ). By other techniques -outgrowths of either the breakthrough work of Harris (cf. [17] ), or the Russo-Seymour-Welsh theory [12] -it is known that the Ising model does not have a phase in which LRO is exhibited simultaneously by the model and its dual. This implies that
Hence the above arguments prove (4.1) for all β ∈ R.
