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APLICACIÓN A LA IDENTIFICACIÓNDE LA ESTABILIDADDEL SIS-
TEMADE POTENCIA
Número de páginas: 128 Candidata para el grado de Maestría en
Ciencias de la Ingeniería Eléctrica
Propósito ymétodo de estudio: En este trabajo de investigación, se propone un algorit-
mo basado en las propiedades de la solución de los eigenvalores y la descompo-
sición de los valores singulares para establecer un límite que permite determinar
la estabilidad del sistema y calcular el tiempo crítico de liberación de falla a partir
de mediciones de las variables de interés. La dinámica del sistema eléctrico de
potencia es representada por el comportamiento del eigenvalor dominante, y el
tiempo crítico de liberación de falla se calcula comparando esta dinámica con un
umbral derivadodel valor singularmáximo. Asimismo, es posible determinar cuáles
son las máquinas más sensibles y los grupos coherentes de oscilación a partir de
los factores de participación del eigenvalor dominante. Lametodología propuesta
se evaluó con tres sistemas de prueba.
Contribuciones y conclusiones: Se desarrolló un algoritmo para el estudio de la estabi-
lidad transitoria y el cálculo del tiempo crítico de falla que no requiere de conocer
ningún parámetro del sistema eléctrico de potencia y no necesita resolver las ecua-
ciones diferenciales algebraicas que describen la dinámica de los generadores. El
algoritmo propuesto proporciona una expresión analítica para el umbral que per-
mite el cálculo del tiempo crítico de falla a partir de un solo conjunto demediciones,
ademas identifica las máquinas más sensibles y los grupos coherentes formados
posteriormente aundisturbio. El análisis solo se realiza una vezpara cada escenario
de falla a evaluar. La metodología presenta resultados con precisión aceptable y
tiene posibilidad de ser implementado en un esquema en tiempo real.
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El sistema eléctrico de potencia (SEP) está compuesto por unidades de generación,
líneas de transmisión, transformadores, compensadores estáticos de VARs, bancos de
condensadores y cargas. Estos en conjunto cumplen con la función de transmitir energía
eléctrica a los usuarios. En la actualidad, la dinámica compleja del SEP ha sido sujeto de
interés, particularmente en el tema de la estabilidad.
El constante incremento de la demanda de energía eléctrica tiene como consecuen-
cia que los controles para mantener la estabilidad del sistema eléctrico de potencia se
vuelvan más complejos, mientras que las grandes cantidades de energía eléctrica que
se transmiten desde los centros de generación hasta los centros de consumo y la baja
inercia que ofrecen las nuevas fuentes de generación tienen efectos perjudiciales para la
estabilidad del SEP [1,2].
El análisis de estabilidad transitoria se realiza para condiciones en las cuales el SEP
es sujeto a grandes disturbios, los cuales usualmente son fallas, cambios de grandes blo-
ques de carga o generación, pérdida de excitación. El periodo de estudio de la estabilidad
transitoria es de 3 a 5 segundos después del disturbio [3]. En general, existen dosmétodos
para el análisis de la estabilidad transitoria, unmétodo está basado en la simulación en el
dominio del tiempo de la dinámica transitoria después de una contingencia. El método
1
2directo, basado en la función de energía de Lyapunov, evalúa el sistema de potencia
durante un disturbio y determina sus límites energéticos. En la actualidad existe un gran
número de algoritmos para el análisis de estabilidad transitoria que están basados tanto
en la simulación en el dominio en el tiempo, como en el método directo; otros algoritmos
utilizan una combinación del método directo y la simulación en el dominio del tiempo,
en el cual la mayoría de las contingencias son analizadas mediante el método directo
y las contingencias permanentes son verificadas por la simulación en el dominio del
tiempo.
Una de las principales métricas del análisis de estabilidad transitoria es el tiempo
crítico de liberación (CCT) de falla , el cual es el tiempomáximo que una falla permanece
en el sistema y una vez que esta es liberada el sistema se mantiene estable . El valor
del CCT de falla depende de múltiples factores como son la inercia, el despacho de los
generadores, la impedancia de las líneas de transmisión, la topología de la red, el tipo de
falla y la ubicación de la falla.
El uso delmodelo clásico de los generadores para estudios de estabilidad transitoria
en la primera oscilación, mediante los métodos de simulación en el dominio del tiempo,
hamostrado ser adecuado para pronosticar tiempos críticos de liberación de fallas. Una
de las grandes desventajas de esta técnica es que para cada escenario de falla o cambio de
topológico del sistema se deben repetir las simulaciones evaluando diferentes tiempos
de liberación de falla hasta que el generador pierde sincronismo, lo cual permite calcular
valoresprecisosdelCCTde falla, pero tieneuncosto computacional elevado. Por otro lado,
las técnicas de ecuaciónde energía proporcionan la distancia a la estabilidadmediante las
ecuaciones de Lyapunov; este método reduce significativamente el tiempo de cómputo,
pero no se pueden utilizar modelos dinámicos realistas y es difícil identificar cuándo la
energía del sistema cruzará la frontera energética crítica, esto debido a la no linealidad
del sistema. Ambos métodos dependen del conocimiento de ciertos parámetros del
3sistema.
Con el objetivo de disminuir el costo computacional generado por los métodos de
simulación en el dominio del tiempo, evitar resultadosmuy conservadores cuando se usa
los métodos directos y tener unamayor exactitud del CCT de falla cuando no se conocen
los parámetros del sistema, nace la necesidad de introducir una nuevametodología de
identificación de estabilidad transitoria y el cálculo del CCT de falla. En este trabajo de
investigación se propone un algoritmo para analizar e identificar la estabilidad transitoria
del SEP empleando las técnicas de solución del problema de eigenvalores. Se analizará el
rango de variación de los eigenvalores con respecto a los cambios en el sistemamediante
la descomposición de los valores singulares. Se establecerá una banda de variación, la
cual pueda caracterizar si el sistema se encuentra bajo condiciones de operación estable
o si el sistema perderá estabilidad ante algún disturbio y con esta se calculará el CCT
de falla. Este algoritmo utiliza datos obtenidos de sistemas demedición de área amplia
(WAMS).
1.2 Antecedentes
La estabilidad transitoria es la habilidad del sistema de potencia de mantener el
sincronismo cuando este se ve sujeto a un disturbio severo, por ejemplo, una falla en la
línea de transmisión [3]. Una de sus principales características es el CCT. Un análisis de la
literatura revela que las metodologías aplicadas para el estudio de estabilidad transitoria
se pueden agrupar en dos áreas principales:
El primer grupo es referente a la simulación en el dominio del tiempo, en la cual
el sistema de potencia se representa mediante ecuaciones diferenciales algebraicas no
lineales las cuales se resuelven utilizandométodos numéricos [3–6]. Algunos algoritmos
derivados de estos métodos, que se han propuesto recientemente, se describen a con-
4tinuación. En [7] se diseña un control global para mantener la estabilidad transitoria y
logran un nivel de voltaje posfalla satisfactorio en el sistema de potencia después que este
se somete a grandes disturbios. En [8] se realiza un estudio para el sistema de potencia,
incluyendo la dinámica del control de los generadores, el cual utiliza el método de Runge-
Kutta para dar solución a las ecuaciones diferenciales. [9] propone unmodelo estocástico
del SEP basado en ecuaciones diferenciales estocásticas (SDEs) que tiene en cuenta
factores inciertos como los niveles de carga y las fallas del sistema; las SDEs se resuelven
mediante el método Euler y el método de Milstein. En [10] se plantea la solución del
conjunto de ecuaciones algebraicasmediante el método Newton-Raphson, mientras que
el conjunto de ecuaciones diferenciales son resueltas por el método Adamsmodificado,
el cual permite la simulación con grandes pasos de integración. [11] establece una formu-
lación semi-implícita de las ecuaciones diferenciales algebraicas (DAEs) con la inclusión
de eventos discretos; este esquema permiten el uso de constantes de tiempo nulas, con lo
cual simplifica la implementaciónde lasDAEs y reduce la carga computacional. En [12,13]
se utiliza unametodología de análisis de red neuronal para la reducción del tiempo de
simulación.
El segundo grupo describe los métodos directos, estos trasladan las ecuaciones de
oscilación a unmarco de referencia energético para obtener el límite energético crítico
de todo el sistema durante un disturbio. En la literatura se presentan diversos algoritmos
basados en los métodos directos; en [14] se establece una nueva formulación analítica
para calcular el tiempo crítico de liberación de falla basada en la simplificación de la
función de energía durante la falla. En [15], a partir de un sistema multimáquina se
realiza una transformación de desacoplamiento lineal, la cual es utilizada para construir
sistemasmáquina bus infinito (SMIB) y cada una representa unmodo de oscilación; la
función de energía es calculada para cada SMIB y se obtiene elmargen de estabilidadmás
pequeño, el cual representa el margen de estabilidad del sistema original. [16] muestra
que existe un conjunto convexo de funciones de Lyapunov que certifican la estabilidad
5de un sistema dado e introduce un algoritmo de adaptación para encontrar la función de
Lyapunov adecuada de acuerdo a situaciones de contingencia específicas. [17] utiliza las
funciones racionales de Lyapunov para el cálculo de la mayor estimación de la región de
atraccióndel punto de equilibrio, el sistemanopolinomial es reconstruido como sistemas
diferenciales algebraicos mediante la expansión de Taylor truncadamultivariable. [18]
propone unmétodo de identificación de pérdida de sincronismo basado en la medición
de voltajes y corrientes en una línea de transmisión, bajo ciertas suposiciones se expresa
la energía potencial como una sumatoria de energías en las líneas pertenecientes a un
recorte crítico, y la energía cinética es expresada en función de la razón de cambio del
ángulo de fase a través de la línea del recorte crítico. En [19] se describe unmétodo para
establecer los parámetros de lamatriz de admitancia equivalente del sistema de potencia
utilizando el algoritmo de regresión lineal múltiple (MLR),la matriz de admitancia del
sistema es utilizada en la función de energía para el calcular la superficie del límite de
energía potencial (PEBS). [20] utiliza datos de sincrofasores y reduce el sistema original a
unmodelo de interconexión de dosmáquinas equivalente alrededor de un enlace crítico,
el margen de estabilidad es calculado mediante la función de energía. [2] propone un
esquema de identificación de agrupamientos críticos que utiliza información deWAMS;
primero los modos de agrupamiento crítico son obtenidos por la mayor separación de
los ángulos relativos, realiza una transformación a equivalente de SMIB y se elige el modo
de agrupamiento que tenga el máximo ángulo para ser usado en análisis de estabilidad.
[21] está basado en el método de familia de funciones de Lyapunov, e introduce una
técnica para limitar la dinámica de falla; dicho límite permite certificar la estabilidad
comprobando el tiempo de liberación de falla; si el tiempo de liberación de falla está bajo
cierto umbral el estado de posfalla se determina como estable.
Otras técnicas utilizan la sensibilidad de la trayectoria de falla [22–24], ya que esta
proporciona información sobre la influencia de los parámetros en el comportamiento
dinámico de los sistemas.
61.3 Objetivo Particular
Esta tesis tiene como objetivo estudiar la estabilidad del sistema de potencia refor-
mulando el problema comoun problema de eigenvalores, permitiendo la aplicación de la
teoría de eigenvalores y las técnicas de solución a este problema. Se busca generalizar la
aplicación de los eigenvalores como una formulaciónmultiparámetrica que permita rea-
lizar un análisis equivalente de sensibilidadmediante los factores de participación.
1.4 Alcances
El alcance de este trabajo de tesis es el desarrollo de un nuevo algoritmo basado
en las características y la dinámica de los eigenvalores, capaz de identificar la estabilidad
transitoria y calcular el CCT del SEP a partir demediciones de los ángulos de fase en los
nodos donde están conectadas las máquinas, mediante datos obtenidos de WAMS. El
análisis del comportamiento del eigenvalor dominante y el cálculo de un umbral que
permitan la identificación de la estabilidad y el cálculo del CCT. El comportamiento del
SEP es evaluadomediante la sensibilidad y los factores de participación. Como las medi-
ciones son obtenidas deWAMS se incluye la dinámica de los controles de las máquinas,
así como las pérdidas.
1.5 Estructura de la Tesis
El presente trabajo de tesis está compuesto por 6 capítulos, los cuales se describen
a continuación:
En el Capítulo 1 se presenta lamotivación, en la cual se describen las principales ra-
zones que impulsaron el desarrollo de este trabajo de tesis, los antecedentes del problema
7de estabilidad transitoria y una breve revisión bibliográfica de losmétodos existentes. Por
otra parte, se da a conocer el objetivo principal y el aporte de este trabajo de tesis.
En el Capítulo 2 se describen los principales conceptos de estabilidad, así como
su clasificación, se describen las ecuaciones diferenciales que representan al SEP y los
dos principales métodos utilizados para realizar el análisis de estabilidad transitoria;
se presentan las metodologías propuestas recientemente para el análisis de estabilidad
transitoria y cálculo del CCT.
En el Capítulo 3 se presenta la teoría y las propiedades de la solución del problema
de eigenvalores, incluyendo la sensibilidad de los eigenvalores, los factores de participa-
ción y la descomposición de los valores singulares. Se describe cómo se aplican dichas
teorías para el análisis de estabilidad transitoria y se presenta un algoritmo que permite
obtener el tiempo crítico de liberación de la falla.
En el Capítulo 4 se presentan tres sistemas de prueba, y se plantean diversos esce-
narios de localización de una falla trifásica. Los resultados obtenidos de estos escenarios
de prueba son utilizados para evaluar el desempeño del algoritmo propuesto.
En el Capítulo 5 se presenta otra aplicación del método propuesto, esta aplicación
consiste en determinar un umbral que permita identificar entre la corriente inrush y
una falla interna en un trasformador de potencia y asegurar la correcta operación de los
dispositivos de protección.
En el Capítulo 6 se mencionan las conclusiones y se discuten los resultados de-
rivados de este trabajo de investigación, además se indican las recomendaciones para
trabajos futuros.
CAPÍTULO 2
ESTABILIDAD DEL SISTEMA ELÉCTRICO DE POTENCIA
2.1 Introducción
Laestabilidades reconocida comounproblema importantepara el funcionamiento
seguro y confiable del SEP desde la década de 1920 [25,26]. A lo largo del tiempo, los SEP
han cambiado debido al crecimiento continuo de las interconexiones, el uso de nuevas
tecnologías y controladores, y la operación de estos en condiciones de gran estrés. Con
todos estos cambios, surge la necesidad de obtener nuevas metodologías para realizar el
análisis de estabilidad transitoria.
Los SEP presentan una gran variedad de disturbios, los cuales pueden ser grandes
o pequeños. Los disturbios pequeños ocurren continuamente como parte de la dinámica
del sistema y por lo general suceden en forma de cambios de cargas. Ante esta situación el
sistemadebe ser capazdeajustar las condicionesde carga yoperar satisfactoriamente. Por
otro lado, el SEP también debe ser capaz de operar demanera correcta ante disturbios de
naturaleza severa, tales como los cortos circuitos en las líneas de transmisión o pérdida de
grandes bloques de generación. Los grandes disturbios generalmente provocan cambios
en la estructura del SEP, debido a que los elementos que han sido sujetos a fallas son
aislados [27].
La estabilidad del SEP es clasificada en tres grandes grupos: estabilidad angular,
estabilidad de frecuencia y estabilidad de voltaje.
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9La definición de estabilidad excluye oscilaciones continuas de la familia de res-
puestas estables, aunque los osciladores son estables en un sentido matemático. Esta
razón es práctica dado que un sistema continuamente oscilante no es deseable tanto
para el usuario como para la operación del sistema de potencia. Por lo tanto, la definición
establece una condición de operación aceptable.
2.1.1 Estabilidad Angular
El problema de estabilidad angular incluye el estudio de las oscilaciones electrome-
cánicas inherentes al SEP. Un factor fundamental en este problema es lamanera en la cual
lapotenciade salidade lasmáquinas síncronasvaría con respectoal cambiodel ángulodel
rotor. Bajo condiciones de estado estable, hay equilibrio entre el parmecánico de entrada
y el par electromagnéticode salidade cadagenerador, y la velocidad semantiene contante.
Si el sistema es perturbado, este equilibrio se ve afectado, resultando en aceleración o
desaceleración del rotor de la máquina de acuerdo con las leyes del movimiento de un
cuerpo giratorio. Si el rotor de un generador gira conmayor velocidadqueotro, la posición
angular de este rotor avanzará con respecto al de las máquinas lentas. La diferencia
angular resultante transfiere parte de la carga de las máquinas lentas a las máquinas
rápidas dependiendo de la relación potencia-ángulo. Esto tiende a reducir la diferencia
de velocidad y por lo tanto la separación angular.
Debido a que la relación potencia-ángulo es altamente no lineal, un incremento en
la separación angular es acompañado por un decremento en la transferencia de potencia
de tal manera que la separación angular se incrementamás. Si el sistema no puede absor-
ber la energía cinética correspondiente a estas diferencias de velocidad de los rotores, el
SEP será inestable.
Para cualquier situación, la estabilidad del sistema depende de si las desviaciones
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en las posiciones angulares de los rotores resultan en pares de restauración suficientes.
La pérdida de sincronismo puede ocurrir entre un máquina y el resto del SEP, o entre
grupos de máquinas, manteniendo el sincronismo dentro de cada grupo después de
separarse [27].
2.1.2 Planteamiento del Problema
Declarar un sistema de potencia “estable” es algo ambiguo amenos que las condi-
ciones para las cuales esta estabilidad será estudiada sean claramente definidas, dado
que en este trabajo se estudia el tiempo de liberación de una falla, los intercambios de
potencia que pueden ser tolerados dependen de las condiciones iniciales de operación
del sistema y de la naturaleza misma de la falla. El principal criterio de estabilidad es que
las máquinas sincronasmantengan sincronismo al finalizar el periodo transitorio.
Si la respuesta oscilatoria de un sistema de potencia durante el periodo tran-
sitorio después de un disturbio se amortigua el sistema alcanza una nueva
condición de operación estable en un tiempo finito, decimos que el sistema
es estable. Si el sistema no es estable, se considera inestable [28].
Este trabajo de tesis está enfocado en el análisis de la estabilidad transitoria, por lo
cual es importante conocer los conceptos básicos que caracterizan este estudio, así como
las metodologías más recientes. A continuación, se presenta una breve descripción del
concepto de estabilidad, así como su clasificación, las ecuaciones que representan al SEP
para realizar este estudio, y el criterio de áreas iguales. Después, se describen algunas de
las metodologías recientemente utilizadas para el análisis de estabilidad transitoria y el
cálculo del CCT de falla.
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2.2 Estabilidad y Clasificación
La estabilidad es la habilidad de un sistema eléctrico de potencia para, a partir
de una condición inicial dada, mantener un estado de equilibrio después de haber sido
sometido a un disturbio físico, con la mayoría de las variables limitadas de modo que
prácticamente el sistema semantenga intacto [27].
La clasificación de la estabilidad es esencial para realizar un análisis confiable y
certero de los problemas de estabilidad. La Figura 1 brinda un panorama general del






























Figura 1. Clasificación del estabilidad del SEP.
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2.3 Estabilidad Transitoria
La estabilidad angular se refiere a la habilidad de las máquinas síncronas de un
SEP interconectado paramantener el sincronismo después de ser sujetas a un disturbio.
Esto depende de la habilidad demantener y/o restaurar el equilibrio entre el par electro-
magnético y el par mecánico en el sistema. La inestabilidad puede ocurrir en forma de
oscilaciones angulares crecientes de un generador llevándolo a la pérdida de sincronismo
con otros generadores [3].
Los estudios referentes a la estabilidad angular se dividen en dos subcategorías,
estabilidad transitoria y estabilidaddepequeña señal. El estudio de estabilidad transitoria
se realiza para condiciones donde el SEP ha sido sometido a grandes disturbios y el perio-
do de estudio es de 3 a 5 segundos después del disturbio. Este tiempo se puede extender
a 10–20 segundos para grandes sistemas con oscilaciones interárea dominantes.
Para ilustrar el principio de la estabilidad transitoria se considera un sistema SMIB
como el que se muestra en la Figura 2. El sistema SMIB es representado por su circuito
equivalente en la Figura 3(a), y este a su vez es representado por el circuito equivalente
reducido en la Figura 3(b).
Figura 2. Sistemamáquina bus infinito.
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La potencia eléctrica de salida del generador es:






La relación potencia-ángulo se presenta en la Figura 4. Si el sistema opera con las
dos líneas de transmisión en servicio, la condición de operación es representada por el
punto a en la curva Pe − δ (Caso 1), y el ángulo del rotor correspondiente es δa . Cuando
(a)
(b)
Figura 3. Representación del sistemamáquina bus infinito: (a)
Circuito Equivalente; (b)Circuito Equivalente Reducido.
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una línea de transmisión sale de servicio, la reactancia equivalente XT es mayor, por lo
tanto Pmáx es menor; debido a que Pm es la misma el punto de operación cambia y es
representado por b en la curva Pe − δ (Caso 2), el ángulo del rotor ahora es δb .





= Pm − Pe , (3)
donde H es la contante de inercia en MW · s/MVA, δ es el ángulo del rotor, ω0 es la
velocidad síncrona y t es el tiempo en s.
Figura 4. Curva potencia-ángulo.
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2.3.1 Criterio de Áreas Iguales
Mediante el criterio de áreas iguales es posible evaluar la estabilidaddeSEPdespués
de un disturbio, esto sin que se resuelva en su totalidad la ecuación de oscilación del ge-
nerador. Para determinar el margen de estabilidad solo se requiere conocer la desviación
del ángulo del rotor. Este criterio solo se puede emplear de forma directa para un sistema
SMIB (ver Figura 2).
En la Figura 5 se muestra la curva potencia-ángulo del sistema presentado en la
Figura 2, cuando este presenta una falla. Debido a que Pe es una función no lineal de δ,
para poder resolver la ecuación de oscilación mostrada en (3), esta es multiplicada en










(Pm − Pe )dδ
dt
, (4)









(Pm − Pe )dδ. (5)
En condiciones de operación en estado estable dδ/dt es cero, pero esto cambia como
resultado del disturbio. Para una operación estable posfalla, la desviación de δ debe ser





(Pm − Pe )dδ = 0, (6)
donde δ0 es el valor inicial del ángulo del rotor y δm es el máximo ángulo del rotor.
De acuerdo con la Figura 5, la trayectoria a integrar representada por (6) se divide
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en dos secciones: ∫ δ1
δ0
(Pm − Pe )dδ +
∫ δm
δ1





A2 dδ = 0.
(7)
La energía cinética ganada por la aceleración del rotor cuando δ cambia de δ0 a δ1
es representada por A1, mientras que A2 representa la energía de desaceleración cuando
δ va de δ1 a δm .
A partir de (7), se determinan los siguientes criterios:
Si A1 < A2, el sistema será estable.
Si A1 = A2, el sistema será críticamente estable.
Si A1 > A2, el sistema será inestable.
Figura 5. Curva potencia-ángulo del sistema SMIB con falla.
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2.3.2 Simulación en el Dominio del Tiempo
La simulación en el dominio del tiempo es uno de los métodosmás ampliamente
utilizado para el análisis de estabilidad transitoria. En este método, el conjunto de ecua-
ciones diferenciales algebraicas que representan al SEP es resuelto aplicando técnicas
de integración numérica, lo que permite obtener una solución aproximada de dichas
ecuaciones. Estas técnicas de integración emplean procedimientos de paso por paso,
donde estos pueden ser de amplitud constante o variable.




• Método Runge-Kutta (R-K)
Métodos implícitos
• Regla trapezoidal
Estemétodo brinda resultados precisos. Sin embargo, el nivel de complejidad en
términos de computo incrementa en proporción al tamaño del sistema de potencia que
se esta analizando, ya que el número de ecuaciones diferenciales que se deben resolver
está en función a la cantidad demáquinas que tiene el sistema.
2.3.3 Método Directo
El método directo traslada la ecuación de oscilación del SEP a un marco de refe-
rencia energético, a fin de obtener el límite energético crítico de todo el sistema durante
un disturbio. Este método está basado en el análisis de la función de energía transitoria
18
(TEF), la cual es equivalente al criterio de áreas iguales [3]. La TEF evalúa la estabilidad
transitoria del SEP sin resolver las ecuaciones diferenciales algebraicas, por medio de
criterios de estabilidad como el de Lyapunov.
Un número considerable de simplificaciones son necesarias para aplicar esteméto-
do. El generador es representado por el modelo clásico y las cargas deben ser modeladas
como impedancias constantes. Para un sistema de n máquinas, la ecuación de oscilación





= P ′mi − Pei , (8)
con







Ci j sen δi j +Di j cos δi j
}
, (10)
donde δi j representa la diferencia del ángulo del rotor entre la máquina i y la máquina j ;
δi , Pmi y Ei representan la magnitud del ángulo del rotor, potencia mecánica y voltaje de
campo de la máquina i , respectivamente.Ci j = EiE jBi j yDi j = EiE jGi j ,Gi j y Bi j son la
conductancia y la susceptancia de la conexión de la red entre los nodos i y j .
Para la aplicación del método TEF, es conveniente describir el comportamiento
transitorio del SEP con los ángulos del rotor de los generadores expresados con respecto
al centro de inercia (COI) de todos los generadores. La función de energíaV que describe




























donde θsi es el ángulo del bus i en el estado de prefalla y Ji = 2Hiω0 es el momento de
inercia del i -ésimo generador.





i : cambio de la energía cinética del rotor en el marco de referencia COI.
b) ∑P ′mi (θi − θsi ) : cambio en la energía potencial del rotor de todos los generadores
relativa a COI.
c) ∑∑Ci j (cos θi j − cos θsi j ) : cambio en la energía magnética almacenada en todas
las ramas.
d) ∑∑∫ Di j cos θi j d(θi + θj ) : cambio en la energía disipada de todas las ramas.
La energía cinética (Vk ) es una función de las velocidades del generador y es re-
presentada por el término a); la energía potencial (Vp) es una función de los ángulos del
generador y es representada por la suma de los términos b), c) y d).
La evaluación de la estabilidad transitoria consiste de los siguientes pasos:
1. Calcular la energía críticaVcr.
2. Calcular la energía total del sistema prefallaVcl.
3. Calcular el índice de estabilidadVcr −Vcl. El sistema es estable si el índice de estabi-
lidad es positivo.
2.3.4 Tiempo Crítico de Liberación de Falla
Cuando ocurre una falla en el SEP, durante el tiempo que esta permanece, se re-
ducen tanto los voltajes de la red como la transmisión de potencia eléctrica de los ge-
neradores a las cargas. Como la potencia mecánica de los generadores no se reduce
instantáneamente al nuevo valor de potencia eléctrica, se produce una aceleración en el
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rotor. Lamagnitud de la aceleración producida en el rotor debido a la falla aumentará a
medidaque seamayor el tiempodepermanenciade la falla. El tiempocríticode liberación
de falla es aquel para el cual el sistema es críticamente estable, es decir, si la falla se libera
después del CCT de falla el sistema pierde estabilidad. El valor del CCT de falla depende
demúltiples factores como son la inercia, el despacho de los generadores, la impedancia
de las líneas, la topología de la red, el tipo de falla y la ubicación de la falla. El CCT de
falla es una de las principales características del análisis de estabilidad transitoria, este es
tomado como un índice de estabilidad.
El CCT de falla puede ser calculado utilizando los métodos para el análisis de
estabilidad transitoria mencionados anteriormente los cuales son:
1. Simulación en el dominio del tiempo
Para cada escenario de falla se repite la simulación evaluando diferentes tiempos de
liberación de falla hasta que el generador pierde sincronismo, este método permite
calcular valores precisos del CCT de falla pero consumemucho tiempo de proceso.
2. Método directo
En este método el cálculo de la energía criticaVcr, es decir, el límite de la región de
estabilidad, es una tarea difícil. Diferentes aproximaciones se han propuesto para
determinarVcr :
a) El punto de equilibrio inestable (UEP) más cercano.
b) Control del punto de equilibrio inestable (CUEP).
c) El límite de la región de estabilidad basado en el control de UEP (BCU).
Derivado de la ecuación de áreas iguales, [28] proporciona una ecuación para el














PM = pico de la curva potencia-ángulo de prefalla.
r1 = distancia del pico de la curva potencia-ángulo de falla a PM .
r2 = distancia del pico de la curva potencia-ángulo de posfalla a PM .
δ0 = sen−1 Pm/PM < pi/2.
δm = sen−1 Pm/r2PM > pi/2.
El tiempo crítico de liberación de falla puede ser obtenido de la simulación en el
tiempo de la ecuación de oscilación.
2.4 Metodologías Recientes para la Identificación de Estabilidad y el Cálculo del CCT
A lo largo del tiempo se han desarrollado numerosas metodologías para el análisis
de la estabilidad transitoria, derivadas de la simulación en el dominio del tiempo y el mé-
todo directo. A continuación, se describen algunos de los algoritmosmás recientes.
2.4.1 Detección en Línea de Pérdida de Sincronismo Usando el Criterio de la Función de
Energía
En [18] se considera que si la diferencia angular en los extremos de una línea de
transmisión se vuelve ilimitado, esta línea forma un recorte crítico a través del cual el
sistema se separa en dos grupos coherentes. Cuando el sistema de potencia sufre una
perturbación, este gana energía cinética y potencial; para tener una oscilación estable, la
energía cinética debe ser cero cuando la energía potencial alcance sumáximo valor. Este
criterio es utilizado para identificar la inestabilidad.
El criterio de detección de inestabilidad propuesto requiere conocer el flujo de
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potencia Pk en el k -ésimo elemento serie (líneas de transmisión, transformadores) y el
ángulo de fase δk a través del elemento; estas cantidades son obtenidas por mediciones
locales de corriente y voltaje al final de cada línea, y se debe conocer la impedancia del
elemento.
La variación enPk y δk es calculadamediante el ajuste de una curva polinomial con
las mediciones posfalla. Los límites δmín y δmáx son obtenidos mediante la simulación
en el dominio del tiempo del sistema. El periodo de muestreo (τ) es de un ciclo. Las
mediciones separadas por dos ciclos son usadas para ajustar la curva. El algoritmo para
la identificación de la inestabilidad en una línea se describe a continuación:
1. Si δk en el instante de muestreo actual es menor que la medición en la muestra
anterior, se indica estabilidad en la línea ya que δk alcanza el máximo y dδk/dt
cruza cero durante este periodo demuestras. Si ∆Pk < 0 y δk > δmín, o δk > δmáx,
entonces se indicada inestabilidad en la línea.
2. Si δk medida en el instante de muestreo actual es mayor que δmín, se ajusta una
curva cuadrática con las tres medicionesmuestreadas de ∆Pk
∆Pk = a1t
2 + b1t + c1, (13)
y se ajusta una curva cúbica con las cuatromuestras de δk
δk = a2t
3 + b2t
2 + c2t + d2. (14)
Las muestras de δk sonmedidas en los instantes ts − 6τ, ts − 4τ, ts − 2τ y ts . ∆Pk es
medida en los instantes ts − 4τ, ts − 2τ y ts ; donde ts (ts ≥ tcl + 6τ) es el instante de
muestreo actual y tcl es el tiempo de liberación de la falla.




2 + b1t + c1 = 0 (15)
3a2t 2 + 2b2t + c2 = 0 (16)
con valores reales positivos.
4. Si t1 < t2 y (t1 − ts ) < 1 o si (15) tiene una solución real positiva con (t1 − ts ) < 1 y
(16) no tiene una solución real positiva se indica inestabilidad en la línea; de otra
manera, se obtiene un nuevo conjunto demediciones en el siguiente instante de
muestreo y se procede con el paso 1.
Una vez que se identifica inestabilidad en una línea de transmisión, se usa un
algoritmo basado en la fusión de buses adyacentes para determinar si un conjunto de
líneas forma un recorte crítico. El sistema posfalla se considera conectado inicialmente;
A es lamatriz adyacencia del sistema posfalla y S es un conjunto vacío. Cuando se detecta
inestabilidad en la línea i–j la información de conectividad de esta se incluye en el con-
junto S y se remueve de la matriz A. Se verifica si existe un camino entre los buses i–j . Si
no existe un camino entre los buses i–j significa que el bus j no es adyacente al bus i y el
conjunto S es un recorte crítico. Se determina la inestabilidad del sistema cuando la línea
en la cual se detectó inestabilidad forma un recorte crítico.
Una de las desventajas de estemétodo es que se deben conocer las impedancias de
los elementos en serie para poder calcular δk . Se debe tener conocimiento de la conexión
de la red para obtener un buen resultado al momento de verificar si existe un recorte
crítico en el sistema. Para obtener los limites δmín y δmáx que se usan en la evaluación de
inestabilidad se debe realizar la simulación en el domino del tiempo.
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2.4.2 Aproximación Analítica del Tiempo Crítico de Liberación para el Análisis Paramétri-
co de la Estabilidad Transitoria del Sistema de Potencia
En [14], se presenta una nueva expresión analítica para aproximar el CCT de una
falla. Esta estimación es derivada a partir de la reformulación de las métricas de energía
usadas en el método directo en términos demediciones de tiempo, mediante la simplifi-
cación de la función de energía y la dinámica durante la falla.
El propósito de la nuevamétrica es capturar tendencias en estabilidad variando los
parámetros en lamatriz completa de admitancias utilizando continuaciónnumérica. Este
métodoestábasadoen la agregaciónde redesdepotencia. Enparticular, este algoritmoes-
tudia el efecto que produce un parámetro de carga sobre la estabilidad cuando existe una
falla en una red agregada. A continuación, se describen los pasos de este algoritmo:
1. El SEP es modelado como un sistema hamiltoniano. Se formula una estimación
del CCT de falla (τH ) integrando la dinámica del sistema durante la falla hasta que
la energía del sistema alcance el limite crítico c . Se utiliza el método UEP para el
cálculo de c .
2. Ladinámicadecadagenerador es agrupadaenuna regióndegeneracióndeacuerdo
a la distancia eléctrica en los generadores. Se utiliza elmodelo de dosmáquinas bus
infinito (TMIB).
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γ = εc − (X spre) = ∆Hmáx > 0. (20)
Lasmétricas propuestas en este algoritmodependende la localizacióndelUEPmás
cercano. Sin embargo, no se proporcionan pruebas rigurosas de que todos los posibles
puntosdeequilibrio inestables enel límitedeestabilidaddeunpuntodeequilibrio estable
se puedan encontrar utilizando continuación numérica.
2.4.3 Desacoplamiento Basado en el Método Directo para el Análisis de Estabilidad Tran-
sitoria del Sistema de Potencia
Este método propone un desacoplamiento basado en el método directo para anali-
zar la estabilidad transitoria posfalla de un sistemamultimáquina [15]:
1. Se utiliza una transformación de desacoplamiento lineal para construir un sistema
SMIB por cadamodo de oscilación del sistema. Cada sistema SMIB contiene infor-
mación de estabilidad con respecto a unmodo de oscilación del sistema original
en equilibrio. Cada sistema SMIB es determinado pormedio de:














2. El método de la función de energía es utilizado en cada sistema SMIB para calcular





dondeVcr indica la energía crítica,Vk es la energía cinética del sistema posfalla y
Vc es la suma de la energía cinética y potencial del sistema posfalla. El margen de
estabilidadmás pequeño indica el margen de estabilidad del sistema original.
3. El sistema es estable cuandoVn > 0, de lo contrario el sistema es inestable.
Debido al desacoplamiento que se realiza en el sistemamediante la transformación
lineal, el método presenta algunas desventajas: la primera es que no se considera la
interacciónmodal (este algoritmo solo es aplicable para casos en los cuales se presenta
baja resonancia). La segunda desventaja es que la potencia máxima Pmáx y la inerciaH
no están definidas para cada sistema SMIB, por lo tanto, la función de energía no puede
ser calculada directamente.
2.4.4 Análisis de Estabilidad Transitoria Basado enWAMS e Identificación en Línea del
Parámetro de Admitancia
En [19] se propone unmétodo de identificación para establecer la matriz equiva-
lente de admitancia usando el algoritmo regresión lineal múltiple (MLR) basado en datos
deWAMS y posteriormente calcular el CCT de falla.
1. El algoritmoMLR es usado para identificar los parámetros de admitancia prefalla y
posfalla, donde son obtenidas las matrices Bi j yGi j como se describe a continua-
ción:
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a) Se identifican las ecuaciones de observación:
Yn×1 = Xn×(m+1) βm+1 (25)






c) Se calcula el eigenvalor de la matriz BBT y el eigenvalor mínimo λm+1 de
acuerdo a la teoría de la descomposición de valores singulares.
d) Se calculan todos los parámetros demínimos cuadrados.
2. El cálculo del CCT de falla para el SEP se describe a continuación:
a) Se ajusta el ángulo del generadormediante el método de interpolación poli-
nomial y se calcular la trayectoria donde la falla ocurre. Este modelo utiliza el
último dato de corto circuitomedido porWAMS comopunto partida. El orden
de la interpolación polinomial es de 4.
b) Se calculan f T (θ)(θ − θs ) yVPE (θ) y se evalúa si la energía potencial alcanza su
valor máximo.
c) Si el punto de cruce está dentro de PEBS, entonces f T (θ)(θ − θs ) < 0, de lo
contrario f T (θ)(θ − θs ) > 0.
d) Se integrar la trayectoria de falla hasta el momento queV (θ, ω˜) = Vcr y se
obtiene tcr .
Los resultados del CCT de falla de este algoritmo muestran discrepancia al com-
pararlos con los obtenidos en el método de solución para dos de los casos de estudio
presentados. Por lo tanto, el algoritmo no es confiable ya que no se analizó cuáles fueron
los factores influyeron en estos resultados.
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2.4.5 Estimación del Tiempo Crítico de Liberación Usando unModelo Dinámico Equiva-
lente Basado en Datos de Sincrofasores
En [20] se usan los datos de unidades de medición fasorial (PMU) del sistema
posfalla. Las excursiones de voltaje y frecuencia obtenidas de ambos lados de la línea
del enlace son usadas para calcular el equivalente de dos máquinas, que modelan con
precisión los aspectos electromecánicos de pequeña señal del comportamiento dinámico
de la línea de enlace. A continuación, se describen los pasos del algoritmo:
1. Se obtienen los datos de voltaje y frecuencia de los PMU.
2. Se identifica la frecuencia intermodal y se extrae la componentemodal requerida
de los datos de voltaje y frecuencia.
3. Se evalúa los parámetros del modelo equivalente a partir de los componentes
modales extraídos de voltaje y frecuencia.
4. Se calcula el pico de energía obtenida por el modelo detallado después de una
perturbación.
5. Se determinar el CCT de falla del modelo equivalente, que producirá el mismo pico
de energía que el modelo detallado.
6. Se repite los pasos 4 y 5 para diferentes niveles de transferencia de potencia, para
obtener los puntos requeridos para el ajuste de la curva de energía.
7. La relación establecida puede usarse para determinar el CCT de falla en el modelo
detallado.
La estimación del CCT de falla propuesta en este algoritmo arroja resultados co-
rrectos cuando el nivel de transferencia de potencia a través de la línea de enlace es
relativamente alto. Por ejemplo, para sistemas de 332, 423 y 532MW. Sin embargo, para
niveles de transferencia de potencia bajos, el algoritmo tiene resultados erróneos.
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2.4.6 Identificación en Tiempo Real de la Máquina Crítica para el Análisis de Estabilidad
Transitoria en Línea
En [2] se propone un esquema de identificación de la máquina candidata crítica y
un sistema equivalente SMIB. El esquema obtiene la máquina candidata crítica a partir
de la desviación del ángulo del rotor. Los datos que utiliza el algoritmo son obtenidos de
WAMS.
Debidoa la inerciade lasmáquinas, la desviacióndel ángulodel rotornoes evidente
en el primer periodo después de la falla. Debido a esto se propone el cálculo de un ángulo
predictivo φ para predecir el ángulo del rotor en un tiempo corto:
φi = δi (t ) + 100pi
[
ωi (t ) + ∆Pi (t )2Mi ∆T
]
∆T , (27)
donde φi es el ángulo predictivo, δi es el ángulo actual del rotor,ωi es la velocidad angular,
∆Pi es la potencia desbalanceada,Mi es la inercia de la máquina y ∆T es el intervalo de
tiempo predictivo.
A continuación, se describen los pasos que sigue el algoritmo:
1. Se obtienen las trayectorias de tiempo real (δ,ω,Pm ,Pe ) obtenidas deWAMS.
2. Se calcula el ángulo predictivo φ para cadamáquina usando (27).
3. Se ordena el ángulo predictivo de todas lasmáquinas y se calcula la desviación entre
los ángulos adyacentes ordenados.
4. Se eligen las tres mayores desviaciones de ángulo y se obtienen los tres modos de
agrupamiento.
5. Se hacer la transformación equivalente a unamáquina bus infinito para cadamodo
de agrupamiento y se calcula el ángulo equivalente de los tres modos de agrupa-
miento respectivamente.
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6. Se elige el modo que tiene el mayor ángulo equivalente como el modo correcto de
agrupamiento en la medición actual.
7. Se analiza la estabilidad transitoria en el plano de fase de dos dimensiones que
corresponde al modo de agrupamiento elegido en el paso anterior.
8. Se actualizar el modo de agrupamiento hasta que el método determine que el
sistema es inestable.
Debido a que los modos de agrupamiento son obtenidos de las desviaciones del
ángulo predictivo, en ocasiones el agrupamiento crítico que identifica el algoritmo no
es el que tiene mayor desviación de ángulo todo el tiempo. Este algoritmo aumenta la
cantidad de cálculos en comparación con el método basado en el ángulomáximo o con
el método basado en la desviaciónmáxima del ángulo predictivo.
2.4.7 Estimación Libre de Simulación del Tiempo Crítico de Liberación de Falla
En [21] se propone un método que proporciona certificados de estabilidad tran-
sitoria mediante la construcción de una familia de funciones de Lyapunov y después
se encuentra la funciónmás adecuada en la familia para los estados iniciales dados. El
método permite obtener un certificado de estabilidad transitoria que solo se basa en la
comprobación del tiempo de liberación de la falla. Es decir, si el tiempo de liberación de
falla está por debajo de cierto umbral, entonces el estado de posfalla permanece en la
región de atracción del punto de equilibrio y el sistema es determinado como estable.
Este método solo requiere conocer el estado del sistema después de la liberación de la
falla en lugar de conocer toda la trayectoria de la falla.
Esta técnica se basa en la familia de funciones de Lyapunov desarrollada en [16], la
cual se describe a continuación:
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El sistema es representado en un espacio de estados de la siguiente forma:
Ûx = Ax − BF (Cx), (28)






dondeM yD sonmatrices diagonales que representan la inercia y la acción de control de
los generadores,On×n representa unamatriz de ceros e In×n es la matriz identidad. Las










donde |ε | es el número elementos diferentes de cero fuera de la diagonal en la matriz
de susceptancia reducida Bk j , E es la matriz de adyacencia de la red. La transformación
no lineal F (Cx) = [sen δk j − sen δ∗k j ]T, δ∗k j = δ∗k − δ∗j representa el ángulo del rotor en el
punto de equilibrio.
Para el sistemadefinido en (28) se usa el cono convexode las funciones de Lyapunov
definidas por: 
ATQ + QA R
RT −2H
 ≤ 0 (31)
y
R = QB − CTH − (KCA)T, (32)
dondeK yH sonmatrices diagonales de |ε | × |ε | yQ es unamatriz simétrica positiva de
2n × 2n. Para cada par deQ yK que satisface la desigualdad (31), la función de Lyapunov
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correspondiente está dada por:




K{k ,j }(cos δk j + δk j sen δ∗k j ), (33)
donde K{k ,j } representa el elemento de la diagonal de la matrizK.
La funcióndeLyapunovdecreceenelpolytope ϕdefinidopor ladesigualdad
δk j + δ∗k j  ≤
pi. Para asegurarse que el sistema no saldrá de ϕ durante la dinámica transitoria, se




La estimación del CCT de falla no necesita simulaciones, se basa en verificar si la
desigualdad (31) se cumple y si se satisface la siguiente expresión
τlib < 2γ(Vmín −V (δ∗pre − δ∗pos)), (35)
donde τlib es el tiempo de liberación de la falla.
Para una contingencia manifestada por la apertura de una línea de transmisión, se
verifica si la desigualdad descrita en (31) tiene solución. En el caso de que esta se pueda
resolver para encontrar las matricesQ,K,H y el número positivo γ, se obtiene la función
de LyapunovV (x) a partir de (33), y se calcula el mínimo valor de la funciónV (x) definida
en (34). Finalmente, si τlib de la falla satisface la desigualdad definida en (35), se concluye
que la dinámica posfalla conduce a una condición de operación estable. Si la desigualdad
(35) no se cumple o no existe solución para la desigualdad (31), entonces no se puede
saber si el sistema es estable o inestable en el estado de posfalla. La contingencia debe




Los dos métodos más empleados en la literatura para el análisis de estabilidad
transitoria presentan ciertas desventajas como son el tiempo de cómputo, la dificultad
de obtener la energía crítica del sistema, en ciertas ocaciones el sistema esmodelado sin
considerar ladinámicade las cargas y ladinámicadel controlde losgeneradores,asimismo
no concidera las pérdidas en las líneas de transmisión. Estas desventajas han llevado a la
necesidad de reformular estas metodologías para hacer las más eficientes y confiables,
incluso los combinan para obtener mejores resultados.
En la actualidad, se han presentadométodos que tienen como característica princi-
pal usar datos deWAMS con el fin de evitar la simulación de las ecuaciones diferenciales
y algebraicas. Aunque estosmétodos cumplen con el objetivo de realizar un análisis de
estabilidadyobtener elCCTde falla, algunosenciertamedida requieren informaciónde la
simulación en el dominio del tiempo para establecer límites o para evaluar las ecuaciones
de energía, las cuales también requieren de conocer parámetros del sistema y la conexión
con la red. Otros métodos utilizan transformaciones para obtener equivalentes sistema
SMIB. En este proceso se puede perder información relevante del SEP, además es com-
plicado conocer los equivalentes de ciertos parámetros como son la inercia y la potencia
para cada sistema formado, por lo tanto, resulta complicado realizar el análisis completo.
Algunos otras propuestas evitan la carga computacional de la simulación, sin embargo la
metodología que proponen aumenta la carga computacional total del análisis.
Lo anterior motivó a formular una nuevametodología que proporcione resultados
confiables, que disminuya el tiempo de cómputo y considere modelos completos para
todos los elementos del SEP. Además se busca aplicar nuevas técnicas de análisis para




En este capítulo se hace una reseña de la teoría utilizada para la implementación
de la metodología propuesta en esta tesis. También, se hace una descripción de todas las
etapas que conforman el algoritmo que aquí se propone.
El algoritmo para el cálculo del CCT de falla que aquí se propone está basado en
el análisis del comportamiento de los eigenvalores y las técnicas de solución de este. El
comportamiento del SEP es representado por una matriz numérica A ∈ Rm×n , donde
m es el número de muestras y n son las variables de interés medidas, conm  n. Esta
matriz contiene la dinámica de los ángulos de las máquinas, adquirida a través de un
procesodemuestreo. Para reducir la dimensiónde lamatriz se realiza una transformación
mediante la descomposición de los valores singulares, con la cual la matriz es proyectada
a un espacioRn×n . En esta tesis las variables medidas serán los ángulos de los fasores de
voltaje de los buses de generación y las mediciones son obtenidas deWAMS.
En el nuevo espacio el eigenvalor dominante representará la dinámica de los ángu-
los de las máquinas del SEP y es posible calcular el límite demagnitud que puede tomar
el eigenvalor dominante con base en la descomposición de los valores singulares. Con
base en este límite y en el comportamiento del eigenvalor ante ciertas condiciones de
operación se calcula el CCT de una falla.
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3.2 Eigenvalores y Eigenvectores
Los eigenvalores de una matriz A de n × n estan dados por un escalar λi , para el
cual existe una solución no trivial para los sistemas [3]:
Aφi = λiφi (36)
ψiA = λiψi , (37)
dondeφi de n × 1 y ψi 1 × n son los eigenvectores derecho e izquierdo, respectivamente,
asociados al eigenvalor λi (i = 1, 2, . . . ,n).
Los eigenvectores izquierdos y derechos correspondientes a diferentes eigenvalores
son ortogonales, por lo tanto
ψjφi = 0. (38)
Por otro lado, si estos corresponden al mismo eigenvalor y están normalizados se tie-
ne
ψiφi = 1. (39)
Las ecuaciones (36) y (39) se expresan en formamatricial
AΦ = ΛΦ, (40)
ΨΦ = I , Ψ = Φ−1 (41)
y
Φ−1AΦ = Λ, (42)
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dondeΛ es unamatriz diagonal que contiene los eigenvalores de A
Λ =

λ1 0 · · · 0
0 λ2 · · · 0
... ... . . . ...
0 0 · · · λn

(43)




φ1 φ2 · · · φn
]
. (44)
3.3 Sensibilidad del Eigenvalor
Los eigenvalores, en general, están en función de todos los parámetros de diseño
y control del SEP. El cambio en cualquiera de estos parámetros afecta el desempeño del
sistema. Por lo tanto, este causará un cambio en el comportamiento del eigenvalor. La
cantidad de cambio depende de la sensibilidad que tienen los eigenvalores con respecto
al parámetro, así como el cambio en el valor de dicho parámetro [29].





















Todos los elementos de ∂A/∂ak j son cero, excepto el elemento en la k -ésima fila y
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j -ésima columna, el cual es igual a 1. Por lo tanto, (46) se escribe como
∂λi
∂ak j
= ψikφj i , (47)
la sensibilidad del eigenvalor λi con respecto al elemento ak j de la matriz es igual al
producto del elemento ψik del eigenvector izquierdo y el elemento φj i del eigenvector
derecho.
3.4 Factores de Participación
Lamatriz de participación (P) combina los eigenvectores derechos e izquierdos co-
mounamedida de la asociación entre las variables de unamatriz y sus eigenvalores.
P =
[


















φki = elemento de la k -ésima fila y la i -ésima columna de la matriz Φ. Es el k -ésimo
elemento del eigenvector derechoφi .
ψik = elemento de la i -ésima fila y la k -ésima columna de la matriz Ψ. Es el k -ésimo
elemento del eigenvector izquierdo ψi .
El elemento pki = φkiψik se llama factor de participación. Si los eigenvectores
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están normalizados, la suma de los factores de participación asociados con cualquier
eigenvalor o con cualquier variable es 1.
Retomando (47), se observa que el factor de participación pki es igual a la sensibili-





Por lo tanto, los factores de participación de λd serán todos los elementos de la diagonal
de la matriz de sensibilidad de λd , esta es generada calculando ∂λd con respecto a todos
los elementos de la matriz.
3.5 Descomposición de Valores Singulares (SVD)
La factorización eigenvalor-eigenvector de una matriz simétrica está dada por
[30]:
A = QΛQT, (50)
donde Λ es una matriz diagonal que contiene los eigenvalores de A, y Q es una matriz
ortogonal que contiene los eigenvectores de A, por lo tantoQQT = I. En general, esto no
se cumple y paramatrices rectangulares esto es imposible.
La descomposición de valores singulares es una factorización estrechamente aso-
ciada con la factorización dada en (50). Si se permite que Q y QT sean dos matrices
ortogonales cualquiera, la factorización es posible. La clave para trabajar conmatrices
rectangulares es, en la mayoría de los casos, considerar AAT y ATA.
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Cualquier matriz A dem × n puede ser factorizada como:
A = V1ΣVT2 . (51)
Las columnas de la matriz ortogonal V1 dem × m son los eigenvectores de AAT, y las
columnas de la matriz ortogonal V2 de n × n son los eigenvectores de ATA. La matriz
diagonal Σ de m × n contiene los valores singulares de A denotados como σ1, . . . ,σr .
Estos llenan los primeros r lugares de la matriz Σ, el resto (n − r ) son ceros y r es el rango
de A.
La matriz simétrica ATA tiene un conjunto de eigenvectores ortonormales x j , los
cuales están en las columnas de V2:
ATAx j = λ jx j , (52)
con xTj x j = 1 y xTi x j = 0 para i , j . Tomando el producto interno de (52) con x j , se tiene
que todos los eigenvalores son positivos, es decir λ j ≥ 0:
xTj ATAx j = λ jxTj x j , (53)
la expresión anterior es equivalente a
| |Ax j | |2 = λ j , (54)
donde | | · | | representa la norma euclidiana. Aplicando la raíz cuadrada en ambos lados
de (54) se tiene
| |Ax j | | =
√
λ j . (55)
A partir de (55) se tiene que para cada eigenvalor no nulo de las matrices AAT y ATA
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existe un valor singular representado por:
σj =
√
λ j , (56)
si se conoce el valor singular máximo ymínimo de lamatriz A, se puede determinar un








λ j  ≤ σmáx
. (57)
De (57), se concluye que los valores singulares mínimo y máximo de la matriz




La dinámica de los eigenvalores y las características de los eigenvectores resulta de
gran interés debido a que estos proporcionan valiosa información con respecto
a la estabilidad de los sistemas dinámicos. Para dar una interpretación física a
las ecuaciones (36) y (37), la matriz A tiene el efecto de aumentar o disminuir la
magnitud de los eigenvectores izquierdos y derechos sin cambiar su dirección, por
lo tanto, el eigenvalor mide la razón de cambio de la magnitud de los eigenvectores
[31–33]. Esto se puede observar en la Figura 6. Dicho lo anterior, resulta de interés
observar el comportamiento del eigenvalor que genera el máximo cambio en los
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eigenvectores. Por lo tanto, el eigenvalor dominante (λd ), el cual está definido como
el eigenvalor con lamáximamagnitud [34], es el que representará la dinámica de
los ángulos las máquinas del SEP en esta tesis.
2. Factores de Participación
Como ya se habíamencionado, los factores de participaciónmiden la contribución
relativa que tienen las variables de una matriz en cada uno de sus eigenvalores,
esto es expresado en (58). Si λd = λn solo se observará la columna que contiene la
participación de las variables sobre λd .
P =

p11 p12 . . . p1n
p21 p22 . . . p2n
... ...






λ1 λ2 · · · λn
(58)
Las variables (δ1, δ2, · · · , δn) representan los ángulos de cada una de las máquinas
(a) (b)
Figura 6. Efecto de la matriz A sobre | |x| | = 1 : (a) Efecto de la
matriz A de rango 2 ; (b) Efecto de diferentesmatrices de rango 2 .
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del SEP por lo tanto, los factores de participación serán usados para identificar
la contribución que tiene cada máquina en el comportamiento de (λd ) ante un
disturbio.
3. Grupos Coherentes
Cuando el sistema de potencia sufre una falla, este tiende a separarse en dos grupos
coherentes: un grupo crítico y el grupo restante. Lasmáquinas (críticas) que tienden
a separarse del sistema y, por lo tanto, responsables de la perdida de sincronismo,
pertenecen al grupo coherente crítico, mientras que el grupo coherente restante se
refiere a las máquinas que tienden amantener el sincronismo.
En forma convencional, las máquinas críticas son identificadas examinando las
curvas de oscilación relativa entre máquinas, estas curvas son obtenidas de la
simulación en el dominio del tiempo. Identificar las máquinas críticas es un factor
muy importante para evaluar la estabilidad de un sistemamultimáquina, y resulta
de interés conocer el comportamiento de las máquinas ante un disturbio.
Al analizar cómo cambian los factores de participación de cada máquina en el
tiempo, se puede observar que lasmáquinas conmayor factor de participación (ma-
yor sensibilidad) tienden a separarse ante un disturbio, por lo tanto, las máquinas
conmayor sensibilidad pueden ser consideradas como las máquinas críticas. Por
esto, los factores de participación también proporcionan información que permite
identificar los grupos coherentes formados ante un disturbio.
3.6.1 Señales de Entrada
Para realizar un análisis de estabilidad transitoria y obtener resultados confiables
es necesario contar con un modelo preciso del SEP que contenga la información de la
conexión de la red y los parámetros de los elementos que lo conforman. En la actualidad,
tener unmodelo realista del SEP representa un gran reto debido al constante cambio de
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la conexión de la red, la dinámica de las cargas y a los modelos complejos de las líneas de
transmisión. El surgimiento de los sistemasWAMS ofrece una nueva oportunidad para el
análisis de estabilidad transitoria del SEP; los datos obtenidosporWAMSsonmásprecisos
y dinámicos, lo cual hace que el modelo del SEP sea más elaborado y también permite
disminuir el tiempo computacional [19]. En este trabajo de tesis los datos de entrada para
el algoritmo son obtenidos deWAMS.
Debido a la dificultad que representa medir el ángulo interno de la máquina en un
sistema real, en este trabajo de tesis se considera que la dinámica del ángulo del fasor de
voltaje en los nodos de generación obtenido deWAMS, es representativa de la dinámica
del ángulo interno de la máquina, esto en términos de la respuesta que tendrá ante un
disturbio [21] (ver Figura 7 ).
Para el funcionamiento del algoritmo se tomaron dos señales:
Señal de Referencia
La señal de referencia contiene el comportamiento de los ángulos de las máquinas
para condiciones de operación en estado estable, la cual permitirá establecer una
condición de operación de referencia con respecto a las señales a analizar; los
ángulos son denotados como δ01, δ02, . . . , δ0n donde n representa el número de
máquinas del sistema.
Señal de Entrada
La señal de entrada al algoritmo contiene el comportamiento de los ángulos de
las máquinas para condiciones de operación en las cuales el sistema puede ser
inestable debido a un disturbio; la señal de entrada debe representar al sistema
posfalla, ya que con esta se obtendrá el máximo cambio en λd . Los ángulos de las





































Figura 7. Comportamiento del ángulo interno de la máquina
y comportamiento del ángulo del fasor de voltaje en el nodo de




En la Figura 8 semuestra el proceso que sigue la ventana deslizante, en la cualm
representa el número demuestras en cada ventana y N el número total de muestras de la
señal.
Figura 8. Ventana deslizante.
Para cada ventana de datos se forma unamatriz dem ×n, como lamostrada en (59)
para la señal de referencia y (60) para la señal de entrada, dondem es el número demues-
tras en cada ventana de datos y n representa el número demáquinas del sistema.
A0 =

δ011 δ012 . . . δ01n
δ021 δ022 . . . δ02n
... ...







δ11 δ12 . . . δ1n
δ21 δ22 . . . δ2n
... ...
δm1 δm2 . . . δmn

(60)
3.6.3 Descomposición en Valores Singulares
Lamatriz A formada por la ventana deslizante del paso anterior es rectangular, por
lo tanto (59) y (60) deben ser factorizadas mediante la descomposición de los valores
singulares para obtener sistemas desacoplados como el que se presenta en (51). Las
matrices factorizadas quedan de la siguiente forma:
A0 = V01Σ0V0T2 , (61)
A = V1ΣVT2 . (62)
Una vez que las matrices se desacoplan, λd se obtiene a partir de Σ, mientras los
factores de participación correspondientes a λd se obtienen a partir de V1 y VT2 .
3.7 Algoritmo Propuesto
El algoritmo propuesto se basa en la observación del eigenvalor dominante, el
cual es obtenido de la matriz A construida a partir de las señales que representan el
comportamiento de los ángulos internos de las máquinas. Este algoritmo se realiza en
dos etapas.
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3.7.1 Cálculo del Umbral
La primera etapa describe el cálculo de un umbral (U ) basado en una señal de
referencia que se forma a partir de unamatriz rectangular, de la cual se obtiene el valor
singular máximo. Con estos valores singulares se calculaU , el cual representa el máximo
valor que puede tomar λd para condiciones de operación en estado estable. Esta etapa
sólo se ejecuta una vez durante el análisis para determinar el comportamiento del sistema
en estado estable. El valor deU será utilizado en la segunda etapa.
Con base en (55), para cada matriz generada por la ventana deslizante se calcula
la máximamagnitud que puede tomar λd que satisface la desigualdad (57). Establecer el
límitemáximo demagnitud que puede tomar λd cuando el sistema opera en condiciones
de estado estable sirve como referencia para identificar si el sistemapresenta un disturbio.
Dicho lo anterior, se plantea el cálculo deU que permite calcular el CCT de falla.
A partir de la matriz Σ0 obtenida en (61), que contiene los valores singulares de la
matriz A0, se obtiene el valor singular máximo σmáx k ; esto se realiza para todas las matri-
ces generadas por cada ventana de estudio en la señal de referencia. Una vez obtenidos






σmáx i , (63)
donde k representa el número de ventanas generadas para la señal de referencia.











A0, como en (59)
Calcular SVD
de la matriz A0
Obtener σmax
k = k + 1







Figura 9. Cálculo del umbral.
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3.7.2 Cálculo del CCT de Falla
La segunda etapa describe el cálculo del CCT de falla. En este algoritmo, a partir
de una señal medida se forma unamatriz rectangular, la cual es factorizada utilizando
la descomposición de los valores singulares y luego se obtiene λd .U y λd son utilizados
para calcular el CCT de falla. Como ya semencionó en el capítulo anterior, el CCT de falla
representa el tiempomáximo que puede permanecer una falla en el sistema y que este se
mantenga estable. Este es un índice característico en el análisis de estabilidad transitoria
y se calculará con base enU y el comportamiento de λd .
Debido a queU está basado en el comportamiento del sistema en estado estable,
la magnitud de λd para esta condición será menor queU . Por otro lado, cuando el SEP es
perturbado, λd presentarámagnitudesmayores, las cuales pueden o no estar dentro del
límite establecido porU ; esto dependerá del tipo de disturbio y la duración de este. Por
lo tanto, cuando la magnitud λd es menor al límite establecido porU , se puede asegurar
que el sistema semantiene estable; mientras que cuando λd tomamagnitudesmayores a
U no se puede asegurar si el sistema semantendrá estable o será inestable.
Cuando el SEP opera en condiciones de estado estable la magnitud de λd tiene
variaciones, esto debido a la dinámica de las cargas y el control de las máquinas. Dichas
variaciones sonmuy pequeñas (en el orden de 1 × 10−5 aproximadamente), por lo tanto
se puede decir que lamagnitud de λd semantiene constante a lo largo del tiempo. Una
vez que el sistema es perturbado, la magnitud de λd tendrá grandes variaciones que
dependerán del tipo de disturbio y la duración de este.
Para realizar el cálculo del CCT de falla es de interés analizar el sistema cuando
este es inestable, ya que para esta condición se asegura que lamagnitud de λd presentará
grandes variaciones y en determinado tiempo cruzará el límite establecido porU . La
50
identificación del tiempo de inicio de la falla se realiza mediante el cálculo del cambio de
magnitud de λd entre cada ventana deslizante, esto se expresa como:
∆λd = λd k − λd (k−1), (64)
donde k representa la ventana actual y k − 1 es la ventana anterior. ti es el tiempo en el
cual ∆λd > 1 × 10−5. Una vez que λd toma un valor de magnitud mayor o igual aU se
identifica el tiempo tf en el cual λd = U .
El CCT de falla se determina como el tiempo que tarda λd desde que inicia el
disturbio hasta que cruzaU , el cual se calcula como:
tCCT = tf − ti . (65)
En la Figura 10 semuestran los tiempos ti y tf , así como el comportamiento de λd .
Se puede observar que antes de que inicie la falla la magnitud de λd prácticamente se
mantiene constante.
Tiempo (s)


























Figura 10. Dinámica del λd cuando el SEP es inestable .
El procedimiento para el cálculo del CCT de falla se resume en la Figura 11.
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3.8 Conclusiones
La aplicación de las técnicas de análisis y solución de los eigenvalores permite
representar el comportamiento de los ángulos internos de lasmáquinas del SEP y analizar
el fenómeno de estabilidad transitoria mediante el eigenvalor dominante, el cual refleja
la información del comportamiento de los ángulos de la máquinas del SEP a través de la
variación de sumagnitud.
SVD es unmétodo ampliamente probado y se ha implementado en diversos paque-
tes de cálculo de manera eficiente, su carga computacional es conocida y depende del
orden de la matriz que se está analizando. El número de operaciones que se realizan para
una matriz dem × n es de 2mn2 + 2n3 [35]. Una de las ventajas de este método es que
permite identificar con exactitud los valores singulares mínimo ymáximo de la matriz A
y esta información es fácil de obtener. Como las matrices V1 y V2 en (51) son ortogonales,
nunca cambian el tamaño de un vector. Este método resulta ideal para realizar cálculos
numéricos estables [30] . Las áreas de aplicación más difundidas de este método es el
procesamientode imágenes [36–41] y en el estudiode fenómenos enSEPs las aplicaciones
de este método son relativamente nuevas [42,43].
El algoritmo propuesto en este capítulo no requiere realizar la simulación de las
ecuaciones diferenciales y algebraicas, tampoco requiere de conocer los parámetros de
los elementos de la red o la conexión de la misma. La única información que se requiere
es la medición de las variables de interés del sistema a partir deWAMS.
Se propuso un umbral que permite calcular el CCT de falla, este umbral se deter-
minamediante una expresión analítica y está basado en los valores singulares máximos
obtenidos cuando el sistema opera en estado estable. Para un SEP dado, este umbral se
calcula solo una vez durante la primera etapa del algoritmo. Si el sistema que se está
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analizando presenta algún cambio topológico, por la adición o sustracción de carga o
generación, o cambien los parámetros del mismo, este umbral se debe calcular para la
nueva condición de operación, ya que el nuevo punto de operación es diferente y esto
podría provocar que el cálculo del CCT de falla sea incorrecto o muy conservador. Sin
embargo, es fácil volver a calcular el umbral, solo se requiere obtener las mediciones de
las variables para el nuevo punto de operación del SEP.
Por otro lado, analizar los factores de participación de λd , permite identificar cuál
es la máquina más sensible a la falla e identificar los grupos coherentes que se forman
cuando el sistema es perturbado. La información obtenida mediante los factores de
participación es equivalente a la obtenida en un análisis de pequeña señal donde se










A, como en (60)
Calcular SVD



















En este capítulo se presentan los resultados obtenidos de la evaluación de la me-
todología propuesta en el Capítulo 3. El algoritmo propuesto para el cálculo del CCT de
una falla es evaluado en tres sistemas de prueba: un sistema máquina bus infinito; un
sistema de 6 generadores y 27 buses; y sistema de 10máquinas y 39 buses. Los sistemas
de prueba fueron implementados es un software de simulación y las variables medidas
fueron consideradas como la información obtenida en tiempo real deWAMS.
Para cada sistemade prueba se simuló una falla trifásica en diferentes buses. Se asu-
mió que la falla inició en un tiempo ti . Después de un tiempo, el relevador de protección
operó para liberar la falla y la línea de transmisión fallada quedó fuera de servicio.
Para evaluar el desempeño del algoritmo, el CCT de falla calculado se comparó con
el obtenido de la simulación en el dominio del tiempo (TDS) de cada SEP. Se calculó el
error entre los tiempos que se obtuvieronmediante la expresión (66).
ε =
|tcalculado − tTDS |
tTDS
× 100% (66)
Como semencionó en el Capítulo 3, los factores de participación son unamedida
de la participación que tiene cada variable de una matriz sobre sus eigenvalores. Las
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variables de interés son los ángulos de los generadores y cada una de estas variables repre-
senta el comportamiento de su respectivo generador. Por esto, en este capítulo se hace
referencia al factor de participación de cada variable como el factor de participación de
cada generador. Al observar la participación que tiene cada generador sobre el eigenvalor
dominante, λd , se pueden identificar las máquinas que presentan mayor sensibilidad
(mayor factor de participación) y los grupos coherentes que se forman cuando el sistema
es perturbado.
4.2 Sistema de prueba 1
El sistema de prueba 1 es un sistema SMIB y esmostrado en la Figura 12. La turbina
del generador es modelada como IEEEG3, el generador está conectado a la red de 400 kV
a través de un transformador de 175MVA con conexión ∆−Y aterrizada y dos líneas de
transmisión representadas con el modeloΠ. La frecuencia del sistema es de 50Hz. En la
Tabla 1 semuestran los parámetros del sistema.
Para el sistema SMIB, el umbral calculado (ver (63)) es deU = 0.4076. El algoritmo
es evaluado aplicando una falla trifásica en el bus B2 y la línea de transmisión que queda
fuera es servicio es LT2. Para este caso se evalúan dos escenarios:
Figura 12. Sistema de prueba 1 (SMIB).
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TABLA 1




S = 175MVA S = 175MVA R0 = 71.0364248Ω
H = 0.02151 s VH = 14.7 kV L0 = 751.208733mH
Ra = 0.0015 p.u. VL = 400 kV C0 = 2.05 µF
X0 = 0.1 p.u. R = 0.003 p.u. R1 = 3.75203184Ω
Xl = 0.1 p.u. X = 0.12 p.u. L1 = 197.5649mH
Xd = 1.13 p.u. C1 = 3.30 µF
X′d = 0.3 p.u.
X′′d = 0.2 p.u.
T’d0 = 6 s
T”d0 = 0.05 s
Xq = 0.66 p.u.
X′q = 0.2 p.u.
T’q0 = 0.12 s
Escenario 1: El sistema de control del generador es modelado como un sistema de excitación
simple (SEXS). En este escenario se evalúa el comportamiento de λd cuando el
sistema es estable e inestable, esto se puede observar en la Figura 13(a). En la Figura
13(b) se presentan los tiempos para el cálculo del CCT de falla. Cuando el sistema
es estable, la magnitud de λd se mantiene debajo deU , mientras que cuando el
sistema es inestable la magnitud de λd es mayor y supera el valor deU .
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Tiempo (s)



















































Figura 13. Escenario 1 (SMIB): (a) Comportamiento de λd ; (b)




cuando λd = U .
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La Figura 14 presenta la relación ángulo-velocidad del sistema en condición estable
e inestable: cuando el sistema es estable el punto de operación de prefalla es prácti-
camente el mismo que el de posfalla. Por otro lado, cuando el sistema es inestable
el punto de operación de posfalla se aleja del punto de operación de prefalla.
δ (rad)



























Figura 14. Relación ángulo-velocidad del sistema SMIB (Esce-
nario 1): (a) Estable; (b) Inestable.
59
Escenario 2: El sistema de control incluye un regulador automático de voltaje (AVR). El compor-
tamiento de λd y la identificación del tiempo de inicio de falla y el tiempo tf son
presentados en la Figura 15.
Tiempo (s)















































Figura 15. Escenario 2 (SMIB): (a) Comportamiento de λd ; (b)




cuando λd = U .
60
En la Figura 13 y Figura 15 se puede observar que la magnitud de λd en estado de
prefalla es prácticamente constante, una vez que inicia la falla, lamagnitudde λd empieza
a cambiar. Para el escenario 1, cuando el sistema es inestable la magnitud de λd alcanza
un valor máximo y luego oscila en forma exponencialmente creciente. Mientras que en el
escenario 2, la respuesta de λd presenta oscilaciones amortiguadas una vez que alcanza
su valor máximo. Dicho lo anterior, se demuestra que el comportamiento de la magnitud
de λd representa la dinámica de los ángulos de las máquinas del SEP, y en este se reflejan
los cambio en los parámetros y en la topología del sistema. Por otro lado, para este sistema
de prueba se demuestra que el algoritmo identifica correctamente si el sistema es estable
o inestable, cuando este es sujeto a un disturbio.
Los resultados obtenidos del cálculo del CCT de falla son concentrados en la Ta-
bla 2, en la cual se observa que los tiempos obtenidos con el algoritmo propuesto son
menores a los tiempos obtenidos mediante TDS. El promedio del porcentaje de error
para este sistema es de 7.436%. Con los resultados obtenidos se puede concluir que el
algoritmo funciona correctamente en este sistema de prueba al calcular el tiempo crítico
de liberación de falla para los escenarios presentados.
TABLA 2





1 0.282 0.2605 7.626
2 0.292 0.2708 7.246
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4.3 Sistema de Prueba 2
El sistema prueba utilizado está formado por 6 generadores, 27 buses, 11 transfor-
madores, 31 líneas de transmisión y 15 cargas. La frecuencia nominal del sistema es de
50Hz y el nivel de voltaje es de 54 kV. El generador G1 representa la interconexión con el
resto del sistema de transmisión con un nivel de voltaje de 400 kV, este generador es el
elemento slack y es modelado como una fuente de voltaje constante de 400 kV. Las líneas
de transmisión son representadas con el modelo Π. Los parámetros y el diagrama del
sistema se describen en el Apéndice A.
Para este sistema el umbral calculado con (63) esU = 0.9739. El comportamiento
de λd en el tiempo para el sistema en estado de prefalla semuestra en la Figura 16, aquí
se observa que la magnitud de λd semantiene prácticamente constante en un valor de
0.9483 y sin superar el umbralU . Los factores de participación de los generadores sobre
λd en estado de prefalla se muestran en la Tabla 3.
Tiempo (s)





















Factores de participación para el sistema prefalla (6 generadores)






Con el fin de analizar el sistema, se definieron ocho escenarios, definidos al identi-
ficar las líneas de transmisión críticas. Para cada escenario se aplica una falla trifásica en
uno de los buses que conecta la línea de transmisión, después de un tiempo el relevador
de protección operó para liberar la falla y la línea de transmisión fallada quedó fuera de
servicio.
Los escenarios contemplados para probar el algoritmo en este sistema de prueba
se presentan a continuación:
En el escenario 1, la falla se aplicó en el bus B9 y la línea de transmisión L2 quedó
fuera de servicio. El comportamiento de lamagnitudde λd ante este escenario se presenta
en la Figura 17(a). En la Figura 17(b) se muestran los tiempos en los cuales inicia la falla y
cuando λd cruza el umbral, estos son ti = 0.8779 s y tf = 1.2147 s, respectivamente.
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Tiempo (s)






































Figura 17. Escenario 1 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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Para el escenario 2, la Figura 18 presenta el comportamiento de λd para una falla
en el bus B10 y la apertura de la línea de transmisión L3. El tiempo en el que se detecta la
falla es ti = 0.8911 s y el tiempo cuando λd cruza el umbral es de tf = 1.4456 s.
Tiempo (s)










































Figura 18. Escenario 2 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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En el escenario 3, el bus con falla es B20 y salió de servicio la línea de transmisión
L15. El comportamiento de λd es mostrado en la Figura 19(a). Los tiempos de inicio de
falla y cuando λd = U son ti = 0.8804 s y tf = 1.2251 s, respectivamente (ver Figura
19(b)).
Tiempo (s)









































Figura 19. Escenario 3 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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El escenario 4muestra el comportamiento de λd (ver Figura 20(a)) para una falla
en el bus B20 y apertura de la línea de transmisión L17. Los tiempos para el cálculo del
CCT de falla (ver Figura 20(b) ) son ti = 0.9805 s y tf = 1.3251 s.
Tiempo (s)









































Figura 20. Escenario 4 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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El escenario 5muestra el comportamiento de λd (ver Figura 21(a)) para una falla
ubicada en el bus B21 y apertura de la línea de transmisión L26. El tiempo de inicio de la
fallas es ti = 0.8809 s y el tiempo cuando λd = U es t f = 1.2055 s (ver Figura 21(b)).
Tiempo (s)









































Figura 21. Escenario 5 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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En el escenario 6, el bus con falla es B21 y la línea de transmisión fuera de servicio es
L21. El comportamiento de λd es mostrado en la Figura 22(a), los tiempos para el cálculo
del CCT de falla son ti = 0.9805 s y tf = 1.3055 s (ver Figura 22(b)).
Tiempo (s)









































Figura 22. Escenario 6 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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En el escenario 7 se presenta una falla en el bus B22 y la apertura de la línea de trans-
misiónL26.LaFigura 23(a)muestra el comportamientode λd ,mientras que la Figura 23(b)
muestra los tiempos para el cálculo del CCT de falla: ti = 0.8809 s y tf = 1.2148 s.
Tiempo (s)







































 = 1.2148 tf = 0.8809
(b)
Figura 23. Escenario 7 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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En el escenario 8, el bus fallado es B22 y la línea de transmisión fuera de servicio es
L15. El comportamiento de λd en este escenario semuestra en la Figura 24(a), los tiempos
de inicio de falla y cuando λd = U son ti = 0.9805 s y tf = 1.3148 s, respectivamente.
Tiempo (s)









































Figura 24. Escenario 8 (6 generadores): (a) Comportamiento de
λd ; (b) Identificacióndel tiempode iniciode la falla (ti ) y el tiempo(
tf
)
cuando λd = U .
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En laTabla 4 sepresentaun resumende los resultados obtenidosdel cálculodelCCT
de falla y se compara con los obtenidosmediante TDS. También se presenta el porcentaje
de error obtenido con (66). Se observa que para los escenarios 3 y 4 el CCT de falla
calculado es prácticamente el mismo; esto quiere decir que las impedancias de las líneas
de transmisión involucradas tienen parámetros muy similares y, por lo tanto, presentan
prácticamente la misma respuesta ante la falla. En los escenarios 5 y 6 se presenta la
misma respuesta en cuanto al comportamiento de λd , así como al CCT de falla calculado.
Mientras que para los escenarios 7 y 8—aunque la falla ocurre en el mismo bus— el CCT
de falla calculado es diferente (para este escenario, la línea de transmisiónmás crítica es
la línea L26).
Para este sistema de prueba los resultados obtenidos para el CCT de falla, mediante
el algoritmo propuesto, sonmuy cercanos a los obtenidosmediante TDS y el porcentaje
de error promedio es de 3.1854%. El porcentaje de error obtenido es menor al 5%, por lo
tanto, se puede considerar que el algoritmo funciona correctamente y es confiable.
TABLA 4





1 B9 L2 0.338 0.325040 3.834
2 B10 L3 0.55 0.554455 0.810
3 B20 L15 0.329 0.344766 4.792
4 B20 L17 0.329 0.344667 4.762
5 B21 L26 0.325 0.324621 0.117
6 B21 L21 0.325 0.324621 0.117
7 B22 L26 0.359 0.333988 6.967
8 B22 L15 0.349 0.334377 4.190
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Como ya se había mencionado, es de interés identificar los generadores que pre-
sentanmayor sensibilidad ante un disturbio, asimismo es importante conocer cómo se
agrupan y oscilan ante una condición de falla, ya que con esta información se pueden
implementar estrategias de control paramantener la estabilidad del SEP.
A continuación, se realiza un análisis de sensibilidadmediante los factores de parti-
cipación, el generador conmayor sensibilidad será el generador crítico. También se iden-
tificarán el grupo coherente inestable (grupo coherente crítico) y los grupos coherentes
estables (grupo coherente restante). Este análisis brindará información relevante acerca
la participación que tienen los generadores ante ciertos escenarios de falla, también se
puede identificar cual es el generador conmayor sensibilidad ante dicha falla.
Los factores de participación de los generadores sobre λd para los ocho escenarios
de falla, definidos previamente para este sistema de prueba, se presentan a continua-
ción:
Para los escenarios 1 y 2 se identifica claramente que el generador conmayor sensi-
bilidad a la falla es el generador G5. En ambos escenarios se forman 2 grupos coherentes:
en el grupo coherente estable están los generadores G2, G3, G4 y G6; en el grupo inestable























































Figura 25. Escenario 1 (6 generadores): (a) Factores de partici-




















































Figura 26. Escenario 2 (6 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.5 s a
5 s.
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En la Figura 27 y Figura 28 se presentan los escenarios 3 y 4, respectivamente. Para
ambos escenarios el generador conmayor sensibilidad es el generador G4 y se forman
dos grupos coherentes: en el grupo coherente estable están los generadores G2, G3, G5 y
G6; mientras que en el grupo coherente inestable está solamente el generador G4.
Tiempo (s)




















































Figura 27. Escenario 3 (6 generadores): (a) Factores de partici-
























































Figura 28. Escenario 4 (6 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.5 s a
5 s.
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La Figura 29 presenta el escenario 5, en el cual el generador conmayor sensibilidad
es el generador G2 y el grupo coherente estable está formado por los generadores G4, G5
y G6, mientras que el generador G2 forma un grupo coherente inestable y el generador
G3 forma otro grupo coherente inestable.
Tiempo (s)



















































Figura 29. Escenario 5 (6 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.5 s a
5 s.
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El escenario 6 es mostrado en la Figura 30. Para este escenario, el generador con
mayor sensibilidad es el generador G2 y el grupo coherente estable está formado por los
generadores G4, G5 y G6. El grupo coherente inestable está formado por los generadores
G2 y G3.
Tiempo (s)
















































Figura 30. Escenario 6 (6 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.5 s a
5 s.
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Finalmente, para los escenarios 7 y 8, mostrados en la Figura 31 y en la Figura 32,
el grupo coherente estable está formado por los generadores G4, G5 y G6, mientras que
el grupo coherente inestable lo forma el generador G2 y G3. El generador con mayor
sensibilidad en ambos escenarios es el generador G3.
Tiempo (s)




















































Figura 31. Escenario 7 (6 generadores): (a) Factores de partici-






















































Figura 32. Escenario 8 (6 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.5 s a
5 s.
81
En laTabla 5 se resumen los resultadosobtenidosde los factoresdeparticipaciónpa-
ra los 8 escenarios presentados, la cual contiene los generadores conmayor sensibilidad,
así como el grupo coherente inestables y los grupos coherentes estables formados.
Para todos los escenarios presentados, los factores de participación proveen infor-
mación de los generadores que tienenmayor sensibilidad dependiendo del escenario de
falla que se presenta. Para todos los escenarios, los generadores identificados conmayor
sensibilidad son las quepierden sincronismo ypor lo tanto son las que están en los grupos
coherentes inestables. Estos resultados son equivalentes a realizar el análisis de pequeña
señal para obtener los modos de oscilación críticos del sistema.
TABLA 5
Identificación del generador conmayor sensibilidad y los grupos










1 G5 G2, G3, G4, G6 G5
2 G5 G2, G3, G4, G6 G5
3 G4 G2, G3, G5, G6 G4
4 G4 G2, G3, G5, G6 G4
5 G2 G4, G5,G6
G2
G3
6 G2 G4, G5, G6 G2, G3
7 G3 G4, G5, G6 G2, G3
8 G3 G4, G5, G6 G2, G3
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4.4 Sistema de prueba 3
El sistema consiste de 10 generadores, 12 transformadores, 34 líneas de transmisión
y 19 cargas. La frecuencia nominal el sistema de transmisión es de 60Hz y el nivel de
voltaje es de 345 kV. El generador G01 representa la interconexión con el resto del sistema
de transmisión y el generador G 02 es el elemento slack. Las líneas de transmisión son
representadas con el modelo Π. Las turbinas de los generadores 2–9 son modeladas
como IEEEG1 y la del generador 10 como IEEEG3. Todos los parámetros del sistema
son descritos en el Apéndice B.
Para este sistema el umbral calculado con (63) es U = 0.3089. Para el estado
operativo de prefalla del sistema, la magnitud de λd semantiene en un valor constante
de 0.0954 y no supera el valor deU , como puede verse en la Figura 33. Los factores de
participación de los generadores sobre λd , para esta condición de operación, semuestran
en la Tabla 6.
Tiempo (s)


































Para analizar el algoritmo se propusieron 39 escenarios de prueba (uno para cada
línea de transmisión). Sin embargo, en este documento se presentarán los 6 escenarios
más representativos, ya que se evalúan las líneas de transmisión críticas [44–46]. Los
resultados obtenidos para el CCT de falla para los 6 escenarios de prueba se presentan en
la Tabla 7.
TABLA 7
Cálculo del CCT de falla para los 6 escenarios de las líneas de
transición criticas (10 generadores)
Escenario Bus Línea CCT (s)
1 BUS 03 L 02-03 0.0945
2 BUS 15 L 15-16 0.0745
3 BUS 17 L 17-27 0.0611
4 BUS 16 L 16-19 0.0407
5 BUS 21 L 16-21 0.0591
6 BUS 24 L 16-24 0.0558
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La Figura 34muestra el comportamiento de λd para el escenario 1, donde se tiene
una falla en BUS03 y con la línea de transmisión L02-03 fuera de servicio. La Figura 35
muestra el comportamiento de λd para el escenario 2, el cual presenta una falla en BUS15
y sale de servicio la línea de transmisión L15-16.
Tiempo (s)



















Figura 34. Escenario 1 (10 generadores): Comportamiento de
λd ante una falla trifásica .
Tiempo (s)
















Figura 35. Escenario 2 (10 generadores): Comportamiento de
λd ante una falla trifásica .
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La Figura 36 y la Figura 37muestran el comportamiento de λd para los escenarios
3 y 4, respectivamente. En el escenario 3, una falla ubicada en BUS17 provoca la apertura
de la línea de transmisión L17-27 y el escenario 4 presenta una falla en BUS16 y sale de
servicio la línea de transmisión L16-19.
Tiempo (s)














Figura 36. Escenario 3 (10 generadores): Comportamiento de
λd ante una falla trifásica.
Tiempo (s)
















Figura 37. Escenario 4 (10 generadores): Comportamiento de
λd ante una falla trifásica .
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El escenario 5muestra el comportamientode λd cuando se tieneuna falla enBUS21
y queda fuera de servicio la línea de transmisión L16-21(ver Figura 38). En el escenario 6
se muestra el comportamiento de λd (ver Figura 39) para una falla ubicada en BUS24 y la
línea de transmisión que está fuera de servicio es L16-24.
Tiempo (s)
















Figura 38. Escenario 5 (10 generadores): Comportamiento de
λd ante una falla trifásica .
Tiempo (s)
















Figura 39. Escenario 6 (10 generadores): Comportamiento de
λd ante una falla trifásica .
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Para los 6 escenarios presentados en este sistemadeprueba, la trayectoria que toma
λd (ver Figura 40), en el periodo desde que inicia la falla hasta que λd = U , es distinta
a la mostrada en los sistemas de prueba 1 y 2. El cambio de trayectoria de λd puede ser
provocado por la conexión de la red, los parámetros de los generadores o el control de
estos.
Una vez que la magnitud de λd supera el umbral, el comportamiento de esta es
diferente para cada uno de los escenario de falla presentados (ver Figura 34 a Figura 39
).
Tiempo (s)

























Figura 40. Comportamiento de λd en el sistema de prueba 3:
Identificación de inicio de la falla (ti )y cuando λd = U (tf ) .
En este sistema de prueba los resultados para el CCT de falla resultaronmuy conser-
vadores, esto puede ser por que el umbral estimado solamente representa una condición
suficiente para identificar la estabilidad.
A continuación, se presentan los resultados obtenidos al realizar el análisis de los
factores de participación de los generadores sobre λd , para los seis escenarios de falla
definidos para este sistema de prueba.
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La Figura 41muestra el escenario 1, en el cual el generador conmayor sensibilidad
es G01. El grupo coherente estable está conformado por los generadores G02 y G03, y los
grupos coherentes inestables son tres: el primer grupo formado por los generadores G01,
G08 y G10; el segundo por los G04, G05, G06 y G07; y el tercero por el generador G09.
Tiempo (s)































































Figura 41. Escenario 1 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
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La Figura 42 presenta el escenario 2, en este el generador conmayor sensibilidad es
G01 y el grupo coherente estable está formadopor los generadoresG02 yG03, en este esce-
nario se forman cinco grupos coherentes inestables: en el primero está el generador G01;
en el segundo están los generadores G04, G05, G06 y G07; en el tercero está el generador
G08; en el cuarto está el generador G09 y en el quinto está el generador G10.
Tiempo (s)






























































Figura 42. Escenario 2 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
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La Figura 43muestra el escenario 3, en el cual el generador conmayor sensibilidad
es G01, el grupo coherente estable está formado por los generadores G02, G03, G04, G05,
G06, G07, G08 y G10. Para este escenario se forman dos grupos coherente inestables: el
primero está formado el generador G01 y el segundo por el generador G09.
Tiempo (s)

































































Figura 43. Escenario 3 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
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La Figura 44 muestra el escenario 4 en el cual los generadores más sensibles son
G06 y G07. En este hay dos grupos coherentes estables formados por los generadores G02
y G03 en el primer grupo, y G04 y G05 en el segundo grupo; y cinco grupos coherentes
inestables formados por los generadores G01 en el primer grupo, G06 y G07 en el segundo
grupo, G08, G09 y G10 en el tercer, cuarto y quinto grupo, respectivamente.
Tiempo (s)































































Figura 44. Escenario 4 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
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La Figura 45 presenta el escenario 5, en el cual los generadores más sensibles son
G06 y G07. En este escenario el grupo coherente estable está formado por los generadores
G02, G03, G04, G05, G08, G09 yG10; y los grupos coherentes inestables sondos: el primero
está formado por G01 y el segundo está formado por G06 y G07.
Tiempo (s)
































































Figura 45. Escenario 5 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
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La Figura 46muestra el escenario 6, en el cual los generadores más sensibles son
G06 yG07. En este escenario, el grupo coherente estable está formadopor los generadores
G02 y G03, y los grupos coherentes inestables son dos: el primer grupo está formado por
el generador G01 y el segundo grupo está formado por los generadores G04, G05, G06,
G07, G08, G09 y G10.
Tiempo (s)


























































Figura 46. Escenario 6 (10 generadores): (a) Factores de partici-
pación de los generadores sobre λd ; (b) detalle de (a) de 4.7 s a
5 s.
94
En la Tabla 8 se resumen los resultados obtenidos del análisis de los factores de
participación para los 6 escenarios propuestos en esta sección.
Para este sistema de prueba, los resultados obtenidos para la identificación de
los generadores críticos mediante de los factores de participación brindan información
correcta del comportamiento que tendrán los generadores ante ciertas condiciones de
operación. Se identifican demanera correcta como agrupan los generadores. Los gene-
TABLA 8
Identificación del generador conmayor sensibilidad y los grupos










1 G 01 G02, G03
G01, G08, G10
G04, G05, G06, G07
G09
2 G01 G02, G03
G01















5 G06, G07 G02, G03, G04, G05,G08, G09, G10
G01
G06, G07
6 G06, G07 G02, G03
G01
G04, G05, G06, G07, G08, G09, G10
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radores más sensibles (críticos) siempre se encuentran dentro de los grupos coherentes
inestables.
4.5 Conclusiones
El algoritmo propuesto para el cálculo de CCT de falla presenta buenos resultados,
ya que este calcula correctamente el CCT de falla para diferentes sistemas de prueba en
diversos escenarios. El porcentaje promedio de error que se obtuvo al comparar estos
tiempos con los obtenidos de la simulación en el dominio del tiempo no supera el 5%,
por lo cual se puede considera que los resultados que se obtienen son aceptables.
La información obtenida de los factores de participación permitió identificar de
manera correcta las máquinas más sensibles ante una condición de la falla y por lo tanto
identificar las máquinas críticas ante esta condición de operación. Además, es posible
identificar, de manera fácil, los grupos coherentes formados, sin necesidad de realizar un
análisis de pequeña señal.
Cabe destacar que lasmáquinasmás sensibles en todos los escenarios presentados
siempre forman parte de los grupos coherentes inestables, con lo cual se prueba que los
factores de participación brindan información acerca del comportamiento de los genera-
dores ante una falla y después de que esta ocurre, esta información es representativa a
la que ofrece el análisis modal al identificar los modos críticos en el análisis de pequeña
señal.
CAPÍTULO 5
OTRAS APLICACIONES DEL MÉTODO PROPUESTO
5.1 Introducción
El transformador es un dispositivo fundamental para la operación del sistema
eléctrico de potencia. Cuando ocurre la energización del transformador, los dispositivos
de protección pueden operar de forma incorrecta debido a la corriente inrush [47], la cual
sólo es detectada por los TCs del lado primario y esta puede ser interpretada como una
falla.
La correcta discriminación entre la corriente inrush y una falla interna supone
un reto para la operación correcta de los dispositivos de protección. Se han propuesto
diferentesmétodos para dar solución a dicho problema, los cuales se pueden clasificar
en tres grupos. El primer grupo emplea el contenido armónico de la corriente diferencial
para bloquear la protección en escenarios de energización del transformador, conexión y
desconexión [48,49]. El segundo grupo utiliza el reconocimiento de la formade onda de la
corriente diferencial [50,51]. Mientras que el tercer grupo utiliza las señales de corriente
y tensión como entradas: [52] calcula la relación corriente-flujo del transformador para
obtener una funcion de restricción; [53] calcula la inductancia instantánea equivalente y
en base a esta, obtiene las características no lineales que permiten discriminar entre la
corriente inrush y una falla interna.
Algunos métodos basados en el reconocimiento de la forma de onda proponen
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diversos algoritmos, en los cuales la discriminación entre la corriente inrush y una falla
interna se realiza mediante un umbral.
En [54] se establecequeparaeventosdecorriente inrush, lamagnituddel eigenvalor
dominante no supera un umbral de 0.4, mientras que para una falla interna el eigenvalor
dominante es mayor al umbral.
En [50] se calcula el factorde singularidadde la formadeonda (WSF), el cual obtiene
ladiferencia entre la formadeondade la corriente yuna formadeondasinusoidal; cuando
ocurre una falla la forma de onda de la corriente es aproximadamente una sinusoidal y
WSF tiene valoresmuy cercanos a cero; cuando se tiene una corriente inrush, WSF tendrá
un valor elevado: si WSF > 1 se tiene una corriente inrush, de lo contrario se tiene una
falla interna.
[55] propone el algoritmo de correlaciónmejorado, en el cual la corriente durante
un ciclo es reorganizada como una nuevamedición; las corrientes de falla se distinguen
de la corriente inrush si el coeficiente de correlación mejorado entre el primer medio
ciclo y el medio ciclo restante esmayor a un umbral determinado con base en el límite de
corriente inrush.
En [56] se estructuran dos tipos de formas de onda sinusoidales normales de acuer-
do con el valor y la posición del puntomáximo de corriente en la zona de no saturación,
se calculan coeficientes de correlación (CC) entre la forma de onda original y dos formas
de onda sinusoidales estructuradas; en base al CC se crean dos criterios, los cuales son
comparados con un umbral propuesto de 0.8; si CC > 0.8 se tiene una corriente inrush,
de lo contrario se tiene una falla interna.
En [57] se calcula la funcióndeauto-correlación (ACF)para las corrientesdiferencia-
les y después se calcula la desviación estándar de la ACF. Se define un criterio consistente
en la diferencia entre el máximo y el mínimo de la desviación estándar de cada fase. Este
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resultado se compara con un umbral de 0.057; si el criterio es mayor al umbral se tiene
una corriente inrush, de lo contrario se trata de una falla interna.
Las metodologías que se basan en el reconocimiento de la forma de onda para
discriminar entre la corrienteinrush y una falla interna determinan el umbral de discri-
minación demanera heurística.
En esta capítulo se presenta una alternativa para obtener el umbral de discrimina-
ciónmediante la aplicación de la metodología propuesta en el Capítulo 3, la cual propor-
ciona una expresión analítica para calcular el umbral, este basado en la descomposición
de los valores singulares. Para realizar el análisis, las variables de interés que forman la
matriz de datos son las corrientes diferenciales de cada fase. El comportamiento de la co-
rriente diferencial en diversos escenarios de operación del transformador se representará
mediante el eigenvalor dominante y el umbral representará el límitemáximodemagnitud
que puede tomar el eigenvalor para una condición de operación sin falla.
5.2 Implementación de la Estrategia Propuesta
5.2.1 Preprocesamiento de las Señales
Se realizaunpreprocesamientode las señalesdecorrientediferenciales, consistente
en la aplicación de un filtro delta cuyo objetivo es remover el estado estacionario de la
señal. Debido a que la corriente inrush puede alcanzar magnitudes superiores a las de la
corriente de falla, las corrientes diferenciales se normalizan con respecto al valor absoluto
de la corriente diferencial máxima [54].
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5.2.2 Señales de Entrada al Algoritmo
Señal de Referencia En [58] puede verse que al energizar en 0◦ se obtiene la máxima
magnitud de la corriente inrush, mientras que al energizar en 90◦ se obtiene la
mínimamagnitud. En [59] se evalúa el impacto que tiene la impedancia de la fuente
en lamagnitud de la corriente inrush y se determina que esta es muy sensible a la
impedancia de la fuente: conforme la impedancia de la fuente seamenor, el pico de
la corriente inrush serámayor (la relación X /R de la fuente no afecta la magnitud
de la corriente inrush).
La señal de referencia debe contener el transitorio generado por la corriente inrush.
Para obtener el umbral que permita discriminar entre la corriente inrush y una falla
interna, se considera la máxima corriente inrush esperada en el transformador de
potencia. Para fines de análisis y con el fin de obtener elmáximopico de la corriente
inrush, el ángulo de energización del transformador fue de 0◦ y la impedancia de la
fuente es muy pequeña.
Señal demonitoreo Esta señal contiene las corrientes diferenciales normalizadas medi-
das en tiempo real.
5.2.3 Criterio de Discriminación
Para una condición de falla dentro de la zona de protección del transformador (falla
interna), la magnitud de λd debe ser mayor aU . Por el contrario, para condiciones del
sistema diferentes a una falla interna, e.g. una corriente inrush, la magnitud de λd debe




Evento Magnitud de λd
Corriente Inrush [0,U ]
Sobreexcitación
Falla interna [U,∞]
5.3 Sistema de prueba
El sistemade prueba utilizado para la evaluación del umbral semuestra en la Figura
47 y está compuesto por un transformador de potencia de 100MVA, con un nivel de
tensiónde115/13.8 kV, conexión∆−Yaterrizada, equivalentedeThévenin enambos lados
del transformador, una línea de transmisiónmodeloΠ y una carga en el lado secundario
del transformador; la frecuencia nominal del sistema es de 60Hz.
Los parámetros del sistema son obtenidos de [54], y se describen en la Tabla 10
(parámetros de los generadores y la carga) y en la Tabla 11 (parámetros de la línea de
transmisión).
Los parámetros de los transformadores de corriente utilizados en el esquema de
Figura 47. Sistema de prueba.
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TABLA 10
Parámetros de los generadores y carga
Parámetros Unidad G1 G2 Carga
VL−L kV 115 13.8 13.8
S MVA 90 3 80.06
Rserie Ω 15 10 –
Rparalelo Ω 1 1 –
Lserie H 0.1 0.046 –
Ángulo grados 0 20 25.925
TABLA 11













C0 7.751 × −9
Longitud km 90
protección diferencial del transformador se describen en la Tabla 12.
Las señales semuestrearon a una tasa de 64muestras por ciclo, lo cual equivale a
una frecuencia demuestreo de 7.68 kHz.
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TABLA 12
Parámetros de los transformadores de corriente
Parámetros Unidad TC primario TC secundario
Relación de transformación – 500/5 4000/5
Rsecundario Ω 0.5 0.5
Lsecundario mH 0.8 0.8




Flujo remanente T 0 0
Rburden Ω 2 0.5
Lburden mH 0.8 0.8
5.4 Resultados
Con el fin de evaluar los criterios establecidos en la Tabla 12, se consideraron
diferentes condiciones de operación del sistema, las cuales se presentan a continuación
(para la condición de energización del transformador, el umbral calculadomediante (63)
es deU = 0.5).
5.4.1 Energización
El ángulo de energización y la curva de saturación del transformador tienen un
gran impacto en la forma de onda y la magnitud de la corriente inrush. Para comprobar
el umbral calculado, se realizó la energización con un ángulo de 0, 90 y 180◦ con respecto
a la señal de tensión (ver Figura 48). Se observa que, para estas condiciones, la magnitud
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del eigenvalor dominante no supera el umbral calculado.
En la Figura 48(c) semuestra la energización considerando una curva de saturación
diferente. Aun así, para esta condición de operación la magnitud de λd es menor a la
magnituddel umbral calculado. Puede versequeen todos los casosmostrados en la Figura
48 se cumple con el criterio establecido en la Tabla 9, discriminando correctamente la
condición de energización respecto a una falla interna.
5.4.2 Sobreexcitación
El transformador de potencia es propenso a condiciones de sobreexcitación debido
a la caída de frecuencia del sistema y al aumento de la tensión aplicada. El transformador
está diseñado para tolerar unmáximo 110% de sobreexcitación con respecto a los valores
nominales. Esta sobreexcitación puede producir un incremento de la corriente inrush.
Debido a esto, se consideró probar el umbral calculado cuando el transformador se
encuentra bajo esta condición.
Se realizó la energización del transformador y después se simuló una sobreexcita-
ción debido a un 10% de la caída de frecuencia y un aumento de tensión del 50%. La
Figura 49muestra el comportamiento de λd ante la condición de sobreexcitación. Puede
observarse que la magnitud de λd no superaU , cumpliéndose con el criterio de la Tabla
9, i. e. no existe falla interna.
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Figura 48. Energización del transformador: (a) a 90◦, (b) a 180◦
y (c) empleando TCs con curva de saturaciónmodificada .
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Figura 49. Sobreexcitación después de la energización.
5.4.3 Falla interna
Las fallas dentro de la zona de protección del transformador deben detectarse
correctamente y liberarse en el menor tiempo posible, ya que el transformador puede
sufrir daños severos que repercuten en su tiempo de vida. Para comprobar el umbral
calculado, se considera una fallamonofásica dentro de la zonadeproteccióndel relevador
después de la energización.
En la Figura 50 semuestra el comportamiento de λd ante dicha falla. La condición
de falla interna es detectada correctamente, ya que la magnitud de λd es mayor aU en
t = 0.3461 segundos. Para esta condición del sistema se cumple el criterio establecido en
la Tabla 9 y se permite la operación de la protección diferencial.
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Figura 50. Falla interna después de la energización.
5.4.4 Falla interna con saturación en los TCs
La saturación del transformador de instrumento causa una distorsión en la forma
de onda en el secundario del mismo. Esta saturación es causada por la presencia de fallas
y provoca que los dispositivos de protección puedan tener un retardo en la operación o
simplemente tenerunamalaoperación.Elumbralpropuestodebe identificar la condición
de falla aún en condiciones de saturación de los TCs.
En la Figura 51 se muestra el comportamiento de λd ante la presencia de una
falla interna monofásica considerando saturación de los TCs. La magnitud de λd ante
la condición de falla es mayor aU en t = 0.2977 segundos , cumpliéndose el criterio
establecido en la Tabla 9, lo que indica una correcta discriminación de la falla interna.
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Figura 51. Falla interna con saturación de los TCs después de la
energización.
5.5 Conclusión
El umbral propuesto permite la discriminación entre una falla interna y la corriente
inrush, este se calcula a partir de una señal de referencia (corriente de energización del
transformador con un ángulo de 0◦ y la impedancia esmuy pequeña). El valor singular
máximo (σmáx) se utiliza para establecer el criterio de discriminación, obteniéndose
U = 0.5 de acuerdo a la condición base de energización. Puede verse que con base
enU y la magnitud de λd , se discriminan correctamente las fallas internas (Figura 50 y
Figura 51) y se disminuye la operación incorrecta de los dispositivos de protección ante
condiciones de energización del transformador y sobreexcitación (Figura 48 y Figura 49),
aun cuando se presente saturación de los TCs. La ventaja más representativa del método
propuesto es que el umbral es determinado de manera analítica y puede ajustar para
cada transformador ya que depende solamente de la señal de referencia y no se requiere
conocer los parámetros internos del transformador. Este algoritmo tiene potencial de




El método propuesto en este trabajo de investigación presenta la adaptación de
técnicas existentes para analizar la estabilidad transitoria: la descomposición de los
valores singulares es una técnica ampliamente utilizada y probada en diversas áreas de
investigación. Esta técnica es fácil de implementar y es conocido el costo computacional.
Por otro lado, los eigenvectores proporcionan información sobre la razón de cambio de
los eigenvalores con respecto a los parámetros del sistema y ademas permiten calcular
los factores de participación y por lo tanto proporcionan información de la sensibilidad
del eigenvalor dominante ante cambios en el SEP.
Se aprovecharon las ventajas que ofrece los WAMS para obtener las señales de
entrada del algoritmo. Con esto se evita el tener que evaluar las ecuaciones diferenciales
algebraicas que representan al sistema. Además, las variables de interés medidas ya
contienen toda la información dinámica del sistema, a diferencias de otros métodos
donde no se consideran algunos parámetros tales como las pérdidas en las líneas de
transmisión, modelos realistas de elementos del SEP y los controles de los generadores.
Estopermitequeel algoritmopropuestoproporcione resultadosmás realistas y conmayor
exactitud.
Por otro lado, tener una expresión analítica para el cálculo del umbral permite que
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este sea adaptable, y ademas este umbral fue formulado para depender únicamente de
la condición de operación estable del SEP. Si la condición de operación estable cambia
debidoa cambios en losparámetrosounamodificaciónen la conexiónde la red, el umbral
se puede calcular fácilmente solamente tomando una nuevamedición de las variables de
interés en el nuevo punto de operación estable.
El porcentaje de error promedio obtenido al comparar el CCTde falla calculado con
el algoritmo propuesto y el obtenido de la simulación en el tiempo esmenor a 5%, lo que
representa un resultado con una precisión aceptable para su aplicación en un entorno
operación.
Este método se puede aplicar en el análisis de otros fenómenos dinámicos del
SEP. Por ejemplo, el método propuesto fue aplicado para discriminar entre el transitorio
generado por la energización de un transformador de potencia y una falla interna en el
mismo. En esta aplicación, el método identificó correctamente cada fenómeno.
6.2 Aportaciones
La principal aportación en este trabajo de investigación es el desarrollo de un
algoritmo para el estudio de la estabilidad transitoria y el cálculo del CCT de falla. Este
algoritmo no requiere de conocer ningún parámetro del SEP y no necesita resolver las
ecuaciones diferenciales algebraicas que describen la dinámica de los generadores. El
algoritmo propuesto proporciona una expresión analítica para el umbral que permite el
cálculo del CCT de falla a partir de un solo conjunto demediciones, ademas identifica las
máquinasmás sensibles y los grupos coherentes formados posteriormente a un disturbio.
El análisis solo se realiza una vez para cada escenario de falla a evaluar. El algoritmo tiene
posibilidad de ser implementado en un esquema en tiempo real.
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6.3 Recomendaciones para trabajos futuros
Se considera evaluar el desempeño del algoritmo para escenarios que no se abor-
daron en este trabajo de investigación como:
1. Señales medidas de un sistema real.
2. Evaluar el algoritmo en sistemasmuy radiales.
3. Incluir fuentes de generación no convencionales.
También, se considera la implementación del algoritmo en un esquema de tiempo real.
Por otro lado, es deseable obtener una expresión analítica para la región de atracción del
punto de equilibrio estable que permita identificar con mayor precisión los límites de
estabilidad transitoria.
Por otra parte, se puede evaluar la aplicación del método propuesto para identi-
ficar islas eléctricas o para el bloqueo de la protección de distancia ante oscilaciones
de potencia. Finalmente, es posible analizar la inclusión de otras técnicas de análisis y
caracterización de señales.
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DESCRIPCIÓN DEL SISTEMA DE PRUEBA 2
El diagrama unifilar de este sistema de prueba es presentando en la Figura 52 y los
parámetros de los elementos que lo conforman se describen a continuación.
TABLA 13
Despacho de los generadores





G1 B1 slack N.A 400
G2 B2 PV 30 14.15
G3 B3 PV 20 6.45
G4 B4 PV 35 14.15
G5 B5 PV 50 10.6
G6 B6 PV 140 14.7
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TABLA 14


























2 45 0.0015 0.15 0.15 1 0.61 0.32 0.25 0.25 5 0.1 0.05
3 25 0.0015 0.15 0.15 1 0.61 0.32 0.25 0.25 5 0.1 0.05
4 45 0.0015 0.15 0.15 1 0.61 0.32 0.25 0.25 5 0.1 0.05
5 65 0.0015 0.1 0.1 1.13 0.66 0.3 0.2 0.2 6 0.12 0.05








C1 B8 22.5 7.5
C2 B10 6 3
C3 B11 8 2
C4 B12 9 2
C5 B13 30 8
C6 B14 44.00001 16.5
C7 B17 45 9
C8 B16 10.002 0
C9 B20 18 6
C10 B23 15 6
C11 B24 24 9
C12 B18 1 0
C13 B26 30 12
C14 B25 15 6
C15 B27 48 16.5
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TABLA 16
Parámetros de los transformadores











TR_1 B1 B27 150 400 154 0.003 0.15
TR_2 B1 B27 150 400 154 0.003 0.15
TR_3 B2 B21 46 13.8 154 0.002 0.12
TR_4 B3 B22 25 6.3 154 0.002 0.12
TR_5 B15 B19 150 400 154 0.003 0.15
TR_6 B15 B20 150 400 154 0.003 0.15
TR_7 B4 B18 46 13.8 154 0.002 0.12
TR_8 B5 B9 65 10.6 154 0.003 0.12
TR_9 B7 B8 150 400 154 0.003 0.15
TR_10 B7 B8 150 400 154 0.003 0.15
TR_11 B6 B7 175 14.7 400 0.003 0.12
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Figura 52. Diagrama unifilar del sistema de prueba 2.
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TABLA 17
Parámetros de las líneas de transmisiónmodelo pi en secuencias
de fase













L1 B9 B8 4.855405 18.099141 36.333952 0.755117 5.953665 50.463822
L2 B9 B8 4.855405 18.099141 36.333952 0.755117 5.953665 50.463822
L3 B10 B9 8.496959 31.673496 63.584416 1.321456 10.418913 88.311688
L4 B10 B9 8.496959 31.673496 63.584416 1.321456 10.418913 88.311688
L5 B11 B10 14.637925 66.651105 77.828976 4.100259 19.545779 149.671108
L6 B14 B12 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L7 B11 B10 14.637925 66.651105 77.828976 4.100259 19.545779 149.671108
L8 B14 B13 7.175454 32.672110 38.151459 2.009931 9.581264 73.368190
L9 B13 B11 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L10 B12 B11 7.175454 32.672110 38.151459 2.009931 9.581264 73.368190
L11 B16 B14 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L12 B17 B16 7.175454 32.672110 38.151459 2.009931 9.581264 73.368190
L13 B17 B14 15.498980 70.571758 82.407151 4.341451 20.695530 158.475291
L14 B20 B16 27.840760 126.767788 148.027661 7.798532 37.175304 284.668578
L15 B22 B20 16.386992 61.084599 122.627087 2.548521 20.093618 170.315399
L16 B23 B19 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L17 B20 B17 22.961452 104.550753 122.084669 6.431779 30.660045 234.778209
L18 B19 B16 27.840760 126.767788 148.027661 7.798532 37.175304 284.668578
L19 B23 B20 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L20 B24 B19 27.840760 126.767788 148.027661 7.798532 37.175304 284.668578
L21 B21 B19 13.959290 52.035029 104.460111 2.170963 17.116786 145.083488
L22 B24 B23 14.063889 64.037336 74.776860 3.939465 18.779277 143.801653
L23 B24 B23 14.063889 64.037336 74.776860 3.939465 18.779277 143.801653
L24 B7 B15 71.036425 0.751209 0.000002 3.752032 0.197565 0.000003
L25 B26 B24 15.498980 70.571758 82.407151 4.341451 20.695530 158.475291
L26 B22 B21 2.427703 9.049570 18.166976 0.377559 2.976832 25.231911
L27 B20 B18 6.601417 30.058341 35.099342 1.849137 8.814763 67.498735
L28 B25 B24 10.906690 49.661608 57.990218 3.055095 14.563521 111.519649
L29 B27 B25 22.961452 104.550753 122.084669 6.431779 30.660045 234.778209
L30 B27 B26 22.961452 104.550753 122.084669 6.431779 30.660045 234.778209
L31 B15 B1 47.357100 0.500800 0.000001 2.501700 0.131710 0.000002
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APÉNDICE B
DESCRIPCIÓN DEL SISTEMA DE PRUEBA 3
El diagrama unifilar del sistema de prueba 3 semuestra en la Figura 53 y los pará-
metros de los componentes se describen a continuación.
TABLA 18
Despacho de los generadores





G 01 BUS 39 PV 1000 1.03
G 02 BUS 31 Slack N.A. 0.9820
G 03 BUS 32 PV 650 0.9831
G 04 BUS 33 PV 632 0.9972
G 05 BUS 34 PV 508 1.0123
G 06 BUS 35 PV 650 1.0493
G 07 BUS 36 PV 560 1.0635
G 08 BUS 37 PV 540 1.0278
G 09 BUS 38 PV 830 1.0265
G 10 Bus 30 PV 250 1.0475
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C3 Bus 03 322 2.4
C4 Bus 04 500 184
C7 Bus 07 233.8 84
C8 Bus 08 522 176
C12 Bus 12 7.5 88
C15 Bus 15 320 153
C16 Bus 16 329 32.3
C18 Bus 18 158 30
C20 Bus 20 628 103
C21 Bus 21 274 115
C23 Bus 23 247.5 84.6
C24 Bus 24 308.6 -92.2
C25 Bus 25 224 47.2
C26 Bus 26 139 17
C27 Bus 27 281 75.5
C28 Bus 28 206 27.6
C29 Bus 29 283.5 26.9
C31 Bus 31 9.2 4.6
C39 Bus 39 1104 250
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TABLA 20
Parámetros de las líneas de transmisión












L 01-02 BUS 01 BUS 02 163.06425 0.02554745 0.3 0.0095491
L 01-39 BUS 01 BUS 39 99.1875 0.012 0.3 0.0168514
L 02-03 BUS 02 BUS 03 59.90925 0.02582781 0.3 0.0095677
L 02-25 BUS 02 BUS 25 34.1205 0.24418605 0.3 0.009536
L 03-04 BUS 03 BUS 04 84.50775 0.01830986 0.3 0.0058386
L 03-18 BUS 03 BUS 18 52.76775 0.02481203 0.3 0.0090296
L 04-05 BUS 04 BUS 05 50.784 0.01875 0.3 0.0058892
L 04-14 BUS 04 BUS 14 51.18075 0.01860465 0.3 0.0060177
L 05-06 BUS 05 BUS 06 10.3155 0.02307692 0.3 0.0093763
L 05-08 BUS 05 BUS 08 44.436 0.02142857 0.3 0.0074026
L 06-07 BUS 06 BUS 07 36.501 0.01956522 0.3 0.0068993
L 06-11 BUS 06 BUS 11 32.5335 0.02560976 0.3 0.0095149
L 07-08 BUS 07 BUS 08 18.2505 0.02608696 0.3 0.0095247
L 08-09 BUS 08 BUS 09 144.02025 0.01900826 0.3 0.0058864
L 09-39 BUS 09 BUS 39 99.1875 0.012 0.3 0.0269622
L 10-11 BUS 10 BUS 11 17.06025 0.02790698 0.3 0.009523
L 10-13 BUS 10 BUS 13 17.06025 0.02790698 0.3 0.009523
L 13-14 BUS 13 BUS 14 40.07175 0.02673267 0.3 0.0095825
L 14-15 BUS 14 BUS 15 86.09475 0.02488479 0.3 0.009474
L 15-16 BUS 15 BUS 16 37.2945 0.0287234 0.3 0.0102184
L 16-17 BUS 16 BUS 17 35.31075 0.02359551 0.3 0.0084699
L 16-19 BUS 16 BUS 19 77.36625 0.02461538 0.3 0.0087569
L 16-21 BUS 16 BUS 21 53.56125 0.01777778 0.3 0.0106018
L 16-24 BUS 16 BUS 24 23.40825 0.01525424 0.3 0.006474
L 17-18 BUS 17 BUS 18 32.5335 0.02560976 0.3 0.0090353
L 17-27 BUS 17 BUS 27 68.63775 0.02254335 0.3 0.010442
L 21-22 BUS 21 BUS 22 55.545 0.01714286 0.3 0.0102914
L 22-23 BUS 22 BUS 23 38.088 0.01875 0.3 0.0108013
L 23-24 BUS 23 BUS 24 138.8625 0.01885714 0.3 0.0057937
L 25-26 BUS 25 BUS 26 128.15025 0.02972136 0.3 0.0089213
L 26-27 BUS 26 BUS 27 58.32225 0.02857143 0.3 0.0091555
L 26-28 BUS 26 BUS 28 188.0595 0.02721519 0.3 0.0092457
L 26-29 BUS 26 BUS 29 247.96875 0.02736 0.3 0.009248
L 28-29 BUS 28 BUS 29 59.90925 0.02781457 0.3 0.0092627
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TABLA 21
Parámetros de los transformadores














Trf 12 - 11 BUS 12 BUS 11 300 345 138 0.0048 0.1305 0.1303 13.05882 48
Trf 12 - 13 BUS 12 BUS 13 300 345 138 0.0048 0.1305 0.1303 13.05882 0.48
Trf 06 - 31 BUS 6 BUS 31 700 345 16.5 0 0.175 0.175 17.5 0
Trf 10 - 32 BUS 10 BUS 32 800 345 16.5 0 0.16 0.16 16 0
Trf 19 - 33 BUS 19 BUS 33 800 345 16.5 0.0056 0.1136 0.1137 11.37379 0.56
Trf 20 - 34 BUS 20 BUS 34 2*300 345 16.5 0.0054 0.108 0.1081 10.81349 0.54
Trf 22 - 35 BUS 22 BUS 35 800 345 16.5 0 0.1144 0.1144 11.44 0
Trf 23 - 36 BUS 23 BUS 36 700 345 16.5 0.0035 0.1904 0.1904 19.04322 0.35
Trf 25 - 37 BUS 25 BUS 37 700 345 16.5 0.0042 0.1624 0.1625 6.24543 0.42
Trf 02 - 30 BUS 02 BUS 30 1000 345 16.5 0 0.181 0.181 18.1 0
Trf 29 - 38 BUS 29 BUS 38 1000 345 16.5 0.008 0.156 0.1562 15.6205 0.8
Trf 19 - 20 BUS 19 BUS 20 1000 345 230 0.007 0.138 0.1382 13.81774 0.7
TABLA 22




























1 10000 5 0 0.6 0.8 2 1.9 7 0.7 0.3 0.4 0.05 0.035
2 700 4.329 0 0.487 1.19 2.065 1.974 6.56 1.5 0.245 0.35 0.05 0.035
3 800 4.475 0 0.4248 0.7008 1.996 1.896 5.7 1.5 0.2432 0.36 0.05 0.035
4 800 3.575 0 0.3488 1.328 2.096 2.064 5.69 1.5 0.236 0.28 0.05 0.035
5 300 4.333 0 0.396 0.498 2.01 1.86 5.4 0.44 0.162 0.267 0.05 0.035
6 800 4.35 0 0.4 0.6512 2.032 1.928 7.3 0.44 0.1792 0.32 0.05 0.035
7 700 3.7771 0 0.343 1.302 2.065 2.044 5.66 1.5 0.2254 0.308 0.05 0.035
8 700 3.471 0 0.399 0.6377 2.03 1.96 6.7 0.41 0.196 0.315 0.05 0.035
9 1000 3.45 0 0.57 0.587 2.106 2.05 4.79 1.96 0.298 0.45 0.05 0.035
10 1000 4.2 0 0.31 0.5 1 0.69 10.2 0 0.125 0.25 0.05 0.035
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TABLA 23


























2 6.2 0.05 -1 1 -0.633 0.405 0.057 0.5 0.66 0.88 3.036437 4.048583
3 5 0.06 -1 1 -0.0198 0.5 0.08 1 0.13 0.34 2.342286 3.123048
4 5 0.06 -1 1 -0.0525 0.5 0.08 1 0.08 0.314 2.868069 3.824092
5 40 0.02 -10 10 1 0.785 0.03 1 0.07 0.91 3.926702 5.235602
6 5 0.02 -1 1 -0.0419 0.471 0.0754 1.246 0.064 0.251 3.586801 4.782401
7 40 0.02 -6.5 6.5 1 0.73 0.03 1 0.53 0.74 2.801724 3.735632
8 5 0.02 -1 1 -0.047 0.528 0.0854 1.26 0.072 0.282 3.191489 4.255319
9 40 0.02 -10.5 10.5 1 1.4 0.03 1 0.62 0.85 4.256757 5.675676
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