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ABSTRACT 
A familiar theorem of Liapunov pertaining to stability of complex matrices is 
proved anew and extended to bounded linear operators on a Hilbert space. T”‘he 
extension depends on an identity of Taussky which connects equations of the form 
x- axb = c with those of the form t(x + xu + w = 0. Another ingredient in our 
method is the notion of abscissa of stability, s(u), which corresponds under Taussky’s 
transfomation to the spectral radius r(a). When these ideas are combined it is found 
that a sharpened and generalized form of Liapunov’s theorem follows from elementary 
properties of geometric series. 
1. PURPOSE OF THIS PAPER 
A complex n by n matrix u is said to be stable if its characteristic values 
all have negative real parts, and positive if 
Re(&uS)>Q, ~~ 
One of the many forms of an important theorem due to apunov can be 
expressed as follows: 
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THEOHEM 1. % inequality ux + XU* < 0 b a positive matrix solution 
x if and only if u is stabk. 
y combining elementary properties of geometric series with the notion 
of spectral radius, one can get a sharpened form of Liapunov’s theorem in 
general operator algebras. Our purpose is to show how this is done, with 
ecial emphasis upon simplicity of presentation. In view of this second 
objective we have preferred not to leave gaps in the argument on the ground 
that this or that detail may be well known. Thus the paper is, in part, 
expository. A concluding note discusses the historical origin of the main ideas. 
2. 
Throughout this paper, H is a real or complex Hilbert space, and 
L = L( ZZ) denotes the set of bounded linear operators on ZZ. We use r and q 
to denote vectors in H, and letters such as 
a,b,w,v,w,x, y 
to denote elements of L. The inner product (5, q) and the adjoint operator a* 
have their usual meanings. d operator norm are respectively 
l8= (s,s)‘/“, Ial = SuPlarl Ml= 1). 
have not thought it necessary to use different symbols, 151 and Ilall, 
because the category is indicated by the nature of the variable. For simplic- 
ity, convergence isunderstood as convergence in norm. 
A partial order in L is introduced by the definition 
a>,0 - aEP * Re(&a[)>O forall [HZ. 
means exactly the same as a >, 0, where 2 ea=a+a*.The 
ned is the positive cone. Al ugh we do not sume a = a*, this 
expected properties, as seen in Section 4. 
e statement a > 0 means that a is interior to the positive cone. If Z is 
operator and a > 0, this de ition gives a - &I > 0 for some 
itive constant E. Conversely, a - eZ > enwres that a is interior to P. 
> e rsome 00. 
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An operator is said to be nm.singuZar if it has a two-sided inverse defined 
on the whole of H. This means that 0 is not in its spectra. As is well known, 
if W is complex, the spectral radius is given by 
r(a) = lim (aflJ+, 
n-+00 
and this fact is used here. If H is real, we consider the spectrum of a to be 
the spectrum of the extension of a to the complexification f H. 
3. GEOMETRIC SERIES 
Assuming the series convergent, let 
x=c+acb+a2cb2+ l - +a”cb”+ -0. . 
If X, denotes the sum up to and including a”cb”, the identity 
*?a - ax,,b = c - (x,+~ - x,) 
shows that 
x- axb = c. (2) 
The question whether the series converges i influenced not only by a and b 
but also by c. For example, if QC = 0 or cb = 0 the series always converges. 
Srrppose, however, that the series converges for all c E L. In this case we 
have not only existence of the solution x in (2) for all c, but also uniqueness. 
To see why, it suffices to show that the homogeneous equation y - ayb = 0 
has y = 0 as sole solution. But this equation gives 
y = ayb = a2yb2= l l l = a"yb". (3) 
Since the series with c = y converges, the general term a* yb” = a’kb” tends 
nce y = 0 in (3). 
The most convenient way to get convergence for all c is to assume 
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We are going to show that (4) is equivalent o 
for some n2 (5) 
and also to r(a)r(b) < 1. 
ndeed, (4) gives (5) because the general term in (4) tends to 0. Con- 
versely, if (5) is written in the form 
[a”( pm1 < 8, O&?<l, 
we can set n = mk+r, rE (O,l,..., m-l], toget 
Ia”1 lb”1 = (a*k+rl Jbmk+y < Ia’1 Ib’pP. 
Since k=(n- r )/m, this gives an estimate of the form 
Ia”1 lb”1 6 Me”/” (6) 
and shows that (4) holds. 
f ~(a)r( b) < 1, it is obvious that (5) holds and it is equally obvious that 
(6) gives r(a)r(b) < 1. We summarize as follows: 
WEOREM 2. The condition (4) holds if, and only if, r(a)r( b) < 1. 
en this is the case, the equation x - axb = c has a unique solution x for 
all c, and the solution is given by (1). 
4. 
write a>,b or b<a if a-b>,O,andsimilarlyfor >. 
verified that 
aab, b>,c * a>,c; a>,b, c>,d 3 u+c>,b+d, 
at the inequality on the ri se o the left is. 
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A somewhat sharpened form of the latter result is 
a > 0, b nonsingular = b*ab > 0. 
With 7 = be this follows from 
where 6 is the positive ccnstant associated with a > 0 and where e = lb-‘I-! 
The only reason for mentioning these properties is that we have not 
confined the theory of inequalities to self-adjoint operators, as is usually done. 
The interpretation given here increases the scope of the theory and is 
appropriate in the study of differential inequalities. 
We shall establish the follo*sG-- 6 v~a~~gddGg Of Thi3OiX%ll P: 
THEOREM 3. l%e inequality x - a*xa > 0 has a positive solution x if, 
and only if, r(a) < 1. 
It is an interesting consequence of Theorem 3 that the first of the 
following equations has a positive solution x if, and only if9 the second one 
does: 
31: -a*xa>O, x-axa*>O. 
This follows from the fact that r(a) = r(a*). 
We now turn to the proof. The given inequality is 
x -U%X4=C, c > 0. 
If r(a) < 1, Theorem 2 shows that this has a unique solution 
x=c+a*ccl+(a*)2cQ2+ l *= 
and hence x > 0; the inequality implied by (7) is, of course, much stronger. 
Conversely, assume a solution x >, distinguish three cases, 
ectrum of a, in the co 
first two cases could 
st case is required when 
es 
e given solution 
ence 
ere 8 is e positive constant associated with c > 0. 
(5, x() # 0 and then, since x >, 0, that the value is 
e 1x1~ 1 and 
there exists a 
ently, 
three extra terms, each of 
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en, that (a - A) en there is a unit vector 5: such 
Since x >, 0, iteration of the equation x = c + a*m yields 
x 3 c + a*ca + ( a*)2ca2 + l l l + ( a*)nca” 
for n=1,2,3 ,.... th ( as above we get 
where 6 is the positive constant associated with c > 0. ut if k is a 
nonnegative integer, 
ak[= [A+(a-X)Ik~=Ak~+(a-A)u(, 
where u is an operator depending on k and A. The last term is in the range 
of a - A, hence is orthogonal to 2. Thus 
lakEI = lAkeI + I(a - A)u[ I2 2 lA12k. 
The preceding inequality gives, accordingly, 
e(& x5) 2 S(l+ lXl2 + l l l + lA12”). 
enever X is 
ene 
t was observed by Taussky [111 that 
(Z - u)x( Z - 0) - (Z + u)x( Z + 0) = - 2( UX + m)) 
and hence that the equation 
ux+xv+w=o 
is equivalent o 
(I - u)x(Z - v) - (I + u)x( z + v) = 2w. 
If Z - u and I - v are nonsingular, this in turn is equivalent to 
X- axb=c, 
(10) 
a=(z-u)-‘(z+u), b=(Z+v)(Z-v)-‘, 
c=2(z-u)-‘w(z-v)-‘. (11) 
aussky’s reduction of (10) to the equation x - axb = c gives the key to the 
etween Liapunov’s theorem and the results of Section 4. 
(10) is divided by a large constant, we can ensure that lul< 1 and 
for the new equation and hence that Z - u and Z - v are nonsingular. 
ration involves no loss of gene owever, the nonsin- 
of Z - u and Z - v will also from some of our 
Corresponding to the s ectral radius r(a), we define the abscissa of 
stability by 
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We shall establish: 
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THEOREM 5. Assum that 1 is not in the spectrum of u, and let 
a=(I-U)-l(I+U). l%ens(u)=c) if, andonlyif, 
I l+P ++=I - y l-p l (12) 
For proof note that the spectral mapping theorem gives 
1+x 
specs= L Kh:AEspecu . 1 
But 
1+x 2 
I I 
l+p 2ReX 
=- 
1-x 1-p’ 
where p = 
l+ pi2’ 
Hence (12) is equivalent to 
l+lr l+P 
P - 
l--p< l-p’ 
that is, to p < p, for alI X E spec u. This gives the assertion. 
Our main interest in Theorem 5 is that it has the following consequence: 
THEOREM 6. Zf s(u)+s(v)<O, then Z-u and Z-v are mnsinguha 
and the operators a and b in (11) satis& r(a)r(b) < 1. Conversely, if I - u 
and I - v are nm&ngulQT and r(a)r(b) < 1, then s(u)+ s(v) < 0. 
The proof depends on some p rties of s(u) that were 
used in the argument above. Since Al < 1x1 with strict inequality 
is real, it is evident hat 
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prove the remaining assertions let s(u) = p, s(8) = 6. Then by Theo- 
rem 5 
r(a)r(b) < 1 * 
l+p l+a 
--<1 = 
l-p l-a 
p+&Q. 
An interesting consequence ofTheorem 6 and Theorem 2 is: 
THI~~IU~M 7. Zf s( 24) + s(v) < 0, then the equation 
ux+xv+w=o 
Zuzs a unique solution for all w, and the solution is given by (I) with a, b, c 
as in (11). Conversely, if the series (4) converges with thme values of a, b, c, 
then s(u)+ s(v) < 0. 
6. EXTENSIONS OF LIAPUNOV’S THEOREM 
now consider the case v = u*, observing that the hypothesis (u) < 0 
automatically implies that 1 is not in the spectrum of u and hence Z - u is 
nonsingular. Stability of u is defined to mean s(u) < 0; this agrees with the 
finition Re X < 0 when dim H < a8. Theorem 3 yields Theorem 1 
nitedimensional case. The following sharper esult corresponds to 
eorem 4: 
HEOREM 8. Suppose the equation ux + xu* + w = 0 has a solution 
x 2 0 for some w > 0. Then u is stable, the equation has a unique solution 
for every w, and w >, 0 implies 
xaz(z-u)-‘w(z-u*)_‘. 
Conversely, if u is stable, then equation bus a unique solution for evmj 
w and the above conclusiorzs hold. 
when w > 0, we can divi 
the equation has a 
constant and make 
hence s(u) < Q by 
s(u), we conclude 
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EOREM OF SCHMC)EGER AND WAC 
The following partial converse of Theorem 2 was conjectured by the 
authors, and a simple proof was found by Ch. Schmoeger and H. D. Wacker 
of Karlsruhe. 
THEOREM 9. Suppose the series (1) converges fm all c. Then r( a)r( b) f 1, 
and hence theseries I+ Qal lbl+ B21a21 lb21+ l l l isconvmgentfor 06 0 < 1. 
The proof, presented by permission, is as follows. Define T E L( L( H)) by 
Tc = acb for c E L(II). Then PC = a%b”, and hence T% + 0 as n + oo for 
any c by convergence of the series CT”c. The principle of uniform bounded- 
ness implies IIT”]] _ < P for some constant P and all n. Thus r(T) < 1. But 
r(T) = r( a)r( b) by a theorem of Lumer and Rosenblum [S]. This proves the 
assertion. 
Note that the foregoing proof does not use the full hypothesis, but only 
the fact that the sequence (a"cb" } is bounded for any c E L(H). Whether 
the hypothesis of Theorem 9 actually implies r(a)r(b) < 1 is left as an open 
problem. 
8. HISTORICAL NOTE 
The transformation used in Section 5 was introduced by Taussky [ll], 
and some of the other results have their origin in Reference [9], of which the 
present paper is a continuation. The proof of Remark 5 in [9] should have 
been based on Remark 2 of that reference instead of on Remark 1. This 
oversight has been corrected here. Our main objective, however, has been to 
introduce the concept of spectral radius into these considerations and thus to 
get conditions which are both necessary and sufficient. The notion of spec 
radius is not used in [9]. 
In [9] the algebra IJ is not associated with a Hilbert space 
notion of order is based on an involution whose existence is 
Namely, a >, 0 if a = q*q, or if a is a stun such terms, or a li 
nerally, we could s 
setting. 
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