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DIFFUSE OPTICAL TOMOGRAPHY BY SIMULATED
ANNEALING VIA A SPIN HAMILTONIAN
YU JIANG1, MANABU MACHIDA2, AND NORIKAZU TODOROKI3
Abstract. The inverse problem of diffuse optical tomography is solved by the
Markov-chain Monte Carlo. The Metropolis algorithm or single-component
Metropolis-Hastings algorithm is used. The value of the unknown parameter
is disretized and a spin Hamiltonian is introduced in the cost function. Then
an initial random spin configuration is brought to a converged configuration
by simulated annealing.
1. Introduction
Diffuse optical tomography is an imaging modality which uses near-infrared light
[7, 17]. To obtain reconstructed images of diffuse optical tomography, inverse prob-
lems of determining coefficients of the diffusion equation from boundary measure-
ments are solved. For these inverse problems in diffuse optical tomography, direct
approaches such as the use of the Born approximation and iterative methods such as
the conjugate gradient method and damped Gauss-Newton method are commonly
used [1, 3]. In the direct approach, the inversion by singular value decomposition
corresponds to the L2 regularization. Although different penalty terms can be em-
ployed in iterative methods, the calculation is trapped by local minima unless a
good initial guess is given. Statistical approaches have been developed in diffuse
optical tomography [2, 16]. To estimate parameters in coefficients of the diffusion
equation or the radiative transport equation, which is approximated to the diffu-
sion equation at large scales, the Metropolis-Hastings Monte Carlo algorithm was
used [5, 12, 9]. However, only a few unknown parameters can be determined by the
naive use of the Metropolis-Hastings Markov-chain Monte Carlo method.
In this paper, we propose a new way of using the Markov-chain Monte Carlo
for diffuse optical tomography. We solve the inverse problem of determining the
absorption coefficient of the diffusion equation by the single-component Metropolis-
Hastings algorithm and simulated annealing after the cost function is turned into a
spin Hamiltonian. The penalty term used in the algorithm is not restricted to the
2-norm. In this paper we use the 1-norm.
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22. Diffusion equation
We consider diffuse optical tomography in the half space Ω in R2, i.e., Ω ={
x ∈ R2; x1 ∈ R, 0 < x2 <∞
}
. Let ∂Ω be the boundary of Ω, which is the x1-
axis. We assume that Ω is occupied by biological tissue and R2 \Ω is vacuum. Let
u be the photon density of near-infrared light. Light propagation in Ω is governed
by the following diffusion equation for u(x) (x ∈ Ω).
−D0∆u+ µau = f, x ∈ Ω,
−D0 ∂
∂y
u+
1
ζ
u = 0, x ∈ ∂Ω, (2.1)
where the diffusion coefficient D0 > 0 is assumed to be a constant, ζ > 0 is a
constant, and the absorption µa(x) ≥ 0 varies in space. The incident beam f(x)
is assumed to be a pencil beam given by f(x) = g0δ(x − x(p)s ), where g0 > 0 is a
constant and x
(p)
s = (x
(p)
s1 , 0
+) is the position of the source of the pth source-detector
pair (p = 1, 2, . . . ,MSD). Light is detected on the boundary at x
(p)
d = (x
(p)
d1 , 0).
We choose a region of interest ΩROI in Ω. We suppose µa(x) = µ¯a, x ∈ Ω\ΩROI,
where µ¯a is a nonnegative constant. Let us write µa(x) as
µa(x) = µ¯a + δµa(x), x ∈ ΩROI,
where we assume δµa ∈ [0, δµ(max)a ] with a constant δµ(max)a > 0. Let M be an even
integer. We introduce a spin variable of discrete values as
S(x) = 0,±1,±2, . . . ,±M
2
, x ∈ ΩROI,
and express δµa(x) as
δµa(x) = δµ
(max)
a
(
S(x)
M
+
1
2
)
.
Thus δµa is discretized in [0, µ
(max)
a ] by M + 1 values.
3. Rytov approximation
Let u0(x) be the solution to (2.1) in the case of δµa ≡ 0. Then u0(x) =
g0G(x, x
(p)
s ), where G(x, y) is the Green’s function, which satisfies (2.1) with the
source term f(x) = δ(x− y). The Green’s function is obtained as
G(x, y) =
1
2piD0
∫ ∞
0
cos(q(x1 − y1))
λ
(
e−λ|x2−y2| +
`λ− 1
`λ+ 1
e−λ(x2+y2)
)
dq, (3.1)
where ` = ζD0 and λ = λ(q) =
√
µ¯a
D0
+ q2. We note that ‖G(x, ·)‖L1(Ω) < ∞ and
‖G(x, ·)‖L∞(Ω) <∞ for any x ∈ Ω.
The solution u(x) satisfies the following identity.
u(x) = u0(x)−
∫
Ω
G(x, y)δµa(y)u(y) dy.
The nth Born approximation un is given by un =
∑n
k=0 vk, where vk+1(x) =
− ∫
Ω
G(x, y)δµa(y)vk(y) dy (k = 0, 1, . . . ) and v0(x) = u0(x). When the perturba-
tion δµa is small, the Born series converges and u = limn→∞ un. In particular for
nonnegative δµa, a concise proof of the convergence is known under the condition
30 ≤ δµa(x) ≤ µ¯a for any x ∈ Ω [13]. Let us define the first and second Rytov
approximations uR, uR2 as
uR = u0e
v1/u0 , uR2 = u0e
v1/u0 exp
[
v2
u0
− 1
2
(
v1
u0
)2]
.
Lemma 3.1. Suppose ‖δµa‖L∞(Ω) is sufficiently small. Then there exists a positive
constant C1 such that
‖u− uR‖L∞(Ω) ≤ C1‖δµa‖L∞(Ω)‖u0‖L∞(Ω).
Proof. We have
u(x)−uR(x) = u0(x)
(
1− ev1/u0
)
−
∫
Ω
G(x, y)δµa(y)uR(y) dy−
∫
Ω
G(x, y)δµa(y) (u(y)− uR(y)) dy.
Therefore for sufficiently small ‖δµa‖L∞(Ω), we obtain
‖u− uR‖L∞(Ω) ≤ C ′1‖δµa‖L∞(Ω)‖u0‖L∞(Ω) + C ′1‖δµa‖L∞(Ω)‖u− uR‖L∞(Ω),
where C ′1 is a positive constant. By moving the last term on the right-hand side to
the left-hand side, we complete the proof. 
The outgoing light is detected at x
(p)
d ∈ ∂Ω. Let us introduce the data φ(p) as
φ(p) = ln
u0(x
(p)
d )
u(x
(p)
d )
.
In the first Rytov approximation we have φ(p) ≈ φ(p)R2 ≈ φ(p)R , where φ(p)R = − v1(x
(p)
d )
u0(x
(p)
d )
and
φ
(p)
R2 = −
v1(x
(p)
d )
u0(x
(p)
d )
+
1
2
(
v1(x
(p)
d )
u0(x
(p)
d )
)2
− v2(x
(p)
d )
u0(x
(p)
d )
.
Lemma 3.2. We assume that ‖δµa‖L∞(Ω) is sufficiently small. Then there exists
a positive constant C2 such that∣∣∣φ(p)∣∣∣ ≤ ln (1 + C2‖δµa‖L∞(Ω)) .
Proof. Note that u0, uR are positive. Using Lemma 3.1, we have∣∣∣φ(p)∣∣∣ = ∣∣∣∣ln(u− uRu0 + uRu0
)∣∣∣∣ ≤ ln(C1‖δµa‖L∞(Ω)‖u0‖L∞(Ω)u0 + ev1/u0
)
.
Then the lemma is proved for sufficiently small ‖δµa‖L∞(Ω). 
As is done in most numerical approaches, we discretize space. Let us divide the
region of interest ΩROI into cells ωi ⊂ Ω (i = 1, . . . , N) such that ΩROI =
⋃N
i=1 ωi
and ωi1 ∩ ωi2 = ∅ if i1 6= i2. Let |ω| denote the area (volume) of subdomains ωi.
We have N > MSD as is seen below, and the inverse problem is underdetermined.
We introduce
δµa(yi) = δµ
(max)
a
(
Si
M
+
1
2
)
, Si = 0,±1,±2, . . . ,±M
2
, i = 1, . . . , N.
Let us define
Kp,i = δµ
(max)
a |ω|
G(x
(p)
d , yi)G(yi, x
(p)
s )
G(x
(p)
d , x
(p)
s )
,
4where yi ∈ ωi is a representative point in ωi. Assuming that ωi is small, we can
write
φ(p) ≈ φ(p)R2 ≈ φ˜(p)R2,
where
φ˜
(p)
R2 =
N∑
i=1
Kp,i
(
Si
M
+
1
2
)
+
1
2
N∑
i1=1
N∑
i2=1
Kp,i1Kp,i2
(
Si1
M
+
1
2
)(
Si2
M
+
1
2
)
− |ω|2
N∑
i1=1
N∑
i2=1
G(x
(p)
d , yi1)δµa(yi1)G(yi1 , yi2)δµa(yi2)G(yi2 , x
(p)
s )
G(x
(p)
d , x
(p)
s )
.
4. Spin Hamiltonian
We let Φ(p) denote the experimentally obtained data corresponding to φ(p). Let
S = (Si) ∈ RN denote the spin configuration. We will look for S∗ which minimizes
the following cost function Ψ(S).
Ψ(S) =
1
2
MSD∑
p=1
∣∣∣∣Φ(p) − φ˜(p)R2∣∣∣∣2 + α N∑
i=1
|Si − S(0)i |,
where α > 0 is the regularization parameter and (S
(0)
i ) ∈ RN is an initial guess,
which we set S
(0)
i = −M/2 (i = 1, . . . , N).
Theorem 4.1. Choose arbitrary p, i1, i2 (p = 1, . . . ,MSD, i1, i2 = 1, . . . , N). Con-
sider
g1 = Kp,i1Kp,i2 , g2 = g1 − 2
(
δµ(max)a
)2
|ω|2G(x
(p)
d , yi1)G(yi1 , yi2)G(yi2 , x
(p)
s )
G(x
(p)
d , x
(p)
s )
.
Then |g1| ≥ |φ(p)g2| for sufficiently small ‖δµa‖L∞(Ω).
Proof. Recall that |φ(p)| → 0 as ‖δµa‖L∞(Ω) → 0 according to Lemma 3.2. We
have∣∣∣φ(p)g2∣∣∣ = |g1| ∣∣∣∣φ(p) g2g1
∣∣∣∣ = |g1| ∣∣∣φ(p)∣∣∣
∣∣∣∣∣1− 2G(x(p)d , x(p)s )G(yi1 , yi2)G(x(p)d , yi2)G(yi1 , x(p)s )
∣∣∣∣∣ ≤ C|g1|,
where nonnegative constant C is less than 1. 
Then by neglecting g2, we have Ψ = H(S) + const., where only the first term on
the right-hand side depends on Si. The Hamiltonian H(S) is given by
H(S) = −
N∑
i=1
N∑
j=1
JijSiSj −
N∑
i=1
hiSi, (4.1)
where
Jij =
−1
2M2
MSD∑
p=1
Kp,iKp,j , hi = M
N∑
j=1
Jij +
1
M
(
MSD∑
p=1
Φ(p)Kp,i − α
)
.
The spin interactions are symmetric: Jij = Jji. We note that the modulus |hi|
of the magnetic field increases as the hyperparameter α in the regularization term
increases and the spin Hamiltonian has a unique ground state (S∗ = S(0)) for
sufficiently large α.
5Thus our optical tomography is reformulated as the problem of searching the
ground state of H(S), i.e., the spin configuration S∗ = arg minS H(S).
5. Simulated annealing
Let T be temperature. The simulated annealing finds the ground state S∗ of
H(S) in (4.1) by gradually decreasing temperature from Thigh to Tlow.
The partition function Z is given by Z =
∑
{Si} e
−βH, where β = 1/T is the
inverse temperature. Here, we used the notation
∑
{Si} =
∑
S1
· · ·∑SN . We treat
{Si} = {S1, S2, . . . , SN} as random variables. We give the probability density
function pi(S) as the Boltzmann distribution given by
pi(S) =
e−βH(S)
Z
. (5.1)
We see that pi(S) is large if H(S) is small. When the temperature is sufficiently
low, i.e., β is large, pi(S∗) becomes significantly larger than the probability of other
configurations S.
Although calculating the denominator Z on the right-hand side of (5.1) is dif-
ficult, we can find S∗ by using the Metropolis algorithm [14, 11]. The proposal
distribution q(S′i|S) is given for each spin, say the ith spin, and the value of S′i is
generated with equal probability. We note that
pi(S′)
pi(S)
= eβ(H(S)−H(S
′)) = exp
β
Jii (S′i2 − S2i )+
2 N∑
j=1
j 6=i
JijSj + hi
 (S′i − Si)

 .
The Metropolis algorithm or single-component Metropolis-Hastings algorithm is
known to be effective [8], whereas the standard Metropolis-Hastings algorithm does
not work in high dimensions with many unknown parameters [4, 10]. The algorithm
is summarized as the following six steps.
(1) Start with a small β = 1/Thigh > 0. Give (Si) ∈ RN randomly as an initial
guess. Then set i = 1.
(2) Compute heff,i = 2
∑N
j=1 (j 6=i) JijSj + hi.
(3) Calculate w = −β[heff,i(S′i − Si) + Jii(S′i2 − S2i )], where S′i ∼ q(·|S) is
randomly chosen.
(4) Set Si = S
′
i if w ≤ 0. Otherwise put Si = S′i with probability e−w.
(5) Set i = 1 if i = N . Otherwise set i = i+1. Return to Step 2. After repeating
several loops from Step 2 to Step 5 until the initial large fluctuation ceases,
proceed to Step 6.
(6) Decrease temperature and go to Step 2. If the temperature reaches Tlow,
finish the iteration.
6. Numerical test
We use 16 sources (x
(p)
s1 = ±2,±6, . . . ,±30 [mm]) and 15 detectors (x(p)d1 =
0,±4,±8, . . . ,±28 [mm]), which results in MSD = 240 source-detector pairs. We
compute the forward data Φ(p) (p = 1, . . . ,MSD) by the finite-difference scheme.
We added 3% Gaussian noise to u(x
(p)
d ) and u0(x
(p)
d ). We set µ¯a = 0.02 mm
−1,
µ′s = 1.0 mm
−1, and the refractive index n = 1.37. We note that D0 = 13(µa+µ′s) =
6µa [1/mm]
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Figure 1. (Left) One absorber at the depth 10 mm. (Right) One
absorber at a deeper position at y = 15 mm.
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Figure 2. Two absorbers with separation 20 mm. (Left) The
proposed method. (Middle) The reconstruction by the truncated
SVD with 52 singular values. (Right) The reconstruction by the
truncated SVD with 80 singular values.
0.33 mm. Inside the disk, δµa = 0.2 mm
−1. Assuming the diffuse surface reflection,
we obtain ζ = 2 1+rd1−rd , where rd = −1.4399n−2 + 0.7099n−1 + 0.6681 + 0.0636n [6].
When calculating the Green’s function, the numerical integration in (3.1) can be
done by the double-exponential formula [15]. We take (2Nx + 1)Ny = 1830 cells
(Nx = 30, Ny = 30) of the area |ω| = h2 (h = 1 mm). Moreover, the follow-
ing parameter values were used for simulated annealing: α = 0.01, Thigh = 10
−5,
Tlow = 10
−10, M = 256.
Figures 1 and 2 show reconstructed images. In Fig. 1, a disk target of radius
2.5 mm was placed at the depth (Left) 10 mm and (Right) 15 mm, that is, the x
and y coordinates of the disk center are x = 0 mm, and y = 10 mm or 15 mm.
As is expected, the reconstruction at a deeper position is more difficult. Next
we consider two disks of radius 2.5 mm. The centers of the disks are placed at
(x, y) = (±10 mm, 10 mm). For comparison, we also used the truncated SVD.
Figures 2 (Left) shows the reconstruction by the proposed scheme using the same
parameters described above for Fig. 1. Reconstructions from the truncated SVD
are presented in Fig. 2 with (Middle) 52 largest singular values and (Right) 80
largest singular values, respectively. Using the truncated SVD, it is difficult to see
a clear separation between the two targets.
7. Concluding remarks
We have developed a statistical approach of diffuse optical tomography using the
Metropolis algorithm of the Monte Carlo method. By the introduction of spin, the
7forward problem needs to be solved only once before the Monte Carlo calculation
begins.
For linearized inverse problems, the truncated singular value decomposition
(SVD) is often used [1, 3]. Although the truncated SVD has a filtering property
similar to the Tikhonov regularization, the penalty term of the proposed method
is not restricted to the 2-norm. In this paper, the 1-norm was used. This might
explain the difference of the quality of reconstruction in Fig. 2. Another advantage
of our method is that it is feasible to use a priori information and set the lower
and upper bounds of δµa, whereas the reconstructed δµa by the truncated SVD is
unbounded. This feature is reflected in the difference between the proposed method
and SVD in Fig. 2.
Moreover the linearization in this paper is not essential. It is possible to take
nonlinear terms in the Born and Rytov series into account. Then the spin Hamil-
tonian acquires additional terms for multi-body spin interactions.
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