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Synthetic riboflavin mimics have been utilised for the development of a range of 
environmentally friendly sulfide oxidation reactions. The mechanics of these reactions, and 
their context in the wider body of science, is discussed. Reagents for the formation of 
sulfoxides and sulfoximines with flavins are presented. Hydrazine is shown to be a flavin 
reductant, and this reduced flavin is able to use atmospheric oxygen as a terminal oxidant to 
yield a range of sulfoxides from sulfides at low catalyst loading, in good to excellent yields. 
Hydroxylamine is used to generate sulfoxides from the corresponding sulfide. The kinetics 
of this reaction are investigated, with continuous flow NMR spectroscopy and this evidence 
is used to propose a mechanism. The interaction of sodium azide with flavin is investigated 
in an attempt to understand and prevent the flavin degradation, in an effort to develop an 
environmentally benign procedure for sulfur-nitrogen bond formation. Additionally, it was 
also found that ammonium carbamate can be used for the one-step formation of sulfoximines 
from their corresponding sulfides. This reaction similarly suffers from the flavin 
decomposition observed between sodium azide and flavin (which leads to catalyst 
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1. Introduction to flavin catalysis  
1.1. Riboflavin  
Riboflavin is formed from the nitrogen rich heterocyclic pteridine ring 1 fused to an 
additional benzene ring on one side, forming an isoalloxazine 2, which is fully oxidised to 
the corresponding imide on the other.  Additionally, there is a ribityl group on a single 
nitrogen in the centre ring 3 (Figure 1).1 
 
Figure 1 Riboflavin building blocks 
1.1.1. History of Flavins  
Riboflavin (Vitamin B2) 3, is a prevalent enzyme cofactor found throughout nature, with 
almost 3% of genes of all genes in prokaryotic and eukaryotic genomes predicted to encode 
for flavin adenine dinucleotide.2 Flavins were first reported as a component of cow’s milk 
in the late 1870’s.3  Blyth isolated a bright yellow substance that he termed lactochrome, 
which was later demonstrated to be riboflavin.  After Blyth’s initial discovery, the report 
went unnoticed until the late 1920’s when riboflavin began to be isolated from a wide variety 
of sources. It was recognised as a constituent part of the B vitamin complex and it’s structure 
proven by synthesis in 1934 by Karrer et al.4 Once the structure had been confirmed, the 
name riboflavin was formally adopted to replace the variety of nomenclature that had been 
used previously. That nomenclature usually described the source from which the compound 
had been isolated (ovoflavine, lactoflavine, uroflavine, etc). 
 
1.1.2. The role of flavin in nature 
As flavoproteins were isolated from a wide range of natural sources, their biological 
importance began to be grasped. Otto Warburg discovered a yellow residue in yeast, while 
conducting his pioneering work into the mechanism of biological respiration.5 The protein 
was shown to catalyse the oxidation of another vitamin cofactor, nicotinamide adenine 
2 
 
dinucleotide phosphate (NADPH). Upon further investigation of this yellow residue, the 
Swedish biochemist, Hugo Theorell, found that the enzyme could be precipitated at acidic 
pH, into a colourless apoprotein, leaving the yellow flavin-containing supernatant. Neither 
the apoprotein nor the remaining flavin could catalyse NADPH on its own, however, activity 
was resumed upon reconstitution.6  This yellow pigment was seemingly identical to the 
riboflavin isolated from other sources, however, the riboflavin would not reconstitute 
enzyme activity when combined with the apoprotein.  Theorell discovered that the difference 
in enzyme activity could be attributed to the yeast isolated flavin containing an ester linked 
terminal phosphate residue.  This form of flavin became known as flavin mononucleotide 4 
(Figure 2).  
In the mid 1930’s, Hans Krebs recognised the importance of a further flavo-protein, D-amino 
acid oxidase (DAAO), in various mammalian livers and kidneys.7 Warburg and Christian, 
in a similar vein to Theorell’s previous experiment, demonstrated that this new flavo-protein 
suffered a loss of activity when separated into the apoprotein and flavin cofactor, while 
regaining activity upon recombination.8  However, activity did not return up mixing with 
either riboflavin 3 or flavin mononucleotide (FMN) 4. The cofactor was determined to be 
the condensation product of FMN and adenosine monophosphate (AMP), flavin adenine 
dinucleotide (FAD) 5 (Figure 2).  
 
 
Figure 2 Flavins found in nature 
Flavins can exist in three redox forms, the most stable oxidised form 6, an intermediate 
radical semiquinone form 7 and a fully reduced form 8. This chemical versatility results in 
the involvement of flavins in a wide range of biological reactions. Their ability to catalyse 
two electron dehydrogenations of numerous substrates has given them a central role in 
biological aerobic metabolism (Figure 2). Furthermore, their ability to take part in one 
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electron transfer to various metal centres allows flavins to form part of multi-redox-centre 
enzymes (Scheme 1). 
 
Scheme 1 The oxidised, semiquinone and reduced flavin flavin forms 
Furthermore, their ability to take part in one electron transfer to various metal centres allow 
flavins to contribute to multi-redox-centre enzymes, such as NADPH 9 reduction. Flavins 
are crucial for the reduction of NADPH, which relies on transfer of electrons to give the 
reduced form, NADP+ 10, a critical step in cytochrome P450 enzymatic chain reactions 
(Scheme 2).9,10 Further examples of multi-redox centre enzymes include succinate 
dehydrogenase11 and xanthine oxidoreductase.12 
 
 
Scheme 2 Catalytic cycle of NADPH and its reduction by flavin mononucleotide. 
Riboflavin binding proteins are also involved in the development of chicken and mammalian 
foetuses13,14 and are suspected of playing a role in programmed cell death.15 Flavoproteins 
are also critical in detoxification of aromatic pollutants in soil.16 Furthermore, as a 
photoactive species, it is involved with several light-dependent  processes, such as 





1.1.3. Biosynthesis  
When found in nature, riboflavin is synthesised from guanosine triphosphate (GTP) 11, in a 
complex reaction involving six enzyme activities. GTP is converted to the pyrimidinone 5’-
phosphate 12, priming the compound for the addition of the ribityl side chain, which is 
achieved via ring deamination 13, side chain reduction 14 and finally dephosphorylation 15. 
This intermediate undergoes condensation with 3-hydroxy-2-butanone 4-phosphate 17 to 
yield 6,7-dimethyl-8-ribityllumazine 18. The enzyme, ribC, then forms the final riboflavin 















1.2. Properties of flavins 
When not enzyme-bound (for example free in solution), a mixture of reduced and oxidised 
flavin sit in equilibrium with each other.20 At pH 7 approximately 5% radical semiquinone 
is observed in an equimolar mixture of oxidised and reduced flavin, although protein binding 
can have a significant effect on this equilibrium.  The semiquinone exists in a neutral or 
anionic form and upon binding to a specific protein can have a significant effect on the 
original pKa of ~ 8.5 (Scheme 4). 
 
Scheme 4 Acid-base equilibria of ozidised and reduced flavin 
The key step in a large proportion of flavoprotein-reducing dehydrations is a two-electron 
reduction of the substrate. The subsequent reduced flavin (H2Flred) is reoxidized in either a 
two-electron process or in single one-electron steps.  
Reduced flavins are highly reactive towards molecular O2, which can be harnessed for a 
range of oxidation techniques, including electron transfer, dehydrogenation and oxygen 
transfer (Scheme 5).  The active flavin species in these reactions, originates from the addition 
of molecular oxygen into the reduced flavin 20, forming a highly reactive hydroperoxide 21. 
The pendant oxygen can then be useful for a number of  synthetic transformations such as 




Scheme 5 General scheme for the formation of hydroperoxyflavin 
 
1.3. Flavoproteins  
Many of the reaction properties of flavoproteins also occur in vivo, as is the case with liver 
flavoenzymes, such as FAD-containing monooxygenase, which catalyse a range of small 
molecule transformations. These transformations are particularly favourable with soft 
nucleophiles, including the oxidation of amines,23 sulphides,24 aldehydes25 and aromatic 
rings.26  When considered in vivo, the flavin must be reduced by an external cofactor.  UDP-
N-acetylenolpyruvylglucosamine reductase (MurB) is an example of an enzyme monomer 
containing one FAD molecule. MurB catalyses the NADPH-dependent reduction of 
enolpyruvyl-UDP-N-acetylglucosamine, 22, to the corresponding D-lactyl product, UDP-N-
acetylmuramic acid 23. The FAD co-factor is reduced by NADPH, and once NADP+ has 
dissociated substrate 22 can bind, allowing it to be reduced (Scheme 6).27  
 
Scheme 6 Flavin catalysed UDP-N-acetylmuramic acid formation 
 
FMO’s contain an FAD prosthetic group (a coenzyme that is tightly or covalently bound) 
and a binding factor.28 They tend to have two-electron redox character, with the semiquinone 
state playing an insignificant role in transitions. One exception is the one-electron reduction 
of O2 by the reduced flavin, resulting in a caged radical pair 24. This radical pair now has a 
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number of possible routes, it can dissociate into its component parts; of a neutral flavin 
radical and a superoxide 25. Alternatively, it can collapse to the previously discussed 
nucleophilic flavin peroxide 26 (which becomes more electrophilic upon protonation to the 
hydroperoxide 27). This peroxide species can then eliminate to hydrogen peroxide or 
undergo a further single electron transfer, both routes yielding the oxidised flavin 6 (Scheme 
7).29 
 
Scheme 7 Chemical reactions that mediated by reduced flavin and oxygen 
 
1.3.1. Flavoprotein bioluminescence  
Flavins are involved in the production of light in bioluminescent bacteria, which alludes to 
their capability for photocatalysis, and there have been reports on their bioluminescence for 
150 years.30  The voyage of the HMS Challenger describes, unbeknownst to the authors, the 
bioluminescence of the luciferase upon reaction with reduced flavin and oxygen.31 This 
example can be reproduced in a controlled environment through the flavin catalysed 
oxidation of aliphatic-aldehydes. The authors postulate that nucleophilic attack of the at the 
carbonyl comes from a formal peroxy flavin 26, forming the flavin-carboxylic acid 
intermediate 29. The light emission is attributed to the rearomatization of the excited 
hydrated flavin 28, upon release of water, regenerating the original FMN 6.32 This example 
9 
 
demonstrates nucleophilic attack of the flavin hydroperoxide 27 electrophilic carbonyl 
(Scheme 8).  
 
Scheme 8 Hydroperoxyflavin catalysed carbonyl oxidation  
 
1.3.2. Flavoprotein Monooxygenases (FMO’s) 
A common property of flavoprotein monooxygenases is the mechanistic use of either NADH 
or NADPH to reduce the FAD flavin form, followed by reaction of the reduced form with 
molecular oxygen, which generates the reactive oxygen species responsible for oxidation of 
the substrate. The flavin peroxide can act as a potent nucleophile, and can be utilised by a 
sub group of aromatic hydroxylases to introduce an additional oxygen into a ring system 
adjacent to the ketone group already in place, in a Baeyer-Villiger type oxidation (Scheme 
9).33 This peroxy adduct falls into an alternative sub class of monooxygenases; oxygen-




Scheme 9 Cyclohexanone monooxygenase action 
The reduced flavin is formed upon reaction with NADPH 20, which then reacts with O2 to 
form the hydroperoxyflavin as seen previously 21. The hydroperoxy flavin then performs 
nucleophilic attack on the cyclohexanone, forming a cyclohexanone flavin adduct 30. The 
carbon-carbon bond is then broken upon collapse of the oxygen lone pair and cleavage of 
the flavin, forming 31 and liberating water. The remainder of the catalytic cycle is 
responsible for the regeneration of the neutral flavin 19 through the loss of NADP+.  
Alternatively, the hydroperoxy flavin enzymes can act as potent electrophiles, which can be 
used for the insertion of hydroxy groups in the meta position of 4-hydroxy-benzoic acid 33. 
One such enzyme that performs this transformation is 4-hydroxybenzoate 3-monooxygenase 




Scheme 10 Hydroxylation of p-4-hydroxy-benzoic acid with PHBH 
The hydroxylation of 4-hydroxy-benzoic acid 32 results in the formation of 3,4-
dihydroxybenzoic acid 33. 
In the aromatic hydroxylases sub group, there is a control mechanism to prevent NAD(P)H 
being consumed, when the substrate to be hydroxylated is not present. For reduction of the 
flavin by NAD(P)H to occur, a complex of oxidised enzyme and aromatic substrate is 
required.  The presence of this complex leads to as much as a 100,000-fold increase in rate 
(k2) in comparison to no substrate (k1) (Scheme 11 
Scheme 11).35   
 
Scheme 11 Rate comparison of PHBH with and without 33 
This electrophilic mechanism for control is highly unstable in the absence of the substrate 
33. Nucleophillic monooxygenases display an alternative control mechanism, whereby the 
peroxide complex is stabilised by the protein such that it is only reactive in the presence of 





1.4. Reductase, Dehydrogenases and Electron Transferases  
1.4.1. Acetyl-CoA Dehydrogenases 
This class of widely occurring enzymes take part in the oxidation of fatty acids. In acetyl-
CoA dehydrogenases, the reduced flavin component is reduced by successive one-electron 
transfers to a secondary flavoprotein, the electron-transfer flavoprotein (ETF). In mammals, 
this is then reoxidized by a final flavoprotein, ETF-ubiquinone. Significant research efforts 
have been made to investigate the reaction mechanisms of these dehydrogenase enzymes, 
which determined the initial step to be removal of the α-proton from 34 by an aspartate 
residue in the active-site, followed by a concerted hydride transfer from the β-position 
yielding the reduced flavin (Scheme 12). This reaction leads to the formation of the α,β-
unsaturated carbonyl motif 35.37   
 
Scheme 12 Dehydrogenation of a normal substrate by acyl-CoA dehydrogenases 
 
1.4.2. Flavin monooxygenase biomimicry  
Naturally occurring flavins such as FMN and FAD have been extensively investigated to 
understand their applicability towards synthetic reactions in organic synthesis. It is possible 
to remove the protein environment and, using a charged flavinium 36, form a hydroperoxyl 
flavin species 37 with molecular oxygen as a terminal oxidant (Scheme 13).  
 




This initial discovery found the flavin form to be highly unstable, undergoing the reverse 
reaction, eliminating H2O2, resulting in the neutral flavin.
38  The first stable 
hydroperoxyflavin to be synthesised independent of an enzyme was reported by Bruice and 
Kemal in 1976. They stabilised the enzyme independent flavin with the use of a 
perchlorate counterion 37, and were then able to achieve the oxidation of aldehydes to the 
corresponding carboxylic acids, with the hydroperoxyflavin formed (Scheme 14). 
  
Scheme 14 Bruice and Kemal aldehyde oxidation38 
The hydroperoxyflavin 37 demonstrated luminescence upon mixing with aldehydes, making 
it the first synthetic mimic of bacterial luciferase. However, conversion to carboxylic acids 
from the corresponding aldehydes was low.38 
The oxidative capacity of the hydroperoxyl flavin 37 was investigated and compared to other 
common oxidizing agents. 37 was observed to have a signifincantly higher oxidative 
capacity than tert-butyl hydroperoxide (tBuOOH) 40, by a factor of ~ 103 – 106, whereas it 
has an oxidative capacity ~ 103 lower than meta-chloroperoxybenzoic acid (mCPBA) 41 
(Figure 3).  
 
Figure 3 Relative oxidative capacities of common oxidants  
The three rate constants each represent a different oxidation; KI – the oxidation of  I-, ks – the 




Scheme 15 Reactions to determine relative rate constats for various peracids  
These electrophilic reactions were subsequently summarised by Brucie et al. in 1983, and 
can be found below (Table 1).39 
 
Table 1 Rate relative to entry 2 to for a range of peroxyacid oxidations 
 
Table 1 shows that the peroxy flavin (entry 2) is an excellent oxidant, with only mCPBA 
(entry 1) having a superior rate across the range of peracids investigated. The replacement 
of a nitrogen site with a carbon (entry 3) has a significant effect on rate, with this compound 
being two orders of magnitude slower for the oxidations of thioxane and N,N-
Entry Structure kI kS kN 
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(6.0 M-1 s-1) 
1.0 
(0.12 M-1 s-1) 
1.0 
(0.12 M-1 s-1) 
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3.0 x 10-1 5.7 x 10-2 8.6 x 10-2 
4 
 
5.6 x 10-2 8.7 x 10-1 3.3 x 10-1 
5 
 
5.5 x 10-2 3.2 x 10-2 1.1 x 10-2 
6 
 
9.0 x 10-3 9.2 x 10-4 1.2 x 10-4 
7  1.0 x 10
-3 1.4 x 10-4 2.8 x 10-5 
8 
 
1.0 x 10-3 5.8 x 10-5 >1.0 x 10-6 
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dimethylbenzylamine. H2O2 (entry 7) is a significantly slower oxidant, witih the oxidation 
of N,N-dimethylbenzylamine being fivefold slower.  
The authors also investigated the propensity for 37 to catalyse epoxide formation upon 
reaction with alkenes. Initially the reaction was conducted in t-butanol and DMF, and these 
reactions yielded no formation of epoxide, just a gradual decay of the peroxyflavin 37 to the 
neutral flavin 42 (Scheme 16).  
 
Scheme 16 Degradation of hydroperoxyflavin  
When the solvent was changed to chloroform (CHCl3), the stability of 37 was significantly 
decreased, and a more diverse range of decomposition products were observed. There was 
no epoxide formation observed with 37. The authors ultimately observed formation of 
epoxide in 31 % yield. 
Oae et al. showed that flavin hydroperoxide was not as selective towards amines as its natural 
counterpart, demonstrating oxidation of all types of amine (not merely secondary and tertiary 
as is the case with natural flavin monooxygenases), generating benzaldehyde oxime, 
hydroxylamines, nitrones and amine N-oxides from their corresponding amines.40  The 
hydroperoxy flavin was generated from hydrogen peroxide (H2O2) and a flavinium salt in 
the oxidised redox form, rather than from a reduced flavin and atmospheric O2, as observed 
in nature.  This allows for the possibility of an oxidative and a reductive catalytic cycle, one 
relying on H2O2 as a terminal oxidant and the other relying on O2 as a reductant to recycle 





Scheme 17 Two flavin catalytic cycles for generating hydroperoxy flavins 
The potential of flavins as catalysts for organic synthesis was first realised by Murahashi et 
al. when they demonstrated the oxidation of sulfides and secondary amines utilising a 
perchlorate counterion to the flavinium, with H2O2 as the oxidant. Both the sulfide and imine 
were competent substrates for electrophilic oxidation, with both sulfoxide and nitrone being 
obtained in good yields (Scheme 18).41 
 
Scheme 18 Catalytic perchlorate flavinium oxidation of sulfides and amines 
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This group later ammended this reaction by using atmospheric oxygen as the terminal 
oxidant with hydrazine monohydrate (N2H4H2O) added to facilitate the reduction of the 
flavin, and the reaction solvent changed to trifluoroethanol.42 This allowed for a significant 
reduction in catalyst loading which could be attributed to the increased solubility of dioxygen 
gas in the solvent.43 N2H4H2O is used stoichometrically to generate the reduced 
dihydroflavin, which reacts with O2 to form the hydroperoxyflavin (Scheme 19). 
 
Scheme 19 Examples of hydrazine as a reductant 
 
The Carbery group have used a modified bridged flavinium catalyst in order to achieve 
oxidation of sulfides utilising hydrogen peroxide as a terminal oxidant.44 The group were 
able to develop a system with extremely low catalyst loading (1.8 mol %) and investigated 
the electronic effects of the substrates (Scheme 20). 
 
Scheme 20 Carbery Marsh Reaction Scheme 
They noted that when the reaction was performed with sulfides containing electron donating 
substituents (methoxy, amino), sulfoxide formation was achieved in under 1 hour at room 
temperature. Whereas reaction with sulfides containing electron withdrawing substituents 
(cyano), the reaction has a significantly increased reaction time of 12 hours to reach 
completion. This observation is consistent with the previously proposed electrophilic 
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reaction mechanism for oxygen transfer. The efficiency of 3 distinct organocatalysts were 
investigated, with all 3 being found to be effective towards sulfoxidation, with the 8-Cl 
derivative being the most effective. Methanol was chosen as the reaction solvent as it offered 
the best yields, which was suggested to be due to the increased solubility of the catalyst, over 
other solvents investigated (dimethylfomamide and chloroform).  
Cibulka et al. further expanded upon the scope of bridged flavinium catalysts when they 
used valinol to prepare chiral organocatalysts 55 for the enantioselective synthesis of 
sulfoxides. The introduction of the isopropyl group creates a new stereogenic centre on the 
flavin, which leads to the formation of two hydroperoxyflavin diastereomers 56 and 57. The 
respective hydroperoxy diastereomers were formed in a 3:1 ratio (Scheme 21), although, its 
use a chiral catalyst was poor, with a maximum e.e. generated of a < 5%, i.e., the mixture 
was racemic.45  
 
Scheme 21 Valinol hydroperoxyflavin diastereomers 
The group also attempted the oxidation of amines but were limited by the degradation of the 
catalyst under the reaction conditions, obtaining the N-oxide product in 18% (Scheme 22).  
 
Scheme 22 Sulfur oxidation with valinol flavinium 
More recently, in 2013, Imada et al. developed an aqueous method for the oxidation of 
sulfides relying on ascorbic acid as a reductant for the flavinium perchlorate salt (Scheme 
23).46 Aqueous conditions are highly favourable as their “green” nature makes them ideally 
scalable for industry, however, perchlorate salts must be avoided due to their potentially 




Scheme 23 Flavin perchlorate sulfoxide transformation 
Murahashi et al. reported the aerobic oxidation of sulfides and thiols (to disulfide) using a 
formic acid and triethylamine system to reduce the flavin, using molecular oxygen as the 
terminal oxidant (Scheme 24). The group investigated a range of flavin catalysts and 
maintained excellent yields while changing the counterion (triflate to perchlorate) and by 
inserting hydroxymethyl or hydroxyethyl groups and even the protected riboflavin form.48  
 
Scheme 24 Triethylamine/formic acid flavin reduction 
The Cibulka group succeeded in harnessing flavinium catalysis for the oxidative 
hydroxylation of substituted arylboronic acids, with a selection of reductants using O2 as the 
terminal oxidant to give a diverse range of phenols in high yields.49 The use of aqueous 
media as a reaction solvent was favourable due to the poor solubility of many boronic acids, 





Scheme 25 Arylboronic acids with O2 
 
1.5. Nucleophilic reactions of flavin hydroperoxides  
1.5.1. Baeyer-Villiger Reaction 
The majority of the reactions that have been investigated so far have been where the flavin 
hydroperoxide is behaving as an electrophile. However, there have been several 
transformations reported where the transformation relies upon nucleophilic attack from the 
hydroperoxide moiety. The most well-known of these transformations is the Baeyer-Villiger 
oxidation (BV), which is frequently performed using a peracid such as mCPBA to oxidise 
ketones and aldehydes (Scheme 26).51 
 
Scheme 26 General Baeyer-Villiger oxidation with peracid 
Furstoss et al. used a perchlorate flavinium to catalyse the Baeyer-Villiger oxidation of 
cyclobutanones to λ-lactones.52 The use of hydrogen peroxide as terminal oxidant allowed 
them to generate the product in good yields with short reaction times (Scheme 27).  
 
 
Scheme 27 Furstoss’ cycloobutanone ring expansion with H2O2 
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The group were also able to achieve ring expansion of the significantly less strained 2-
methoxycyclohexanone, albeit a longer reaction time of 24 h was required to obtain a 45 % 
yield.  
This Furstoss preparation is similar to the Baeyer-Villiger oxidation of cyclobutanone to 
lactone achieved by the Cibulka group using the valinol-derived flavinium catalyst (Scheme 
28). This is assisted by the ring strain from the 4-membered system making ring expansion 
favourable.45 Cibulka et al. did not report any e.e. in the lactone product, and only starting 
material was recovered from the non-catalysed experiment.  
 
Scheme 28 Bayer-Villiger reported by Cibulka et al.45 
The proposed reaction mechanism is initiated by the attack from the nucleophilic 
hydroperoxyflavin to the carbon of the carbonyl of the starting material 59. This creates a 
transition state where the substrate is bound to the flavin catalyst, through the hydroperoxide 
unit 60, in contrast to the electrophilic reaction mechanism the breaking of the oxygen-




Scheme 29 General nucleophilic BV reaction 
The lone pair of the oxygen then reforms then oxygen-carbon double bond, which breaks the 
carbon-carbon bond, and subsequently breaks the oxygen-oxygen bond, liberating the 
product 61. Water is then released from the flavin, and the active catalyst is reformed upon 
rearomatisation.  
The Baeyer-Villiger oxidation was also investigated by Murahashi et al. who prepared a 
synthetic flavin 62 in just 4 steps from natural (-)-riboflavin for the preparation of lactone 







Scheme 30 Catalyst preparation from riboflavin in 4 steps 
They found that their developed catalyst was able to form the ring expanded product in good 
yields in the presence of zinc and molecular oxygen (Scheme 31). Although the authors 
make no comment, it is possible that the mechanism for increased reaction rate is due to 
sulfide complexation with Zn.  
 
Scheme 31 Lactone preparation with zinc and O2 
The group examined the preference for the nucleophilic and electrophilic mechanisms by 
performing a competing reaction with naphthalene substituted cyclobutanone and methyl(p-
tolyl)sulfide. They found that the protocol heavily favoured the formation of the lactone 




Scheme 32 Demonstrating Zn flavin reduction results in an electrophilic reaction 
mechanism 
Upon formation of the hydroperoxy flavin with hydrogen peroxide (instead of Zn/O2) or 
when the non-nucleophilic solvent trifluoroethanol is used, the preference for nucleophilic 
oxidation is reversed, with sulfoxide formation taking precedence ( 
Scheme 33). The authors used conditions previously reported by Mazzini et al. with their 
own catalyst to measure selectivity.52  
 
Scheme 33 Demonstrating hydroperoxyflavin formed with H2O2 results in an electrophilic 
reaction mechanism 
Through extensive stopped flow studies the authors rationalised this observation through the 
formation of the hydroperoxyflavin (FlEtOOH) undergoing oxidation of the sulfide, 




Scheme 34 Flavin and hydrogen peroxide catalytic cycle 
The flavinium ion undergoes attack by the nucleophilic hydrogen peroxide, forming the 
hydroperoxyflavin, which is then prone to nucleophilic attack by the sulfide. The active 
catalyst is then regenerated through dehydration. 
This is in contrast to the nucleophilic reaction where the authors postulate that the zinc 
facilitates a two-electron reduction the flavin cation (FlEt+), giving the reduced flavin (FlEt-). 
Reaction with O2 yields the peroxyflavin anion FlEtOO
- which shows preference for the 
oxidation of ketones to give the resulting lactones. The flavin catalyst then undergoes 
dehydrogenation, generating FlEt+ and completing the catalytic cycle.53 
 
1.5.2. Dakin Oxidation 
At the University of Texas, the Foss group developed a Dakin oxidation, notably using a 
neutral hydroperoxy flavin as a catalyst. The protocol relied on stoichiometric amounts of a 
Hantzsch ester to achieve catalyst turnover with molecular oxygen as an oxidant. This 
method allowed for the preparation of phenols in good yields, and the group found that the 
oxidation was proceeded by a nucleophilic reaction mechanism when acetonitrile was used 




Scheme 35 Hantzsch Ester and Neutral Peropxy Flavin 
However, the Foss group also noted that when TFE was used as a solvent, the selectivity 
could be switched to electrophilic addition. The authors attribute this switch in selectivity to 
the hydrogen bonding ability of the solvent acting to stabilize the O-O bond of the 
hydroperoxyl flavin during cleavage.  
 
1.6. Photoactive flavin catalysed oxidation  
The photolytic properties of flavins have investigated since shortly after the initial discovery 
of the flavins. Two potential environments exist whereby photochemistry can take place: 
photoreduction (reaction in the presence of external electron donors) and photobleaching 
(reaction in the absence of an electron donor).55 Photobleaching is an irreversible process, 
making it unsuitable as a mechanism for catalysis, meaning that external electron donors 




The absorption spectra of riboflavin shows significant absorption between 300 and 500 nm, 
with the π → π* transition at 440 nm,  making visible light the optimum source for excitation 
of the flavin (Figure 4).57 The excited flavin species has greater oxidising character than the 
flavin in the ground state allowing it to more readily oxidise a substrate. After oxidation the 
reduced flavin is then reoxidized by O2 in air, generating H2O2. 
 
Figure 4 The absorption spectra of riboflavin in an aqueous solution57 
In 2010, Lechner and König demonstrated the oxidation of amines to aldehydes and ketones 
by flavins excited at 440 nm by LED sources. The use of visible light allowed them to 
demonstrate a mild procedure for the acceleration of amine oxidations without any evidence 
of overoxidation to the corresponding acid (Scheme 36).58 Reaction temperature was not 
reported, which is important to ensure the absence of thermal effects upon the reaction.  
 
Scheme 36 Lechner and Konig amine oxidation 
The group also succeeded in the photocatalytic deprotection of p-methoxybenzyl (PMB), 
with tolerance for alkenes, benzyl-protected esters and alcohols. Both protocols necessitate 
the presence of benzylic amines with an electron rich aromatic group to facilitate the 




Scheme 37 PMB deprotection 
The deprotection protocol was limited to primary amines as the oxidation of secondary 
amines by the riboflavin tetraacetate could not be controlled.  
The König group also developed a procedure for the photooxidation of alcohols, again using 
O2 as a terminal oxidant. The group investigated the effect of both covalently bound thiourea 
and the use of thiourea as an additive and found significant improvement in turnover 
numbers. Using thiourea as an additive led to an increase in turnover number of 95, however 
when substituting thiourea functionality onto the flavin, turnover numbers of up to 580 were 
seen. The authors attributed to the ability of the thiourea to act as an electron-transfer 
mediator for the photooxidation of the initial alcohol (Scheme 38).59 
 
Scheme 38 Thiourea-mediated photooxidation of 4-methoxybenzyl alcohol 
They then expanded the scope of the oxidation of alcohols by succeeding in immobilising 
the flavin on a silica gel solid support (Table 2). The solid support had an impact on turnover 




Table 2 Expanded scope of the oxidation of alcohols  
Entry X t (h) 63 64 
1 OMe 2 71 19 
2 OMe 1 83 17 
3 OMe 0.25 65 3 
4 Me 2 41 9 
5 H 2 44 0 
6 COOMe 2 36 0 
7 COOH 2 24 0 
 
The authors were able to achieve acceptable turnover numbers (280) with a riboflavin 
derived catalyst and good stability which could be used for 3 reaction cycles without drop 
off in catalytic activity. Immobilisation also resulted in the overoxidation of aldehyde to the 
corresponding carboxylic acid, however, the authors were able to minimise this through 
shortened reaction times. 60 
 
1.7. Asymmetric flavin catalysis 
The first example of an asymmetric oxygen transfer reaction by a synthetic flavin was 
reported by Toda et al. who developed a new cyclic flavin with axial chirality. The group 
successfully demonstrated the oxidation of sulfides to the corresponding sulfoxide. The 
cyclophane bridge of the flavin inhibits the formation of the hydroperoxy flavin on that face, 
causing oxygen transfer to occur from a single flavin face. The authors postulated that the 
reaction proceeds via an electrophilic reaction mechanism, due to the poor yield when the 
aromatic ring is substituted with the strongly electron withdrawing cyano substituent. An 
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enantiomeric excess of 65% was achieved with the substrate 4-(methylthio)toluene (Scheme 
39).61 
 
Scheme 39 First example of asymmetric flavin catalysis 
 
Murahashi et al. developed a similar strategy for chiral flavin catalysis again utilising a 
cyclophane bridge for the transformation of naphthyl sulfide to give the corresponding chiral 
sulfoxide in excellent yield in 72% e.e. (Scheme 40).62 The conditions were not reported in 
the review and are labelled as unpublished in the reference. 
 
Scheme 40 Murahashi protocol for the oxidation enantiopure oxidation of sulfides 
Cibulka and co-workers then expanded the scope of chiral flavinium catalysis by using a 
perchlorate salt to affect the enantioselective formation of sulfoxides.63 The oxidation of 
alkyl aryl sulfides with hydrogen peroxide as oxidant was demonstrated. It was found that 
the enantiomeric ratio was affected by the chosen solvent system, and unaffected by 
temperature. The formation of sulfoxides with e.e. values ranging from 4 – 54% were 




Scheme 41 Cibulka’s asymmetric sulfide oxidation 
 
A further successful iteration for asymmetric flavin catalysis was developed for the 
nucleophilic mechanism with a Baeyer-Villiger reaction. Murahashi and co-workers 
demonstrated the ring expansion of cyclobutanones with a novel chiral bisflavinium 
perchlorate catalyst. The developed procedure used hydrogen peroxide, forming the 
optically active lactones in up to 74% e.e. The authors suggested that the C2-symmetric 
bisflavin achieves enantioselectiveity by blocking the plane of the other flavin moiety in the 
system. Enantioselectivity was highly dependent on the solvent system, with protic solvents 
resulting in high e.e. values, although sometimes serving to increase the rate of background 
or side reactions, which led to the final TFE/MeOH/H2O solvent system (Scheme 42).
64 
 
Scheme 42 Murahashi bis flavin 
In 2016, Yamamoto et. al. developed a range of flavinium catalysts with various bulky 
substitutions on the bridge (Figure 5), which were then tested for their use in asymmetric 




Figure 5 Phenyl groups inserted on the bridge by Yamamoto et. al.21 
 
The authors found that the introduction of a cinchona derived co-catalyst was essential for 
enhancing both the catalytic and stereoselectivity, with range of cinchona alkaloids tested 
(Figure 6). 
 
Figure 6 Cinchona alkaloids and their derivatives investigated my Yamamoto et. al. 
The alkaloids investigated were (DHQ)2PHAL 68 and (DHQD)2PHAL 68 and both 
generated reasonable levels of e.e. in preliminary reactions. H2O2 was used to generate the 
active catalytic flavin species and the cinchona species formed an ion pair which was highly 
successful in generating enantiopure cyclobutanones, with e.e.’s of up to 96%, albeit in poor 
yield (Scheme 43).21 
 
Scheme 43 Flavin ion pair catalysis 
By using the antipode of both the flavin catalyst and the cinchona derivative co-catalyst, the 
group were able to preferentially form the opposite enantiomer in 80% e.e. and with a 




Scheme 44 Using the antipode catalysts to generate the opposite enantiomer  
 
1.8. An Introduction to Sulfoximines 
In 1992, Trost recognised the potential power of the sulfoximine moiety, labelling them 
‘’chemical chameleons’’ for asymmetric synthesis.65 This statement was due in part to the 
quaternary stereogenic centre at the sulfur, and in part to their ability to act as either an 
electrophile or a nucleophile depending on the conditions (Figure 7).   
 
Figure 7 The chemical versatility of sulfoximines 
The stereogenic centre on the sulfur makes a compound asymmetric when R1≠R2.  The 
nitrogen of the sulfoximine is both nucleophilic and basic which can allow for further 
functionalisation and by appending desirable R groups at the C and N atoms to provide 
additional coordination sites, they can act as chiral ligands, making them useful for metal 
catalysed transformations.  Finally the acidity of the immine hydrogen and  H1 can be tuned 
by altering the R groups, when R1 = Ph, R2 = H, R3 = H the immine hydrogen is acidic (pKa  
~ 24) and when R1 = Ph, R2 = H, R3 = Me, the pKa  ~ 32.
66,67  
 
1.8.1. Discovery  
Sulfoximines were first discovered when dogs fed with wheat bleached with nitrogen 
trichloride became ill and died.68  Investigation into the cause of death led to the isolation of 
methionine sulfoximine 70 in 1946, and it was subsequently synthesised for the first time in 
1952.  Canine death made it obvious that this compound was toxic and it was subsequently 
discovered that buthionine sulfoximine 71 was also toxic (Figure 8).69 It reduces levels of 
glutathione, an important antioxidant required in the neutralisation of free radicals in the 





Figure 8 Biologically active sulfoximines 
 
Sulfoximines have been deemed as a neglected opportunity in medicinal chemistry,70 and 
exploration of that chemical space is dependent upon the ability to synthesise a range of 
compounds. Drugs containing the sulfoximine moiety are beginning to make it to clinical 
trials. Proline-rich tyrosine kinase 2 inhibitors were investigated to target osteoporosis by 
Pfizer and 72 was found to have high stability in human liver microsomes (HLMs).71 
Researchers at Bayer Pharma AG investigated the pharmacopore in a cyclin-dependent 
kinase (CDK) inhibitor  project, and in phase 1, found 73  to have very potent 
antiproliferative activity but shows no off-target inhibition (Figure 9).72  
 
Figure 9 Pharmaceutically relevant compounds with a sulfoximine core 
 
1.8.2. Early Preparation 
The first synthesis of a sulfoximine came shortly after the initial isolation of methionine 
sulfoximine in 1952.  The desired diethylsulfoximine 74 was prepared by treatment of 
diethylsulfoxide with sodium azide and sulfuric acid. The authors postulated hydrazoic acid 
was formed in situ which underwent nucleophilic attack by the sulfide to form the 
sulfoximine (Scheme 45).78 
 
Scheme 45 Sulfoximine synthesis with sodium azide 
A significant drawback of this original synthetic method is that the use of sodium azide leads 
to the (desired) generation of hydrazoic acid, which is a primary explosive as well as a toxic 
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gas that binds to cytochrome c oxidase, which prevents the binding of oxygen at the active 
site, causing cell death.73  Furthermore, this route can lead to partial racemisation in the case 
of enantiopure sulfoxides.74  
 
Several improvements have been made to the original synthesis and Johnson et al. 
succeeding in performing the reaction on a 70 g scale for the formation of racemic methyl 
phenyl sulfoximine 76 from methyl phenyl sulfoxide 75 (Scheme 46).75  
 
Scheme 46 Large-scale synthesis of methyl phenyl sulfoximine 
 
1.8.3. Current Approaches to Sulfoximines 
Sulfoximine synthesis can be divided into two classes (Scheme 47).  The first class is 
preparation via sulfur (IV) precursors (sulfoxides and sulfilimines).  
 
Scheme 47 General routes to sulfoximines via sulfur (IV) precursors 
When starting from sulfides, both oxygen transfer and nitrogen transfer must be achieved to 
form the sulfoximine.  Oxygen transfer from sulfides to sulfoxides is far more prevalent in 
the literature than nitrogen transfer to form sulfilimines, although both routes have been used 
to prepare sulfoximines. 
 
The second class is preparation from sulfur (VI) compounds (sulfonimidoyl halogenides and 
sulfonimidates.  Access to sulfoximines via sulfur (VI) precursors allows access to chiral 




Scheme 48 Routes to sulfoximines via sulfur (VI) precursors 
 
1.9. Sulfoximines from Sulfoxides and Sulfilimines  
1.9.1. Access to Tosyl bound N-sulfoximines 
One method to form sulfoximines is via the sulfoxide.  The most reliable method to access 
optically pure sulfoximines from sulfoxides has been found to be through the use of a nitrene 
reagent which generally proceed with retention of the stereochemistry at the sulfur. Notable 
examples include iminations involving TsN3  with copper powder to form optically pure 
sulfoximines from chiral sulfoxides ( 
Scheme 49).76  
 
 
Scheme 49 Using nitrenes to access to sulfoximines 
Müller et al. developed a highly efficient methodology for the synthesis of enantiopure 
sulfoximines under mild conditions. The group used CuOTf and a hypervalent iodine species 
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to give both high yields (79-93%) and very good retention of stereochemistry (98% ee) 
(Scheme 50).77  
 
Scheme 50 Müller et al.'s demonstration of retention of stereochemistry 
However, the authors found it difficult to subsequently remove the N-bound tosyl group 
highlighting a key problem with sulfoximine synthesis in general. It is often necessary to use 
an N- substituent in order to achieve sulfoximine formation, however it is not always facile 
to subsequently remove the group.  
An early tosyl group removal was published in 1989 by Johnson et al.,78 who used sodium 
anthracenide to give good yields of the aryl N-H sulfoximine 82 - 85 (Scheme 51).   
 
Scheme 51 Efficient removal of N-bound tosyl groups 
However, this method proved to only be successful towards dialkyl substituted sulfoximines, 
with no effect towards aromatic substituted sulfoximines 86, 87.   
 
It would be preferable to develop methods to synthesise sulfoximines with an N-H group, as 
this would both increase step economy and allow greater scope, making the new method 
ideal for the synthesis of compounds for industry, especially pharmaceuticals.  Synthetic 
methods for the removal of other substituents have been developed with some success, 
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notably the removal of a Boc protecting group with trifluoroacetic acid proceeds in high 
yields under mild conditions.79  
 
1.9.2. Access to cyano bound N-sulfoximines 
A further synthetic route to sulfoximines from sulfides, is via sulfilimines. Mancheno et al. 
used NBS and cyanamide to access the desired N-cyano sulfilimine (Table 3).80  They also 
observed sulfoxide formation as a side-product, but found this could be prevented by careful 
control of the reaction conditions. 
 
 
Table 3 Access to free sulfoximines via cyano N-bound sulfilimine 
Entry R Yield (%) 
1 C6H5 66 
2 4-OMe-C6H4 94 
3 4-NO2-C6H4 39 
4 2- C5NH4 51 
5 2-Naphyl 83 
 
This reaction led to very good yields for the formation of the sulfilimine.  The high number 
of steps needed to access the N-H sulfoximine sometimes led to poor overall yield (entry 3).  
However, this synthetic route was later used to prepare sulfoximines on the multi gram 
scale.81  
 
1.9.3. Direct access to N-H sulfoximines 
Significant efforts have been made to synthesise enantiomerically pure sulfoximines.  A 
versatile methodology was developed by Tamura et al. who treated sulfoxides 91 the 
iminating agent, o-mesitylenesulfonyl-hydroxylamine (MSH)  92 to form sulfoximine salts 
93, which were then converted in high yields to the desired sulfoximine 94, by treatment 




Table 4 Access to free NH-Sulfoximine 
Entry R R’ Yield (%) 
1 CH3 CH3 66 
2 N≡C-C2H4 N≡C-C2H4 76 
3 HO-C2H4 HO-C2H4 83 
4 C6H5 Cl-C3H6 82 
5 C6H5  73 
 
This synthesis gave easy access to a range of sulfoximines under mild conditions.  However, 
despite MSH having the same disadvantages as hydrazoic acid, namely its unstable nature,83 
it should not be overlooked as a reagent.84  
 
1.9.4. Access to Sulfoximines via imination of sulfoxides 
Sulfilimines are most commonly accessed by oxidative imination from sulfides, but can be 
accessed by imination of sulfoxides, and the stereochemistry can be controlled through 
inversion (Scheme 52a) or retention  (Scheme 52b).85   
 
Scheme 52 Obtaining sulfilimines from sulfoxides 
This route can provide the opportunity to obtain enantiopure sulfilimines from optically 
active sulfoxides.86 The sulfilimine can then be oxidised with KMnO4 with retention of 
stereochemistry to give enantiopure sulfoximines (Scheme 53).  This oxidation is also  






Scheme 53 Preparation of sulfilimines from sulfoxides 
Sabol et al. showed that imination of sulfoxides does proceed with the inversion of 
stereochemistry from the sulfoxides to the sulfilimine, when p-toluenesulfonamide was used 
as an iminating agent in the presence of phosphorous pentoxide and triethylamine (Scheme 
54).89 This transformation ultimately allows retention of stereochemistry of the initial 
sulfoxide as the inversion step is substitution, not addition. 
 
Scheme 54 Sulfoxide to sulfoximine transformation via sulfilimine with retention of 
stereochemistry wrt sulfoxide 
Christensen found that N,N’-bis(toluene-p-sulfonyl)sulfur diimide 95 could act as an 
iminating agent for optically active sulfoxides to yield inversion of stereochemistry in the 
corresponding sulfilimine (Table 5). However he also demonstrated that stereochemistry 
could be controlled by the solvent system, to retain the stereochemistry of the sulfoxide 
(entries 2 and 4).90  
 
Table 5 Facile access to sulfoximines from sulfonimidoyl halogenides 
Entry R Solvent t (h) T (°C) Yield (%) Stereochemistry 
1 4-Me-C6H4 pyridine 18 22 93 Inversion 95:3 
2 4-Me-C6H4 benzene 18 22 95 Retention 95:3 
3 C4H9 pyridine 1 -15 88 Inversion >94 




This result is significant as it can be used to generate enantiopure sulfoximines from the non-
racemic sulfoxide precursor with control of stereochemistry. The mechanisms for inversion 
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or retention have been previously discussed,91 however, the authors do not elaborate on the 
effect that the solvent has upon this transformation. 
 
1.9.5. Access to Sulfoximines from sulfonimidoyl halogenides and sulfonimidates 
Generation of sulfoximines from sulfur (IV) precursors (sulfoxides and sulfilimines) is a 
method that fundamentally relies on generation of enantiopure sulfoxides.  This is possible 
by a variety of approaches, including metal catalysed,92 non-metal catalysed reactions,93 and 
kinetic resolutions.94 If the need for enantiopure sulfoxides is to be avoided then sulfoximine 
synthesis must instead be approached from sulfur (VI) precursors such as sulfonimidoyl 
halogenides and sulfonimidates. 
 
Methodology already in place for the preparation of sulfoximines from sulfur (IV) 
precursors, meant that synthetic routes from sulfur (VI) precursors must be facile, or allow 
access to a range of sulfoximines that are otherwise inaccessible. Sulfinamides can be 
prepared from sulfinyl chlorides95 which can be oxidised by various sources of electrophilic 
chlorine to form sulfonimidoyl chlorides.96 The sulfonimidoyl fluoride can then function as 
the electrophile in a Friedel-Crafts reaction to yield sulfoximines (Table 6).97  
 
Table 6 Facile access to sulfoximines from sulfonimidoyl halogenides 
Entry R R’ Yield (%) 
1 C6H5 4-Cl-C6H4 79 
2 C6H5 4-MeO-C6H4 84 
3 C6H5 2-pyridyl 84 
4 C6H5 C6H5 95 
5 1-naphthyl Me 95 
 
This route, discussed by Johnson et al. crucially allows the synthesis of a range of N bound 
substituents (entries 1-5).  However, the NH-sulfoximine was not directly accessible. 
 
In general, sulfonimidoyl chlorides are highly susceptible to reduction and consequently 
cannot be used with main group organometallics such as organolithium or Grignard reagents. 
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Harmata, however, developed an organoaluminium mediated technique for the transfer of 





Table 7 Demonstrating resistance to organometallic mediated reduction. 
Entry R Yield (%) 
1 C6H5 94 
2 2-CH3-C6H4 75 
3 2-Br-C6H4 83 
4 2-NO2-C6H4 76 
5 CH2-C6H4 63 
  
Notably, as the yield is often poor for organometallic reduction, the para-nitro yield is also 
very good (entry 4) 
 
1.9.6. Kinetic resolution to give optically active sulfoximines 
A key step towards the synthesis of chiral sulfoximines is the preparation of enantiopure 
starting material.  Preparation of the corresponding precursor on large scales can be difficult 
and consequently a method to form optically active sulfoximines has been demonstrated via 
the synthesis of a racemic starting material, N-methyl-N-phenylsulfoximine. This racemate 
can then be resolved with camphorsulfonic acid 97 giving the enantiopure sulfoximine 




Scheme 55 Resolution with camphorsulfonic acid 
The e.e. values are excellent for both enantiomers, however, as with any kinetic resolution, 
maximum yield is limited to 50 % in each case.  
This method has seen multiple improvements and is now used for mole scale kinetic 
resolution. However, it is yet to be efficiently applied to the separation of any chiral 
sulfoximines other than methyl phenyl sulfoximine.101 
 
1.10. Metal catalysed imination using iminoiodinanes  
Sulfoximine synthesis has improved significantly since their initial discovery and isolation 
in the early 1950s. The methods explored thus far in this introduction have been largely 
metal-free. Historically, the primary difficulty with metal-mediated synthesis is that they 
often result in N-substituted sulfoximines.  As previously mentioned, in many cases this N-
bound substituent is difficult to remove in order to give the synthetically useful sulfoximine.    
 
In 1998 Bach et. al. were able to form Boc protected sulfoximines 98 with FeCl2 catalysed 
iminations (Table 8).102 While the Boc group proved easy to remove, the catalytic system 










Table 8 Facile access to sulfoximines from sulfonimidoyl halogenides 
Entry R Yield (%) 
1 Bn 70 
2 Ph 45 
3 Me 64 
4 4-OMe-C6H4 52 
 
In 2006 the use of Fe(acac)3 (Table 9) was found to be significantly more efficient than 
previous Fe(II) catalysed reactions, when 4-Nitrobenzenesulfonamide 99  was used as a 
nitrogen source.103 This synthetic method didn’t suffer from either the high catalyst loadings 
or high equivalents of the nucleophilic sulfoxide previously reported with Fe(II) catalysis. 
 
Table 9 Fe(acac)3 catalysed sulfoximine formation 
Entry R R’ T (h) Yield (%) 
1 Ph Me 1 96 
2 t-Bu Me 2 80 
3 Ph Ph 6 80 
4 Ph Vinyl 8 72 
 
This reaction tolerated aromatic and aliphatic groups well (entries 2 and 3).  However, 
imination of heteroaromatic sulfoxides bearing bulky substituents was unsatisfactory using 
this method.  The group did manage to access optically pure sulfoximines in good yields and 





Scheme 56 Fe(III) catalysed synthesis of enantiopure sulfoximines 
The same group managed to access substrates bearing bulky substituents or heteroaromatic 
substrates by using Fe(OTf)2 and PhI=NNs 100.
104 The catalyst was easily prepared from 
iron powder and trifluoromethanesulfonic acid, and could be used with low catalyst loading 
of 2.5 % (Table 10).  The Ns group was not removable and the synthetically useful NH-
sulfoximine was not accessible via this method.  
 
 
Table 10 Fe(II) catalysed access to bulky substituents and heteroaromatic substrates 
Entry R R’ Product Yield (%) 
1 Bn C6H5 
 
96 
2 2-OMe-C6H4 C6H5 
 
96 
3 i-Pr i-Pr 
 
60 




In 2002 several reports were published employing the catalyst CuOTf as a copper catalyst.  
Cu(I) systems were shown to work well for the synthesis of N-tosyl sulfoximines, however 






The first publication using the more stable, cheaper Cu(II) catalyst came from Malacria et 
al.in 2002.  Using copper(II) triflate and N-tosyliminophenyl-iodinane (PhI=NTs), this 
group were able to demonstrate a wide substrate scope to give N-Ts sulfoximines in good 
yields (Scheme 57). 
 
Scheme 57 Cu(II) catalysed sulfoximine synthesis 
Having demonstrated that iodinanes could be employed as an iminating reagent under mild 
conditions, their use was soon expanded to form sulfoximines with a range of metal catalysis.  
Bolm et al. discovered a mild oxidative rhodium catalysed imination, crucially 
demonstrating removal of the N-trifluoroacetyl group to give the NH-sulfoximine (Table 
11).106  
 
Table 11 Rh(II) catalysed access to sulfoximines 
Entry R R’ Free Sulfoximine Yield (%) 
1 C6H5 Me 71 
2 C6H5 C6H5 68 
3 -[CH2CH2]2- 88 
4 4-Me-C6H4 Me 76 
 
Recently, the first metal catalysed direct synthesis of NH-sulfoximines has been achieved 









Table 12 Direct Rh(II) Synthesis of free sulfoximines 
Entry R R’ Yield 
1 C6H5 Me 78 
2 4-C6H4 Me 84 
3 4-Cl-C6H4 Me 90 
4 4-COCH3-C6H4 Me 58 
5 Naphthyl Me 38 
 
The group were able to synthesise a range of NH-sulfoximines in mostly good yields.  The 
ability to synthesise the free sulfoximine directly is a significant step forward in the synthesis 
of sulfoximines, however metal catalysis can be prohibitively expensive for large scale; for 
example the cost of Rh2(esp)2, is over £300 g
-1. 
 
An alternate iodinane approach was discovered by Cho et al. They used silver nitrate in 
combination with 4,4′,4′′-tri-tert-butyl-2,2′:6′,2′′-terpyridine (tBu3tpy) to replace rhodium, a 
far cheaper alternative (Table 13).108  
 
Table 13 Ag(I) catalysed access to protected sulfoximines 
Entry R R’ X Yield (%) 
1 C6H5 C6H5 Ns 98 
2 -[CH2CH2]2- Ns 84 
3 C6H5 -CH=CH2 Ns 92 
4 C6H5 Me Ts 79 
5 C6H5 Me SES 83 






With tBu3tpy acting as a ligand the formation of the sulfoximine was more efficient than 
with the optimised rhodium system.  The Ns group was not removable and the synthetically 
useful NH sulfoximine was not accessible via this method. 
 
A common method of sulfur nitrogen bond formation is through the use of stoichiometric 
hypervalent iodine species acting in the presence of some metal catalyst to form an 
electrophilic source of nitrogen. Recently conditions were published by Bull et al. for the 
metal free preparation on NH-sulfoximine from sulfoxiude using phenyliodine diacetate and 
ammonium carbamate (Scheme 58).109  
 
Scheme 58 Bull et al. sulfoximine preperation 
Reboul et al. investigated the reaction in order to shed mechanistic insight on the formation 
of sulfoximines.110 The group proposed that in the presence of sulfide, the reaction would 
proceed via the indonitrene to form the corresponding indonium sulfilimine. It was 
anticipated the displacement of iodobenzene would yield the formation of a thiazine, 
containing a SN triple bond, which could undergo hydrolysis resulting in the desired 
sulfoximine. The presence of a thiazine transition state had previously been hypothesised by 
Yoshimura in the hydrolysis of diarylhalosulfilimines,111 and Bolm for the synthesis of 
sulfondiimines by oxidative imination of sulfiliminium salts.112  
It was observed that performing performing the reaction with phenyl benzyl sulfide resulted 
in a 1:1 mixture of the corresponding N-H sulfoximine and the N-acylated sulfoximine. The 
authors considered a Ritter type mechanism to explain this result,113 suggesting that the acyl 
group was supplied by the solvent (Scheme 59). However, this hypothesis was easily ruled 
out by replacing acetonitrile with propionitrile, which did not affect the outcome of the 
reaction, confirming the acetyl group originated from the hypervalent iodine species.  
 




In their reaction optimisation, it was found that water was required for the formation of the 
N-acylated sulfoximine as without the aqueous media, the free N-H sulfoximine was formed 
exclusively, and in excellent yield (Scheme 60).  
 
Scheme 60 Free N-H sulfoximine formation 
With these results in hand, it was hypothesised that formation of the N-H sulfoximine was 
via attack by methanol on the methoxy-λ6-sulfaneitrile with the concurrent formation of 
dimethylether.  In the formation of the 1:1 mixture of N-acylated sulfoximine and N-H 
sulfoximine, the N-acylated sulfoximine is formed via the N-H sulfoximine (Scheme 61). 
 
Scheme 61 Proposed reaction mechanism for sulfoximine formation 
A key step in the reaction is the formation of the O-acyl and O-methyl thiazines, which is 
contingent upon methanol ligand exchange with (diacetoxyiodo)benzene. The group used 
HRMS experiments to confirm the existence of the thiazine intermediates, finding that the 









2. Flavin Catalysed Sulfide Oxidation  
 
2.1. Sulfur Oxidation 
Sulfoxides are compounds that contain a sulfinyl (SO) group along with two alkyl or aryl 
groups, with an oxidation state of +4. Sulfoxides are most commonly formed through the 
oxidation of sulfides. Their trigonal pyramidal shape comes from two sulfur-carbon bonds, 
a sulfur-oxygen bond and a lone pair of electrons on the sulfur atom, creating tetrahedral 
electron pair geometry.114 When the two carbon groups are inequivalent, a chiral centre is 
generated at sulfur, with chiral sulfoxides having significant use in agricultural (Endosulfan, 
103) and pharmaceutical applications (Esomeprazole, 104 and Armodafinil, 105) (Figure 
10). The sulfur-oxygen bond has characteristics of both a dative bond (whereby one species 
acts as a donor and the other as an acceptor) and a polarised double bond (such as a carbonyl 
group) in terms of bond strength. The electrostatic component of the bond creates a 
significant sulfur-oxygen dipole, with the negative charge concentrated on the oxygen.  
 
Figure 10 Examples of sulfoxides used in pharmaceutical and agricultural industries 
With prochiral sulfides offering a relatively simple route to potentially useful chiral 
sulfoxides, research into their synthesis is well established, with a variety of well understood 
metal and non-metal catalysed protocols available. Sodium periodates and perborates have 
proved themselves to be suitable oxidants for formation of sulfoxides and sulfones, although 
overoxidation was sometimes unavoidable (Scheme 62).115–117 
 
 
Scheme 62 Sodium periodates and perborates routes to sulfoxides i)116 ii)117 iii)115 
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Potassium persulfate and peroxymonosulfate (Oxone®) 106 are popular commercially 
available potassium salts that have been used for sulfide oxidation to the corresponding 
sulfone (Scheme 63).118–120 However, halting the oxidation at the sulfoxide has only recently 
been successfully reported, with Yu et al.controlling the stoichiometry of Oxone® to prevent 
overoxidation (Scheme 63).7 
 
Scheme 63 Sulfide oxidation techniques using Oxone i)118 ii)119 iii)120 iv)120 
Nitric acid was used to prepare sulfones without the need for additional metals or catalysts. 
Additionally, the authors reported they were able to recover and re-use the nitric acid. 
However, this route was only demonstrated for the oxidation of alkyl sulfides, which could 
be due to poor functional group tolerance.  (Scheme 64).121 
 
Scheme 64 Nitric acid routes to sulfones 
Recent years have seen further developments in the sulfide oxidation, with milder and 
greener protocols. Iron catalysis was shown to utilise O2 a terminal oxidant with the readily 
available Fe(acac)2 107, when PEG 1000 was used as a solvent. The authors hypothesised 
that a key component of the reaction was the electron-rich PEG 1000 which served to 
stabilise the active Fe(IV) oxo-species that is formed in situ, (Scheme 65). 122  
 
Scheme 65 Fe(acac)2 catalysed routes for sulfone formation 
A range of PEG molecular weights from 200 to 20 000 g.mol-1 were investigated, with yields 
of ≤ 5% observed with both low (200 g mol-1) and high (20 000) molecular weights. There 
was some overoxidation to the sulfone, but the major product was the sulfoxide.  
A range of synthetic routes have relied on hydrogen peroxide as a terminal oxidant, catalysed 
by various metal salts. The use of hydrogen peroxide provides good atom economy and in 
combination with select metals, can yield the desired oxidised sulfur compound with good 
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efficiency. The first example of zinc catalysis for the oxidation of sulfides to sulfones was 
reported in 2014 and used hydrogen peroxide as a green oxidant and 1,8-
Diazabicyclo[5.4.0]undec-7-ene (DBU) 108 as a ligand (Scheme 66).123  
 
Scheme 66 Zinc as a hydrogen peroxide reaction partner 
Zinc salts are inexpensive, abundant and environmentally benign, satisfying increasing 
demand for greener reagents.  
Further transition metal that have been applied to the synthesis of sulfoxides and sulfones 
include Niobium124 Vanadium 125 Tellurium126 Mangenese 127 Scandium128 Osmium129 
Titanium130 Rhenium131 Ruthenium132 Chromium133 Tungsten.134 
 
In January 1984, Henri Kagan and Philippe Pitchen reported the first example of oxidation 
of simple sulfides into optically active sulfoxides, using a modification of the Sharpless 
epoxidation conditions.135,136 This preparation was not the first example of synthesis of chiral 
sulfoxides, however, it improved upon previous publications as it did not require prochiral 
sulfides to form asymmetric sulfoxides, allowing the scope of the reaction to be significantly 
wider reaching (Scheme 67). 
 
Scheme 67 Kagan et al. asymmetric oxidation of sulfides to sulfoxides 
Kagan et al. succeeded in preparing (R)-(+)-methyl p-tolyl sulfoxide in 90 % yield with 
excellent enantiomeric excess of 91% with a short reaction time. Notably, the reaction could 
withstand significantly longer reaction times, with up to 12 h being tolerated without loss of 
selectivity, suggesting any background reaction was suitably halted at –20 °C. However, an 
increase in temperature led to an unacceptable loss in selectivity even after halting the 





Scheme 68 Demonstrating the impact of increased temperature upon selectivity 
This report was followed by a further publication by Kagan et al. about expansion of the 
substrate scope and investigation of the effects of water and temperature on the reaction. 
This, along with competition reactions and a Hammett correlation plot allowed the authors 
to propose a reaction mechanism.137 The rate of reaction was accelerated by electron 
withdrawing groups (such as NO2), indicating electrophilic attack on the sulfur. e.e. did not 
appear to be affected by aryl substitution, remaining between 75% and 90% and without any 
apparent correlation between electron withdrawing and donating groups.  Modena and co-
workers independently reported the synthesis of chiral sulfoxides by modification of the 
Sharpless epoxidation conditions in 1984.138 These seminal publications marked a 
considerable increase in the ease of accessibility of asymmetric sulfoxides and spawned 
significant growth in this research area.  
The use of stoichiometric titanium was a significant drawback in this reaction that was 
addressed by Kagan et al. in 1996.139 The group found that isopropyl alcohol could act as a 
replacement for the water in their system of asymmetric oxidation by cumyl hydroperoxide. 
The addition of molecular sieves allowed for the reaction to be performed catalytically with 
respect to the titanium complex (Scheme 69). 
 
Scheme 69 Catalytic asymmetric oxidation of p-tolyl, methyl sulfide 
The yield observed is slightly decreased in the catalytic preparation of asymmetric sulfoxides 
in comparison to the stochiometric preparation (77% compared to 90 %), however, 
enantiomeric excess remains excellent. 
In 1998, Saha-Möller et al. published a titanium catalysed route to chiral sulfoxides using 
optically active hydroperoxides. They proposed sulfoxide coordination at the Tic enter 
generated  a template in which the oxygen atom undergoes intramolecular atom transfer from 
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the bound and activated optically active hydroperoxide to the ligated sulfoxide in a 
stereocontrolled manner (Figure 11).140  
 
 
Figure 11 Proposed sulfoxide formation transition state 
This observation by Saha-Möller et al. could support the mechanistic rationale originally 
postulated by Kagan et al. who suggested that asymmetric induction could occur at the 
coordination stage. This hypothesis states steric interaction between the peroxide and the 
sulfide would preferentially form (R)-(+)-methyl p-tolyl sulfoxide over (S)-(-)-methyl p-
tolyl sulfoxide, which is consistent with the experimental results. In contrast to the work 
produced by Kagan et al., Saha-Möller et al. found significant over-oxidation to the sulfone 
which was attributed to the increased oxidising ability of their titanium catalyst.  
 
Further asymmetric oxidations of sulfides were achieved by Palucki et al. who used salen 
ligands for their metal catalysed sulfoxide formation. They utilised manganese-based 
catalysis with the aforementioned chiral ligand to achieve modest selectivity and good yields 
of asymmetric sulfoxides (Scheme 70).141 
 
Scheme 70 Asymmetric oxidation of sulfide with H2O2 catalysed by (salen) Mn(III) 
complexes 
The performance of this reaction in air, along with the use of the green oxidant hydrogen 
peroxide (albeit in large quantities) were advantages over Kagan et al.’s formation of 
sulfoxides. However, initially it did not provide the optical purity of the Ti metal synthetic 
route. Katsuki et al. were able to afford increased asymmetric induction (with 96 % e.e.) 




Other transitions metals have been used to good effect for asymmetric sulfide oxidation. 
Notably vanadium catalysis was first reported in 1986 by Fujita et al.143 The group achieved 
enantiomeric excesses of up to 40 %, which was not an improvement upon Kagan et al.’s 
modification of the Sharpless conditions, however, the reaction was catalytic, using 10 mol 
% vanadium.  
In 1995, Bolm and Bienewald proposed an improvement to the vanadium catalysed approach 
to asymmetric sulfide oxidation, addressing shortcomings in previous preparations. They 
focused their efforts on practicability of the reaction and catalytic efficiency/longevity 
(turnover numbers) and not on enantioselectivity. Despite this, good enantiomeric excesses 
were still achieved with a range of ligands forming the chiral catalyst in situ from VO(acac)2 
(Scheme 71).144 
 
Scheme 71 Asymmetric sulfide oxidation with vanadium catalysis and H2O2 
The authors note the simple reaction conditions needed are applicable to large scale synthesis 
as the reaction is not inhibited by the presence of water and can be performed under 
atmospheric conditions. However, although the catalytic system is highly efficient, addition 
of the hydroperoxide oxidant must be slow to avoid overoxidation to the sulfone. 
 
In 2008, the pharmaceutically relevant, esomeprazole, has been synthesised on large scale 
in order to treat peptic ulcer disease and gastroesophageal reflux disease. The (S)-enantiomer 
was obtained via oxidation of a prochiral sulfide by titanium-mediated reaction with cumene 






Scheme 72 Asymmetric sulfide oxidation with titanium catalysis 
This modification of the initial Kagan oxidation was used to produce esomeprazole on the 
multi kilogram scale, demonstrating the power of titanium catalysis towards the asymmetric 
oxidation of sulfides.145 
 
2.2. Flavin Synthesis  
Flavinium chlorides were selected for their simple synthesis and stability, which had been 
originally developed by Sayre et al146 The Carbery group managed to successfully telescope 
a synthetic step, further simplifying the catalysts production (Scheme 73).147  
 
Scheme 73 Synthetic pathway to flavinium catalysts 
The synthesis starts with the nucleophilic aromatic substitution of electron poor, substituted 
nitro-aryl halides 109 and 114, inserting the eventual bridge of the flavinium catalyst, with 
ethanolamine 119. The nitro group then undergoes transfer hydrogenation with ammonium 
formate and Pd(0), generating the corresponding dianiline. Condensation with alloxan 
monohydrate 120 yielded the flavin isoalloxazine tricycle, which was then telescoped 




In the synthesis of chloro-substituted flavin catalyst, the reduction step is adapted due to the 
sensitivity of the halide under ammonium formate/palladium on carbon reduction. A 
reduction protocol of mossy tin in HCl was preferred to prevent dechlorination (Scheme 74). 
 
Scheme 74 Modified flavinium choloride synthesis 
Hydrogen peroxide has proved to be a suitable reaction partner for flavin due to the facile 
formation of the hydroperoxyflavin, which acts as an oxygen transfer reagent for amine and 
sulfide oxidations.42,50,148 Extensive work has gone into understanding these transformations, 
and consequently, the reaction mechanism is well understood.149  
 
2.3. Hydrazine mediated sulfoxide formation with flavin catalysts 
We were interested in the investigation of novel flavin reaction partners to achieve the 
oxidation of sulfides and initially focussed on the use of hydrazine as a heteroatom transfer 
reagent. Hydrazine is a nitrogen containing inorganic compound that is unstable in isolation 
that is most often used as an aqueous solution. Hydrazine had been previously used by Imada 
et al. for the perchlorate flavinium salt catalysed oxidation of sulfides to sulfoxides at slightly 





Scheme 75 Imada et al.’s hydrazine mediated sulfoxide formation  
 
A modified version of the hydrogen peroxide protocol for sulfide oxidation was adopted for 
the transformation of sulfides (Scheme 76). 
 
Scheme 76 Flavin catalysed methyl phenyl sulfide oxidation with hydrazine  
Methyl phenyl sulfide was oxidised cleanly to methyl phenyl sulfoxide, with no 
overoxidation to the sulfone observed. The optimisation of the reaction system is shown 













Table 14 Solvent optimisation of hydrazine sulfide oxidation 
Entry 
 
Solvent Conversion (%) 
1 Methanol 42 
2 Ethanol 13 
3 Dichloromethane 9 
4 Chloroform 7 
5 Tetrahydrofuran 26 
6 Acetonitrile 19 
7 Ethyl acetate 0 
8 Water 0 
 
The initial solvent screen was conducted using a variety of common laboratory solvents, 
with methanol (entry 1) remaining the best choice for the conversion to the sulfoxide, for 
which there was literature precedence.146 Ethanol (entry 2) was also investigated and this 
alcohol produced the sulfoxide, albeit in a lower yield. 113 is only sparingly soluble in 
chlorinated solvents (entries 3 and 4) and decreased sulfoxide conversion could be attributed 
to this reduced solubility. Conversion with THF and acetonitrile (entries 5 and 6) as the 
reaction solvent are slightly lower than methanol, despite 113 having adequate flavin 
solubility. There was no conversion observed with ethyl acetate (entry 7), which was 
unexpected. Although the solubility of the catalyst is excellent in an aqueous system (entry 
8), methyl phenyl sulfide is not water soluble, explaining the lack of conversion and recovery 
of starting material. 
Following the solvent screen, optimisation of catalyst and hydrazine loading were 
investigated, along with further controllable variables including temperature, time and 










T (° C) t (h) Atmosphere 
Conversion 
(%) 
1 0 1 rt 18 air 0 
2 5 0 rt 18 air 0 
3 5 1 rt 18 air 21 
4 10 1 rt 18 air 45 
5 20 1 rt 18 air 71 
6 5 2 rt 18 air 17 
7 10 2 rt 18 air 53 
8 20 2 rt 18 air 37 
9 5 4 rt 18 air 2 
10 10 4 rt 18 air 33 
11 20 4 rt 18 air 47 
12 5 1.2 rt 24 air 42 
13 5 1.2 50 24 air 44 
14 5 1.2 rt 24 N2 0 
15 20 1 rt 24 air 76 
16 20 1 rt 28 air 68 
 
As you can see from the control reactions performed (entries 1 and 2), both the hydrazine 
and 113 are integral to sulfoxide formation. An increase in catalyst loading led to an 
increased sulfoxide conversion, as can be seen repeatedly (entries 3-5, 6-8, 9-11). A loading 
of 20 mol% resulted in excellent conversion after 28 hours, and further catalyst loading was 
not explored as higher catalyst loading was undesirable, as the high molecular weight of the 
flavin made the reaction challenging to handle. Interestingly, an increase in hydrazine, did 
not correlate with an increase in sulfoxide production. The greatest conversion was achieved 
with high catalyst loading (20%) and stoichiometric loadings of hydrazine (entry 5). In other 
entries of equal catalyst loading but increased hydrazine (entries 8 and 11), you can see a 
decrease in conversion from 71% to 37% and 47% respectively. This trend is also observed 
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for catalyst loadings of 5% (entries 3, 6 and 9) and 10 % (entries 4, 7 and 10). This could be 
attributed to the hydrazine being a 35% aqueous solution.  The presence of small, but 
measurable amounts of water could be inhibiting the activity of the flavin catalyst, which is 
preferentially soluble in water over methanol, potentially creating a phase boundary between 
the flavin and the sulfide and causing this decrease in conversion. No meaningful increase 
in conversion was seen when the temperature was increased (entries 12 and 13) from room 
temperature (42%) to 50 °C (44%), and in an inert atmosphere, complete recovery of the 
starting material was achieved. Finally, an increase in time, showed reaction progression 
slowed after 18 hours (entries 15 and 16).   
The electronics of the flavin were varied in order to investigate the effect on the yield 
(Scheme 77). 
 
Scheme 77 Investigation into flavin electronic configuration  
There was no significant difference between the trifluoroflavinium salt 113 (71%) and the 
chloroflavinium 125 (70%), however, there was a slight drop in sulfoxide formation with 
118 (61%). As the triflouroflavinium showed the best conversion, it was taken forward for 
future reactions.  
The optimisation showed a lack of conversion in an oxygen free environment. This result 
indicates that the terminal oxidant in this reaction scheme is atmospheric O2, leading to the 
hypothesis of a reaction mechanism whereby the hydrazine acts to reduce the catalyst, before 
the formation of the hydroperoxy flavin. These results are supported by Imada et al, who 
have investigated flavin catalysed oxidation of sulfides with a similar flavin catalyst, 




Scheme 78 Proposed mechanism for the reduction of flavin by hydrazine 
Our proposed reaction mechanism is the addition of hydrazine 128 into the flavinium salt 
113, followed by elimination of diimide (HN=NH), generating the reduced flavin 129. The 
hydroperoxyflavin 130 is formed from the introduction of atmospheric oxygen, and the 
electrophilic oxygen is prone to nucleophilic attack from the sulfide, which yields the 
product via mono-oxidation, leaving the hydroxyflavin 131. Upon rearomatisation, the 
catalyst is then regenerated to give the active catalyst and water (Scheme 78).  
 
As previously discussed, the mechanism of interaction between flavin and atmospheric O2 
differs from the mechanism of interaction with hydrogen peroxide. In the case of 
atmospheric oxygen acting as a terminal oxidant, a reductant is required to generate the 
dihydroflavin which is responsible for the activation of dioxygen (Scheme 79).46 
 
Scheme 79 General flavin oxidation scheme 
63 
 
The initial step is the reduction of the flavinium ion, which is achieved in this case through 
the use of hydrazine as a reductant, which generates diimide as a by-product (Scheme 80).  
 
Scheme 80 Reduction of flavin and formation of diimide 
The production of diimide in similar systems has been confirmed through hydrogenation of 
alkenes to the corresponding alkane.150 
The following process of the introduction of oxygen to the flavin species has two key steps, 
initially, the generation of the anionic reduced flavin, and secondly, the generation of singlet 
oxygen (Scheme 81). 
 
Scheme 81 Mechanism of flavin oxidation 
The anionic reduced flavin is in equilibrium with the reduced flavin, upon reduction with 
hydrazine. The anionic species can then undergo electron transfer with O2, and possibly 
proton migration, generating a radical pair. The oxygen undergoes intersystem crossing, 
generating singlet oxygen. This singlet oxygen can then react with the anionic reduced 
flavin, via a radical mechanism. Finally, the charged species is neutralised through reaction 
with a hydrogen ion.151 
Following the generation of the hydroperoxyl flavin, the electrophilic pendant oxygen is then 




Scheme 82 Nucleophilic attack from sulfide to peroxyflavin 
The initial nucleophilic attack by the sulfide leads to the generation of charged sulfur and 
flavinium ions, which are then neutralised upon proton transfer, which generate the desired 
sulfoxide (Scheme 83).152,153 
 
Scheme 83 Regeneration of flavinium ion 
The flavinium catalyst is the regenerated as the remaining hydroxy component is lost as 
water.  
By contrast, upon reaction with an oxidant such as hydrogen peroxide, the active 
hydroperoxyl species is generated in a single step, nucleophilic attack of H2O2 on the 
electrophilic flavinium carbon (Scheme 84).  
 
Scheme 84 Oxidation of flavin by hydrogen peroxide  
A driving force behind this reaction, is the neutralisation of the flavinium ion through 
nucleophilic attack from the hydrogen peroxide at the highly electrophilic site of the flavin 
(Scheme 85).154 Additionally, the lone pairs of electrons on adjacent oxygen atoms of H2O2 




Scheme 85 Mechanism of hydroperoxide addition 
A hydrogen ion is then lost to generate the active hydroperoxy catalyst, which then proceeds 
in an identical manner to the previous system, until the regeneration of the charged species 
occurs again by elimination of water.  
 
The kinetics of this reaction were not extensively probed, however, an increase in the rate 
for sulfides containing electron donating groups would provide validation to our proposed 
reaction mechanism. An increase in electron density would increase the nucleophilic 
character of the sulfide, speeding up the nucleophilic attack for the formation of the 
sulfoxide. Conversely, we would expect to see a reduction in rate in cases of sulfides 
containing electron withdrawing groups. The hypothesis could be probed by an extensive 
substrate scope. Electron donating groups would increase the nucleophilicity of the sulfur, 
increasing the speed of the rate determining step.   
 
2.3.1. Flavin + Hydrazine Substrate Scope 
With optimised conditions in hand, the scope of the reaction was investigated towards a 












Table 16 Oxidation of sulfides with hydrazine  
Entry R R’ Product Isolated Yield (%) 
1 C6H5 Me 132a 71 
2 4-OMe-C6H4 Me 132b 87 
3 C6H5 C6H5 132c 75 
4 4-Br-C6H4 Me 132d 62 
5 4-CH3-C6H4 Me 132e 64 
6 CH2=CHCH2 CH2=CHCH2 132f 75 
7 CH3(CH2)3 CH3(CH2)3 132g 95 
8 (CH2)3OH Me 132h 91 
 
All sulfides were oxidised to the corresponding sulfoxide cleanly, with no overoxidation to 
the sulfone, and in good to excellent yields. The reaction tolerated substitution on the phenyl 
well, with very good yields for methoxy and bromo and methyl substituents (entries 2, 4 and 
5). Diphenyl sulfoxide was produced in good yield (entry 3), as were alkyl sulfides (entries 
6 and 7). Polar oxidisable groups such as alcohols were unaffected, and the sulfoxides were 
formed in excellent yields (entry 8). 
 
2.4. Alloxan and Hydrazine 
While exploring additional strategies towards nitrogen transfer to sulfides, it was decided to 
investigate alloxan 120, which had previously been used for heteroatom transfer within the 
Carbery group.155 Alloxan is a cheap, commercially available reagent which is under 
explored in organic synthesis.  Its primary use is to give rats type 1 diabetes for medical 
studies.156  It has been observed that alloxan does not cause diabetes in humans.157  
 
Alloxan was investigated as a nitrogen-transfer reagent in conjunction with hydrazine.  The 
electrophilic carbonyl was hypothesised to be prone to attack from the hydrazine in order to 
create an electrophilic nitrogen with a leaving group.  The result of the reaction was sulfoxide 
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formation which was due to reduction of alloxan by hydrazine.  This resulted in oxygen 
transfer instead of the production of an electrophilic nitrogen centre (Scheme 86). 
 
Scheme 86 Demonstration of oxygen transfer with alloxan. 
A number of experiments have been carried out with alloxan in an effort to investigate 
whether the reaction is catalytic with respect to alloxan, and to understand where the oxygen 
incorporated into the product is coming from (Table 17).   
Table 17 Investigating alloxan as an oxygen transfer reagent. 
Entry Alloxan 
(eq) 
Atmosphere Solvent t (h) Conversion 
(%) 
1 1 N2 MeCN 16 2 
2 1 Air MeOH 1 33 
3 0.05 Air MeOH 16 0 
4 1 Air MeOH 16 90 
 
The oxygen in the sulfoxide was attributed to atmospheric oxygen, as there was limited 
conversion in an inert atmosphere (entry 1).  This slight reactivity could be from some 
oxygen in the system, despite the anaerobic conditions. It was observed that alloxan 
oxidation does not operate catalytically, as there was no conversion at 5% loading (entry 3). 
This indicates that the alloxan species is being consumed during the reaction, and there have 
been reports of alloxan undergoing formation of murexide like dyes upon reactivity with 
amines.158 Additionally it has been reported by Srogl and Voltrova that ascorbic acid can 
undergo condensation 135 upon reaction with amino acids, which could remove reacted 





Scheme 87 Naturally occurring aerobic reaction of ascorbic acid and amino acids 
Novel sulfoxide formation from commercially available starting materials has been 
accomplished under mild conditions and with moderate reaction times and the substrate 
scope of this reaction will be explored and optimised. 
 
2.5. Aminomorpholine salts for nitrogen transfer 
We then turned our attention to aminomorpholine salts as they are known in the literature 
for the synthesis of aziridines (Scheme 88).160  
 
Scheme 88 Aminomorpholine salts for aziridines synthesis. 
N-amino-N-methylmorpholinium salts 137 satisfied the desirable requirements stated for 
sulfilimine formation. They contain an electrophilic nitrogen, are simple to prepare and 
thermally stable. 
The hydrazinium iodide salt 138 was initially prepared (Scheme 89).  It is reported as a more 
facile synthesis than that of the salt possessing the nitrate counter ion, allowing 138 to be 
prepared on a gram scale.  However, it was immediately found that the reagent was largely 
insoluble in a range of solvents (Scheme 89). 
 
Scheme 89 Hydrazinium iodide formation. 
Solubility was generally poor in, dichloromethane, ethanol, chloroform, petroleum ether, 
ethyl acetate and diethyl ether. Acetonitrile and methanol resulted in partial solubility 
however water and dimethyl sulfoxide both resulted in fully homogenous solutions.  The 
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reaction was then attempted in water, unfortunately the sulfide was found to be insoluble in 
this solvent, and subsequent reactions were performed in DMSO.  The reactivity of the 
methylaminomorpholine salts towards sulfides was investigated.  Imination was then studied 
and 4-methoxythioanisole 140 was chosen because of the electron donating group on the 
aromatic ring.  It was reasoned that this would make the sulfur more nucleophilic, increasing 
the likelihood that it would attack the electrophilic nitrogen.  Imination of sulfide was 
subjected to the same reaction conditions as previously reported for the formation of 
aziridine and led to recovery of starting material (Scheme 90). 
 
 
Scheme 90 Attempted sulfilimine formation. 
An alternative base, as also reported for the formation of aziridine, was studied (Scheme 91).  
In this instance, the reaction solvent was changed in order to allow for sodium hydroxide to 
be adequately soluble.  This too was observed to be unsuccessful by TLC and 1H NMR and 
resulted in recovery of starting material. 
 
Scheme 91 Alternate method for sulfilimine formation 
We considered whether the lack of reactivity of the hydrazinium salt was due to insufficient 
electrophilicity of the amine.  If this was the case then the presence of the flavin 
organocatalyst would increase its electrophilicity, making it more prone to attack from the 
nucleophilic sulfide (Figure 12).  The lone pair on the amine would bind to the flavin, 
generating an electrophilic nitrogen attached to a leaving group 141. 
 
Figure 12 Postulated aminomorpholine and flavin transition state. 
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Upon the addition of the organocatalyst to the solution there was an immediate colour change 
from yellow to dark blue/black.  This colour change was attributed to ion exchange with the 
chlorine counter ion of the flavin.  The colour change of the reaction could be replicated by 
reaction of flavin and potassium iodide.   This salt metathesis was not expected to affect the 
nucleophilic attack from the sulfur at the electrophilic nitrogen; however, the N-amino-N-
methylmorpholinium nitrate salt 139 was synthesised to prevent unnecessary complication 
of the reaction (Scheme 92). 
 
Scheme 92 Aminomorpholine nitrate synthesis. 
The nitrate salt did not undergo the same colour change as the iodide salt had gone with the 
flavin organocatalyst, confirming our original hypothesis with regard to ion exchange.  No 
other reaction was observed and starting material was recovered (Scheme 93).   
 
Scheme 93 Flavin catalysed sulfilimine formation. 
A more nucleophilic source of sulfide could promote the formation of the desired product 
and the two aromatic groups of diphenyl sulfide 142 satisfied this criterion (Scheme 94).  
 
Scheme 94 Substrate modification to afford diphenyl sulfilimine. 
Formation of the sulfilimine was not observed and starting material was recovered, despite 
the change of substrate. Diphenyl sulfide 142 was nevertheless used subsequent reactions.  
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It was hypothesised that the presence of base could be detrimental, and that the reaction 
could proceed without the presence of base (Scheme 95). This proved to be an inaccurate 
hypothesis and formation of the desired sulfilimine was not observed and starting material 
was recovered. 
 
Scheme 95 Exclusion of base to afford diphenyl sulfilimine 
Following the unsuccessful results of activating the nucleophilic sulfur, we hypothesised that 
the electrophilicity of the nitrogen could be improved (Scheme 96).  The introduction of a 
benzoyl group on the amine, would pull electron density into the group benzene ring, making 
the nitrogen more electron deficient and therefore more prone to attack by the sulfur.   
 
Scheme 96 Attempted hydrazinium iodide modification 
No evidence was observed of formation of the desired product by TLC or by 1H NMR and 
the 138 was recovered. It was decided not to investigate the reaction further.  
 
The aminomorpholine salt was chosen as an electrophilic source of nitrogen, just as mCPBA 
can be used for the epoxidation of alkenes. When the source of electrophilic oxygen is a 
peroxyacid such as mCPBA, it is prone to attack from the nucleophilic π bond. This 
transformation is driven by the breaking of the O-O bond and is assisted by proton transfer 
to the ketone of the peroxyacid, which is in a favourable location in the 5-membered 
transition state (Scheme 97).   
 
Scheme 97 Epoxide formation with mCPBA 
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Aminomorpholine salts have been used for the formation of aziridines with alkenes by 
Armstrong et al. They were found to be a highly effective aziridination reagent for the rapid 
conversion of chalcomes to N-unfunctionalised aziridines (Scheme 98).  
 
Scheme 98 Aziridine formation with aminomorpholine salts 
As an aziridine is the nitrogen-containing analogue of an epoxide, it was initially assumed 
that the mechanism for their formation was similar with aminomorpholines, which was the 
reason behind their selection as a target. However, upon consideration of the mechanism it 
appears that it is more likely that the aziridine formation proceeds via nucleophilic attack 
from the pendant nitrogen. The authors observed a preference for electron withdrawing 
substituents on the under the reported reactions conditions, which in the presence of base, 
could indicate that the reaction is initiated by nucleophilic attack from the amine. 
Additionally, as the chalcone is electron deficient due to the ketone creating a Michael 
acceptor, it is a more potent electrophile (Scheme 99). 
 
Scheme 99 Examining mechanism of aziridine formation 
With this in mind, it should not be expected that the sulfilimine would be formed (Scheme 
100). 
 







3. Flavin-Catalysed Sulfide Oxidation with Hydroxylamine 
 
Oxidation of sulfur-containing compounds is an extensive area of research with a wide range 
of natural processes discovered (e.g. Beggiatoa bacteria161). A range of metal catalysed 
synthetic routes have been developed that use vanadium,162 zinc,163 and copper,164 to name 
a few. Non-meal catalysed routes have also been explored, with sodium perborate117 and 
ammonium salts capable of affecting the desired transformation.165 One such area of 
investigation is to use hydrogen peroxide as a green oxidant for the activation of flavins, 
generating the synthetically useful hydroperoxyflavin for sulfide oxidation. This procedure 
is well understood and often generates the corresponding sulfoxide without overoxidation to 
the sulfone, while the low weight hydrogen peroxide provides good atom economy.41,44  
Despite extensive investigation into the use of the hydrogen peroxide/flavin system, there 
remains some inherent drawbacks with the use of this preparation. Primarily, hydrogen 
peroxide is often used as an aqueous solution, preventing its use in any applications that 
necessitate dry conditions. Furthermore, it is unsuitable for use in the oxidation of aldehyde 
containing sulfides due to the likely prevalence of a Dakin oxidation reaction generating the 
corresponding alcohol (Scheme 101).166,167 
 




3.1. N-hydroxybenzenesulfonamide and flavin 
We are interested in expanding the scope of activation partners for the oxidation of sulfides 
with flavins, with the aim of addressing some of the flaws with the hydrogen peroxide/flavin 
partnership. After successful reactions with hydrazine it was decided to investigate further 
reaction partners for flavinium ions, in order to investigate reactivity towards sulfides. In the 
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search for a nitrogen transfer reagent, it was hypothesized that modified hydroxylamines 
could act as suitable synthons for sulfilimine formation. They ability to change the pendant 
functional group should lead to the adjustment in the reactivity of the nitrogen-oxygen bond 
in order to facilitate cleavage of the desired group. N-hydroxybenzenesulfonamide (Piloty’s 
acid) 144 was investigated for its activity towards sulfur containing compounds. The electron 
withdrawing sulphonamide group should promote nucleophilic attack by the oxygen to the 
flavin, leaving an electrophilic nitrogen prone to subsequent nucleophilic attack from a 
sulfide. This would allow for the formation of a protected sulfilimine 145, which could then 
be oxidised to form the sulfoximine, and finally, the sulfonamide group removed to yield the 
pharmaceutically desirable free NH- sulfoximine (Scheme 102). 
 
Scheme 102 Hypothesized pathway to sulfoximines with N-hydroxybenzenesulfonamide 
as a flavin reaction partner 
Initially a protocol was modified from Carbery et al. that has been shown to achieve desirable 
results for the oxidation of sulfides with H2O2 and flavin with their simple, mild and robust 
preparation (Scheme 103).  
 
Scheme 103 Preliminary investigation into N-hydroxybenzenesulfonamide as a flavin 
reaction partner 
Under the initial reaction conditions there was 100 % recovery of methyl phenyl sulfide. 
This was accompanied by a side reaction, as observed by TLC. One such reason for the 
selection of N-hydroxybenzenesulfonamide was its stability, as it has a relatively high 
melting point of 120 °C. With this in mind, initial investigations focussed on increasing the 
reaction temperature and varying the sulfonamide and flavin loading in order to yield 
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reaction at the sulfide. The reaction was also conducted in an inert atmosphere in an effort 
to suppress the side reaction (Table 18). 
 
 
Table 18 Optimisation for sulfide reaction with N-hydroxybenzenesulfonamide 







1 25 Air 1.2 5 100 
2 25 Air 2.0 5 100 
3 25 Air 1.2 10 100 
4 25 Air 1.2 100 100 
5 25 Air 2.0 100 100 
6 25 Air 2.0 10 100 
7 25 N2 1.2 5 100 
8 25 N2 2.0 5 100 
9 25 N2 1.2 10 100 
10 25 N2 2.0 10 100 
11 65 Air 1.2 5 100 
12 65 N2 1.2 5 100 
 
Table 18 clearly shows that N-hydroxybenzenesulfonamide is not a suitable reaction partner 
for flavin with regard to any reaction with sulfides, based on the reaction conditions 
investigated. The reagents were exposed to catalytic and stoichiometric catalyst loading, 
with complete recovery of starting material in all instances (entries 1-5). Increased loading 
of N-hydroxybenzenesulfonamide had no observable effect upon any sulfide reaction 
(entries 1 and 2), nor did performing the reaction in either inert or oxygenated atmospheres 
(entries 1 and 7). Finally, increased temperature had no impact upon the formation of any 
oxidised sulfur based product (entries 11 and 12).  
The side reaction that was briefly mentioned was investigated and found to be a 





Scheme 104 Piloty’s acid decomposition and release of nitroxyl  
A nitroxyl group was released upon the breakdown of Piloty’s acid, leaving benzenesulfinic 
acid as the detected side product. This sulfinic acid does not interact with the flavin and this 
breakdown could not be prevented.  
 
3.2. Sulfur oxidation with flavin and hydroxylamine hydrochloride  
We investigated the use of hydroxylamine hydrochloride as a reaction partner for flavinium 
salts using a modification of a procedure previously developed in the Carbery group.44 
Initially conditions led to the recovery of starting material (Scheme 105). Upon introduction 
of base, we were able to generate the corresponding sulfoxide.  
 
Scheme 105 Unsuccessful hydroxylamine hydrochloride mediated route 
 
3.2.1.  Optimisation of flavin catalysed sulfide oxidation  











Table 19 Optimisation of base for sulfur oxidation 
Entry Base Conversion (%) 
1 - 0 
2 KOH 0 
3 iPr2NH 78 
4 Et3N 58 
 
Methyl phenyl sulfide was recovered in the absence of base (entry 1) and in the presence of 
the inorganic base potassium hydroxide (entry 2). The lack of conversion was attributed to 
the lack of solubility of potassium hydroxide in methanol. Methyl phenyl sulfoxide was 
formed cleanly and in good yields with diisopropylamine and triethylamine (entries 3 and 
4).  
Following the successful use of base to neutralise the hydrochloric acid salt, we had 
developed a novel procedure for the oxidation of sulfides with hydroxylamine 
hydrochloride, addressing a weakness of the aqueous hydrogen peroxide/flavin system 
(Scheme 106).    
 
Scheme 106 Hydroxylamine hydrochloride mediated sulfide oxidation 
 
3.3. Sulfide oxidation with flavin and aqueous hydroxylamine 
It was decided to continue the investigation with an aqueous hydroxylamine solution for 




Scheme 107 Partially optimised sulfur oxidation conditions 
The reaction was initially performed with methanol as a solvent due to the high solubility of 
the flavin catalyst. This was investigated with a solvent screen to determine whether the 
sulfur oxidation could be improved upon. The reaction time was decreased to 6 h for the 
solvent optimisation (Table 20). 
 
Table 20 Solvent optimisation for hydroxylamine formation of sulfoxide 
Entry Solvent Conversion (%) 
1 Chloroform 60 
2 Dichloromethane 55 
3 Acetonitrile 80 
4 Acetone 45 
5 Methanol 82 
6 Ethanol 77 
7 Trifluoroethanol 14 
8 Water 7 
Chlorinated solvents afforded modest conversions of 55 % and 60 % (entries 1 and 2). While 
acetonitrile afforded conversion equivalent to methanol (entry 3). Acetone resulted in a 
conversion of 45 % (entry 4) and ethanol was comparable to methanol with 77 % to 82 % 
(entries 5 and 6). Trifluoroethanol was low conversion, despite literature precedent for the 
solvent being successful in flavin catalysed sulfur oxidation.42 The very low water 
conversion (entry 8) was attributed to the low solubility of the methyl phenyl sulfide in 
aqueous media. One water soluble sulfide is 2,2′-Thiodiethanol 147, which could be used to 
probe the lack of conversion in this instance. However, due to the ease of which it can be 
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converted to the cytotoxic and vesicating mustard gas 148, this hypothesis was not tested 
(Scheme 108).169 Methanol was taken forward for all future reactions.  
 
Scheme 108 1-Chloro-2-[(2-chloroethyl)sulfanyl]ethane formation from water soluble 
sulfide 
Further optimisations were performed to investigate the ideal temperature and atmosphere, 
which provided an insight to the potential mechanism of action for the oxidation. A range of 
blanks were also obtained to confirm the necessity of individual reagents (Table 21).  
 
 
Table 21 Further optimisation 






1 25 Ar 0.05 2 Ar 0 
2 50 Ar 0.05 2 Ar 0 
3 65 Ar 0.05 2 Ar 0 
4 25 air 0.05 2 air 42 
5 50 air 0.05 2 air 44 
6 65 air 0.05 2 air 40 
7 25 air 0 2 air 0 
8 25 air 0.05 0 air 0 
 
In the absence of oxygen, there was no generation of sulfoxide and complete recovery of 
starting material (entries 1 – 3). This lack of reaction under inert conditions is a strong 
indicator that atmospheric oxygen is the terminal oxidant. There was no particular increase 
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in conversion with elevated temperatures (entries 4 – 6), which could be attributed to a 
decrease in levels of dissolved oxygen as the temperature increases.170 The blank reactions 
confirmed that both hydroxylamine and the catalyst were integral to the sulfoxide formation 
(entries 7 and 8).  
 
3.3.1. Hydroxylamine mediated sulfoxide formation mechanism  
Analysis of the reaction optimisation led to the hypothesis of a reaction mechanism. Thus 
far, we have observed two modes of action for the oxidation of a flavin catalyst with respect 
to sulfide oxidation; generation of hydroperoxyflavin by some oxidant (e.g. hydrogen 
peroxide) or flavin reduction by some reductant (e.g. hydrazine) followed by 
hydroperoxyflavin formation with O2. In both cases, the initial step is nucleophilic addition 
to the flavin at the most electrophilic point (Figure 13).  
 
Figure 13 Flavin HOMO and LUMO visualisations 
From the visualisations of the flavin’s highest occupied molecular orbital (HOMO) and 
lowest unoccupied molecular orbital (LUMO), we are able to use frontier molecular orbital 
(FMO) theory to identify electron localisation on the molecule. The frontier electron density 
is at its highest in the HOMO at the carbon of the isoalloxazine bound to the CF3, which is 
unsurprising given the electron withdrawing nature of the trifluoro group. The LUMO shows 
some localisation at the expected carbon (under the bridge), which indicates it could be an 
appropriate electrophilic site, however, the aromatic nature of the flavin means that reactivity 
is not solely controlled by FMO theory, as resonance stabilisation effects are strong. In this 
instance there is a wealth of academic literature to indicate that the flavin reaction partner 
will undergo a nucleophilic addition under the bridge, in this case forming a flavin-
hydroxylamine adduct.  
Hydroxylamine has a pKa of 5.95, making it a weak acid, and consequently suitable for 
reaction with the flavin catalyst. Hydroxylamine is unique of the flavin reaction partners we 
Flavin LUMO Flavin HOMO 
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have looked at thus far in that it is not a symmetrical molecule. This means it can form a 
hydroxylamine-flavin bond through either the nitrogen or oxygen atoms. If nucleophilic 
attack comes from the oxygen, then the resultant complex will be a distal nitrogen 149. 
Alternatively, if nucleophilic attack comes from the nitrogen, the oxygen will be prone to 
nucleophilic attack from the nucleophilic sulfide 150 (Figure 14).  
 
Figure 14 Proximal and distal binding sites of hydroxylamine with flavin 
Only binding to the flavin through the nitrogen of the hydroxylamine allows for the 
nucleophilic attack of sulfide to form the sulfoxide, if the reaction is proceeding via an 
oxidative mechanism (Scheme 109a). Alternatively, if the first step hydroxylamine reduction 
of the flavin, the interaction of hydroxylamine and flavin is not dependent upon the 
hydroxylamine binding mode (Scheme 109b).  
 
Scheme 109 Possible oxidative and reductive reaction mechanisms 
Following the formation of the hydroperoxyflavin, the sulfide reacts through nucleophilic 
attack at the distal, electrophilic hydroperoxyl unit, to form the sulfoxide.171 The addition of 
a reductant leads to the production of the reduced flavin and the hydroperoxyflavin is formed 
through addition of O2 which is then prone to nucleophilic attack and sulfoxide formation.
50 
This is the first example of hydroxylamine being used in the oxidation of sulfides, and it is 
situationally both an oxidant and a reductant.172,173 Consequently, it’s mode of action as a 
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reaction partner for flavin is unknown and there is little literature precedent to suggest 
whether the transformation will proceed via an initial oxidation or reduction of the flavin. 
Fortunately, both reaction mechanisms are well understood in their own right. A key step in 
the oxidation reaction would be the breaking of the nitrogen-oxygen bond, which must be 
broken upon nucleophilic attack by the sulfide at the electrophilic oxygen.  
However, from the optimisation experiments, it was clear that the reaction didn’t proceed in 
an inert atmosphere. This indicates that the N-O bond of hydroxylamine is not the terminal 
oxidant in this case and points to a hydroxylamine-mediated flavin reduction mechanism 
with air as a terminal oxidant. When H2O2 is used as a flavin reaction partner in an inert 
atmosphere, the yield is equivalent to when the reaction was performed in air (Scheme 110).  
 
Scheme 110 Flavin catalysed sulfur oxidation with hydrogen peroxide in inert/oxygen 
containing atmospheres 
This could be probed further by through oxygen labelling reactions, either by positive 
confirmation through reaction in an 18O atmosphere, or by negative confirmation through 
reaction with labelled H18O-NH2. With these observations in mind, we propose a catalytic 
cycle consistent with Imada’s proposed mechanism for the oxidation of sulfides, catalysed 









3.4. Using flow NMR to probe reaction kinetics  
Continuous flow is a technique that allows continuous reaction monitoring by means of 
constantly flowing a reaction down into the NMR probe. Back to back NMR experiments 
can be run sequentially for as long as is required with virtually no drawbacks. Continuous 
Flow NMR spectroscopy was performed on the oxidation of methyl phenyl sulfide in order 
to ascertain the kinetic profiles of this transformation. As the reaction is constantly 
monitored by NMR, a deuterated solvent was used (CD3OD), as it was deemed preferential 
to artificial solvent suppression due to the closeness of the MeOH peak and the methyl peaks 
of interest.  Methyl phenyl sulfide and methyl phenyl sulfoxide are ideal candidates for the 
use of flow NMR as the methyl peak is easily identifiable (1H NMR (250 MHz, CDCl3) 
Sulfide δH 2.42 (s, 3H); Sulfoxide 2.73 (s, 3H) (Scheme 112). 
  
Scheme 112 Sulfur oxidation conditions for continuous flow NMR  
The reaction was performed in deuterated methanol in order to prevent the spectra being 
dominated by solvent. Additionally, 1,3,5-trimethoxy benzene was added as an internal 
standard in order to calculate yield from the 1H spectra.174 The NMR spectrum showed that 
there is a linear relationship between consumption of methyl phenyl sulfide and production 
of sulfoxide. This can be clearly seen when observing the respective methyl peaks (Figure 




Figure 15 Relationship between methyl peaks of methyl phenyl sulfide and methyl phenyl 
sulfoxide 
The concentration of methyl phenyl sulfide is consumed at a rate equivalent to the production 
of sulfoxide (Figure 15 – red) after the start of the experiment. Initially there is a significant 
apparent drop in sulfide concentration. This is due to an artificially high sulfide 
concentration in the flow NMR equipment as the reaction begins. It is normalised once the 
homogenised reaction has flowed the length of the flow apparatus. When observing the 3D 
plot of the full reaction the growth and consumption of the starting materials can be clearly 
observed (Figure 16).  
 
Figure 16 3d plot of flow NMR spectra 
The 3d plot shows ideal separation of the peaks to use this technique for reaction monitoring 
(methyl phenyl sulfide 1H NMR 2.40 (s, 3H), methyl phenyl sulfoxide 1H NMR 2.73 (s, 
3H)). It should be noted that although the spectra is suitable for this procedure, the oxidation 
did not reach the expected yields, as had been previously observed for this reaction. It is 
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possible that the use of the flow NMR kit did not allow for sufficient oxygen dissolution into 
the reaction, causing the lower than expected yield. The lack of paramagnetic disturbance in 
the continuous flow reaction monitoring could indicate that there is no radical activity in our 
system.  
 
3.5. Reproducibility issues  
It was hypothesised that a possible reason for the low conversion observed in the flow NMR 
experiment could be low levels of dissolved oxygen in the NMR system. 
In order to investigate this hypothesis, the reaction was performed under the same reaction 
conditions in an NMR tube, without stirring (Scheme 113).  
 
Scheme 113 Reaction undertaken in an NMR tube 
It was observed that undertaking the reaction in an NMR tube had a significant impact on 
yield, resulting in the formation of 27 % methyl phenyl sulfoxide formed. This is consistent 
with the reaction being dependent on dissolved oxygen, as the NMR tube has a very limited 
surface area and no stirring.  
In order to avoid this variable, the reaction was followed by taking aliquots from a reaction 
mixture at regular intervals followed by solvent removal in vacuo.  After an aliquot had been 
removed, the solvent was immediately removed in vacuo to avoid any further reaction and a 
1H NMR obtained.  This was repeated hourly over 6 h at which point full conversion should 
have been achieved. This process was repeated in triplicate (reactions 1-3) with identical 





Figure 17 Variability of aliquot extracts 
The experiment was repeated in triplicate, and vastly different conversions were monitored 
at each time point, and for each reaction. It indicates that conversion is not linear, however, 
no such trend was observed when the reaction was monitored by flow NMR. It was 
hypothesised that the observed results were not representative of the bulk reaction as no 
decrease in conversion was observed when the reaction was performed in an NMR tube.  We 
initially proposed this lack of reproducibility to be due to volatility of thioanisole under 
vacuum (bp 188 °C).  However, after exposure to low pressure conditions for 1 h, no mass 
loss was observed. 
A second hypothesis was that a reduction in volume of solvent under reduced pressure was 
leading to an increased rate of reaction in the rotary evaporator.  In order to investigate this 




































Table 22 Varying solvent volume 
Entry [sulfide] M x (mL) Conversion (%) 
1 - 0.0 5 
2 0.250 0.2 22 
3 0.125 0.4 52 
4 0.083 0.6 47 
5 0.063 0.8 58 
6 0.042 1.0 56 
 
In order to remove the unknown variable of removing solvent in vacuo, the reaction was 
subjected to an aqueous work-up to remove the catalyst and quench the reaction.  There was 
a significantly reduced conversion in a solvent-free reaction (entry 1), and reduced 
conversion with 0.2 mL solvent (entry 2).  Further increase in solvent amount led to no 
increase in conversion (entries 3-6).  Therefore, the reduction of solvent volume under 
reduced pressure was the significant cause of irreproducible results. 
The cause of this irreproducibility remains unknown. In an effort to avoid this unwanted 
variable, and track the true progress of the bulk reaction, alternative methods were used to 
investigate the kinetics of the reaction. 
 
3.6. Electron paramagnetic resonance (EPR) spectroscopy 
EPR, or electron spin resonance (ESR) spectroscopy, is a technique used for studying 
unpaired electrons (radicals) in a system. The procedure is comparable to NMR resonance, 
but measures the excitement of electron spins, as opposed to monitor the spins of atomic 
nuclei. EPR relies on magnetisation to monitor radicals, and as such, requires a spin quantum 
number of S ≥ ½. The magnetic moment of an electron can be split into 2 parts, spin angular 
momentum, and orbital angular momentum. These equations can be combined to give the 




Scheme 114 Flavin radical generation with dimethyl sulfide with appropriate atom 
numbers 
At room temperature in a liquid solution, molecular movement of the radicals is unrestricted, 
which results in any anisotropy in either the hyperfine splitting or the global g factor is 
observed as an average. 
Isotropic coupling is observed to nearly 3 equivalent 14N nuclei, giving rise to a hyperfine 
structure. This coupling accounts for ~ 22 MHz, resulting in a spin density of 20 % in the 2p 
orbital of the 14N atom. The majority of the protons lie in the same plane as the π orbital that 
is taken up by the unpaired electron of the semiquinone flavin ring. A significant amount of 
coupling was also observed at N(5) Numerical simulations were then run for these 14N and 
semiquinone environments until there was strong agreement between the simulated and 
observed spectra, resulting in the proposed radical cation.175  
This system reported in the literatures shares significant characteristics with the oxidation of 
sulfides by hydroxylamine, particularly in the case of the dimethyl sulfide. Murray et al. did 
not investigate any other sulfides, so the effect of different sulfides on the generation of the 
flavin radical is unknown. Unfortunately, it was not possible to undertake EPR experiments 
in the course of this project.  
 
3.7. Following kinetics by HPLC 
High-performance liquid chromatography was deemed a suitable method with which to 
follow the progress of the reaction.  This method did not have the drawbacks encountered 
when following the reaction by 1H NMR (no need for solvent removal), which should have 
allowed the true progress of the reaction to be followed.  Initially, it was decided to measure 
the formation of the sulfoxide peak as the reaction progressed.  Various reaction solvent 
systems were investigated however the sulfoxide peak could not be resolved sufficiently to 
generate reliable data. 
In order to bypass the poorly resolved sulfoxide peak, the consumption of thioanisole was 
measured instead.  A sharp peak was obtained with a short retention time as the non-polar 
sulfide had minimal interaction with the stationary phase of the columns investigated.  
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Naphthalene was introduced as an internal standard to calculate the true concentration of the 
starting material.  Unfortunately, naphthalene also has a very short retention time and 
resulted in inadequate resolution between the starting material and the internal standard. Gas 
chromatography represents a potential alternative analytical technique for this investigation. 
 
3.8. Sulfide Oxidation 
With a reproducible procedure in hand for the clean oxidation of sulfides, without 
overoxidation to the sulfone or degradation of catalyst, we were able to obtain the 
corresponding pure sulfoxide in 16 h after separation into an organic phase, solvent removal 
and column chromatography. We then went on to oxidise a range of sulfides to the 
corresponding sulfoxides (Table 23). 
 
Table 23 Substrate scope for flavin catalysed sulfide oxidation with hydroxylamine 
Entry R R’ Product Yield/% 
1 C6H5 Me A 98 
2 C6H5 C6H5 B 82 
3 C6H5 CH2CH2=CH2 C 48 
4 4-Me-C6H4 Me D 68 
5 4-OMe-C6H4 Me E 62 
6 4-CHNOH- C6H4 Me F 45 
7 4-Br-C6H4 Me G 22 
8 Me Me H 52 
9 Me (CH2)11Me I 51 
10 Me (CH2)3OH J 42 
11 Me CH2CH2CO2Me K 35 
12 (CH2)3Me (CH2)3Me M 38 
13 CH2CH2=CH2 CH2CH2=CH2 N 0 
 
The reaction was more efficient for aryl sulfides (entries 1 – 7) with excellent yields obtained 
in the cases of methyl phenyl sulfoxide and diphenyl sulfoxide (entries 1 and 2). Electron 
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donating groups such as methyl and methoxy (entries 4 and 5 respectively) resulted in good 
yields. The reaction tolerated functional groups well with generation of the corresponding 
sulfoxide without formation of side products for oxime- (entry 6) and bromo- containing 
substituents, although yield was low in the case of the electron withdrawing bromo group 
(entry 7). In general, oxidation of alkyl substituents was significantly poorer in comparison 
to sulfides containing an aryl substituent. Dimethyl sulfide oxidised reasonably, as did 
dodecyl methyl sulfide with yields of 52 % and 51 % respectively (entries 8 and 9). However, 
functional groups were not tolerated in the case of alkyl sulfides, with poor yields for 3-
(methylthio)-1-propanol and methyl 3-(methylthio) propionate (entries 10 and 11). Recovery 
of starting material was observed in the case of allyl sulfide (entry 13).  
 
3.9. Design of experiment (DoE)  
3.9.1. One variable at a time optimisation 
The traditional approach to experiment optimization is a “one variable at a time” (OVAT) 
approach, where by one input is changed while the remaining controllable variables are held 
constant. This input is then subsequently changed again and again until an optimum output, 
has been reached. This process is then repeated for all individual variables until the 
conditions for a wholly optimised reaction system are obtained.  
Consider a 2 component reaction where reaction temperature and concentration are the two 
variables of interest, the key response of interest is yield (Figure 18).  
  
 
Figure 18 An OVAT approach to reaction optimisation 
Temperature (Figure 18) is initially optimised, at which point that temperature value is taken 
forward for the optimisation of concentration (Figure 18). The OVAT approach can be 
continued for any number of parameters, however there are several disadvantages to 
consider. By changing one parameter at a time, there is no guarantee that the global optimum 
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has been found, and instead there is a danger that you have reached a local optimum point 
(Figure 19). This limited coverage of reaction design space can lead to inefficient use of 
time, or valuable chemical. Finally, there is no allowance for the interpretation of 
interactions of the variables upon one another.   
 
 
Figure 19 Demonstrating optimising to local minima 
Figure 19 is a representation of how a reaction can be optimised to a local minima while 
neglecting the global minima for a 2 factor system. The approach scales linearly with respect 
to the number of variables that are to be investigated, i.e. one more variable increases the 
total number of reactions required as each previous variable. Furthermore, as the 
optimisation of each individual variable, the global optimisation is effectively a series of 
sequential steps, with each previous variable needing to be feely optimised before a work 
can begin on a subsequent variable. This drawback can result in long overall optimisation 
times, with the increased use of potentially expensive or toxic reagents. An alternative 
method to OVAT is to use a screening design approach.  
 
3.9.2. Factorial experiment design (FED) 
Just as reaction variables are defined in advance in an OVAT optimisation, the same is true 
of a FED. In the same 2 factor system, where reaction variables are temperature and 
concentration, clearly defined experimental ranges are required for the optimisation, and the 
minimum number of experiments is calculated from the number of variables being 
investigated. Unlike traditional optimisation, DoE techniques become more efficient with 
increased number of variables, and when conducting FED, each variable is evaluated at the 
extreme ends of the predefined experimental ranges. In a two-variable system, the minimum 
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number of experiments is 8, and the introduction of a 3rd variable (e.g. catalyst loading) leads 
to 12 experiments. 
 
Figure 20 Demonstrating increased minimum number of experiments as variables are 
added 
The effect on minimum reaction number upon further increased variables follows according 
Equation 1, where E is the minimum number of experiments required and n is the total 
variables. The addition of the constant 4 is to account for the centre point reaction and 3 
repeat experiments, which are required to introduce confidence into the mathematical model.  
𝐸 =  2𝑛 + 4 
Equation 1 Effect of increased variables on minimum reaction number 
Although the effect of increased variables is easily predictable, when adding more and more 
components into a DoE, the exponential increase can lead to a large number of reactions 
being required, albeit with excellent coverage of the reaction space. For example, a reaction 
with variables (temperature, concentration, catalyst loading, volume, reagent 1 loading, 
reagent 2 loading) would require a minimum of 67 experiments. A solution to this problem 
of ever increasing experiments can be found in fractional factorial design, whereby multiple 
parameters are assigned to the same mathematical term (a concept known as aliasing). The 
main drawback of fractional factorial designs is that it may not be possible to definitively 
define the source that brings about a desired response (i.e. increased yield). 
Historically, models for computing the reaction space were calculated by hand, in a 
prolonged process that often outweighed the time saved from performing the DoE. There are 
now a number of software models to greatly simplify the process. Examples include JMP, 
Minitab, Cornerstone, Design-Expert and MODDE. The following FED was performed 
using MODDE (Umetrics, Umea, Sweden) for the optimisation of sulfoxides with 




Scheme 115 Sulfoxide formation from sulfide with hydroxylamine 
The factors investigated were; Thioanisole concentration (M), in order to understand the 
effect of overall concentration on the reaction. Hydroxylamine concentration (M), 
preliminary studies had suggested that the reaction might be catalytic with respect to 
hydroxylamine, and part of the reason for investigating this variable was to confirm that 
hypothesis. Flavin concentration (M), was investigated in order to determine whether the 
catalyst percentage could be dropped any further. Temperature (°C) was investigated as 
previous reactions had suggested that the reaction didn’t serve to improve conversion, and 
water content % v/v which was investigated in order to maintain consistency when changing 
the concentration of aqueous hydroxylamine used (Table 24). 
 













Low 0.4 0.2 0.016 20 10 
Med 0.6 0.9 0.028 30 12.5 
High 0.8 1.6 0.040 40 15.0 
 
The responses looked for are; Induction time, maximum observed rate, conversion after 12 
hours, extrapolated final conversion and time to completion. All reactions were profiled by 
HPLC sampling over 12 hours and 1,3,5-trimethoxybenzene was added to ensure area % 
was representative of molar amounts and to calculate yield and rate conversion numbers. 
The fractional factorial design determined 15 reactions were necessary to define the 
experimental space (experimental section (Table 29). 
The 15 reactions stem from 12 individual reactions (entries 1 – 12) and three repeats (13 – 
15) to give a high level of mathematical certainty. The experiments were conducted in 2 
batches (run 1 and run 2) of 7 and 8 parallel reactions on an Amigo Workstation (with the 
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capacity for up to 10 reactions in parallel). The experiment number and order were defined 
by the software (exp # and run order) in order to eliminate any systematic errors in the set 
up process. Aliquots were taken after 5 minutes, and then at 60, 120, 180, 240, 300, 360, 
420, 480, 600, 720, 840, 1080 and 1440 minutes respectively, with the reaction halted upon 
aliquot extraction by 150-fold dilution.  
As previously mentioned, 5 responses were examined, induction time, maximum rate, 
conversion after 12 h, eventual conversion, time to completion (reaction details in 
experimental section). 
Models were not obtained for induction time and maximum observed rate as there were 
low levels of confidence in this data. Non-predictive models were obtained for conversion 
after 24 h, eventual conversion and time to completion, however as the models were not 








Figure 21 Coefficient plots for non-predictive models for conversion (24 h), eventual 
conversion and time to completion 
Figure 21 demonstrates that the models are non-predictive as there are large error bars across 
the 3 responses modelled. The models show lower sulfide concentration leads to lower 
conversion after 24, and lower eventual conversion, suggesting that the reaction would 
benefit from higher concentrations, however, this is in contrast to previous investigations 
that suggested lower concentration is optimal. There is a significant dependence on 
hydroxylamine levels, which suggests that the reaction is not catalytic in terms of 
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hydroxylamine, which is a result that is in line with other flavin reaction partners (e.g. 
hydrogen peroxide). There is a negative correlation between temperature and conversion 
(both eventual and after 24 h), and it is suggested that high temperatures could lead to 
catalyst deactivation, although there are literature examples of the same flavin catalyst 
operating well at significantly higher temperatures (up to 85 °C).176 It is suggested that the 
increased temperature leads to decreased dissolution of oxygen in the reaction solvent.170 
The effect of water was negligible, and did not serve to directly affect the conversion, 
however, the computed combined fractional effects of water appeared to have a significant 
effect on conversion. This could be explained through high levels of water affecting the 
phase solubility of the flavin catalyst. However, as the water levels were investigated, 
primarily to ensure consistency when adding an aqueous reagent, the negative impact was 
not a source of concern. Lower flavin levels impacted the time to completion, but did not 
























4. Investigation into flavin decomposition 
 
4.1. Flavin and sodium azide interaction  
In the continued search for suitable nitrogen sources to mediate the formation of sulfoximine 
from sulfoxides, we investigated the use of sodium azide. Thus far any co-reagents have 
been selected to take advantage of the sulfide nucleophilicity by utilizing flavin catalysis to 
create an electrophilic source of nitrogen 157. This nitrogen centre would then be prone to 
nucleophilic attack from the sulphide substrate, creating the desired sulfilimine.  
 
Scheme 116 Formation of an electrophilic source of N 
It is for this reason of reactivity that the more nucleophilic sulphide has been selected, as 
opposed to the less nucleophilic sulfoxide. However, the majority of the reaction partners 
examined thus far have served to generate a reduced flavin reactant, which is then oxidised 
in the presence of atmospheric oxygen, resulting in an electrophilic hydroperoxyflavin 
species that is prone to nucleophilic attack from the sulfide. Furthermore, it is crucial for any 
flavin partner to interact with the flavinium catalyst to form any potentially active transition 
state. It is hypothesised that as azide is extremely nucleophilic and the electrophilic site of 
the flavin is well understood, reactionbetween the two will result in the formation of the 
reactive intermediate 158.177–179 
The use of sodium azide represents an alternate mode of action, whereby the highly 
nucleophilic azide can serve to a nitrenoid, leading to the imination of sulfoxides (Scheme 
117). 
 
Scheme 117 Proposed route to sulfoximine formation 
98 
 
Despite the assertion that the use of explosive sodium azide has hampered the expansion of 
the sulfoximine core into pharmaceutical drug space, the potential synthetic value of this 
transformation was deemed significant enough to take the investigation forward.   
A modified protocol published by Carbery et al. for the flavin catalysed synthesis of 
sulfoxides146 was used as a starting point for the investigation into sodium azide, with 
methanol selected as the solvent due to its ability to solubilize the flavinium catalyst (Scheme 
118).  
 
Scheme 118 Initial conditions for the imination of sulfoxides 
Initial experiments were unsuccessful with regards to the formation of sulfoximines, with 
starting material being recovered in full, although significant colour change from yellow to 
red was observed immediately. Due to the propensity of the flavinium catalyst to be reduced 
and then use air as a terminal oxidant, the possibility that sodium azide was acting in this 
manner was investigated. This hypothesis was tested by substituting methyl phenyl sulfoxide 
with methyl phenyl sulfide in order to observe any sulfur oxidation (Scheme 119). 
 
Scheme 119 Investigation of the action of sodium azide and flavinium salts towards 
sulfilimines 
The reaction yet again led to recovery of the starting material. This was important to 
investigate as it is well documented that one of the strengths of the hydroperoxyflavin 
intermediate is to control the oxidation to sulfoxides without overoxidation the sulfone. The 
absence of any sulfoxide product, in this instance, suggests that sodium azide is not 
generating the hydroperoxyflavin. Despite this, it was clear that some reaction was taking 
place due to the colour change. 
A yellow to red colour change was observed in this reaction with both the sulfide and 
sulfoxide starting materials. These colour changes were accompanied by the observation of 
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a new reaction components when thin layer chromatography (TLC) plates were visualised 
under UV light. Despite the recovery of sulfide, it was felt necessary to confirm that the 
sulfur components were not taking part in this reaction and a blank was run without either 
the sulfide or sulfoxide components (Scheme 120).  
 
Scheme 120 Confirming sulfur components are a bystander in the reaction 
Due to the strongly UV-active nature of the unknown product, it was assumed that it was 
some degredation of the photoactive flavin. This blank reaction resulted in the same colour 
change and an unknown product with the same Rf value as the previous reactions, leading 
to the conclusion that the sulfur containing compounds are not involved in the reaction. As 
the sodium azide is fulfilling a key objective of the flavin reaction partner by interacting with 
the flavin, it was decided to further investigate this reaction in order to understand that 
interaction, and if possible, modify it to achieve sulfur imination.  
 
4.2. Investigation into sodium azide product structure 
4.2.1. NMR investigation 
The product was initially isolated and subjected to standard analysis techniques (1H and 13C 
NMR and mass spectrometry) which did little to assist in the structural assigning of the 
unknown molecule.  The discrepancies between 1H NMR spectra of the two compounds are 





Figure 22 NMR of pure CF3 flavin 
 
Figure 23 Unidentified sodium azide derived product 
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The 1H NMR spectra of the degradation displays an upfield shift for the protons in the 
aromatic regions of the spectra. This is indicative of increased electron shielding and 
suggests that the electron density of the aromatic protons is higher in the unidentified 
product. There is also a new unidentified singlet in the aliphatic region of the spectrum.  
The CF3 group is strongly electron withdrawing and the loss of this group would result in 
the increased electron shielding for the aromatic and bridged protons that was observed. 
However, this method of removal would be most unusual and wouldn’t account for the 
addition of the new singlet observed. Fluorine was investigated in the presence of the 
unknown with 19F NMR, and it was found that a single fluorine environment was present, 
making it likely that CF3 cleavage was not being observed. 
 
 
4.3 UV-Vis investigation 
As the reaction undergoes significant colour change, it was decided to qualify the colour 
change with the use of ultraviolet and visible (UV-Vis) spectroscopy. A series of spectra 
were taken to determine the change in absorption throughout the reaction. Initially spectra 
were obtained individually for the reaction starting materials 113 and 158 (Figure 24). The 
blanks were taken independently and the measurements for the reaction were taken as 
aliquots from the reaction mixture, which were then diluted to prevent saturation of the 
detector. 
  
Figure 24 Individual blanks of sodium azide and CF3 flavin in methanol 
The UV spectrum of sodium azide in methanol shows no significant peaks, while the CF3 
flavin shows a significant peak at 400 nm with some shouldering at around 325 nm. There 





Figure 25 Addition of sodium azide to flavin 
There is immediate lowering of the shoulder peak in the original flavin spectrum at around 
340 nm, which decreases to become a minimum at 350 nm. There is also broadening of the 
original peak at 400 nm which is beginning to extend to longer wavelengths.  Meanwhile the 
formation of a new peak at around 290 nm was observed. The qualitative effect of these 
changes was a colour change from the vibrant yellow of the flavin, to a deep orange shade. 
After 24 h, a final UV trace was taken from the reaction mixture (Figure 26).  
  
Figure 26 Sodium azide and flavin spectra after 24 h 
From the final UV-Vis trace, you can see that that the initial shoulder at 340 nm has 
disappeared, while the shoulder that appeared at 290 nm upon addition of the sodium azide 
has continued to grow. Finally, the peak at 400 nm in the original CF3 flavin spectra has 
shifted to 410 nm, as it did immediately upon the addition of sodium azide, extending 
towards wavelengths of over 500 nm.  
The immediate change in the UV-Vis spectra indicates that there is a rapid reaction with the 
flavin upon addition of the sodium azide. As these peaks grow in strength over time, that 






4.4 X-Ray Crystallography 
A single crystal was obtained from a petroleum ether/ethyl acetate solvent system through 
the slow vapour diffusion of the petroleum ether antisolvent (Figure 27).  
 
Figure 27 Crystal structure of unknown decomposition product 
From the crystal structure, we can clearly see the loss of the imide portion of the isoaloxazine 
cycle, and the incorporation of a molecule of the reaction solvent, methanol, allowing us to 
identify the unknown compound (Scheme 121). 
 
Scheme 121 Ring opening of CF3 flavin by sodium azide in methanol 
This is equivalent to a decomposition product previously observed by Cibulka et al. and 
Sayre et al. when flavinium reactions were performed in methanol under basic 
conditions.147,180 
 
4.5 Electrospray ionization mass spectrometry 
The mass spectra of both the purified product and the reaction mixture were observed in 
order to confirm this product as the significant reaction product. This was confirmed through 
observation of a peak at m/z= 298.080 (Figure 28). 
  
Figure 28 Decomposition product observed by ES/MS 
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Identification of the unknown structure allows for the hypothesis of a reaction mechanism 




Scheme 122 Proposed mechanism for the formation of flavin decomposition with methanol 
We propose that the initial step is attack by the nucleophilic azide, at the C3 of the flavin, 
forming the flavin-azide complex. Following the formation of this complex, the labile N4 
hydrogen is in equilibrium with the negatively charged nitrogen atom. Due to the neutral pH 
and the mild pKa of the flavin-azide complex, the N4 hydrogen will be predominantly bound. 
When the hydrogen is free, the carbonyl is prone to attack from the nitrogen lone pair, 
causing the release of the azide and the formation of a highly reactive isocyanate complex.  
This step is irreversible and short lived, as the isocyanate is then attacked by the abundant, 
and relatively nucleophilic hydroxyl of the solvent. Following the incorporation of the 
solvent into the ring opened flavin structure, a secondary solvent attack is observed at the 
base of the carbonyl C-1 position of the original ring system. This final step is reliant on the 
nucleophilicity of the reaction solvent. In situ IR would be a useful technique to probe this 
reaction mechanism. 
 
4.6 Investigating the effect of solvent nucleophilicity  
In order to confirm that nucleophilicity of the reaction solvent had an impact upon the 
product formed, we selected trifluoroethanol (TFE), specifically for its non-nucleophilic 




Scheme 123 CF3 flavin and sodium azide in trifluoroethanol 
The reaction proceeded as expected, with the formation of a new product with the same 
polarity and a qualitatively similar colour change observed. Following purification of the 
product, a single crystal was obtained from the same petroleum ether/ethyl acetate solvent 
system through slow vapour diffusion and X-ray crystallography was performed (Figure 29).  
 
Figure 29 X-ray diffraction of flavin and sodium azide in TFE reaction. 
It was clear from X-ray crystallography that this product was different than the methanol 
derived compound, and the new group was identified as the TFE ester (Scheme 124).  
 
Scheme 124 Ring opening of CF3 flavin by sodium azide in methanol 
The flavin degradation in TFE gives 175, which is not the compound expected, if the reaction 
were to follow the same mechanism that formed 171. The trifluoroethanol fragment has 
formed a carbon-oxygen bond at C-2 of 113 whereas, the carbon-oxygen bond formation 
observed in 175 is at C-3 (Figure 30). 
 
Figure 30 Methanol and trifluoroethanol decomposition compounds  
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Figure 30 shows that the reaction with the non-nucleophilic solvent, TFE supports the 
proposed hypothesis of a double attack of the methanol ( 
Scheme 122). This less nucleophilic solvent is unable to perform the secondary attack at the 
C-1 carbonyl position, and the imide cleaved product is not observed (Figure 31). 
 
Figure 31 Hypothetical imide cleaved product of double solvent attack 
With that in mind, we propose a mechanism for the degradation of CF3 flavin and sodium 
azide with trifluoroethanol as a reaction solvent (Scheme 125).  
 
Scheme 125 Proposed mechanism for the formation of flavin decomposition with 
trifluoroethanol 
As has been previously discussed in the case of the methanol mediated flavin decomposition 
( 
Scheme 122), the initial reaction step is attack of the nucleophilic azide to the electrophilic 
riboflavin. This complex is in equilibrium between the secondary amine and the free N- form, 
at which point the lone pair contributes to the formation of the isocyanate functional group, 
as the C-N bond of the isoalloxazine structure is broken and the azide is released. The lone 
pair of the alcohol attacks the highly reactive isocyanate, forming the product observed by 
X-ray diffraction. 
 
4.7 Modification of CF3 flavin  
If the key step of this reaction was the formation of the isocyanate functional group, which 
leads to the ring opening of the flavin and loss of catalytic activity, it was necessary to modify 
the flavin in order to stop this side reaction. It was hypothesised that the modification of the 
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secondary amine of the CF3 flavin the equilibrium occurring, preventing cleavage of the C-
N bond. With that in mind, the methylation of the secondary amine was attempted.  
 
Figure 32 Methyl CF3 flavin 
There are two methods which could be envisaged to achieve the methylation of the original 
flavin: directly insert the methyl functional group onto the nitrogen of interest, or by 
modifying the synthetic route to directly incorporate the methyl group into the synthesis at 
an earlier point. 
  
4.7.1 Chromium trioxide formation of methyl alloxan  
The Cibulka group successfully synthesised a methyl flavinium by utilising 1-methylalloxan 
(instead of alloxan) in their synthesis (Scheme 126).183,184  
 
Scheme 126 Synthetic route to methyl substituted CF3 flavin 
The key reagent, 1-methylalloxan, is not commercially available, and a literature search 
yielded a preparative route for the formation of the heterocycle via N-methylbarbituric acid 




Scheme 127 1-methylalloxan synthesis184,185 
The preparation of N-methylbarbituric acid from Mao et al. was taken forward as reported 
and their results were reproduced without further modification (Scheme 128).   
 
Scheme 128 Preparation of N-methylbarbituric acid 
N-methylbarbituric acid was synthesised in 74 % yield after purification, which was 
comparable to the 82 % yield reported by Mao et al. The product was taken forward for 
subsequent oxidation with chromium trioxide according to the procedure reported by 
Cibulka et al. Their procedure was followed as reported (Scheme 129).  
 
Scheme 129 Preparation of 1-methylalloxan 
The results from Cibulka et al. were not reproducible and the reported white crystals could 
not be obtained. There was significant difficulty in washing the desired product from the 
sludgey reaction mixture, and there was no evidence of the desired product when the reaction 
mixture was investigated by mass spectrometry (Figure 33). 
 
Figure 33 Unobserved 1-methylalloxan 
Due to lack of successful formation of the desired product, in addition to the challenging 
reaction conditions and potent hazard and precautionary statements, it was decided that the 
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chromium trioxide-mediated oxidation of 1-methylbarbituric acid would not be investigated 
further, and alternative methods for the formation of 1-methylalloxan were investigated. 
 
4.7.2 Tin (II) chloride formation of 1-methylalloxan  
Following the unsuccessful formation of 1-methylalloxan with chromium trioxide, an 
alternative preparation was found with tin (II) chloride (Scheme 130).186 
 
Scheme 130 Tin (II) chloride-mediated formation of 1-methylalloxan 
The original synthesis was modified slightly and conditions were taken forward as reported 
by Sayre et al. (Scheme 131).180  
 
 
Scheme 131 Synthesis of N-methylalloxantin 
The formation of N-methylalloxantin proceeded successfully with the formation of a clean 
white solid in 78 % yield. N-methylalloxantin was then stirred with nitric acid and left in a 
desiccator to crystallise over sulfuric acid (Scheme 132). 
 
Scheme 132 Unsuccessful synthesis of 1-methylalloxan 
After 2 weeks, 1-methylalloxan had not crystallised from the desiccator and upon 
neutralisation of the reaction mixture, N-methylalloxantin 187 was recovered. No formation 
of 1-methylalloxan was observed in the reaction mixture. This procedure was not 





4.7.3 Direct methylation 
Following the failed syntheses of 1-methylalloxan, it was decided to directly methylate the 
secondary amine once it was already in position on the isoalloxazine ring structure. 
Previously, the isoalloxazine formation and subsequent cyclisation had been telescoped for 
synthetic ease. However, for the direct methylation of the flavin, it was necessary to isolate 
the uncyclized flavin (Scheme 133).   
 
Scheme 133 Non-telescoped CF3 flavinium synthesis 
Following the isolation of the alcohol flavin, it was considered appropriate to react the 
product with base and a methylating agent. This approach had been previously reported on 
similar flavin systems (Scheme 134).187,188  
 
Scheme 134 Procedure for methylated flavin as reported by Cibulka et al. 
The reaction conditions were initially taken forward without modification which led to the 
complete recovery of starting material. Repeated reactions did not lead to the reproduction 
of the reported results and modification of the base did not lead to the desired product. 
Following the unsuccessful reaction through modification of the base, methyl 
trifluoromethanesulfonate, a stronger methylating agent was used (Scheme 135).  
 
Scheme 135 Methyl trifluoromethanesulfonate as a methylating agent 
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Unfortunately, the use of this methylating agent was similarly unsuccessful for the formation 
of the desired product. Due to the difficulty in obtaining the methylated flavin required to 
continue probing the reaction mechanism, investigations into the decomposition were not 
































5. Flavin mediated Sulfoximine Formation 
  
Following the conclusion of the investigation into azide as a reaction partner for the 
formation of sulfoximines, the search for novel reagents for the synthesis was restarted. A 
recent publication from Bull et al. showed development of various electrophilic NH sources 
for the conversion of sulfoxides to sulfoximines in the presence of hypervalent iodine 
sources (Scheme 136).109  
 
Scheme 136 Ammonium carbamate mediated sulfoximine formation 
Hypervalent iodine species have been well documented in the formation of 
sulfoximines.106,108,122,189–191 However, this is the first example of ammonium carbamate 
being used as an electrophilic nitrogen source. Its activity in flavin catalysed system was 
investigated (Scheme 137). 
 
Scheme 137 Ammonium carbamate as a flavin reaction partner with sulfoxides 
No sulfoximine formation was detected and the reaction led to the recovery of starting 
material. As previously discussed, the hypothesised mode of action is the formation of an 
elctrophillic form of nitrogen, which is then prone to attack from a nucleophilic sulfur. As 
sulfoxides have reduced nucleophilicity compared to the sulfide, the sensitivity of the system 
towards the sulfide was investigated (Scheme 138). 
 
Scheme 138 Ammonium carbamate as a flavin reaction partner with sulfoxides 
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Disappointingly, there was no evidence of sulfilimine formation with the sulfide. Finally, 
taking into account the original ammonium carbamate and (diacetoxyiodo)benzene system, 
it was decided mimic the original conditions more closely, using the flavin stoichiometrically 
(Scheme 139).  
 
Scheme 139 Stoichiometric use of flavin for sulfilimine formation 
When using the flavin stoichiometrically, there was an observable change over time when 
the reaction was monitored by TLC, with several new spots present. Additionally, there was 
a significant colour change from yellow to red. Disappointingly, the desired sulfilimine was 
not isolated, nor was the often-observed sulfoxide. However, mass loss of the starting sulfide 
was detected, confirming some reaction was taking place. Investigation of the reaction 
mixture by mass spectrometry revealed apparent formation of the corresponding sulfoximine 




Figure 34 Methyl phenyl sulfoximine observed by ESI MS 
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Although the mass spectrometry result showed initial promise, the sulfoximine could not be 
isolated. This was attributed to a combination of very poor atom economy for the relatively 
heavy flavin, and the significant levels of flavin present in the reaction mixture. The colour 
change was similar to the colour change observed with the flavin decomposition with sodium 
azide, as was the Rf, although further investigation was not conducted at this stage.  
At this early stage, there was no reason to persist with Bull’s conditions, and the ammonium 
carbamate and flavin loadings were lowered to check their necessity, and a range of blank 
experiments conducted to confirm the importance of each reagent (Table 25).  
 
 
Table 25 Blank experiments for sulfoximine formation 
Entry 113 eq H2NCO2NH4 eq Atmosphere Mass spec 
confirmation 
1 0 1 Air No 
2 1 0 Air No  
3 3 4 Air Yes 
4 1 1 Air Yes 
5 0.05 1 Air No 
6 1 1 N2 No  
7 3 4 N2 No  
 
Entries 1 and 2 confirmed that both the flavin and ammonium carbamate are integral to the 
formation of sulfoximine, as without either there is no sulfoximine formation. It is observed 
that the sulfoximine is still present with lower loadings of 113 and of ammonium carbamate 
(entry 4), however, it was confirmed that the reaction is not catalytic in 113 as there was no 
conversion at 5 mol%. Finally, it was observed that there was no conversion under a N2 
atmosphere, and it was noted there also wasn’t any colour change (entry 7). 
As the previous flavin decomposition had been affected by the reaction solvent (chapter 4), 
a series of reactions were conducted to investigate whether the decomposition could be 
slowed by a variation in solvent. The effect of temperature upon the decomposition rate was 
also investigated (Table 26). Although conducting the reaction under an atmosphere of N2 
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halted the decomposition, it did not lead to any detection of sulfoximine so was not looked 
into as a viable option at this stage.  
 
 
Table 26 Varying solvent and temperature in order to slow decomposition 
Entry Solvent Breakdown time (min) Temp (°C) 
1 Methanol 60 r.t. 
2 Trifluoroethanol 30 r.t. 
3 Ethanol 60 r.t. 
4 Acetonitrile 60 r.t. 
5 Methanol 60 0 
6 Methanol 60 -78 
 
Unfortunately, the breakdown of flavin could not be shortened in any of the solvents 
selected. Trifluoroethanol led to an increased rate of decomposition (entry 2), while 
ethanol and acetonitrile did not affect the rate significantly (entries 3 and 4). Decreasing 
the temperature did not affect the rate of flavin breakdown (entries 5 and 6).  
Although the reaction could not be optimised to prevent the breakdown of flavin, it was 
important to isolate the product and the reaction was scaled up in order to achieve that. When 
conducted on a 2 mmol scale, (S-methylsulfonimidoyl)benzene, was isolated in a 30% yield.  
 
Scheme 140 Large scale sulfoximine formation from flavin and ammonium carbamate 
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When conducted on a 2 mmol scale, (S-methylsulfonimidoyl)benzene, was isolated in a 30% 
yield. Although this result was pleasing, the poor atom efficiency and the poor yield meant 
that it was decided not to take the reaction forward for further optimisation.  
The scope of this reaction was investigated and a range of sulfides were exposed to the 
reaction conditions. Isolation of the desired sulfoximines was not possible, and formation 
was detected by mass spectrometry (Table 27).  
 
Table 27 Sulfoximines observed by mass spectrometry  
 
A range of sulfoximines were detected, however, being unable to isolate the desired 
products, is a significant barrier to the development of this reaction. Although methyl phenyl 
sulfoximine was isolated on large scale, this is not a practical approach due to the quantity 











6. Computational Modelling of Materials 
 
6.1 Aims and objectives  
Computational modelling is used to gain insight into the nature of materials to allow 
experimental observations to be rationalised, and to predict adaptations which give desirable 
characteristics. The computational studies presented concern two main topics; electronic 
structure calculations are used to develop design rules for enhanced electrical conductivity 
in a subset of metal organic frameworks, and structural analogues of solar cell hole transport 
materials are investigated in order to achieve increased efficiency.   
Metal-organic frameworks (MOFs) are a broad class of materials consisting of metal ions 
coordinated to organic ligands, resulting in multi-dimensional structures. The organic ligand 
will often feature multiple anionic sites (an important artefact in the formation of multi 
directional, ordered systems), and will be commercially available. MOFs have been hailed 
as the answer to a range of materials chemistry problems, primarily because their ordered, 
porous framework gives them a large surface area, which has been the focus of research 
across many branches of chemistry. Zeolitic imidazolate frameworks (ZIFs) are a 
subcategory of MOFs, structurally similar to zeolites, possessing exceptional thermal and 
chemical stability. ZIFs are composed of tetrahedrally-coordinated transition metal ions 
(often Zn2+ or Co2+) with an imidazolate anion, in an M-Im-M motif. There have been limited 
reports of electronic device application with ZIFs and they are traditionally regarded as poor 
electrical conductors. However, the use of this class of MOFs has recently been reported for 
their use in photoelectrochemical core-shell heterostructures, as high-k dielectrics and super-
capacitors. 
It was hypothesised that design principles for achieving conductive ZIF materials could be 
developed using electronic structure calculations. In order to attain this, four ZIFs were 
selected, made up of two metal cations, Co2+(d7) and Zn2+(d10) and two substituted 
imidazolate ligands, benzimidazolate (bIM) and methylimidazolate (mIM). 
The ability to harness sunlight efficiently has long been a goal of scientific research. The 
first photovoltaic effect was observed by Aleandre Bacquerel in 1839, and since that first 
discovery, the significant scientific effort has been dedicated to the search for increasingly 
efficient methods of converting sunlight into energy. There are currently a wide variety of 
materials capable of performing the task; amorphous silicon solar cells, where amorphous 
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silicon is deposited in thin films onto a substrate such as glass; dye-sensitised solar cells 
(DSSCs), which are formed from a semiconductor placed between a photosensitive anode 
and an electrolyte; perovskite solar cells, most commonly hybrid perovskite solar cells, 
which have an absorber layer are made from repeating lattice crystal structures with the 
chemical formula ABX3. Perovskite solar cells are made up of a number of layers, metal 
contact, electron interface layer, perovskite layer, hole interface and coated glass (usually 
coated with indium tin oxide, ITO). The hole interface layer is most commonly formed from 
N2,N2,N2′,N2′,N7,N7,N7′,N7′-octakis(4-methoxyphenyl)-9,9′-spirobi[9H-fluorene]-2,2′,7,7′-
tetramine (SPIRO-OMeTAD), a spirocyclic compound with assorted p-methyl ether motifs. 
Computational modelling is used to rationalise observed changes in ionisation potential, and 
corresponding efficiency, and then predict SPIRO-OMeTAD structural isomers that can be 
used for further increased efficiency. 
 
6.2 Introduction to materials modelling  
Materials modelling is a vital tool in modern materials science. The ability to characterise 
known systems, and assess hypothetical materials has led to the development of numerous 
simulation software packages.192 The speed at which numerical simulations can be 
performed, and the increasing reliability of the prediction from quantum mechanical 
description of solids has led to the development of the field of computational materials 
design.2  
The scope density functional theory (DFT) has historically been restricted to simple 
structures, with first-principle methodology only able to model a unit cell consisting of no 
more than tens of atoms. Modern computer hardware can be used for the direct simulation 
of thousands of atoms, leading to the modelling of chemical and physical properties of 
complex systems from reliable quantum mechanical simulations. This is crucial as materials 
chemistry is highly dependent upon physical properties and chemical structure.  
The starting point, input, for any quantum mechanical calculation of crystalline solid is a 
crystal structure. This allows for the determination of the distribution of ground-state 
electrons for a specific arrangement of ions in an infinitely extending three-dimensional 
lattice. Crystallography can be challenging, with reported structures often containing; 
partially occupied lattice sites; solvent molecules; or missing hydrogen atoms. Hydrogen 
atoms are often misreported because of their low electron density which can lead to weak 
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diffraction signals, however, this omission can lead to falsely high-symmetry space groups 
being assigned, which are lowered when the hydrogen atoms are accounted for.  
Additionally, Bragg’s law is used to convert scattered X-rays to coherent angles of a crystal 
lattice. However, Bragg diffraction generates an average crystal structure, yet the local 
environment may differ significantly.193 Vibrations and/or rotation of bonds or whole 
molecules is also a possibility in organic-inorganic systems.194–197 Finally, structural disorder 
has been recognised as a potentially useful feature in complex systems, but is inherently 
problematic to model, and consequently has been neglected. 
Once the input has been obtained, the physical properties, output, can be calculated. The 
experimental crystal structure (from experiment) is optimised for a specific description of 
interatomic interactions. Internal forces and external pressure are minimised for the three 
lattice vectors and all lattice sites across the system. A typical DFT exchange-correlation 
functional calculation (e.g., PBEsol198), usually agrees with experimental and measured 
parameters to within several percent.  
A wealth of information can be gleaned from the calculation; strength of electron exchange 
interaction can be used to predict magnetic critical temperatures,199 heats of formation can 
be used to screen hypothetical compositions,200 and the composition of frontier orbitals can 
be used to explain catalytic activity.  
 
6.3 Electronic structure design for nanoporus, electrically conductive zeolitic 
imidazolte frameworks 
6.3.1 Introduction  
Metal-organic frameworks (MOFs) are intrinsically ordered structures consisting of an 
infinite arrangement of metal clusters and organic ligands, forming one-, two-, or three-
dimensional structures (Figure 35).  
 
Figure 35 One-, two- and three-dimensional metal organic frameworks 
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This ordered network allows for topological control and chemical diversity, making MOFs 
attractive for a wide variety of variations. Their inherently porous nature gives them a large 
surface area, making them desirable for a range of applications, including gas storage, 
separation and chemical catalysis,201,202 and as super-capacitors for energy storage.203 
Additionally, specific frameworks have been shown to be electrically conductive, and MOFs 
have been successfully used in thermoelectrics204 and memory storage devices.205–207 
Electrically conductive MOFs could have implications on a range of currently undiscovered 
applications such as battery cathodes,208,209 electrocatalysis,210,211 transistors212–214 and 
photovoltaics.215,216 However, designing MOFs with molecular tunability has proved 
challenging as they are often thermally and mechanically unstable, which has hampered 
widespread application. 
The emergence of conductive MOFs has resulted in the development of design principles 
for enhancement of molecular properties by modular tuning.217,218 Conduction in MOFs has 
been classified into three areas: (i) through space transport, via 𝜋-stacking; (ii) through bond 
transport, relying on covalent bond networks and (iii) hopping transport, where charge 
carriers perform discrete jumps between structural units.219 The 𝜋-stacking and bond 
transport conduction are the result of delocalised wavefunctions throughout the system and 
can be grouped as band transport mechanisms. These are typically associated with higher 
carrier mobilities than hopping transport.220 Unfortunately, these modes of action can be 
challenging to achieve in MOFs due to poor hybridisation between the organic ligand and 
the metal ligand units. It is possible to implement design strategies for achieving conductive 
MOFs in order to create conductive pathways of continuous wavefunction overlap 
throughout the structure. This can be achieved through the addition of electro-activating 




6.3.2 Tunability of zeolitic imidazolate frameworks  
Zeolitic imidazolate frameworks (ZIFs) allow for the chemical tunability of MOFs, yet they 
possess thermal and chemical stability of zeolite-like materials.222–225 ZIFs are a sub-class of 
MOFs, constructed from an M-Im-M motif, where M is a divalent tetrahedral cation (often 
Zn2+ or Co2+) and Im is an imidazolate anion.226,227 There is a perception that ZIFs are poor 
electrical conductors and there are few reports of their use in electronic device applications. 
However, their use as high-κ dielectrics,228 as super-capacitors229 and in 
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photoelectrochemical core-shell heterostructures is beginning to challenge230 the view that 
ZIFs are electronically inert. 
In an effort to aid the search for further electronically active ZIFs, a set of design principles 
have been proposed using electronic structure calculations to achieve conductive ZIF 
materials. Four ZIFs were studied by collaborators at the University of Manchester, 
comprised of two substituted imidazolate ligands, methylimidazolate (mIM) and 
benzimidazolate (bIM) and two metal cations, Zn2+ (d10) and Co2+. It has been demonstrated 
that the methylimidazolate ZIF-67, the Co2+ based ZIF is 1000 times more electrically 
conductive than the corresponding Zn2+ based ZIF-8 (Figure 36).231  
 
 
Figure 36 The modular construction of the four frameworks prepared by collaborators  
Furthermore, the characterisation of benzimidazolate based ZIFs reveals increased 
conductivity for the Zn2+ based ZIF-7 over the Co2+ equivalent. From the permutations of 
these two metal centres and two ligands, four frameworks with similar geometric 
environments and tetrahedral metal ions, bridged by organic ligands and bonded through N 
lone pairs, the electronic structure influence on electrical conductivity can be predicted. The 
homogeneity of the geometry allows the role of orbital symmetry, electron configuration, 
ionisation potential and electron affinity to be highlighted.232 The choice of metal ion (from 
its corresponding ionisation potential) and ligands designed for improved hybridisation can 
be used for the development of conductive ZIF materials. 
The 4 ZIFs investigated by colleagues were analysed computationally in order to rationalise 
their findings. Co2+ based materials have a resistance of around 1000 times lower than those 
of their Zn2+ based counterparts. Additionally, bIM frameworks have significantly higher 
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resistance than the mIM frameworks for both metal centres. Bode phase plots demonstrate a 
difference in mode of action between Zn2+ and Co2+ ZIFs. The shape of the less conductive 
Zn2+ shows the phase starting near 0° at low frequency, before rising to a plateau around 70° 
for medium frequencies, before decreasing again to 0° at high frequencies. In contrast, the 
shape of the more conductive Co2+ ZIF plot is characteristic of pseudocapacitive 
behaviour,233 with and initial plateau at low frequencies around 45°, before falling toward 
0° as frequency increases.  
Jamnik investigated the effect of mixed conductors with semi-blocking boundaries upon 
impedance spectroscopy,234 whose work was expanded upon by Hong who separated the 
electronic and ionic contributions through analysis of the impedance response.235 This 
technique allows for the conductivity of ZIFs -7, -8, -9 and -67 to be calculated from 
impedance spectroscopy (after normalisation for MOF electrode area and film thickness) 
(Table 28).  
Table 28 Electrical properties of the four ZIFs studied. Charge transfer resistance(RCT), 
conductivity (σ) from electrical impedance spectroscopy. Ionisation potential (IP) and 
electronic band gap (Eg ) from hybrid DFT calculations 
Material RCT(Ω) σ(S.cm-1) IP (eV) Eg(eV) 
ZIF-7 18600 4.5-9.0 x 10-10 5.61 4.82 
ZIF-8 6310 1.3-2.6 x 10-9 5.73 5.29 
ZIF-9 23 3.6-7.3 x 10-7 5.21 3.01 
ZIF-67 14 0.6-1.2 x 10-6 5.62 4.25 
 
The highest reported MOF conductivities are significantly higher than even the most 
conductive ZIF reported (ZIF-7),218 however, RCT defines the upper resistance limit, and 
includes contributions from interface contact resistance and other sources extrinsic to the 
ZIF. The consequence is that the reported conductivities are conservative estimates of 
framework conductivity that are within the order of magnitude of conductivities reported for 
other promising MOFs and organic conductors.236 
 
6.3.3 Results  
The orbital composition and spatial location of the valence and conduction bands determine 
most equilibrium properties of materials. Simple MOFs can be described in a similar fashion 
to classic molecular orbital diagrams, however, the inclusion of organic linkers or inorganic 
123 
 
nodes can complicate the description significantly. This is in part due to the fact that 
interesting interactions often take place at the organic-inorganic boundary. Electronic 
structure calculations can give insight into the energy, composition and distribution of the 
frontier extended orbitals (electronic band edges) of any compound. The band edges are 
highly dependent upon the chemistry between the organic ligand and the metal at their 
interface as both the valence and conduction bands are defined by the orbitals of the organic 
component. Therefore, organic functionalization can be used to modify the chemistry of the 
band edges237,238 and the overall physical properties of the MOF.239 
The character of the band edges was investigated to understand how the bonding interaction 
directly influences the valence and conduction band edges. The valence and conduction 
bands determine the electrical conductivity of a solid. The conduction band is the lowest 
range of vacant electronic states, while the valence band is the highest energy at which 
electrons are present. The difference between the conduction band and the valence band is 
the band gap. Holes (empty states) are transported in the valence band maximum, to the 
conduction band minimum, and a mostly filled valence band allows for good conductivity. 
 
The DOS and electronic energy levels are calculated based on evacuated pore structures. 
The density of states is required in order to determine how many available states exist at 
each energy level. Density of state calculations are performed by decomposing the total 
electronic density of states into a partial density of states. This allows for the number of 
electrons at each level to be determined. ZIF-7 and ZIF-9 are structurally analogous 
(benzimidazole), and a marked increase in the metal character at the conduction band edge 
of the electronic DOS comparing Co2+ frameworks to Zn2+ frameworks. This increase in 
metal character is also observed for the methylimidazole ligand ZIFs, ZIF-8 and ZIF-67. 
There is almost 50% metal contribution to the conduction band edge, resulting from the d7 





Figure 37 Electronic density of states plots of the four materials studied, showing the 
degree of metal contribution to the electronic states. The dashed blue line shows the 
valence and conduction band edges. Reproduced from ref232 with permission from the 
Royal Society of Chemistry. 
This resulting tetragonal environment leads to crystal field splitting on the Co2+ frameworks. 
The d7 configuration allows empty Co d-states to hybridise with the ligand LUMO levels. 
Partial hybridization of the dxy, dxz and dyz states allowing for interaction with the sp
2 
hybridised orbital of the imidazole N. This leads to extended conduction states, bridging the 
imidazolate and the metal, explaining the significant increase in conduction observed with 
ZIF-9 and ZIF-67. This discovery highlights the importance of selecting metal ions that can 
participate in the formation of band edges in the framework, i.e., metal ions with relatively 
shallow ionisation potential. A similar increase in conductivity is observed when replacing 
Mn2+ with Fe2+ where loosely bound Fe2+ electrons form the valence band edge.236  
Additionally, switching from Zn2+ to Co2+ allows for improved hopping transport in the 
framework. This is achieved through the availability of alternate oxidation states of Cobalt 
(Co3+),240,241 which transfers charges between metal centres via the organic ligand.   This 
mode of conduction is dependent on the overlap in energy of the linker and ligand frontier 
orbitals.  
The effect of the ligands upon the conductivity of the framework could also be investigated. 
Both metals show increased conductivity for the methylimidazole containing frameworks, 
ZIF-8 and ZIF-67. The origin of this effect is related to the electronic structure of the ligand, 
the conduction pathway in ZIF frameworks depends on ligand N to metal interaction. A 
greater overlap between the ligand and the metal is the result of increased wavefunction 
overlap; in this case the key interaction is N ligand wavefunction with metal dxy, dxz and dyz 
orbitals. Overlap strength is highly dependent upon the orientation of the ligand LUMO and 
the tetrahedral orientation of the ligands around the cation results in a stronger overlap for 
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the mIm framework. The spin resolved density of state shows that in ZIF-9 and ZIF-67 (Co2+ 
ZIFs), the conduction band minimum is formed from a single spin-down channel on the Co, 
hybridised with a spin-down channel on the N. This spin-dependent band edge structure 
suggests the possibility of utilising electron spin for improved electronic devices. Spin 
transport electronics (or spintronics), enables electron spin to be used as an additional degree 
of freedom. and has significant implications for data transfer and storage (Figure 38).  
 
Figure 38 Spin resolved partial density of states plots for ZIF-9 (left) and ZIF-67 (right). 
Reproduced from ref232 with permission from the Royal Society of Chemistry. 
Quantum chemical calculations of the charged ligand molecules were performed to provide 
insight into the spatial resolution of the ligand wavefunctions. The extended π system of bIm 
acts as an electron withdrawing group, drawing electron density away from the key N sites, 
leading to an average of coefficients centred at the N site of 2.5 x 10-4 a.u. compared to 2.2 
x 10-3 a.u. at the mIm N sites. The greater electron density of mIm is clear from contour plots 
of the wavefunction coefficients (Figure 39).  
 
Figure 39 The effects of changing linker and ligand. Both isosurfaces are at 0.00025 e Å−3 
N atoms are in blue, C atoms are black, H atoms are white, Zn2+ is beige and Co2+ is 
indigo. Wavefunction coefficients are in atomic units. 
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Figure 39 shows the effect of changing the linker and ligand. (a)  Shows the conduction 
band minimum isosurface of ZIF-8. It is observed that the conduction band does not extend 
outside the limit of the coordinated Co metal, giving insight into the poorer conductivity of 
cobalt ZIFs; (b) is conduction band minimum isosurface in ZIF-67. The CBM is 
significantly more extended in comparison to ZIF-8, which is expected from its increased 
conductivity. (c) Contour plot of the of the LUMO orbital coefficients of bIm, (d) contour 
plot of the of the LUMO orbital coefficients of mIm, C is black and N is grey (H atoms are 
suppressed). Wavefunction coefficients are in atomic units. 
The contribution from π-stacking has not been discussed as it is unlikely to occur through 
extended covalent bonds, it is far more likely that conduction is mediated by a hopping 
mechanism. The availability of variable linker oxidation and ligand/linker wavefunctions are 
crucial for the effectiveness of hopping transport in frameworks.  
This work leads to the proposal of design principles that should be considered when 
attempting to achieve conductive frameworks: (i) a metal cation with a shallow second 
ionisation potential and partially occupied/unoccupied dxy, dxz and dyz orbitals and (ii) a ligand 
with high LUMO density at the N sites so hybridisation at the lingand/linker can be 
maximised, promoting the formation of an extended conduction band. The application of 
these principles indicate Fe2+ could act as a suitable replacement for Co2+. Additionally, it is 
important the geometries of the new ligand do not obstruct the nitrogen sites sterically, or 
interfere with the packing of the extended lattice structure of the ZIF. For that reason, the 
size of any alternate ligand must be kept to a minimum.  
 
6.3.4 Expansion to alternate organic ligands 
Following the study of mIM and bIM, and their suitability as ligands for conductive ZIFs, 
the band gap of a series of imidazolates were investigated to search for new ligands that 
could give improved overlap at the N-M bond. In particular, the effect that the substitution 
of electron withdrawing/donating groups would have upon band gap. Initially the band gaps 
of the unsubstituted imidazole and 2-methylimidazole and 4-methylimidazole are calculated, 
with the unsubstituted imidazole (7.57 eV) having a higher bandgap than both the 2- 4- 




Figure 40 Unsubstituted and methyl substituted imidazolate band gap values 
Subsequently, the effect of altering the position of a methoxy motif, an electron donating 
group, was investigated. This was followed by examining the effect of having multiple 
methoxy groups on a single ligand.  
 
Figure 41 Methoxy-substituted imidazolate band gap values 
It was found that the substitution of an electron donating methoxy group, in any position, 
resulted in a closer band gap when compared to the unsubstituted imidazolate. Notably, the 
highest band gap, was 2-methoxyimidazolate, with the position of the methoxy group 
affecting the band gap by almost 0.5 eV (2-methoxyimadazole to 4-methoxyimidazole). The 
addition of further methoxy groups led to an even greater decrease in the band gap.   
This was followed by the investigation of the electron withdrawing trifluoro motifs on the 
imidazole ligand. Initially monosubstitution was investigated, which showed that the 
position of the CF3 group played a significant role on the band gap. However, disubstution 
of the electron withdrawing group at the 4 and 5 positions had the most significant lowering 
of the band gap. Interestingly, the disubstituted electron donating groups had most impact at 




Figure 42 Trifluoro-substituted imidazolate band gap values 
Finally, electron withdrawing and donating groups were combined in a single ligand 
investigate whether push/pull mechanisms could be used advantageously as organic ligands 
for frameworks.  
 
A very large difference in the band gap could be affected by the push/pull or pull/push 
structures when compared to the bare imidazole. 
 
6.3.5 Methods  
Density functional theory calculations were performed in order to understand the differences 
in the conductivity of each of the frameworks. Initially, the full framework is considered, 
using projector augmented waves242 and periodic boundary conditions within the vasp 
code.243 The PBEsol198 functional was used to relax the frameworks, with a cut-off energy 
of 500 eV and Gamma point k-sampling. Resultant systems were then treated using a hybrid 
functional (HSE06244) to give a mixing percentage of the exact exchange (correcting for self-
interaction errors in the PBEsol functional) to accurately represent the electronic structure.  
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The initial step of the calculation was the generation and primary optimisation of the ligand 
structure. The ligands were built by hand in Chem3D Pro 12.0 and a neutral or -1 charge 
state created (through the removal of the most acidic proton if necessary). The lowest energy 
state of organic structure was then determined using MM2 force field method. This method 
calculates the lowest potential energy of the system from the input structure, and allows a 
starting point to be reached though the generation of a .xyz file, i.e., a text file that contains 
the spatial information for each atom required to rebuild the organic structure in its mm2 
optimised geometry. The numerical .xyz coordinates can then be used as the input for 
Gaussian09 calculations.  
The first calculation run in Gaussian09 was a secondary geometry optimisation. The 
geometry is continually adjusted until a stationary point on the potential surface is found. To 
achieve this, a level of theory must be selected. For geometry optimisation the DFT hybrid 
functional B3LYP (Becke 88 exchange functional,245 3 parameter and Lee, Yang and Parr 
correlation functional246) and the split valence basis set 6-31G*. 6 is the number of primitive 
Gaussians comprising each core atomic orbital basis function. The valence orbitals are 
composed of two basis functions each. The initial basis function is a linear combination of 
3 primitive Gaussian functions, which the 2nd basis function is a single primitive Gaussian 
function. The * represents the addition of six d-type Cartesian-Gaussian polarisation 
functions on the atoms with which we are concerned. Calculations on atoms with an atomic 
number of 21-30 (scandium – zinc) would be undertaken with a further ten f-type Cartesian-
Gaussian polarisation functions. The 6-31G* basis set is not defined for atoms with an 
atomic number over 31 (Gallium). The Macrodensity package was used247 to analyse 
wavefunctions of the LUMO levels of the mIm and bIm to generate the spherical average of 
the wavefunction coefficients at the N atoms, up to a radius of 2 Å. The spherical average is 
the mean of all the values of the wavefunction. 2 Å was selected as the radius as a 
compromise between computational complexity, and the decay of the wavefunction at 
greater distances, i.e., it becomes increasingly irrelevant at distances greater than 2 Å from 
the centre. The N LUMO hybridises with the metal, therefore higher wavefunction density 
at the N centre means greater overlap as the square of the wavefunction is the electron density 
when the orbital is occupied.  
A Gaussian09 single point calculation is then performed with the geometry optimised 
coordinates using the same level of theory as the geometry optimisation. The required system 
band gap (Eg)information can then be extracted from the HOMO (highest Alpha occ. 
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eigenvalue) and LUMO (Alpha virt. eigenvalue) values generated by the calculation 
(HOMO – LUMO = Eg).  
A powerful tool in Gaussian09 is the ability to output a range of file types, allowing the data 
to be interpreted with independent software packages. The cubegen utility proved to be very 
useful for the visualisation of molecular orbitals. The orbital of interest and desired output 
file type are defined at the beginning of the calculation by inputting a range of additional 
parameters for the output file.  
The study of the electrical conductivity of four ZIF materials has resulted in the development 
of several design principles from the use of electronic structure calculations to explain 
observed trends. The four frameworks were comprised of two metal ions (Zn2+ and Co2+) 
and two ligands (mIm and bImI). A significantly greater conductivity was observed when 
Co2+ was used as the linker, with up to four order of magnitude gain over Zn2+ linkers. This 
conductivity increase is explained through the availability of empty d-states contributing to 
the formation of the conduction band edge. Additionally, it was observed that mIm 
frameworks lead to increased conductivity of 1.5 to two orders of magnitude over the 
investigated bIm. This is attributed to differing wavefunction shapes of the LUMO level, 
which in the case of mIm, results in improved hybridisation with the metal linker, forming 
conduction pathways. The general principles of exploiting unoccupied d-states paired with 
the correct orbital symmetry to allow for good overlap with ligands, along with optimisation 
of ligand frontier orbitals, through the addition of electron withdrawing or donating groups 
on the ligand, offers a route to rational design of electrically conductive zeolitic imidazolate 
frameworks. These electrically conductive ZIFs pave the way for enhanced functionality of 
frameworks, in areas of CO2 catalysis,
248 mixed matrix membranes,249 energy storage,250 
drug delivery251 and gas separation.252 
 
6.4 Modular design of SPIRO-OMeTAD analogues as hole transport materials 
in solar cells 
6.4.1 Introduction 
The challenge of converting photons from sunlight into electrical energy has received 
significant scientific effort. Recently, solution-processed hybrid perovskite based solar cells 
have reached conversion efficiencies of 22.7%, values comparable with more mature silicon 
technologies.253–263 A critical component of any solar cell is the transport between the ‘light 
harvesting’ active material and the external circuit without charge recombination. This 
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contact is responsible for selectively (and ideally efficiently) extracting electrons (or holes) 
from the active layer. In order to maximise the device potential and photocurrent, the energy 
levels of the contacts should be matched to the active layer of the solar cell.264 The most 
widely employed absorber layer for hybrid perovskites is CH3NH3PbI,
265 however, 
alternative absorber layers are being developed,266 and the ability to modulate energy levels 
of the selective contacts to match those of the absorber is essential to maximise power 
conversion efficiency.267 
 
6.4.2 Increasing efficiency in hybrid perovskites  
Most high-efficiency hybrid perovskite solar cells use the hole conductor 
N2,N2,N2′,N2′,N7,N7,N7′,N7′-octakis(4-methoxyphenyl)-9,9′-spirobi[9H-fluorene]-
2,2′,7,7′-tetramine (SPIRO-OMeTAD).268,269 SPIRO-OMeTAD is widely used in solution 
processed solar cells with an ionisation potential well matched to a number of active (light 
absorbing) layers. Smooth films can be formed as the material is an amorphous glass, as 
opposed to a partially crystalline phase.269 
Electronic energy level alignment is important for solar cells but is commonly used in post-
rationalisation of successful architectures, rather than as a design principle a priori. Seok 
and co-workers recently tuned the energy levels of SPIRO-OMeTAD by altering the 
connectivity of the of the methyl ethers on the amino phenyl motifs.270 Seok et al. concluded 
that the placement of geminal ortho-methoxyphenyl, and para-methoxyphenyl motifs led to 
a cell with a 2% increase in conversion efficacy compared to the standard SPIRO-OMeTAD 
(germinal para-methoxyphenyl and para-methoxyphenyl) (Figure 43). Cyclic voltammetry 
showed the ortho-, para- placement led to an increase in oxidation potential, although 
repeated measurements with techniques such as differential pulse voltammetry would allow 
for more confidence in the increased oxidation potential, allowing its attribution to the 
increased efficiency observed. Cyclic voltammetry suffers from device-to-device 
performance variation, and syntheses from hybrid or organic electronic materials can lead to 
implicit doping. Additionally, the group observed the meta-methoxyphenyl, para-





Figure 43 SPIRO-OMeTAD (left), p,m-methoxy (centre) and p,o-derivatives (right) 
Lithium salts are often used to dope SPIRO-OMeTAD in order to obtain increased 
efficiency.271 SPIRO-OMeTAD can function in neutral, one and two electron oxidised 
forms. Kohn-Sham plots can be used to show that the electron density is centred on the 
extended 𝜋 network for the two systems (Figure 44).  
 
Figure 44 Kohn-Sham plots of p,p-SPIRO-OMeTAD and p,m-SPIRO-OMeTAD HOMO 
and SOMO. Reproduced from Ref.272 with permission from the Royal Society of 
Chemistry. 
 
In Figure 44 the HOMO of the more common p,p-SPIRO-OMeTAD is compared to the p,m-
SPIRO-OMeTAD that was detrimental to efficiency. In addition to the HOMO, the singly-
occupied molecular orbitals (SOMO) of the cationic radical state for two isomers can be 
compared. This qualitative interpretation can be used to for insight on the chemical bonding 
within the structure. a) shows the calculated p,p-SPIRO-OMeTAD highest-occupied 
molecular orbital (HOMO) while c) shows the associated one electron oxidised spin density. 
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b) shows the p,m-SPIRO-OMeTAD HOMO and d) is the associated one electron oxidised 
spin density.  The oxidised doublet state (SOMO) is equivalent to the removal of a single 
electron from the extended 𝜋 system; the associated spin density remains centred on the 
carbon system, but spin stabilisation comes from the surrounding heteroatoms. Furthermore, 
the contribution to the delocalised radical from the amino phenyl carbons appear unaffected 
by position of the methoxy ether motifs. The amino phenyl motifs are not part of the 
extended 𝜋 system due to the violation of Hückel planarity.273 The consequence of this 
absence of planarity is that chemical modifications would not be expected to affect the 
ionisation potential to the extent observed in a typical conjugated system.274 Therefore, 
modification of the position of the methyl ether motifs should affect the energy level. 
 
The energy level alignment of 12 isomers structurally related to p,p-SPIRO-OMeTAD were 
predicted to determine the suitability of modifying the side chains to improve efficiency. 
The calculations are performed using hybrid density functional theory (DFT), with atom-
centred numerical basis functions. Kohn-Sham energy gaps are calculated using B3LYP, 
and reliable ionisation potentials were calculated with the data self-consistent field (∆SCF) 
method. As relative ionisation potential was investigated, rather than an absolute value of 
the solid state, calculations were performed on a single molecule in the gas phase, as solid 
state calculations may be prone to molecular packing effects. These packing effects in a real 
system, could have a significant influence on device performance, rendering efforts to 
perform time consuming calculations on a solid state system obsolete. Neutral, closed shell 
SPIRO-OMeTAD analogues were constructed by hand, before geometries were relaxed to 
their potential energy minimum using B3LYP/6-31g* hybrid-DFT level of theory, in 
Gaussian09. The Kohn-Sham eigen values were extracted from the calculations.  
The ∆SCF method of calculating ionisation potential was determined as the difference in 
total DFT energy between a resolved electronic structure configuration as the 1+ cation in a 
doublet spin configuration at neutral geometry and the neutral configuration. 
Two amino aryl rings were used to define the o, m, and p positions of the compound, and 
the variation in the structural isomers led to modest electronic modulation, however, it is 
noteworthy in the context of hole extraction.  
 
Two conclusions can be drawn from alternating the position of the methyl ether groups; (i) 
meta-methoxy substituents lead to an increase in ionisation potential. This is due to a 
reduction in structural symmetry (from decreased electron donating character of the oxygen) 
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resulting in a lower 𝜋 system energy; (ii) para- and ortho- substituted result in decreased 
ionisation potential due to the increase in energy of the 𝜋 system. Furthermore, multiple 
methoxy ether substitutions on the aromatic ring lead to a decrease in ionisation potential of 
the system from the repulsive interaction between neighbouring ring systems. 
The Kohn-Sham energy gap (Eg) remains relatively constant in most cases, however, the 
HOMO eigen value deviates from the ∆SCF ionisation potential (Figure 45). The black 
dashed horizontal line refers to the IP of p,p-SPIRO-OMeTAD.  
 
Figure 45 Kohn-Sham energy gaps (Eg) and ΔSCF ionisational potentials (IP) for a range 
of SPIRO-OMeTAD derivatives. 
The suggests the Koopman approximation is insufficient for the prediction of qualitative 
trends. The ∆SCF values are in close agreement with experiment for the p,p- and p,m-
analogues respectively,270,275 though for the p,o-analogue the calculation contradicts 
experiment, predicting that an increase in efficiency should be observed, which is not 
observed in this case.270 The o,o-SPIRO-OMeTAD analogue has a noticeably smaller 
ionisation potential than other analogues. The is expected to be due to the electron donating 
contribution from the ortho-positions and “through-space” conjugation of the amine 
motif.276 
 
Modification of the energy levels of the contact material is only a partial fulfilment of the 
requirements for increased efficiency. Holes also need to be transported efficiently through 
avoidance of surface recombination. Prediction of charge carrier transport in a novel organic 
material is a highly complex calculation, as the full packing model and an understanding of 
the dielectric environment are required before microscopic charge transfer integrals can be 
calculated, which are needed to predict macroscopic mobility.277 It is expected that the 
addition of bulky side chains would decrease the molecular packing density and 
coordination, reducing electronic overlap, and thus microscopic mobility.  
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In conclusion, alterations in the positioning of the methyl ether motifs on the hole conducting 
material SPIRO-OMeTAD have resulted in a change in HOMO energy, and the ionisation 
potentials of a variety of these structural isomers have been predicted. The computational 
method applied showed good correlation with experiment measures obtained from solution 
voltammetry. These synthetic variants offer flexibility in work function matching when 
































A range of new flavin-catalysed reactions have been developed and investigated with the 
aim of achieving sulfur oxidation. New preparations for the formation of sulfoxides from the 
corresponding sulfides and their mechanisms of action have been proposed. In the course of 
these investigations, flavin decomposition was discovered, isolated and probed. The 
understanding gained was then used to propose a solution to the decomposition, although 
this could not be actioned, despite exhaustive attempts. Ammonium carbamate was then used 
as a flavin reaction partner, which pleasingly resulted in the formation of sulfoximines in 
one step from the corresponding sulfide, although the reaction suffered from the same flavin 
decomposition that had been previously observed with sodium azide.  
 
7.1 Flavin Catalysed Sulfur Oxidation  
Hydrazine was initially investigated as a reaction partner for the oxidation of sulfides to 
sulfoxides, and the reaction proceeded cleanly, with excellent yields and low catalyst loading 
without any observation to the sulfoxide observed. The oxidation was effective for a range 
of aliphatic and aromatic sulfides. It was proposed that the reaction proceeded via a reduced 
flavin mechanism, and this was supported by the air free experiments that were conducted 
and the current literature regarding similar flavin/hydrazine systems. This investigation led 
to the discovery of a flavin precursor, alloxan, being active to the oxidation of sulfides for 
the formation of sulfoxides. This reaction was briefly probed, in order to rule out any 
transference of activity to flavin/hydrazine system. This was confirmed by the alloxan acting 
in a stochiometric manner with respect to the hydrazine, confirming that trace alloxan was 
not responsible for the activity observed in the flavin/hydrazine system. Nevertheless, this is 
the first example of sulfur oxidation from alloxan and hydrazine.  
 
7.2 Flavin-Catalysed Sulfide Oxidation with Hydroxylamine 
The modified hydroxylamine, N-hydroxybenzenesulfonamide was investigated as a co-
reagent for flavin catalyst, but was found to undergo decomposition to nitroxyl. Unmodified 
hydroxylamine was then used to reduce our flavin catalyst, which then went on to form the 
hydroperoxyflavin, using air as a terminal oxidant, and a range of sulfoxides were formed 
from sulfides in good yields. This experiment was assisted in its optimisation by the use of 
137 
 
design of experiment methodologies. The reaction suffered from reproducibility issues, 
which were overcome by extracting the organics into an organic solvent, before removing 
the solvent in vacuo. Reaction kinetics were observed by continuous flow NMR 
spectroscopy and a reaction mechanism was postulated.  
 
7.3 Investigation into flavin decomposition 
An attempt to form a flavin stabilised, nucleophilic source of nitrogen that could be used for 
the formation of sulfoximines from sulfoxides, led to the observation of an unknown flavin 
product upon reaction with sodium azide. The product could not initially be characterised by 
standard techniques (NMR, mass spectrometry), and was ultimately positively identified by 
X-ray crystallography, after the investigation of a range of solvent systems to achieve 
formation of suitable crystals. A reaction mechanism was hypothesised for the interaction 
between sodium azide and flavin, which included the key isocyanate formation, which led 
irreversible flavin decomposition upon nucleophilic attack by the reaction solvent. This was 
probed with a range of solvents, and found that even non-nucleophilic trifluoroethanol 
incorporated into the flavin structure. It was hypothesised that the flavin transformation 
could be prevented by the insertion of a methyl group, and the formation of the methylflavin 
was attempted by a range of techniques, but got not be isolated. 
 
7.4 Flavin mediated sulfoximine formation  
The continued search for a flavin catalysed routes to sulfoximines from sulfides led to the 
investigation of ammonium carbamate as a co-reactant. Ammonium carbamate, was used as 
a source of electrophilic NH for the direct synthesis of sulfoximines. The reaction was not 
catalytic in flavin, and also suffered from decomposition of the flavin which led to 
deactivation. Techniques were explored to halt or slow the rate of deactivation, but these 
were unsuccessful. Methyl phenyl sulfoximine was isolated when the reaction was 
conducted on a suitably large scale, despite significant contamination from the decomposed 
flavin product. The presence of a range of sulfoximines was confirmed by mass spec. 
Although this reaction is the first example of a one step, flavin-mediated sulfoximine 
formation, it would require extensive further optimisation to make it synthetically useful, 





7.5  Computational modelling  
Computational modelling techniques were employed to investigate the physical properties 
of two different areas of materials science.  
 
7.5.1 Conductivity of zeolitic imidazolate frameworks  
Zeolitic imidazolate frameworks were prepared by collaborators, and through the use of 
density functional theory, explanations for their conductivity were proposed. Additionally, 
design principles were developed for the rational design of future ZIFs. Finally, the 
performance of new ligands containing electron withdrawing and donating groups were 
investigated, via band gap calculations, for their predicted performance as organic linger in 
conductive ZIFs.  
 
7.5.2 Investigation of analogues for hybrid halide perovskite solar cells 
Ionisation potentials of SPIRO-OMeTAD, a hole conducting material, and mothoxy and 
polymethoxy derivatives were predicted. This data was then used to predict and increase 
efficiency in hybrid halide perovskite solar cells. By changing the isomer, the HOMO level 




















8.1 General Information 
 
All reagents were purchased from commercial suppliers: Acros Organics, Alfa Aesar, Sigma 
Aldrich or Fluorochem and used without further purification. Flash chromatography was 
performed on chromatography grade, silica, 60 Å particle size 35-70 micron from Sigma 
Aldrich using the solvent system as stated. 1H and 13C NMR was performed on Brüker 
Avance 250 (1H 250 MHz) Brüker Avance 300 (1H 300 MHz and 13C 75 MHz), Brüker 
Avance 400 (1H 400 MHz and 13C 100 MHz) and Brüker Avance 500 (1H 500 MHz and 13C 
125 MHz) as stated. Chemical shifts are reported in parts per million (ppm) relative to 
tetramethylsilane (TMS) (δ = 0.00). Coupling constants are reported in Hertz (Hz) and signal 
multiplicity is denoted as singlet (s), doublet (d), triplet (t), quartet (q), quintet (quin.), sextet 
(sex.), septet (sept.), multiplet (m), and broad (br). High resolution mass spectrometry 
electrospray (ESI) was performed on a Brüker μTOF using electrospray ionisation (ESI) in 
either positive or negative ionisation. HPLC data was recorded on an Agilent 1260 Infinity 
system using an Agilent Eclipse XDB-CN 5 µm, 4.6 x 150 mm cyano column. 
Single-crystal X-ray experiments at the University of Bath were conducted using an Agilent 
Technologies Dual-Source Supernova diffractometer, equipped with an Eos Series 2 
detector. Data were collected using Mo Kα radiation (λ = 0.71073 Å) to a resolution of 0.8 
Å. The sample temperature was controlled using an Oxford Cryosystems Cryostream Plus, 
with experiments conducted at 100 K. The diffraction data were collected, indexed and 
integrated using the Agilent Technologies software CrysAlis Pro and the structures were 
solved using the program SHELXT. Crystal structure refinement was completed using the 
program SHELX and the results visualised using the CCDC software Mercury.278 
UV/vis spectra were collected on either a Shimadzu UV-1800 or Agilent Cary 60 instrument, 










8.2 Experimental Section  
4-(Trifluoromethyl)-2-nitro-N-(2-hydroxyethyl)aniline 110 
 
Ethanolamine (3.30 mL, 54.60 mmol) was added to a solution of 4-chloro-3-
nitrobenzotrifluoride (2.67 mL, 18.20 mmol) in EtOH (50 mL). K2CO3 was added (2.77 g, 
20.02 mmol), and the mixture was stirred at 90 ⁰C for 18 h. The reaction was cooled to R.T. 
and poured over 50 mL ice water. The organics were extracted, with EtOAc (3 x 50 mL), 
combined washed with brine. The organic layer was then dried with MgSO4 and the solvent 
removed in vacuo. 4-(trifluoromethyl)-2-nitro-N-(2-hydroxyethyl)aniline (4.55 g, 99%) was 
obtained as a yellow solid. 
1H NMR (300 MHz, CDCl3) 8.50 (s, 1H), 8.44 (s, 1H), 7.62 (d, 1H, J = 9.1 Hz), 6.99 (d, 
1H, J = 9.0 Hz), 3.95 (m, 2H), 3.55 (m, 2H) 
13C NMR (125 MHz, CDCl3) δC 147.1, 132.2 131.2, 125.5, 125.0, 122.1 (q, JC,F = 275 Hz), 
114.6, 60.9, 45.0; 
19F NMR (470 MHz, CDCl3) δF -62.8 
IR 𝝂max (neat) 3370, 3301, 2953, 2637, 1574, 1270, 1245, 1132, 1056 cm-1 
MP 43-45 ˚C  
HRMS (ESI, +ve) m/z calcd. for C9H9N2O3F3Na 273.0463, found: 273.0462 (M+Na)
+
   


















To a solution of 4-(trifluoromethyl)-2-nitro-N-(2-hydroxyethyl)aniline (1.25 g, 5 mmol) in 
MeOH (10 mL) at 0 ⁰C was added ammonium formate (1.58 g, 25 mmol) followed by 10 
wt% palladium on carbon (0.25 g) under a positive pressure of N2. The mixture was allowed 
to warm to r.t. and stirred until colourless (4 h). The black suspension was then filtered 
through celite and quickly washed before drying with CH2Cl2 (60 mL). The organic layer 
was collected and washed with saturated NaHCO3 solution (30 mL) and brine (30 mL), 
before it was dried with MgSO4 and solvent removed in vacuo. 2-((2-hydroxyethyl)amino)-
5-(trifluoromethyl)aniline (0.93 g, 84%) was obtained as a fluffy pink solid. 
1H NMR (300 MHz, DMSO-d6) δH 6.83 (m, 2H), 6.53 (m, 1H), 5.77 (q, J = 5.9 Hz, 2H), 
5.06 (t, J = 5.9 Hz, 1H), 5.06 (br s, 2H), 4.77 (t, J = 5.7 Hz, 1H), 3.64 (q, J = 6.0 Hz, 2H),  
13C NMR (75 MHz, DMSO-d6) δC 159.4, 135.5, 124.6 (q, JC,F = 270 Hz), 116.7 (q, JC,F = 
31 Hz), 114.9, 109.9, 108.5, 59.7, 46.1. 
19F NMR (470 MHz, DMSO-d6) -59.0 (s). 
IR 𝝂max (neat) 3485, 3310, 3258, 2005, 1950, 1647, 1598, 1444, 1328 cm-1 
MP 95 ˚C. 
HRMS (ESI, +ve) m/z calcd. for C9H10F3N2O, 219.0745. Found: 219.0743 (M-H)
-. Data in 
















7-(Trifluoromethyl)-1,10-ethylenealloxazinium chloride 113 
 
Under an atmosphere of N2, 2-((2-hydroxyethyl)amino)-5-(trifluoromethyl)aniline (1.00 g, 
4.54 mmol) was dissolved in 10 mL glacial acetic. To this was added alloxan monohydrate 
(0.72 g, 4.54 mmol) and boric acid (0.29 g, 4.54 mmol), and the mixture was stirred at 50 ⁰C 
under N2 in the dark for 18 h. The suspension was then cooled in an ice bath and rapidly 
filtered, washed with CH2Cl2, and the filtrate dried under vacuum. The yellow solid collected 
was placed under N2 in the dark and thionyl chloride (20 mL) was added slowly. The mixture 
was stirred at 50 ⁰C for 24 h, before the thionyl chloride was removed by filtration, and 
further washing with CH2Cl2. The yellow solid was recrystallised by initial hot filtration 
with 2,2,2-trifluoroethanol, before TFE was removed in vacuo and dissolution in formic acid 
followed by re-precipitation with Et2O to give 7-(Trifluoromethyl)-1,10-
ethyleneisoalloxazinium chloride (1.45 g, 93%) as a bright yellow solid.  
1H NMR (300 MHz, CD3COOD-CF3COOH 1:6) δH 9.02 (s, 1H), 8.66 (d, J = 7.4 Hz, 1H), 
8.42 (d, J = 7.4 Hz, 1H), 8.02 (s, 1H), 5.70 (t, J = 7.5 Hz, 2H), 4.95 (t, J = 7.5 Hz, 2H); 
13C NMR (125 MHz, CD3COOD-CF3COOH 1:6) δC 165.0, 157.5, 145.7, 145.1, 139.8, 
135.6, 135.3, 134.2, 131.6, 130.4, 120.6 (q, JC,F = 270), 118.7, 51.8, 46.3 
19F NMR (470 MHz, CD3CO2D) δF -63.4; 
IR 𝝂max (neat) 3387, 3330, 2905, 2809, 1735, 1717, 1609, 1343, 1118 cm-1 
MP 192 – 193 ˚C 
HRMS (ESI, +ve) m/z calcd. for C13H8F3N4O2, 332.0497. Found: 332.0490 (M+Na)
+. Data 














Potassium carbonate (4.00 g, 28.9 mmol) was dissolved in EtOH (100 mL), and 2,4-
dichloro-1-nitrobenzene (5.00 g, 26.3 mmol) was added. To this was added ethanolamine 
(4.76 mL, 78.9 mmol), and the mixture was stirred at 90 °C for 18 h. The solution was then 
cooled to R.T and poured over ice water (50 mL). The organic components were extracted 
with EtOAc (3 x 50 mL), the organic layers were combined, and washed with brine (60 mL). 
The solvent was then removed in vacuo. The product was purified by column 
chromatography (CH2Cl2/EtOAc 9:1) to yield 2-(5-chloro-2-nitrophenylamino)ethanol 
(4.90 g, 95 %) as a vibrant orange solid. 
1H NMR (500 MHz, CDCl3) δH 8.29 (br s, 1H), 8.13 (d, J = 9.1 Hz, 1H), 6.89 (d, J = 2.2 
Hz, 1H), 6.63 (dd, J = 9.1, 2.2 Hz, 1H), 3.96 (t, J = 5.3 Hz, 2H), 3.48 (apparent q, J = 5.3 
Hz, 2H), 1.69 (br s, 1H). 
13C NMR (125 MHz, CDCl3) δC 146.0, 143.0, 128.8, 128.5, 116.3, 113.4, 60.9, 45.1. 
IR 𝝂max (neat) 3470, 3324, 2964, 2884, 1615, 1562, 1188 cm-1 
MP 114 – 117 ˚C (lit = 116 ˚C280) 
HRMS (ESI, +ve) m/z calcd. for C8H10N2O3Cl 217.0374, found: 217.0363 (M+H)
+. Data 



















To a suspension of mossy tin (1.65 g, 13.9 mmol) in water (20 mL) was added 2-(5-chloro-
2-nitrophenylamino)ethanol (1.00 g, 4.6 mmol). The reaction heated to 100 °C, hydrochloric 
acid d (conc., 8 mL) was added dropwise and stirred for 0.5 h. The reaction was cooled to 0 
°C in an ice bath and made basic with 50% NaOH. The organic components were extracted 
with EtOAc (3 x 50 mL) before the organic layers were combined, dried over MgSO4 and 
solvent removed in vacuo. 2-((2-hydroxyethyl)amino)-4-chloroaniline (0.57 g, 66 %) was 
obtained as an off white solid.  
1H NMR (500 MHz, CDCl3) δH 7.25 (s, 1H), 6.73 – 6.54 (m, 2H), 3.97 – 3.80 (m, 2H), 
3.34 – 3.18 (m, 2H), 2.93 (apparent br s, 3H) 
13C NMR (125 MHz, CDCl3) δC 138.8, 132.9, 125.8, 118.4, 117.4, 112.1, 61.2, 46.2 
IR 𝝂max (neat) 3348, 3324, 2818, 1599, 1418, 1054 cm-1 
MP MP 98 – 100 ˚C (lit = 104 ˚C280) 
HRMS (ESI, +ve) m/z calcd. for for C8H12N2OCl, 187.0638. Found: 187.0611 (M+H)
+. 



















8-chloro-1,10-ethylenealloxazinium chloride 125 
 
2-((2-hydroxyethyl)amino)-4-chloroaniline (0.50 g, 2.68 mmol) was dissolved in 10 mL 
glacial acetic acid and placed under a N2 atmosphere. Alloxan monohydrate (0.43 g, 2.68 
mmol) was added, followed by the addition of boric acid (0.17 g, 2.68 mmol) and the 
suspension heated to 50 °C for 18 h. The suspension was then cooled in an ice bath and 
rapidly filtered, washed with CH2Cl2, and the filtrate dried under vacuum. The yellow solid 
collected was placed under N2 in the dark and thionyl chloride (20 mL) was added slowly. 
The mixture was stirred at 50 ⁰C for 24 h, before the thionyl chloride was removed by 
filtration, and further washing with CH2Cl2. The yellow solid was purified by dissolution in 
formic acid followed by re-precipitation with Et2O to yield 8-chloro-1,10-
ethylenealloxazinium chloride (0.37 g, 44 %).  
1H NMR (500 MHz, CDCl3) δH 8.45 – 8.36 (m, 1H), 8.06 – 7.98 (m, 2H), 5.44 (t, J = 8.6 
Hz, 2H), 4.87 (t, J = 8.6 Hz, 2H) 
13C NMR (125 MHz, CDCl3) δC 149.8, 145.7, 143.7, 139.8, 134.2, 133.5, 130.5, 116.3, 
115.7, 51.1, 45.1. 
IR 𝝂max (neat) 3444, 3217, 1738, 1375 cm-1 
MP >350 ˚ C (lit > 350 ˚C) 
















2-nitro-N-(2-hydroxyethyl)aniline 115  
 
1-fluoro-2-nitrobenzene (2.00 mL, 19.0 mmol) was dissolved in EtOH (40 mL) and 
ethanolamine (3.52 mL, 57 mmol)  was added. Potassium carbonate (2.81 g, 20.35 mmol) 
was then added and the reaction heated to 90 °C and stirred for 18 h. The reaction mixture 
was then cooled to R.T. and the solution poured over ice water (50 mL). The organic 
components were extracted with EtOAc (3 x 50 mL) and the organic layers combined and 
washed with brine (50 mL). The organic layer was dried with MgSO4 and the solvent 
removed in vacuo. 2-nitro-N-(2-hydroxyethyl)aniline (3.04g, 88 %) was isolated as a deep 
orange solid. 
1H NMR (500 MHz, CDCl3) 
1δH 8.23 (br s, 1H), 8.17 (apparent dd, J = 8.6, 1.7 Hz, 1H), 
7.48 – 7.40 (m, 1H), 6.89 (d, J = 8.6 Hz, 1H), 6.69 – 6.63 (m, 1H), 3.94 (t, J = 5.4 Hz, 2H), 
3.51 (apparent q, J = 5.4 Hz, 2H), 1.94 (br s, 1H). 
13C NMR (125 MHz, CDCl3) δC 145.6, 136.4, 132.4, 127.1, 115.7, 113.9, 61.1, 45.1. 
IR 𝝂max (neat) 3463, 3336, 2964, 2877, 1622, 1567, 1508, 1418 cm-1 
MP MP 73 – 74 ˚C (lit: 74 – 75 ˚C281) 
HRMS (ESI, +ve) m/z calcd. for C8H11N2O3 183.0770, found: 183.0734 (M+H)
+
. Data in 

















2-((2-hydroxyethyl)amino)-aniline 116  
 
Ammonium formate (1.26 g, 20.0 mmol) was added to a solution of 2-nitro-N-(2-
hydroxyethyl)aniline (0.73 g, 4.0 mmol) in MeOH (15 mL) at 0 °C. This was followed by 
the addition of 10 wt% palladium on carbon (104 mg). The reaction was left to warm to R.T. 
and stirred for 4 h, before the reaction mixture was filtered through celite and washed with 
CH2Cl2 (50 mL). The organic layer was washed successively with saturated NaHCO3 (30 
mL) and brine (30 mL). The organic layer was then isolated and dried with MgSO4 and the 
solvent was removed in vacuo to yield 2-((2-hydroxyethyl)amino)-aniline (0.60 g, 98 %) as 
a dirty white solid. 
1H NMR (500 MHz, CDCl3) δH 6.60 – 6.37 (m, 4H), 4.66 (t, J = 5.5 Hz, 2H), 4.41 (br s, 
2H), 4.31 (br s, 1H), 3.60 (apparent q, J = 5.5 Hz, 2H), 3.10 – 3.04 (m, 1H) 
13C NMR (125 MHz, CDCl3) δC 136.7, 135.8, 118.2, 117.4, 114.7, 110.3, 60.1, 46.5 
IR 𝝂max (neat) 3403,3342, 3217, 2938, 1604, 1049 cm-1 
MP MP 104 - 105 ˚C (lit: 108 °C280) 
HRMS (ESI, +ve) m/z calcd. for C8H13N2O 153.1028, found: 153.1005 (M+H)
+
. Data in 


















1,10-ethylenealloxazinium chloride 118 
 
2-((2-hydroxyethyl)amino)-aniline (0.15, 0.8 mmol) was added to glacial acetic acid (5 mL) 
and stirred and an N2 atmosphere. Alloxan monohydrate (0.16 g, 0.8 mmol) was added, 
followed by the addition of boric acid (0.06 g, 0.8 mmol) and the suspension heated to 50 
°C for 18 h. The reaction mixture was cooled in an ice bath and filtered under vacuum. The 
bright orange solid was immediately placed under atmosphere of N2, in the dark and thionyl 
chloride (5 mL) was added gradually. The reaction mixture was stirred at 50 °C for a further 
18 h. It was then cooled to R.T. and the thionyl chloride was removed by vacuum filtration 
and the precipitate was washed with CH2Cl2. The yellow solid was purified by dissolution 
in formic acid followed by re-precipitation with Et2O to yield 1,10-ethylenealloxazinium 
chloride (0.10 g, 41 %). 
1H NMR (500 MHz, CDCl3) δH 8.49 (d, J = 8.4 Hz, 1H), 8.31 (t, J = 7.7 Hz, 1H), 8.08 (t, J 
= 7.7 Hz, 1H), 8.00 (d, J = 8.4 Hz, 1H), 5.49 (t, J = 7.6 Hz, 2H), 4.88 (t, J = 7.6 Hz, 2H). 
13C NMR (125 MHz, CDCl3) δC 158.7, 146.0, 143.2, 141.3, 141.2, 133.2, 132.3, 131.0, 
129.5, 116.5, 51.1, 45.1. 
IR 𝝂max (neat) 3385, 3080, 2937, 2759, 1728, 1633, 1379 cm-1 
MP 218-220 ˚C (lit = 216 – 219 ˚C) 
HRMS (ESI, +ve) m/z calcd. for C13H9N4O2 241.0720, found: 241.0725 (M)
+
. Data in 















General procedure A for flavin catalysed sulfur oxidation by hydrazine 
 
Hydrazine monohydrate solution (64-65%) (12 mg, 0.24 mmol) was added to a mixture of 
sulfide (0.2 mmol) and flavin catalyst (3.5 mg, 0.01 mmol, 5 mol %) in methanol (1 mL).  
The reaction mixture was stirred under air for 18 h and diluted with H2O (5 mL).  Ethyl 
acetate (5 mL) was then added and the mixture was separated.  The aqueous layer was then 
further extracted with EtOAc (3 x 5 mL) and the organic layers were combined, dried over 
magnesium sulfate and solvent removed in vacuo. The crude sulfoxide was purified by 
column chromatography (petroleum ether/EtOAc 0 – 100%). 
Methyl phenyl sulfoxide 132A 
 
Following general procedure, A using methyl phenyl sulfide (25 mg) gave methyl phenyl 
sulfoxide.  Product was purified by flash column chromatography [petroleum ether/ethyl 
acetate 50 to 100%] to give a white solid (21 mg, 71%).  
1H NMR (250 MHz, CDCl3) δH 7.64 (d, 2H, J =7.4 Hz), 7.51 (m, 3H), 2.73 (s, 3H) 
13C NMR (125 MHz, CDCl3) δC, 145.7, 131.1, 129.4, 123.5, 44.0; 
IR 𝝂max (neat) 3062, 3000, 2903, 1477, 1092 cm-1 
MP 27 – 30 ˚C (lit 30 – 30.5 ˚C)282 
HRMS (ESI, +ve) m/z calcd. For C7H9SO 141.0374, found: 141.0389 (M+H)
+. Data in 











4-Methoxyphenyl methyl sulfoxide 132B 
 
Following general procedure, A using methyl phenyl sulfide (31 mg) with 64-65% 
N2H4.H2O gave methyl phenyl sulfoxide.  Product was purified by flash column 
chromatography [petroleum ether 40-60 °C/ethyl acetate 50 to 100%] to give an a white 
solid (31 mg, 75%).  
1H NMR (400 MHz, CDCl3): δH 7.56 (d, J = 8.9 Hz, 2H), 7.01 (d J = = 8.9 Hz, 2H), 3.84 
(s, 3H), 2,68 (s, 3H); 
13C NMR (100 MHz, CDCl3) δC 151.7, 136.7, 125.2, 114.8, 55.4, 44.0; 
IR 𝝂max (neat) 2997, 2866, 1651, 1451, 1027 cm-1 
MP 42 ˚C  (lit 42.1 – 43.0 ˚C)284 
HRMS (ESI, +ve) m/z calcd. for C8H11O2S 171.0435; found 171.0427 (M+H)
+ Data in 
accordance with literature.283 
 
Diphenyl Sulfoxide 132C 
 
Following general procedure, A using diphenyl sulfide (84 μL, 0.5 mmol) gave diphenyl 
sulfoxide (41 mg, 75 %) as a pale beige solid.  
1H NMR (300 MHz, CDCl3) δH 7.62 (m, 6H), 7.41 (m, 4H); 
13C NMR (125 MHz, CDCl3) δC 145.6, 131.2, 129.4, 124.5; 
IR 𝝂max (neat) 2954, 2920, 1496, 1468, 1372;  
MP 67 – 69 ˚C (lit 69 – 60 ˚C)285 
HRMS (ESI, +ve) m/z calcd. for C12H11OSNa 225.0350; found 225.0350 (M+Na)
+ Data in 












Following general procedure, A using 4-(methylthio)bromobenzene (203 μL, 0.5 mmol) 
gave 1-Bromo-4-methylsulfinylbenzene (44 mg, 62 %) as a dirty white solid. 1H NMR (400 
MHz, CDCl3): δH 7.67 – 7.69 (d, 2H, J = 5 Hz), 7.51 – 7.55 (d, 2H, J = 10), 2.73 (s, 3H); 
13C NMR (100 MHz, CDCl3): δC 107.3, 95.0, 87.8, 87.5, 42.0; 
IR 𝝂max (neat) 3093, 2997, 2914, 1433, 1489, 1308; 
MP 76 ˚C (74 – 77 ˚C)287 
HRMS (ESI, +ve) m/z calcd. for C7H7BrOSNa 240.9299; found 240.0300 (M+Na)
+. Data 




Following general procedure, A using 4-(methylthio)toluene (135 μL, 1 mmol) gave methyl 
phenyl sulfoxide (31 mg, 64 %) as an off white solid.  
1H NMR (400 MHz, MeOH-d4) 7.57 (d, J = 8.2 Hz, 2H), 7.39 (d, J = 7.9 Hz, 2 Hz), 2.77 
(s 3H), 2.42 (s, 3H); 
13C NMR (100 MHz, MeOH- d4) δC 142.9, 141.9, 130.4, 123.9, 43.3, 21.8; 
IR 𝝂max (neat) 3432, 2919, 1453, 1057, 1045, 959;  
MP 39 - 41 ˚C (41.9 – 42.9 ˚C)289 
HRMS (ESI, +ve) m/z calcd. for C8H11OS 155.0531; found 155.0528 (M+H)
+. Data in 














Following general procedure, A using 3-prop-2-enylsulfanylprop-1-ene (64 μL, 0.5 mmol) 
gave 3-(allylsulfinyl)prop-1-ene (26.04 mg 75%) as a brown oil.  
1H NMR (500 MHz, CDCl3): δH 5.85 – 5.94 (m, 2H), 5.38 – 5.47 (m, 4H), 3.38 – 3.55 (m, 
4H); 
13C NMR (125 MHz, CDCl3): δC 125.7, 123.6, 54.2.  
IR 𝝂max (neat) 1620, 1058; 
HRMS (ESI, +ve) m/z calcd. for C6H10SONa 153.0350; found 153.0354  Data in 




Following general procedure, A using methyl phenyl sulfide (174 μL, 1 mmol) gave 1-
(butylsulfinyl)butane (32 mg, 95 %) as a clear, pale yellow powder.  
1H NMR (250 MHz, CDCl3): δH 2.60 – 2.72 (t, 4H, J = 6.6), 1.71 – 1.80 (m, 4H), 1.45 – 
1.55 (m, 4H), 0.97 (t, 6H, J = 7.2); 
13C NMR (75 MHz, CDCl3): δC 52.1, 24.7, 22.1, 13.8.  
IR 𝝂max (neat) 1017 cm-1; 
MP 35 – 36 ˚C (lit 34 – 35 ˚C)291 
















Following general procedure, A using 3-(Methylthio)-1-propanol (103 μL, 1 mmol) gave 3-
(methylsulfinyl)-1-propanol (25 mg, 91 %) as a clear, colourless oil.  
1H NMR (250 MHz, CDCl3): δH 1.85 (m, 2H), 2.55 (s, 3H), 2.71 (t, 2H, 7.1), 3.55 (t, 2H, J 
= 6.6);  
13C NMR (75 MHz, CDCl3): δC 56.1, 48.6, 38.0, 32.4;  
FTIR νmax (neat) 3321, 2974, 2880, 1457, 1273 cm-1,  
HRMS (ESI, -ve) m/z calcd. for C8H19OS 163.1157, found: 196.1126 (M-H)
- Data in 


























Sulfur oxidation with alloxan and hydrazine 134 
 
Methyl phenyl sulfide (25 mg, 0.2 mmol) was added to a suspension of alloxan monohydrate 
(32 mg, 0.2 mmol) and hydrazine monohydrate solution (64-65%) (10 mg, 0.2 mmol) in 
methanol (1 mL).  The reaction was stirred under air for 16 h.  After this time it was diluted 
with H2O (5 mL), ethyl acetate (5 mL) was then added and the mixture separated.  The 
aqueous layer was then further extracted with EtOAc (3 x 5 mL) and the organic layers were 
combined, dried over magnesium sulfate and solvent removed in vacuo.  Product was 
purified by flash column chromatography [petroleum:ethyl acetate 0 - 100%] to give methyl 
phenyl sulfoxide (25 mg, 90%) as a pale-yellow oil. 
1H NMR (250 MHz, CDCl3) δH 7.64 (d, 2H, J =7.4 Hz), 7.51 (m, 3H), 2.73 (s, 3H) 
13C NMR (125 MHz, CDCl3) δC, 145.7, 131.1, 129.4, 123.5, 44.0; 
IR 𝝂max (neat) 3062, 3000, 2903, 1477, 1092 cm-1 
MP 27 – 30 ˚C (lit 30 – 30.5 ˚C)282 
HRMS (ESI, +ve) m/z calcd. For C7H9SO 141.0374, found: 141.0389 (M+H)
+. Data in 












4-Amino-4-methylmorpholin-4-ium iodide 138  
 
A solution of 4-aminomorpholine (102.0 mg, 1.0 mmol) in THF (1 mL) was cooled to 0°C 
and methyliodide (145 mg, 1.0 mmol, 1.05 eq.) was added dropwise. The reaction mixture 
was stirred for 30 minutes under air.  The white precipitate was then filtered and rinsed with 
diethyl ether and left to dry.  The solid was dissolved was in a hot mixture of ethanol and 
methanol (3:1) and was left to cool to recrystallize the product.  It was filtered from solution 
and washed with cold ethanol to give white crystals (188.0 mg, 77%).   
1H NMR (250MHz, DMSO-d6): δH 5.97 (s, 2H), 3.99 (ddd, J=13.1, 9.3, 3.0 Hz, 2H), 3.89 
(dt, J=13.0, 3.3 Hz, 2H), 3.58 (ddd, J=12.6, 9.0, 3.5 Hz, 2H), 3.42 (d, J=13.1 Hz, 3H), 3.35 
(s, 3H); 
13C NMR (75 MHz, DMSO-d6): δC 62.9, 60.7, 56.9.   
IR 𝝂max (neat): 3270, 1456, 1092, 894 cm-1; 
MP 168 – 171 ˚C 
HRMS (ESI, +ve) m/z calcd. For C5H13N2O 117.1028, found: 117.1028 (M+H)
+. Data in 

















4-Amino-4-methylmorpholin-4-ium nitrate 139 
 
Barium nitrate (2.6 g, 10 mmol) was added to a suspension of barium hydroxide (3.15 g, 10 
mmol) and N-methyl morpholine (1 g, 40 mmol) in H2O (10 mL). This was added in 
dropwise to a solution of hydroxylamine-O-sulfonic acid (1.13 g, 12.5 mmol) in H2O (20 
mL) to give a white precipitate. The mixture was then heated at reflux for 18 h. The white 
precipitate removed by filtration and the solvent removed in vacuo to give a white crystalline 
solid. This was then recrystallised (H2O) to give the hydrazinium nitrate salt (0.15 g, 30%) 
as a white solid.  
1H NMR (400 MHz, DMSO): δ = 5.96 (2 H, br), 3.99-3.93 (2 H, m), 3.87-3.82 (2 H, m), 
3.59-3.53 (2 H, m), 3.44-3.52 (2 H, m), 3.33 (3 H, s).  
13C NMR (100 MHz, DMSO): δ = 62.2, 60.4, 56.6.  Data in accordance with literature. 
IR 𝝂max (neat) 3270, 1456, 1092, 894 cm-1 
MP  ˚C (lit ˚C)282 
HRMS (ESI, +ve) m/z calcd. For C5H13N2O 117.1028, found: 117.1028 (M+H)
+. Data in 















General procedure for flavin catalysed sulfur oxidation by hydroxylamine hydrochloride 
(general procedure B) 
 
Hydroxylamine hydrochloride (69.5 mg, 1.0 mmol) was added to a mixture of sulfide (0.5 
mmol) in methanol (5 mL). N-(propan-2-yl)propan-2-amine (280 μL, 2 mmol) was added 
followed by flavin catalyst (8.6 mg, 25 μmol, 5 mol %). The reaction mixture was stirred 
under air for 16 h and then diluted with H2O (5 mL). The organic components were extracted 
with ethyl acetate (3 x 15 mL) and the organic layers combined. Ethyl acetate was dried over 
magnesium sulfate and solvent removed in vacuo and the crude sulfoxide was purified by 
column chromatography (petroleum ether/EtOAc 0 – 100%).  
 
 
General procedure for flavin catalysed sulfur oxidation by aqueous hydroxylamine (general 
procedure C) 
 
50 % hydroxylamine in water (122.6 μL, 2.0 mmol) was added to a mixture of sulfide (1 
mmol) in methanol (10 mL). Lastly, the flavin catalyst (17.2 mg, 50 μmol, 5 mol %) was 
added. The reaction mixture was stirred under air for 16 h and then diluted with H2O (5 mL). 
The organic components were extracted with ethyl acetate (3 x 15 mL) and the organic layers 
combined. Ethyl acetate was dried over magnesium sulfate and solvent removed in vacuo 
and the crude sulfoxide was purified by column chromatography (petroleum ether/EtOAc 0 







 (2-Propen-1-ylsulfinyl)-benzene 156C 
 
Following general procedure C using (2-propen-1-ylthio)benzene (147 μL, 1 mmol) gave 
(2-propen-1-ylsulfinyl)-benzene (78 mg, 48 %) as a clear, pale yellow oil.  
1H NMR (500 MHz, CDCl3) δH 3.44 – 3.47 (d, 2H, J = 7.5), 5.08 – 5.16 (m, 1H), 5.23 – 
5.28 (m 1H) 5.47 – 5.68 (m, 1H), 7.42 – 7.54 (m, 5H) 
13C NMR (125 MHz, CDCl3) δC 60.7, 123.9, 124.3, 125.2, 129.0, 131.1, 142.8.  
IR 𝝂max (neat) 3078, 2960, 1621, 1503, 1372, 1058 cm-1 
HRMS (ESI, +ve) m/z calcd. for C9H11OS 167.0531; found 167.0530 (M+H)+. Data in 
accordance with literature.293 
 
 
4-(Methylsulfinyl)benzaldehyde oxime 156F 
 
Following general procedure C using 4-(methylthio)benzaldehyde oxime (167 mg, 1 mmol) 
gave 4-(methylsulfinyl)benzaldehyde oxime (82 mg, 45 %) as a white powder.  
1H NMR (250 MHz, CDCl3): δH 2.78 (s, 3H), 7.66 – 7.68 (d, 2H, J = 4.3), 7.72 – 7.74 (d, 
2H, J = 5.2), 8.16 (s, 1H,);  
13C NMR (75 MHz, CDCl3): δC 148.6, 146.6, 135.4, 127.8, 124.1, 43.7; Data in 
accordance with literature.  
IR 𝝂max (neat) 3556, 1477, 1032 cm-1 
MP 115 ˚C (lit 115 – 117 ˚C) 
HRMS (ESI, -ve) m/z calcd. C8H8NO2S 182.0275; found 182.0284 (M-H)
-.  for Data in 









Dimethyl sulfoxide 156H 
 
Following general procedure C using (methylsulfanyl)methane (73 μL, 1 mmol) gave 
dimethyl sulfoxide (41 mg, 52 %) as a clear, colourless oil.  
1H NMR (250 MHz, CDCl3): δH 2.62 (s, 6H); 
13C NMR (75 MHz, CDCl3): δC 40.6; Data in accordance with literature.  





Following general procedure C using 1-(methylthio)dodecane (257 μL, 1 mmol) gave 1-
(methylsulfinyl)-dodecane (121 mg, 51 %) as a white solid.  
1H NMR (250 MHz, d6-DMSO): δH 0.88 (t, 3H, J = 7.0), 1.19 – 1.52 (m, 18 H), 1.71 -1.82 
(m, 2H), 2.56 (s, 3H) 2.78 – 2.61 (m, 2H);  
13C NMR (75 MHz, d6-DMSO): δC 52.0, 38.5, 32.0, 30.0, 29.6, 29.2, 23.1, 16.8, 14.0;  
FTIR νmax (neat) 2925, 2854, 1462, 1377, 1299, 721 cm-1,  
MP 65 °C (Lit 65 °C)296  
HRMS (ESI, +ve) m/z calcd. for C13H29OS 233.1939. found 233.1932 (M+H)
+ Data in 















Methyl 3-methylsulfinylpropanoate 156K 
 
Following general procedure C using methyl 3-(methylthio)propionate (125 μL, 1 mmol) 
gave methyl 3-methylsulfinylpropanoate (52 mg, 35 %) as a clear, yellow oil.  
1H NMR (250 MHz, CDCl3): δH 2.60 (s, 3H), 2.87 (m, 2H), 3.05 (m, 2H), 3.72 (s, 3H);  
13C NMR (75 MHz, CDCl3): δC 171.86, 52.35, 49.05, 38.96, 26.86; 
FTIR νmax (neat) 3005, 2955, 2920, 1734, 1620, 1376, 1253, 1028; 
HRMS (ESI, +ve) m/z calcd. for C5H11O3S 151.0429; found 151.0429 (M+H)
+
. Data in 
accordance with literature.298 
 
 
Methyl 7-(trifluoromethyl)-1,2-dihydroimidazo[1,2-a]quinoxaline-4-carboxylate 175 
 
Sodium azide was added to a solution of flavin 113 in MeOH and stirred for 2 hrs. The 
reaction solvent was then removed in vacuo and the crude compound purified was purified 
by column chromatography (petroleum ether/EtOAc 0 – 100%) to give methyl 7-
(trifluoromethyl)-1,2-dihydroimidazo[1,2-a]quinoxaline-4-carboxylate in a 28% 
 
1H NMR (500 MHz, CDCl3) δH 8.68 (s, 1H), 8.41 (d, 1H, J = 8.5 Hz), 8.01 (d, 1H, J = 8.5 
Hz), 5.26 (t, 2H, J = 10.0 Hz), 4.48 (t, 2H, J = 10.0), 4.12 (s, 3H); 
13C NMR (125 MHz, CDCl3) δC 163.1, 149.9, 137.9, 135.7, 133.9, 133.3, 130.2,130.1 (q, 
JCF = 33.0 Hz) 124.7 (q, JCF = 271.6 Hz), 118.3, 54.6, 46.1 
19F NMR (470 MHz, CDCl3) δF -63.4; 
IR 𝝂max (neat) 3327, 2971, 1748, 1715, 1672, 1343, 1118 cm-1 
MP 167– 170 ˚C 
HRMS (ESI, +ve) m/z calcd. for C13H11F3N3O2, 298.0803. Found: 298.0821 (M+H)
+. 







General procedure for flavin mediated sulfoximine formation from sulfides with 
ammonium carbamate (general procedure D) 
 
Sulfide (0.5 mmol) was dissolved in MeOH (10 mL), which was followed by the addition of 
ammonium carbamate (39 mg, 0.5 mmol) and finally the addition of CF3 flavin (172 mg, 0.5 
mmol). The reaction was stirred under air for 1 hour at which point the reaction mixture was 
filtered through a plug of silica, washed with ethyl acetate (30 mL) and the solvent mixture 




Methyl phenyl sulfide (232 μL, 2 mmol) was dissolved in MeOH (40 mL), which was 
followed by the addition of ammonium carbamate (156 mg, 2 mmol) and finally the addition 
of CF3 flavin (688 mg, 0.5 mmol). The reaction was stirred under air for 1 hour at which 
point the reaction mixture was diluted in H2O (20 mL) and the organics extracted with 
EtOAC (3 x 60). The organic layers were then combined, and washed with brine (75 mL), 
dried with MgSO4 and the solvent removed in vacuo. The reaction mixture was additionally 
purified using column chromatography, petroleum ether/EtOAc 0 – 100%. S-Methyl-S-
phenylsulfoximine was isolated as a pale-yellow oil (94 mg, 30%). 
1H NMR (400 MHz, CDCl3) δH 8.06 (d, J = 8 Hz, 2H), 7.60 (m, 3H), 3.10 (s, 3H), 2.70 (br 
s, 1H), 
13C NMR (100 MHz, CDCl3) δC 143.7, 133.5, 129.7, 128.0, 46.5 
IR 𝝂max (neat) 3269, 1645, 1445, 1221, 1099 cm-1 
HRMS (ESI, +ve) m/z calcd. for C7H10NOS 156.0483; found 156.0467 (M+H)
+
. Data in 







Following general procedure D using (2-propen-1-ylthio)benzene (73 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  






Following general procedure D using 4-(methylthio)bromobenzene (102 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  
HRMS (ESI, +ve) m/z calcd. for C7H9BrNOS 233.9588; found 233.9569 (M+H)
+
. Data in 




Following general procedure DE using diphenyl sulfid (84 μL, 0.5 mmol), sulfoximine was 
detected by mass spectrometry from the crude reaction mixture. The pure sulfoximine could 
not be isolated.  
HRMS (ESI, +ve) m/z calcd. for C12H12NOS 218.0640; found 218.0647 (M+H)
+
. Data in 












Following general procedure D using methyoxy phenyl sulfide (69 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  
HRMS (ESI, +ve) m/z calcd. for C8H12NO2S 186.0589; found 186.0594 (M+H)
+
. Data in 
accordance with literature.80  
 
4-(methyl sulfoximine)benzaldehyde 190F 
 
Following general procedure D using 4-(methylthio)-benzaldehyde (67 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  
HRMS (ESI, +ve) m/z calcd. for C8H10NO2S 184.0432; found 184.0432 (M+H)
+
. Data in 




Following general procedure D using 4-(methylthio)toluene (68 μL, 0.5 mmol), sulfoximine 
was detected by mass spectrometry from the crude reaction mixture. The pure sulfoximine 
could not be isolated.  
HRMS (ESI, +ve) m/z calcd. for C8H12NOS 170.0639; found 170.0630 (M+H)
+
. Data in 











Following general procedure D using butyl sulfide (87 μL, 0.5 mmol), sulfoximine was 
detected by mass spectrometry from the crude reaction mixture. The pure sulfoximine could 
not be isolated.  





Allyl sulfoximine 190I 
 
Following general procedure E using 3-prop-2-enylsulfanylprop-1-ene (64 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  




Following general procedure D using 3-(methylthio)-1-propanol (52 μL, 0.5 mmol), 
sulfoximine was detected by mass spectrometry from the crude reaction mixture. The pure 
sulfoximine could not be isolated.  















8.3 Factorial Experiment Design Conditions 


















1 1 5 0.6 1.6 0.04 40 15 
2 2 11 0.8 0.9 0.04 40 10 
1 3 3 0.8 1.6 0.028 20 10 
2 4 14 0.8 1.6 0.016 30 15 
2 5 13 0.8 0.2 0.016 40 12.5 
1 6 6 0.8 0.2 0.04 20 15 
2 7 10 0.6 0.2 0.016 20 10 
1 8 1 0.4 0.9 0.016 20 15 
2 9 9 0.4 0.2 0.028 40 15 
1 10 4 0.4 0.2 0.04 30 10 
2 11 8 0.4 1.6 0.04 20 12.5 
1 12 7 0.4 1.6 0.016 40 10 
1 13 2 0.6 0.9 0.028 30 12.5 
2 14 15 0.6 0.9 0.028 30 12.5 



































1 60 0.04 4.5 4.5 300 
2 800 0.13 10 10 24 
3 200 0.24 35 35 1680 
4 100 0.45 43 47 1680 
5 0 0.3 9 9 420 
6 100 0.11 13 14 1680 
7 200 0.06 10 12 1680 
8 100 0.11 36 42 1680 
9 0 0.26 19 19 420 
10 0 0.28 24 24 540 
11 100 0.34 98 100 1560 
12 200 0.13 25 28 1560 
13 100 0.61 56 56 720 
14 0 0.2 50 50 1000 
15 0 0.38 53 53 900 
 
 
8.4 Computational methods  
Until the turn the 20th century, when Max Plank developed a radical proposal that would 
form the foundation of quantum mechanics, all models were based on classical physics; that 
is to say, they could not differentiate between the macroscopic and microscopic. Max Plank 
proposed, as a solution to the black body problem, that light should be treated as discrete 
packages of information, and not as analogues.  
The black body problem describes a discrepancy between experiment and classical theory 
on the microscopic scale. A hypothetical piece of material that absorbs energy from its 
surroundings, and perfectly radiates the equivalent energy (as light) according to its 
temperature. This material lacks the ability to reflect any energy from its surroundings. A 
black body is a hypothetical perfect absorber and radiator of energy, which at the time of 
classical physics, were defined by Rayleigh-Jean’s law and Wien’s approximation. The 
creation of a blackbody equivalent led to the discovery that Rayleigh-Jean’s law was able to 
describe experimental results at large wavelengths, however, there was a significant 
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discrepancy between the experimental and predicted results at short wavelengths. 
Conversely, Wein’s approximation was able to describe thermal emission accurately at short 
wavelengths but could not match experimental at long wavelengths.  
Max Planks proposal was that black body radiation was limited to certain specific values, 
and not all values as previously thought, i.e., it was quantized. This quantisation was 
responsible in reconciling the differences between observation and prediction at the 
microscopic level, which could not be explained by classical method. It became clear that 
quantisation was not just a characteristic of light, but also of fundamental particles of matter. 
In atoms, this results in discrete energy levels of electrons; observable in the form of UV and 
visible light line spectra.  
This discovery regarding the quantisation of particles led to Louis de Broglie’s theory of 
matter waves, stating that particles can exhibit wave characteristics and waves can exhibit 
particle characteristics. This was further expanded on by Erwin Schrödinger with his 
invention of wave mechanics, which introduced the Schrödinger equation.  
 
The Schrödinger equation  
According to quantum mechanics, all sub-atomic particles display wave-like properties. The 
behaviour of these particles can be described by a corresponding de Broglie wave. This wave 
is known as the wavefunction 𝜓  defines all physical properties of a system. Any quantum 
system can be described by the Schrödinger equation (Equation 2).  
𝐻 𝜓 = 𝐸 𝜓 
Equation 2 
Where H is the Hamiltonian operator, 𝜓 is the wavefunction (the eigenfunction for a given 
Hamiltonian) and E is the system energy. The wavefunction 𝜓 contains all the information 
it is possible to know about the particle, takes as variables the positions of electrons, neutrons 
and protons. Expansion of the wavefunction leads to the following Schrödinger equation 
(Equation 3). 
𝐻 𝜓𝑖(𝑥1
→, … , 𝑥𝑁
→, 𝑅1
→, … , 𝑅1
→, … , 𝑅𝑀
→) = 𝐸 𝜓𝑖(𝑥1
→, … , 𝑥𝑁
→, 𝑅1
→, … , 𝑅1




→ describes the positions of the Nth electron, and 𝑅𝑀
→ describes the position of the 
Mth nucleus (protons and neutrons). In order to solve the Schrödinger equation, it is 




The Hamiltonian Operator  
The Hamiltonian operator encompasses two components, kinetic energy and potential 
energy of a system (e.g. a molecule). The kinetic and potential components can be further 
separated into the kinetic energies of the nuclei and the kinetic energies of the electrons.  
𝐻 = 𝑇𝑒 +  𝑇𝑛 +  𝑉𝑛𝑒 +  𝑉𝑒𝑒 +  𝑉𝑛𝑛 
Equation 4 
Where 𝑇𝑒 and 𝑇𝑛 are kinetic energy components for the electrons and nuclei respectively; 
𝑉𝑛𝑒 is the attractive potential between electrons and nuclei, and 𝑉𝑒𝑒 and 𝑉𝑛𝑛 represent the 
inter-electronic and inter-nuclear repulsion potentials. Developing the notation of each 
term generates the following form of the Hamiltonian operator.   





















Where i and j are indices identifying individual electrons, running up to the total number of 
electrons, k and l are indices identifying individual nuclei, running up to the total number of 
nuclei. ℏ is Planck’s constant divided by 2𝜋, 𝑚𝑒 is the mass of the electron, 𝑚𝑘 is the mass 
of the nucleus k, ∇2is the laplacian operator, e is the charge on the electron, Z is atomic 
number, and 𝑟𝑎𝑏  is the distance between particles a and b.  
It is now easier to observe how the Hamilton operator is split into kinetic and potential energy 
terms. The first two terms of the Hamiltonian operator contribute the kinetic energy terms 
(Equation 6);  













And the last 3 terms contribute to the potential energy (Equation 7). These potential energy 
terms are expressed exactly as they would be in quantum mechanics;  













With knowledge of the component parts of the Schrödinger equation, the changes in the 
physical properties of a system over time can be described. By replacing the wavefunction 
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with electron density, the energy of a system can by described. This assumption forms the 
basis of density functional theory.  
 
Density Functional Theory (DFT) 
DFT is based on electron density ρ, and this information is readily available from X-ray 
diffraction experiments. For the energy of the system to be appropriately described, the 
electron density must be calculated with the correct Hamiltonian operator.  
 
The Hohenberg Kohn Theorem 
The foundations for modern DFT were laid out by Enrico Fermi and H. L. Thomas in 
1927.301 Subsequently, in the 1964 publication by Hohenberg and Kohn demonstrated that 
DFT can be exact in principle.302 Their research proved that the interaction of ground state 
electron gas with an external potential can be defined as a unique functional of the electron 
density as long as a specific external potential is defined for a particular electron density and 
vice versa. Consequently, the external potential fixes H, which makes it a unique functional 
of electron density. This can be displayed mathematically.  
𝜌 ⇒  {𝑁, 𝑍, 𝑅}  ⇒  𝑉𝑒𝑥𝑡  ⇒  𝐻 ⇒  𝜓0  ⇒  𝐸0 
Equation 8 
 
Where 𝜌 is electron density, {𝑁, 𝑍, 𝑅} are vectors, 𝑉𝑒𝑥𝑡 is the external potential applied to 
the system due to the presence of the nuclei. H is the appropriate Hamiltonian operator and 
𝜓0 and 𝐸0 are the wavefunction and energy of the system in its ground state respectively. 
Subsequently, the Kohn Sham approach developed a model for how DFT can be performed 
in practice.  
 
The Kohn Sham approach  
The Hohenberg Kohn approach does not adequately deal with the orbital-free model, 
resulting in a poor representation of kinetic energy. This weakness was addressed by Kohn 
and Sham in 1965, who stated that observed problems are connected to the manner in which 
the kinetic energy is described. In order to resolve this problem, they introduced a theoretical 
system built from sets of orbitals (one electron functions) where the electrons contained are 
non-interacting. In this case, each electron is subjected to an average repulsion field, 
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generated by all other electrons in the system. The total energy was divided into component 
parts, electron nucleus interactions and electron electron interactions:   
𝐸[𝜌] =  𝑇𝑠[𝜌] + ∫  [?̂?𝑒𝑥𝑡 (𝑟)𝜌(𝑟)𝑑𝑟 + ∫ 𝐽 (𝑟)𝜌(𝑟)𝑑𝑟  
Equation 9 
Where 𝑇𝑠[𝜌] is the electron kinetic energy of the hypothetical system, and 𝜌 is equivalent to 
the non-interacting electrons in the real system. 𝐽 (𝑟) is the classical Coulomb interaction 
between electrons. ?̂?𝑒𝑥𝑡 has previously been defined as the external potential applied to the 
system due to the presence of the nuclei. 𝐽 (𝑟) and ?̂?𝑒𝑥𝑡 can be defined mathematically: 





?̂?𝑒𝑥𝑡 =  ∑
𝑍𝐴





 𝑟′ and 𝑟 represent the coordinate in space of the electron density that the electron is 
interacting with and the coordinate of the electron in the orbital respectively. This allows the 
effect of the electron cloud upon the individual electron to be calculated. The kinetic energy 
can be expressed in terms of orbitals as: 
𝑇𝑆[𝜌] =  −
1
2






Finally, 𝜑𝑖 are the 1 electron orbitals and 𝐸𝑋𝐶 is a term that accounts all the other 
contributions to the energy which are not already accounted for. These include electron 
exchange, correlation energy and correction for the self-interaction included in the Coulomb 
term. It also includes the portion of the kinetic energy which corresponds to the differences 
between the non-interacting and the real system. As this term is unknown, an approximation 
must be made in order to calculate the energy of the system. There are a number of 
approximations that can be used to model the 𝐸𝑋𝐶[𝜌] functional.  
 
Exchange and correlation functionals 
Non-classical contributions to the potential energy are contained in the 𝐸𝑋𝐶[𝜌] functional. 
The contributions are due to electron-electron interaction and the differences in the kinetic 
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energy of the real and theoretical systems. Several functionals can be used to approximate 
this exchange-correlation; Local density approximation, generalised gradient approximation 
and hybrid functionals are functionals that have been demonstrated to accurately account for 
the non-classical potential energy contributions.  
 
Local Density Approximation (LDA) 
The LDA takes the electronic density of a uniform electron gas and is the most basic 
exchange correlation functional. The uniform electron gas gives a constant value for 
electronic density which is not reflective of the rapid variation of electron densities in a 
normal system.  





Where 𝜌 is electron density, N is the total number of electrons in a system and V is the gas 
volume. Although LDA provides only a rough approximation, the form of the exchange and 
correlation energy functionals are known to a very high degree of accuracy. The use of LDA 
reliable gives accurate results for the prediction of molecular properties such as structure, 
vibrational frequency and charge moment. However, flaws in the technique are observed 
regarding bond energies and energy barriers in a chemical reaction, consequently, LDA 
should be avoided for energetic calculations. For open-shell systems, the electronic density 
𝜌 can be replaced with spin electron densities 𝜌𝛼 and 𝜌𝛽 where: 
𝜌 =  𝜌𝛼 +   𝜌𝛽 
Equation 14 
This alteration is known as local spin-density approximation: LSDA. Nusair et al. developed 
a LDSA functional based on high-level quantum Monte Carlo calculations for uniform 
electron gases.303 They were able to produce a correlation energy for spin-polarized 
homogenous electron gas, allowing them to reliable determine the magnitude of non-local 
corrections to the local spin density approximation.  
 
Generalised Gradient Approximation (GGA) 
As LDA gives a constant value of electron density, which we know to be not the case, a new 
type of functional was needed that was more representative: The generalised gradient 
approximation. The GGA functional accounts for the gradient of electron density 𝛻𝜌. The 
use of an electron density gradient allows for a truer representation of the non-homogenous 
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nature of electron density in a system. The GGA can be divided into exchange and 
correlation terms, allowing them to be solved individually: 
𝐸𝑋𝐶
𝐺𝐺𝐴 =  𝐸𝑋




There are numerous examples of commonly used GGA functionals used in computational 
chemistry: 
B245 
Beck et al. developed an exchange functional that provides a gradient correction to the LSDA 
exchange energy. It includes a parameter fitted on known data from rare gas atoms.  
 P86198 
Perdew et al. developed a correlation functional that provides a gradient correction to 
LSDA which includes an empirical parameter fitted for an atom of neon.  
 PW91304,305 
PW91 is a modification of P86 which was developed by Burke et al. and is an exchange-
correlation functional.  
 B95306 
Beck et al. also developed a correlation factor that does not contain any empirical 
parameters. B95 treats the self-interaction error inherent in the real and theoretical electron 
interactions better.  
 PBE307 
PBE is an exchange-correlation functional devolped by Perdew, Burke and Ernzerhof 
 LYP246 
Lee, Yang and Parr developed a correlation functional that is extensively used with the GGA. 
The LYP functional contains 4 empirical parameters fitted to the helium atom.  
 
GGA Hybrid Functionals  
The functionals covered thus far are somewhat inadequate as they all poorly represent the 
exchange problem of electronic self-interaction (although this is somewhat dealt with by 
B95). There exists a method of computation whereby the exchange part is defined exactly: 
The Hartree-Fock (HF) method. However, combination of HF and DFT results in poorer 
results than GGA in DFT. To avoid this apparent compounding of errors from the 
combination of two approaches, the correlation and exchange parts of each computational 
method were combined so a functional that presents an improvement on GGA could be 
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obtained. Through a combination of HF, GGA and LSDA functionals, the exact exchange 
and correlation parts of the hybrid functional can be described. The main elements of this 
hybrid functional are often generated from the generalised gradient approximation, leading 
to GGA hybrid functionals.  
There are several GGA hybrid functional that have been developed and are commonly 
used computationally;  
 B3306 
B3 was developed by Becke and contains a combination of LSDA and GGA functional. It 
contains exact exchange information.  
 PBE0308 
Barone and Adamo developed PBE0 (alternatively known as PBE1PBE) and is a 
combination of the PBE GGA exchange functional and the HF exchange functional. 
However, the contributions from GGA and HF are not equivalent, resulting in an 
improvement over GGA.  
 
The exchange-correlation term is described by a combination of exchange and correlation 
functionals, in order to obtain hybrid functionals such as: B1B95, B1LYP or B3P86.  
DFT is a method to calculate the energy of 1 e orbitals in a system, however, these orbitals 
must first be chosen. This is achieved through selection of the appropriate basis set.   
 
Basis Sets 
Atomic orbitals (or molecular orbitals) are created by basis functionals. Basis functionals are 
composed of a linear combination of functions, each of which contain a number of 
coefficients that are to be determined. There are two main types of basis set; Localised and 
plane wave basis sets. The most commonly used basis sets are Slater-type orbitals, and 
Gaussian-type orbitals.  
 
Slater-type orbitals   
Slater-type orbitals (STOs) have the exponential dependence: 𝑒−𝜁𝑟, where 𝜁 is the constant 
relating to the effective charge of the nucleus and 𝑟 is the distance of the electron from the 
atomic nucleus.  




Where 𝜁 and 𝑟 are unchanged, N is a normalisation factor, 𝛩 and 𝜙 are spherical coordinates, 
𝑌𝑙𝑚 is the angular momentum (describing the effective shape), and 𝑛, 𝑙 and 𝑚 are principal, 
angular momentum and magnetic classical quantum numbers respectively.  
STOs accurately describe the behaviour of hydrogen atomic orbitals as it features a cusp at 
𝑟 = 0 and good exponential decay for increased values of 𝑟. However, the product of two 
STOs centred on two different atoms is a four centre-two electron integral, which are very 
time consuming to calculate and are thus difficult to deal with. Consequently, it is often 
favourable to use Gaussian-type orbitals instead.  
 
Gaussian-type orbitals 
Gaussian-type orbitals (GTOs) have the exponential dependence 𝑒−𝛼𝑟
2
, making the 
mathematical expression of real AOs;  




Where N remains a normalisation factor and 𝑥, 𝑦 and 𝑧 are Cartesian coordinates. 
 
GTOs, in contrast to STOs, do not show a cusp at 𝑟 = 0 and decrease rapidly for large values 
of 𝑟 making them less favourable for describing the behaviour of hydrogen atomic orbitals. 
However, GTOs are often a better basis set as the product of two GTOs on two different 
atoms is a third atom, located between the two original atoms, avoiding the computationally 
complex, four-centre-two electron integrals. GTOs are so favourable, that several GTOs can 
be combined to approximate an STO, which is more efficient than using an STO itself.  
The degree of precision (and computational complexity) of a basis set is definded by the 
number of contracted functions (CGF) used to represent each atomic orbital.For example, 
the STO-3G basis set is formed by a linear combination of three CGF functions, with the G 
indicating a combination of contracted Gaussian functions, combining to resemble an STO. 
Increased precision can be obtained through the use of two or more functions to describe 
each type of orbital. Double and trible-zeta basis sets are often chosen as a compromise 
between good precision and computational complexity.  
The most important electrons are the ones that are affected by a chemical reaction, i.e. the 
valence electrons, and consequently, it is important to have a flexible description of these 
electrons. Certain basis sets treat the core and valence orbitals differently, and these are 
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called split valence basis sets. The most common example of a split valence basis set is the 
6-31G basis set, which uses the nomenclature:  
X-YZG 
Where X represents the number of primitive GTOs used to describe a single contracted 
Gaussian function of the core, and Y and Z represent the number of primitive GTOs 
describing valence orbitals. Further primitive GTOs can be added for increased precision.  
In the case of 6-31G, it is composed of two functions, containing three and one primitive 
GTOs respectively.  
Bonding between atoms induces polarisation, a deformation of the electronic cloud around 
each atom. Additions can be made to the basis sets to allow for polarisation and/or diffuse 
functions. In order to allow for polarisation/diffusion, functions with higher angular 
momentum are added to the basis set. That is to say the addition of a p function to H allows 
for polarisation. This is the same process as the addition of a d-function to a basis set 
containing p-valence orbitals, or the addition of f-functions to d-valence orbitals. For more 
precise results, both polarisation and diffusion functions can be included, transforming our 
original 6-31G basis set to 6-31G(pd). The diffuse functions describe the part of the orbital 
that is most distant from the nuclei, and these can have a significant role when describing 
the behaviour of anions or diffuse electronic clouds of second or third row transition metals. 
They can also be represented by alternative nomenclature: 6-31+G. Where + represents the 
inclusion of a diffuse function.  
The alternative type of basis set to localised (STO and GTO) is plane wave, which has 
advantages of decreased computational complexity.  
Plane Waves 
Plane waves form the basis set used for the majority of calculations on periodic systems. 
This is due in part to the representation being equivalent to a Fourier series. That is to say 
that plane waves can represent a function as the sum of simple sine waves. Each orbital 
wavefunction is expressed as a combination of plane waves, differing by reciprocal lattice 
vectors.   
𝜓𝑖




This approximation can be inserted into the Kohn-Sham equation for DFT, which leads to 









|𝑘 + 𝐺|𝛿𝐺𝐺′ + 𝑉𝑖𝑜𝑛(𝐺 − 𝐺
′) +  𝑉𝑒𝑙𝑒𝑐(𝐺 − 𝐺
′) + 𝑉𝑋𝐶(𝐺 − 𝐺
′)}𝑎𝑖,𝐾+𝐺′ = 𝜀𝑖𝑎𝑖,𝑘+𝐺′ 
Equation 19 
Where 𝛿𝐺𝐺′ is 1, except when 𝐺 − 𝐺
′ ≠ 0, when 𝛿𝐺𝐺′  is 1. 𝑉𝑖𝑜𝑛, 𝑉𝑒𝑙𝑒𝑐 and 𝑉𝑋𝐶 represent the 
electron-nuclei, electron-electron and exchange correlation functionals. In practice this 
approach results in two problems in a macroscopic lattice; 
• The sum of 𝐺′ is in principle a Fourier series over an infinite number of reciprocal 
lattice vectors 
• In a macroscopic there are an infinite number of k points within the first Brillouin 
zone. 
 
There are practical solutions to both of these however. As the valence electrons are largely 
responsible for the physical bonding and chemical properties, it is common to consider only 
the valence electrons and bundle an approximation for the core electrons with the nuclear 
core. The core electrons remain unaffected by the atomic environment. When representing 
valence electrons as a plane wave basis set, we must take into account for the fact that as we 
near the atomic nuclei, the wavefunctions in question show increasingly rapid oscillations. 
This is due to the fact that the wavefunction must be orthogonal to those of the core electrons. 
The rapid oscillations result in a large kinetic energy, and a significant number of plane 
waves would be required to properly model this behaviour. In real terms this would mean 
accounting for a large number of terms in the plane wave expansion of the orbital [ref - 
𝜓𝑖
𝑘(𝑟) =  ∑ 𝑎𝑖,𝑘+𝐺 exp (𝑖(𝑘+𝐺)∙𝑟)𝐺 ]. Further-more, solid systems often contain heavy elements 
which have a higher number of core electrons, compounding these oscillations. Fortunately, 
in the inner region, the high kinetic energy is cancelled out by the high electrostatic potential 
energy of interaction with the nucleus.  
One method of dealing with this problem is to approximate the true potential with a 
pseudopotential. This can account for the interaction of the valence electrons with the 
combined core electrons and nucleus. The pseudopotential is a potential function with 
wavefunctions of the same size and shape of the true wavefunction outside the core region, 
but with fewer nodes inside the core. This allows for the number of terms to be reduced, 




Pseudopotentials can be generated from all-electron atomic calculations, which are relatively 
simple. The valence pseudopotential is then required to reproduce the properties and 
behaviour of the valence electrons in the full calculation. The pseudopotential is dependant 
on orbital angular momentum of the wavefunction of the s, p, d, orbitals, and the total valence 
electron density within the core radius should be equal to that in the all electron environment. 
These pseudopotentials are termed ‘non-local norm-conserving’. Additionally, relativistic 
effects can be included in pseudopotentials which are often present when modelling heavy 
metals.  
Pseudopotentials exist in a number of functional forms. Once the functional form has been 
selected, the parameters can be varied as desired.  Each functional form requires a differing 
number of plane waves for their representation, which decides the degree to which they can 
be applied to varying atomic environments.  ‘Soft’ pseudopotentials require fewer plane 
waves, which are computationally desirable, however, this can lead to transferability issues. 
The desire for computational simplicity led to the development of ‘ultrasoft’ or ‘supersoft’ 
pseudopotentials, which require fewer plane waves still.  
Calculation of infinite plane waves is avoided in practice through the implementation of a 
kinetic energy cutoff, whereby any plane waves with a kinetic energy that falls below this 
level are discounted. The cutoff level can used depends on the system being investigated. 
Elements in the first-row approach closer to the nucleus than elements further down a period. 
Therefore, an element with 2p valence electrons, such carbon, would have a higher cutoff 
than it’s equivalent 3p element, sulfur in this case. Consequently, it can be said that sulfur 
can use a softer pseudopotential. In practice this means more plane waves are needed in the 
case of carbon (i.e. more reciprocal lattice vectors). The basis function is not associated with 
specific atoms in the plane wave expansion but are defined over the whole cell. The 
coefficients 𝑎𝑖,𝐾+𝐺 are obtained by making an initial estimate of the electron density 
variation 𝜌(𝑟), and Kohn-Sham and overlap matrices are constructed. Diagonalisation can 
then generate eigenfunctions and eigen vectors from which the Kohn-Sham orbitals can be 
constructed, allowing the density for the next iteration to be obtained.  
The second principle that must be considered when calculating the band structure of a 
material is that the calculation must be performed for all k vectors in the Brillouin zone. This 
leads to the assumption that for a macroscopic solid, an infinite number of vectors, k, would 
be required to generate the band structure. However, it is possible to sample the Brillouin 
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zone at discrete points. This practice is made possible because the wavefunctions are almost 
identical when they are close together in k space, and consequently can be represented by a 
single sampling point. A weighting factor is then applied to each single discrete value, 
relating to the volume of space it represents. A denser the set of k vectors, leads to smaller 
error, but increased computational complexity.  
There are various methods for selecting suitable sets of k vectors, which can result in 
accurate approximations for properties such as charge density. Monkhorst and Pack 
developed a popular method in 1976. The size and shape of the system can also influence 
the selection of k vectors. If a unit cell is large, then it may be possible to sample a single 
vector. However, it is typical to sample between 10 and 100 vectors for any given system, 
in order to understand the structural and electronic properties of a solid. Certain properties 
require a greater vector density, for example, the calculation of optical properties of a metal 
could require up to a 1000 fold increase in k vectors. Ideally, the calculation should converge 
in terms of the number of wave vectors, k, considered, and in terms of the reciprocal lattice 
vectors, G.  
Finally, the symmetry of the Brillouin zone may sometimes need to be considered. In some 
instances, the symmetry of the Brillouin zone can result in a sample being taken from a small 
section of the zone, rather than over the whole zone. This is a consequence of point symmetry 
of the Brillouin zone, rather than a consequence of the overall transitional symmetry of the 
lattice matrix. The sampling of the smallest possible section can be referred to as the 















Crystal data for sodium azide induced flavin decomposition in TFE 
Table 1.  Crystal data and structure refinement for new. 
Identification code  e15drc1new 
Empirical formula  C15 H10 F6 N4 O3 
Formula weight  408.27 
Temperature  100(2) K 
Wavelength  0.71073 Å 
Crystal system  orthorhombic 
Space group  P b c a 
Unit cell dimensions a = 10.2098(3) Å = 90.0°. 
 b = 13.5134(4) Å = 90.0°. 
 c = 22.8684(7) Å  = 90.0°. 
Volume 3155.13(16) Å3 
Z 8 
Density (calculated) 1.719 Mg/m3 
Absorption coefficient 0.168 mm-1 
F(000) 1648 
Crystal size 0.3 x 0.2 x 0.2 mm3 
Theta range for data collection 3.502 to 26.632°. 
Index ranges -12<=h<=11, -16<=k<=15, -19<=l<=28 
Reflections collected 2846 
Independent reflections 2359 [R(int) = 0.026] 
Absorption correction Semi-empirical from equivalents 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 2846/293/0 
Goodness-of-fit on F2 1.02 
Final R indices [I>2sigma(I)] R1 = 0.0344, wR2 = 0.0858 
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