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Chapter 1
Introduction
In general relativity, critical collapse is a phenomenon for which in depen-
dence of the choice of some parameter of initial data, the resulting spacetimes
can be regular or singular and so the evolution could finish in dispersal or
in a formation of a black hole/naked singularity, respectively. Moreover, in
the second case, it was found the power-law scale for the black hole masses.
These phenomena in gravitational collapse were first found by Choptuik in
numerical simulation of spherically symmetric massless scalar field[3]. In his
paper, the author fixes all initial data parameters of the model, except one
of them, for example p, and studies the resulting spacetimes as functions of
p. After that, by comparing p with a certain value p∗, called critical value,
there are three possible endstates: singular solution, regular solution and
critical solution. Then, by choosing initial data in relation to the critical
value, we can have singular solution with, like in Choptuik’s work, black
hole formation, or a complete dispersion. These two kind of solutions are
separated by a critical hypersurface, given by the choice of initial data cor-
responding to the critical value.
The boundary between the two evolutions is also called black hole threshold
and the critical collapse for which the black hole mass can be arbitrarily
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constructed small in dependence on the parameters p and p∗, as
M ' C(p− p∗)γ , (1.0.1)
is named Type II critical collapse(see Section 2.2), where C is a constant
related to the family of spacetimes and γ is a universal constant which
depends only on the matter. This scenario is well pictured in the Figure 1
Figure 1.1: The phase space picture for the black hole threshold from [12].
where the arrow lines are solution curves, corresponding to spacetimes
and the critical solution is represented by a point. Another point of view
for this phenomena is given by J.M. Mart`ın-Garc`ıa et al.[12], where they
describe them in dynamical system terms. The black holes and the disper-
sion are attracting fixed points of the phase space of the system and the
critical point is in the critical hypersurface. This point is an attractor only
within the black hole threshold. In this paper, it is numerically examined
the global spacetime structure of Choptuik’s critical solution, because the
authors observe that from dynamical system view, it’s clear that during the
7critical evolution a naked singularity forms.
After Choptuik, there were other models with more general matter which
show critical behaviour like the collapse of radiation fluid[5], perfect fluid[10],
and in the collapse simulations of Yang Mills field with critical exponent
0.19[7]. Although of critical phenomena have been observed in numerical
simulations of several matter models, there are very few analytical examples
about it. One of these is the critical collapse of Einstein Cluster[11], where
the authors study a spherically symmetric collapsing model in which the
radial pressure vanishes and non-zero tangential pressure is present in the
collapsing cloud. They show that the cloud could either forms a black hole
or disperse, in dependence of a parameter of initial data.
In the second chapter, these examples are briefly reviewed. In Chapter
3, we specialize to an analytical class of models that shows critical behaviour
for which we study its casual structure and the nature of singularity, when
it forms. Conclusions are discussed in the final section.
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Chapter 2
Background
In the next sections, we describe the solutions found by Choptuik, J.M.
Mart`ın-Garc`ıa et al. and then by Mahajan et al., in detail.
2.1 Choptuik solution
In this section, we describe the numerical study of spherically symmetric
massless scalar field by Choptuik[3]. The author study numerically, a sphe-
rically symmetric massless scalar field φ collapsing model, where the general
time-dependent metric can be written
ds2 = −α2(r, t)dt2 + a2(r, t)dr2 + r2dΩ2, (2.1.1)
with r as the radial coordinate and the proper time of a central observer is
given by
T0 =
∫ t
0
α(0, t¯)dt¯. (2.1.2)
Then, in the paper, it is introduced an auxiliary scalar field variables Φ := φ′
and Π := aφ˙/α, where the dot is the derivate with respect to t and the prime
is with respect to r. By this change of variable, it is found the following
9
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sufficient set of Einstein equations for the model
Φ˙ =
(α
a
Π
)′
, Π˙ =
1
r2
(
r2
α
a
Φ
)′
, (2.1.3)
α′
α
− a
′
a
+
1− a2
r
= 0, (2.1.4)
a′
a
+
a2 − 1
2r
− 2pir(Π2 + Φ2) = 0. (2.1.5)
After that, the dynamics of the scalar field is described in terms of the
variables X and Y ,
X(r, t) :=
√
2pi
r
a
Φ =
√
2pi
r
a
∂φ
∂r
, (2.1.6)
Y (r, t) :=
√
2pi
r
a
Π =
√
2pi
r
a
∂φ
∂t
, (2.1.7)
so, the total mass of the spacetime is
M =
∫ ∞
0
dm
dr
dr
∫ ∞
0
X2 + Y 2dr, (2.1.8)
with a2 = (1 − 2m/r)−1. At this step, the author numerically solves the
Einstein equations and in particular he uses finite-difference method and
an adaptive mesh-refinement algorithm described in [1] and [2]. Because
of the big sensitivity of the solutions to initial conditions, the results are
carefully examined and in the paper it is declared that the phenomena aren’t
numerical artefact. As we said in the introduction, after fixing one parameter
of initial data p, Choptuik studies the family spacetimes solutions S[p], and
he find two values pweak and pstrong for which if p→ pweak, the spacetime is
flat and regular, and if p → pstrong, a black hole forms. Between these two
extreme values, there is the so-called critical one p∗ and by this, it’s possible
to consider two kind of evolutions
• subcritical for p < p∗, and
• supercritical for p > p∗.
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About the critical solution for p → p∗, Choptuik conjectures that this be-
haviour is universal, that is, by considering Z := (X,Y ), there is a unique
sequence Z∗ expressed as a functions of ρ and τ
ρ := ln(kr), (2.1.9)
τ := ln[k(T ∗0 − T0)], (2.1.10)
with k a positive constant. He, also, states that this critical sequence sati-
sfies the scaling relation
Z∗(ρ−∆, r −∆) ' Z∗(ρ, r), (2.1.11)
where ∆ is an universal constant with value 3.4. The scaling relation means
that if one freezes the evolution at some time T0 and then after a δT0, the
same field profiles will be seen and the critical evolution will conclude at
some finite central proper time T ∗0 . He numerically studies these four family
with the following form of initial data
• φ(r) = φ0r3exp(−[(r − r0)/δ]q),
• φ(r) = φ0 tanh[(r − r0)/δ],
• φ(r + r0) = φ0r−5[exp(1/r)− 1]−1, and
• X(r) = (1− η)X<(r) + ηX>(r), Y (r) = (1− η)Y<(r) + ηY>(r),
where X<(r), Y<(r) and X>(r), Y>(r) are late-time fits to subcritical and
supercritical evolutions of the pulse shape. During the supercritical evo-
lutions, with the formation of a black hole, in his simulations, the author
observes that the black hole mass MBH is well described by a power law
MBH ' cf |p− p∗|γ , (2.1.12)
where cf is constant which depends on the family spacetime and γ seems to
be universal with value γ ≈ 0.37, and this suggests that black hole formation
turns out at infinitesimal mass in the model here described.
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2.2 Global structure of Choptuik’s critical solu-
tion
In this section, we briefly summarize the global structure of Choptuik’s
critical solution described by J.M. Mart`ın-Garc`ıa et al.[12]. In the review
Critical phenomena in gravitational collapse[13], the authors distinguishes
two kind of critical collapse, Type I and Type II. From a dynamical system
point of view, the first one is characterized by a stationary critical solution or
time periodic with finite mass and the black mass near the critical surface is
independent of the initial data. Type I phenomena occur when a mass scale
in the field equations becomes dynamically relevant. Type II collapse is such
that it forms arbitrarily small black holes and it occurs if either the field
equations do not contain a scale or this scale is dynamically irrelevant. In
the paper [12], Type II critical collapse of Choptuik’s solutions, is presented
using dynamical system methods, for which the attracting fixed points are
the black holes and the dispersion, while the critical point is an attractor
for the critical surface only. In spite of this point is either a discretely self-
similar(DSS) or a continuously self-similar(CSS) spacetime, in the paper is
considered the first one, because CSS can be thought of a limiting case of
DSS. This collapse’s behaviour is well showed in Figure 2.2, where it can
be observed that any trajectory beginning near the critical surface, moves
parallel to the critical surface towards the critical point. In particular, the
scale-invariant critical solution CS is now represented as a straight line (in
red). Several members of a family of initial conditions (in blue) are attracted
by the critical solution and then depart from it towards black hole formation
(A or B) or dispersion (D)(for more details, see [12]).
Moreover, it is interesting that the black hole scaling power-low can be
expressed in term of the maximum curvature in subcritical and supercritical
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Figure 2.1: The phase space 2-dimensional picture for the black hole thresh-
old from [12].
evolution,
(RabcdR
abcd)max ∼ |p− p∗|−4γ . (2.2.1)
The authors start by discussing the kinematics of global structure of Chop-
tuik’s critical solution.
Definition 1. A spacetime is DSS if there exists a conformal isometry Φ of
the spacetime such that
Φ∗gab = e−2∆gab, (2.2.2)
where ∆ is the dimensionless period and it is a geometric property of
the spacetime, independent of coordinates.
In the paper, adapted coordinates are used and a generic self-similar
spherical symmetric metric is
ds2 = e−2τ (Adτ2 + 2Bdτdx+ Cdx2 + F 2dΩ2), (2.2.3)
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where dΩ2 = dθ2 + sin2 θdϕ2, A is a negative function of (τ, x) and B,
C and F are positive functions of (τ, x). Then, they consider the splitted
spacetime into a product of a 2-dimensional spacetime(reduced manifold) of
coordinates τ and x, and a round sphere with area 4pir2. The area-radius
r for the metric (2.2.3) is e−τF . After that, the authors define µ := 2m/r
and a := (1 − µ)−1/2, where m is defined by 1 − 2m/r = (∇r)2, in a such
way, µ ≥ 1 describes the trapped surface and µ = 1 the apparent horizon.
In order to transforms curves for which F = 0, into lines of constant x in
the reduced manifold, the following coordinate transformations are used
x′ = ϕ(τ, x), τ ′ = τ + ψ(τ, x), (2.2.4)
where ϕ and ψ are periodic in τ with period ∆ and all the invariant radial
null geodesics, under the symmetry (2.2.2), are made into lines of constant
x if A = 0. Now, two kinds of singularities are considered
• kinematical: given by the set τ = ∞, that is a central curvature
singularity,
• geometrical: if this singularity is a point or a null line in the reduced
spacetime.
The global structure of Choptuik’s solution is the same as for all known
Type II critical solutions in spherical symmetry. From the regular center
x = xc in the past, the timelike x-lines become null at x = xp, where A = 0,
∂A/∂x > 0 and B > 0. Then, they are spacelike, and they become null
again at x = xf , where A = 0, ∂A/∂x < 0 and B < 0. The authors
numerically show that the curvature at the Cauchy horizon x = xf is finite
in Choptuik’solution and all geodesics cross it in a finite affine parameter,
so the spacetime can be extended and it has found that there is a unique
DSS continuation with a regular center.
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2.2.1 Field and matter equations
In this section, we describe the Einstein field equation and the massless
real scalar field matter of this problem discussed in the paper. Two null
derivative operators ∇u and ∇v are defined, such that they point towards
the future, the first one inwards and the other outwards. These operators
are normalized, ∇ur = −r and ∇vr = r. By these considerations, since the
massless scalar field satisfies wave equation ∇a∇aφ = 0, this one can be
written as
∇vU − V + PU = 0, (2.2.5)
∇uV + U − PV = 0, (2.2.6)
where U :=
√
2piG∇uφ, V :=
√
2piG∇vφ, P := r∇2r/(∇r)2 and G is the
Einstein tensor. Finally the curvature becomes
Ruu = 4U
2, Rvv = 4V
2, Ruv = 4UV, (2.2.7)
and a scalar field form used is
φ(τ, x) = ψ(τ, x) + kτ, (2.2.8)
where ψ(τ + ∆,x) = ψ(τ, x) and k is constant. In Choptuik solution, k = 0
and U and V are such that U(τ + ∆/2,x) = −U(τ, x), V (τ + ∆/2,x) =
−V (τ, x) and µ(τ + ∆/2,x) = µ(τ, x). In order to cover the critical solution,
the authors present three coordinate and from these, a single smooth co-
ordinate system for the whole spacetime. The past patch, from the regular
center to the past light cone, the outer patch, from the past to the future
light cone and the future patch are shown. About the past patch, the metric
is given in terms of arbitrary functions f(τ, x) and a(τ, x) as
A = a2(x2 − f2), B = −xa2, C = a2, F = x, (2.2.9)
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for x ≥ xc ≡ 0. The Einstein equations are so written as
f,x =
(a2 − 1)f
x
, (2.2.10)
(a−2),x =
1− (1 + U2 + V 2)a−2
x
, (2.2.11)
(a−2),τ =
[(f + x)U2 − (f − x)V 2
x
+ 1
]
a−2 − 1, (2.2.12)
the matter equations are
U,x =
f [(1− a2)U + V ]− xU,τ
x(f + x)
, (2.2.13)
V,x =
f [(1− a2)U + V ]− xU,τ
x(f − x) , (2.2.14)
and the physical regularity condition is
V,τ − (1− a2)V − U = 0 (2.2.15)
on the past light cone. About the outer patch, the metric is in terms of a,
b and ξ(τ) > 0 as
A = a2(1− b2), B = abξ, C = −ξ2, F = 1, (2.2.16)
so the metric equations become
b,x
ξ
= −−3 + a
2 + U2(1− b) + V 2(1 + b)
2a
− ξ
′
aξ
, (2.2.17)
a,x
ξ
= −U
2 − V 2
2
, (2.2.18)
(a−2),τ = [1 + U2(1− b) + V 2(1 + b)]a−2 − 1, (2.2.19)
and the matter equations are
U,x
ξ
=
(1− a2)U + V + U,τ
a(1− b) , (2.2.20)
V,x
ξ
=
(1− a2)V + U + V,τ
a(1 + b)
. (2.2.21)
The extended solution of (2.2.20) around the Cauchy horizon, where it is
singular, by using the characteristic method is found to be
U(τ, y) = U0(τ) + |y|Uˇ(τ)Uˆ(τˆ) + o(|y|), (2.2.22)
2.2. GLOBAL STRUCTURE OF CHOPTUIK’S SOLUTION 17
where Uˆ(τˆ) is an arbitrary periodic function with period ∆, y is such that
D(τ, x) = yD1(τ) + o(y), where D := a(1− b)/ξ and D1
D1 =
ξ′
ξ
+
1
2
(−3 + a20 + 2V 20 ), (2.2.23)
where the function V0 comes the expression of V
V (τ, x) = V0(τ) + o(y
0), (2.2.24)
under a continuity assumption on V , and a0 is such that
(a−20 )
′ − (1 + 2V 20 )a−20 + 1 = 0. (2.2.25)
Then the function  := (1− a¯20)/D¯1 and
Uˇ(τ) := exp
(∫
a˜20 + 
∫
D˜1
)
, (2.2.26)
where
τˆ := τ +
1
D¯1
∫
D˜1 +
1
D¯1
ln |y|. (2.2.27)
In order to extend the solution near the Cauchy horizon, it is splitted into
a regular part with integer powers of y and a singular part with powers of
|y| and the authors construct a formal solution like
f(τ, x) =
∞∑
n=0
ynfn(τ) +
∞∑
n=0
kmax(n)∑
k=0
|y|n+kfn+k(τ, x), (2.2.28)
and
fn+k(τ, x) =
imax(n,k)∑
i=1
fˇ
(i)
n+k(τ)fˆ
(i)
n+k(τˆ), (2.2.29)
where f is for U , V , a and b.
Now, about the future patch, the metric is given in terms of a and a
coefficient f
A = −4a2f(f + x), B = 2a2f, C = 0, F = −x, (2.2.30)
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and the Einstein equations are
f,x =
(a2 − 1)f
x
, (2.2.31)
(a−2),x =
1− (1 + 2U2)a−2
x
, (2.2.32)
(a−2),τ =
[
−2fV
2 − 2(f + x)U2
x
+ 1
]
a−2 − 1, (2.2.33)
U,x =
f [(1− a2)U + V ]− xU,τ
x(f + x)
, (2.2.34)
V,x =
(1− a2)V + U
x
, (2.2.35)
and an asymptotic expansion around the Cauchy horizon is given in terms
of the arbitrary functions V0 and Uˆ.
After the discussion about the field equations, the paper [12] deals with
numerical methods, in order to solve the equations. In particular ∆-periodic
fields Z(τ, x), where Z ∈ {a, f, U, V } are discretized by using N equidistant
points in one period:
Zn(x) := Z
( n
N
∆,x
)
=
N−1∑
k=0
Zˆk(x)e
2piikn/N , (2.2.36)
for n = 0, . . . , N − 1, in such way the problem is a ODE one for the modes
Zˆk(x). The authors use shooting methods on the x axis[8], so they can
improve the treatment of the regular and singular points of the equations
by using Taylor expansions.
2.2.2 Results
In the paper [12], it is shown that Choptuik critical solution can be con-
structed as a solution of a non-linear PDE boundary value problem from
the hypothesis of spherical symmetry, discrete self-similarity and analyticity
at the past center and past light cone of the singularity. It comes out that
the function  is positive, with value 1.4710439(8)x10−6 and this implies that
the scalar field is continuous on the Cauchy horizon. Because the Choptuik
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spacetime is an attractor on the critical surface, the authors conclude that
every naked singularity, near the singularity itself, will have the structure
of this spacetime, by the assumption that it is a global attractor on the
surface. It is also pointed out the extension of this spacetime is not unique,
but if it is DSS, then the naked singularity is a single point or timelike with
infinite negative mass. At the end, the authors observe that stability under
perturbations should be verified yet.
2.3 Critical collapse of Einstein Cluster
In this section, we report the analytical study of spherically symmetric grav-
itational collapse of Einstein Cluster by Mahajan et al.[11], where critical
phenomena is observed with the same feature about the power-law mass
scaling obtained by Choptuik. First of all, we recall collapse equations and
regularity conditions considered by the authors. They start from polar co-
ordinates (t, r, θ, φ) with the metric and the energy-stress tensor
ds2 = −e2ν(t,r)dt2 + e2ϕ(t,r)dr2 +R2(t, r)dΩ2, (2.3.1)
T tt = −ρ, T rr = pr, T θθ = T φφ = pθ, (2.3.2)
where dΩ2 is the line element on 2-sphere, ρ, pr and pθ are density, radial
and tangential pressure. About physical conditions, the authors impose the
weak energy conditions on the matter field
ρ ≥ 0, ρ+ pr ≥ 0, ρ+ pθ ≥ 0. (2.3.3)
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By defining the functions G(t, r) = e−2ϕ(R′)2 and H(t, r) = e−2νR˙2, the
Einstein equations can be written as
ρ =
F ′
R2R′
, pr = − F˙
R2R˙
, (2.3.4)
ν ′(ρ+ pr) = 2(pθ − pr)R
′
R
− p′r, (2.3.5)
−2R˙′ +R′G
G
+ R˙
H ′
H
= 0, (2.3.6)
G−H = 1− F
R
, (2.3.7)
where F/2 is the Misner-Sharp mass and the dot represents the derivative
with respect to t and the prime to r. In this paper, the dynamics are
described by a new coordinate given by the scaling R(t, r) = rv(t, r) such
that
v(ti, r) = 1, v(ts(r), r) = 0, v˙(ti, r) < 0, (2.3.8)
in order to consider a collapsing model, where ti and ts are the initial and
singular time. About this change of variable, the authors say that it is
very useful because by that, they can distinguish the genuine singularity
at R = 0. At this step, in the paper, the Einstein Cluster model is well
described, and it is given by a collapsing cloud with zero radial pressure
and the Misner Sharp mass time independent. The state equation and the
choice of mass(due to regularity of initial density) are
pθ =
1
2
( L2
R2 + L2
)
ρ, F (r) = r3M(r), (2.3.9)
where L(r) is the specific angular momentum and M is a smooth function.
After some algebras for which we remand to their paper, the authors write
the Einstein equations as
RR˙e−2ν = (1 + r2b0)
R3
R2 + L2
−R+ r3M, (2.3.10)
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where b0 is the energy distribution function for the collapsing shells. In this
model, these initial profiles are chosen
M = m0 +m2r2 + . . . , (2.3.11)
L2(r) = l6r
6 + . . . , (2.3.12)
b0(r) = b00 + b02r
2 + . . . . (2.3.13)
It is to observe that L2 must go as r6 because of regularity.
Critical behaviour in Einstein Cluster
After the physical description of the model, the authors begins to study
the critical phenomena. In order to do it, they rewrite (2.3.10) and they
introduce the effective potential V (r, v)
V (r, v) = −e−2ν
(
v2 +
L2
r2
)
vv˙2, (2.3.14)
and at the same time it is
V (r, v) = −
(
b0v
3 +Mv2 − L
2
r4
v +
ML2
r2
)
. (2.3.15)
These two relations imply the possible existence of a non admissible region
where V is positive, because the allowed regions of motion correspond to
V ≤ 0. So, it is stated that if one start from a collapsing state(v˙ < 0), there
is bouncing for some shell if, before the shells become singular, v˙ = 0. This
is possible when V (r, v) vanishes, and for this reason, it will be studied the
evolutions of every shells, in particular the roots of V = 0. By following this
idea, three kind of shell evolutions are found
• V has two distinct positive roots in [0, 1] and then the shells bounce;
• V is always negative in [0, 1], so the shell reaches the singularity at
v = 0, and
• V has a double root in [0, 1], that is the critical evolution.
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The following analysis is about the shells near the center, because if, for
example, some shell ra bounces, than all the shells r > ra must bounce.
The effective potential near the center, with the initial profile defined in the
previous section, is
V ≈ −b0(r)v3 − (m0 +m2r2)v2 + l6r2v − (m0 +m2r2)l6r4, (2.3.16)
and by fixing all the parameters except l6 and studying when its discrimi-
nant, with respect the variable v, vanishes, the authors discover the three
possible evolutions that they call them supercritical, subcritical and critical
evolution.
• Supercritical evolution
During this evolution the potential for the central shell has always a
double root, and for the shells near the center V is negative until a
certain radius rc(critical radius) and then they bounce. In any case,
the shells with radius less then rc collapse and they contribute to the
black hole formation. The figure 2.2 shows the potential for radius
Figure 2.2: Supercritical evolution[11]
r = 0.10, 0.113, 0.15 with l6 = 3.5, b0 = 4.0, m0 = 1.15 and m2 = −20.
• Critical evolution
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Critical evolution is obtained with l6 values greater then before and in
this case it is observed that only the central shell has two double root
and so it collapses.
Figure 2.3: Critical evolution[11]
The figure 2.3 shows the potential for l6 = 5.3, b0 = 4.0, m0 = 1.15
and m2 = −20.
• Subcritical evolution For greater values of l6, the authors show the
subcritical evolution for which there is a complete bounce of the col-
lapsing shells. Only the central shell reaches the singularity. It is also
stated that this singularity is naked because the central singularity
forms but the trapped region doesn’t form in the cloud and the singu-
larity is globally visible. The figure 2.4 shows the potential for l6 = 10,
b0 = 4.0, m0 = 1.15 and m2 = −20.
Power Law mass scaling
The last section of Mahajan et al.’s work is about the black hole mass scaling
law. They firstly compute the critical radius, by considering that, at this
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Figure 2.4: Subcritical evolution[11]
value the effective potential vanishes, so they find
r2c ≈ k|l6 − l6c|, (2.3.17)
where k is a constant and l6c is the critical value. Then, it’s possible to write
the Misner-Sharp mass at rc
F (rc)
2
≈ 1
2
r3c (m0 +m2r
2
c ), (2.3.18)
and finally, for rc −→ 0, the black hole mass can be written as
MBH ≈ cm|l6 − l6c|3/2, (2.3.19)
with cm constant. The authors conclude by saying that these results are the
same if one vary another parameter instead of l6.
A last consideration is about shell crossing formation, for which in the
paper it is showed that they don’t happen for the chosen initial data in
the vicinity of critical situation, but as the authors say, they don’t give a
general criteria on initial parameter function in order to avoid shell crossing
formation.
Chapter 3
Critical phenomena in
spherical gravitational
collapse
3.1 Critical behaviour
In the present paper we describe a family of solutions of the Einstein field
equation in spherical symmetry, for which the collapse ends in formation of
a black hole or in dispersion, that is called critical phenomenon.
We have considered the metric solution found in [6], where from a general
spherical symmetry metric
ds2 = −e2ν(r,t)dt2 + e2λ(r,t)dr2 +R(r, t)2dΩ2, (3.1.1)
the authors have introduced the coordinate system area-radius [14], so the
new metric results
ds2 = −Adr2 − 2BdRdr − CdR2 +R2dΩ2, (3.1.2)
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where A, B and C are functions of r and R and they have denoted u =
|R˙e−ν |. In their work, they got the following solution
g = −G2
(
1− 2Ψ
R
)
dr2 +G
Y
u
dRdr − 1
u2
dR2 +R2dΩ2, (3.1.3)
where
u2 = −1 + 2Ψ
R
+ Y 2, G,R = − 1
Y
(1
u
)
,r
(3.1.4)
and Ψ and Y are two arbitrary functions of (r,R). In particular, Ψ is
the Misner-Sharp mass. Later on, we’ll show a family of (Ψ, Y ) functions,
for which the critical behaviour occurs.
3.2 Physical requirement
In order to have a physically meaningful solutions, we require some condi-
tions on the equations of state and on the data. The assumed equation of
state is
w = h(r,R) +
1√
η
l(r,R), (3.2.1)
with h, l arbitrary function,
√
η = (uG)−1 and the energy density and the
radial and tangential stresses can be written in terms of Ψ and Y as
 =
1
4piR2
[(uG)−1
Y
Ψr + ΨR
]
, (3.2.2)
pr = − ΨR
4piR2
, (3.2.3)
pt = −(uG)
−1
8piR
(Ψ,rR
Y
− Ψ,r
Y 2
∂Y
∂R
+
Ψ,RR
uG
)
. (3.2.4)
First of all, Ck regularity of the data are assumed, which means, the
equation of state and the arbitrary functions Ψ and Y are assumed to be
Taylor-expandable up to the required order, and they are defined on the set
{(r,R) : r ∈]0, rb], R ∈]0, r]}; [0, rb] is a right neighborhood of r = 0 for some
rb > 0, where the metric (3.1.3) is defined.
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Now, we impose the weak energy condition (w.e.c.) in spherical symme-
try
 > 0, + pr ≥ 0, + pt ≥ 0, (3.2.5)
and sufficient conditions for (3.2.5) in terms of Ψ and Y are
Ψ,r ≥ 0, Ψ,R ≥ 0, Ψ,r ≥ Y R
2
(Ψ,r
Y
)
,R
, Ψ,R ≥ R
2
Ψ,RR. (3.2.6)
Moreover, we require the isotropy of the stresses before singularity forma-
tion, that in comoving coordinates is
pr(0, t) = pt(0, t), (3.2.7)
for any regular t = const hypersurface. Under the additional assumption
that Ψ is Taylor expansible at (r =, R = 0), condition (3.2.7) becomes
ΨrR(0, 0) = ΨRR(0, 0) = 0. (3.2.8)
By the aim to study a collapsing scenario arising from an initial regular
situation, the initial energy density, 0(r) := (r, r):
0(r) =
[Ψ,r(r, r) + Ψ,R(r, r)]
4pir2
, (3.2.9)
must be finite and non vanishing. For this goal, Ψ(r,R) has been imposed
to be as
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), (3.2.10)
with Ψ30 6= 0. Then, the metric regularity status at the centre and the con-
dition of decreasing initial energy , i.e. 0(r) must be a decreasing function
of r, are demanded. All above conditions can be written only in terms of Ψ
and Y as
Y 2(r,R) ≥ 0 ∀r,R ≥ 0, (3.2.11)
Ψ,rr(r, r) + Ψ,RR(r, r) + 2Ψ,rR(r, r)− 2
r
[Ψ,r(r, r) + Ψ,R(r, r)] < 0, (3.2.12)
Ψ(r,R) > 0, for r > 0, R ≥ 0 (3.2.13)
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and it is required the strict positivity of the function G(r, 0) together
with non-increasing behaviour of G(r,R) w.r. to R,
Ψ,r(r,R) + Y (r,R)Y,r(r,R)R ≥ 0, for r ≥ 0, R ∈ [0, r]. (3.2.14)
If the function H(r,R) =
[
R
2Ψ+R(Y 2−1)
]1/2
is well defined, we need to
impose that it is integrable with respect to σ in [0, r] and
0 < lim
r→0+
∫ Rh
0
H(r, σ)dσ < +∞, (3.2.15)
where Rh is the apparent horizon defined by Rh = 2Ψ(r,Rh), that because
Ψ is given by (3.2.10), one has Rh ≈ 2Ψ30r3 + (r3), with Ψ30 6= 0.
The collapsing scenario has to start from initial regular situation, in
particular from a regular center. So, since Y could not be regular, it must
be imposed
Y (r,R)2 −→ 1 on the curves like Rγ = γ0r, 0 < γ0 ≤ 1. (3.2.16)
Indeed, local cartesian behaviour of the metric at the regular center imposes
the condition
R′e−λ −→ 1, (3.2.17)
on the regular center. Since Y = R′e−λ and the regular center is given by
R/r > 0, we express (3.2.17) by (3.2.16).
Remark 1. Let H be H(r,R) =
[
R
2Ψ+R(Y 2−1)
]1/2
. If H > 0, the curves
Rγ = γr
3, with γ ≥ 2Ψ30, tends to the singularity.
Proof. Let us consider
tγ(r) := R(tγ(r), r) = Rγ = γr
3 and th(r) := R(th(r), r) = Rh ≈ 2Ψ30r3
(3.2.18)
Since R˙ = −eνu, we compute tγ and th
tγ =
∫ r
Rγ
e−ν(r,s)H(r, s)ds =
∫ r
γr3
e−ν(r,s)H(r, s)ds, (3.2.19)
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th =
∫ r
Rh
e−ν(r,s)H(r, s)ds =
∫ r
2Ψ(r,Rh)
e−ν(r,s)H(r, s)ds ≈
∫ r
2Ψ30r3
e−ν(r,s)H(r, s)ds,
(3.2.20)
Now, let show that tγ − th −→ 0, for r → 0.
0 ≤ tγ(r)− th(r) ≈
∫ γr3
2Ψ30r3
e−ν(r,s)H(r, s)ds −→ 0,
for r → 0, because of ν is a bounded function and from (3.2.15).
3.3 Shell focusing singularities
We want to consider only shell focusing singularity, that occurs when R = 0,
avoiding shell crossing. This case, generated by shells of matter intersecting
each other, can happen if uY G = 0, which corresponds to R′ = 0. Because
the function u could vanish, this implies that Y G must be such that uY G
is not zero.
Proposition 1. Let be Y a regular function and no zero ∀r > 0 and ∀R > 0.
Let be the H := 2Ψ +R(Y 2 − 1) such that H ∈ C1 and if there exists Ru(r)
such that u(r,Ru(r)) = 0, then shell crossing singularities don’t occur if and
only if
R′u(r) = −
Hr
HR > 0. (3.3.1)
Proof. (⇒) The no occurrence of shell crossing, means that, let be Ru(r)
such that u(r,Ru(r)) = 0, limR→Ru(r)+ G tends to plus infinity. So, start
to compute the limit limR→Ru(r)+ uG, in order to verify that it is equal to
R′u(r).
lim
R→Ru(r)+
uG = lim
R→Ru(r)+
G
(1/u)
=,
by using de l’Hopital theorem
lim
R→Ru(r)+
GR
(1/u)R
= lim
R→Ru(r)+
− 1Y (1/u)r
(1/u)R
=
1
y0
[ lim
R→Ru(r)+
−(1/u)r
(1/u)R
] =
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=
1
y0
[− lim
R→Ru(r)+
(ur/u
2)
(uR/u2)
] =
1
y0
[− lim
R→Ru(r)+
1
2(H/R)−1/2(H/R)r
1
2(H/R−1/2)(H/R)R
] =
1
y0
[− lim
R→Ru(r)+
(Hr/R)
HR
R − HR2
] =
1
y0
[− lim
R→Ru(r)+
RHr
RHR −H ] =
1
y0
[ lim
R→Ru(r)+
Hr
HR ] =
1
y0
R′u(r).
We have observed that for R→ Ru(r)+, as u2 tends to 0, the same forH, and
in the last algebra, since Ru is defined by u(r,Ru) = 0, so H(r,Ru(r)) = 0,
then Hr + HRRu(r)′ = 0 and R′u = −Hr/HR. Then, because there isn’t
shell crossing, H is strictly increasing, in particular R′u must to be strictly
positive.
(⇐) In this case, we need to prove that if R′u(r) > 0, then limR→Ru(r)+ G→
+∞. From Einstein equation (3.1.4), one has
lim
R→Ru(r)+
∫ R
r
1
Y (r, σ)
ur(r, σ)
u2(r, σ)
dσ = lim
R→Ru(r)+
∫ u(R)
u(r)
1
Y
ur
u2
1
uR
du =
by using previous computations,
= y0Ru(r)
′ lim
R→Ru(r)+
∫ u(R)
u(r)
1
u2
du→ +∞,
because u(r,Ru(r)) = 0.
3.4 The class of solution
In this section, we will show the class of solution such that has a critical
behaviour, which means that in comoving coordinates, the dynamic of the
shells starts with a collapsing scenario(R˙ < 0) and then there are two pos-
sible evolutions for which
• subcritical: it exists a shell rc such that for r < rc, the shells bounce
and they produce the expansion;
• supercritical: all the shells completely collapse.
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In the supercritical for r < rc all shells collapse and so it could form a black
hole or a naked singularity, rc is called critical radius.
In order to verify if critical phenomena appear, we need to study the sign
of the bouncing curve, defined by u2 = 0, that describes the shell’s dynamic,
and if this curve changes its sign, there is the bouncing.
We are going to prove the following result
Proposition 2. The class of solution of Einstein field equation for the me-
tric (3.1.3)
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), Y
2(r,R) =
N(r,R)
D(r,R)
, (3.4.1)
generates critical collapse and the phenomenon depends by the coefficients
of Y and where N and D are positive function and Taylor expandable as
N(r,R) =
∑
i+j=2
aijΨ
i/3Rj+
∑
i+j=2+p
cijΨ
i/3Rj+. . . , D(r,R) =
∑
m+l=2
bmlΨ
m/3Rl+
∑
m+l=2+q
bmlΨ
m/3Rl+. . . ,
(3.4.2)
such that aij, cij, bml and dml are not all equal to zero, p > 0 and q > 0.
Before proving this result, we analyse the condition for the function Y ,
that we have described in (3.2.16).
3.4.1 Condition on Y
As we have said in (3.2.16), a regular condition for the model is that R′e−λ →
1 on all the curves go to regular center, that means Y 2(r,R) → 1 on Rk =
krα, with 0 < k ≤ 1 and α = 1.
In order to find this condition, it is useful to consider a change of coo-
rdinate
(r,R) 7−→ (ϕ := 3
√
Ψ(r,R), R), (3.4.3)
so, the initial data can be written as R0 = r = r(ϕ) = cϕ + o(ϕ) and by
definition of ϕ, we have ϕ = Ψ
1/3
30 r + o(r) and then r = Ψ
−1/3
30 ϕ + o(ϕ).
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Finally, the curves Rk become Rk = kϕ
α and the function u2 and Y 2, on
these curves are
Y 2|Rk =
∑
i+j=2 aijk
jϕαj+i +
∑
i+j=2+p cijk
jϕαj+i + . . .∑
m+l=2 bmlk
lϕαl+m +
∑
m+l=2+q dmlk
lϕαl+m + . . .
, (3.4.4)
so Y 2|Rk → 1 if
∑
i+j=2 aijk
j =
∑
m+l=2 bmlk
l. Moreover, it must be∑
i+j=2 aijk
jϕαj+i =
∑
m+l=2 bmlk
lϕαl+m, for 1 ≤ α < 3.
For following computations, for 1 < α < 3, it will be useful to write
Y 2|Rk as
Y 2|Rk ∼
amlk
lϕαl+m + cijk
jϕαj+i + . . .
brsksϕαs+r + dfgkgϕαg+f + . . .
, αj+i ≥ αl+m, αg+f ≥ αs+r,
(3.4.5)
where αl +m = min{αl +m|l +m = 2;αj + i|i+ j = 2 + p}, αs+ r =
min{αs+ r|s+ r = 2;αg+ f |g+ f = 2 + q}, αj + i is the no-zero first term
such that αj + i ≥ αl + m and αg + f is the no-zero first term such that
αg + f ≥ αs+ r. So, Y 2|Rk → 1 if amlklϕαl+m = brsksϕαs+r.
Moreover, Y 2 must be a positive function, this implies that aml > 0 and
in particular for α = 3, if 3g + f = 3j + i = 3l +m, then we impose
cij = dfg > 0. (3.4.6)
3.4.2 Bouncing time and singular curve
In comoving coordinates (r, t), the locus of the zeroes of R(r, t) - if any -
defines implicitly a singularity curve ts(r) via R(r, ts(r)) = 0. The quan-
tity ts(r) represents the comoving time at which the shell labelled r be-
comes singular, and therefore the central singularity forms if there exists
limr→0+ ts(r) finite and positive. Integrating R˙ = −eνu, with the change of
variable R = kϕ, we have
− ueν = R˙ = dR
dt
= ϕ
dk
dt
, (3.4.7)
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so,
dt = −e−νϕdk
u
∼ −ϕ
u
dk, t =
∫ t
0
dt
because e−ν is a bounded function. By definition of k = R/ϕ, and since
R0(ϕ) = Ψ
−1/3
30 ϕ + o(ϕ), then k0(ϕ) = Ψ
−1/3
30 + o(Ψ
−1/3
30 ) and by a normal-
ization (Ψ30 = 1), k0(ϕ) = 1 + o(1). So, we have
ts = −
∫ k
k0
ϕ
eνu(ϕ, hϕ)
dh, ts ∼
∫ 1
0
ϕ
u
dh. (3.4.8)
If the function u is always positive, we need to study (3.4.8) and if it is finite
for ϕ > 0, it means that no central shells collapse in a finite time, otherwise
they collapse, but they don’t become singular. Then the center must be
considered, by analysing the limit
ts(0) = lim
ϕ→0
ts(ϕ), (3.4.9)
and if this is finite, then the center becomes singular in a finite time.
Instead, if some shells bounce(u may become negative), we need to study
the bouncing time tr, that represents the time in which the shells reach the
bouncing curve u2 = 0 and it is defined by
tr(ϕ) ∼
∫ k0
ku
ϕ
u
dh. (3.4.10)
The function ku(ϕ) is the curve in coordinate (k, ϕ), related to the curve
Ru(ϕ) := u(ϕ,Ru(ϕ)) = 0 and defined by ku := Ru(ϕ)/ϕ. In this situation,
if (3.4.10) is finite for ϕ > 0, the shells reach the bouncing curve in a finite
time and then the system expands for future lines, otherwise there is an
indefinite expansion. About the center, if limϕ→0 ku is positive, then the
center bounces, if it is equal to zero, we have to check if limϕ→0 tr(ϕ) is
finite(so the center becomes singular in a finite time) or not.
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3.5 General model
In this section we consider the model in (2) and we will prove that presents
critical behaviour. To do that, we need to evaluate u2 on curves Rk = kr
α
between the apparent horizon and the initial data. For this reason, if α = 1,
k must be 0 < k < 1 and because of the apparent horizon is given by
Rh = 2Ψ30r
3, so k must be greater then 2Ψ30. For 1 < α < 3, k is to be
positive. We called these kind of curves admissible curves. By computing
u2 on Rk, we will be able to prove under which conditions it may vanish,
that implies the existence of non admissible region and so a possible bounce
of some shells. We present the general model in coordinates (ϕ,R) and so
first of all we recall that the function u2(see (3.1.4)), from the definition of
ϕ, becomes
u2 = −1 + 2ϕ
3
R
+ Y 2, (3.5.1)
and that as we have seen in the previous section, it’s possible to approximate
the function Y 2|Rk=kϕα in this way: for α = 1, from (3.4.4)
Y 2|Rk =
∑
i+j=2 aijk
jϕαj+i +
∑
i+j=2+p cijk
jϕαj+i + . . .∑
i+j=2 aijk
jϕαj+i +
∑
m+l=2+q dmlk
lϕαl+m + . . .
, (3.5.2)
and for α ∈ (1, 3], from (3.4.5)
Y 2|Rk ∼
amlk
lϕαl+m + cijk
jϕαj+i + . . .
brsksϕαs+r + dfgkgϕαg+f + . . .
, αj+i ≥ αl+m, αg+f ≥ αs+r.
(3.5.3)
The Proposition 2. can be reformulated with more details as follows.
Proposition 3. Let us consider be the class of solution of Einstein field
equations for the metric (3.1.3)
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), Y
2(ϕ,R) =
N(ϕ,R)
D(ϕ,R)
, (3.5.4)
3.5. GENERAL MODEL 35
where N and D are positive function and Taylor expandable as
N(ϕ,R) =
∑
i+j=2
aijϕ
iRj+
∑
i+j=2+p
cijϕ
iRj+. . . , D(ϕ,R) =
∑
m+l=2
bmlϕ
mRl+
∑
m+l=2+q
bmlϕ
mRl+. . . ,
(3.5.5)
such that aij, cij, bml and dml aren’t all equal to zero, p > 0 and q > 0.
Then, there exists at least, a curve Rk = kϕ
α, α ∈ [1, 3], where Rk are the
admissible curves, such that u2(ϕ, kϕα) vanishes, if it happens one of the
following cases:
1. for α = 1 and 0 < k < Ψ
−1/3
30 , by considering (3.5.2):
(a) p < q
i. p = 1 and
∑
i+j=3 cijk
j < 0
ii. p = 2 and
∑
i+j=4 cijk
j < −2
∑
i+j=2 aijk
j
k
(b) q < p
i. q = 1 and
∑
m+l=3 dmlk
l > 0
ii. q = 2 and
∑
m+l=4 dmlk
l >
2
∑
i+j=2 aijk
j
k
(c) p = q ≡ p
i. p = 1 and
∑
i+j=3(cij − dij)kj < 0
ii. p = 2 and
∑
i+j=4(cij − dij)kj < −
2
∑
i+j=2 aijk
j
k
2. for α ∈ (1, 3), by considering (3.5.3),
(a) αj + i > αg + f and
i. αg + f + α < αl +m+ 3 and dfg > 0; or
ii. αg + f + α = αl +m+ 3 and (−dfgkg+1 + 2amlkl) < 0
(b) αj + i < αg + f and
i. αj + i+ α < αl +m+ 3 and cij < 0; or
ii. αj + i+ α = αl +m+ 3 and (cijk
j+1 + 2amlk
l) < 0
(c) αj + i = αg + f and
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i. αj + i+ α < αl +m+ 3 and (cijk
j+1 − dfgkg+1) < 0; or
ii. αj+ i+α = αl+m+ 3 and (cijk
j+1−dfgkg+1 + 2amlkl) < 0
3. for α = 3, k > 2, by considering (3.5.3),
(a) 3j+ i = 3g+ f = 3l+m and [cijk
j+1 + kg(2− k)dfg + 2aml] < 0;
(b) 3j + i = 3l +m and (cijk
j+1 + 2amlk
l) < 0;
(c) 3g + f = 3l +m and [kg(2− k)dfg + 2aml] < 0.
Once this Proposition is proved, then (2) follows immediately. In order
to prove the Proposition 3., we split the proof by distinguishing the cases
α = 1 and α ∈ (1, 3].
3.5.1 Case α = 1
As we said before, we start the proof of Proposition 3. by considering the
case α = 1, that is we study the sign of function u2 on Rk = kϕ
α, for α = 1.
Proof. The function u2 on Rk = kϕ
α is given by
u2|Rk=kϕα =
∑
i+j=2 aijk
jϕαj+i +
∑
i+j=2+p cijk
jϕαj+i + . . .∑
i+j=2 aijk
jϕαj+i +
∑
m+l=2+q dmlk
lϕαl+m + . . .
−1+ 2ϕ
3
kϕα
|Rk=kϕα ∼
∼ kϕ
α
∑
i+j=2 aijk
jϕαj+i + kϕα
∑
i+j=2+p cijk
jϕαj+i − kϕα∑i+j=2 aijkjϕαj+i+
kϕα(
∑
i+j=2 aijk
jϕαj+i +
∑
m+l=2+q dmlk
lϕαl+m)
−kϕα∑m+l=2+q dmlklϕαl+m + 2ϕ3∑i+j=2 aijkjϕαj+i + 2ϕ3∑m+l=2+q dmlklϕαl+m
kϕα(
∑
i+j=2 aijk
jϕαj+i +
∑
m+l=2+q dmlk
lϕαl+m)
(3.5.6)
Now, we analyse the sign of the numerator of (3.5.6)
kϕα
∑
i+j=2+p
cijk
jϕαj+i−kϕα
∑
m+l=2+q
dmlk
lϕαl+m+2ϕ3
∑
i+j=2
aijk
jϕαj+i+2ϕ3
∑
m+l=2+q
dmlk
lϕαl+m,
(3.5.7)
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that for α = 1 becomes
kϕ
∑
i+j=2+p
cijk
jϕj+i−kϕ
∑
m+l=2+q
dmlk
lϕl+m+2ϕ3
∑
i+j=2
aijk
jϕj+i+2ϕ3
∑
m+l=2+q
dmlk
lϕl+m,
(3.5.8)
and it can be written as
kϕ3+p
∑
i+j=2+p
cijk
j − kϕ3+q
∑
m+l=2+q
dmlk
l + 2ϕ5
∑
i+j=2
aijk
j + 2ϕ5+q
∑
m+l=2+q
dmlk
l.
(3.5.9)
In order to simplify the computations, we distinguish the cases p < q,
q < p and p = q:
1. p < q
Of course, for p < q, kϕ
∑
i+j=2+p cijk
jϕj+i has a lower degree than
kϕ
∑
m+l=2+q dmlk
lϕl+m and than 2ϕ3
∑
m+l=2+q dmlk
lϕl+m. We can
write
kϕ
∑
i+j=2+p
cijk
jϕj+i = kϕ3+p
∑
i+j=2+p
cijk
j
and
2ϕ3
∑
i+j=2
aijk
jϕj+i = 2ϕ5
∑
i+j=2
aijk
j ,
so, we have to analyse for values of p equal to 1, 2 and greater than 2:
(a) p = 1.
For p = 1, (3.5.8) is governed by
∼ kϕ3+p
∑
i+j=2+p
cijk
j , (3.5.10)
and it is positive if
∑
i+j=2+p cijk
j > 0.
(b) p = 2.
For p = 2, (3.5.8) has the following behaviour for ϕ close to zero
(k
∑
i+j=2+p
cijk
j + 2
∑
i+j=2
aijk
j)ϕ5, (3.5.11)
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that it is positive if
∑
i+j=2+p
cijk
j > −2
∑
i+j=2 aijk
j
k
(3.5.12)
(c) p > 2.
For p greater than 2, (3.5.8) is governed by
∼ 2ϕ5
∑
i+j=2
aijk
j (3.5.13)
that is always positive because Y 2 is a positive function.
2. q < p
In this case, kϕ
∑
m+l=2+q dmlk
lϕl+m has a lower degree than kϕ
∑
i+j=2+p cijk
jϕj+i
and than 2ϕ3
∑
m+l=2+q dmlk
lϕl+m, so we can write
−kϕ
∑
m+l=2+q
dmlk
lϕl+m = −kϕ3+q
∑
m+l=2+q
dmlk
l.
Now, as we made for p < q, we need to consider values of q equal to
1, 2 and greater than 2:
(a) q = 1.
For q = 1, (3.5.8) is governed by
∼ −kϕ3+q
∑
m+l=2+q
dmlk
l, (3.5.14)
and it is positive if
∑
m+l=2+q dmlk
l < 0.
(b) q = 2.
For q = 2, (3.5.8) behaves as
(−k
∑
m+l=4
dmlk
l + 2
∑
i+j=2
aijk
j)ϕ5, (3.5.15)
that it is positive if
∑
m+l=4
dmlk
l <
2
∑
i+j=2 aijk
j
k
(3.5.16)
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(c) q > 2.
For q greater than 2, (3.5.8) is governed by
∼ 2ϕ5
∑
i+j=2
aijk
j , (3.5.17)
that is always positive because Y 2 is a positive function.
3. p = q(≡ p).
For p = q(≡ p), (3.5.8) can be written as
kϕ
∑
i+j=2+p
cijk
jϕj+i−kϕ
∑
m+l=2+p
dmlk
lϕl+m+2ϕ3
∑
i+j=2
aijk
jϕj+i+2ϕ3
∑
m+l=2+p
dmlk
lϕl+m =
kϕ3+p[
∑
i+j=2+p
(cij − dij)kj ] + 2ϕ5
∑
i+j=2
aijk
j + 2ϕ5+p
∑
i+j=2+p
dijk
j .
(3.5.18)
Certainly, 2ϕ5
∑
i+j=2 aijk
j has a lower degree than 2ϕ5+p
∑
i+j=2+p dijk
j .
Now, again we study values of p equal to 1, 2 and greater:
(a) p = 1.
For p = 1, (3.5.18) is governed by
∼ kϕ3+p[
∑
i+j=2+p
(cij − dij)kj ], (3.5.19)
and it is positive if
∑
i+j=2+p(cij − dij)kj > 0.
(b) p = 2.
For p = 2, (3.5.18) is
∼ ϕ5[k
∑
i+j=4
(cij − dij)kj + 2
∑
i+j=2
aijk
j ],
that is positive if
∑
i+j=4
(cij − dij)kj > −
2
∑
i+j=2 aijk
j
k
(3.5.20)
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(c) p > 2. In this case, (3.5.18) is governed by 2ϕ5
∑
i+j=2 aijk
j , that
is always positive.
3.5.2 Case 1 < α ≤ 3
In this section, we continue the proof of the Proposition 3. by studying the
case 1 < α ≤ 3, but first of all we make the following algebras that we will
need later. By using (3.4.5), let us compute u2|Rk=kϕα and consider only its
numerator, one has
u2|Rk ∼
amlk
lϕαl+m + cijk
jϕαj+i + . . .
brsksϕαs+r + dfgkgϕαg+f + . . .
− 1 + 2ϕ
3
kϕα
∼ (3.5.21)
amlk
l+1ϕαl+m+α+cijk
j+1ϕαj+i+α−amlkl+1ϕαl+m+α−dfgkg+1ϕαg+f+α+2amlklϕαl+m+3+2dfgkgϕαg+f+3 =
cijk
j+1ϕαj+i+α − dfgkg+1ϕαg+f+α + 2amlklϕαl+m+3 + 2dfgkgϕαg+f+3
(3.5.22)
It is useful to split this part of proof into two cases: 1 < α < 3 and α = 3.
Case 1 < α < 3
We deal with the proof of the Proposition 3. for 1 < α < 3.
Proof. Let us study the behaviour of (3.5.22)
cijk
j+1ϕαj+i+α − dfgkg+1ϕαg+f+α + 2amlklϕαl+m+3 + 2dfgkgϕαg+f+3.
(3.5.23)
Of course αg + f + α < αg + f + 3, then we distinguish the following
cases:
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1. αj + i > αg + f :
(a) if αg + f + α < αl +m+ 3, then (3.5.23) is positive if dfg < 0.
(b) if αg+ f +α = αl+m+ 3, then (3.5.23) behaves as (−dfgkg+1 +
2amlk
l)ϕαl+m+3, that is positive if
dfg <
2amlk
l
kg+1
.
(c) if αg+f+α > αl+m+3, then (3.5.23) behaves as 2amlk
lϕ2l+m+3,
that is always positive by definition of Y 2.
2. αj + i < αg + f :
(a) if αj + i+ α < αl +m+ 3, then (3.5.23) is positive if cij > 0.
(b) if αj + i + α = αl + m + 3, then (3.5.23) behaves as (cijk
j+1 +
2amlk
l)ϕαl+m+3, that is positive if
(cijk
j+1 + 2amlk
l) > 0
(c) if αj+i+α > αl+m+3, then (3.5.23) behaves as 2amlk
lϕαl+m+3,
that is always positive by definition of Y 2.
3. αj + i = αg + f :
(a) if αj + i+α = αg+ f +α < αl+m+ 3, then (3.5.23) is positive
if (cijk
j − dfgkg) > 0
(b) if αj + i + α = αg + f + α > αl + m + 3, then (3.5.23) behaves
as 2amlk
lϕαl+m+3, that is always positive by definition of Y 2
(c) if αj + i + α = αg + f + α = αl + m + 3, then (3.5.23) behaves
as(cijk
j+1 − dfgkg+1 + 2amlkl)ϕαl+m+3, that is positive if
(cijk
j+1 − dfgkg+1 + 2amlkl) > 0
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Case α = 3
Finally, we consider the case α = 3 to conclude the proof of the Proposition
3.
Proof. We start to compute (3.5.22) for α = 3 and it becomes
cijk
j+1ϕ3j+i+3 − dfgkg+1ϕ3g+f+3 + 2amlklϕ3l+m+3 + 2dfgkgϕ3g+f+3 =
(3.5.24)
cijk
j+1ϕ3j+i + kg(2− k)dfgϕ3g+f + 2amlklϕ3l+m. (3.5.25)
Like for case 1 < α < 3, we distinguish the following
1. 3g + f > 3j + i:
(a) if 3j + i > 3l +m, then (3.5.25) behaves as 2amlk
lϕ3l+m, that is
always positive by definition of Y 2
(b) if 3j+i = 3l+m, then (3.5.25) behaves as (cijk
j+1+2amlk
l)ϕ3l+m,
that is positive if
(cijk
j+1 + 2amlk
l) > 0,
that it is true for the condition (3.4.6).
2. 3g + f < 3j + i:
(a) if 3g+ f > 3l+m, then (3.5.25) behaves as 2amlk
lϕ3l+m, that is
always positive by definition of Y 2
(b) if 3g + f = 3l + m, then (3.5.25) behaves as [kg(2 − k)dfg +
2amlk
l]ϕ3l+m, that is positive if
dfg <
2amlk
l
(k − 2)kg (3.5.26)
3. 3g + f = 3j + 1:
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(a) if 3g+f = 3j+ i > 3l+m, then (3.5.25) behaves as 2amlk
lϕ3l+m,
that is always positive by definition of Y 2
(b) if 3g + f = 3j + i = 3l + m, then (3.5.25) behaves as [cijk
j+1 +
kg(2− k)dfg + 2amlkl]ϕ3l+m, that is positive if
[cijk
j+1 + kg(2− k)dfg + 2amlkl] > 0. (3.5.27)
In the following sections, we describes some special case and examples
from this model, in particular we consider the Einstein Cluster collapse and
its generalization.
3.6 Einstein cluster
In this section, we specify our techniques to the critical collapse of Einstein
Cluster [11], where the authors consider a spherically symmetric collapsing
model where radial stress pr is equal to zero and the mass is only function
of r. To be more precise,
Ψ = Ψ(r) =
m0
2
r3 + o(r3), Y 2(r,R) =
(1 + ar2)R2
R2 + br6
(3.6.1)
As the paper [11] explains, in the Einstein cluster one has the supercritical
and subcritical evolution depending on b. The authors find that the critical
value is when b = 4m20(subcritical evolution for b > 4m
2
0) and we obtain the
same feature by considering Einstein Cluster a special case of our general
model (3.5.4) and we prove
Proposition 4. Let (Ψ, Y ) be the class of solution of Einstein Cluster model
in spherical gravitational collapse
Ψ = Ψ(r) =
m0
2
r3 + o(r3), Y 2(r,R) =
(1 + ar2)R2
R2 + br6
, (3.6.2)
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then the critical phenomena appear and subcritical evolution happens for
b > 4m20.
Proof. We can recover this solution from the general model (3.5.4) in the
following way
Y 2|Rk=kϕα =
R2 + y1ϕ
2R2
R2 + y2ϕ6
|Rk=kϕα =
k2ϕ2α + y1k
2ϕ2α+2
k2ϕ2α + y2k6ϕ6
,
by comparing it with (3.4.5), we have
aml = 1, l = 2, m = 0, cij = y1, j = 2, i = 2,
dfg = y2, g = 0, f = 6.
For α = 3, we are in the case (3.5.26), where 6 = 3g + f < 3j + i = 8 and
6 = 3g + f = 3l +m = 6 and so, u2 is negative for
dfg >
2amlk
l
(k − 2)kg ⇐⇒ y2 >
2k2
(k − 2) , (3.6.3)
then, we can see that we are in the case (3.7.10), so computing the minimum
of this function, we obtain y2 > 16 and the correspondence y2 =
b
m20
. Finally,
16 < y2 = b
4
m20
, that is, exactly, b > 4m20.
It has just proved that Einstein cluster collapse may have three possible
evolutions, supercritical, subcritical and critical one, so we complete this
model with the study of the singular and bouncing curve in order to under-
stand if the collapse ends in a finite time and if the shells reach the bouncing
curve in a finite time. Moreover, if it will be so, we try to know which kind
of singularity form in supercritical and critical evolutions. For this reason,
we recall that we have
• supercritical evolution if u2 is always positive, all shells collapse and
so it could form a black hole or a naked singularity;
• subcritical evolution if u2 becomes negative, so from a certain shell
all the others don’t collapse completely(bouncing), and they produce
the expansion of the system.
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Moreover, if we choice initial data equal to the value that divides these
two evolutions, we have critical evolution, and in this case it is to under-
stand what happens.
3.6.1 Einstein Cluster - subcritical evolution
During the subcritical evolution u2 becomes negative, so from a certain
shell all the others don’t collapse completely. It has to observe that from
Proposition 1., the curve u2 = 0 is increasing and so there is no shell
crossing. In this kind of evolution we need to study the bouncing time in
order to understand if the shells reach the bouncing curve in a finite time
and what it happens in the center. We prove the following
Proposition 5. For the model (3.6.1), in the subcritical evolution, all the
shell near the center reach the bouncing curve in a finite time and the center
becomes singular in a finite time.
Proof. In order to prove this proposition, we use again the change of variable
(r,R) 7−→ (ϕ := 3
√
Ψ(r,R), R),
so the function u2 and Y 2 are
Y 2 =
(1 + aϕ2)R2
R2 + bϕ6
,
u2 = −1 + 2ϕ
3
R
+ Y 2 = −1 + 2ϕ
3
R
+
(1 + aϕ2)R2
R2 + bϕ6
, (3.6.4)
and with R = kϕ, we have
− ueν = R˙ = dR
dt
= ϕ
dk
dt
, (3.6.5)
so,
dt = −e−νϕdk
u
∼ −ϕ
u
dk, t =
∫ t
0
dt
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because e−ν is a bounded function. By definition of k = R/ϕ, and that
R0(ϕ) = Ψ
−1/3
30 ϕ + o(ϕ), then k0(ϕ) = Ψ
−1/3
30 + o(Ψ
−1/3
30 ) and by a normal-
ization (Ψ30 = 1), k0(ϕ) = 1 + o(1). Finally the bouncing time is
tr(ϕ) ∼
∫ k0
ku
ϕ
u
dh. (3.6.6)
The function ku(ϕ) is the curve in coordinate (k, ϕ), related to the curve
Ru(ϕ) := u(ϕ,Ru(ϕ)) = 0 and defined by ku := Ru(ϕ)/ϕ. The equation
(3.6.6) results
tr ∼
∫ 1
ku
√
ϕ2(h3 + bϕ4h)
aϕ2h3 + 2ϕ2h2 − bϕ4h+ 2bϕ6dh =
∫ 1
ku
√
h3 + bϕ4h
ah3 + 2h2 − bϕ2h+ 2bϕ4dh
Let it be f(h, ϕ) := ah3 + 2h2 − bϕ2h + 2bϕ4 such that f(ku, ϕ) = 0
because, by definition, ku is the curve such that u
2 = 0. The derivative of
f with respect to h is f,h = 3ah
2 + 4h− bϕ2, and we have the minimum for
h = (−2 +
√
4 + 3abϕ2)/3a and the value of f is√
4 + 3ϕ2ab(6abϕ2 + 8)− 54ϕ4a2b− 18abϕ2 − 16
27a2
.
The maximum is for h = (−2− 2√1 + 3ab)/3a and the value of f is√
4 + 3ϕ2ab(6abϕ2 + 8) + 54ϕ4a2b+ 18abϕ2 + 16
27a2
6= 0,
so if also the minimum is no zero, the roots of f aren’t the same of f,h,
then ku and the other roots have simple multiplicity, therefore tr ∈ R, for
ϕ > 0, so the no central shells reach the curve u = 0 in a finite time. About
the center, one has that the testing curve that making u2 = 0 is given by
Ru ∼ kcϕ3 + o(ϕ3), with kc > 2, so ku ∼ kcϕ2 + o(ϕ2) and limϕ→0 ku = 0.
Finally, by checking
lim
ϕ→0
tr(ϕ) = lim
ϕ→0
∫ 1
ku
√
h3 + bϕ4h
ah3 + 2h2 − bϕ2h+ 2bϕ4dh < +∞, (3.6.7)
we conclude that the center becomes singular in a finite time.
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3.6.2 Einstein Cluster - supercritical evolution
During the supercritical evolution, the function u2 is always positive, so
it is to verify if all the shells near the center collapse in a finite time and
eventually which kind of singularity forms. We prove
Proposition 6. For the model (3.6.1), in the supercritical evolution, all the
shells near the center and the center itself, collapse in a finite time.
Proof. We use the same argument in Proposition 5., so the singular curve is
given by
ts(ϕ) ∼
∫ 1
0
ϕ
u
dh =
∫ 1
0
√
h3 + bϕ4h
ah3 + 2h2 − bϕ2h+ 2bϕ4dh,
one has ts ∈ R, for ϕ > 0. About the center,
ts(0) = lim
ϕ→0
∫ 1
0
√
h3 + bϕ4h
ah3 + 2h2 − bϕ2h+ 2bϕ4dh < +∞
Geodesics study - Supercritical case
The Proposition 6. declares that all the shells collapse in a finite time, so
we need to understand which kind of singularity forms and we prove
Proposition 7. During supercritical evolution, the curve ρ(r) = xr3, with
x > m0, is a subsolution of geodesics equation
dR
dr
= uG[Y − u]. (3.6.8)
So the singularity is naked.
Proof. Let us summarize the functions we need in order to prove the condi-
tion:
Ψ =
m0
2
r3 + o(r3), Y 2 =
R2 + ar2R2
R2 + br6
, 2Ψ = Rh = m0r
3, b < 4m20.
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In the following computations, because one has the same qualitative be-
haviour, for simplicity, we consider Ψ to be exactly Ψ = m0r
3/2. We want
to prove if and when ρ(r) = xr3, with x > m0, is a subsolution of geodesics
equation
dR
dr
= uG[Y − u]. (3.6.9)
Let us start by computing u2 and Y − u on ρ(r) = xr3.
u2|ρ = −1 + 2Ψ
R
+ Y 2 = −1 + m0
x
+
x2 + ax2r2
x2 + b
=
=
−bx+m0x2 +m0b+ ax3r2
x(x2 + b)
∼ −bx+m0x
2 +m0b
x3 + bx
Finally u|ρ and Y − u
u|ρ ∼
[ ϕ(x)
x(x2 + b)
]1/2
, (Y − u)|ρ ∼ 1−
[ ϕ(x)
x(x2 + b)
]1/2
, (3.6.10)
where ϕ(x) := −bx+m0x2 +m0b. Now, we need to analyse
G(r, ρ) = G(r, 0)−
∫ xr3
0
Hr
Y
dσ, (3.6.11)
where H =
√
R
2Ψ+R(Y 2−1) =: (1/u). The derivative of (1/u) with respect to
r is given by( 1
u
)
r
= −2arR
5 + 3m0r
2R4 + (−4abr2 − 6br5)R3 + 6bm0r8R2 + 3b2m0r14
2(ar2R3 +m0r3R2 − br6R+ bm0r9)3/2(R5 + 2br6R3 + b2r12R) (R
3+br6R)3/2,
(3.6.12)
that valuated on curves like R = r3τ it results
( 1
u
)
r
= −1
2
2ar2τ5 + 3m0τ
4 + (−4abr2 − 6b)τ3 + 6bm0τ2 + 3b2m0
(ar2τ3 +m0τ2 − bτ + bm0)3/2(2rτ5 + 4brτ3 + 2b2rτ) (τ
3+bτ)3/2, (3.6.13)
and the function Y 2 on R = r3τ is
Y 2(r, r3τ) =
τ2(ar2 + 1)
τ2 + b
. (3.6.14)
From (3.6.13) and (3.6.14), the integral in (3.6.11) becomes∫ xr3
0
Hr
Y
dσ =
∫ x
0
r3
Hr
Y
dτ =
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∫ x
0
−r3
(1
2
) 2ar2τ5 + 3m0τ4 + (−4abr2 − 6b)τ3 + 6bm0τ2 + 3b2m0
(ar2τ3 +m0τ2 − bτ + bm0)3/2(2rτ5 + 4brτ3 + 2b2rτR) (τ
3+bτ)3/2
√
τ2 + b
τ2(ar2 + 1)
∼
∼ r2
∫ x
0
(
−1
2
)3m0τ4 − 6bτ3 + 6bm0τ2 + 3b2m0√
τ(m0τ2 − bτ + bm0)3/2
dτ = −A(τ)r2, (3.6.15)
where we have defined A(τ) as
A(τ) :=
∫ x
0
(1
2
)3m0τ4 − 6bτ3 + 6bm0τ2 + 3b2m0√
τ(m0τ2 − bτ + bm0)3/2
dτ. (3.6.16)
Now, we consider G(r, 0) that is given by
G(r, 0) = G(r, r)+
∫ r
0
1
Y
(1
u
)
r
dσ =
1
Y (r, r)u(r, r)
+
∫ r
0
r
Y
(1
u
)
r
dτ. (3.6.17)
Because of u2(r, r) and Y 2(r, r) are
u2(r, r) =
bm0r
6 − br4 + (m0 + a)r2
br4 + 1
, Y 2(r, r) =
1 + ar2
1 + br4
, (3.6.18)
one has that
1
Y (r, r)u(r, r)
∼ 1√
a+m0
1
r
− am0 − b+ a
2
2(a+m0)3/2
r, (3.6.19)
and in order to compute the integral in (3.6.17), we value the function (1/u)r
and Y 2 on R = rτ
( 1
u
)
r
= −2arτ
5 + 3m0rτ
4 + (−4abr5 − 6br3)τ3 + 6bm0r5τ2 + 3b2m0r9
(ar2τ3 +m0r2τ2 − br4τ + bm0r6)3/2(2τ5 + 4br4τ3 + 2b2r8τ) (τ
3 + br4τ)3/2,
(3.6.20)
Y 2(r, rτ) =
τ2(1 + ar2)
τ2 + br4
, (3.6.21)
and the integral in (3.6.17) becomes∫ 1
0
r
Y
(1
u
)
r
dτ =
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=
∫ 1
0
r−
√
τ2 + br4
τ2(1 + ar2)
2arτ5 + 3m0rτ
4 + (−4abr5 − 6br3)τ3 + 6bm0r5τ2 + 3b2m0r9
(ar2τ3 +m0r2τ2 − br4τ + bm0r6)3/2(2τ5 + 4br4τ3 + 2b2r8τ) (τ
3+br4τ)3/2 ∼
∼
∫ 1
0
(1
4
)r2(2a3τ4 + 5a2m0τ3 + 3am20τ2 + 6abτ2 + 3bm0τ)− 4a2τ4 − 10am0τ3 − 6m20τ2
r
√
ττ(aτ +m0)5/2
dτ =
(3.6.22)
= −τ(
√
aτ2 +m0τ)
aτ +m0
|10
1
r
+
√
τ(a2m0τ
2 + am20τ + 4abτ + 5bm0)
2m0(aτ +m0)3/2
|10r =
= − 1√
a+m0
1
r
+
a2m0 + am
2
0 + 4ab+ 3bm0
2m0(a+m0)3/2
r. (3.6.23)
At the end G(r, 0) and G(r, ρ) are given by
G(r, 0) = G(r, r)+
∫ 1
0
r
Y
(1
u
)
r
dτ = −am0 − b+ a
2
2(a+m0)3/2
r+
a2m0 + am
2
0 + 4ab+ 3bm0
2m0(a+m0)3/2
r,
that after some algebras it results
G(r, 0) =
2ab+ 2bm0
m0(a+m0)3/2
r := Kr (3.6.24)
G(r, ρ) ∼ Kr +A(τ)r2. (3.6.25)
We can conclude that ρ is a subsolution of geodesics equation because the
following relation is verified
3xr2 <
√
ϕ(x)
x(x2 + b)
[
1−
√
ϕ(x)
x(x2 + b)
]
[Kr +A(τ)r2]. (3.6.26)
3.6.3 Einstein Cluster - critical evolution
During the supercritical evolution, the function u2 is always positive, so
it is to study if all the shells near the center collapse in a finite time and
eventually which kind of singularity forms. We have proved
Proposition 8. For the model (3.6.1), in the critical evolution, all the shells
near the center and the center itself, collapse in a finite time.
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Proof. We use the same argument in Proposition 5., so the singular curve is
given by
ts(ϕ) ∼
∫ 1
0
ϕ
u
dh =
∫ 1
0
√
h3 + 4m20ϕ
4h
ah3 + 2h2 − 4m20ϕ2h+ 24m20ϕ4
dh,
one has ts ∈ R, for ϕ > 0. About the center,
ts(0) = lim
ϕ→0
∫ 1
0
√
h3 + 4m20ϕ
4h
ah3 + 2h2 − 4m20ϕ2h+ 24m20ϕ4
dh < +∞
As we made in supercritical evolution, we have to analyse the singularity
that forms.
Geodesics study - Critical case
The Proposition 8. states that all the shells collapse in a finite time, so we
need to know which kind of singularities forms and we prove
Proposition 9. During critical evolution, the curve ρ(r) = xr3, with x >
m0, is a subsolution of geodesics equation
dR
dr
= uG[Y − u]. (3.6.27)
So the singularity is naked.
Proof. Let us summarize the functions we need in order to prove the condi-
tion:
Ψ =
m0
2
r3 + o(r3), Y 2 =
R2 + ar2R2
R2 + br6
, 2Ψ = Rh = m0r
3, b = 4m20.
We want to prove if and when ρ(r) = xr3, with x > m0, is a subsolution
of geodesics equation
dR
dr
= uG[Y − u]. (3.6.28)
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Let us start by computing u2 and Y − u on ρ(r) = xr3.
u2|ρ = −1 + 2Ψ
R
+ Y 2 = −1 + m0
x
+
x2 + ax2r2
x2 + 4m20
=
=
−4m20x+m0x2 + 4m30 + ax3r2
x(x2 + 4m20)
∼ −4m
2
0x+m0x
2 + 4m30
x3 + 4m20x
Finally u|ρ and Y − u
u|ρ ∼
[ ϕ(x)
x(x2 + 4m20)
]1/2
, (Y − u)|ρ ∼ 1−
[ ϕ(x)
x(x2 + 4m20)
]1/2
, (3.6.29)
where ϕ(x) := −4m20x+m0x2 + 4m30. Now, we need to analyse
G(r, ρ) = G(r, 0)−
∫ xr3
0
Hr
Y
dσ, (3.6.30)
where H =
√
R
2Ψ+R(Y 2−1) =: (1/u). The derivative of (1/u) with respect to
r is given by( 1
u
)
r
= − 2arR
5 + 3m0r
2R4 + (−16am20r7 − 24m20r5)R3 + 24m30r8R2 + 48m50r14
2(ar2R3 +m0r3R2 − 4m0r6R+ 4m30r9)3/2(R5 + 8m20r6R3 + 16m40r12R)
(R3+4m20r
6R)3/2,
(3.6.31)
that valuated on curves like R = r3τ it results
( 1
u
)
r
= −1
2
2ar2τ5 + 3m0τ
4 + (−16am20r2 − 24m20)τ3 + 24m30τ2 + 48m50
(ar2τ3 +m0τ2 − 4m20τ + 4m20)3/2(rτ5 + 8m20rτ3 + 16m40rτ)
(τ3 + 4m20τ)
3/2,
(3.6.32)
and the function Y 2 on R = r3τ is
Y 2(r, r3τ) =
τ2(ar2 + 1)
τ2 + 4m20
. (3.6.33)
From (3.6.32) and (3.6.33), the integral in (3.6.30) becomes∫ xr3
0
Hr
Y
dσ =
∫ x
0
r3
Hr
Y
dτ =
∫ x
0
−r3
(1
2
2ar2τ5 + 3m0τ
4 + (−16am20r2 − 24m20)τ3 + 24m30τ2 + 48m50
(ar2τ3 +m0τ2 − 4m20τ + 4m20)3/2(rτ5 + 8m20rτ3 + 16m40rτ)
(τ3+4m20τ)
3/2
√
τ2 + 4m20
τ2(ar2 + 1)
∼
∼ r2
∫ x
0
−3τ
3 − 18m0τ2 − 12m20τ − 24m30√
m0
√
τ(2τ2 − 8m0τ + 8m20)3/2
dτ = −A(τ)r2, (3.6.34)
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where we have defined A(τ) as
A(τ) :=
∫ x
0
3τ3 − 18m0τ2 − 12m20τ − 24m30√
m0
√
τ(2τ2 − 8m0τ + 8m20)3/2
dτ. (3.6.35)
Now, we consider G(r, 0) that is given by
G(r, 0) = G(r, r)+
∫ r
0
1
Y
(1
u
)
r
dσ =
1
Y (r, r)u(r, r)
+
∫ r
0
r
Y
(1
u
)
r
dτ. (3.6.36)
Because of u2(r, r) and Y 2(r, r) are
u2(r, r) =
4m30r
6 − 4m20r4 + (m0 + a)r2
4m20r
4 + 1
, Y 2(r, r) =
1 + ar2
1 + 4m20r
4
,
(3.6.37)
one has that
1
Y (r, r)u(r, r)
∼ 1√
a+m0
1
r
+
4m20 − am0 − a2
2(a+m0)3/2
r, (3.6.38)
and in order to compute the integral in (3.6.36), we value the function (1/u)r
and Y 2 on R = rτ
( 1
u
)
r
= −
(1
2
) 2arτ5 + 3m0rτ4 + (−16am20r5 − 24m20r3)τ3 + 24m30r5τ2 + 48m20r9
(ar2τ3 +m0r2τ2 − 4m20r4τ + 4m30r6)3/2(τ5 + 8m20r4τ3 + 16m40r8τ)
(τ3+4m20r
4τ)3/2,
(3.6.39)
Y 2(r, rτ) =
τ2(1 + ar2)
τ2 + 4m20r
4
, (3.6.40)
and the integral in (3.6.36) becomes∫ 1
0
r
Y
(1
u
)
r
dτ =
=
∫ 1
0
r−
(1
2
)√τ2 + 4m20r4
τ2(1 + ar2)
2arτ5 + 3m0rτ
4 + (−16am20r5 − 24m20r3)τ3 + 24m30r5τ2 + 48m20r9
(ar2τ3 +m0r2τ2 − 4m20r4τ + 4m30r6)3/2(τ5 + 8m20r4τ3 + 16m40r8τ)
(τ3+4m20r
4τ)3/2 ∼
∼
∫ 1
0
(1
4
)r2(2a3τ4 + 5a2m0τ3 + 3am20τ2 + 6abτ2 + 3bm0τ)− 4a2τ4 − 10am0τ3 − 6m20τ2
r
√
ττ(aτ +m0)5/2
dτ =
(3.6.41)
= −τ(
√
aτ2 +m0τ)
aτ +m0
|10
1
r
+
√
τ(a2m0τ
2 + 17am0τ + 12m
2
0)
2(aτ +m0)3/2
|10r =
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= − 1√
a+m0
1
r
+
a2 + 17am0 + 12m
2
0
2(a+m0)3/2
r. (3.6.42)
At the end G(r, 0) and G(r, ρ) are given by
G(r, 0) = G(r, r)+
∫ 1
0
r
Y
(1
u
)
r
dτ =
4m20 − am0 − a2
2(a+m0)3/2
r+
a2 + 17am0 + 12m
2
0
2(a+m0)3/2
r,
that after some algebras it results
G(r, 0) =
8am0 + 8m
2
0
(a+m0)3/2
r := Kr, (3.6.43)
G(r, ρ) ∼ Kr +A(τ)r2. (3.6.44)
We can conclude that ρ is a subsolution of geodesics equation because the
following relation is verified
3xr2 <
√
ϕ(x)
x(x2 + b)
[
1−
√
ϕ(x)
x(x2 + b)
]
[Kr +A(τ)r2]. (3.6.45)
3.7 Generalization of Einstein Cluster
In this section, we present a generalization of Einstein Cluster, that is a
special case of (3.5.4) and we prove the Proposition 2 for this particular
model. As we said before, the evolution of collapse is determined by the
two arbitrary functions Ψ and Y and the model is defined by this choice of
functions in area-radius coordinates
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), (3.7.1)
as it has been imposed in (3.2.10), and specially
Y 2 =
(1 + arn)R2
R2 + brm
, m ≥ 2, n ≥ 2. (3.7.2)
As for the general case, there are two possible evolutions
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• supercritical: it exists a shell rc such that, for r < rc it could form a
black hole, instead the other shells don’t collapse completely(bouncing),
and they produce the expansion;
• subcritical: except the central shell, all the other bounce, so the
central singularity is globally naked because the horizon doesn’t form,
where rc is called critical radius.
We follow the collapse of every single shell and by this aim we need to
study the curve u2 = 0, that is
u2 = 2Ψ(r,R)− 1 +R(Y 2(r,R)− 1) = 0, (3.7.3)
and verify if the curve at fixed shells, changes its sign, that here it will means
if it has two real root and so we have bouncing phenomena.
Proposition 10. The class of solution of Einstein field equation for the
metric (3.1.3)
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), Y
2 =
(1 + rn)R2
R2 + brm
, m > 2, n ≥ 2
(3.7.4)
generates critical collapse and the phenomenon depends by the parameter b
of Y .
Proof. Start with writing the functions Y 2 and u2 in the coordinates (ϕ,R)
and then we study u2 |Rk=kϕα . The former, from (3.7.2), transforms into
Y 2(ϕ,R) =
(1 + y1ϕ
n)R2
R2 + y2ϕm
, m > 2, n ≥ 2 (3.7.5)
and so the function u2 in (3.7.3) becomes
u2 =
(1 + y1ϕ
n)R2
R2 + y2ϕm
− 1 + 2ϕ
3
R
. (3.7.6)
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Let analyse u2 |Rk=kϕα[(1 + y1ϕn)R2
R2 + y2ϕm
− 1 + 2ϕ
3
R
]
|Rk=kϕα
=
(1 + y1ϕ
n)k2ϕ2α
k2ϕ2α + y2ϕm
− 1 + 2ϕ
3
kϕα
=
k3ϕ3α(1 + y1ϕ
n)− k3ϕ3α − ky2ϕα+m + 2ϕ3(k2ϕ2α + y2ϕm)
kϕα(k2ϕ2α + y2ϕm)
=
k3y1ϕ
n+3α − ky2ϕα+m + 2k2ϕ2α+3 + 2y2ϕm+3
kϕα(k2ϕ2α + y2ϕm)
. (3.7.7)
To study the sign of (3.7.7), we observe that it is only given by the
numerator of this function because [kϕα(k2ϕ2α+y2ϕ
m)], under the physical
requirement, is positive. So, let us consider
k3y1ϕ
n+3α − ky2ϕα+m + 2k2ϕ2α+3 + 2y2ϕm+3, (3.7.8)
and try to understand which term in (3.7.8), for r near 0, governs the func-
tion. If m ≥ 6, we have that
• if α + m < 2α + 3, then α > m − 3. It’s impossible, because, since
m ≥ 6, it implies α > 3. So, α+m ≥ 2α+ 3;
• if α+m ≤ m+ 3, then α ≤ 3;
• if n+ 3α < 2α+ 3, then α < 3− n. It’s impossible, because n ≥ 2, so
n+ 3α ≥ 2α+ 3;
• if α + m < n + 3α, then 2α > m − n ≥ 4, α ≥ 2. It’s impossible,
because α ≤ 3.
We can conclude, that if α < 3, the term which governs (3.7.8), is 2k2ϕ2α+3
or k3y1ϕ
n+3α. Since these are positive, this implies that (3.7.8) is always
positive near the center and so for α < 3, there is not critical behaviour.
The critical case may be for α = 3. The equation (3.7.8) becomes
k3y1ϕ
n+9 − ky2ϕm+3 + 2k2ϕ9 + 2y2ϕm+3. (3.7.9)
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Now, if m = 6, to understand the sign of (3.7.9), we have to study
ϕ9[y2(2− k) + 2k2] < 0.
Since ϕ > 0 by definition, we are interested on the sign of y2(2 − k) + 2k2,
founding out that u2 is negative for
y2 >
2k2
(k − 2) . (3.7.10)
The relation (3.7.10) means that if there exists k > 2, such that verify it,
then the correspondent curve Rk = kϕ
α is in not admissible region, so, the
bounce is happened. If m > 6, so (3.7.9) behaves as 2k2ϕ9, always positive.
On the other hand, if m < 6, we have α+m < 2α+ 3, α+m < m+ 3 and
n + 3α > 2α + 3. This means that u2 is governed by −ky2ϕα+m, that is
positive is y2 < 0 and negative if y2 > 0, but this last case is not acceptable
because u2 is not always negative.
This family of solution is a special case of (3.5.4) because we have
Y 2|Rk=kϕα =
R2 + y1ϕ
nR2
R2 + y2ϕm1
|Rk=kϕα =
k2ϕ2α + y1k
2ϕ2α+n
k2ϕ2α + y2ϕm1
, n ≥ 2, m1 > 2,
by comparing it with (3.4.5), we have
aml = 1, l = 2, m = 0, cij = y1, j = 2, i = n,
dfg = y2, g = 0, f = m1.
For example, for α = 3, m1 = 6, we are in the case (3.5.26), where 6 =
3g + f < 3j + i = 6 + n and 6 = 3g + f = 3l +m = 6 and so, u2 is positive
for
dfg <
2amlk
l
(k − 2)kg ⇐⇒ y2 <
2k2
(k − 2) (3.7.11)
In the above examples, for 1 ≤ α < 3, we are in the case that the term
which governs the function u2|Rk
is amlk
l, that is k2, always positive.
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3.7.1 Bouncing and singular curve
As we made for the Einstein Cluster, we compute the bouncing curve and
the singular curve during the subcritical and supercritical evolution. For
simplicity, we study the model in coordinate (ϕ,R), that is
Y 2 =
R2 + y1ϕ
nR2
R2 + y2ϕm1
, n ≥ 2, m1 > 2,
u2 = −1 + 2ϕ
3
R
+ Y 2 = −1 + 2ϕ
3
R
+
R2 + y1ϕ
nR2
R2 + y2ϕm1
(3.7.12)
Now, we analyse the two evolution.
• Subcritical evolution:
As we have seen in Section 3.7., the bounce is possible for m1 = 6, so
the bouncing curve is given by
tr(ϕ) =
∫ k0
ku
ϕ
eνu(ϕ, hϕ)
dh ∼
∫ k0
ku
ϕ
u(ϕ, hϕ)
dh =
∫ 1
ku
√
ϕ2(h3 + y2kϕm1−2)
y1k3ϕn + 2ϕ2k2 + y2kϕm1−2 + 2y2ϕm1
dh =
∫ 1
ku
√
h3 + y2kϕm1−2
y1k3ϕn−2 + 2k2 + y2kϕm1−4 + 2y2ϕm1−2
dh
Let it be f(h, ϕ) := y1ϕ
n−2h3+2h2−y2ϕ2h+2y2ϕ4 such that f(ku, ϕ) =
0 because, by definition, ku is the curve such that u
2 = 0. The deriva-
tive of f with respect to h is f,h = 3y1ϕ
n−2h2 + 4h − y2ϕ2, and we
have the minimum for h = (−2 +√4 + 3y1y2ϕn)/3y1 and the value of
f is
√
4 + 3ϕ2y1y2ϕn[(3ϕ
2n − 9ϕ4)y1y2 + 16ϕ2 − 24ϕ2] + [54ϕ6y21 + (18ϕn+2 − 18ϕ2n + 18ϕ4)y1]y2 − 32ϕn + 48ϕ2
27ϕ2y21
.
The maximum is for h = (−2−√4 + 3y1y2ϕn)/3y1 and the value of f
is
−
√
4 + 3ϕ2y1y2ϕn[(3ϕ
2n − 9ϕ4)y1y2 + 16ϕ2 − 24ϕ2]− [−54ϕ6y21 + (−18ϕn+2 + 18ϕ2n − 18ϕ4)y1]y2 − 32ϕn + 48ϕ2
27ϕ2y21
,
so if the minimum and the maximum are no zero, the roots of f aren’t
the same of f,h, then ku and the other roots have simple multiplicity,
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therefore tr ∈ R, for ϕ > 0, so the no central shells reach the curve
u = 0 in a finite time. About the center, one has that the testing curve
that making u2 = 0 is given by Ru ∼ kcϕ3 + o(ϕ3), with kc > 2, so
ku ∼ kcϕ2 + o(ϕ2) and limϕ→0 ku = 0. Finally, by checking
lim
ϕ→0
tr(ϕ) = lim
ϕ→0
∫ 1
ku
√
h3 + y2kϕm1−2
y1k3ϕn−2 + 2k2 + y2kϕm1−4 + 2y2ϕm1−2
dh < +∞,
(3.7.13)
we conclude that the center becomes singular in a finite time.
• Supercritical evolution:
The singular curve is given by
ts(ϕ) ∼
∫ 1
0
√
h3 + y2kϕm1−2
y1k3ϕn−2 + 2k2 + y2kϕm1−4 + 2y2ϕm1−2
dh
ts ∈ R, for ϕ > 0. About the center,
ts(0) = lim
ϕ→0
∫ 1
0
√
h3 + y2kϕm1−2
y1k3ϕn−2 + 2k2 + y2kϕm1−4 + 2y2ϕm1−2
dh < +∞,
so, also the center reaches the singularity in a finite time.
Example
In this section, we show an example of this model in which one can observe
the two types of evolution and the dependence on the parameter b of Y ,
that we’ll call y2 later on. The functions are
Y 2 =
(1 + y1r
4)R2
R2 + y2r6
, Ψ = h1r
3 + h2r
2R+ h3rR
2 + h4R
3, (3.7.14)
so from (3.7.2), n = 4 and m = 6.
Firstly, we must to verify the physical conditions imposed during the
section 3.2. With regard to the mass function Ψ, we have the following
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• Ψ > 0, if and only if ∑i hi > 0
• ΨR ≥ R2 ΨRR, that is
h2r
2 + 2h3rR+ 3h4R
2 ≥ h3rR+ 3h4R2 if and only if h2 + h3 ≥ 0;
• Ψr ≥ R2 Y
(
Ψr
Y
)
R
, that is
3h1r
2 + 2h2rR+ h3R
2 ≥ 2h3R
4 + 2h2rR
3 + h3r
6y2R
2 − 3h1r8y2
2(R2 + r6y2)
≈
(3h1 + 2h2 + h3)r
2 ≥ (h3 + h2)r2 if and only if 3h1 + h2 ≥ 0;
• Ψr ≥ 0, that is
Ψr = 3h1r
2 + 2h2rR+ h3R
2 ≥ 0 if and only if 3h1 + 2h2 + h3 ≥ 0;
• ΨR ≥ 0, that is
ΨR = h2r
2 + 2h3rR+ 3h4R
2 ≥ 0 if and only if h2 + 2h3 + 3h4 ≥ 0.
With to concern Y , we have to check the condition (3.2.16):
• Y (r,R)|Rγ=γr −→ 1 for r −→ 0:
(1 + y1r
4)R2
R2 + y2r6 |Rγ=γr
=
(1 + y1r
4)γ2r2
γ2r2 + y2r6
≈ γ
2r2
γ2r2
−→ 1
By now, it will be helpful to analyse the bouncing curve with the opposite
sign
0 = −u2 = −RY 2 +R− 2Ψ := U, (3.7.15)
so the admissible region is given by U < 0 which implies that when U be-
comes positive we have bouncing and expansion.
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By computing U , one obtains
U =
1
R2 + r6y2
[−2h4R5 − 2h3rR4 − (2h4r6y2 + r4y1 + 2h2r2)R3+
− (2h3r7y2 + 2h1r3)R2 − (2h2r8 − r6)y2R− 2h1r9y2] (3.7.16)
As it has been made to proving the proposition 2, in order to study the
dynamic of every shell, we write R = rτ, τ ∈ [0, 1] and after some algebra
and by considering only the numerator of U , (3.7.16) becomes
U1 := −2h4τ5 − 2h3τ4 − (2h4r4y2 + y1r2 + 2h2)τ3+
− (2h3r4y2 + 2h1)τ2 − (2h2r4 − r2)y2τ − 2h1r4y2 (3.7.17)
In the following pages, we display some pictures about the supercritical
and subcritical evolution. The figures show the function U1 at fixed shell rk,
and clearly we are not interested for negative value of τ . The parameters
assume these values
• h1 = 0.2, h2 = −0.3, h3 = 0.3, h4 = −0.1 and
• y1 = 0.1.
The value of y2 determines the passage between the two types of evolution.
Let start with supercritical case with y2 = 0.6.
By observing figure 3.1, it is possible to see that the collapse starts from a
regular configuration, in which U1 < 0 for all τ ∈ [0, 1] and that the central
shell becomes singular.
In the figure 3.2 and 3.3, one can see the evolution of two no central
shells, r1 = 0.19 and r2 = 0.86, in which the function U1 starts to become
positive and this implies the bounce. In this case for rc ≥ 0.19, the shells
don’t collapse, but they bounce. The value of rc is the critical radius. So,
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Figure 3.1: Dynamic of central shell r = 0 in supercritical case
in the supercritical evolution, for values of r < rc, the shells reach the
singularity, go inside the horizon and a black hole eventually forms.
Figure 3.2: Dynamic of no central shell r1 = 0.19 in supercritical case
The other possible evolution is the subcritical one, that occurs around
for values of y2 greater then 14. The following figures show the case for
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Figure 3.3: Dynamic of no central shell r2 = 0.86 in supercritical case
y2 = 14.7, we start from the central shell r = 0, then some shells near the
Figure 3.4: Dynamic of central shell r = 0 in subcritical case
center.
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Figure 3.5: Dynamic of central shell r1 = 0.04 in subcritical case
Figure 3.6: Dynamic of no central shell r2 = 0.06 in subcritical case
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Figure 3.7: Dynamic of no central shell r3 = 0.15 in subcritical case
As we aspect for a subcritical evolution, by the figures it’s clear that
except the central shell, all the other bounce, so the central singularity is
globally naked because the horizon doesn’t form.
3.8 Special case from the general model
In this section we describe a special case from (3.5.4), that is given by the
choice of Y 2 given by the following expression
Y 2 =
Ψ2/3 +
∑
i+j=2+p cijΨ
i/3Rj + . . .
Ψ2/3 +
∑
m+l=2+q dmlΨ
m/3Rl + . . .
, (3.8.1)
and we prove
Proposition 11. Let it be the class of solution of Einstein field equation
for the metric (3.1.3)
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), Y
2(r,R) =
N(r,R)
D(r,R)
, (3.8.2)
where N and D are positive function and Taylor expandable as
N(r,R) = Ψ2/3+
∑
i+j=2+p
cijΨ
i/3Rj+. . . , D(r,R) = Ψ2/3+
∑
m+l=2+q
bmlΨ
m/3Rl+. . . , (3.8.3)
66 CHAPTER 3. CRITICAL PHENOMENA
such that cij and dml aren’t all equal to zero, p > 0 and q > 0. Then,
there exists at least, a curve Rk = kr
α, α ∈ [1, 3], where Rk are the ad-
missible curves, such that u2(r, krα) < 0, if it happens one of the following
cases, at least:
1. for α = 1 and 0 < k < Ψ
−1/3
30 , by considering (3.8.6):
(a) p < q
i. p = 1 and
∑
i+j=3 cijk
j < 0
ii. p = 2 and
∑
i+j=4 cijk
j < − 2k
(b) q < p
i. q = 1 and
∑
m+l=3 dmlk
l > 0
ii. q = 2 and
∑
m+l=4 dmlk
l > 2k
(c) p = q ≡ p
i. p = 1 and
∑
i+j=3(cij − dij)kj < 0
ii. p = 2 and
∑
i+j=4(cij − dij)kj < − 2k
2. for α ∈ (1, 3), by considering (3.8.7),
(a) αj + i > αg + f and
i. αg + f + α < 5 and dfg > 0; or
ii. αg + f + α = 5 and (−dfgkg+1 + 2) < 0
(b) αj + i < αg + f and
i. αj + i+ α < 5 and cij < 0; or
ii. αj + i+ α = 5 and (cijk
j+1 + 2) < 0
(c) αj + i = αg + f and
i. αj + i+ α < 5 and (cijk
j+1 − dfgkg+1) < 0; or
ii. αj + i+ α = 5 and (cijk
j+1 − dfgkg+1 + 2) < 0
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3. for α = 3, k > 2, by considering (3.8.7),
(a) 3j + i = 3g + f = 2 and [c20k + (2− k)d20 + 2] < 0;
(b) 3j + i = 2 and (c20k + 2) < 0;
(c) 3g + f = 2 and [(2− k)d20 + 2] < 0.
In order to prove the Proposition 11., we simply apply the general
Proposition 3. to this particular case and we distinguish the cases α = 1
and α ∈ (1, 3]. Moreover, we consider the coordinate system (ϕ := n√Ψ, R),
so we have that Y 2 and u2 are
Y 2 =
ϕ2 +
∑
i+j=2+p cijϕ
iRj + . . .
ϕ2 +
∑
m+l=2+q dmlϕ
mRl + . . .
, (3.8.4)
u2 = −1 + 2ϕ
3
R
+ Y 2, (3.8.5)
and it’s possible to approximate the function Y 2|Rk=kϕα in this way: for
α = 1, from (3.4.4)
Y 2|Rk =
ϕ2 +
∑
i+j=2+p cijk
jϕαj+i + . . .
ϕ2 +
∑
m+l=2+q dmlk
lϕαl+m + . . .
, (3.8.6)
and for α ∈ (1, 3], from (3.4.5)
Y 2|Rk ∼
ϕ2 + cijk
jϕαj+i + . . .
ϕ2 + dfgkgϕαg+f + . . .
, αj + i ≥ 2, αg + f ≥ 2. (3.8.7)
α = 1
We start the proof with the case α = 1, and we observe that by comparing
(3.4.4) with (3.8.6), we have that
∑
i+j aijk
j = 1 and (3.5.9) becomes
kϕ2+p
∑
i+j=2+p
cijk
j − kϕ2+q
∑
m+l=2+q
dmlk
l + 2ϕ4 + 2ϕ4+q
∑
m+l=2+q
dmlk
l.
(3.8.8)
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Now, let us apply the general model to this one in order to find when
(3.8.5) is positive( and so when it is negative), by distinguishing
1. p < q
(a) p = 1, if
∑
i+j=3 cijk
j > 0
(b) p = 2, if
∑
i+j=4 cijk
j > − 2k
(c) p > 2, it is always positive(∼ 2ϕ4)
2. q < p
(a) q = 1, if
∑
m+l=3 dmlk
l < 0
(b) q = 2, if
∑
m+l=4 dmlk
l < 2k
(c) q > 2, it is always positive(∼ 2ϕ4)
3. p = q ≡ p
(a) p = 1, if
∑
i+j=3(cij − dij)kj > 0
(b) p = 2, if
∑
i+j=4(cij − dij)kj > − 2k
(c) p > 2, it is always positive(∼ 2ϕ4)
1 < α < 3
Now, we consider the case 1 < α < 3 and by comparing
Y 2|Rk ∼
amlk
lϕαl+m + cijk
jϕαj+i + . . .
brsksϕαs+r + dfgkgϕαg+f + . . .
, αj+i ≥ αl+m, αg+f ≥ αs+r,
(3.8.9)
with (3.5.2), (3.8.9) becomes
Y 2|Rk ∼
ϕ2 + cijk
jϕαj+i + . . .
ϕ2 + dfgkgϕαg+f + . . .
, (3.8.10)
and (3.5.23) becomes
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cijk
j+1ϕαj+i+α − dfgkg+1ϕαg+f+α + 2ϕ5 + 2dfgkgϕαg+f+3. (3.8.11)
Let us analyse when (3.8.11) is positive:
1. αj + i > αg + f
(a) αg + f + α < 5, if dfg < 0
(b) αg + f + α = 5, if dfg <
2
kg+1
(c) αg + f + α > 5, it is always positive(∼ 2ϕ5 > 0)
2. αj + i < αg + f
(a) αj + i+ α < 5, if cij > 0
(b) αj + i+ α = 5, if cij > − 2kj
(c) αj + i+ α > 5, it is always positive(∼ 2ϕ5 > 0)
3. αj + i = αg + f
(a) αj + i+ α < 5, if (cijk
j+1 − dfgkg+1) > 0
(b) αj + i+ α > 5, it is always positive(∼ 2ϕ5 > 0)
(c) αj + i+ α = 5, if (cijk
j+1 − dfgkg+1 + 2) > 0
α = 3
Finally, we have to study the case for α = 3, and one has that the numerator
of u2|Rk
in equation (3.5.25), becomes
cijk
j+1ϕ3j+i + kg(2− k)dfgϕ3g+f + 2ϕ2, (3.8.12)
and we have that it is positive if
1. 3g + f > 3j + i
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(a) 3j + i > 2, it is always positive(∼ 2ϕ2)
(b) 3j + i = 2, which means that j = 0 and i = 2, so it is positive if
c20 > −2
k
2. 3g + f < 3j + i
(a) 3g + f > 2, it is always positive(∼ 2ϕ2)
(b) 3g+ f = 2, which means that g = 0 and f = 2, so it is positive if
d20 <
2
(k − 2)
3. 3g + f = 3j + i
(a) 3g + f = 3j + i = 2, which means that g = 0, f = 2, j = 0 and
i = 2, so it is positive if
(c20k + (2− k)d20 + 2) > 0
(b) 3g + f = 3j + i > 2, it is always positive(∼ 2ϕ2)
3.9 An Example
In this section, we analyse in any details, a model, for which we proved(see
Theorem 1) that the critical behaviour may happens and in which con-
ditions it is. Moreover we are going to show that in dependence of initial
data the system evolves into a regular solution(subcritical evolution) or into
a singular solution(supercritical evolution) with apparent horizon and naked
singularity formation.
In area-radius coordinate system the model is described by the two ar-
bitrary functions Ψ(r,R), the Misner-Sharp mass, and Y 2(r,R) and it is
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj , Y 2(r,R) = 1+
f1r
3 + f2r
2R+ f3rR
2
g1r + g2R
, (3.9.1)
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with Ψ30 > 0 and Y
2 → 1 on all regular curves over the apparent horizon,
like Rγ = γ0r for physical reasons. Then, because Y
2 must be a positive
function, the coefficients of Y 2 are such that
• g1 + g2 > 0 and
• ∑i gi +∑j fj > 0.
Hereafter, we named Ψ30 as m0 and for simplicity, we consider the
Misner-Sharp mass to be m0r
3 exactly, without loss of generality about
the results.
We recall that this model comes from the class of solutions (3.8.2) for
the metric
g = −G2
(
1− 2Ψ
R
)
dr2 +G
Y
u
dRdr − 1
u2
dR2 +R2dΩ2, (3.9.2)
where
u2 = −1 + 2Ψ
R
+ Y 2, G,R = − 1
Y
(1
u
)
,r
. (3.9.3)
As we explained in previous sections, for this model, u2 may vanish, so
we want to understand when it happens. A way to do it, is by considering
this function on all admissible curves, that are Rγ = kr
n, 1 ≤ n ≤ 3
between the apparent horizon and initial data. After that, it is possible to
see the conditions for which u2 vanishes, that implies the existence of non
admissible region and so a possible bounce of some shells. The following
theorem defines in which conditions the function u2 is always positive, that
means all the space is admissible, and so a different choice of initial data
causes bouncing.
Theorem 1. For the model (3.9.1), the function u2 doesn’t vanish if the
initial data verify one of the following, at least
• f22 − 3f3(2g2m0 + f1) ≤ 0 or
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• f22 − 3f3(2g2m0 + f1) ≥ 0 and
1. f3 > 0 and
(a) f2 > 0, f1 + 2g2m0 > 0 or
(b) 3f3 + f2 ≤ 0 or 3f3 + f2 > 0 and f1 + 2f2 + 3f3 + 2g2m0 ≤ 0,
(c) if 0 < k2 < 1, then g(k2) ≥ 0
2. f3 < 0 and
(a) f2 ≥ 0 or f2 < 0 and f1 + 2g2m0 > 0 or
(b) 3f3 + f2 ≥ 0 or 3f3 + f2 < 0 and f1 + 2f2 + 3f3 + 2g2m0 ≤ 0,
(c) if 0 < k1 < 1, then g(k1) > 0,
where k1, k2 and g(k) are given by
k1 =
−f2 −
√
f22 − 3f3(2g2m0 + f1)
3f3
, k2 =
−f2 +
√
f22 − 3f3(2g2m0 + f1)
3f3
,
(3.9.4)
g(k) := f3k
3 + f2k
2 + 2g2m0k + f1k + 2g1m0, (3.9.5)
and all the space is admissible. If these conditions don’t hold good, there
is bouncing and the curve Ru(r) : u
2(r,Ru) = 0 is
Ru ∼ c∗r + o(r), with c∗ > 0. (3.9.6)
Proof. First of all, we described exactly the set of admissible curves, given
by Rk = kr
n, 1 ≤ n ≤ 3. For n = 1, the initial data is R0 = r, so, for k,
it must be 0 < k < 1. For n = 3, because of Rh = 2m0r
3 + o(r3), so in this
case k must be greater then 2m0.
Now, u2|Rk=krn
will be computed and it’ll be necessary to impose u2 > 0
on the initial data because the evolution must start from a regular situation.
Because of Y 2|Rk=krn
is
Y 2 =
f3 k
2 r2n+1 + f1 r
3 + rn
(
f2 k r
2 + g2 k
)
+ g1 r
g2 k rn + g1 r
, (3.9.7)
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u2|Rk=krn
, that by definition is u2 = −1 + 2ΨR + Y 2, becomes
=
f3 k
3 r3n+1 + f2 k
2 r2n+2 + (2 g2 km0 + f1 k) r
n+3 + 2 g1m0 r
4
g1 k rn+1 + g2 k2 r2n
(3.9.8)
From physical condition on Y 2, for which g1 + g2 must be positive, we have
that g1 > 0, otherwise the denominator of u
2
|Rk=krn
in (3.9.8) could vanishes.
By analysing the numerator of (3.9.8), it comes out that u2 may become
negative( and so it vanishes) only in the following cases:
• n = 1
Let it be g(k) := f3k
3 + f2k
2 + 2g2m0k+ f1k+ 2g1m0 and for physical
reason, it must be g(1) = f3 + f2 + 2g2m0 + f1 + 2g1m0 > 0 and we
also have g(0) = 2g1m0 > 0. Since we want to verified if u
2 vanishes,
we need to analyse the possible minimum or maximum(if there exist)
of g(k), that are given by
k1 =
−f2 −
√
∆
3f3
, k2 =
−f2 +
√
∆
3f3
, (3.9.9)
where ∆ := f22 − 3f3(2g2m0 + f1). Now we distinguish the following
cases
1. ∆ ≤ 0. This means that g(k) doesn’t vanish and so u2 is positive.
2. ∆ > 0. Here we need to consider when f3 is positive and negative:
(a) If f3 > 0, u
2 is always positive if k2 ≤ 0 or k2 ≥ 1 or if
0 < k2 < 1, it must be g(k2) < 0. From (3.9.9), the condition
k2 ≤ 0 hold if f2 > 0 and f1 + 2g1m0 > 0. In order to
have k2 ≥ 1, it must be 3f3 + f2 < 0 or 3f3 + f2 > 0 and
f1 + 2f2 + 3f3 + 2g2m0 ≤ 0.
(b) If f3 < 0, u
2 is always positive if k1 ≤ 0 or k1 ≥ 1 or if
0 < k1 < 1, it must be g(k1) > 0. From (3.9.9), the condition
k1 ≤ 0 hold if f2 ≥ 0 or if f2 < 0 and f1 + 2g1m0 ≥ 0. In
order to have k1 ≥ 1, it must be 3f3 + f2 ≥ 0 or 3f3 + f2 < 0
and f1 + 2f2 + 3f3 + 2g2m0 ≤ 0.
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• n ∈ (1, 3] By comparing the exponents of u2, we have the following
relations
1. 3n+ 1 > 2n+ 2,
2. 2n+ 2 > n+ 3,
3. n+ 3 > 4 and
4. n+ 3 > 4,
so, u2 ∼ 2g1m0r4, that is always positive because g1 must be greater
than 0 since the assumption on u2|Rk=krn
.
After these considerations, for different choice of initial data, there is the
bouncing and because it is possible only for n = 1, the curve Ru(r) such
that u2(r,Ru) = 0 is given by
Ru ∼ c∗r + o(r), with c∗ > 0. (3.9.10)
Finally, let us compute the condition of system regularity, u2 > 0 on the
initial data, that reads
f3 + f2 + 2g2m0 + f1 + 2g1m0 > 0. (3.9.11)
We have just proved that this model has a critical behaviour, which
means that in comoving coordinates, the dynamic of the shells starts with
a collapsing scenario(R˙ < 0) and then there are two possible evolutions in
dependence of initial data choice
• supercritical: u2 is always positive, all shells collapse and so it could
form a black hole or a naked singularity;
• subcritical: u2 vanishes, so from a certain shell all the others don’t
collapse completely(bouncing), and they produce the expansion of the
system.
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In the following sections we study the collapsing and bouncing time(see
Section 3.4.2) for sub and supercritical evolutions.
3.9.1 Subcritical evolution
As we said in the previous section, during the subcritical evolution u2 van-
ishes, so from a certain shell onwards, all the others don’t collapse com-
pletely(bouncing), and they produce the expansion of the system. In this
situation we need to study the bouncing time in order to understand if the
shells reach the bouncing curve in a finite time and what it happens in the
center. We proved the following
Proposition 12. For the model (3.9.1), in the subcritical evolution, all the
shell near the center and the center itself, reach the bouncing curve in a
finite time.
Proof. In order to prove this proposition, we study the bouncing time that
is given by
tr(r) ∼
∫ Ru
R0
1
u
dσ, (3.9.12)
and because Ru = c∗r + o(r), the integral in (3.9.12) becomes
tr(r) ∼
∫ R0
Ru
1
u(r, σ)
dσ =
∫ c∗
0
r
u(r, rτ)
dτ. (3.9.13)
Now, from the computation of u2 in (3.9.8), we have
tr(r) =
∫ c∗
0
√
τ
√
g2 τ + g1√
f3 τ3 + f2 τ2 + (2 g2m+ f1) τ + 2 g1m0
dτ < +∞. (3.9.14)
So the shells reach the bouncing curve in a finite time and then the system
expands. About the center, we check the limit limr→0 tr(r)
lim
r→0
tr < +∞, and lim
r→0
Ru
r
= c∗ > 0,
so also the center bounces and the system completely expands.
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3.9.2 Supercritical evolution
During the supercritical evolution, u2 is always positive, so in this case all
shells can completely collapse and it could form a balck hole or a naked
singularity. But, first of all, it is necessary to study the collapsing time for
the shells near the center.
Proposition 13. For the model (3.9.1), in the supercritical evolution, all
the shell near the center and the center itself, collapse in a finite time.
Proof. By using the same argument in the Proposition 12., we have that
the singular curve is given by
ts = −
∫ R
R0
1
eνu(r, σ)
dσ ∼
∫ 1
0
r
u(r, rτ)
dτ, (3.9.15)
and for this model it is
ts(r) =
∫ 1
0
√
τ
√
g2 τ + g1√
f3 τ3 + f2 τ2 + (2 g2m+ f1) τ + 2 g1m0
dτ < +∞. (3.9.16)
Now, about the center, we study the limit
lim
r→0
ts(r) = lim
r→0
∫ 1
0
√
τ
√
g2 τ + g1√
f3 τ3 + f2 τ2 + (2 g2m+ f1) τ + 2 g1m0
dτ <∞, (3.9.17)
and we conclude that all the shells collapse in a finite time.
As we explained before, now we have to understand which kind of sin-
gularity forms. This is possible by proving if there exist a subsolution of
geodesics equations
dR
dr
= uG[Y − u], (3.9.18)
under the apparent horizon Rh(r) ∼ 2m0r3 that comes out from the singu-
larity. In this computation, it has to remember that the apparent horizon is
a supersolution of (3.9.18) and all the curves like Rγ = γr
3, with γ > 2m0
tend to the singularity(see 1).
3.9. AN EXAMPLE 77
Naked singularity formation in supercritical evolution
In order to study geodesics equations, we recall some notions that we’ll
use in our analysis. By named Ψ30 := m0, the apparent horizon and the
misner-sharp mass, are
Rh(r) ∼ 2m0r3, Ψ = m0r3 + . . . ,
and the function Y 2 in supercritical case is
Y 2 =
f3 r R
2 +
(
f2 r
2 + g2
)
R+ f1 r
3 + g1 r
g2R+ g1 r
(3.9.19)
Theorem 2. For the model (3.9.1), there exist curves ρ(r) = xr3, x >
2m0 subsolution of (3.9.18) and so the singularity is naked.
Proof. We want to prove if ρ(r) = xr3, x > 2m0 is a subsolution of (3.9.18)
and we start to compute the function u2 on ρ(r)
u2|R=ρ(r) = −1 +
2Ψ
R
+ Y 2 =
f3 r
6 x3 + f2 r
4 x2 + (2 g2m0 + f1) r
2 x+ 2 g1m0
g2 r2 x2 + g1 x
∼ 2m0
x
.
At the end u|R=ρ(r) is
u|R=ρ(r) ∼
√
2m0
x
(3.9.20)
Because Y 2|R=xr3 −→ 1,
Y (r, ρ)− u(r, ρ) ∼ 1−
√
α
x
, (3.9.21)
in fact one has that
Y 2(r, r3x) =
f3 r
6 x2 +
(
f2 r
4 + g2 r
2
)
x+ f1 r
2 + g1
g2 r2 x+ g1
∼ 1. (3.9.22)
Now, from Einstein equation
G(r, ρ) = G(r, 0)−
∫ xr3
0
1
Y
(1
u
)
r
dσ, (3.9.23)
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so we start to compute (1/u)r, that it is given by(1
u
)
r
=
= −f3 g2R
4 + 2 f2 g2 r R
3 +
(
6 g2
2m0 + 3 f1 g2 + f2 g1
)
r2R2 + (12 g1 g2m0 + 2 f1 g1) r
3R+ 6 g1
2m0 r
4
(2 g22R3 + 4 g1 g2 r R2 + 2 g12 r2R)
(
f3 r R3+f2 r2 R2+(2 g2m0+f1) r3 R+2 g1m0 r4
g2 R2+g1 r R
) 3
2
(3.9.24)
that on R = r3τ it becomes (1
u
)
r
=
= −f3 g2 r
8 τ4 + 2 f2 g2 r
6 τ3 +
(
6 g2
2m0 + 3 f1 g2 + f2 g1
)
r4 τ2 + (12 g1 g2m0 + 2 f1 g1) r
2 τ + 6 g1
2m0
(2 g22 r5 τ3 + 4 g1 g2 r3 τ2 + 2 g12 r τ)
(
f3 r6 τ3+f2 r4 τ2+(2 g2m0+f1) r2 τ+2 g1m0
g2 r2 τ2+g1 τ
) 3
2
.
(3.9.25)
Because the function Y 2 on R = r3τ is
Y 2(r, r3τ) =
f3 r
6 τ2 +
(
f2 r
4 + g2 r
2
)
τ + f1 r
2 + g1
g2 r2 τ + g1
(3.9.26)
the integral in (3.9.23) with the change of variable R = r3τ , reads as∫ xr3
0
1
Y
(1
u
)
r
dσ =
∫ x
0
r3
Y
(1
u
)
r
dτ ∼
∫ x
0
− 3
23/2
r2
√
τ
m0
dτ = −r2
√
τ3
2m0
|x0 = −r2
√
x
2m0
x
(3.9.27)
Now we focus on the computation of G(r, 0) from
G(r, 0) = G(r, r) +
∫ r
0
1
Y
(1
u
)
r
dσ, (3.9.28)
with G(r, r) = [Y (r, r)u(r, r)]−1. The functions u2(r, r) and Y 2(r, r) are
u2(r, r) =
((2 g2 + 2 g1) m0 + f3 + f2 + f1) r
2
g2 + g1
,
Y 2(r, r) =
(f3 + f2 + f1) r
2 + g2 + g1
g2 + g1
, (3.9.29)
so [Y (r, r)u(r, r)]−1 results to be
[Y (r, r)u(r, r)]−1 =
g2 + g1√
(2 g2 + 2 g1) m0 + f3 + f2 + f1
√
(f3 + f2 + f1) r2 + g2 + g1 r
(3.9.30)
and near the center it is given by
[Y (r, r)u(r, r)]−1 ∼ 1
r
√
g2 + g1√
(2g2 + 2g1)m0 + f3 + f2 + f1
+ rK1, (3.9.31)
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where K1 is defined by
K1 := − 1
2
√
g1 + g2[m0(2g2 + 2g1) + f3 + f2 + f1]
. (3.9.32)
By evaluating (1/u)r and Y
2 on R = rτ ,(1
u
)
r
=
= −f3 g2 r τ
4 + 2 f2 g2 r τ
3 +
(
6 g2
2m0 + 3 f1 g2 + f2 g1
)
r τ2 + (12 g1 g2m0 + 2 f1 g1) r τ + 6 g1
2m0 r
(2 g22 τ3 + 4 g1 g2 τ2 + 2 g12 τ)
(
f3 r2 τ3+f2 r2 τ2+(2 g2m0+f1) r2 τ+2 g1m0 r2
g2 τ2+g1 τ
) 3
2
,
(3.9.33)
Y 2(r, rτ) =
f3 r
2 τ2 +
(
f2 r
2 + g2
)
τ + f1 r
2 + g1
g2 τ + g1
, (3.9.34)
we can study the integral in (3.9.28) with the change of variable R = rτ∫ r
0
1
Y
(1
u
)
r
dσ =
∫ 1
0
r
Y
(1
u
)
r
dτ ∼
∼ 1
r
∫ 1
0
−f3g2τ
4 + 2f2g2τ
3 + (6g22m0 + 3f1g2 + f2g1)τ
2 + (12g1g2m0 + 2f1g1)τ + 6g
2
1m0
(2g22τ
3 + 4g1g2τ2 + 2g21τ)
[
f3τ3+f2τ2+(2g2m0+f1)τ+2g1m0
g2τ2+g1τ
]3/2 dτ+K2(τ)r,
(3.9.35)
where we have defined K2(τ) as follows
K2(τ) := −
∫ 1
0
{
f23 g2τ
6 + 3f2f3g2τ
5 + [6f3g
2
2m0 + (4f1f3 + 2f
2
2 )g2 + f2f3g1]τ
4+
(4g32τ
4 + 12g1g32τ
3 + 12g21g2τ
2 + 4g31τ)
[
f3τ3+f2τ2+(2g2m0+f1)τ+2g1m0
g2τ2+g1τ
]3/2
+[(6f2g
2
2+12f3g1g2)m0+5f1f2g2+(2f1f3+f
2
2 )g1]τ
3+[(6f1g
2
2+12f2g1g2+6f3g
2
1)m0+3f
2
1 g2+3f1f2g1]τ
2+
+ [(12f1g1g2 + 6f2g
2
1)m0 + 2f
2
1 g1]τ + 6f1g
2
1m0
}
dτ. (3.9.36)
The first integral in (3.9.35) is equal to
1
r
∫ 1
0
−f3g2τ
4 + 2f2g2τ
3 + (6g22m0 + 3f1g2 + f2g1)τ
2 + (12g1g2m0 + 2f1g1)τ + 6g
2
1m0
(2g22τ
3 + 4g1g2τ2 + 2g21τ)
[
f3τ3+f2τ2+(2g2m0+f1)τ+2g1m0
g2τ2+g1τ
]3/2 dτ =
= −1
r
τ
√
τ(g1 + g2τ)√
τf1 + τ(f2 + f3τ) + 2g2m0 + 2g1m0
|10 =
− 1
r
√
g1 + g2√
f1 + f2 + f3 +m0(2g1 + 2g2)
. (3.9.37)
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Finally, from (3.9.35) and (3.9.37), the function G(r, 0) is obtained
G(r, 0) ∼ [K1 +K2(τ)]r, (3.9.38)
and the function G(r, ρ) is given by
G(r, ρ) ∼ [K1 +K2(τ)]r + x
3/2
√
2m0
r2, (3.9.39)
and ρ(r) is a subsolution of geodesics equations, in fact we have
3xr2 <
√
2m0
x
(
1− 2m0
x
)
G, (3.9.40)
and the singularity is naked.
Chapter 4
Conclusions
In this paper we have seen that in general relativity, several matter mod-
els exhibit critical behaviour like the collapse of radiation fluid[5], perfect
fluid[10], and in the collapse simulations of Yang Mills field with critical
exponent 0.19[7]. Critical behaviour or critical collapse means that from
different choices of initial data, the collapse may stop and so the evolution
could finish in dispersal or the star completely collapse with formation of
a black hole or naked singularity. This also means that in dependence of
the choice of some parameter of initial data, the resulting spacetimes can be
regular or singular with expansion in the former and singularity formation
in the latter.
As we have said in Chapter 1, existing literature provides many nume-
rical studies and on the other hand there are very few analytical examples
about it. One of these is the critical collapse of Einstein Cluster[11], where
the authors study a spherically symmetric collapsing model in which the
radial pressure vanishes and non-zero tangential pressure in the collapsing
cloud.
In the present thesis the study of these example have been extended to a
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wider class of models. The collapsing time and the bouncing time, in order
to understand if the collapse or the bouncing happens in a finite time, have
been analysed and we have proved that it is so. Moreover we have observed
that also at the end of supercritical evolution the singularity is naked and so
the singularity is not covered(see Section 3.6.2). In Section 3.7, we show a
generalization of the Einstein Cluster and in Section 3.4 we present a class
of solution of Einstein field equation for the metric (3.1.3), described by the
two arbitrary function Ψ, the Misner-Sharp mass, and Y 2,
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj + o3(r,R), Y
2(r,R) =
N(r,R)
D(r,R)
, (4.0.1)
that generates critical collapse. The phenomenon depends by the coefficients
of Y 2 and where in the definition of Y 2, N and D are positive functions and
Taylor expandable with degree greater than 2 at least. In particular, the
Proposition 3 defines every single case for which bouncing happens.
We conclude our paper by considering a model-example in the Section
3.9, given by
Ψ(r,R) =
∑
i+j=3
Ψijr
iRj , Y 2(r,R) = 1+
f1r
3 + f2r
2R+ f3rR
2
g1r + g2R
, (4.0.2)
and after proving the presence of critical behaviour in the Theorem 1, we
regard to the collapsing time and the bouncing time. We prove that both
the collapsing time and the bouncing time are finite for the shells near the
center. Moreover we see that for this model also the center bounces during
the subcritical evolution, unlike Einstein cluster, where the center always
becomes singular. In case of supercritical evolution we need to know which
kind of singularity forms and the Theorem 2 clarifies that the singularity
is naked. As in our analysis of Einstein Cluster, in order to prove if the
singularity is naked we use the argument for which because the apparent
horizon is a supersolution of geodesics equations (3.9.18), if a subsolution of
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(3.9.18) over the horizon is found, the singularity is naked.
In literature, critical collapse has been described as a phenomenon where
from different choices of initial data, the spacetimes evolve into a regular
solution, with dispersion, or in singular solution with horizon and black
hole formation. From our analysis comes out that this interpretation may
deserve some revision, because as we have proved for Einstein Cluster and
in the example in Section 3.4, horizon formation doesn’t ensure black hole
formation, in fact in these models the singularity is not covered. As it has
happens from works by Christodoulou[4] in 1984, by Joshi[9] for Tolman-
Bondi-Lemaˆtre dust clouds collapse until more general matter models like
in the paper by R. Giambo` et al.[6], where it is analytically proved that
the presence of the horizon doesn’t implies a black hole formation and so a
naked singularity is produced by the collapse, it seems to happen again here.
This result provides new insights in critical phenomena, because it would
be very interesting and intriguing to reconsider the known critical models
from an analytical point of view by the aim to found out the real nature of
singularity, starting from the collapse of inhomogeneous scalar field, in order
to provide new advances towards full understanding of Cosmic Censorship
hypothesis by Roger Penrose[15].
84 CHAPTER 4. CONCLUSIONS
Bibliography
[1] Choptuik M.W., in Frontiers to Numerical Relativity, edited by
C.R.Evans, L.S.Finn, and D.W.Hobil(Cambridge) Univ. Press, Lon-
don, 1989
[2] Choptuik M.W., in Approaches to Numerical Relativity, edited by R.
d’Inverno(Cambridge Univ. Press, Cambridge, 1992)
[3] Choptuik M.W., Phys.Rev.Lett.70, 9 (1993)
[4] Christodoulou D 1984 Commun. Math. Phys. 93 171
[5] Evans C.R. and Colman J.S., Phys.Rev.Lett.72 (1994) 1782
[6] Giambo` R., Giannoni F., Magli G. and Piccione P. 2003 Commun.
Math. Phys. 235 54563
[7] Gundlach C., Phys.Rev. D55 (1997) 6002
[8] Gundlach C., Phys.Rev. D 55, 695 (1997)
[9] Joshi P S 1993 Global Aspects in Gravitation and Cosmology (Oxford:
Clarendon)
[10] Koike T., Hara T. and Adachi S., Phys.Rev. D59 1999 104008
[11] Mahajan A., Harada T., Joshi P. and Nakao K. 2007 Progress of Theor.
Phys. Vol.118 No.5(2007) pp.865-878
85
86 BIBLIOGRAPHY
[12] Mart`ın-Garc`ıa J.M. and Gundlach C., Phys.Rev. D 68 (2003) 024011
[13] Mart`ın-Garc`ıa J.M. and Gundlach C., Linving Rev. Relativity, 10
(2007) 5
[14] Ori A., Class.Quantum Grav. 7 985 (1990)
[15] Penrose R 1969 Nuovo Cimento 1 252
