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Abstract
We study the integrable structure of the 2D Laplacian growth problem with
zero surface tension in an infinite channel with periodic boundary conditions in
the transverse direction. Similar to the Laplacian growth in radial geometry, this
problem can be embedded into the 2D Toda lattice hierarchy in the zero dispersion
limit. However, the relevant solution to the hierarchy is different. We characterize
this solution by the string equations and construct the corresponding dispersionless
tau-function. This tau-function is shown to coincide with the genus-zero part of
the generating function for double Hurwitz numbers.
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1 Introduction
Growth problems of Laplacian type such as Hele-Shaw viscous flows refer to dynamics of a
moving front (an interface) between two distinct phases driven by a harmonic scalar field.
These essentially nonlinear and non-local problems attract much attention for quite a long
time [1]. The Laplacian growth problem appears in different physical and mathematical
contexts and has important practical applications. The most known ones are filtration
processes in porous media, viscous fingering in the Hele-Shaw cell, electrodeposition and
solidification in undercooled liquids. The problem in 2D is the most studied one. For
reviews see [2, 3, 4]. To be definite, we shall speak about the dynamics of an interface
between two incompressible fluids with very different viscosities. In practice the 2D
geometry is realized in the Hele-Shaw cell – a narrow gap between two parallel plates
(Fig. 1).
Remarkably, 2D Laplacian growth (LG) with vanishing surface tension possesses a
hidden integrable structure which, for the problem in the radial geometry, i.e., in the
plane with a point-like source or sink, was revealed in [5] and further studied in [8]-[14].
Since evolution of planar simply-connected domains is most naturally described by time-
dependent conformal maps, there is no surprise that this structure is actually immanent
for general conformal maps and classical boundary value problems. Specifically, it was
shown in [5, 6] that evolution of conformal maps is governed by an integrable hierarchy
of nonlinear partial differential equations which is a zero dispersion version [15, 16] of the
2D Toda hierarchy [17]. We call it the dispersionless Toda (dToda) hierarchy. The times
of the hierarchy are harmonic moments of the evolving domain and the Lax function is
identified with the conformal map. In fact the dispersionless Lax equations for it can
be derived in the framework of the classical theory of conformal maps depending on
parameters.
It is also remarkable that the integrable structure unites the LG problem with im-
portant areas of mathematics and theoretical physics such as inverse potential problem,
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Figure 1: The Hele-Shaw cell.
quadrature domains, random matrices, theory of solitons and c = 1 string theory. Some
of these links are reviewed in [18]. We are going to add a new item to the list.
One aim of this work is to make explicit the integrable structure of the LG problem in
a different geometry – namely in an infinite channel with periodic boundary conditions
in the transverse direction (an infinite cylinder). In this version, the problem is also
known as the Saffman-Taylor problem. We will show that the evolution is governed by
the same dispersionless Lax equations but the specific solution of the dToda hierarchy is
substantially different from the one relevant to the LG growth process in the plane.
Another aim is to show that the solution to the LG on a cylinder has an intriguing
combinatorial and algebro-geometrical meaning. Namely, it appears to be closely related
to the enumerative geometry of ramified coverings of the Riemann sphere. The corre-
sponding tau-function turns out to be the dispersionless limit of the tau-function for
Hurwitz numbers which is the generating function for numbers counting ramified cover-
ings of CP1 of a certain ramification type (see [19] for a review of the Hurwitz problem
and related topics). The combinatorial theory of ramified coverings of CP1 was linked to
integrable systems in [20, 21]. In particular, the generating function for double Hurwitz
numbers was shown to be a special solution (tau-function) of the 2D Toda lattice hierar-
chy in [21]. The integrability of Hurwitz partition functions and their relation to matrix
models is now actively investigated (see e.g. [22]-[27]).
In the rest part of the introduction we outline the contents of the paper.
The LG problem on the surface of a cylinder. Consider an infinite cylinder of
radius R obtained from the physical (X, Y ) plane by identifying the points (X, Y +2πmR)
for all m ∈ Z. As usual, we will use the complex coordinates Z = X + iY , Z¯ = X − iY .
Let Γ be a closed non-intersecting contour on the cylinder equivalent to the non-trivial
cycle. It divides the cylinder into two infinite pieces, D− and D+, – to the left and to
the right of Γ respectively. Without loss of generality we assume that the section X = 0
lies entirely in D− (Fig. 2). Let the viscous fluid (oil) in D+ be sucked by a pump on the
right infinity, with the non-viscous fluid (water) coming to D− from the left infinity, then
the interface Γ moves to the right, with the normal velocity Vn = Vn(Z) at any point
Z ∈ Γ being given by
Vn(Z) = −∂nΦ(Z). (1.1)
The potential function Φ is proportional to the pressure in the viscous fluid. It is a
harmonic function in D− equal to 0 on Γ (zero surface tension) with the asymptotic
behaviour Φ ∼ −1
2
X as X → +∞. The velocity field in the viscous fluid is given by the
Darcy law ~V = −~∇Φ.
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Figure 2: Laplacian growth in a channel with periodic boundary conditions (a cylinder).
The simply-connected case (a single interface) allows for an effective application of
the conformal mapping technique (see, e.g., [2, 28]). In the complex coordinates Z, Z¯ one
may describe the growth process in terms of a time dependent conformal map Z(W, t)
from a fixed domain of a simple form in the “mathematical” W -plane, say the half-strip,
onto the evolving oil domain in the “physical” Z-plane. The interface itself is the image
of the segment [0, 2πi] of the imaginary axis. The Hele-Shaw dynamics is then translated
to a nonlinear partial differential equation for the function Z(W, t), referred to as the
Laplacian growth equation [29]:
2 Im
(
∂σZ(iσ)∂tZ(iσ)
)
= R , σ ∈ [0, 2π]. (1.2)
The harmonic moments of the oil domain D+ (Richardson’s moments),
tk = −
1
πkR
∫ ∫
D+
e−kZ/RdXdY , k ≥ 1,
are known to be constants of motion for the LG process [30]. The complimentary set of
moments,
vk =
1
πR
∫ ∫
D−
ekZ/RdXdY, k ≥ 1,
are time-dependent quantities.
The dToda hierarchy and the dispersionless tau-function. A direct derivation
of the dToda hierarchy along the lines of [5, 6] is possible for the LG on a cylinder
but we will follow a more formal approach suggested in [14] and map our problem to a
contour dynamics in the radial geometry taking place in an “auxiliary physical plane”
(the z-plane) with a non-uniform density. Contrary to the LG in the plane, the Lax
function of the dToda hierarchy for the interface dynamics on the cylinder is not the
conformal map Z(W ) itself but the exponential function z = eZ(W )/R. The hierarchical
times are Richardson’s moments tk. The LG equation (1.2) plays the role of the “string
equation” which uniquely characterizes the solution to the whole hierarchy. We construct
the dispersionless tau-function for this solution,
F0(R; t0, {tk}k≥1, {t¯k}k≥1), (1.3)
which is a function of the harmonic moments tk, the variable t0 related to the area
of the growing domain and depends on R as a parameter. The function F0 obeys the
4
dispersionless Hirota equations for the dToda hierarchy
(z1 − z2)e
D(z1)D(z2)F0 = z1e
−∂t0D(z1)F0 − z2e
−∂t0D(z2)F0 , (1.4)
z1z¯2
(
1− e−D(z1)D¯(z¯2)F0
)
= e∂t0 (∂t0+D(z1)+D¯(z¯2))F0 , (1.5)
where D(z) =
∑
k≥1
z−k
k
∂tk , D¯(z¯) =
∑
k≥1
z¯−k
k
∂t¯k . It contains all information about the LG
process and the conformal maps in the sense that it allows one to find the complimentary
moments vk and the (inverse) conformal map W (Z) by the formulas
vk =
∂F0
∂tk
, W (Z) =
Z
R
−
1
2
∂2F0
∂t20
−
∑
k≥1
e−kZ/R
k
∂2F0
∂t0∂tk
. (1.6)
The dToda hierarchy is an example of the universal Whitham hierarchy introduced
in [15]. It is a multi-dimensional extension of the hierarchies of hydrodynamic type [31].
The solutions can be parametrized [16] by canonical transformations in a two-dimensional
phase space in such a way that any solution corresponds to a canonical pair of functions
(the “twistor data”). In fact, this is equivalent to the characterization of the solutions
via string equations.
The connection with Hurwitz numbers. We also show that the function F0 is
closely connected with the genus zero part of the generating function for the double
Hurwitz numbers that count connected coverings of the sphere. The precise conneciton
is as follows:
F0 =
t30
6R
+
∑
d≥1
edt0/R
∑
|µ|=|µ¯|=d
R2−ℓ(µ)−ℓ(µ¯)
(ℓ(µ)+ℓ(µ¯)−2)!
Hd,ℓ(µ)+ℓ(µ¯)−2(µ, µ¯)
ℓ(µ)∏
i=1
µitµi
ℓ(µ¯)∏
i=1
µ¯it¯µ¯i . (1.7)
Here µ, µ¯ are partitions of d = |µ| = |µ¯| into ℓ(µ) parts µ1 ≥ µ2 ≥ . . . ≥ µℓ(µ) > 0
(respectively, into ℓ(µ¯) parts µ¯1 ≥ µ¯2 ≥ . . . ≥ µ¯ℓ(µ¯) > 0), Hd,l(µ, µ¯) is the properly
weighted number of topologically non-equivalent coverings f : CP1 −→ CP1 of degree
d having ramification points at 0 and ∞ of the types µ and µ¯ respectively and l =
ℓ(µ) + ℓ(µ¯)− 2 simple ramification points. The numbers Hd,l(µ, µ¯) are called the double
Hurwitz numbers [21]. In the series (1.7) only Hurwitz numbers corresponding to the
genus-zero coverings enter. We see that they are basically the Taylor series coefficients
of the dispersionless tau-function (1.3).
2 Lax equations for the dToda hierarchy and associ-
ated growth processes
In this section we review some results of [5]-[14] in the form convenient for our purposes.
2.1 Dispersionless Lax equations
We start with the Lax equations for the dToda hierarchy with certain reality conditions
imposed. The main object is the Lax function z(w) represented as a Laurent series of
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the form
z(w) = rw + a0 +
a1
w
+
a2
w2
+ . . . (2.1)
The leading coefficient r is assumed to be real while all other coefficients ai are in general
complex numbers. All the coefficients depend on deformation parameters (or “times”) t0
(a real number) and t1, t2, t3, . . . (complex numbers) in accordance with the Lax equations
in the Sato form
∂z(w)
∂tk
= {Ak(w), z(w)} ,
∂z(w)
∂t¯k
= −{A¯k(w
−1), z(w)}, (2.2)
where for any two functions of w, t0 the Poisson bracket is
{f, g} :=
∂f
∂ logw
∂g
∂t0
−
∂f
∂t0
∂g
∂ logw
. (2.3)
Here and below the bar denotes the complex conjugation and f¯(w) = f(w¯). The reality
condition implies that the second half of the Lax equations (with t¯k-derivatives) is ob-
tained from the first one by complex conjugation provided w belongs to the unit circle.
The generators of the flows are
Ak(w) =
(
zk(w)
)
+
, A0(w) = logw. (2.4)
For the dToda hierarchy, the (. . .)+-operation is
(
zk(w)
)
+
:=
(
zk(w)
)
>0
+
1
2
(
zk(w)
)
0
.
Hereafter, (. . .)S means taking the terms of the Laurent series with degrees belonging to
the subset S ∈ Z (in particular, (. . .)0 is the free term). Note that at k = 0 equations
(2.2) become tautological identities. The second Lax function of the dToda hierarchy
is z¯(w−1). The reality conditions (i.e. the requirement that its coefficients are complex
conjugate to those of the z(w)) imply that it obeys the same Lax equations.
By purely algebraic manipulations, one can show [15, 16] that the Lax equations (2.2)
with Ak given by (2.4) are equivalent to
∂tjAk(w)− ∂tkAj(w) + {Ak(w), Aj(w)} = 0,
∂tj A¯k(w
−1) + ∂t¯kAj(w) + {A¯k(w
−1), Aj(w)} = 0,
(2.5)
which is a dispersionless version of the “zero curvature” representation. In their turn,
equations (2.5) imply that the Lax equations (2.2) are compatible with each other, i.e.,
∂tn(∂tmz(w)) = ∂tm(∂tnz(w)) and ∂t¯n(∂tmz(w)) = ∂tm(∂t¯nz(w)) for all n,m. This means
that the vector fields ∂tk , ∂t¯n commute and these symbols can be understood as partial
derivatives.
Let w(z) be the inverse function to the Lax function z(w). In terms of the inverse
function, the evolution equations (2.2) acquire a simpler form:
∂ logw(z)
∂tk
=
∂Ak
∂t0
,
∂ logw(z)
∂t¯k
= −
∂A¯k
∂t0
. (2.6)
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Here Ak = Ak(w(z)), A¯k = A¯k(1/w(z)) are regarded as functions of z, and the derivatives
are taken at fixed z. Treating Ak’s as functions of z, one can rewrite equations (2.5) in
the form similar to (2.6):
∂Aj
∂tk
=
∂Ak
∂tj
,
∂Aj
∂t¯k
= −
∂A¯k
∂tj
. (2.7)
Note that at j = 0 this system coincides with (2.6).
It follows from the construction of the Ak’s that the expansion of Ak(w(z)) in a
Laurent series in z is of the form Ak = z
k + O(1). More precisely, these Laurent series
are
A0(w(z)) = logw(z) = log z −
1
2
∂t0v0 −
∑
k≥1
∂t0vk
k
z−k, (2.8)
Aj(w(z)) = z
j −
1
2
∂tjv0 −
∑
k≥1
∂tjvk
k
z−k , j ≥ 1, (2.9)
A¯j(w
−1(z)) =
1
2
∂t¯jv0 +
∑
k≥1
∂t¯jvk
k
z−k , j ≥ 1, (2.10)
where vk are functions of the times such that ∂tjvk = ∂tkvj , ∂tj v¯k = ∂t¯kvj.
We are especially interested in the class of solutions such that z(w), for all tk in an
open set of the space of parameters, is a univalent function in a neighborhood of infinity
including the exterior of the unit circle. This means that z(w1) = z(w2) if and only if
w1 = w2. From now on, we assume that z(w) belongs to this class. In this case z(w) is
a conformal map from the exterior of the unit circle to a domain in the complex plane
containing infinity while z¯(w−1) is a conformal map from the interior of the unit circle
to the complex conjugate domain. For technical reasons it is convenient to assume that
the origin of the z-plane lies outside this domain.
2.2 General solution to the Lax equations
A general solution to the system of differential equations (2.2) is available in an implicit
form [16]. To present it, we need an extended version of the Lax formalism.
By the definition of the Poisson bracket, logw and t0 form a canonical pair:
{logw, t0} = 1.
The evolution according to the Lax equations can be regarded as a tk-dependent canonical
transformation from the pair (logw, t0) to another canonical pair whose first member is
log z(w). It is quite natural to introduce the second member which we denote by M .
Depending on the situation, we treat it either as a function of z and t0 or as a function of w
and t0 through the composition M = M(z(w, t0), t0) (it also depends on the deformation
parameters tk). To find what is M , we note that the condition {log z, M} = 1 can
be identically rewritten as ∂t0M(z) = z∂z logw(z, t0). It determines M up to a term
depending only on z. The latter can be fixed by the requirement that M obeys the same
Lax equations (2.2). To wit, equation ∂tkM = {Ak,M} (where the derivatives are taken
at constant w) is equivalent to
∂tkM(z) = w∂wAk ∂t0M(z) = z∂zAk.
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Taking into account (2.8), (2.9), we can write
M(z) =
∑
k≥1
ktkz
k + t0 +
∑
k≥1
vkz
−k. (2.11)
This formal Laurent series represents an analytic function if the domains of analyticity
for the functions represented by the series
∑
k≥1
ktkz
k and
∑
k≥1
vkz
−k overlap. The function
M is the dispersionless (“quasiclassical”) limit of the Orlov-Shulman operator [32]. Its
geometric meaning depends on a particular solution. In a similar way, one can construct
the conjugate Orlov-Shulman function, M¯(z¯), such that the transformation (logw, t0)→
(log z¯−1(w−1), M¯(z¯(w−1)) is canonical and M¯ obeys the same Lax equations. The Lax
equations imply that the composition of the canonical transformations
(log z,M)→ (logw, t0)→ (log z¯
−1, M¯)
does not depend on tk, i.e., it is an integral of motion. Moreover, any tk-independent
canonical transformation (log z,M) → (log z¯−1, M¯) between the Laurent series of the
form prescribed above generates a solution to the dToda hierarchy. See [16] for the
detailed proof.
More precisely, let (log f(w, t0), g(w, t0)) be a canonical pair: {log f, g} = 1. Suppose
that the functions z, z¯,M, M¯ are represented by Laurent series of the form given above
and are connected by the functional relations
1/z¯(w−1) = f (z(w),M(z(w))) , M¯(z¯(w−1)) = g (z(w),M(z(w))) . (2.12)
Then the function z(w) obeys all the Lax equations and its coefficients (as functions of
tk’s) obey the dToda hierarchy. Conversely, any solution of the dToda hierarchy admits
a representation of this form with some (f, g)-pair [16].
This construction can be made more explicit by introducing the generating function
of the canonical transformation (logw, t0) → (log f, g). An important class of solutions
corresponds to the canonical transformations (log z,M)→ (log z¯−1, M¯) defined by means
of a generating function U(z, z¯) as follows:
M = z∂zU(z, z¯) , M¯ = z¯∂z¯U(z, z¯). (2.13)
Here U(z, z¯) is an arbitrary differentiable real-valued function of z, z¯. This form of the
canonical transformation implies that the functions z(w) and z¯(w−1) are algebraically
independent. These are solutions of generic type and we call them non-degenerate. They
describe conformal maps of 2D domains with smooth boundaries. For non-degenerate
solutions the “string equation”
{z(w), z¯(w−1)} =
1
Uzz¯(z(w), z¯(w−1))
(2.14)
where Uzz¯(z, z¯) ≡ ∂z∂z¯U(z, z¯) holds true. It is obtained by plugging M from (2.13) into
the canonical relation {z,M} = z.
8
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Figure 3: The Lax contour.
2.3 Contour dynamics
Lax equations (2.2) can be treated as equations of a contour dynamics. The contour is
the image of the unit circle, i.e., z(eiθ), 0 ≤ θ ≤ 2π (Fig. 3). We call it the Lax contour
and denote it by γ. It depends on the deformation parameters. We assume that γ is
a non-self-intersecting curve encircling the origin. The function z(w) provides a time-
dependent conformal map from the exterior of the unit circle onto the exterior of the Lax
contour.
To derive equations of motion for the Lax contour, we need a general kinematic
relation. Let (x(σ, t), y(σ, t)) be any parameterizations of a moving closed contour in the
plane, then the normal velocity of the contour points is Vn =
dσ
dl
(∂σy∂tx− ∂σx∂ty) , or,
in the complex notation,
Vn =
dσ
2dl
(∂σz∂tz¯ − ∂σz¯∂tz) , (2.15)
where dl =
√
(dx)2 + (dy)2 is the line element. The normal velocity Vn is positive if it is
directed to the exterior of the contour.
Applying this formula to the Lax contour z(eiθ) with the specific parameterization
σ = θ and t = t0 with all other tk’s fixed, we get the normal velocity of the Lax contour
γ at the points z(w), |w| = 1:
Vn =
{z(w), z¯(w−1)}
2|z′(w)|
. (2.16)
Here z′(w) = ∂wz(w) and the Poisson bracket in the numerator is given by (2.3). Eq.
(2.16) together with the string equation (2.14) states that the normal velocity of the Lax
contour at the point z ∈ γ is equal to
Vn(z) =
|w′(z)|
2∂z∂z¯U(z, z¯)
, z ∈ γ. (2.17)
Eqs. (2.11), (2.13) allow us to express the deformation parameters through the ge-
ometry of the moving contour:
tk =
1
2πik
∮
|w|=1
z−k−1(w)M(z(w))dz(w) =
1
2πik
∮
γ
z−k∂zU dz , k ≥ 1, (2.18)
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t0 =
1
2πi
∮
|w|=1
M(z(w))d log z(w) =
1
2πi
∮
γ
∂zU dz. (2.19)
We stress that t1, t2, . . . are kept constant, so they are integrals of motion for the contour
dynamics (2.17). Let D be the compact domain bounded by the Lax contour and Dc =
C \ D its complement, then Green’s formula implies that
tk = −
1
4πk
∫∫
Dc
z−k∆Ud2z , k ≥ 1,
t0 =
1
4π
∫∫
D
∆Ud2z ,
(2.20)
where ∆ = 4∂z∂z¯ is the Laplace operator and d
2z ≡ dxdy. According to our assumption,
the domain D contains the origin, so the integrals (2.20) with positive k are well-defined
(for small k a regularization at infinity is required). These formulas show that the tk’s
are harmonic moments with the density function ∆U . The double integral representation
of t0 implies that the density function is integrable everywhere in D. If ∆U is singular
at some point (say, at z = 0), then one still may give sense to this double integral by
introducing a cut-off (see the next section). The coefficients vk in (2.11) have similar
integral representations:
vk =
1
2πi
∮
|w|=1
zk−1(w)M(z(w))dz(w) =
1
2πi
∮
γ
zk∂zUdz =
1
4π
∫∫
D
zk∆Ud2z. (2.21)
One can also define the logarithmic moment v0:
v0 =
1
4π
∫∫
D
log |z|2∆U(z, z¯)d2z. (2.22)
Again, this integral representation implies that ∆U is integrable everywhere in D, oth-
erwise a cut-off is required. Similar to t0, the moment v0 is real. In the important case
when U(z, z¯) depends only on zz¯, i.e., z∂zU = z¯∂z¯U , the logarithmic moment v0 can be
equivalently represented as the contour integral
v0 =
1
2πi
∮
γ
(
log |z|2∂zU−z
−1U
)
dz. (2.23)
Let S(z) be the analytic continuation of the function ∂zU(z, z¯) away from the contour
γ, then S(z) = S+(z)+S−(z), where S±(z) are analytic functions in D and D
c respectively.
They are given by the following integrals of the Cauchy type:
S+(z) =
1
2πi
∮
γ
∂ζU(ζ, ζ¯)dζ
ζ − z
=
∑
k≥1
ktkz
k−1 , z ∈ D
S−(z) =
1
2πi
∮
γ
∂ζU(ζ, ζ¯)dζ
z − ζ
=
t0
z
+
∑
k≥1
vkz
−k−1 , z ∈ Dc.
(2.24)
From these formulas it follows that M(z) = zS(z).
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2.4 The dispersionless tau-function
As is shown in [5]-[7] (see also [10] for the case ∆U(z, z¯) 6= const), there exists a real-
valued function F0 = F0(t0, {tk}, {t¯k}) such that
dF0 = v0dt0 +
∑
k≥1
(vkdtk + v¯kdt¯k),
i.e.,
vk =
∂F0
∂tk
, k ≥ 0. (2.25)
It is called the dispersionless tau-function and admits the following representation as a
double integral over the domain D:
F0 = −
1
16π2
∫∫
D
∫∫
D
∆U(z, z¯) log
∣∣∣z−1 − ζ−1∣∣∣∆U(ζ, ζ¯) d2zd2ζ. (2.26)
The dispersionless tau-function can be also written as
2F0 = −
1
4π
∫∫
D
U∆Ud2z + t0v0 +
∑
k≥1
(tkvk + t¯kv¯k). (2.27)
It satisfies the dispersionless Hirota equations (1.4), (1.5). The conformal map w(z),
inverse to the z(w), can be expressed through the dispersionless tau-function as follows:
w(z) = ze−
1
2
∂2t0
F0−∂t0D(z)F0 , D(z) :=
∑
k≥1
z−k
k
∂tk . (2.28)
Remark. As it was pointed out in [7] (see also [12, 13] and references therein), F0
is the free energy of the model of N × N normal random matrices with the potential
2Re
∑
k tkz
k − U(z, z¯) in the N → ∞ limit. In terms of the eigenvalues, the partition
function is given by the following N -fold integral over the complex plane:
τN({tj}, {t¯j}) =
1
N !
∫
C
. . .
∫
C
∏
m<n
|zm−zn|
2
N∏
j=1
e
− 1
h¯
U(z,z¯)+ 1
h¯
∑
k≥1
(tkz
k
j
+t¯k z¯
k
j
)
d2zj . (2.29)
It is known that τN is, for any U(z, z¯), the tau-function of the 2D Toda lattice hierarchy.
Under certain assumptions about the potential U(z, z¯), in the limit h¯→ 0, N →∞ such
that t0 = Nh¯ is fixed, the function
F0 = F0(t0, {tj}, {t¯j}) = lim
h¯→0
(
h¯2 log τN ({tj}, {t¯j})
)
(2.30)
is the dispersionless tau-function given by (2.26). A matrix model representation of the
form (2.29) for the Hurwitz tau-function with the potential U(z, z¯) ∝ (log(zz¯))2 (see
below) was recently suggested in [25].
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2.5 Example: Laplacian growth in radial geometry
The simplest but important example is U(z, z¯) = zz¯ which corresponds to the canonical
transformation z¯ = z−1M , M¯ = M (i.e., M = M¯ = zz¯). The string equation (2.14)
acquires the form
{z(w), z¯(w−1)} = 1. (2.31)
In this case the normal velocity is given by
Vn(z) =
1
2
|w′(z)| , z ∈ γ (2.32)
Note that |w′(z)| is equal to the normal derivative ∂n log |w(z)| of the solution to the
Laplace equation with a source at infinity and the Dirichlet boundary condition on the
contour. Hence (2.32) is identical to the Darcy law for the dynamics of interface between
viscous and non-viscous fluids confined in the radial Hele-Shaw cell, assuming that there
is no surface tension at the interface. In this way we obtain the exterior LG problem in
which the viscous fluid occupies the non-compact exterior domain with a source or sink
at infinity. Formulas (2.18) or (2.20) state that
tk =
1
2πik
∮
γ
z−kz¯dz = −
1
πk
∫∫
Dc
z−k d2z
are harmonic moments of the exterior of the contour γ. Their conservation in the Lapla-
cian growth dynamics was established by S.Richardson [30]. Eq. (2.18) states that the
time variable t0 = t should be identified with area (divided by π) of the compact interior
domain encircled by γ. The function S(z) is the Schwarz function of the contour γ [33].
The dispersionless tau-function obeys the quasi-homogeneity condition [7]:
4F0 == −t
2
0 + 2t0v0 +
∑
k≥1
(2− k)(tkvk + t¯kv¯k) (2.33)
with vk = ∂tkF0. Also the relation
∑
k≥1
ktkvk =
∑
k≥1
kt¯kv¯k holds.
A more general example is U(z, z¯) = (zz¯)1/N with N ∈ Z. As it was pointed out
in [8], the corresponding solutions describe the LG of ZN -symmetric exterior domains
(i.e., symmetric under rotations through the angle 2π/N), or, what is equivalent, the
LG in a cone. At negative integer values of N one obtains the interior LG problems. In
particular, N = −1 corresponds to the Hele-Shaw evolution of a compact domain with a
point-like source or sink inside it.
In the next section we consider another important example which corresponds to
the Laplacian growth in an infinite channel with periodic boundary conditions in the
transverse direction (i.e., in an infinite cylinder). Formally it is as a limiting case N →
∞ of the ZN -symmetric solutions discussed above but the limit is rather tricky. An
independent approach is suggested below.
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3 Laplacian growth in channel geometry
3.1 The moving boundary value problem
As is described in the introduction, the LG problem in the infinite cylinder (Fig. 2) is
translated to the following moving boundary value problem:

∆Φ(Z) = 0 in D+
Φ(Z + 2πiR) = Φ(Z)
Φ(Z) = 0, Z ∈ Γ
Φ(Z) = − 1
2
ReZ + . . . as ReZ → +∞ .
(3.1)
The last condition means that far away to the right from the interface the visocous fluid
moves with constant velocity ~V = (1
2
, 0) (in our units time has dimension of length, so
the velocity is dimensionless).
Let W (Z) be the conformal map from D+ to the right half of the mathematical W -
plane factorized over shifts by 2πi such that W (Z + 2πiR) = W (Z) + 2πi with the
expansion as ReZ → +∞ of the form
W (Z) = Z/R +
∑
k≥0
cke
−kZ/R. (3.2)
Then the solution to the boundary value problem (3.1) is given by Φ(Z) = − R
2
ReW (Z).
Since ∂nReW (Z) = |W
′(Z)| for all z ∈ Γ, the normal velocity is
Vn(Z) =
R
2
|W ′(Z)|. (3.3)
The inverse conformal map, Z(W ), is given by the series of the form
Z(W ) = RW +
∑
k≥0
uke
−kW . (3.4)
The Laplacian growth equation (1.2) for Z(W ) can be derived with the help of the same
kinematic identity (2.15) applied to the contour in the Z-plane with σ = −iW , then
∂σ/∂l = |W ′(Z)|, and the identity combined with the Darcy law yields
∂Z(W )
∂W
∂Z¯(−W )
∂t
−
∂Z(W )
∂t
∂Z¯(−W )
∂W
= R (3.5)
or, in terms of the Poisson bracket, {Z(W ), Z¯(−W )}W,t = R.
A remark on the LG problem in an infinite channel with rigid walls is in order. In
this case instead of periodicity condition Φ(Z + 2πiR) = Φ(Z) one should impose the
no-flux conditions ∂Y Φ(Z) = ∂YΦ(Z +2πiR) = 0 on the walls Z = X (the real line) and
Z = X + 2πiR (the line Y = 2πR). In particular, this implies that the tangent lines to
the interface at the endpoints are orthogonal to the walls. This problem can be formally
reduced to the problem in a cylinder of radius 2R with the additional Z2 reflection
symmetry Y → −Y which in the complex coordinates is the complex conjugation Z → Z¯.
This symmetry implies that the coefficients uk in (3.4) should be real.
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Figure 4: The auxiliary and real “physical” and “mathematical” planes.
3.2 A growth problem in the auxiliary physical plane
Our strategy will be to map this problem to the auxiliary physical plane (the z-plane),
where it becomes a radial growth problem of the type discussed above (Fig. 4). This is
achieved by the conformal transformation
z = r0e
Z/R or Z = R log(z/r0),
where r0 is some (time-independent) scale in the z-plane. The conformal maps Z(W )
and z(w) are thus related by the formulas
z(w) = r0e
Z(logw)/R , w(z) = eW (R log(z/r0)),
Z(W ) = R log
(z(eW )
r0
)
, W (Z) = logw(r0e
Z/R).
The contour Γ is mapped to the Lax contour γ, and their normal velocities, Vn = V
(Z)
n
and V (z)n , are connected by the formula
V (Z)n =
∣∣∣dZ
dz
∣∣∣V (z)n = R|z| V (z)n . (3.6)
The domains D+ and D+ in the physical plane are mapped to D
c and D respectively in
the auxiliary physical plane. The X = 0 section of the cylinder is mapped to the circle
|z| = r0, so our assumption means that the domain D contains the disk |z| ≤ r0.
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According to the general method outlined in Section 2.2, let us take the following
generating function of the canonical transformation:
U(z, z¯) =
R
2
[
log
zz¯
r20
]2
. (3.7)
We consider it as a function on the auxiliary physical plane. Then
M = M¯ = z∂zU = z¯∂z¯U = R log
zz¯
r20
(3.8)
or, equivalently,
zz¯ = r20 e
M/R (3.9)
and
∂z∂z¯U =
R
zz¯
. (3.10)
The normal velocity of the Lax contour in the z-plane is
V (z)n (z) =
|z|2
2R
|w′(z)| , z ∈ γ . (3.11)
Using (3.6) and |w′(z)| =
R
|z|
|W ′(Z)|, we can find the normal velocity V (Z)n in the corre-
sponding point of the contour Γ:
V (Z)n (Z) =
R
|z|
V (z)n (z) =
R
2
|W ′(Z)| (3.12)
which coincides with (3.3). The string equation (2.14) in the auxiliary physical plane
reads
{z(w), z¯(w−1)} = R−1z(w)z¯(w−1). (3.13)
After the change of variables z(w) = r0e
Z(W )/R, z¯(w−1) = r0e
Z¯(−W )/R it becomes the
Laplacian growth equation (3.5) in the physical plane. This proves the isomorphism be-
tween the radial growth problem in the z-plane and the physical problem on the cylinder.
It remains to identify the time variables (deformation parameters) with moments
of D+. The time t is identified with the t0-variable. In the case at hand the density
∆U(z, z¯) = R/|z|2 is non-integrable at z = 0, so some modifications in formulas from the
previous section are necessary. Let B(r0) be the disk of radius r0 centered at the origin,
then in the z-plane we have
t0 =
R
πi
∮
γ
log
( |z|
r0
) dz
z
=
R
π
∫∫
D\B(r0)
d2z
zz¯
. (3.14)
Equivalently, in the Z-plane these integrals are represented as
t0 =
1
2πiR
∫
Γ
(Z+Z¯)dZ =
1
πR
∫
Γ
XdY =
Area(D
(0)
− )
πR
, (3.15)
where Area(D
(0)
− ) is the area of the domain D
(0)
− bounded by the curve Γ and the section
X = 0. Note that D
(0)
− is the image of B(r0) under the map from the auxiliary physical
plane. The higher times tk (integrals of motion for the Laplacian growth) are
tk =
R
πik
∮
γ
z−k log
( |z|
r0
)dz
z
=
r−k0
πikR
∫
Γ
e−kZ/RXdZ = −
r−k0
πkR
∫∫
D+
e−kZ/Rd2Z. (3.16)
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The complimentary moments (dynamical variables for the Laplacian growth) are
vk =
R
πi
∮
γ
zk log
( |z|
r0
)dz
z
=
rk0
πiR
∫
Γ
ekZ/RXdZ =
rk0
πR
∫∫
D−
ekZ/Rd2Z. (3.17)
For k ≥ 1 no regularization is required and, as it is clearly seen from the contour integral
formulas in the z-plane, the tk’s and vk’s do not depend on r0. However, the integral
(2.22) for the logarithmic moment v0 diverges. One should cut off the integral at |z| = r0:
v0 =
R
π
∫∫
D\B(r0)
log(zz¯)
zz¯
d2z = 2t0 log r0 +
2
πR2
∫
D
(0)
−
Xd2Z . (3.18)
An important relation between the moments can be derived by calculation of the
integral I =
1
2πi
∮
γ
U(z, z¯)z−1dz with U given by (3.7) in two different ways. First, by
the Stokes formula,
I =
1
π
∫ ∫
D\B(r0)
z¯∂z¯U
d2z
zz¯
=
R
π
∫ ∫
D\B(r0)
log |z/r0|
2 d
2z
|z|2
= v0 − 2t0 log r0.
On the other hand, comparing (3.7) and (3.8), we see that for z ∈ γ it holds
U(z, z¯) =
M2(z)
2R
, (3.19)
so
I =
1
4πiR
∮
γ
M2(z)
dz
z
=
1
4πiR
∮
γ
(∑
k≥1
ktkz
k+t0+
∑
k≥1
vkz
−k
)2dz
z
=
t20
2R
+
1
R
∑
k≥1
ktkvk.
Equating the results, we obtain the identity
Rv0 =
t20
2
+ 2Rt0 log r0 +
∑
k≥1
ktkvk. (3.20)
3.3 The tau-function
The dispersionless tau-function is given by the double integral in the z-plane over D (2.26).
However, in our case the integral diverges at small |z|, |ζ | and one should introduce a
cut-off:
F0 = −
R2
π2
∫∫
D\B(r0)
∫∫
D\B(r0)
log
∣∣∣z−1−ζ−1∣∣∣ d2zd2ζ
|z ζ |2
. (3.21)
The same cut-off should be introduced in (2.27):
2F0 = −
2R2
π
∫∫
D\B(r0)
[log(|z|/r0)]
2 d
2z
|z|2
+ t0v0+
∑
k≥1
(tkvk + t¯kv¯k). (3.22)
In the physical plane these integrals are written as
F0 = −
1
π2R2
∫∫
D
(0)
−
∫∫
D
(0)
−
log
∣∣∣e−Z/R−e−Z′/R∣∣∣ d2Zd2Z ′ − t20 log r0 , (3.23)
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2F0 = −
2
πR2
∫∫
D
(0)
−
X2d2Z + t0v0+
∑
k≥1
(tkvk + t¯kv¯k). (3.24)
The general formulas vk = ∂F0/∂tk (2.25) hold in this case as well, so equation (3.20) is
equivalent to the following relation for the first order derivatives of the function F0:
∂F0
∂t0
=
t20
2R
+ 2t0 log r0 +
1
R
∑
k≥1
ktk
∂F0
∂tk
. (3.25)
The integral in (3.22) can be simplified using the identity
1
4π
∫∫
D\B(r0)
U∆Ud2z =
1
2πi
∮
∂D
U∂zU dz −
1
2πi
∮
∂B(r0)
U∂zU dz −
1
π
∫∫
D\B(r0)
|∂zU |
2d2z
valid for any domain D in the z-plane and any U regular in D \B(r0). We notice that in
our case |∂zU |
2 = 1
2
U∆U and U = ∂zU = 0 on ∂B(r0) (i.e., at |z| = r0), hence
1
4π
∫∫
D
U∆Ud2z =
1
6πi
∮
γ
U∂zUdz =
1
6πi
∮
γ
U(z, z¯)S(z)dz.
Using (3.19), we can rewrite the r.h.s. entirely in terms of M(z), so
1
4π
∫∫
D
U∆Ud2z =
1
12πiR
∮
γ
M3(z)
dz
z
.
Plugging here the series (2.11) for M(z) and extracting the residues, we find:
1
4π
∫∫
D
U∆Ud2z =
t30
6R
+
t0
R
∑
k≥1
ktkvk +
1
2R
∑
k,l≥1
(
kltktlvk+l + (k + l)tk+lvkvl
)
. (3.26)
(Note that the expression in the right hand side must be real although it can not be
directly seen from its form.) Therefore, equation (3.22) takes the form
2F0 = t0v0+
∑
k≥1
(tkvk + t¯kv¯k)−
t30
6R
−
t0
R
∑
k≥1
ktkvk
−
1
2R
∑
k,l≥1
(
kltktlvk+l + (k + l)tk+lvkvl
)
.
(3.27)
It can be further simplified using relation (3.20):
F0 =
t30
6R
+ t20 log r0 +
1
2
∑
k≥1
(tkvk + t¯kv¯k)−
1
4R
∑
k,l≥1
(
kltktlvk+l + (k + l)tk+lvkvl
)
. (3.28)
Let us examine how this function depends on r0 and R. As it follows from (3.16),
(3.17), the moments tk, vk with k ≥ 1 do not depend on r0. The dependence on r0 comes
from the cut-off at small distances of the formally divergent integrals for t0, v0 and the
integral in (3.22). It is not difficult to see that
d
d log r0
(
1
π
∫ ∫
D\B(r0)
(log |z|2)k
|z|2
d2z
)
= −2k+1(log r0)
k.
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In particular, dt0/d log r0 = −2R, dv0/d log r0 = −4R log r0. The full derivative of (3.22)
is then easily calculated to be
dF0
d log r0
= −4Rt0 log r0.
Since
d
d log r0
(
t30
6R
+ t20 log r0
)
= −4Rt0 log r0, we see that the function
F˜0 = F0 −
t30
6R
− t20 log r0 (3.29)
does not depend on r0:
dF˜0
d log r0
=
∂F˜0
∂ log r0
+
∂F˜0
∂t0
dt0
∂ log r0
=
∂F˜0
∂ log r0
− 2R
∂F˜0
∂t0
= 0.
The last equality means that the function F˜0 depends on r0 and t0 only in the combination
t0 + 2R log r0 (or r
2
0e
t0/R).
The derivative ∂F0/∂R at fixed tk can be found by the general variational method
[7, 10] but in our case a simpler argument works. First we pass to the dimensionless
times tˆk = tk/R, then the new times tˆk are R-independent. As is seen from equation
(3.21), F0 is of the form F0 = R
2Fˆ0, where Fˆ0 is R-independent. Therefore, we can write
F0(R, {tk}) = F0(R, {Rtˆk}) = R
2Fˆ = R2F0(1, {tˆk}).
Next, taking the total R-derivative of the identity R−2F0(R, {Rtˆk}) = F0(1, {tˆk}), we
find:
−2R−3F0 +R
−2∂RF0 +R
−2
(
tˆ0∂t0F0 + 2Re
∑
k≥1
tˆk∂tkF0
)
= 0
or
2F0 = R∂RF0 + t0∂t0F0 +
∑
k≥1
(
tk∂tkF0 + t¯k∂t¯kF0
)
, (3.30)
where the partial derivative ∂R is taken at fixed tk and the derivatives ∂tk are taken at
fixed R. Comparing with (3.27) and taking into account that vk = ∂tkF0, we conclude
that
−R2∂RF0 =
∂F0
∂R−1
=
t30
6
+ t0
∑
k≥1
ktkvk +
1
2
∑
k,l≥1
(
kltktlvk+l + (k + l)tk+lvkvl
)
. (3.31)
Using the notation β = 1/R, as in [27], we rewrite this equality in the form
∂βF0 =
t30
6
+ t0
∑
k≥1
ktk∂tkF0 +
1
2
∑
k,l≥1
(
kltktl∂tk+lF0 + (k + l)tk+l∂tkF0∂tlF0
)
(3.32)
which agrees with the formula given in [27]. The term with the double sum comes from
the action of the “cut-and-join operator” in the limit of zero dispersion (more details are
in the next section).
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Passing in general formula (2.28) for the conformal map w(z) to the variables W , Z,
we obtain
W (Z) = Z/R+ log r0 −
1
2
∂2t0F0 −
∑
k≥1
r−k0
k
e−kZ/R ∂tk∂t0F0. (3.33)
Here we recoginize equation (1.6) from the introduction (written there at r0 = 1).
Finally, we note that in the limit R → ∞ (β = 0) the function F0 can be found
explicitly:
F0
∣∣∣
β=0
= t20 log r0 +
∑
k≥1
kr2k0 tk t¯k. (3.34)
To see this, we take into account that our independent variables tk must be kept finite in
this limit. The first integral formula in (3.16) implies that the contour γ has to be close
to the circle |z| = r0. More precisely, the contour has to be of the form
z(θ) = r0
(
1 +
f(θ)
R
)
eiθ +O(R−2), 0 ≤ θ < 2π ,
with some real-valued 2π-periodic function f . Then in the limit R→∞ we get
tk =
r−k0
πk
∫ 2π
0
f(θ) e−ikθdθ
while the same limit in the integral representation of vk (3.17) yields
vk =
rk0
πk
∫ 2π
0
f(θ) eikθdθ ,
so vk = kr
2k
0 t¯k. Plugging this into (3.28) with R→∞, we obtain (3.34).
Remark. For solutions with the reflection Z2-symmetry Z → Z¯ (which describe
Hele-Shaw flows in a channel with rigid walls) all the moments tk are constrained to be
real numbers, i.e., tk = t¯k. However, the vector fields ∂tk and ∂t¯k of the dToda flows are
transversal to the real submanifold defined by the conditions tk = t¯k. This means that in
general the dToda hierarchy can not be restricted to the class of solutions with reflection
symmetry.
3.4 Example: the case of non-zero t0, t1 (trochoid)
The simplest possible case is when all moments except t0 are zero: t0 = t, tk = 0 at
k ≥ 1. It corresponds to the uniform motion of the circular section X = const of the
cylinder with velocity 1
2
: X(t, σ) = t/2, Y (t, σ) = Rσ. In this case v0 =
t20
2R
+ 2t0 log r0
and the tau-function is
F0 =
t30
6R
+ t20 log r0.
Next in order of complexity is the case t0 = t, t1 6= 0, tk = 0 at k ≥ 2. As is readily
seen from (3.16), if only the first N moments are non-zero, then the series (3.4) truncates
at the N -th term. In particular, in our case we have:
Z(W ) = RW + u0 + u1e
−W , Z¯(−W ) = −RW + u¯0 + u¯1e
W
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in the physical plane or
z(w) = rw eu˜1w
−1
, r = r0e
u0/R , u˜1 = u1/R
in the auxiliary physical plane (note that the latter equation has the form of the Lambert
curve x = yey for z−1 and w−1). Plugging this into the LG equation (3.5), we get two
conditions, one real and one complex:


2RRe u˙0 − ∂t|u1|
2 = R
Ru˙1 = u1 ˙¯u0 .
They can be easily integrated:
u1 = Rκe
(u¯0+iY0)/R ,
u0 + u¯0
R
− κ2e(u0+u¯0)/R =
t
R
.
Here the real parameters 0 < κ < 1, Y0 come from a complex integration constant. Set
Rλ2 = u0 + u¯0 − t, and let λ be the positive root, then the time-dependent contour is
given by
Z(σ, t) = iRσ + iY0 +
t +Rλ2(t)
2
+Rλ(t) e−iσ,
where the real λ = λ(t) > 0 obeys the equation
λ2 = κ2 eλ
2+ t
R . (3.35)
In terms of the Lambert function W(x) defined by the equation x = W(x)eW(x) we can
write
λ2 = −W(−κ2et/R).
In the coordinates X, Y the contour is
X
R
=
t
2R
+
λ2
2
+ λ cosσ,
Y−Y0
R
= σ − λ sin σ.
(3.36)
At 0 < λ < 1 it is a trochoid (curtate cycloid, Fig. 5). The initial value λ0 = λ(0)
is found as a root of the equation λ20 = κ
2eλ
2
0 such that λ0 → 0 as κ → 0. From
equation (3.35) it follows that λ˙ > 0. At λ = 1 which corresponds to the critical value
of time tc = 2R log κ
−1−R, the curtate cycloid becomes the ordinary cycloid (Fig. 6)
with a singularity (a cusp) at σ = 0. This is an example of the well known finite time
singularities typical for the LG with zero surface tension.
The calculation of the integral (3.16) yields
t1 =
Rκ
r0
e−iY0/R,
hence κ = r0|t1|/R. The higher moments tk vanish. The complimentary moments vk are
obtained from (3.20) (or (3.18)) and (3.17). All of them are in general non-zero. We
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Figure 5: The curtate cycloid X = 1
2
cosσ, Y = σ − 1
2
sin σ.
Figure 6: The cycloid X = cosσ, Y = σ − sin σ.
need them at k = 0, 1, 2:
v0 = 2t0 log r0 +
t20
2R
+
R
2
λ2(2− λ2),
v1 =
R2
2t1
λ2(2− λ2),
v2 =
R3
3t21
λ4(3− 2λ2).
The dispersionless tau-function can be found with the help of (3.27) or (3.28). In our
case all sums there are finite:
2F0 = t0v0 + t1v1 + t¯1v¯1 −
t30
6R
−
t0
R
t1v1 −
1
2R
t21v2.
The last term is the contribution of the cut-and-join part of (3.27). Plugging the values
of the moments vk calculated above, we get:
F0 =
t30
6R
+ t20 log r0 +
R2
12
λ2
(
2λ4 − 9λ2 + 12
)
, (3.37)
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where λ is defined as an implicit function of t0, t1, t¯1 by equation (3.35) which in terms
of the moments takes the form
R2λ2 = r20t1t¯1e
λ2+
t0
R (3.38)
or λ2 = −W
(
−|t1|
2r20e
t0
R /R2
)
. This equation allows one to find partial derivatives of the
function λ:
∂t0λ =
λ
2R(1− λ2)
, ∂t1λ =
λ
2t1(1− λ2)
, ∂Rλ = −
λ(t0 + 2R)
2R2(1− λ2)
and directly check the formulas v0 = ∂F0/∂t0, v1 = ∂F0/∂t1, as well as the first equation
of the dToda hierarchy
∂2t1 t¯1F0 = e
∂2t0
F0. (3.39)
In the limit R → ∞ (β = 0) equation (3.38) yields λ → 0 with Rλ → r0|t1|, so from
(3.37) we have
F0
∣∣∣
β=0
= t20 log r0 + r
2
0t1t¯1 at tk = 0, k ≥ 2
which agrees with (3.34).
Note that the vk’s, as well as their derivatives with respect to t0, t1, are non-singular
at the critical point λ = λc = 1 which corresponds to the critical value of t0
t
(c)
0 = 2R log
( R
r0|t1|
)
− R.
However, their second derivatives, for example
∂2v0
∂t20
=
1
R(1− λ2)
are singular at the critical point.
Set x2 = β2r20t1t¯1e
βt0 , then the Taylor expansion of the function λ2 as x→ 0 reads
λ2 = −W(−x2) =
∞∑
k=1
kk−1
k!
x2k = x2 + x4 +
3
2
x6 +
8
3
x8 + . . .
Plugging this into (3.37), we get for the restriction of the function F0(β, r
2
0, t0, {tk}, {t¯k})
to the submanifold tj = 0, j ≥ 2,
F0(β, r
2
0, t0, t1, t¯1) =
t30
6R
+ t20 log r0 + r
2
0e
βt0t1t¯1 +
1
4
β2r40e
2βt0t21t¯
2
1
+ 1
6
β4r60e
3βt0t31t¯
3
1 +
1
6
β6r80e
4βt0t41t¯
4
1 + . . .
At t0 = 0 we get the series
F0 = r
2
0t1t¯1 +
1
4
β2r40t
2
1t¯
2
1 +
1
6
β4r60t
3
1t¯
3
1 +
1
6
β6r80t
4
1t¯
4
1 + . . . = r
2
0
∑
n≥1
nn−3
n!
(βr0)
2n−2tn1 t¯
n
1 .
As is explained in the next section, it has the form
F0
∣∣∣ t0=0
t1 6=0
=
∑
d≥1
r2d0 β
2d−2
(2d− 2)!
Hd,2d−2(1
d, 1d) td1t¯
d
1,
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where
Hd,2d−2(1
d, 1d) =
(2d−2)!
d!
dd−3
is the number of degree d coverings CP1 −→ CP1 with exactly 2d−2 simple ramification
points.
4 The LG tau-function as the generating function
for genus zero double Hurwitz numbers
As it was already pointed out in the introduction, the dispersionless tau-function F0 for
the LG in a channel is closely related to the genus-zero part of the generating function
for the double Hurwitz numbers which count ramified coverings of CP1 of genus 0 with
arbitrary ramification type at two marked points. In this section we outline the precise
connection between the LG tau-function (3.21) and the generating function for the double
Hurwitz numbers.
The Hurwitz numbers count ramified coverings of CP1. Let f : Σ −→ CP be a
degree d covering of the Riemann sphere CP1 by a (connected) Riemann surface Σ. The
degree d of the covering is defined as the number of sheets above a generic point of CP1.
A partition µ = (µ1, µ2, . . . , µℓ(µ)) of d is a set of positive integers µi such that
d =
ℓ(µ)∑
i=1
µi := |µ| and µ1 ≥ µ2 ≥ . . . ≥ µℓ(µ) > 0.
Another notation for the partition is µ = (1m12m2 . . .) where mi is the number of parts
equal to i, with ℓ(µ) being the total number of parts of the partition µ. Ramification
points of a given d-fold covering are classified by partitions of d which determine the type
of monodromy (permutation of sheets) in moving around the point. The partition corre-
sponding to a generic point (without ramification) is (1d). A ramification point is called
simple if the corresponding partition is of the type (1d−22) that means a permutation of
two sheets.
Let µ, µ¯ be two partitions of d. The double Hurwitz numbers Hd,l(µ, µ¯) [21] are
defined as the properly weighted numbers of topologically non-equivalent coverings having
ramification points at 0 and∞ of the types µ and µ¯ respectively, l ≥ 0 simple ramification
points P1, . . . , Pl ∈ CP
1 and unramified over all points other than 0, P1, . . . , Pl,∞. The
genus g of Σ is determined by the ramification data l, µ, µ¯ with the use of the Riemann-
Hurwitz formula
2g − 2 = l − ℓ(µ)− ℓ(µ¯). (4.1)
Let F (H)(β,Q, t, t¯), where t = {t1, t2, . . .}, t¯ = {t¯1, t¯2, . . .} are the times and β, Q are
parameters, be the generating function for the double Hurwitz numbers:
F (H)(β,Q, t, t¯) =
∑
l≥0
βl
l!
∑
d≥1
Qd
∑
|µ|=|µ¯|=d
Hd,l(µ, µ¯)
ℓ(µ)∏
i=1
µitµi
ℓ(µ¯)∏
i=1
µ¯it¯µ¯i . (4.2)
Here we employ the notation of [27] (the parameters β, Q are related to our R, r0 as
β = 1/R, Q = r20). The sum over d combined with the sum over partitions such that
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|µ| = |µ¯| = d can be written as a sum over all partitions µ, µ¯ with the convention that
Hd,l(µ, µ¯) = 0 unless |µ| = |µ¯|. In [21] Okounkov has proved that the (dispersionfull)
tau-function
τn(t, t¯) = e
1
12
βn(n+1)(2n+1)Q
1
2
n(n+1) exp
(
F (H)(β, eβ(n+
1
2
)Q, t, t¯)
)
solves the 2D Toda lattice hierarchy of Ueno and Takasaki.
In order to extract the contribution of genus g surfaces the following trick is usu-
ally applied. Let us rescale {tk}, {t¯k} and β by introducing a new parameter h¯ as
tk → tk/h¯, β → h¯β and consider the modified generating function F
(H)(h¯; β,Q, t, t¯) :=
h¯2F (H)(h¯β, Q, t/h¯, t¯/h¯), then the series (4.2) having regard to the Riemann-Hurwitz for-
mula acquires the form of the topological expansion
F (H)(h¯; β,Q, t, t¯) =
∑
g≥0
h¯2gF (H)g (β,Q, t, t¯), (4.3)
where
F (H)g =
∑
d≥1
∑
|µ|=|µ¯|=d
Qd βℓ(µ)+ℓ(µ¯)+2g−2
(ℓ(µ)+ℓ(µ¯)+2g−2)!
Hd,ℓ(µ)+ℓ(µ¯)+2g−2(µ, µ¯)
ℓ(µ)∏
i=1
µitµi
ℓ(µ¯)∏
i=1
µ¯it¯µ¯i (4.4)
counts the connected coverings of genus g. In particular,
F
(H)
0 =
∑
d≥1
∑
|µ|=|µ¯|=d
QdHd,ℓ(µ)+ℓ(µ¯)−2(µ, µ¯)
β2(ℓ(µ)+ℓ(µ¯)−2)!
ℓ(µ)∏
i=1
(βµitµi)
ℓ(µ¯)∏
i=1
(βµ¯it¯µ¯i) (4.5)
is the generating function for the numbers of the ramified coverings CP1 −→ CP1. At
β = 0 we have Hk,0((k), (k)) = 1/k and
F
(H)
0
∣∣∣
β=0
=
∑
k≥1
kQktk t¯k . (4.6)
The partial derivatives of the function F
(H)
0 with respect to Q and β (at constant ti)
are given by the formulas
Q∂QF
(H)
0 =
∑
k≥1
ktk∂tkF
(H)
0 (4.7)
∂βF
(H)
0 =
1
2
∑
k,l≥1
(
kltktl∂tk+lF
(H)
0 + (k + l)tk+l∂tkF
(H)
0 ∂tlF
(H)
0
)
(4.8)
The first one easily follows from the general structure of the series (4.5): taking into
account that
∏ℓ(µ)
i=1 tµi =
∏
k≥1 t
mk
k and d = |µ| =
∑
k kmk, we see that acting by the
differential operators in the both sides of (4.7) to each monomial in the series, we get the
same result. The second formula is a non-trivial combinatorial statement [34]. The right
hand side comes from the dispersionless limit of the cut-and-join operator [34] discussed
in [27].
Let F0(β, r0, t0, t, t¯) be our LG tau-function given by (3.21) or (3.28), regarded as a
function of the independent times tk, including t0, and the parameters β, r0. We claim
that the precise relation between F0 and F
(H)
0 is as follows:
F0 =
βt30
6
+ t20 log r0 + F
(H)
0 (β, r
2
0e
βt0 , t, t¯). (4.9)
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(In particular, F0|t0=0 = F
(H)
0 (β, r
2
0, t, t¯).) Indeed, the “initial conditions” at β = 0 given
by (3.34) and (4.6) match, so it is enough to show that the β-derivatives of the both
sides coincide. This is easy to check using (3.32) and (4.7), (4.8). Equation (1.7) from
the Introduction is obtained from (4.9) at r0 = 1.
5 Conclusion
We have seen that conformal maps of plane domains and connected genus-0 ramified
coverings of the sphere are governed by the same “master function”, F0, which is a special
solution of the dispersionless Toda lattice hierarchy. Its arguments (commuting flows of
the Toda hierarchy) are harmonic moments of the domain in the former case and formal
variables necessary for constructing the generating function of Hurwits numbers in the
latter. The double Hurwitz numbers Hd,l(µ, µ¯) for the genus-zero coverings are basically
the coefficients of the Taylor expansion of F0 around the point tk = 0. This suggests
that there should exist a direct connection between conformal maps and enumerative
algebraic geometry of ramified coverings. One may also hope that this connection will
be helpful for effectivization of the Riemann mapping theorem in the spirit of [35].
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