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Abstract
In this paper, basic properties of projector sequences for matrix pairs which can be
used for analyzing differential algebraic systems are collected.
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This paper collects, rearranges and completes results on matrix pairs and related projector
sequences given in [Ga, GM1, GM2, M1, M2, M3, M4] in connection with the investigation
of differential algebraic systems. It is organized as follows:
1. Basics (basic sequence of matrices, subspaces and projectors)
2. The case of regular matrix pencils
3. Admissible projector sequences (for regular matrix pencils)
4. Index-one criteria for regular pencils
5. s-admissible projector sequences (for general, possibly singular pencils)
6. Widely orthogonal s-admissible projectors
7. Admissible projectors using the subspaces Si
1 Basics
For given ordered pairs {G, B} of k×m matrices G, B we consider the following sequences
of matrices, subspaces and projectors
G0 := G, B0 := B, (1.1)
N0 := kerG0, Q
2
0 = Q0, imQ0 = N0, P0 := I − Q0, (1.2)
for i ≥ 0:
Gi+1 := Gi + BiQi, Bi+1 := BiPi, (1.3)
Ni+1 := kerGi+1, Q
2
i+1 = Qi+1, imQi+1 = Ni+1, Pi+1 := I − Qi+1. (1.4)
Thereby, Qi, Pi are idempotent m × m matrices. We call such kind of projector matrices
shortly projectors. The projectors Qi, Pi in (1.2),(1.4) are not completely determined but
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just the range of Qi (i.e., the nullspace of Pi) is fixed. Later on we will benefit from this
flexibility. By construction, it holds that
Gi+1 = G0 + B0Q0 + · · · + B0P0 · · ·Pi−1Qi, Bi+1 = B0P0 · · ·Pi,
and Gi = Gi+1Pi, BiQi = Gi+1Qi, thus
imGi ⊆ imGi+1, imBiQi ⊆ imGi+1. (1.5)
Let Wi denote an additional k × k matrix such that W2i = Wi, kerWi = imGi, i ≥ 0.
Using these projectors we find the relation WiBi = WiB0P0 · · ·Pi−1 = WiB0P0 · · ·Pi−2(I−
Qi−1) = WiB0P0 · · ·Pi−2 = WiBi−1 = · · · = WiB1 = WiB0 = WiB.
We introduce the further subspaces
Si := kerWiBi = kerWiB
= {z : Biz ∈ imGi} = {z : Bz ∈ imGi}, i ≥ 0, (1.6)
which are independent of the special choice of the projectors Wi.
Denoting by G−i the uniquely determined generalized inverse of Gi with
GiG
−




i = Gi, G
−
i Gi = Pi, GiG
−
i = I −Wi, (1.7)
we may factorize Gi+1 to
Gi+1 = Gi+1Fi+1,
Gi+1 := Gi + WiBiQi = Gi + WiBQi,




Since Fi+1 is nonsingular, F
−1
i+1 = I − G−i BiQi, the representation (1.8) leads to the
relations
imGi+1 = imGi+1 = imGi ⊕ imWiBiQi,
rankGi+1 = rankGi + rankWiBiQi,
Ni+1 = (I − G−i BiQi)kerGi+1.
Proposition 1.1 The following properties are satisfied for i ≥ 0:
(1) Si ⊆ Si+1,
(2) N0 + · · ·+ Ni ⊆ Si+1,
(3) Ni ∩ kerBi = Ni ∩ Ni+1,
(4) Ni ∩ Ni+1 ⊆ Ni+1 ∩ Ni+2,
(5) kerGi+1 = Ni ∩ Si, Ni+1 = (I − G−i BiQi)(Ni ∩ Si), dimNi+1 = dim(Ni ∩ Si),
(6) Si+1 = Ni + Si = N0 + · · ·+ Ni + S0.
Proof:
(1) For z ∈ Si it holds that Bz = Giw = Gi+1Piw, hence z ∈ Si+1.
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(2) Due to the definition B1 = B0P0, S1 = W1B1 we have N0 ⊆ S1. For i ≥ 0, z ∈
N0 + · · · + Ni, we use a decomposition z = z0 + · · · + zi, zj ∈ Nj , j = 0, . . . , i, and
derive
Wi+1Bz = Wi+1Bz0 + . . . + Wi+1Bzi = Wi+1B1z0 + · · ·+ Wi+1Bi+1zi = 0.
(3) z ∈ Ni ∩ Ni+1 ⇐⇒ Giz = 0, z = Qiz, Gi+1z = 0 ⇐⇒ Giz = 0, Biz = 0.
(4) z ∈ Ni ∩ Ni+1 yields z = Qi+1z, z = Qiz,
Gi+2z = (Gi+1 + Bi+1Qi+1)z = Bi+1z = BiPiz = 0.
(5) z ∈ kerGi+1 means (Gi + WiBiQi)z = 0, or, equivalently, Giz = 0, WiBiQiz = 0,
that is, z = Qiz, z ∈ kerWiBi, i.e., z ∈ Ni ∩ Si.
Due to the factorization (1.8), this leads to Ni+1 = F
−1
i+1(Ni∩Si), and both subspaces
Ni+1 and Si+1 must have the same dimension.
(6) Properties (1) and (2) imply the inclusion Ni + Si ⊆ Si+1. Conversely, for an ar-
bitrary z ∈ Si+1 = kerWi+1Bi+1 = Wi+1Bi we find a w such that Biz = Gi+1w,
i.e., Biz = Giw + BiQiw, hence Bi(z − Qiw) = Giw. This shows z̃ := z − Qiw to
belong to Si, and the representation z = z̃ + Qiw ∈ Si + Ni with z̃ ∈ Si, Qiw ∈ Ni,
becomes true. 
Corollary 1.2 If, in the sequence (1.1)-(1.4), there arises a nontrivial intersection
Ni∗ ∩ Ni∗+1, then none of the matrices Gi, i ≥ 0 is injective.
Proof:
This is a direct consequence of property (4). 
2 The case of regular matrix pencils
Definition: (e.g. [Ga]): The pair {G, B} represents a regular matrix pencil if m = k
and the polynomial p(λ) := det(λG + B), λ ∈ IC, does not vanish identically. Otherwise,
{G, B} is said to be a singular matrix pencil.
If {G, B} represents a regular matrix pencil, then there are nonsingular matrices E, F











}m − s , (2.1)
where J is a nilpotent (m − s) × (m − s) block. The nilpotency index µ ∈ IN, Jµ =
0, Jµ−1 = 0 is called the Kronecker index of the pencil {G, B}, and (2.1) is the Kronecker
canonical form of {G, B}.
If G is nonsingular, J is absent, s = m. Then {G, B} has Kronecker index zero by
definition.
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Theorem 2.1 (1) If {G, B} is a regular matrix pencil with index µ, then the matrices
G0, . . . , Gµ−1 are singular, whereas Gµ is nonsingular. Conversely, if Gµ is nonsingular,
then {G, B} is a regular pencil.
(2) If {G, B} is a regular pencil with index µ, then, for l = 0, . . . , µ, {Gl, Bl} is a regular
pencil with index µ − l.
Proof: (1) = [GM1], Theorem 3, (2) = [GM1], Theorem 4. 
It should be stressed that Theorem 2.1 holds true independently of the special choice of
the projectors Q0, . . . , Qµ−1.
Indicating by ”−” the sequence corresponding to Ḡ := EGF, B̄ := EBF , E, F nonsin-
gular, with Q̄i = F
−1QiF , one realizes Ḡi+1 = EGi+1F, i ≥ 0.
Example 2.2 Consider the pair {G, B}
G0 = G =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ , B0 = B =
⎡
⎢⎢⎢⎢⎣
ω 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦




0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ , G1 =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ , Q1 =
⎡
⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 −1 0 0
0 0 1 0 0
0 0 0 0 0






ω 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ , G2 =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 0 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ , Q2 =
⎡
⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 1 0
0 0 0 −1 0
0 0 0 1 0






ω 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ , G3 =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ .
Here the projectors fulfil the conditions Q1Q0 = 0, Q2Q0 = 0, Q2Q1 = 0, i.e., N0 ⊆
kerQ1, N0 + N1 = N0 ⊕ N1 ⊆ kerQ2. Further, it holds that rankG0 = 3, rankG1 =
rankG2 = 4, rankG3 = 5.
Example 2.3 (cf. [GM1], page 30)
For the pair G0 = G =
⎡
⎢⎢⎣
1 1 0 0
0 0 0 1
0 0 0 0
0 0 1 0
⎤
⎥⎥⎦ , B0 = B =
⎡
⎢⎢⎣
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 0
⎤





1 0 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ the matrix G1 =
⎡
⎢⎢⎣
0 1 0 0
0 0 0 1
0 0 0 0
0 0 1 0
⎤
⎥⎥⎦, and with Q1 =
⎡
⎢⎢⎣
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
we arrive at G2 = G0, and further G2j = G0, Q2j = Q0, G2j+1 = G1, Q2j+1 = Q1. All
intersections Ni+1 ∩ Ni = N1 ∩ N0 = 0, i ≥ 0, are trivial ones. However, we have here
Q1Q0 = Q1 = 0, Q2Q0 = Q0 = 0, Q2Q1 = Q2 = 0, (N0 ⊕ N1) ∩ N2 = (N0 ⊕ N1) ∩ N0 =
N0 = 0. Note that p(λ) = det(λG + B) vanishes identically, i.e., {G, B} is a singular
pencil.
Example 2.4 Consider the pair {G, B} given in the previous example. Take Q0 as above,
leading to G1 as before. However, choosing Q1 =
⎡
⎢⎢⎣
1 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ to meet the condition N0 ⊆
kerQ1, i.e., Q1Q0 = 0, we find G2 =
⎡
⎢⎢⎣
1 2 0 0
0 0 0 1
0 0 0 0
0 0 1 0
⎤
⎥⎥⎦ , B2 =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
⎤
⎥⎥⎦, N2 ⊆ kerB2.
Now, any choice of Q2 yields B2Q2 = 0, G3 = G2.
As Example 2.3 shows, in case of a singular matrix pencil {G, B}, the intersections
(N0 + · · ·+ Ni) ∩ Ni+1 are not necessarily nontrivial.
Example 2.4 indicates that the intersections (N0 + · · ·+Ni)∩Ni+1 could serve as a neces-
sary singularity criterion supposed that previous projectors Q0, . . . , Qi have the property
QlQk = 0, 0 ≤ k < l ≤ i, so that N0 + · · · + Ni = N0 ⊕ · · · ⊕ Ni.
Lemma 2.5 For two subspaces of IRm(ICM) L = span{l1, . . . , ls},
N = span{n1, . . . , nt}, L ∩ N = 0, there is a projector U such that imU = N, kerU ⊇ L.
Proof: Denote by H the m×(s+ t) matrix consisting of the columns l1, . . . , ls, n1, . . . , nt.
Due to L ∩ N = 0, s + t is not greater than m, and l1, . . . , ls, n1, . . . , nt are linearly











Proposition 2.6 If {G, B} is a regular matrix pencil, then the projectors in (1.1)-(1.4)
can be chosen such that
N0 + · · ·+ Ni = N0 ⊕ · · · ⊕ Ni ⊆ kerQi+1, i ≥ 0. (2.2)
Proof: Since {G, B} is a regular pencil, starting with any projector Q0, we must have
N0 ∩N1 = 0, and therefore N0 +N1 = N0 ⊕N1. Otherwise, by Corollary 1.2, there would
be no nonsingular matrices among the Gi, but this contradicts the pencil regularity (cf.
Theorem 2.1).
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Applying Lemma 2.5 we determine Q1 to meet the condition Q1Q0 = 0, i.e., N0 ⊆ kerQ1∗ .
Let, for some i ≥ 1, the conditions N0+· · ·+Ni = N0⊕· · ·⊕Ni, QlQk = 0, 0 ≤ k < l ≤ i,
be fulfilled. If Ni+1 ∩ (N0 ⊕ · · · ⊕ Ni) = 0, we may choose Qi+1 so that N0 ⊕ · · · ⊕ Ni ⊆
kerQi+1 and proceed. It remains to verify that Ni+1 and N0 ⊕ · · ·⊕Ni intersect trivially.
For z ∈ Ni+1 ∩ (N0 ⊕ · · · ⊕ Ni) we use the decomposition z = z0 + · · · + zi, zj ∈
Nj , j = 0, . . . , i, and compute Bi+1z = B0P0 · · ·Piz = B0P0 · · ·Pi(z0 + · · · + zi) =
B0P0 · · ·Pi(z0+· · ·+zi−1) = B0P0 · · ·Pi−1(z0+· · ·+zi−1) = B0P0 · · ·Pi−1(z0+· · ·+zi−2) =
. . . = B0P0z0 = 0.
This leads to the inclusion (cf. Proposition 1.1 (3))
Ni+1 ∩ (N0 ⊕ · · · ⊕ Ni) ⊆ Ni+1 ∩ kerBi+1 = Ni+1 ∩ Ni+2.
Because of Ni+1 ∩ Ni+2 = 0 for regular pencils we are done. 
If the pencil {G, B} is singular and m = k, all matrices Gi, i ≥ 0, are singular, and their
nullspaces Ni have dimensions ni > 0. For reasons of dimension, there must be an i∗ ∈ IN
and a nontrivial intersection Ni∗+1 ∩ (N0 ⊕ · · · ⊕ Ni∗).
3 Admissible projector sequences
We turn back to the general ordered pair {G, B} of k × m matrices and the sequence
(1.1)-(1.4).
Definition: The projectors Qi, i ≥ 0, in (1.1)-(1.4) are admissible up to level κ (the
projectors Q0, . . . , Qκ are admissible) if QjQl = 0 for 0 ≤ l < j ≤ κ, or, euqivalently,
N0 + · · · + Nj = N0 ⊕ · · · ⊕ Nj ⊆ kerQj+1, j = 0, . . . , κ − 1. (3.1)
Proposition 3.1 If the projectors Q0, . . . , Qκ are admissible, then the products
P0P1 · · ·Pj , P0P1 · · ·Pj−1Qj, j = 0, . . . , κ, (3.2)
are projectors, too, where
kerP0P1 · · ·Pj = N0 ⊕ · · · ⊕ Nj , (3.3)
kerP0P1 · · ·Pj−1Qj = kerQj. (3.4)
Proof: From Qj = QjPl, l = 0, . . . , j − 1, we derive P0P1 · · ·Pj−1Qj · P0P1 · · ·Pj−1Qj =
P0P1 · · ·Pj−1Qj · Qj = P0P1 · · ·Pj−1Qj , hence P0P1 · · ·Pj−1Qj is a projector.
Further, P0P1 · · ·Pj ·P0P1 · · ·Pj = P0P1 · · ·Pj−1(I−Qj)P0P1 · · ·Pj = P0P1 · · ·Pj−1P0P1 · · ·
· · ·Pj−1Pj−P0P1 · · ·Pj−1Qj ·Pj = (P0P1 · · ·Pj−1)2Pj = . . . = P 20 P1 · · ·Pj−1Pj = P0P1 · · ·Pj ,
i.e., P0 · · ·Pj is a projector.
To verify (3.3) we decompose z ∈ N0 ⊕ · · · ⊕ Nj, z = z0 + · · · + zj , zl ∈ Nl, l = 0, . . . , j,
and compute P0P1 · · ·Pjz = P0P1 · · ·Pj(z0 + · · · + zj) = P0P1 · · ·Pj(z0 + · · · + zj−1) =
P0P1 · · ·Pj−1(z0 + · · ·+ zj−1)−P0P1 · · ·Pj−1Qj(z0 + · · ·+ zj−1) = P0P1 · · ·Pj−1(z0 + · · ·+
zj−1) = . . . = P0z0 = 0. This provides the inclusion N0 ⊕ · · · ⊕ Nj ⊆ kerP0 · · ·Pj.
Conversely, from P0P1 · · ·Pjz = 0, i.e., (I − Q0)(I − Q1) · · · (I − Qj)z = 0, we realize the
relation
z = (Q0 + Q1 + · · ·+ Qj)z − (Q0Q1 + · · ·+ Qj−1Qj)z + · · ·+ (−1)jQ0Q1 · · ·Qjz
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showing that z must belong to N0 ⊕ · · · ⊕ Nj , and we are done with (3.3).
As far as (3.4) is concerned, we have Qj = QjP0 · · ·Pj−1Qj and Qj = P0 · · ·Pj−1Qj +(I −
P0 · · ·Pj−1)Qj = MjP0 · · ·Pj−1Qj , with Mj := I + (I − P0 · · ·Pj−1)Qj. Since the matrix
Mj has the inverse M
−1
j = I − (I − P0 · · ·Pj−1)Qj, the product MjP0 · · ·Pj−1Qj has the
same nullspace as P0 · · ·Pj−1Qj . 
Next we compare two different sequences (1.1)-(1.4) constructed by the use of different
projectors for a given pair {G, B}.
Denote these sequences by G0 := G, B0 := B, Q0, G1 := G0 + B0Q0, . . . , and Ḡ0 :=
G, B̄0 = B, Q̄0, Ḡ1 := Ḡ0 + B̄0Q̄0, . . . , respectively.
Lemma 3.2 If both projector sequences are admissible up to level κ, then, for j =
0, . . . , κ, it holds that
N̄0 ⊕ · · · ⊕ N̄j = N0 ⊕ · · · ⊕ Nj and













Z1 := I + Q0Q̄0P0,
Z0 := I,
Zj is nonsingular,
Aj j−1 := P̄0 · · · P̄j−1, Ajl := Aj−1 lP̄j−1 = Aj−1 lP̄0 · · · P̄j−1, l = 0, . . . , j − 2.
Proof:
We start with Ḡ0 = G0 = G, B̄0 = B0 = B, imQ̄0 = N̄0 = N0 = imQ0. Derive
Ḡ1 = Ḡ0 + B̄0Q̄0 = G0 + B0Q̄0 = G0 + B0Q0Q̄0 = (G0 + B0Q0)Z1 with Z1 := P0 + Q̄0 =
I + Q̄0P0 = I + Q0Q̄0P0, Z
−1
1 = I − Q0Q̄0P0, and further, N̄1 = Z−11 N1.
Since N0 = N̄0, and each z̄1 ∈ N̄1 has the form z̄1 = (I − Q0Q̄0P0)z1 = z1 − Q0Q̄0P0z1,
with z1 ∈ N1, we realize that z̄1 ∈ N1 ⊕ N0, N̄1 ⊆ N0 ⊕ N1, N̄0 ⊕ N̄1 ⊆ N0 ⊕ N1. For
reasons of dimensions (rankḠ1 = rankG1), N̄0 ⊕ N̄1 = N0 ⊕ N1 holds true. We have
further B̄1 = B0P̄0 = B0P0 + B0Q0P̄0 = B1 + G1Q0P̄0 = B1 + G1Q0A10 with A10 := P̄0.
Therefore, the assertion of Lemma 3.2 is valid for j = 1. Assume its validity up to the
index j = p, and show it for p + 1. Compute





and taking into consideration that P̄0 · · · P̄p−1Q̄pZ−1p = P̄0 · · · P̄p−1Q̄p, kerBpPp ⊇ N0 ⊕
· · · ⊕ Np, we find
Ḡp+1Z
−1
















with Yp+1 := I + Qp(Q̄p − Qp) +
p−1∑
l=0






I − QpQ̄pPp −
p−1∑
l=0
QlAplQ̄pQp, hence Ḡp+1 = Gp+1Zp+1, Zp+1 := Yp+1Zp. It follows that
N̄p+1 = Z
−1
p+1Np+1 ⊆ N0 ⊕ · · · ⊕ Np+1, and for reasons of dimension N̄0 ⊕ · · · ⊕ N̄p+1 =
N0 ⊕ · · · ⊕ Np+1.
Finally we derive








and BpPpP̄p = BpP0 · · ·PpP̄p = BpP0 · · ·PpP̄0 · · · P̄pP̄p = BpP0 · · ·PpP̄0 · · · P̄p = BpP0 · · ·Pp =
Bp+1, BpQpP̄p = Gp+1QpP̄p, so that
B̄p+1 = Bp+1 + Gp+1
{









with Ap+1p := P̄0 · · · P̄p, Ap+1l := AplP̄p = AplP̄0 · · · P̄p, l = 0, . . . , p − 1, holds true. 
Note that Lemma 3.2 and Theorem 3.3 below reflect the special case for constant matrices
of [M4], Theorem 2.3. For time-varying matrices considered in [M4] the expressions Apl
are much more complicated.
Theorem 3.3 The subspaces N0 ⊕ · · · ⊕ Nj , imGj, and Sj as well as the values rj :=
rankGj are independent of the special choice of admissible projector sequences.
Proof: By Lemma 3.2, N0 ⊕ · · · ⊕ Nj is independent of the chosen admissible projec-
tors, and for each two different admissible projector sequences, the relations Ḡj = GjZj
with a nonsingular Zj are given, hence imḠj = imGj , rankḠj = rankGj, and further
S̄j = kerW̄jB = kerWjB = Sj . 
Theorem 3.4 Assume that m = k.
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(1) If the matrix pencil {G, B} is regular with index µ, then there are admissible up to
level µ − 1 projector sequences, and rµ−1 < rµ = m, and vice versa.
(2) If the matrix pencil is regular, there exist admissible up to level m projector se-
quences. If the matrix pencil is singular, then there is no admissible projector se-
quence up to level m.
(3) If, for some κ, 0 ≤ κ ≤ m, Q0, . . . , Qκ are admissible, but Nκ+1∩(N0⊕· · ·⊕Nκ) = 0,
then the matrix pencil {G, B} is singular.
Proof: Assertion (1) is just a consequence of Theorem 2.1 and Proposition 2.6.
Turn to assertion (2). For regular pencils we may continue the admissible sequences
Q0, . . . , Qµ−1 (cf. Assertion (1)) by trivial projectors Qµ = 0, . . . , Qm = 0. Now, let
{G, B} be a singular pencil. If there is an admissible projector sequence Q0, . . . , Qm with
some trivial projectors, at least the last one, Qm = 0, dimNm = 0, Gm must be nonsingu-
lar. However, this contradicts the pencil singularity. If Q0, . . . , Qm are admissible, and all
of them are nontrivial, we have dimNj ≥ 1, j = 0, . . . , m, dim(N0 ⊕ · · · ⊕ Nm) ≥ m + 1,
but this is impossible as the host space of these subspaces has just dimension m.
Assertion (3) follows from the inclusion
Nκ+1 ∩ (N0 ⊕ · · · ⊕ Nκ) ⊆ Nκ+1 ∩ kerBκ+1 (3.5)
and Proposition 1.1.(3). To verify (3.5), we simply observe that kerBκ+1 = kerB0P0 · · ·Pκ ⊇
N0 ⊕ · · · ⊕ Nκ. 
4 Index one criteria for regular pencils
Theorem 4.1 Assume that m = k. The following assertions are equivalent:
(1) {G0, B0} represents a regular matrix pencil with Kronecker index one.
(2) S0 ∩ N0 = 0.
(3) G1 = G0 +B0Q0 is nonsingular independently of the choice of the projector Q0 onto
N0.
(4) S0 ⊕ N0 = IRm (ICm).
Proof: ([GM1], Theorem A.13):
We realize (2) =⇒ (3) =⇒ (4) =⇒ (1) =⇒ (2).
Supposed (2) is valid, we consider the homogeneous equation (G0 + B0Q0)z = 0, that is,
B0Q0z = −G0z, hence Q0z ∈ S0 ∩N0 = 0, G0z = 0, z = Q0z = 0. Therefore, G0 + B0Q0
is nonsingular.
Let (3) be valid. With any Q0 we form Q0∗ := Q0(G0 + B0Q0)−1B0 and observe that
Q0∗Q0 = Q0(G0 + B0Q0)−1(G0 + B0Q0)Q0 = Q0, Q2∗0 = Q∗0, imQ∗0 = N0, Q∗0 is a
further projector onto N0. Consider the nullspace of this projector.
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Q0∗z = 0 means (G0 + B0Q0)−1B0z = P0(G0 + B0Q0)−1B0z, i.e., B0z = G0(G0 +
B0Q0)
−1B0z ∈ imG0. Hence, kerQ0∗ ⊆ S0. Conversely, if z ∈ S0, i.e., B0z = G0w,
we compute
Q0∗z = Q0(G0 + B0Q0)−1G0w = Q0(G0 + B0Q0)−1(G0 + B0Q0)P0w = Q0P0w = 0.
It comes out that S0 and N0 are the nullspace and the range of the projector Q0∗. Con-
sequently, (4) must be true.
Next, let (4) be given. Taking Q0 to be the projector onto N0 along S0, the relation
Q0 = Q0(G0 + B0Q0)
−1B0 (4.1)
is satisfied. For λ ∈ IC we consider the homogeneous system
(λG0 + B0)z = 0. (4.2)
Taking into account that (G0+B0Q0)
−1G0 = P0, (G0+B0Q0)−1B0 = (G0+B0Q0)−1B0(P0+
Q0) = (G0 + B0Q0)
−1B0P0 + Q0, we write (4.2) equivalently as
λP0z + Q0z + (G0 + B0Q0)
−1B0P0z = 0. (4.3)
Due to (4.1), equation (4.3) splits into the system
Q0z = 0, (λI + P0(G0 + B0Q0)
−1B0)P0z = 0. (4.4)
Now we realize that, for all λ that do not belong to the spectrum of the m × m matrix
−P0(G0 + B0Q0)−1B0, (4.2) implies z = P0z = 0, hence, the matrix pencil {G0, B0} is
regular. To show the index to be one, we transform this regular pencil into Kronecker
canonical form by nonsingular E, F,










, Jµ = 0, Jµ−1 = 0,
and derive
Ñ0 := kerG̃0 = kerG0F = F
−1kerG0 = F−1N0, S̃0 := kerW̃0B̃0 = kerW0B0F =
F−1kerW0B0 = F−1S0, Ñ0 ∩ S̃0 = F−1(N0 ∩ S0). From N0 ∩ S0 = 0 we know that
Ñ0 ∩ S̃0 = 0.





: u = 0, Jv = 0, v ∈ imJ
}
we see that Ñ0 ∩ S̃0 = 0 implies
µ = 1, i.e., J = 0, since otherwise Ñ0 ∩ S̃0 would be nontrivial.
Finally, assertion (1) implies assertion (2) via 0 = Ñ0 ∩ S̃0 = F−1(N0 ∩ S0). 
5 s-admissible projector sequences
For singular matrix pencils {G, B} the admissible projector sequences do not fit in gen-
eral. In order to reduce the multitude of possible projectors in (1.1)-(1.4) and to exclude
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situations as in Example 2.3, respectively, we proceed as follows:
Decompose
N0 + · · ·+ Ni−1 = [(N0 + · · ·+ Ni−1) ∩ Ni] ⊕ Xi, Xi ⊆ N0 + · · · + Ni−1,
and choose Qi so that
Xi ⊆ kerQi, i ≥ 1. (5.1)
Because of Xi∩Ni = 0, projectors Qi satisfying (5.1) do always exist (cf. Lemma 2.5). In
particular, Xi can be chosen to be the orthogonal complement of (N0 + · · · + Ni−1) ∩ Ni
in N0 + · · · + Ni−1, i.e., Xi = {z ∈ N0 + · · · + Ni−1 :< z, w >= 0 for all w ∈
(N0 + · · ·+ Ni−1) ∩ Ni}.
Definition:
The projectors Qi, i ≥ 0, in (1.1)-(1.4) are s-admissible (singularly-admissible) up to level
κ if condition (5.1) is valid for i = 1, . . . , κ.
For regular matrix pencils, the s-admissible projectors Q0, . . . , Qκ are admissible, and
N0 ⊕ · · · ⊕ Nj = N0 + · · ·+ Nj , j = 1, . . . , κ (cf. Theorem 3.4).
Proposition 5.1 The following properties are valid for s-admissible projector sequences:
(1) kerP0 · · ·Pi = N0 + · · ·+ Ni,
(2) (N0 + · · ·+ Ni−1) ∩ Ni ⊆ Ni ∩ kerBi = Ni ∩ Ni+1 ⊆ (N0 + · · ·+ Ni) ∩ Ni+1,
(3) P0 · · ·Pi and P0 · · ·Pi−1Qi are projectors,
(4) P0 · · ·Pi−1QiQj = 0, j = 0, . . . , i − 1, kerP0 · · ·Pi−1Qi ⊇ N0 + · · ·+ Ni−1.
Proof:
We verify assertion (1) by induction. P0P1z = 0 means z̃ := (I − Q1)z ∈ N0, i.e.,
z = z̃ + Q1z ∈ N0 + N1. Each z ∈ N0 + N1 = X1 + (N0 ∩ N1) + N1 may be written as
z = x1 +z01+z1 so that P0P1z = P0P1x1 = P0x1 = 0. Let kerP0 · · ·Pi−1 = N0 + · · ·+Ni−1
be given. From z ∈ kerP0 · · ·Pi, i.e., z̃ := (I − Qi)z ∈ N0 + · · · + Ni−1 it follows
that z = z̃ + Qiz ∈ N0 + · · · + Ni−1 + Ni. Conversely, for z ∈ N0 + · · · + Ni =
((N0 + · · · + Ni−1) ∩ Ni) + Xi + Ni we use the decomposition z = z0i + xi + zi and
derive P0 · · ·Pi−1Piz = P0 · · ·Pi−1Pixi = P0 · · ·Pi−1xi = 0. Hence, we have kerP0 · · ·Pi =
N0 + · · ·+ Ni.
Turn to assertion (2). z ∈ (N0 + · · ·+ Ni−1)∩Ni means P0 · · ·Pi−1z = 0, z = Qiz, which
leads to Gi+1z = Biz = BiP0 · · ·Pi−1z = 0, i.e., z ∈ Ni+1, z ∈ kerBi, and we are done
with assertion (2).
Next we show (3). Because of kerP0 · · ·Pi = N0 + · · · + Ni it holds that P0 · · ·PiQj =
0, j = 0, . . . , i, and further P0 · · ·Pi = P0 · · ·PiPj = 0, j = 0, . . . , i, P0 · · ·Pi · P0 · · ·Pi =
P0 · · ·Pi, P0 · · ·Pi−1QiP0 · · ·Pi−1Qi = P0 · · ·Pi−1P0 · · ·Pi−1Qi−P0 · · ·Pi−1PiP0 · · ·Pi−1Qi =
P0 · · ·Pi−1Qi − P0 · · ·Pi−1PiQi = P0 · · ·Pi−1Qi.
Finally, we consider assertion (4).
Since N0 + · · ·+ Ni−1 = [(N0 + · · ·+ Ni−1) ∩ Ni] ⊕ Xi we may write z ∈ N0 + · · ·+ Ni−1
as z = z0i + xi. This yields P0 · · ·Pi−1Qiz = P0 · · ·Pi−1z0i = 0. 
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Corollary 5.2 Gi+1Qj = BjQj , j ≤ i, is valid for s-admissible projectors, too.
Proof:
Gi+1 = Gj + BjQj + Bj+1Qj+1 + · · · + BiQi = Gj + BjQj + B0P0 · · ·PjQj+1 + · · · +
B0P0 · · ·Pi−1Qi yields Gi+1Qj = BjQj for j ≤ i. 
Theorem 5.3 The subspaces N0 + · · · + Nj, imGj, and Sj as well as the values rj :=
rankGj are independent of the special choice of s-admissible projector sequences.
Proof:
Lemma 3.2 and Theorem 3.3 remain valid if we replace admissible projectors by s-
admissible ones, use sums N0 + · · ·+ Nj, N̄0 + · · ·+ N̄j instead of the direct sums and if
we use the somehow more complex invertible matrices
Zj :=
(
I + Qj−1(P̄0 · · · P̄j−2Q̄j−1 − P0 · · ·Pj−2Qj−1) +
j−2∑
l=0
QlAj−1lP̄0 · · · P̄j−2Q̄j−1
)
Zj−1,
Z1 := I + Q0Q̄0P0 = I + Q0(Q̄0 − Q0).
Also the proof given for Lemma 3.3 can be applied if we take into account that, due
to Corollary 5.2, it holds that Gp+1QpP̄p = BpQpP̄p = B0P0 · · ·Pp−1QpP̄p = B0P0 · · ·
· · ·Pp−1QpP̄0 · · · P̄p−1P̄p = Gp+1QpP̄0 · · · P̄p and if we modify the matrices Yp. 
Theorem 5.4 If the matrix pencil {G, B} is regular with index µ, then the s-admissible
projector sequences are admissible ones, and rµ−1 < rµ = m.
6 Widely orthogonal s-admissible projectors
When realizing all free choices in s-admissible projector sequences in an orthogonal way,
we provide uniquely determined projector sequences. Namely, we can start using the




For i ≥ 1, we determine
Xi := [(N0 + · · ·+ Ni−1) ∩ Ni]⊥ ∩ (N0 + · · · + Ni−1), (6.2)
and choose Qi to be the projector onto Ni along
[N0 + · · ·+ Ni]⊥ + Xi =: kerQi. (6.3)
Due to N0 + · · · + Ni−1 + Ni = Xi ⊕ Ni, and since the decomposition IRm = [N0 + · · · +
Ni]⊕ [N0 + · · ·+Ni]⊥ = Xi ⊕Ni ⊕ [N0 + · · ·+Ni]⊥ holds true, Qi is well defined by (6.2),
(6.3).
Proposition 6.1 The widely orthogonal choice (6.1) - (6.3) leads to
im(P0 · · ·Pi) = [N0 + · · ·+ Ni]⊥, ker(P0 · · ·Pi) = N0 + · · · + Ni,
P0 · · ·Pi = (P0 · · ·Pi), P0 · · ·Pi−1Qi = (P0 · · ·Pi−1Qi), for i ≥ 1.
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Proof: (6.1) yields P0 = P

0 , imP0 = N
⊥
0 , kerP0 = N0. Due to Proposition 5.1 (1)
we know the relation kerP0 · · ·Pi = N0 + · · · + Ni to be true, hence P0 · · ·Pi−1Xi =
0, imP0 · · ·Pi = P0 · · ·Pi−1imPi = P0 · · ·Pi−1([N0 + · · · + Ni]⊥ + Xi) = P0 · · ·Pi−1([N0 +
· · ·+Ni]⊥). From the inclusion N0+· · ·+Ni−1 ⊆ N0+· · ·+Ni we obtain [N0+· · ·+Ni]⊥ ⊆
[N0+ · · ·+Ni−1]⊥. Further, we have imP0P1 = P0imP1 = P0[N0+N1]⊥ = P0(N⊥0 ∩N⊥1 ) =
N⊥0 ∩ N⊥1 = [N0 + N1]⊥, and supposing imP0 · · ·Pi−1 = [N0 + · · · + Ni−1]⊥ we conclude
imP0 · · ·Pi = P0 · · ·Pi−1([N0 + · · · + Ni]⊥) = [N0 + · · · + Ni]⊥.
The product P0 · · ·Pi represents a projector (cf. Proposition 5.1 (3)). Since it projects
onto [N0 + · · · + Ni]⊥ along N0 + · · · + Ni, it must be the orthoprojector, i.e., P0 · · ·Pi
is symmetric. Finally, we derive (P0 · · ·Pi−1Qi) = (P0 · · ·Pi−1 − P0 · · ·Pi−1Pi) =
P0 · · ·Pi−1 − P0 · · ·Pi−1Pi = P0 · · ·Pi−1Qi. 
7 Admissible projectors using the subspaces Si
Since the susbpaces Si are independent of the choice of admissible and s-admissible pro-
jectors, one can think of relying projectors also on these subspaces.
We have always (Proposition 1.1.(6))
Si+1 = N0 + · · ·+ Ni + S0.
Theorem 4.1 says that {G, B} with m = k is a regular index one pencil if and only if
N0 ∩ S0 = 0. More generally, if m = k, {G, B} is a regular pencil with index µ if and
only if Nµ−1 ∩ Sµ−1 = 0, but Nj ∩ Sj = 0, j = 0, . . . , µ − 2. This is a consequence of
Proposition 1.1.(5) and Theorem 2.1.
Decompose
S0 = (N0 ∩ S0) ⊕ Z0, Z0 ⊆ S0,
and choos Q0 to satisfy the condition
Z0 ⊆ kerQ0. (7.1)
It results that Z0 ⊆ imP0, i.e., P0Z0 = Z0. Then we decompose S1 = S0 + N0 into
S1 = (N1 ∩ S1) ⊕ Z1, N0 ⊆ Z1 ⊆ S1.
This is possible if N0 ∩ N1 = 0 is assumed. Now, Q1 is chosen in such a way that
Z1 ⊆ kerQ1,
which implies N0 ⊆ kerQ1, Q1Q0 = 0, P1Z1 = Z1. In general, for i ≥ 1, assuming
(N0 ⊕ · · · ⊕ Ni−1) ∩ Ni = 0, we decompsoe
Si = (Si ∩ Ni) ⊕ Zi, N0 ⊕ · · · ⊕ Ni−1 ⊆ Zi ⊆ Si,
and choose Qi so that the condition
Zi ⊆ kerQi (7.2)
is fulfilled.
For regular matrix pencils {G, B} with index µ, this construction yields special admissible
projector sequences with Sµ−1 = Zµ−1, Sµ−1 = kerQµ−1, so that Qµ−1 is the projector
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