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We theoretically study the propagation of a guided atom laser across an Aharonov-Bohm ring
which is exposed to a synthetic gauge field. The presence of disorder within the ring gives rise to
Al’tshuler-Aronov-Spivak oscillations, seen in the disorder average of the transmission as a function
of the effective gauge flux that is contained within the ring. Those oscillations are induced by
coherent backscattering and represent a manifestation of weak localization. Through analytical
and numerical calculations that are based on the mean-field Gross-Pitaevskii approximation for
the propagating Bose-Einstein condensate, we show that the presence of a very weak atom-atom
interaction within the ring leads to an inversion of the Al’tshuler-Aronov-Spivak oscillations, in a
very similar manner as for the coherent backscattering of Bose-Einstein condensates within two-
dimensional disorder potentials. Numerical simulations based on the Truncated Wigner method
reveal that this signature of weak antilocalization becomes washed out if the interaction strength is
increased.
I. INTRODUCTION
Weak localisation [1, 2] is a physical effect related to
a notable increase of the reflection of coherent waves
traversing a disordered scattering region, compared with
the incoherent transport process. As a result of current
conservation, this increase is responsible for a drop in the
transmission. This effect has been studied in mesoscopic
physics for long now, as it highlights a macroscopic out-
come resulting from quantum interferences. In solid state
physics, positive corrections to the resistivity of a disor-
dered sample, due to weak localisation, must indeed be
added to classical predictions of the Drude formula [3, 4]
describing electronic transport through a disordered sam-
ple [5]. They originate from a constructive interference
between a scattering path and its time reversal counter-
part that survives the disorder average.
A most prominent signature of quantum interference
in mesoscopic physics is coherent backscattering [6–8].
This phenomenon, which is encountered in a wide vari-
ety of domains, is responsible for an enhancement of the
backscattered current of a disordered sample that is illu-
minated by coherent waves, involving exactly the same
mechanism as weak localisation. Coherent backscatter-
ing was already observed as soon as in 1893 to explain the
fact that Saturn’s ring are twice brighter in the backscat-
tered direction [9]. More recentely, it was observed in lab-
oratory by illuminating a powder with laser light [6, 10],
but also for acoustic waves [11] and for elastic waves [12].
It is also used in seismology to probe the underground
deeply or for the research of oil [13].
More recently, coherent backscattering was also stud-
ied with matter waves by means of Bose-Einstein con-
densates [14]. In this context, new questions related to
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many-body physics arise, especially concerning the in-
terplay between quantum interferences and the presence
of interaction. In a quasi stationary context, mean-field
studies [15–17] show that the presence of a nonlinearity
in the wave equation describing the transport of ultracold
bosonic atoms across a disordered region can give rise to
an inversion of the coherent backscattering peak. On the
other hand, many-body diagrammatic approaches [18] in-
dicate that this inversion should be limited to a mean-
field regime of very low atom-atom interaction strengths,
while in a more realistic situation a dephasing is to be
expected.
To shed more light on this issue, we propose to
verify these observations in a most elementary setting
which allows for numerical simulations beyond the mean-
field Gross-Pitaevskii approach. Our system consists of
two leads connected to a ring-shaped resonator that is
threaded by a synthetic gauge flux. For such a system, it
is well known that Aharonov-Bohm oscillations [19–22]
in the transmission take place. The presence of disor-
der within the ring is further responsible for a cross-over
from Aharonov-Bohm to Al’thsuler-Aronov-Spivak oscil-
lations [22–25], which is a mesoscopic phenomenon re-
lated to weak localisation.
In this paper, we shall investigate how Al’tshuler-
Aronov-Spivak oscillations behave in the presence of in-
teraction. To this end, we compute the disorder-averaged
transmission of an interacting guided atom laser beam
across a ring by means of a numerical integration of
the Gross-Pitaevskii equation, and compare its findings
with the predictions of a nonlinear diagrammatic theory.
An inversion of the Al’tshuler-Aronov-Spivak oscillations
profile in the disorder-averaged transmission is indeed en-
countered at small nonlinearities, in analogy with previ-
ous studies [15–17] on coherent backscattering. Finally,
we use the truncated Wigner method which allows one
to go beyond the mean-field approximation in order to
verify to which extent this phenomenon prevails in the
2presence of finite atom-atom interaction strengths.
We start by presenting in Sec. II the guided atom laser
configuration under study and the spatial discretisation
scheme that we use to numerically solve the equations
that describe our system. By representing the ring and
the leads appearing in our system as a quantum graph,
we are in a position to formulate in Sec. III a theory ex-
plaining the appearance of Al’tshuler-Aronov-Spivak os-
cillations in the noninteracting case. We then present in
Sec. IV the numerical methods we use, namely the Gross-
Pitaevskii equation and the truncated Wigner method.
In Sec. V, we shall first apply these methods to study
Aharonov-Bohm oscillations in the presence of interac-
tion. We then discuss the transition from Aharonov-
Bohm to Al’tshuler-Aronov-Spivak oscillations and inves-
tigate how the latter are affected by the presence of inter-
action. Numerical findings on disorder-averaged trans-
mission are compared with predictions of nonlinear dia-
grammatic theory which is described in Sec. VI, following
the scheme developed in [26].
II. DESCRIPTION OF THE SYSTEM
The system we study is a Bose-Einstein condensate of
N → ∞ particles at zero temperature T = 0 and chem-
ical potential µ, which is outcoupled from a trap to a
waveguide, e.g. by means of a radio-frequency knife [27–
29] or a multiphoton Raman transition [30–32], following
the principle of an atom laser [28, 29, 33–37]. In this
waveguide is engineered a two-arms ring, similar to an
interferometer, in which is produced a synthetic gauge
field [38, 39] with tunable magnetic flux Φ, the role of
which is to break the symmetry between the two arms of
the ring. Because of that flux, a different phase shift will
be acquired by the atoms depending upon which arm is
chosen to cross the ring. This symmetry breaking gives
then rise to Aharonov-Bohm interference effects [19–22]
scenario. Experimentally, such rings can be obtained by
perpendicular intersection of red detuned lasers, as is ex-
plained in Refs. [40, 41]. A horizontal atomic waveguide
in a particular direction can be engineered by using a
far-detuned laser beam, as in Ref. [33]. The ring shaped
geometry would then be connected to two semi-infinite
leads, as is represented in Fig 1(a).
The model to describe this transport process is pro-
vided by a system of evolution equations for the field op-
erator φˆS(t) of the source and the field operators ψˆ(x, t)
of atoms within the waveguide structure, with x repre-
senting positions in the leads and the ring. For a single
infinite lead, we would have [42]
i~
∂ψˆ(x, t)
∂t
= Hˆ0ψˆ(x, t) + g(x)ψˆ†(x, t)ψˆ(x, t)ψˆ(x, t)
+K(x, t)φˆS (1)
i~
∂φˆS(t)
∂t
= µφˆS +
∫
dxK∗(x, t)ψˆ(x, t), (2)
FIG. 1. (a) Sketch of the system under study. A Bose-Einstein
condensate at temperature T = 0 and chemical potential µ in
a trap, modeled by means of a green circle, is outcoupled to
a (semi-infinite) waveguide by for instance a radio-frequency
knife or by multiphoton Raman transition. This waveguide is
connected to another semi-infinite waveguide by a two-arms
ring. In this ring is induced a tunable artificial gauge field Φ.
(b) Discretisation of the infinite 1D space, which is artificially
subdivided into several regions labeled L (leads), R (ring) and
S (source). Sites depicted in red exhibit both interaction and
disorder. Edges depicted in blue exhibit, in addition to the
Bose-Hubbard hopping term −Eδ/2, a Peierls phase [43, 44]
shift e±iθ depending on the direction of the rotation, due to
an artificial gauge field. The phase shift θ acquired at each
jump from one site to its neighbour is given by θ = Φ/NR,
with NR the number of sites within the ring.
with K(x, t) the position-dependent coupling strength
of the coupling between source and leads, µ the chem-
ical potential of the source and g(x) the effective one-
dimensional interaction strength (which we assume to be
present only inside the ring). The one-dimensional single-
particle Hamiltonian (without the artificial gauge field)
is given by
Hˆ0 = Hˆk + V (x) with Hˆk = − ~
2
2m
∂2
∂x2
(3)
with V (x) the disorder potential (which, like the interac-
tion, is assumed to be present only inside the ring).
In view of implementing the truncatedWigner method,
we discretise the one-dimensional space, as shown in Fig.
1(b), in a series of sites labeled by an index α and spaced
by δ. We describe the kinetic energy operator in terms
of a finite-difference scheme
∂2
∂x2
ψ(x) ≃ ψ(x+ δ) + ψ(x− δ)− 2ψ(x)
δ2
.
Through the discretisation each site obtains an on-site
energy Eδ = ~2/mδ2, with ~ the reduced Planck constant
and m the mass of the atoms and a nearest-neighbour
hopping Eδ/2.
We define several space regions in our discretisation,
namely L for the leads, R for the ring and S for the
source. Smooth exterior complex scaling [45–52] is used
according to Ref. [53] for absorption at both ends of the
3leads to avoid artifacts due to the finite extension of the
leads in the numerical treatment. The effective Bose-
Hubbard Hamiltonian describing this system can be de-
composed in four sub-Hamiltonians
Hˆ = HˆL + HˆLR + HˆR + HˆS (4)
with
HˆL =
∑
α∈L
[
Eδ aˆ
†
αaˆα −
Eδ
2
(
aˆ†α+1aˆα + aˆ
†
αaˆα+1
) ]
HˆLR = −Eδ2
(
aˆ†−1aˆ0 + aˆ
†
0aˆ−1 + aˆ
†
NR
aˆNR+1 + aˆ
†
NR+1
aˆNR
)
HˆR =
∑
α∈R
[
(Eδ + Vα) aˆ†αaˆα
− Eδ
2
(
aˆ†α−1aˆαe
iθ + aˆ†α+1aˆαe
−iθ
)
+ gaˆ†αaˆ
†
αaˆαaˆα
]
HˆS = κ(t)aˆ†αS bˆ + κ
∗(t)bˆ†aˆαS + µbˆ
†bˆ, (5)
each of which being associated with the corresponding
region of the space they are labeled by.
In this Hamiltonian, we have introduced by aˆ†α and
aˆα the creation and annihilation operators at site α and
by bˆ† and bˆ the creation and annihilation operators of
the source which is maintained at chemical potential µ
and T = 0 [54]. We treat this source as a Bose-Einstein
condensate containing N → ∞ atoms and make the ap-
proximation that it is connected to one single lattice site
labeled by αS . The coupling κ(t) between the source and
the leads is smoothly ramped on with time (for instance
by varying the intensity of the radio-frequency field in
case of a radio-frequency knife) and approaches a maxi-
mal value. This latter tends to zero such that N|κ(t)|2
remains constant [33, 55, 56], which implies that the num-
ber of atoms in the scattering region remains constant,
too. In this limit, a stationary many-body scattering
state can therefore be achieved. In the case where the
source is connected, as described, to an infinite lead,
which amounts to considering Hˆ = HˆS + HˆL, then it
would inject a free flux of atoms yielding a stationary
density and current given by [53, 56]
ρ∅ =
1
δ
N|κ(t)|2
µ(2Eδ − µ) (6)
j∅ =
1
~
N|κ(t)|2√
µ(2Eδ − µ)
. (7)
The on-site interaction strength is controlled by the
parameter [57] g = 2~ω⊥aS/δ, ω⊥ being the perpendicu-
lar confinement frequency of the trap and aS the s-wave
scattering length. Finally, disorder is brought into the
system through the on-site parameters Vα. The disorder
we use is in the continuous space generated by [58, 59]
V (x) = V¯0
∫
1√
σ
√
π
exp
[
− (x− y)
2
2σ2
]
η(y)dy,
where V¯0 is the amplitude of the disorder and σ its cor-
relation length. The correlator η(y) is a gaussian ran-
dom white noise with zero mean and unit variance, i.e.
〈η(x)η(y)〉 = δ(x − y), with 〈·〉 the random average. In
the framework of the above discretisation scheme, disor-
der is then represented by the on-site energies
Vα = V¯0
NR∑
α′=0
1√
σ
√
π
exp
[
− δ
2σ2
(α− α′)2
]
ηα′ .
This imposes a condition on the discretisation, namely
δ ≪ σ, in order that the discretisation scheme captures
the details of the disorder.
III. THEORY OF
AL’TSHULER-ARONOV-SPIVAK
OSCILLATIONS
Let us first consider the noninteracting case, that is
a ring penetrated by an Aharonov-Bohm artificial gauge
flux in the presence of disorder but without any inter-
action. The ring and the leads can be represented as a
quantum graph [60–62] with 2 vertices, 2 internal bonds
of finite length and 2 external bonds of infinite extension.
On this graph, the Green function can be represented as
a sum over all possible paths γ linking two given points
α′, α on the graph (see Appendix A),
G(α, α′, µ) =
1
iEδ sin(kδ)
∑
γ
Aγe
iSγ/~, (8)
with kδ = arccos (1− µ/Eδ) ≃
√
2µ/Eδ for 0 < µ/Eδ ≪
1. In the above equation, Sγ is the accumulated action
integral along the path γ and the prefactor Aγ = rnr tnt
is the product of reflection and transmission matrix el-
ements at each junction that a trajectory encounters,
where nr (resp. nt) is the number of reflections (resp.
transmissions) along the path γ. Those matrix elements
can be obtained from the analysis of a scattering problem
across a symmetric Y junction, in the absence of disorder.
Denoting by EY the energy on the junction sites, which
may be assumed to be different from the other on-site
energies Eδ, we obtain
r = − 1− EY /Eδ +
1
2e
ikδ
1− EY /Eδ + eikδ − 12e−ikδ
, (9)
t = − i sinkδ
1− EY /Eδ + eikδ − 12e−ikδ
. (10)
Those probability amplitudes satisfy the continuity and
conservation of current equations
1 + r = t (11)
|r|2 + 2|t|2 = 1. (12)
In the continuous limit where the spacing δ → 0 vanishes,
a nonvanishing transmission is obtained only for EY =
43
2Eδ, which yields
r = − e
ikδ − 1
2eikδ − 1− e−ikδ
kδ→0−→ −1
3
, (13)
t =
eikδ − e−ikδ
2eikδ − 1− e−ikδ
kδ→0−→ 2
3
. (14)
Here, we choose EY = Eδ, which corresponds to the
case of a nearly closed ring that is weakly connected to
the waveguides as well as µ = 0.2Eδ. This yields the
following expressions for r and t
r = − e
ikδ − 1
2eikδ − 1− e−ikδ = −
43
97
+
24i
97
(15)
t =
eikδ − e−ikδ
2eikδ − 1− e−ikδ =
54
97
+
24i
97
. (16)
The disorder within the ring is supposed to be weak and
smooth, with an amplitude V¯0 ≪ µ and a spatial corre-
lation length σ satisfying kσ ≫ 1 as well as σ ≫ δ such
that reflections inside each arm of the ring can safely be
neglected. The action integral within each arm can then
be written as
S = ~
NR∑
α=1
arccos
(
1− µ− Vα
Eδ
)
≃ ~
∫ NR
0
√
µ− Vα
Eδ
(17)
≃ NR~
√
µ
Eδ
− ~
2
√
µEδ
∫ NR
0
Vαdα, (18)
which means that the phase factors for the upper branch
exp(iSu/~) and the lower branch exp(iSd/~) can safely
be considered as independent complex random numbers
with unit norm, provided that the ring is sufficiently long
such that ∣∣∣∣∣
∫ NR
0
Vαdα
∣∣∣∣∣≫ π
√
µEδ. (19)
Now if we consider the presence of an Aharonov-Bohm
flux Φ within the ring, we can write
exp
(
i
~
Su
)
= exp
(
i
(
Φu ± Φ2
))
(20)
and
exp
(
i
~
Sd
)
= exp
(
i
(
Φd ∓ Φ2
))
, (21)
for the upper and lower arm, respectively, where the up-
per (resp. lower) sign is associated wit the path from
the left to the right (resp. the right to the left) junction
and Φu,Φd are random phases accounting for disorder in
upper or lower arms of the ring.
Reflection and transmission amplitudes across the
ring can then be obtained from the Green function
G(α, αS , µ), with α being located in the lead before or
FIG. 2. Schematic representation of the diagrams yielding
an expression for the reflection up to corrections of power 5
in r and t, as is shown in Eq. (23). Since at each junction
either a reflection or a transmission event occurs, we have to
multiply each trajectory amplitude either by r or t, depend-
ing on which event took place. An additional phase factor
exp
[
i(Φu/d ± Φ)
]
should also be considered as a result of the
exploration of the upper or lower branch in the clockwise or
counterclockwise direction of rotation.
behind the ring for reflection and transmission, respec-
tively. More precisely, these amplitudes are obtained by
normalizing these Green functions with respect to the
Green function of free motion along a clean 1D lattice,
namely
G0 =
eik(α−αS )
iEδ sin(kδ)
. (22)
The probability amplitude of reflection R can therefore
be written as a sum of probability amplitudes associ-
ated with trajectories yielding a reflection after a pos-
sible complicated journey in the ring. At each Y junc-
tion, such an amplitude is multiplied either by r in case
of reflection or by t in case of transmission across this
junction. In addition, it is also multiplied by the phase
factor accounting for its journey within the ring. Each
exploration of the upper (resp. lower) branch yields a
exp(iΦu) (resp. exp(iΦd)) phase factor and each trip in
the clockwise (resp. counterclockwise) direction yields a
eiΦ (resp. e−iΦ) phase factor.
Up to some (unimportant) global phase factor, we have
for the reflection amplitude
R = r + t2r
(
e2iΦu + e2iΦd
)
+ t3ei(Φu+Φd)
(
eiΦ + e−iΦ
)
+O((r, t)5) (23)
which is graphically illustrated in Fig 2. For the trans-
mission, we find
T = t2
(
ei(Φu+Φ/2) + ei(Φd−Φ/2)
)
+ t2r2
(
e3iΦu + e3iΦd
)
+ 2t3r
(
e2iΦuei(Φd−Φ/2) + e2iΦdei(Φu+Φ/2)
)
+ t4
(
e2iΦuei(Φd+3Φ/2)
)
+
(
e2iΦdei(Φu−3Φ/2)
)
+O((r, t)6), (24)
up to contributions of higher order in the powers of r and
t. Reflection and transmission probabilities are obtained
from the amplitudes R and T by calculating their mod-
ulus square. They thus involve double sums over trajec-
tories. To observe Al’tshuler-Aronov-Spivak oscillations
5in these probabilities, a further average over disorder is
required. From the original double sum over trajectories
only those pairs of trajectories survive this disorder av-
erage that have zero net power of the complex random
numbers eiΦu and eiΦd . The disorder-averaged reflection
and transmission then write
|R|2 = |r|2 + 2|t|4|r|2 + 2|t|6(1 + cos 2Φ) +O((r, t)10)
(25)
|T |2 = 2|t|4 + 2|t|4|r|4 + 8|t|6|r|2 + 2|t|8
+ 4|t|6(tr∗ + rt∗) cos 2Φ +O((r, t)12). (26)
Evaluating in the above expression for the transmission
tr∗ + rt∗ = − sin
2 kδ
|1− EYEδ + eikδ − 12e−ikδ|2
, (27)
we see that cos 2Φ oscillations of reflection probability are
compensated on transmitted side with nearly the same
magnitude (at this level of approximation). We specifi-
cally obtain for EY = Eδ
2(tr∗ + rt∗) = −72
97
≃ −0.8. (28)
This robust enhancement of the reflection, along with the
associated drop in transmission arises due to coherent
backscattering and is a clear signature of weak localisa-
tion.
IV. NUMERICAL METHODS
A. Mean-field Gross-Pitaevskii approach
The Gross-Pitaevskii approximation has been used for
the numerical simulation of atom-laser scenarios [63–67]
and it was proven [68] that it is a good approximation in
the limit of a large atomic density and small interaction
strength. Starting from our Hamiltonian given in Eq.
(5) and working in the Heisenberg picture, we obtain the
evolution of the annihilation operators according to
i~
∂aˆα(t)
∂t
= (Eα + Vα)aˆα(t)−
∑
α′
Jαα′ aˆα′(t)
+ gαaˆ†α(t)aˆα(t)ψα(t) + κ(t)δα,αS bˆ(t) (29)
i~
∂bˆ(t)
∂t
= µbˆ(t) + κ∗(t)aˆαS (t), (30)
where Jαα′ encodes the matrix elements describing hop-
ping from one site to another within in the leads, the ring
and the junction. Additionally, they include the Peierls
phase within the ring.
The mean-field limit consists in the regime where the
on-site densities are large and the interaction strength is
weak. This allows one to replace the quantum operators
by c-numbers. In that limit, the dynamics of the system
is governed by the Gross-Pitaevskii equation
i~
∂ψα(t)
∂t
= (Eα + Vα − µ)ψα(t)−
∑
α′
Jαα′ψα′(t)
+ gα|ψα(t)|2ψα(t) + κ(t)δα,αSχ(t) (31)
i~
∂χ(t)
∂t
= κ∗(t)ψαS (t), (32)
where we have made the ansatz ψα(t) = 〈aˆα〉e−iµt and
χ(t) = 〈bˆ〉e−iµt with ψα(t0) = 0 and χ(t0) =
√N , cor-
responding to empty waveguides, an empty ring, and a
coherent Bose-Einstein condensate within the reservoir
of atoms.
It is clear from Eqs (32) that χ(t) =
√N (1 +O(|κ|2))
for some finite time t− t0. Therefore, in the limit where
the coupling κ(t) tends to zero in such a manner that
N|κ(t)|2 remains constant, we can neglect the time evo-
lution of χ(t) and we are left with a nonlinear Schrödinger
equation containing an additional source term [42, 65, 67]
i~
∂ψα(t)
∂t
= (Eα + Vα − µ)ψα(t)−
∑
α′
Jαα′ψα′(t)
+ gα|ψα|2ψα(t) + κ(t)δα,αS
√
N , (33)
Observables, such as density and current, are defined as
nα = |ψα|2, (34)
jα =
i~
2
[
ψ∗α+1(t)ψα(t)− ψ∗α(t)ψα+1(t)
]
. (35)
The main drawback of this approach is that, notably
when disordered potentials are considered, even a weak
atom-atom interaction can generate inelastic scattering
[69, 70]. Those effects are beyond the scope of the mean-
field Gross-Pitaevskii approach and must be adressed by
means of another method.
B. Truncated Wigner method
The truncated Wigner method [71–76], which has been
successfully adapted to the context of an atom-laser sce-
nario [53, 77], allows one to go beyond the mean-field ap-
proximation described by the Gross-Pitaevskii approach.
The principle of the method consists in sampling the
many-body quantum state of the system by classical
fields {ψα}α∈R,L that properly represent the initial state
of the system at the initial time t0 and evolve according
to a slightly modified Gross-Pitaevskii equation. As we
consider that initially, at t = t0, the waveguides and the
ring are empty whilst the reservoir is populated with a
large number N of atoms, we can decouple the initial
Wigner function of the system as
W({ψα, ψ∗α}, t0) =WG({ψα, ψ∗α}, t0)
×WS(χ, χ∗, t0), (36)
6that is, as a product of the Wigner functions describ-
ing the source and the scattering system. Initially, the
waveguides and the ring are empty, which implies that
their Wigner function can be written as a product of
vacuum states
WG({ψα, ψ∗α}, t0) =
∏
α
(
2
π
)
e−2|ψα|
2
. (37)
In practice, the classical field amplitudes are determined
as
ψα(t = t0) =
1
2
(Aα + iBα) (38)
where Aα and Bα are real and independent gaussian ran-
dom variables fulfilling
Aα = Bα = 0, (39)
Aα′Aα = Bα′Bα = δα′,α, (40)
Aα′Bα = 0, (41)
in which the notation · means that an average over the
random variables is performed. Because of that, each
site of the system but the source exhibits an artificial
nonzero average population |ψα(t0)|2 = 1/2 which one
has to subtract when computing the atomic density.
As the source is assumed to be populated with a large
number |χ|2 = N ≫ 1 of atoms, the Wigner function of
the source can be considered as that of a coherent state
WS(χ, χ∗, t0) =
(
2
π
)
e−2|χ−
√N|2 . (42)
This very high number of atoms is such that the rela-
tive uncertainties on the amplitude and the phase of the
source are negligible; we can then treat the source in a
classical manner so that χ(t = t0) =
√
N . If, in addition,
the coupling κ(t) is chosen such that κ(t) → 0 in such
a manner that N|κ|2 remains finite, the depletion of the
source or any back-action of the waveguide on the source
can be safely neglected [53] and one can solely focus on
the evolution within the waveguides and the ring. In this
case, the propagation equation for the amplitude on each
sampling point is given by
i~
∂ψα
∂t
= (Eδ − µ+ Vα)ψα +
∑
α′
Jαα′ψα′
+ gα
(|ψα|2 − 1)ψα + κ(t)√N δα,αS , (43)
where Jαα′ are the hopping matrix elements from site α
to site α′.
Observables are computed through an average over the
random initial conditions. This, for instance, yields for
the on-site density and current
nα = |ψα|2 − 12 , (44)
jα =
i~
2
ψ∗α+1(t)ψα(t)− ψ∗α(t)ψα+1(t), (45)
where the subtraction of 1/2 in the density compensates
for the artificial 1/2 atom per site, as explained above.
The truncatedWigner method allows one, in great con-
trast to a mean-field approach, to access both coherent
and incoherent quantities. The coherent contributions to
the on-site density and the current are given by
ncohα =
∣∣ψα∣∣2 , (46)
jcohα =
i~
2
ψ∗α+1(t)ψα(t)− ψ∗α(t)ψα+1(t), (47)
and the incoherent ones are then obtained through
nincohα = nα − ncohα , (48)
jincohα = jα − jcohα . (49)
The transmission is defined as the ratio between the cur-
rent at a given site in the downstream region behind the
ring and the free stationary current
T = lim
t→∞ j(t)/j
∅. (50)
The reflection is obtained by considering that
|R|2 + |T |2 = 1. (51)
Similarly as for the density and the current, one can also
introduce the coherent and incoherent part of the trans-
mission as
T coh = lim
t→∞ j(t)
coh/j∅, (52)
T incoh = lim
t→∞ j(t)
incoh/j∅. (53)
V. RESULTS
A. Aharonov-Bohm oscillations
We begin our numerical study by setting the disorder
strength to zero, which allows us to focus solely on the
interplay of interference and interaction. This is the stan-
dard Aharonov-Bohm scenario where the interference be-
tween the semiclassical contributions resulting for the two
arms can be constructive or destructive depending on the
artificial flux Φ within the ring. This can be verified by
computing the transmission, which is defined by the ratio
between the current at a site located after the ring and
the injected free current j∅ defined in Eq. (7).
The expected interference pattern is confirmed in Fig.
3. The noninteracting (black) curve shows the steady
state result of a simulation of the transmission as a func-
tion of the artificial flux Φ for g = 0. For Φ ≃ 3π/5, the
transmission of atoms is perfect and reaches one, which
is a signature of destructive interference of the reflection
at the entry side. On the other hand, the transmission
blockade at Φ = π highlights destructive interferences at
the exit site of the ring, namely between the partial waves
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FIG. 3. Noninteracting (g/Eδ = 0, black curve), Gross-
Pitaevskii (blue curve) and truncated Wigner (red curves)
simulations showing the transmission versus Φ with µ/Eδ = 1,
g/Eδ = 0.1 (left panel) and g/Eδ = 0.2 (right panel),√N|κ|/Eδ = 1. A tiny ring with NR = 6 sites was con-
sidered. The noninteracting (black) curve shows the typical
Aharonov-Bohm oscillations as a result of interferences at the
exit of the ring. Perfect transmission is reached for Φ ≃ 3pi/5
and a transmission blockade is observed at Φ = pi. While
Gross-Pitaevskii simulation essentially confirm this behaviour
for weak interaction (left panel), the truncated Wigner curves
show that perfect transmission is inhibited and the transmis-
sion blockade at Φ = pi is removed, as a result of creation
of incoherent particles within the ring. For stronger interac-
tions (right panel), we also observe oscillations in the Gross-
Pitaevskii transmission (blue curve) due to bistability that
indicates a breakdown of matter wave coherence. This is con-
firmed by truncated Wigner simulations yielding dominantly
incoherent contributions.
crossing each arm of the ring, giving rise to a transmis-
sion blockade. Performing a Gross-Pitaevskii simulation
for small interaction (g/Eδ = 0.1, blue curve), we observe
a displacement of the maxima but no lifting of the trans-
mission blockade. Truncated Wigner simulations reveal
that a suspension of the blockade occurs at Φ = π. This
is entirely due to the incoherent part of the transmission,
which could not have been predicted by Gross-Pitaevskii
simulations. Interaction is responsible for this incoher-
ent transmission because non condensed particles, with
kinetic energy slightly lower or higher compared to that
of the condensate, are created within the ring as a result
of interaction.
The right panel of Fig. 3 shows the transmission
for larger g. Oscillations in the Gross-Pitaevskii curve
can be seen as an artifact of the mean-field approach.
Those oscillations are a signature of bistability, as docu-
mented and observed in [53, 65, 67]. Truncated Wigner
simulations reveal a breakdown of matter wave coher-
ence. Aharonov-Bohm-like oscillations are nevertheless
encountered owing to significant remnants of coherent
coherent components of the atomic cloud near Φ = 0
and Φ = 2π. For stronger interactions, Aharonov-Bohm
oscillations are expected to be washed out according to
Ref. [78].
B. From Aharonov-Bohm to
Al’tshuler-Aronov-Spivak oscillations
As explained in Sec. III, if we add a smooth (for
instance gaussian-correlated) disorder potential within
the ring, we can cancel the Aharonov-Bohm oscillations
in the transmission and reveal Altshuler-Aranov-Spivak
ones [22–25]. Indeed, a random phase is acquired after a
trip in the ring due to the fact that the disorder potentials
in the upper and lower arm of the ring are not correlated
with each other. For pairings of trajectories that provide
contributions to Aharonov-Bohm oscillations, the phase
averages out and such pairings do not contribute on av-
erage. On the other hand, as pairings of trajectories that
provide contributions to Al’tshuler-Aronov-Spivak oscil-
lations, which are time-reversed conjugates of each other,
are such that the same phase is accumulated, such pair-
ings do not cancel with each other and are preserved after
averaging.
In order to develop a nonlinear diagrammatic theory
taking into account interaction effects, we want to work in
the semiclassical regime which corresponds to an action
S ≫ ~ and a correlation length σ ≪ λ. For that purpose,
we need to simultaneously enforce the four conditions
δ ≪ λ≪ σ ≪ L≪ lloc, (54)
where lloc ∝ exp(4k2σ2) [58] is the localisation length
for strong (Anderson) localisation [79] within an arm of
the ring and L the length of the ring. Furthermore,
µ has to be small compared to Eδ to be close to the
free dispersion relation of the continuous one-dimensional
space. Specifically, we choose the chemical potential
µ/Eδ = 0.2, the disorder intensity V0 = 0.2 and the cor-
relation length σ = 20δ. We indeed have kδ ≈ 0.67 < 1
and kσ ≈ 13.4 ≫ 1, indicating that we are working in
the validity regime of semiclassical methods.
As is shown in Fig. 4, Aharonov-Bohm oscillations
are washed out by the ensemble average, giving rise to
Al’tshuler-Aronov-Spivak oscillations of period π. Fig.
5 shows the disorder-averaged density of atoms on each
site. It illustrates robust interferences that take place
near the entrance and exit junctions of the ring. They
arise because reflected particles interfere with the in-
jected current. Deep inside the ring as well as in the
downstream region, on the other hand, a homogeneous
mean density is encountered.
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FIG. 4. Noninteracting simulation showing the transmission
versus Φ with µ/Eδ = 0.2 and NR = 200 sites. We con-
sidered 20000 realisations of a gaussian correlated disorder
taking random values in [-0.1, 0.1] with correlation length
σ = 20δ. Aharonov-Bohm oscillations (in solid black curve of
period 2pi) smoothly turn into Altshuler-Aranov-Spivak oscil-
lations of period pi as the disorder strength is increased.
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FIG. 5. Disorder averaged density of atoms at each site of the
system at Φ = pi/2 in a noninteracting situation with µ/Eδ =
0.2 and NR = 200 sites. We considered 20000 realisations of
a gaussian correlated disorder taking random values in [-0.1,
0.1] with correlation length σ = 20δ. Systematic interferences
between particles take place at the entrance and exit junctions
of the ring.
C. Competition between disorder and interaction
effects
Fig. 6 shows the results of a Gross-Pitaevskii simu-
lation for different values of the interaction strength g
showing the transmission as a function of Φ. We see
that from g/Eδ = 0 to g/Eδ = 0.0005, the presence of
interaction gives rise to a flattening of the oscillations
by reducing the amplitude. However, for g/Eδ = 0.001
and g/Eδ = 0.002, we observe an inversion of Al’tshuler-
Aronov-Spivak oscillations. This is in qualitative agree-
ment with coherent backscattering inversion [15]. The
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FIG. 6. Gross-Pitaevskii simulations showing the trans-
mission versus Φ for different interaction strengths g, with
g/Eδ = 0 (black curve), g/Eδ = 0.0001 (brown curve),
g/Eδ = 0.0002 (blue curve), g/Eδ = 0.0005 (red curve),
g/Eδ = 0.001 (green curve), g/Eδ = 0.002 (magenta curve)
and with µ/Eδ = 0.2, NR = 200 sites and
√N|κ|/Eδ = 1,
which yields a density δρ∅ = 2.77. We considered 20000 reali-
sations of a gaussian correlated disorder taking random values
in [−0.1, 0.1] with correlation length σ = 20δ. The interac-
tion seems first to flatten the curve and then to reverse the
curve : the maxima have become minima and the minimum
in Φ = pi has become a maximum. Our diagrammatic theory
is represented in dashed line of the same colour and exhibit
a good agreement with our numerical findings for low values
of the interaction strength. As soon as g increases, quadratic
corrections become more important and the predictions of a
linear theory become less reliable.
minimum of transmission at Φ = π (corresponding to a
maximum of reflection in a coherent backscattering sce-
nario) becomes a maximum and the two maxima located
around Φ = π become minima.
We also plotted in this figure the predictions of our
first-order in g diagrammatic theory which will be devel-
oped in section VI. The agreement we find between the
two curves for g = 0 is reasonably good for weak inter-
action strength g/Eδ . 0.0002. At stronger interactions,
significant deviations occur due to quadratic corrections
becoming more important.
Another comparison with the predictions of our an-
alytical diagrammatic theory is shown in Fig. 7 where
we plot the transmission at Φ = π/2 as a finite value
of the interaction strength. We find that for small val-
ues of g, the transmission decreases linearly with g.
The initial decrease of the transmission with g is rea-
sonably well predicted by our diagrammatic theory un-
til about g ≃ 10−3Eδ beyond which quadratic correc-
tions in g become important. A maximal inversion of
Al’tshuler-Aronov-Spivak oscillations is reached at about
Φ ≃ 0.003Eδ.
90 1 · 10
−3
2 · 10
−3
3 · 10
−3
4 · 10
−3
5 · 10
−3
0
0.2
0.4
0.6
0.8
1
g/Eδ
T
ra
n
sm
is
si
o
n
First order diag. theory
Numerical results (GP)
Numerical results (tW)
FIG. 7. Comparison between the first-order diagram-
matic theory predictions and the results of numerical Gross-
Pitaevskii and truncated Wigner simulations for the transmis-
sion as a function of the interaction strength g at Φ = pi/2,
with µ/Eδ = 0.2 and NR = 200 sites. We considered 20000
realisations of a gaussian correlated disorder taking random
values in [−0.1, 0.1] with correlation length σ = 20δ. Good
agreement is found for weak interaction strength where the
transmission decreases approximately linearly with g.
Finally, we performed truncated Wigner simulations in
a regime where the inversion of Al’tshuler-Aronov-Spivak
oscillations is fully developed, namely for g/Eδ = 0.002.
We have therefore performed six sets of simulations, with
different values for both the density ρ∅ and g, their prod-
uct being kept constant and equal to δgρ∅/Eδ ≃ 0.0055.
The results of these simulations are shown in Fig. 8. We
clearly see that truncated Wigner simulations predict a
flattening of inverted Al’tshuler-Aronov-Spivak transmis-
sion profile, corresponding to a complete dephasing of
quantum interference effects.
We furthermore see that the inverted Al’tshuler-
Aronov-Spivak oscillation structure arises entirely due
to a coherent contribution, thereby confirming that the
inversion of the central minimum has the same origin
as coherent backscattering inversion. The coherent part
formally still exhibits this inverted structure, but is hid-
den behind the incoherent contribution which has become
very large, indicating the presence of dephasing for strong
interaction.
VI. DIAGRAMMATIC THEORY FOR THE
COHERENT CONTRIBUTIONS TO THE
AL’TSHULER-ARONOV-SPIVAK
OSCILLATIONS
A. Formal solution of the Gross-Pitaevskii equation
The starting point of an analytical diagrammatic the-
ory on mean-field level is the Gross-Pitaevskii equation
of the discretised system, which is given by Eq. (33).
0 pi/2 pi 3pi/2 2pi
0
0.125
0.25
0.375
0.5
Φ
GP tW tot tW coh tW inc
(e)
0 pi/2 pi 3pi/2 2pi
Φ
(f)
0
0.125
0.25
0.375
0.5
T
r
a
n
s
m
is
s
io
n
(d) (c)
0
0.125
0.25
0.375
0.5
(a) (b)
FIG. 8. Truncated Wigner simulation showing the transmis-
sion versus Φ for different interaction strengths g and ρ∅, the
product gρ∅/(δEδ) ≃ 0.0055 being kept constant all the way.
In the Gross-Pitaevskii simulations (thin black line), this cor-
responds to a regime where the inversion of Al’tshuler-Spivak
oscillations is fully developed. The simulation parameters are
µ/Eδ = 0.2 and NR = 200 sites. We considered 20000 realisa-
tions of a gaussian correlated disorder taking random values
in [−0.1, 0.1] with correlation length σ = 20δ, each of which
done with an average of 100 realisations over the initial con-
ditions. The values of both g/Eδ and δρ
∅ are g/Eδ = 0.0002
and δρ∅ ≃ 27.77 for (a), g/Eδ = 0.001 and δρ∅ ≃ 5.55 for
(b), g/Eδ = 0.002 and δρ
∅ ≃ 2.77 for (c), g/Eδ = 0.004 and
δρ∅ ≃ 1.38 for (d), g/Eδ = 0.001 and δρ∅ ≃ 0.55 for (e),
g/Eδ = 0.02 and δρ
∅ ≃ 0.27 for (f).
This problem is formally solved by the time-dependent
scattering wavefunction
ψα(t) =
∑
α′
G(α, α′, µ)Sα′(t) , (55)
where we used the linear Green function for the system
without interaction. The source term, as well as the non-
linear interaction term are contained in
Sα(t) = gα|ψα(t)|2ψα(t) + κ(t)δα,αS
√
N . (56)
In the limit of long times, when we have reached a sta-
tionary state, the Gross-Pitaevskii equation transforms
into a self-consistent equation,
ψα =
√
Nκ(t)G(α, αS , µ) +
∑
α′
G(α, α′, µ)gα′ |ψα′ |2ψα′ ,
(57)
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which marks the starting point for a perturbation theory
in the small interaction parameter g. The zeroth order
in this expansion marks the noninteracting case.
B. The noninteracting case
In this section we present the calculation of the Green
function for the noninteracting case and for a fixed dis-
order configuration. This calculation is based on its rep-
resentation by a sum over all paths linking two sites (see
Appendix A),
G(α, α′, µ) =
1
iEδ sin(kδ)
∑
γ
Aγe
iSγ/~. (58)
To visualize this, it is useful to think of the system as a
quantum graph consisting of two semiinfinite waveguides,
which are on opposite sides attached to the ring structure
via two junctions. Depending on the locations α, α′ at
the beginning and the end of γ, the path might visit one
or both of the junctions and fully explore the branches
of the ring multiple times. Every path γ in the coherent
sum in Eq. (58) may contain an arbitrarily long sequence
of such alternating visits of junctions and explorations of
branches.
The phase factor exp(i/~Sγ) contains the accumulated
phase of the repeated exploration of the branches. A sin-
gle traversal of a branch contributes a random but fixed
phase Φu,Φd due to the disorder potential. Additionally,
we get another phase contribution ±Φ/2, whose magni-
tude depends on the flux enclosed by the ring, and its
sign encodes, whether the flux is encircled in counter-
clockwise or clockwise direction. Contrarily, the crossing
of a junction is treated within a scattering approach and
results a multiplicative contribution to the amplitude Aγ ,
either an reflection r or a transmission amplitude t, de-
pending on the geometry of the path γ before and after
the junction.
To keep track of the contributions of a single path to
the coherent sum in Eq. (58), we establish the following
diagrammatical representations,
(59)
Every path can be visualized as a sequence of the above
building blocks, where the sequence alternates between
the scattering process at a junction [first line in Eq. (59)]
and the exploration of one of the branches, either in
clockwise or counterclockwise direction [second and third
line in Eq. (59)].
Our aim is to perform the coherent sum over all paths
inherent in the noninteracting Green function. To do so,
we first focus on the sequential part oscillating between
the two junctions. We group these sequences depending
on which junction they start and end, and how they ap-
proach and leave the limiting junctions before and after
the sequence. This group of sequences with identical lim-
iting conditions is then resummed and represented by a
single new diagram in the color red and an arrow rep-
resenting the common initial and final behavior. For in-
stance, the subsequent summation,
(60)
represents the sum of all trajectories that approach the
left junction from the lower branch, have an arbitrary
number of explorations of upper and lower branches of
the Aharonov-Bohm ring, and then finally leave to the
upper branch. The boundary conditions, as well as the
junction they refer to, are encoded in the direction and
the curvature of the red arrow. This way of thinking
defines a whole set of resummed diagrams,
(61)
as well as rotated and mirrored versions of the above
diagrams. The selected resummed diagrams in Eq. (61)
all represent resummations of paths, that approach the
left junction from the lower branch at the beginning. The
first three end at the left junction, while the last three
end at the right one. From there, the diagrams either
leave to the upper or the lower branch of the ring, or exit
the ring to the attached waveguide.
The calculation of these resummed diagrams utilizes
self-consistent equations. Those are constructed by the
observation that every path contained in the sums of the
diagrams Eq. (61) can be extended to a longer path by
successively adding two branches and two junctions. By
appropriately adjusting the boundary conditions, these
longer paths have to be an element of a resummed dia-
gram. For instance, we find
(62)
We can rewrite these equations in a diagrammatic
matrix-vector version,
(63)
To avoid a repeated use of the same diagrams in the sub-
sequent calculations, let us denote the two-dimensional
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vector with the resummed diagrams, which appears on
both sides of Eq. (63), by ~w, and the first vector at the
right hand side of Eq. (63) by ~v. The matrix will be de-
noted by A. Then by applying the rules in Eq. (59) the
diagrams translate to ~v = (t, r)⊺ and
A =(
r2e2iΦu + t2ei(Φu+Φd+Φ) rtei(Φu+Φd−Φ) + rte2iΦd
rte2iΦu + rtei(Φu+Φd+Φ) t2ei(Φu+Φd−Φ) + r2e2iΦd
)
.
(64)
The self-consistent Eq. (63) translates to ~w = ~v + A~w
whose solution ~w is found by a simple matrix inversion,
~w = (1 −A)−1~v. We obtain
=
1
D(Φu,Φd,Φ)
(
t
(
1 +
(
r2 − t2) ei(Φu+Φd−Φ))
r
(
1− (r2 − t2) e2iΦu)
)
,
(65)
where the common denominator is the determinant of
the matrix (1−A),
D(Φu,Φd,Φ) = det(1−A)
= 1− r2 (e2iΦu + e2iΦd)− 2t2ei(Φu+Φd) cos(Φ)
+
(
r2 − t2)2 e2i(Φu+Φd).
(66)
In principle, the other diagrams in Eq. (61) can be cal-
culated in a similar manner, but this is not necessary.
Having one pair of resummed diagrams, it is possible to
derive all the other diagrams in Eq. (61), as well as their
mirrored and rotated versions. To construct a new path
from a given path with a different behavior at the initial
or final junction, it is sufficient to elongate the original
path by one or two branches, thereby incorporating the
desired behaviour at the new endings. This leads to a
set of diagrammatic identities, which we present in the
Appendix B.
We are now ready to write a diagrammatic expression
for the linear Green function G(α, α′, E). For instance,
if the sites α and α′ are in the upper branch of the ring,
we have
(67)
where the Heaviside function Θ(·) distinguishes the cases,
where α is left (α < α′) or right of α′ (α > α′). Note that
as these representation include the partial exploration of
a branch, details of the disorder in the single branches
are needed to obtain the correct phase. However, as we
are interested in transport through the ring, we will see,
that it is sufficient to consider only paths that terminate
at junctions, i.e., which only contain full explorations of
the branches of the ring.
For the calculation the full non-interacting reflection
amplitudes R(0) we need to consider a Green function
that starts and ends at a site in the left waveguide. This
requires to sum over all paths, that start and end in that
waveguide. Utilizing the resummed diagrams, we obtain,
up to a constant phase,
= r +
t2
D(Φu,Φd,Φ)
[
− 2 (r − t) (r2 − t2) ei2(Φu+Φd)
+ r
(
ei2Φu + ei2Φd
)
+ 2tei(Φu+Φd) cos(Φ)
]
.
(68)
In a similar way, we can also calculate the full non-
interacting transmission amplitude T (0),
=
t2
D(Φu,Φd,Φ)
[
ei(Φu+
Φ
2 ) + ei(Φd−
Φ
2 )
− (r − t)2 ei(Φu+Φd)
(
ei(Φu−
Φ
2 ) + ei(Φd+
Φ
2 )
) ]
.
(69)
To obtain from these results the disorder-averaged non-
interacting reflection and transmission probability, we
have to take the modulus square of the amplitudes in
Eqs. (68), (69), and average them over all disorder phases
Φu,Φd ∈ [0, 2π];
∣∣R(0)∣∣2(Φ) = 1
(2π)2
∫ 2pi
0
dΦu
∫ 2pi
0
dΦd|R0(Φu,Φd,Φ)|2,
(70)∣∣T (0)∣∣2(Φ) = 1
(2π)2
∫ 2pi
0
dΦu
∫ 2pi
0
dΦd|T (0)(Φu,Φd,Φ)|2 .
(71)
We performed the calculation of those integrals numer-
ically with a Monte-Carlo approach. The result of this
calculation agrees very well with the numerical simula-
tion, as shown in Fig. 6.
C. The interacting case
For the diagrammatic representation of the full inter-
acting solution ψα, Eq. (57), we introduce a similar di-
agrammatic theory as for the non-interacting case. Our
aim is thus to distinguish sets of “interacting trajectories”
according to whether their final point α in the index of
ψα is in the upper or the lower branch of the Aharonov-
Bohm ring, and whether α is approached from its left or
right side. The wave function ψα is then written as sum
of these diagrams, e.g., for α in the upper part of the
ring,
(72)
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The green-colored diagrams have to be understood in
view of the self-consistent equation, Eq. (57). On the
right hand side of that equation, the final site α is ap-
proached by paths inherent in the linear Green function
G(α, α′, E). The two green-colored diagrams in Eq. (72)
account for those two possibilities, namely that the fi-
nal site is approached in clockwise or counterclockwise
direction.
In the Gross-Pitaevskii Eq. (57) we represent, in close
analogy with the nonlinear diagrammatic theory for 2D
billiards [17], by a box the intermediate site α′, where
the nonlinear wave interacts with itself through the den-
sity |Ψα′ |2. Complex conjugation is diagrammatically
expressed by replacing solid lines by dashed ones. Then
Eq. (57) transforms into a set of diagrammatic equations.
One of them is
(73)
where
geff =
gN |κ(t)|2
[Eδ sin(kδ)]3
(74)
denotes the effective interaction strength. By subse-
quently inserting the left hand side into the right hand
side, Eq. (73) and its relatives can be used for a perturba-
tive calculation in the small effective interaction strength
geff.
To obtain the diagrams for the full reflection (and
transmission) amplitude for the interacting case, we have
to send the site α in Eq. (72) to either the left (resp.
right) junction site and add a transmission event to leave
the ring. We obtain
(75)
The exact calculation of these expressions in first and
higher orders of the effective interaction strength geff,
however, requires details of the specific disorder at the
single sites: To perform the summation over all sites
in the ring in Eqs. (57), (73) we have to find the ac-
cumulated phase from a partial exploration of one of the
branches. However, to arrive at the desired averaged re-
flection and transmission probability, the modulus square
of Eq. (75) has to be averaged over disorder configura-
tions. The only contributions surviving the averaging
process are those where the accumulated phase of a par-
tial exploration is, with the help of other paths, either
extended to the phase of a full exploration, or compen-
sated by other partial explorations with an opposite sign
in front of their phases. Consequently, this is only the
case for path constellations where the nonlinearity event
displays one of the following structures,
(76)
as well as the mirrored and/or complex conjugated ver-
sions of those. Contrarily, structures involving
(77)
produce an uncompensated accumulated phase which
does not survive the disorder average. [80]
The above arguments motivate excluding the struc-
tures in Eq. (77) from our diagrammatic theory. This
allows to perform calculations without the need to
know exact details of the specific disorder configura-
tion, while still producing the accurate result for the
disorder-averaged reflection and transmission probabil-
ities. Eq. (73) is substituted by
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(78)
The additional factor 2 appearing in the above terms is
a combinatorical factor, reflecting the two possibilities
to build the corresponding contributions from the single
diagrammatic parts in Eq. (73).
The first order of the perturbative expansion of
Eq. (78) in orders of geff is obtained by replacing green di-
agrams by red ones with a subsequent partial exploration
of a branch,
(79)
Within this approximation, the terms in the summation
over the intermediate site α′ in Eq. (78) are independent
on α′ and the summation is easily performed, yielding
an additional factor NR, the number of sites in a single
branch of the ring.
By further utilizing diagrammatic equalities for re-
summed paths, we obtain that the effective corrections
in first order in geff to the reflection and transmission
amplitudes are diagrammatically given by
(80)
By using the calculated analytical expressions for the ap-
pearing resummed diagrams, we can obtain analytical ex-
pressions for these contributions. These expressions can
then be used to numerically calculate the first-order cor-
rection due to the
δ|R(1)|2(Φ) = |R(1)|2(Φ)− |R(0)|2(Φ) (81)
=
∫∫ 2pi
0
dΦudΦd
(2π)2
2Re
[
R(0)∗(Φu,Φd,Φ)δR˜1(Φu,Φd,Φ)
]
δ|T (1)|2(Φ) = |T (1)|2(Φ)− |R(0)|2(Φ) (82)
=
∫∫ 2pi
0
dΦudΦd
(2π)2
2Re
[
T (0)∗(Φu,Φd,Φ)δT˜ 1(Φu,Φd,Φ)
]
Like for the noninteracting case, we carried out the above
averaging through a numerical integration using a Monte-
Carlo method. Nonzero first-order corrections are ob-
tained essentially owing to the complexity of the re-
flection and transmission matrix elements at a Y junc-
tion, according to Eqs. (15) and (16). Note that they
would vanish for the choice of a widely "open" ring with
r = −1/3 and t = 2/3 (Eqs. (13) and (14)).
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VII. CONCLUSIONS
In summary, we numerically studied the 1D transport
of a Bose-Einstein condensate through a lead connected
to a disordered ring-shaped geometry which is penetrated
by an artificial gauge field. This particular setting is
an ideal candidate for studying coherent backscattering
and its interplay with atom-atom interaction beyond the
mean-field approach.
The presence of very weak interaction is first accounted
for with the mean-field Gross-Pitaevskii approximation.
We observed an inversion of Al’tshuler-Aronov-Spivak os-
cillations, similarly to the inversion of coherent backscat-
tering [15–17]. In contrast with Refs. [15, 17], a linear
scaling of the inversion with g is found, essentially due to
the complexity of reflection and transmission amplitudes
across junctions, as confirmed by nonlinear diagrammatic
theory. It would imply that a further enhancement of
Al’tshuler-Aronov-Spivak oscillations should be expected
for weak negative g, provided a stationary scattering
state could be realised in that case.
Truncated Wigner simulations show that this many-
body effect is subject to dephasing, in qualitative agree-
ment with [18]. More quantitatively, considering that
the source injects atoms in the waveguide with speed of
v = 1 mm/s, that the s-wave scattering length is aS =
5.313 · 10−9 m for 87Rb and the confinement frequency
is ω⊥ = 2π × 1 kHz, we find that the injected atomic
density would correspond to the value δρ∅ ≃ 0.0826.
From Fig 8 we judge that this set of parameters would
correspond to a situation where a possible inversion of
Al’tshuler-Aronov-Spivak oscillations would be overshad-
owed by dephasing, thereby giving rise to a structure-
less (and dominantly incoherent) transmission profile as
a function of Φ. Other atomic species such as 39K, where
the s-wave scattering length can be tuned to very small
values [81] may be more suitable to realise an inversion of
Al’tshuler-Aronov-Spivak oscillations in an experiment.
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Appendix A: Green function as a product of Green
functions for the single exploration of branches
We can write the total wavefunction of the system as
ψ = PLLψLL + PRψR + PLRψLR , (A1)
with PX a projector onto either the left lead (LL), the
ring (R) or the right lead (LR) satisfying
PXPY = δXY PX (A2)
for all X,Y = LL,R,LR. Following a scattering matrix
formalism, the wavefunction in the left and right lead can
be cast into the form
ψLL = GLLS
+GLLWLLR
(
G−1Q − ΣLL − ΣR
)−1
WRLLGLLS
(A3)
ψLR = GLRWLRR
(
G−1R − ΣLL − ΣLR
)−1
WRLLGLLS,
(A4)
where we have introduced the source term S and the free
Green function
GX = (µ−HX + iǫ)−1 , (A5)
with the notation X = LL,R,LR standing for either the
left lead, the ring or the right lead. In these equations,
we have also introduced the following notation
HX = PXHPX (A6)
that denotes the sub-Hamiltonian associated with the left
(LL) lead, the right (LR) lead, or the ring (R) obtained
by use of previously introduced projectors. The quantity
ΣX =WRXGXWXR (A7)
refers to the self-energy. The poles of a Green func-
tion are given by the eigenenergies of the correspond-
ing Hamiltonian. Self-energies modify these poles in a
way that those also obtain an imaginary part. These
new poles can be interpreted as decaying resonance states
with an energy given by the real part of these poles and
a lifetime associated with the imaginary part. We have
also introduced the matrix elements at each junction site
as
WXR = PXHPR =W
†
RX (A8)
which are explicitly given by
WLLR = −
Eδ
2
|−1〉 〈0| , (A9)
WLRR = −
Eδ
2
|NR + 1〉 〈NR2 | . (A10)
In view of first computing the Green function of the
ring, we start from the disorder and interaction free ring
Hamiltonian
HR =
NR−1∑
α=0
Eδ
(
|α〉 〈α| − e
−iΦ
2
|α〉 〈α+ 1|
− e
iΦ
2
|α+ 1〉 〈α|
)
, (A11)
with |0〉 ≡ |NR〉, where α is an index labelling the ring
sites, NR denotes the number of sites within the ring, Eδ
is the on-site energy and Φ is the artificial gauge flux.
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With the help of this Hamiltonian, the free 1D Green
function within the disorder-free ring lattice can be writ-
ten as
〈α|GR |α′〉 = 1
NR
NR−1∑
n=0
e2ipi(α−α
′)n/NR
µ− (1 − cos(2πn/NR − Φ))Eδ + iǫ
(A12)
=
1
iEδ sin kδ
[
ei|α−α
′|(kδΦ˜)
∞∑
n=0
einL(kδ+Φ˜)
+ ei(L−|α−α
′)|(kδ−Φ˜)
∞∑
n=0
einL(kδ−Φ˜)
]
,
(A13)
with Φ˜ = Φ sign(α − α′) and kδ = arccos(1 − µ/Eδ)
where the identity of Eqs. (A12) and (A13) can be shown
through the application of the geometric series and Li-
ouville’s theorem. The free 1D Green function can thus
be seen as a sum over each path linking two sites. De-
pending on the value taken by α and α′, the path can
contain several visits of each junction and many explo-
rations of the ring arms. If one now considers smooth
and weak disorder, some exponentials appearing in the
above Green function evaluation have to be rewritten as
eiLkδ → ei(Φu+Φd) (A14)
with Φu and Φd the phase due to the disorder in the
upper and lower arms. One can express those phases as
Φu =
NR/2−1∑
α=0
kα, (A15)
Φd =
NR−1∑
α=NR/2
kα, (A16)
where kαδ = arccos(1 − (µ − Vα)/Eδ). We also have to
make the following substitution due to the presence of
disorder
ei|α−α
′|k → exp
(
isign(α− α′)
α−1∑
α′′=α′
kα′′
)
. (A17)
If we further consider the fact that the ring in presence
of disorder is coupled to the leads, we are left with the
calculation of
(
G−1R − (ΣLL +ΣLR)
)−1
that can be ex-
panded in a perturbative series of the self-energies, hence
giving rise to a Dyson series
(
G−1R − (ΣLL +ΣLR)
)−1
= GR +GR(ΣLL + ΣLR)GR
+GR(ΣL +ΣR)GR(ΣLL +ΣLR)GR + . . .
(A18)
The total Green function of the system is then expressed
as a sum over paths within ring with the possibility of
reflection, transmission or exit each time a junction is
visited. This yields the Green function given by Eq. (8).
Appendix B: Techniques and results to calculate
further resummed diagrams
By solving the linear diagrammatic equation, Eq. (63)
we obtained the result (65). From that it is easy to de-
rive other resummed diagrams. We obtain the following
diagrammatic identities, and calculate
= e−i(Φu−
Φ
2 ) rt
(
e2iΦu + ei(Φu+Φd−Φ)
)
D(Φu,Φd,Φ)
,
(B1)
= e−i(Φd+
Φ
2 ) r
2e2iΦd + t2ei(Φu+Φd+Φ) − (r2 − t2)2 e2i(Φu+Φd)
D(Φu,Φd,Φ)
, (B2)
= e−i(Φd+
Φ
2 )t
rei2Φd + tei(Φu+Φd+Φ) − (r − t) (r2 − t2) ei2(Φu+Φd)
D(Φu,Φd,Φ)
, (B3)
= t
1− (r − t) (rei2Φu − tei(Φu+Φd+Φ))
D(Φu,Φd,Φ)
.
(B4)
Mirrored, rotated and time-reversed versions of the al-
ready calculated diagrams can be easily derived from the
latter by utilizing the following observation:
• Inverting the direction of a resummed diagram is
done by reverting every direction in the trajecto-
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ries contained in its sum. This inversion does not
change the branches which are explored, but clock-
wise exploration is transformed into anticlockwise
exploration. The enclosed flux is thus encircled
in opposite direction, leading ultimatly to a sign
change of the phase Φ in the results for the dia-
grams.
• Mirroring a diagram along the horizontal axis of
the ring leads to an interchange of the upper and
the lower branch of the ring, and thus to an inter-
change Φu ↔ Φd of the associated disorder phases.
Since clockwise exploration of the branches turns
into anticlockwise and vice versa, we also have to
change the sign of Φ again.
• Mirroring a diagram along the vertical symme-
try axis of the ring does not change the explored
branches, but interchanges clockwise and anticlock-
wise motion, which yet again flips the sign in front
of Φ.
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