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Abstract
In this note, I develop step-by-step proofs of irrationality for ζ(2) and ζ(3).
Though the proofs follow closely those based upon unit square integrals proposed
originally by Beukers, I introduce some modifications which certainly will be
useful for those interested in understanding this kind of proof and/or trying to
extend it to higher zeta values, Catalan’s constant, or other related numbers.
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1. Introduction
For real values of s, s > 1, the Riemann zeta function is defined as ζ(s) :=∑∞
n=1 1/n
s.1 In 1978, R. Ape´ry succeeded in proofing that both ζ(2) =
∑∞
n=1 1/n
2
and ζ(3) =
∑∞
n=1 1/n
3 are irrational numbers [1, 7].2 His proofs were soon
shortened by F. Beukers (1979) [2], who translated it into equivalent statements
about certain improper integrals over the unit square. In this note, I develop
rigorous Beukers-like proofs of irrationality for ζ(2) and ζ(3), in full details.
Hopefully, this complete version of irrationality proofs can be useful for those
interested in to understand this kind of proof and develop further generaliza-
tions.
2. Irrationality of ζ(2)
2.1. Preliminaries
We begin with some non-trivial lemmas on certain improper unit square
integrals which are essential for the Beukers’ irrationality proofs.
Email address: fabio@fis.unb.br (F. M. S. Lima)
1In this domain, this series converges to a real number greater than 1/(s − 1), according
to the integral test. Indeed, since
∑
∞
n=1
1/ns = 1 +
∑
∞
n=2
1/ns, then ζ(s) > 1.
2It is well-known that ζ(2) = pi2/6, as first proved by Euler (for distinct proofs, see
Ref. [5] and references therein). Of course, this imply that ζ(2) is irrational, since pi is
a transcendental number, as first proved by Lindemann (1882), but Ape´ry’s proof is still
interesting because it does not use any mathematical property of pi, as well as because it gives
an estimate for the irrationality measure of pi2.
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Lemma 1 (An unit square integral for ζ(2) ).∫ 1
0
∫ 1
0
1
1− xy dx dy = ζ(2) .
Proof. Let us define I00 :=
∫ 1
0
∫ 1
0 1/(1− xy) dx dy. Since the integrand tends
to infinity as (x, y) → (1, 1), then I00 is an improper integral and we need to
evaluate the corresponding limit, namely
I00 = lim
ε→ 0+
∫ 1−ε
0
∫ 1−ε
0
1
1− xy dx dy. (1)
By expanding the integrand as a geometric series, one finds3
I00 =
∫ 1−
0
∫ 1−
0
∞∑
n=0
(xy)n dx dy
=
∞∑
n=0
∫ 1−
0
∫ 1−
0
xnyn dx dy =
∞∑
n=0
(∫ 1−
0
xn dx
∫ 1−
0
yn dy
)
=
∞∑
n=0
{[
xn+1
n+ 1
]1−
0
·
[
yn+1
n+ 1
]1−
0
}
=
∞∑
n=0
lim
ε→ 0+
(
(1− ε)n+1
n+ 1
)2
=
∞∑
n=0
1
(n+ 1)2
=
∞∑
m=1
1
m2
= ζ(2) . (2)
✷
Lemma 2 (Irr). For all integers r > 0∫ 1
0
∫ 1
0
xryr
1
1− xy dx dy = ζ(2)−
r∑
m=1
1
m2
.
Proof. As in the previous lemma, define Irr :=
∫ 1
0
∫ 1
0 x
ryr/(1− xy) dx dy. It
follows that
Irr = lim
ε→ 0+
∫ 1−ε
0
∫ 1−ε
0
xryr
1− xy dx dy
=
∫ 1−
0
∫ 1−
0
xryr
∞∑
n=0
(xy)n dx dy =
∞∑
n=0
∫ 1−
0
∫ 1−
0
xn+r yn+r dx dy
=
∞∑
n=0
(∫ 1−
0
xn+r dx
∫ 1−
0
yn+r dy
)
=
∞∑
n=0
{[
xn+r+1
n+ r + 1
]1−
0
·
[
yn+r+1
n+ r + 1
]1−
0
}
=
∞∑
n=0
lim
ε→ 0+
(
(1− ε)n+r+1
n+ r + 1
)2
=
∞∑
n=0
1
(n+ r + 1)2
=
∞∑
m=1
1/(m+ r)2 , (3)
3The interchange of limits, series and integrals is fully justified, within the rigor of mathe-
matical analysis, in the proof of Theorem 2.1 of Ref. [4].
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which readily expands to
∑∞
m=1 1/m
2 −∑ rm=1 1/m2.
✷
For any n ∈ N, let Hn :=
∑n
k=1 1/k be the n-th harmonic number, except
for n = 0, for which we define H0 := 0.
Lemma 3 (Irs). Let r and s be non-negative integers, with r 6= s. Then∫ 1
0
∫ 1
0
xrys
1
1− xy dx dy =
Hr −Hs
r − s .
Proof. Let Irs :=
∫ 1
0
∫ 1
0
xrys/(1− xy) dx dy. Again, by expanding the inte-
grand in a geometric series one has
Irs = lim
ε→ 0+
∫ 1−ε
0
∫ 1−ε
0
xrys
1− xy dx dy
=
∫ 1−
0
∫ 1−
0
xrys
∞∑
n=0
(xy)n dx dy =
∞∑
n=0
∫ 1−
0
∫ 1−
0
xn+r yn+s dx dy
=
∞∑
n=0
(∫ 1−
0
xn+r dx
∫ 1−
0
yn+s dy
)
=
∞∑
n=0
{[
xn+r+1
n+ r + 1
]1−
0
·
[
yn+s+1
n+ s+ 1
]1−
0
}
=
∞∑
n=0
lim
ε→ 0+
[(
(1 − ε)n+r+1
n+ r + 1
)
·
(
(1 − ε)n+s+1
n+ s+ 1
)]
=
∞∑
n=0
1
n+ r + 1
1
n+ s+ 1
=
∞∑
m=1
1
m+ r
1
m+ s
. (4)
Assume, without loss of generality, that r > s ≥ 0. As the latter series is a
telescopic one, we can make
1
m+ r
1
m+ s
=
1
m+ (s+∆)
1
m+ s
=
1
k +∆
1
k
, (5)
where we substituted k = m+ s and ∆ = r − s, both being positive integers.
On applying partial fractions decomposition, we easily find
1
m+ r
1
m+ s
=
1/(r − s)
k
− 1/(r − s)
k +∆
, (6)
which leads us to
Irs =
1
r − s
∞∑
k=s+1
(
1
k
− 1
k + (r − s)
)
=
1
r − s
(
1
s+ 1
+
1
s+ 2
+ . . .+
1
r
)
.
(7)
✷
3
The basic idea for showing that a given real number ξ is irrational is to
construct a (infinite) sequence of non-null linear forms (in Z) {an + bn ξ}n≥1
which tends to zero as n → ∞. Indeed, if ξ were rational then the sequence
would be bounded away from zero, independently of n. So, let us build a such
sequence.
Let dr denotes the least common multiple (lcm) of the first r positive
integers, i.e. dr := lcm{1, 2, . . . , r}.
Lemma 4 (Irr as a linear form). For all r ∈ N,
Irr = ζ(2)− zr
(dr)2
for some zr ∈ N∗. The only exception is r = 0, for which I00 = ζ(2).
Proof. For r = 0, we use Lemma 1, which yields I00 = ζ(2). For r > 0, from
Lemma 2 we know that
Irr = ζ(2)−
(
1 +
1
22
+ . . .+
1
r2
)
. (8)
Then, all we need to prove is that
(dr)
2 ·
(
1 +
1
22
+ . . .+
1
r2
)
∈ N∗. (9)
Firstly, note that
dr2 ·
(
1 +
1
22
+ . . .+
1
r2
)
= dr2 +
dr2
22
+ . . .+
dr2
r2
(10)
is a positive integer since dr2 = lcm
{
12, 22, . . . , r2
}
contains all prime factors
of the numbers 12, 22, . . . , r2. Secondly, note that dr2 = (dr)
2, which is a
consequence of the uniqueness of the prime factors decomposition of any positive
integer, i.e. the Fundamental Theorem of Arithmetic, with the constrain of
choosing the greater power for each prime factor. In fact, given two positive
integers a and b, since lcm{a, b} = ∏pi pmax(αi,βi)i , where a = ∏ pαii and
b =
∏
pβii are the mentioned prime factors decompositions, with αi, βi ≥ 0,
then lcm{a2, b2} = ∏pi p2 max(αi,βi)i = [lcm{a, b}]2. The extension to more
than two positive integers is trivial.
✷
Lemma 5 (Irs is a positive rational). For all r, s ∈ N, r 6= s,
Irs =
zrs
(dr)2
for some zrs ∈ N∗.
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Proof. Let us assume, without loss of generality, that r > s ≥ 0. From
Lemma 3, we know that
Irs =
1
r − s
(
1
s+ 1
+
1
s+ 2
+ . . .+
1
r
)
, (11)
which means that
Irs · (dr)2 = (dr)
2
r − s ·
(
1
s+ 1
+
1
s+ 2
+ . . .+
1
r
)
=
dr
r − s
(
dr
s+ 1
+
dr
s+ 2
+ . . .+
dr
r
)
. (12)
Clearly, the last expression is the product of two positive integers since dr is
a multiple of r − s, which is a positive integer smaller than (or equal to) r, as
well as a multiple of every integer from s+1 to r. Therefore, Irs · (dr)2 = zrs
is a positive integer.
✷
Summarizing, given r, s ∈ N one has Irs ∈ δrs ζ(2)± N/d 2r , where δij is the
Kronecker delta and the minus sign is for r = s. Therefore, for any polynomials
with integer coefficients Rn(x) =
∑n
k=0 ak x
k and Sn(y) =
∑n
k=0 bk y
k, one has
∫ 1
0
∫ 1
0
Rn(x) Sn(y)
1
1− xy dx dy =
∫ 1
0
∫ 1
0
n∑
r=0
ar x
r ·
n∑
s=0
bs y
s 1
1− xy dx dy
=
n∑
r=0
n∑
s=0
ar bs
∫ 1
0
∫ 1
0
xr ys
1
1− xy dx dy =
n∑
r=0
n∑
s=0
ar bs Irs , (13)
which clearly belongs to Z ζ(2) + Z/d 2n .
2.2. Legendre-type polynomials and the prime number theorem
Let us take into account, in the Beukers integrals of the previous section,
the following Legendre-type polynomials (normalized in the interval [0, 1]):4
Pn(x) :=
1
n!
dn
dxn
[xn (1− x)n] . (14)
As pointed out in Ref. [3], these polynomials can be written in the equivalent
form5
Pn(x) =
n∑
k=0
(−1)k
(
n
k
)(
n+ k
n
)
xk , (15)
4Note that Pn(0) = 1 and Pn(1) = (−1)n. In fact, this is a particular case of a general
symmetry rule, namely Pn(1 − x) = (−1)n Pn(x).
5For example: P0(x) = 1, P1(x) = 1− 2x, P2(x) = 1− 6x+ 6x2, etc.
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which makes it clear that Pn(x) has integer coefficients for all n ∈ N, so the
linear forms in Z obtained in the end of the previous section do apply when we
put Rn(x) = Pn(x) in Eq. (13).
The choice of Legendre-type polynomials comes from the possibility of per-
forming integration by parts easily, as describes the following lemma.
Lemma 6 (Integration by parts with Pn(x) ). For all n ∈ N and f : [0, 1]→
R of class Cn, one has∫ 1
0
Pn(x) f(x) dx =
(−1)n
n!
∫ 1
0
xn (1− x)n d
nf
dxn
dx .
Proof. The proof is a sequence of integration by parts, but it suffices to make
the first one. Given n ∈ N and f : [0, 1]→ R of class Cn, from the definition
of Pn(x) in Eq. (14), it follows that
In :=
∫ 1
0
Pn(x) f(x) dx =
∫ 1
0
1
n!
dn
dxn
[xn (1− x)n] f(x) dx
=
1
n!
∫ 1
0
d
dx
{
dn−1
dxn−1
[xn (1 − x)n]
}
f(x) dx . (16)
Since
∫
u dv = u v−∫ v du, then let us choose u = f(x) and dv = d/dx{. . .} dx.
With this choice, du = f ′(x) dx and v = {. . .}, so
n! In =
[
f(x)
dn−1
dxn−1
(xn (1 − x)n)
]1
0
−
∫ 1
0
dn−1
dxn−1
[xn (1− x)n] f ′(x) dx
=
[
f(x)
n−1∑
k=0
(
n− 1
k
)
(xn)(k) [(1− x)n](n−1−k)
]1
0
−
∫ 1
0
[xn (1− x)n](n−1) f ′(x) dx , (17)
where we have made use of the generalized Leibnitz rule for the higher deriva-
tives of the product of two functions, i.e. (f · g)m =∑mk=0 (mk ) f (k) g(m−k). On
calculating these derivatives, one finds
n! In =
[
f(x)
n−1∑
k=0
(n− 1)!
k! (n− 1− k)!
n!
(n− k)! x
n−k n!
(k + 1)!
(−1)k (1 − x)k+1
]1
0
−
∫ 1
0
[xn (1− x)n](n−1) f ′(x) dx
= [f(1)× 0− f(0)× 0]−
∫ 1
0
[xn (1− x)n](n−1) f ′(x) dx
= −
∫ 1
0
[xn (1− x)n](n−1) f ′(x) dx , (18)
where the zeros in f(1) × 0 and f(0) × 0 come from the presence of factors
(1 − x) and x, respectively, in every terms of the finite sum on k. Then, the
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overall result of the first integration by parts is the transference of a derivative
d/dx from Pn(x) to the function f(x) and a change of sign. Of course, each
further integration by parts will produce the same effect, so it is easy to deduce
that n! In = (−1)n
∫ 1
0 x
n (1− x)n f (n)(x) dx.
✷
The appearance of dn in the linear forms we are treating here will demand,
during the proof of the main theorem, a ‘good’ upper bound for it.
Lemma 7 (Upper bound for dn). Let n be a positive integer. Define pi(n)
as the number of primes less than (or equal to) n. Then, dn ≤ npi(n) ∼ en.
Proof. For all n ∈ N∗, dn = lcm{1, 2, . . . , n} is formed by multiplying together
all primes p ≤ n with the greatest possible exponents m such that pm ≤ n.
Therefore
dn =
∏
p≤n
pm , (19)
where m := maxk∈N{pk ≤ n}. Of course, the largest exponent m is so that
pm ≤ n. On taking the logarithm (with basis p) on both sides of this inequality,
one finds m ≤ logp n. Since m ∈ N is to be maximal, then we must take
m = ⌊logp n⌋ = ⌊lnn/ ln p⌋. This implies that
dn =
∏
p≤n
p⌊lnn/ ln p⌋ . (20)
In fact, m = ⌊lnn/ ln p⌋ ≤ lnn/ ln p implies that
p⌊ lnnln p ⌋ ≤ p lnnln p = (eln p) lnnln p = elnn = n , (21)
and then
dn =
∏
p≤n
p⌊lnn/ ln p⌋ ≤
∏
p≤n
n = npi(n) . (22)
From the prime number theorem (PNT), we know that the asymptotic be-
havior of the function pi(n) is the same of the function n/ lnn, for sufficiently
large values of n. Then,
pi(n) ∼ n
lnn
=⇒ npi(n) ∼ nn/ lnn = (elnn)n/ lnn = en , (23)
so npi(n) ∼ en.
✷
Now we have all ingredients in hands to prove the first irrationality result.
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2.3. First main result
Theorem 1 (ζ(2) 6∈ Q). The number ζ(2) is irrational.
Proof. In Lemma 6, choose f(x) =
∫ 1
0 (1− y)n/(1− xy) dy. From Lem-
mas 4 and 5, for all n ∈ N we have
In =
∫ 1
0
Pn(x) f(x) dx =
∫ 1
0
∫ 1
0
Pn(x)
(1− y)n
1− xy dy dx ∈ Z ζ(2) +
Z
d 2n
. (24)
Hence, for some integers an and bn,
In =
an
d 2n
+ bn ζ(2) . (25)
On the other hand,
|In| =
∣∣∣∣
∫ 1
0
Pn(x) ·
(∫ 1
0
(1− y)n
1− xy dy
)
dx
∣∣∣∣ , (26)
which, from Lemma 6, becomes
|In| =
∣∣∣∣ (−1)nn!
∫ 1
0
xn (1− x)n d
n
dxn
(∫ 1
0
(1− y)n
1− xy dy
)
dx
∣∣∣∣
=
1
n!
∣∣∣∣
∫ 1
0
xn (1 − x)n
∫ 1
0
∂n
∂xn
(
(1 − y)n
1− xy
)
dy dx
∣∣∣∣
=
1
n!
∣∣∣∣
∫ 1
0
xn (1− x)n
∫ 1
0
(1− y)n ∂
n
∂xn
(1− yx)−1 dy dx
∣∣∣∣
=
1
n!
∣∣∣∣
∫ 1
0
xn (1− x)n
∫ 1
0
(1− y)n n! y
n
(1− yx)n+1 dy dx
∣∣∣∣
=
∫ 1
0
∫ 1
0
xn (1− x)n yn (1− y)n
(1 − xy)n+1 dx dy . (27)
Note that the integrand in the latter integral is positive over all points of (0, 1)2,
being null only at the boundaries of [0, 1]2, except at the point (1, 1), where it
is indefinite (though it tends to zero). Therefore, |In| > 0, ∀n ∈ N.
On searching for a suitable upper bound for |In|, all we need to do is
|In| =
∫ 1
0
∫ 1
0
[
x (1− x) y (1 − y)
1− xy
]n
1
1− xy dx dy
≤
∫ 1
0
∫ 1
0
max
[0,1)2
{[
x (1 − x) y (1− y)
1− xy
]n}
1
1− xy dx dy
=
{
max
[0,1)2
[
x (1− x) y (1− y)
1− xy
]}n ∫ 1
0
∫ 1
0
1
1− xy dx dy
=
{
max
[0,1)2
[
x (1− x) y (1− y)
1− xy
]}n
ζ(2) . (28)
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The above maximum can be determined analytically. For this, let
g(x, y) :=
x (1− x) y (1− y)
1− xy
be the function we have to maximize over [0, 1)2. Firstly, note that g(x, y) > 0
throughout the open (0, 1)2 and g(x, y) = 0 in all points of the boundary of
[0, 1)2 . 6 Now, since both ∂2g/∂x2 = −2y(1 − y)2/(1 − xy)3 and ∂2g/∂y2 =
−2x(1−x)2/(1−xy)3 are negative for all (x, y) ∈ (0, 1)2 and g(x, y) = g(y, x),
then the maximum is unique and has the form g(t, t), for some t ∈ (0, 1). Since
g(t, t) = (t− t2)2/(1− t2), then dg/dt = 0 leads to t2+ t−1 = 0, which has two
real solutions, namely t = (−1±√5)/2. The only solution in the open (0, 1) is
Φ = (
√
5− 1)/2, which is the inverse of the golden ratio φ = (√5 + 1)/2. This
yields max[0,1)2 [g(x, y)] = g(Φ,Φ) = Φ
5, thus |In| ≤ Φ5n ζ(2) for all n ∈ N.
Since Φ < 1, this shows that |In| → 0 as n→∞. From Eq. (25), one has
0 <
∣∣∣∣ and 2n + bn ζ(2)
∣∣∣∣ ≤ Φ5n ζ(2) , (29)
which means that
0 <
∣∣an + bn d 2n ζ(2)∣∣ ≤ d 2n Φ5n ζ(2) . (30)
From Lemma 7, we know that d 2n ≤ (npi(n))2 ∼ e2n = (e2)n. Since e2 < 8,
then, for sufficiently large values of n, d 2n < 8
n, which leads us to
0 < |an + cn ζ(2)| < 8n
(
Φ5
)n
ζ(2) =
(
8Φ5
)n
ζ(2) , (31)
where cn = bn d
2
n is an integer. Now, assume (by reductio ad absurdum) that
ζ(2) ∈ Q. Since ζ(2) > 0, then ζ(2) can be written in the form p/q, with p and
q being coprime positive integers. From the above inequality, one has
0 <
∣∣∣∣an + cn pq
∣∣∣∣ < (8Φ5)n pq . (32)
On searching for a contradiction, note that 8Φ5 = 0.7213 . . . < 0.75 = 3/4, so
0 < |q an + p cn| < p
(
3
4
)n
. (33)
Since |q an + p cn| is a positive integer, then |q an + p cn| ≥ 1 for all n ∈
N. However, the fact that |q an + p cn| < p (3/4)n forces |q an + p cn| to be
less than 1 for sufficiently large values of n, and we have a contradiction.7
Therefore, ζ(2) cannot be a positive rational number.
✷
6Note that g(x, y)→ 0 as (x, y)→ (1−, 1−), so we do not need to worry about this point.
7More precisely, |q an + p cn| < 1 for all n > ln p / ln (
4
3
).
9
3. Irrationality of ζ(3)
3.1. Preliminaries
As for ζ(2), we begin with some lemmas on unit square integrals.
Lemma 8 (An unit square integral for ζ(3) ).
−
∫ 1
0
∫ 1
0
ln (xy)
1 − xy dx dy = 2 ζ(3) .
Proof. Define J00 := −
∫ 1
0
∫ 1
0
ln (xy)/(1− xy) dx dy. It follows that
J00 = − lim
ε→ 0+
∫ 1−ε
0
∫ 1−ε
0
ln (xy)
1− xy dx dy = −
∫ 1−
0
∫ 1−
0
∞∑
n=0
(xy)n ln (xy) dx dy
= −
∞∑
n=0
∫ 1−
0
∫ 1−
0
xn yn (ln x+ ln y) dx dy = −2
∞∑
n=0
(∫ 1−
0
xn lnx dx ·
∫ 1−
0
yn dy
)
. (34)
Integration by parts yields, apart from an arbitrary constant of integration,∫
xn lnx dx = xn+1 lnx/(n+ 1)− xn+1/(n+ 1)2, so
J00 = −2
∞∑
n=0
[
xn+1 lnx
n+ 1
− x
n+1
(n+ 1)2
]1−
0
×
[
yn+1
n+ 1
]1−
0
= −2
∞∑
n=0
lim
ε→ 0+
[
(1− ε)n+1 ln (1− ε)
n+ 1
− (1− ε)
n+1
(n+ 1)2
− ε
n+1 ln ε
n+ 1
+ 0
]
×
[
(1− ε)n+1
n+ 1
− 0
]
= −2
∞∑
n=0
(
ln 1
n+ 1
− 1
(n+ 1)2
− 0
)
× 1
n+ 1
= 2
∞∑
n=0
1
(n+ 1)3
= 2
∞∑
m=1
1
m3
. (35)
✷
Lemma 9 (Jrr). For all integers r > 0
−
∫ 1
0
∫ 1
0
xryr
ln (xy)
1− xy dx dy = 2 ζ(3)− 2
r∑
m=1
1
m3
.
Proof. Define Jrr := −
∫ 1
0
∫ 1
0
xryr ln (xy)/(1− xy) dx dy. On substituting r
by r + t in Eq. (3), t being a positive real, one finds
∫ 1
0
∫ 1
0
xr+t yr+t
1
1− xy dx dy =
∞∑
m=1
1
(m+ r + t)2
. (36)
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On taking the derivative with respect to t on both sides, one has8
d
dt
∫ 1
0
∫ 1
0
xr+tyr+t
1
1− xy dx dy =
d
dt
∞∑
m=1
1
(m+ r + t)2
=⇒
∫ 1
0
∫ 1
0
1
1− xy
∂
∂t
(x y)
t+r
dx dy =
∞∑
m=1
d
dt
[
1
(t+ r +m)2
]
=⇒
∫ 1
0
∫ 1
0
(x y)r
1− xy (x y)
t
ln (xy) dx dy = −2
∞∑
m=1
1
(t+ r +m)3
. (37)
On putting t = 0, this reduces to
∫ 1
0
∫ 1
0
(x y)r
1− xy ln (xy) dx dy = −Jrr = − 2
∞∑
m=1
1
(r +m)3
. (38)
The last sum readily expands to
∑∞
m=1 1/m
3 −∑ rm=1 1/m3, which completes
the proof.
✷
In view to extend the definition of Hn to denominators with exponent 2,
define H
(2)
n :=
∑n
k=1 1/k
2, except for n = 0, for which we define H
(2)
0 := 0.
Lemma 10 (Jrs). Let r and s be non-negative integers, with r 6= s. Then
−
∫ 1
0
∫ 1
0
xr ys
ln (xy)
1− xy dx dy =
H
(2)
r −H(2)s
r − s .
Proof. Define Jrs := −
∫ 1
0
∫ 1
0
xr ys ln (xy)/(1− xy) dx dy. From the last line
of Eq. (4), one has
∫ 1
0
∫ 1
0
xr+t ys+t
1
1− xy dx dy =
∞∑
m=1
1
(m+ r + t) (m+ s+ t)
. (39)
Again, on taking the derivative with respect to t on both sides, one finds
∫ 1
0
∫ 1
0
xr ys
1− xy
∂
∂t
(x y)
t
dx dy =
∞∑
m=1
d
dt
[
1
(m+ r + t) (m+ s+ t)
]
. (40)
8Again, the interchange of limits, sums, derivatives and integrals is fully justified in the
proof of Theorem 2.1 of Ref. [4].
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On assuming, without loss of generality, that r > s, one finds
∫ 1
0
∫ 1
0
xr ys
1− xy (x y)
t
ln (xy) dx dy =
∞∑
m=1
d
dt
[
1
r − s
(
1
m+ s+ t
− 1
m+ r + t
)]
=
∞∑
m=1
1
r − s
d
dt
(
1
m+ s+ t
− 1
m+ r + t
)
=
∞∑
m=1
1
r − s
[ −1
(m+ s+ t)2
− (−1)
(m+ r + t)2
]
=
−1
r − s
∞∑
m=1
[
1
(m+ s+ t)2
− 1
(m+ r + t)2
]
. (41)
For t = 0, this reduces to∫ 1
0
∫ 1
0
xr ys
1− xy ln (xy) dx dy = −Jrs =
−1
r − s
∞∑
m=1
[
1
(m+ s)2
− 1
(m+ r)2
]
.
(42)
The last sum telescopes to 1/(s+ 1)2 + . . .+ 1/r2 = H
(2)
r −H(2)s .
✷
Now, let us make use of the above integrals to construct linear forms in Z
involving ζ(3).
Lemma 11 (Jrr as a linear form). For all r ∈ N,
Jrr = 2 ζ(3)− zr
(dr)3
for some zr ∈ N∗. The only exception is r = 0, for which J00 = 2 ζ(3).
Proof. For r = 0, we use Lemma 8, which yields J00 = 2 ζ(3). For r > 0,
from Lemma 9 we know that
Jrr = 2 ζ(3)− 2
(
1 +
1
23
+ . . .+
1
r3
)
. (43)
Then, all we need to prove is that
(dr)
3 ·
(
1 +
1
23
+ . . .+
1
r3
)
∈ N∗. (44)
Note that
dr3 ·
(
1 +
1
23
+ . . .+
1
r3
)
= dr3 +
dr3
23
+ . . .+
dr3
r3
(45)
is a positive integer since dr3 = lcm
{
13, 23, . . . , r3
}
contains all prime factors
of the numbers 13, 23, . . . , r3. As in the proof of Lemma 4, it is easy to see that
dr3 = (dr)
3, which completes the proof.
✷
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Lemma 12 (Jrs is a positive rational). For all r, s ∈ N, r 6= s,
Jrs =
zrs
(dr)3
for some zrs ∈ N∗.
Proof. Let us assume, without loss of generality, that r > s ≥ 0. From
Lemma 10, we know that
Jrs =
H
(2)
r −H(2)s
r − s =
1
r − s
[
1
(s+ 1)2
+
1
(s+ 2)2
+ . . .+
1
r2
]
, (46)
which means that
Jrs · (dr)3 = (dr)
3
r − s
(
1
(s+ 1)2
+
1
(s+ 2)2
+ . . .+
1
r2
)
=
dr
r − s
(
(dr)
2
s+ 1
+
(dr)
2
s+ 2
+ . . .+
(dr)
2
r
)
. (47)
Clearly, the last expression is the product of two positive integers since dr is
a multiple of r − s, which is a positive integer smaller than (or equal to) r,
and (dr)
2 = dr2 is a multiple of each element of {(s + 1)2, (s + 2)2, . . . , r2}.
Therefore, Jrs · (dr)3 = zrs is a positive integer.
✷
Summarizing, Jrs ∈ 2 δrs ζ(3) ± N/d 3r , for all r, s ∈ N, the minus sign
being for r = s. Analogously to what we have done for ζ(2), given any two
polynomials with integer coefficients Rn(x) and Sn(y), one has∫ 1
0
∫ 1
0
Rn(x) Sn(y)
ln (xy)
1− xy dx dy ∈ Z ζ(3) + Z/d
3
n . (48)
This linear form in Z of course holds for Pn(x) and Pn(y), as they have only
integer coefficients.
We need two more results on integrals for proofing our second main result.
Lemma 13 (An useful substitution).∫ 1
0
1
1− (1− v) z dz = −
ln v
1− v .
Proof. Substitute (1 − v) z = u in the integral, with du = (1 − v) dz. This
yields∫ 1
0
1
1− (1 − v) z dz =
∫ 1−v
0
1
(1− u) (1− v) du =
1
1− v
∫ 1−v
0
1
1− u du
=
1
1− v [− ln (1 − u)]
1−v
0 = −
1
1− v [ ln v − ln 1 ] = −
ln v
1− v . (49)
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✷Lemma 14 (A partial fraction integration). Given s, t ∈ R(0,1), the fol-
lowing equality holds:∫ 1
0
1
1− [1− (1 − s) t]u du =
∫ 1
0
1
[1− (1− u) s] [1− (1 − t)u] du .
Proof. On putting v = (1 − s) t in Lemma 13, one finds
∫ 1
0
1
1− (1− (1− s)t) z dz = −
ln [(1 − s) t]
1− (1− s) t . (50)
The other integral can be solved by making use of the following partial fraction
decomposition:
1
[1− (1− u) s] [1− (1 − t)u] =
1
1− (1− s) t
[
s
1− (1− u) s −
1− t
1− (1− t)u
]
,
which implies that ∫ 1
0
1
[1− (1− u) s] [1− (1 − t)u] du
=
1
1− (1 − s) t
∫ 1
0
[
s
1− (1− u) s −
1− t
1− (1 − t)u
]
du
=
1
1− (1− s) t
[
−s ln (1− s)
s
+ (1− t) ln t
t− 1
]
= − ln [(1− s) t]
1− (1− s) t . (51)
✷
3.2. Second main result
Theorem 2 (ζ(3) 6∈ Q). The number ζ(3) is irrational.
Proof. In Lemma 6, choose
f(x) = −
∫ 1
0
Pn(y)
ln (xy)
1− xy dy . (52)
From Lemmas 11 and 12, for all n ∈ N we have that
Jn =
∫ 1
0
Pn(x) f(x) dx = −
∫ 1
0
∫ 1
0
Pn(x)Pn(y)
ln (xy)
1 − xy dy dx
∈ Z ζ(3) + Z
d 3n
. (53)
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Hence, for some integers an and bn,
Jn =
an
d 3n
+ bn ζ(3) . (54)
On the other hand, from Lemma 13 we have
Jn =
∫ 1
0
∫ 1
0
Pn(x)Pn(y)
[− ln (xy)]
1− xy dy dx
=
∫ 1
0
∫ 1
0
Pn(x) Pn(y)
[∫ 1
0
1
1− (1− xy) z dz
]
dy dx . (55)
In Ref. [2], Beukers applied repeated integration by parts and a trick change of
variables to treat this triple integral. In order to avoid his change of variables,
we use the fact that Pn(1 − x) = (−1)n Pn(x) to show that
Jn = (−1)n
∫ 1
0
∫ 1
0
∫ 1
0
Pn(x)Pn(y)
1− [1− (1− x) y] z dx dy dz . (56)
From Lemma 14, this integral becomes
Jn = (−1)n
∫ 1
0
∫ 1
0
∫ 1
0
Pn(x)Pn(y)
[1− (1 − z)x] [1− (1− y) z] dx dy dz
=
∫ 1
0
∫ 1
0
∫ 1
0
Pn(x)Pn(y)
[1− (1 − z)x] (1− yz) dx dy dz . (57)
From Lemma 6, we have
Jn =
∫ 1
0
[∫ 1
0
Pn(x)
1− (1 − z)x dx
∫ 1
0
Pn(y)
1− yz dy
]
dz
=
∫ 1
0
[
(−1)n
n!
∫ 1
0
xn (1− x)n ∂
n
∂xn
(
1
1− (1 − z)x
)
dx
× (−1)
n
n!
∫ 1
0
yn (1− y)n ∂
n
∂yn
(
1
1− yz
)
dy
]
dz.
The above partial derivatives can be easily calculated, yielding
Jn =
∫ 1
0
∫ 1
0
∫ 1
0
(x− x2)n (y − y2)n (z − z2)n
{[1 − (1− z)x] (1− yz)}n+1
dx dy dz
=
∫ 1
0
∫ 1
0
∫ 1
0
g(x, y, z)n
[1− (1− z)x] (1− yz) dx dy dz, (58)
where g(x, y, z) :=
x (1− x) y (1− y) z (1 − z)
[1 − (1− z)x] (1− yz) . Clearly, g(x, y, z) > 0 for all
inner points of the domain [0, 1]3, being null only at its boundary.9 Therefore,
9Except at the point (1, 1, 1), where it is indefinite (though it tends to zero).
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|Jn| > 0, ∀n ∈ N. On searching for a suitable upper bound, all we need to do is
|Jn| =
∫ 1
0
∫ 1
0
∫ 1
0
g(x, y, z)n
[1− (1− z)x] (1− yz) dx dy dz
≤
∫ 1
0
∫ 1
0
∫ 1
0
max
[0,1)3
[g(x, y, z)n]
1
[1− (1− z)x] (1− yz) dx dy dz
=
{
max
[0,1)3
[g(x, y, z)]
}n ∫ 1
0
∫ 1
0
∫ 1
0
1
[1− (1− z)x] (1 − yz) dx dy dz. (59)
The above maximum can be found analytically by solving the 3× 3 system
∂g(x, y, z)
∂x
=
∂g(x, y, z)
∂y
=
∂g(x, y, z)
∂z
= 0 , (60)
which reads 

(1− z)x2 − 2x+ 1 = 0
z y2 − 2 y + 1 = 0
(y − x) z2 − 2 (1− x) z + 1− x = 0 ,
(61)
respectively. The first two equations are readily solved in terms of z, the only
solution (x, y) ∈ (0, 1)2 being{
x = 1/(1 +
√
z )
y =
(
1−√1− z ) /z , (62)
On substituting these expressions on the third equation, one finds, after some
algebra, that √
z − z − (√z + z)√1− z − z√z + 1 = 0 . (63)
This simplifies to (
√
z+ z)/
√
1− z = 1+√z, which implies that √z = √1− z,
so z = 1/2. On putting this value of z back in the (x, y) solution, above, one
promptly finds x = y = 2 − √2. So, the point (2 − √2, 2 − √2, 1/2) is the
only maximum of g(x, y, z) in that domain, a result which corrects Eq. (19) of
Ref. [6], in which the maximum was erroneously found at (2−√2,√2− 1, 1/2).
From Eq. (59), one has
|Jn| ≤
[
g
(
2−
√
2, 2−
√
2,
1
2
)]n
· J00 =
(
17− 12
√
2
)n
× [ 2 ζ(3)]. (64)
Since
(
17− 12√2 ) < 1, this shows that |Jn| → 0 as n → ∞. From Eq. (54),
one has
0 <
∣∣∣∣ and 3n + bn ζ(3)
∣∣∣∣ ≤ 2(17− 12√2)n ζ(3) , (65)
which means that
0 <
∣∣an + bn d 3n ζ(3)∣∣ ≤ 2 d 3n (17− 12√2)n ζ(3) . (66)
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From Lemma 7, we know that d 3n ≤ (npi(n))3 ∼ e3n = (e3)n. Since e3 < 21,
then, for sufficiently large values of n, d 3n < 21
n, which leads us to
0 < |an + cn ζ(3)| < 2× 21n
(
17− 12
√
2
)n
ζ(3)
= 2
[
21
(
17− 12
√
2
)]n
ζ(3) , (67)
where cn = bn d
3
n is an integer.
Now, assume that ζ(3) ∈ Q. Since ζ(3) > 0, then make ζ(3) = p/q , p and
q being coprime positive integers. From the above inequality, one has
0 <
∣∣∣∣an + cn pq
∣∣∣∣ < 2 [21(17− 12√2)]n pq . (68)
On searching for a contradiction, note that 21
(
17− 12√2 ) = 0.618 . . . < 2/3 ,
so
0 < |q an + p cn| < 2 p
(
2
3
)n
. (69)
Since |q an + p cn| is a positive integer, then |q an + p cn| ≥ 1 for all n ∈ N.
However, 2 p (2/3)n is less than 1 for sufficiently large values of n, and we
have a contradiction.10 Therefore, ζ(3) cannot be a positive rational number.
✷
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