Abstract-A novel technique for construction of minimum storage regenerating (MSR) codes is presented. Based on this technique, three explicit constructions of MSR codes are given. The first two constructions provide access-optimal MSR codes, with two and three parities, respectively, which attain the subpacketization bound for access-optimal codes. The third construction provides longer MSR codes with three parities (i.e., codes with larger number of systematic nodes). This improvement is achieved at the expense of the access-optimality and the field size. In addition to a minimum storage in a node, all three constructions allow the entire data to be recovered from a minimal number of storage nodes. That is, given storage in each node, the entire stored data can be recovered from any 2 log 2 for two parity nodes, and either 3 log 3 or 4 log 3 for three parities. Second, in the first two constructions, a helper node accesses the minimum number of its symbols for repair of a failed node (access-optimality). The goal of this paper is to provide a construction of such optimal codes over the smallest possible finite fields. The generator matrix of these codes is based on perfect matchings of complete graphs and hypergraphs, and on a rational canonical form of matrices. For two parities, the field size is reduced by a factor of two for access-optimal codes compared to previous constructions. For three parities, in the first construction a field size of at least 6 log 3 + 1 (or 3 log 3 + 1 for fields with characteristic 2) is sufficient, and in the second construction the field size is larger, yet linear in log 3 . Both constructions with three parities provide a significant improvement over previous works due to either decreased field size or lower subpacketization.
I. INTRODUCTION
R EGENERATING CODES are a family of erasure codes proposed by Dimakis et al. [4] to store data in distributed storage systems (DSSs) in order to reduce the amount of data (repair bandwidth) downloaded during a repair of a failed node. An (n, k, , d, β, B) q regenerating code C, for k ≤ d ≤ n − 1, β ≤ , is used to store a file of size B in a DSS across a network of n nodes, where each node of the system stores symbols from F q , a finite field with q elements, such that the stored file can be recovered by downloading the data from any set of k nodes. When a single node fails, a newcomer node which substitutes the failed node, contacts any set of d nodes, called helper nodes, and downloads β symbols from each helper node to reconstruct the data stored in the failed node. This process is called a node repair process and the parameter d is called the repair degree. There are two general methods of node repairs: functional repair and exact repair. Functional repair ensures that when a node repair process is completed, the system is equivalent to the original one, i.e., the stored file can be recovered from any k nodes. However, the newcomer node may contain a different data from what was stored in the failed node. Exact repair requires that the newcomer node will store exactly the same data as was stored in the failed node. Usually, exact repair is required for systematic nodes (nodes that contain the actual data), while the parity nodes can be functionally repaired.
Based on a min-cut analysis of the information flow graph which represents a DSS, Dimakis et al. [4] presented an upper bound on the size of a file that can be stored using a regenerating code under functional repairs,
Given the values of B, n, k, d, this bound provides a tradeoff between the number of stored symbols in a node and the repair bandwidth βd. One extremal point on this tradeoff, where is minimized is referred to as minimum storage regenerating (MSR) point, and a code that attains it, namely, a minimum storage regenerating (MSR) code satisfies [4] ( , βd)
The other extremal point, where β is minimized is referred to as minimum bandwidth regenerating (MBR) point, and a code that attains it, namely, a minimum bandwidth regenerating (MBR) code satisfies [4] ( , βd) = 2Bd 2kd − k 2 + k , 2Bd 2kd − k 2 + k .
In this paper we focus on exact MSR codes which provide minimum repair bandwidth of systematic nodes and have additional properties listed below. 1) Maximum repair degree d = n − 1: this enables to minimize the repair bandwidth among all MSR codes. Such MSR codes satisfy ( , βd) = B k ,
B(n−1)
k(n−k) [4] . 2) High rate k n : in particular the number of parity nodes r = n − k is r = 2 or r = 3 (see e.g. [11] , [17] , [18] for previously known constructions of such MSR codes).
3) Optimal access: the number of symbols accessed in a helper node is minimal and equals to the number β of symbols transmitted during node repair. (See [1] , [19] for bounds and constructions of access-optimal codes.) 4) Optimal sub-packetization factor: for an (n, k, , d, β, B) q regenerating code, the number of stored symbols in a node is also called the sub-packetization factor of the code. Low-rate ( 2 ) MSR codes with d = n − 1, where is linear in r were constructed in [12] . However, in the known high-rate (
2 ) MSR codes is exponential in k [11] , [17] . Moreover, it was proved in [19] that for an accessoptimal code, given a fixed sub-packetization factor and r parity nodes, the largest number k of systematic nodes is
i.e., the required sub-packetization factor is r k r . 5) Small finite field: construction of access-optimal MSR codes with r = 2 and optimal sub-packetization 2 k 2 over a finite field of size 1 + 2 log 2 is presented in [17] . More precisely, this construction provides a code with a larger number k = 3 log 2 of systematic nodes out of which k = 2 log 2 have the optimal access property. Hence the shortened code with k systematic nodes is an access-optimal code. For general r , codes with subpacketization factor = r m and k = rm, over F q , where q ≥ k r−1 r m−1 + 1 were presented in [17] and codes for any q ≥ n k r m+1 were presented in [1] . In addition, a construction for r = 2 which achieves k = 2 log 2 and requires q ≥ log 2 + 1 is presented in [8] . This construction requires q to be even, and while it does not provide the optimal access property, it provides a different property called optimal update. 1 We propose a construction of access-optimal MSR codes with optimal sub-packetization factor = r m , k = rm, for r = 2 and r = 3, over any finite field F q such that q ≥ m + 1 and q ≥ 6m + 1, respectively. Moreover, for r = 3, if q is a power of 2 then the field size can be reduced to q ≥ 3m + 1. In addition, we present a construction of a longer code which is not access-optimal, with r = 3, k = 4m, and q = (m).
The comparison of the results presented in this paper with some previously known MSR codes can be found in Table I  and Table II. 1 DSS codes which satisfy the property that any change in the original data requires minimal updates at the storage nodes are called optimal update codes.
A. Organization
The construction for r = 2 is given in Section IV and for r = 3 in Section V. Additional construction for r = 3, which does not have the access-optimal property, is given is Section VI. Section II and Section III present the techniques and underlying ideas used in Sections IV, V, and VI. Subsection II-A contains some necessary mathematical background, Subsection II-B describes the underlying algebraic problem, and Section III explains the outline for all constructions.
II. PRELIMINARIES

A. Algebra of Matrices -Background and Notations
The constructions in Section IV and Section V extensively use several standard linear-algebraic notions. For the sake of completeness, we include below a short introduction about these necessary notions. Some of the given background is not directly used in the constructions, but may assist the reader with understanding our techniques, and their underlying reasoning.
For a prime power q, F * q is the set F q \ {0}, F q is a vector space of dimension over F q , which consists of vectors of length , and F × q is the set of all × matrices with entries in F q . It is widely known that a matrix M ∈ F × q admits (left) 2 eigenvectors and eigenvalues [10, Sec. VII.7] . If v ∈ F q and v M = λv for some λ ∈ F q , then v is called a (left) eigenvector for the eigenvalue λ. The linear span of all eigenvectors for a certain eigenvalue λ is a subspace of F q , and it is called a (left) eigenspace of M.
For a subspace S of F q , let SM {s M | s ∈ S}. The set SM is obviously a subspace of If P ∈ F × q is an invertible matrix, then the matrices P −1 M P and M are called similar matrices, and the matrix P is called a change matrix, (or a change-of-basis matrix) [10, Sec. VII.7] . It is easily verified that if e 0 , . . . , e −1 is the standard basis of F q , and p 0 , . . . , p −1 are the rows of P, then P −1 M P acts on p 0 , . . . , p −1 exactly as M acts on e 0 , . . . , e −1 . That is, if 
As a result of this fact, we have that similar matrices share the same eigenvalues, but not necessarily the same eigenvectors. Since diagonal matrices commute, it is easy to prove that simultaneously diagonalizable matrices commute as well.
Determining matrix similarity for matrices which are not necessarily diagonalizable is a corollary of the so-called decomposition theorem [10, Section XI.4, Theorem 8], one of the profoundest results in linear algebra. In order to state this theorem, we require the notions of a block diagonal matrix and a companion matrix. A block diagonal matrix is a block matrix (that is, a matrix which is interpreted as being partitioned to submatrices) in which the only non-zero sub-matrices are on the main diagonal. A companion matrix is defined as follows.
Definition 1: The companion matrix of a monic univariate polynomial P(x)
The decomposition theorem states that any matrix M is similar to a block diagonal matrix, whose blocks are companion matrices of certain factors of the characteristic polynomial. The polynomials corresponding to these companion matrices may be ordered such that any polynomial is a multiple of the next, and the first one is the minimal polynomial of M. This block diagonal matrix is called the rational canonical form (rational form, in short) of M, and any matrix M is similar to M if and only if they share the same rational form, which exists over any field.
In what follows, for a set of row vectors T we denote its F q -linear span by T and for subspaces U and V , let U +V {u + v | u ∈ U, v ∈ V }. For a matrix M we denote its (left) image by Im(M) {v M | v ∈ F q } and its row span by M .
B. The Subspace Condition
Usually, a distributed storage system has a systematic part, i.e. certain nodes in the system should store an uncoded part of the data. Such nodes are called systematic nodes, and they allow instant access to their stored data. An efficient repair algorithm for a failed systematic node is vital. In this paper, we devise an MSR code which allows a minimum repair bandwidth for a failed systematic node.
This problem was previously studied by [6] , [7] , [17] , and [19] , where it was shown to be equivalent to a purely algebraic condition called the subspace condition, which is described below. 3 We refer the interested reader to [17] for a proof that the subspace condition, as formulated here, is sufficient for minimum repair bandwidth of systematic nodes. A more general formulation of the subspace condition is also necessary, and yet it is irrelevant in our context, and may be found in [17] .
In an MSR code with k systematic nodes, r parity nodes, sub-packetization , and maximum repair degree d = n − 1, a file f ∈ F k q is partitioned into k parts of length each, denoted by f = (C 1 , . . . , C k ). The file f is multiplied by a k × (k + r ) generator block matrix of the form ⎛
where I is the × identity matrix, and the A i, j 's are invertible matrices, which satisfy a certain set of properties [17] 
The resulting codeword is partitioned into k + r columns of length each, denoted (C 1 , . . . , C k , C k+1 , . . . , C k+r ), where for all j ∈ [r ] {1, . . . , r },
Each column C i is stored in a different storage node, where the first k nodes are the systematic ones and the remaining r nodes are called parity nodes.
Upon a failure of a systematic node m ∈ [k], storing C m , it is required to repair it by downloading a minimal amount of data. According to (1), since n = k + r and d = n − 1, we have that the minimum bandwidth βd in this scenario is
That is, each of the remaining k + r − 1 nodes should contribute 1/r of its stored data [4] . Sufficient conditions for this minimum repair bandwidth are as follows. The independence property:
The invariance property:
Every square block submatrix of the following block matrix is invertible. ⎛
If a subspace S satisfies the invariance property for a matrix A, then S is an invariant subspace of A (see Section II-A). If a subspace S satisfies the independence property for A, then S is an independent subspace of A. Notice that the nonsingular property must hold for the code to be an MDS array code [2] , [3] , regardless of any applications in distributed storage.
Theorem 1 [17] : If the set {(A i , S i )} k i=1 satisfies the subspace condition for given and r , then the code whose generator matrix is given in (5) is an MSR code which allows a minimum repair bandwidth for any systematic node.
The subspaces {S i } k i=1 in this theorem are used in the repair process, and are often called repair subspaces. To repair a systematic node j , the remaining nodes project their data on S j , i.e. multiply their data by some full rank matrix whose row span is S j , and send it to the newcomer. For additional details see [6] , [7] , [17] , [19] .
In order to compute the projections on the subspace S j , each of the remaining nodes must access a certain amount of its stored symbols, and clearly, at least /r symbols must be accessed. A code in which this minimum is attained is called an access-optimal code [8] , [17] , [18] . It can be shown that a code is access-optimal if and only if each subspace S j has a basis which consists of unit vectors only [19, Sec. V] .
A set of the form
Since the subspace condition is necessary and sufficient for construction of MSR codes, this paper will focus solely on the construction of (A, S)-sets which satisfy it.
III. OUR TECHNIQUES
Our constructions rely on the properties of some matrix A, to which the matrices in our (A, S)-set are similar using certain change matrices. These change matrices are defined according to a set of matchings in the complete r -uniform hypergraph on vertices K r . Although one may describe parts of our techniques differently, e.g. [17] , without requiring graph-theoretic means, our approach is preferred since it provides the reader with a palpable description of the technical details. In this section the matrix A is described, its properties are discussed, and the use of matchings for the definition of the change matrices is explained.
The matrix A and the change matrices will be described with respect to a construction with r parities, for a general r . In the following sections, the cases of r = 2 and r = 3 will be discussed in detail.
For a given number of parities r and an integer m, the matrix A is an r m × r m block diagonal matrix whose constituent blocks are the r × r companion matrix of x r − 1. That is,
where I r−1 is the identity matrix of order r , and the matrix A is
Since it is desirable that A will have as many eigenspaces as possible, we operate over a field F q , where r |q − 1. This assumption about q provides the existence of all roots of unity 1, γ 1 , . . . , γ r−1 of order r in the field F q (using the well-known Sylow theorems [10, Section XII.5]). It is readily verified that the eigenvalues of A are 1, γ 1 , . . . , γ r−1 ∈ F q , since they are the roots of the minimal polynomial x r − 1 of A. We note that for the special case of r = 2 (Section IV), we use an additional technique which allows to operate with any q ≥ m + 1, without requiring that 2|q − 1.
In what follows we present the structure of the eigenspaces of A, and the eigenspaces of matrices which are similar to A. 
The matrices in our construction are similar to the matrix A. The following lemma, that is based on (3), presents the eigenvalues and eigenvectors of a matrix which is similar to A. matrix P. If v is an eigenvector of A which corresponds to an eigenvalue λ then
and hence v P is an eigenvector of B.
Notice that the subspace T may be written as T = e 0 P, e r P, . . . , e −r P = e 0 , e r , . . . , e −r P = S P, where S = e 0 , e r , e 2r , . . . , e −r . Hence, it follows from Corollary 1 that
The matrices in our construction are similar to the matrix A. The change matrices which induce the similarity are defined using perfect colored matchings in the complete r -uniform hypergraph. Although the specific choice of these change matrices varies from one construction to another, the general idea behind the use of matchings is roughly identical, and will be explained in the remainder of this section. . Each matching will be used to construct r (or r + 1 in Section VI) change matrices for the (A, S)-set. Each × change matrix is constructed using constituent r × 
The vertices of the r -uniform hypergraph K r are identified with the unit vectors e 0 , . . . , e −1 . In all subsequent constructions, the subspaces in the (A, S)-set are defined using the color sets from the matchings, i.e., if Z = (Z (0) , . . . , Z (r−1) ) is a matching, then we define r subspaces (r +1 in Section VI) of dimension /r as follows. For all i ∈ {0, . . . , r − 1},
That is, each subspace S Z (i) is the span of the color set Z (i) , and the additional subspace S Z * is the span of the sums of each edge in Z. To enlarge the (A, S)-set, different matchings can be used, as long as they satisfy the following simple condition. 
Hence, D contains exactly /r 2 elements of E.
By [19, Lemma 11] , in any MSR code which attains minimum repair bandwidth, the dimension of the intersection between any two repair subspaces is at most /r 2 . As a result of Lemma 3, we have that repair subspaces which correspond to different matchings attain this bound with equality.
Proof: See Appendix A. In the sequel we use a large set of matchings in which every two matchings satisfy the pairing condition. To satisfy the nonsingular property (Definition 2), each matrix of the (A, S)-set is multiplied by a properly chosen field constant, without compromising the invariance property and the independence property. The constructions of the (A, S)-sets, which follow the general outline described in this subsection, are discussed in detail in the following sections.
IV. CONSTRUCTION OF AN MSR CODE WITH TWO PARITIES
A. Two Parities Code From One Matching
Recall that the vertices of the complete graph K are identified by all unit vectors e 0 , . . . , e −1 of length , = 2 m for some integer m, and a matching Z = (Z , Z ) is a set of /2 vertex-disjoint edges of K . Such a matching will provide an (A, S)-set of size 2, satisfying the subspace condition. The construction of this (A, S)-set also relies on the following × matrices, which resemble the matrix in (8) . For λ ∈ F * q , consider the following two /2 × /2 matrices
and let A(λ) be the following × block diagonal matrix
The matrix A(λ) possesses several useful properties, which are essential in our construction. These useful properties follow from the fact that the minimal polynomial of A(λ) is x 2 − λ 2 . This form of the minimal polynomial shows that the matrix A(λ) acts as a transposition on the vectors of F q which are not eigenvectors, up to a multiplication by λ. That is, all vectors which are not eigenvectors may be partitioned to pairs 
Furthermore, the vectors p 2t +1 + p 2t and p 2t +1 − p 2t are eigenvectors of B. Proof: By (10), for all t ∈ {0, . . . , /2 − 1} we have that
In addition, since P P −1 = I , it follows that p i P −1 = e i for all i ∈ {0, . . . , − 1}. Therefore, for all t ∈ {0, . . . , /2 − 1}
where the ± sign distinguishes between the cases t ≤ /4 − 1 and t > /4 − 1. To see that p 2t +1 + p 2t and p 2t +1 − p 2t are eigenvectors of B, notice that by adding and substracting (11) and (12), we have that
Given a matching Z = (Z , Z ), it is easily verified that the following two matrices are invertible, where z i , z i are vertices in the complete graph, which are identified by unit vectors of length .
. ( 
and,
is an eigenvector of A Z (λ) which corresponds to the eigenvalue λ. -z i is an eigenvector of A Z (λ) which corresponds to
the eigenvalue −λ.
• For i > /4 − 1, -z i is an eigenvector of A Z (λ) which corresponds to the eigenvalue −λ. -z i is an eigenvector of A Z (λ) which corresponds to the eigenvalue λ. A matching Z provides an (A, S)-set of size two as follows.
Proof: For convenience of notation, and since the proof which follows holds for each λ = 0, let A Z and A Z denote A Z (λ) and A Z (λ), respectively. We show that all properties of the subspace condition are satisfied.
To prove the independence property, notice that by Corollary 3,
, and thus,
To prove the invariance property, notice that by Corollary 3, S Z (resp. S Z ) is a span of eigenvectors 4 of A Z (resp. A Z ) and hence it is A Z (resp. A Z ) invariant.
To prove the nonsingular property, first notice that A Z , A Z are invertible since they are defined as a product of invertible matrices, and thus every 1 × 1 block submatrix is invertible. Second, notice that
Let i ∈ {0, . . . , /2 − 1}, and notice that by Corollary 3, if
On the other hand, if i > /4 + 1, then
Therefore, for all i ∈ {0, . . . , /2 − 1}, the vectors z i and z i are in the image Im(A Z − A Z ), which implies that A Z − A Z is of full rank. From Lemma 5 it is evident that any pair (Z, λ) of a matching Z = (Z , Z ) and a nonzero field element λ provides an (A, S)-set of size two. In Section IV-B which follows we discuss the required relation between two such pairs (X , λ x ), (Y, λ y ) that allow the corresponding (A, S)-sets to be united without compromising the subspace condition.
B. Two Parities Code From Two Matchings
To construct larger (A, S)-sets, we analyse the required relations between two distinct pairs (X , λ x ), (Y, λ y ) of matchings X = (X, X ), Y = (Y, Y ) and field elements λ x , λ y , that allow the construction of an (A, S)-set of size four. In Lemma 6, which follows, we show that there exist three sufficient conditions that (X , λ x ), (Y, λ y ) should satisfy for this purpose. The first condition states that λ x and λ y must be distinct. The second condition, called the pairing condition, appears in Definition 4. The third condition, which is a more subtle one and will only be relevant in fields with odd characteristic, is that the vertices of certain edges from X fall into distinct halves defined by the order of Y, and vice versa.
Clearly, a set {(X i , λ i )} t i=1 such that any two pairs satisfy all of the above conditions, will provide an (A, S)-set of size 2t. In the sequel we provide such a set of size m over F q , for any m ∈ N and any q ≥ m + 1. This set will yield an (A, S)-set of size 2m for q ≥ m+1, which consists of matrices of size 2 m × 2 m .
Lemma 
satisfies the subspace condition.
Proof: See Appendix A. By Lemma 6 we have that two matchings X , Y and two corresponding field elements λ x , λ y that meet the requirements B1-B3, provide an (A, S)-set of size four. Therefore, a construction of a large set of pairs (X i , λ i ), such that any two pairs satisfy B1-B3, is required for a construction of a large (A, S)-set which satisfies the subspace condition.
C. Construction of Matchings for Two Parities
In the sequel we construct a set {(X i , λ i )} m−1 i=0 whose elements satisfy the requirements of Lemma 6 in pairs. We identify vertex e i of K with the binary m-bit representation of i . We will use the following standard notion of a boolean cube.
Definition 6: Given a sequence of distinct indices i 1 , . . . , i k ∈ {0, . . . , m − 1} and a sequence of binary values
We consider the elements in such a boolean cube as ordered according to the lexicographic order (see Example 1 below) , that is, we consider a boolean cube as a sequence rather than a set.
We begin by defining a set of matchings that meets the pairing condition.
Definition 7: For any m ∈ N, define m matchings
where t ∈ {0, . . . , 
Example 2: If m = 4, then
which implies that Proof: Denote the elements of the matchings X i , X j as
By Definition 7, it is evident that in every edge (x i,t , x i,t ) ∈ X i , the i -th entry of x i,t is 0, the i -th entry of x i,t is 1, and the rest of the entries are identical. Similarly, in every edge (x j,t , x j,t ) ∈ X j , the j -th entry of x j,t is 0, the j -th entry of x j,t is 1, and the rest of the entries are identical. Therefore, for every edge (x i,t , x i,t ) ∈ X i , if the j -th entry of both x i,t and x i,t is 0, then x i,t , x i,t ∈ X j , and if it is 1, then x i,t , x i,t ∈ X j . Therefore, X j is a union of edges from X i . The proof that X i is a union of edges from X j is similar. We now turn to choose a proper nonzero field element for every matching from Definition 7. This choice must comply with requirements B1 and B3 of Lemma 6. Note that if q is even, then B3 follows from B1 (vacuously). Hence, if the field characteristics is 2, the choice of field elements is straightforward.
Lemma 8: If q ≥ m + 1 is a power of two, then by any arbitrary choice of pairwise distinct elements from F * q for the m matchings from Definition 7, the resulting (A, S)-set satisfies B1-B3 from Lemma 6. Proof: Since the assigned elements are distinct, every two matchings satisfy property B1 of Lemma 6. According to Lemma 7, every two matchings satisfy the pairing condition (B2) as well. Since q is even, property B3 is implied by property B1.
If q is odd, more care is needed for the mapping of nonzero field elements to the matchings. We do this by choosing field elements λ and −λ for two adjacent matchings X 2t , X 2t +1 . Proof: For every two distinct matchings, requirement B1 of Lemma 6 is trivially satisfied, and requirement B2 is satisfied by Lemma 7. To prove B3, let λ i = −λ j be two field elements which are chosen for two matchings X i , X j . Without loss of generality (w.l.o.g.) assume that i = 2t and j = 2t + 1 for some t ∈ {0, . . . ,
Let (x 2t,s , x 2t,s ) be an edge in X 2t , which implies that the (2t)-th bit of x 2t,s is 0 and the (2t)-th bit of x 2t,s is 1. To prove B3, we must show that
then s ≤ /4 − 1, u ≤ /4 − 1, and r > /4 − 1, and
If (x 2t,s , x 2t,s ) = (x 2t +1,u , x 2t +1,r ) for some u, r ∈ {0, . . . , /2 − 1}, it follows that the (2t)-th bit of x 2t +1,s and x 2t +1,s is 0. Therefore
and hence, by the definition of X 2t +1 (Definition 7), it follows that u ≤ /4−1 and r > /4−1. In addition, by the definition of X 2t it follows that s ≤ /4 − 1.
If (x 2t,s , x 2t,s ) = (x 2t +1,u , x 2t +1,r ) for some u, r ∈ {0, . . . , /2 − 1}, it follows that the (2t)-th bit of x 2t +1,s and x 2t +1,s is 1. Therefore ({(2t, 1), (2t + 1, 1) }), and hence, by the definition of X 2t +1 , it follows that u ≤ /4 − 1 and r > /4 − 1. In addition, by the definition of X 2t it follows that s > /4 − 1.
The main construction of this section is summarized in the following theorem. Proof:
i=0 be the set of matchings from Definition 7, which by Lemma 7, satisfies the pairing condition (Definition 4). If q is even, then let λ 0 , . . . , λ m−1 be distinct elements in F * q , and let
where
were defined in Lemma 5. Since conditions B1-B3 of Lemma 6 are met with respect to every two matchings and their respective field elements, it follows that C satisfies the subspace condition.
If q is odd, let λ 0 , . . . , λ m−1 be distinct elements in F * q such that λ 2t = −λ 2t +1 for every t ∈ {0, . . . , m 2 − 1}. Define C in a similar way to the one defined in (17) . Conditions B1 and B2 are satisfied as in the case of an even q. Condition B3 is satisfied by Lemma 9, and therefore C satisfies the subspace condition in this case as well.
Notice that since each repair subspace in Theorem 2 contains a basis of unit vectors, it follows that the resulting code has the access-optimal property (see Section II-B). Moreover, it is readily verified that the resulting code attains the subpacketization bound for access-optimal codes (2).
V. CONSTRUCTION OF AN MSR CODE WITH THREE PARITIES
In this section we construct MSR codes with three parities using the framework mentioned in Subsection III. The size of the matrices is × , where = 3 m for some integer m. This construction requires that all three roots of unity of order three lie in the base field (which implies the necessary condition 3|q − 1). If q is odd we require that q ≥ 6m + 1 and if q is even we require that q ≥ 3m + 1. As the roots of unity of order three play an important role in this section, recall the following properties of these roots, some of which can be generalized for every set of roots of unity of any order.
Lemma 10: If q is a prime power such that 3|q −1, then F q contains three distinct roots of unity of order three 1, γ 1 , γ 2 , which satisfy 1 + γ 1 + γ 2 = 0, γ 2 1 = γ 2 , and γ
The existence of all roots of unity in F q is a consequence of the Sylow Theorems [10, Sec. XII.5]. In addition, it is widely known that the sum of all roots of unity of any order is 0 [9, Ch. 2, Example 2.49]. The other properties follow from the fact that {1, γ 1 , γ 2 } is a multiplicative subgroup of F * q . From now on we assume that 3|q − 1, and 1, γ 1 , γ 2 are the three roots of unity of order three. Notice that this necessary condition rules out the possibility of using fields with characteristic 3.
Proving the nonsingular property for three parities becomes more involved, since we must show that any 1 × 1, 2 × 2, and 3×3 block submatrix of (7) is invertible. Fortunately, showing that any 1 × 1 block submatrix (that is, an entry in (7)) is invertible is trivial in our construction. Moreover, assuming that any entry of (7) 
A. Three Parities From One Matching
Recall that in Section IV, every matching Z (Definition 3) provided an (A, S)-set (A Z , S Z ), (A Z , S Z ), where S Z is an eigenspace of A Z and S Z is an eigenspace of A Z . Later on, we added together (A, S)-sets which were defined by different matchings satisfying the pairing condition (Definition 4). For three parities, we consider the natural generalization of matchings in the complete 3-unifrom hypergraph.
Similarly to Section IV, this construction will rely on × matrices whose minimal polynomial is x 3 − λ 3 for some λ ∈ F * q . All the matrices in the (A, S)-set will be similar to the matrix A (8), which for r = 3 takes the form of 
According to Corollary 1 we have the following lemma. 5 The three standard block operations are interchanging two block rows (columns), multiplying a block row (column) from the left (right) by a nonsingular matrix, and multiplying a block row (column) by a matrix from the left (right) and adding it to another row. 2) For the eigenvalue γ 1 , a basis of the eigenspace is
Lemma 11: The matrix A (18) is diagonalizable, with the
3) For the eigenvalue γ 2 , a basis of the eigenspace is
In addition, the subspace S e 0 , e 3 , e 6 , . . . is an independent subspace of A.
The matrices in our (A, S)-set are similar to a constant multiple of the matrix A, and thus they are also diagonalizable. The structure of their eigenspaces, which follows from Lemma 11, is as follows. 
In addition, the subspace S p 0 , p 3 , p 6 , . . . is an independent subspace of M.
We are now in a position to describe the (A, S)-set, of size three, that is given by a single-matching. (A, S)-sets that are given by a union of single-matching (A, S)-sets will be discussed in the sequel. As mentioned earlier, all three matrices of this (A, S)-set are similar to A. The × change matrices are defined using 3 × constituent blocks (see (9) ) as follows. For α, β ∈ F * q and u, v, w ∈ F q , let
The determinant of the 3 × 3 matrix in (19) equals αβ · which is nonzero, and thus N(α, β, u, v, w) is row-equivalent to a matrix whose rows are u, v, w, for any choice of α, β ∈ F * q . This fact gives rise to the following necessary lemma, which can be easily proved.
Lemma 13: If Z = (Z , Z , Z ) is a matching, then for any choice of α, α , α and β, β , β , in F *
q , the following matrices are invertible. , z 1 , z 1 , z 1 ) . . .
Lemma 14: If Z = (Z , Z , Z ) is a matching, then for any λ ∈ F * q , the following (A, S)-set satisfies the subspace condition.
where α, α , α , β, β , β are nonzero field elements that will be chosen according to the field characteristic.
Proof:
For convenience of notation, denote A Z (λ), A Z (λ), and A Z (λ) by A Z , A Z , and A Z , respectively. To prove the independence property, it follows from Lemma 12 that for any matrix of the form P −1 A P, where the rows of P are { p 0 , . . . , p −1 }, the subspace p 0 , p 3 , . . . is an independent subspace of P −1 A P. Notice that the vectors in P Z that correspond to rows p i with i ≡ 0 mod 3 are {z 0 , . . . , z /3−1 }. Hence, S Z is an independent subspace of A Z . Similarly, we have that S Z , S Z are independent subspaces of A Z , A Z , respectively. Therefore, the independence property is satisfied.
To show the invariance property, the eigenspaces of A Z , A Z , and A Z , are computed according to Lemma 12. The eigenspace of A Z that corresponds to the eigenvalue γ 1 λ is the span of vectors of the form p 3i + γ 1 p 3i+1 + γ 2 p 3i+2 , for i ∈ {0, . . . , /3 − 1}, where p j is the j -th row of P Z . Therefore, by the definition of N in (19) and by Lemma 10, we have that the eigenspace of A Z that corresponds to the eigenvlaue γ 1 λ is the span of
and clearly, this is S Z . Similarly, we have that the eigenspace of A Z which corresponds to the eigenvalue γ 2 λ is S Z . Hence, the subspaces S Z and S Z are invariant subspaces of A Z . By identical arguments, it can be shown that for A Z , the eigenspace that corresponds to the eigenvalue γ 2 λ is S Z and the eigenspace that corresponds to the eigenvalue γ 1 λ is S Z . Furthermore, the eigenspace of A Z that corresponds to the eigenvalue γ 2 λ is S Z , and the eigenspace that corresponds to the eigenvalue γ 1 λ is S Z . Therefore, the invariance property holds.
To show the nonsingular property, we show that Conditions 1-3 are met. To prove Condition 1 it should be shown that rank(A Z − A Z ) = , rank(A Z − A Z ) = , and rank(A Z − A Z ) = . To show that rank(A Z − A Z ) = , it will be proved that for all 0
By the structure of the matrix A, it can be easily verified that if P is an invertible matrix whose rows are { p 0 , . . . , p −1 }, then
and therefore,
Hence, since S Z , S Z are eigenspaces of A Z and S Z , S Z are eigenspaces of A Z , it follows that
which in a more convenient matrix notation becomes ⎛
To show that z i , z i , z i ∈ Im(A Z − A Z ), it suffices to show that is invertible. Since λ(γ 2 − γ 1 ) = 0, it is enough to prove
is invertible. Simple calculations, which follow from the properties of γ 1 , γ 2 (Lemma 10) show that this matrix has a nonzero determinant if and only if 6 α β = 9. Similar arguments show that rank(A Z − A Z ) = and rank(A Z − A Z ) = if and only if α β = 9 and αβ = 9, respectively. Proper α, α , α , β, β , β will be chosen is the sequel. To show Condition 2, it must proved that the difference between any two squares of matrices in the (A, S)-set has full rank. Fortunately, the squares of the matrices in the (A, S)-set present a very similar behavior to the matrices themselves. That is, if we denote any matrix in the (A, S)-set byÂ = λP −1 A P, thenÂ 2 = λ 2 P −1 A 2 P, and
Hence, if S 1 , S 2 are the eigenspaces ofÂ that correspond to the eigenvalues λγ 1 , λγ 2 , respectively, then the eigenspaces ofÂ 2 that correspond to the eigenvalues λ 2 γ 1 , λ 2 γ 2 are S 2 , S 1 , respectively. Moreover, we have that
and hence,
which in matrix notation becomes ⎛
As in Condition 1, we show that is invertible. Surprisingly, we have that det = − det , and thus Condition 1 and Condition 2 are implied by the same requirements α β = 9, α β = 9, and αβ = 9.
To prove Condition 3, first notice that the following two matrices are row-equivalent, provided that
Therefore, Condition 3 is met if and only if the underlined matrix in (24) is invertible. Since A Z − A Z is invertible (given a proper choice for α, . . . , β ), it follows that the underlined matrix is invertible if and only if
is invertible. To show that L is indeed invertible, we show that
By (22), and by the corresponding equations for
In matrix notation, this turns to
Now, using (20) , and the similar equation for A Z − A Z , the expressions ⎛
can be given as functions of z i , z i , z i , λ, and the matrix , e.g., by multiplying (20) from the right by (A Z − A Z ) −1 , and from the left by λ −1 −1 . By performing this substitution, we have that (26) may be written as
for some 3 × 3 matrix ϒ whose entries are functions of 1, γ 1 , γ 2 , α, . . . , β . After some tedious calculations, we have that
We show that every possible field has a simple corresponding choice of values from {1, γ 1 , γ 2 } to α, . . . , β such that the conditions det = 0, a β = 9,α β = 9, and αβ = 9 are satisfied. Case 1. If the characteristic is 2, choose α = 1, α = γ 1 , α = γ 1 , β = 1, β = γ 2 , β = 1, and then,
and since 9 = 1 / ∈ {γ 1 , γ 2 }, it follows that all conditions are satisfied. Case 2. If the characteristic is 7, choose α = γ 2 
, and since 9 = 1, all conditions are met as well. Case 3. If the characteristic neither 2 nor 7, choose α = . . . = β = 1, and then,
Notice that we may divide by 12 = 2 2 · 3 since the characteristic is neither 2 nor 3. Since 9 = 1 and 7 = 0, all conditions are satisfied.
B. Three Parities From Two Matchings
We are now in a position to describe a construction of an (A, S)-set for three parities from more than one matching.
In what follows we show that (A, S)-sets which correspond to two matchings which satisfy the pairing condition, may be united to achieve a larger (A, S)-set, given a proper choice of λ x , λ y . In the following lemmas of this subsection,
are two matchings that satisfy the pairing condition (Definition 4) and 7 Proof: According to Lemma 12 and Lemma 14, the eigenspace of A X which corresponds to the eigenvalue λ x is
, the eigenspace of A X which corre-
, and the eigenspace of A X which corresponds to the eigenvalue λ x
. The claim for D is similar. 
. Therefore, since S 4 + S 5 + S 6 = F q , it follows that S i contributes exactly /3 mutual linearly independent eigenvectors of C and D. Since S 1 + S 2 + S 3 = F q , it follows that there exists mutual linearly independent eigenvectors of C and D, and hence they are mutually diagonalizable. Now, since C and D are simultaneously diagonalizable, it follows that there exists an invertible matrix P, and diagonal matrices E and F, such that C = P −1 E P and D = P −1 F P. This implies that C 2 = P −1 E 2 P and D = P −1 F 2 P, and therefore, since the square of a diagonal matrix is a diagonal matrix, it follows that C 2 and D 2 are simultaneously diagonalizable as well.
Lemma 17: If C and D are × simultaneously diagonalizable matrices with no mutual eigenvalues, then C − D is invertible.
Proof: Let p 0 , . . . , p −1 be a basis of mutual eigenvectors of C and D. Clearly, for all i ∈ {0, . . . , − 1} we have where λ i,1 , λ i,2 are the eigenvalues which correspond to p i . Since λ i,1 = λ i,2 , we have that p i ∈ Im(C − D). Therefore, since p 0 , . . . , p −1 is a basis, we have that C − D is invertible.
The following lemma shows that it is possible to unite the (A, S)-sets C X , C Y which were constructed using different matchings that satisfy the pairing condition (Definition 4), 7 We omit the notations of λ x , λ y for convenience.
as long as a simple condition regarding the chosen constants λ x , λ y is met.
Lemma 18: If λ 6 x = λ 6 y , then C X ∪C Y satisfies the subspace condition.
Proof: Note that the invariance, independence, and nonsingular properties which involve matrices and subspaces from one matching follow immediately from Lemma 14. It remains to prove the cases of the invariance property and the nonsingular property which involve matrices from different matchings.
To prove the invariance property, let S ∈ {S X , S Lemma 24 in Appendix A). Hence, Lemma 17 implies that rank(C − D) = , which implies Condition 1 of the nonsingular property. Condition 2 also follows similarly -by Lemma 12 we have that the eigenvalues of C 2 are λ 2 Lemma 24 in Appendix A). Hence, Lemma 17 implies that rank(C 2 − D 2 ) = , which implies Condition 2 of the nonsingular property.
As for Condition 3, let A i , A j , A t be matrices in the (A, S)-set, which correspond to at least two distinct matchings. Recall that ⎛
is invertible (see the proof of Lemma 14). W.l.o.g assume that A i and A j correspond to different matchings, and so do A i and A t . According to Lemma 16, we have that A i commutes with A j and A t . Hence,
Multiplying from the right by (A t − A i ) −1 , which exists by Condition 1, yields,
which is invertible by Condition 1.
C. Construction of Matchings for Three Parities
In this subsection we present a set of matchings {X i } i∈ [m] such that any two satisfy the pairing condition, and construct the resulting (A, S)-set. Recall that each vertex in the complete 3-unifrom hypergraph K 3 is represented by a unique unit vector of length . For convenience, we describe this set of matchings by considering vertex e i as the integer i in its ternary representation. The construction of a proper set of matchings relies on the following definition, which is the three parity equivalent of Definition 6.
Definition 8: Given an integer i ∈ [m] and a value b ∈ {0, 1, 2}, the ternary cube C(i, b) is the set of all length m vectors over {0, 1, 2} that have b in entry i . That is, Proof:
To show that these matchings satisfy the pairing condition, we must show that any edge from X i is contained in either of X j , X j , X j . Let (x t , x t , x t ) be an edge in X i for some t ∈ [ /3]. By Definition 9, we have that x t , x t , and x t have the same value in every entry other than entry i , and (x t ) i = 0, (x t ) i = 1, and (x t ) i = 2. Hence, the j -th entry of x t , x t , and x t is equal, and hence {x t , x t , x t } is contained in either of X j , X j , X j as required. The other direction is symmetric.
We conclude with the following theorem.
Theorem 3: If m is a positive integer, and q is a prime power such that
1) if q is odd, then 3|q − 1 and q ≥ 6m + 1, 2) if q is even, then 3|q − 1 and q ≥ 3m + 1, then there exists an explicitly defined (A, S)-set C 1 of size 3m and 3 m × 3 m matrices over F q , which satisfies the subspace condition.
Proof:
be the set of matchings from Definition 9, which by Lemma 19 satisfies the pairing condition (Definition 4). Let {λ i } i∈ [m] be any set of distinct nonzero elements of F q such that λ 6 i = λ 6 j for any i = j . Notice that the existence of such set is guaranteed in fields of either odd or even characteristic. The former is due to q ≥ 6m + 1, where the latter is due to the fact that λ 6 i = λ 6 j if and only if λ 3 i = ±λ 3 j , which implies λ 3 i = λ 3 j in fields with even characteristic, and thus q ≥ 3m + 1 suffices. For
as defined in Lemma 14, and let C 1 ∪ i∈ [m] C X i . Notice that in C 1 , Condition 3 of the nonsingular property might involve matrices from three different matchings, rather than two, as was considered in the proof of Lemma 18. However, the proof of Condition 3 in Lemma 18 requires two pairs of matrices among {A i , A j , A t } to belong to distinct matchings, in order for the resulting 3×3 matrix to be invertible. This requirement is trivially satisfied also when considering matrices from three different matchings. Hence, since the pairing condition is satisfied, and since λ 6 i = λ 6 j for all i = j , it follows by Lemma 18 that C satisfies the subspace condition.
VI. AN IMPROVED CONSTRUCTION OVER A LARGER FIELD
In this section, a construction with r = 3 and k = (r + 1) m = 4m is presented. This construction requires a field larger than the one in Section V, yet still linear in m. This construction is comparable to [17] in terms of the parameter k, but outperforms it in terms of explicitness and field size. As in [17] , the construction considered in this section is not access-optimal, and is not known to achieve the subpacketization bound. The ideas behind the construction follow the outline described in Section III.
A. A Code From One Matching
As in Section V, we assume that 3|q −1 in order to have three roots of unity of order 3, denoted by 1, γ 1 , γ 2 . The matrices in this construction are of the form P −1 A P, where A was defined in (18) . The matrices P, as in (9), consists of constituent 3 × matrices which are defined using the following operator N.
Notice that the 3 × matrix N(u, v, w) is row equivalent to a matrix whose rows are u, v, w, since N(u, v, w) is defined as the multiplication of a matrix whose rows are u, v, w by a Vandermonde matrix (since γ 2 1 = γ 2 and γ 2 1 = γ 2 ).
is a basis of F q , then the matrix P −1 A P, where
as an eigenspace for the eigenvalue
as an eigenspace for the eigenvalue γ 1 ,
as an eigenspace for the eigenvalue γ 2 .
In addition, the subspace
is an independent subspace.
Proof: According to Lemma 12, the matrix P −1 A P, where the rows of P are p 0 , . . . , p −1 , has the following eigenspaces.
1) For the eigenvalue 1, a basis of the eigenspace is
2) For the eigenvalue γ 1 , a basis of the eigenspace is
In addition, by Lemma 12 we have that
is an independent subspace. Similarly, we have the following claim about matrices of the form
is a basis of F q , then the matrix P −1 A 2 P (where P was defined in Lemma 20) has {u i } as an eigenspace for the eigenvalue γ 2 .
Proof: According to Lemma 20, for each i, 0 ≤ i ≤ /3 − 1, we have that
is an independent subspace of P −1 A 2 P, recall that by Lemma 20, we have that S is an independent subspace of P −1 A P, namely, S+S(P −1 A P)+ S(P −1 A 2 P) = F q . Since the minimal polynomial of A is x 3 − 1, we have that P −1 A 4 P = P −1 A P. Hence,
and therefore S is an independent subspace of P −1 A 2 P as well.
Recall that the matching Z consists of the edges
. The following invertible matrices are used in the construction.
Definition 10: For a matching Z = (Z , Z , Z ) and any distinct nonzero field elements λ Z , λ Z , λ Z , and λ Z * , let
.
In the following we show that in a large enough field, there exists a choice of field elements λ Z , λ Z , λ Z , λ Z * such that the (A, S)-set in Definition 10 satisfies the subspace property, and this choice can be done efficiently. Our choice will satisfy that λ Z = λ Z · h, λ Z = λ Z · h 2 , and λ Z * = λ Z · h 3 for some h ∈ F * q . A suitable value of h and λ Z will be chosen at the end of the proof of the following theorem, whose proof is deferred to Appendix A. This theorem showed that a single matching provides an (A, S)-set of size four, satisfying the subspace property, over a field of constant size. In the next subsection it will be shown that by taking q to be at least linear in m, (A, S)-sets from different matchings, that satisfy the pairing condition in pairs, may be united without compromising on the subspace property.
B. A Code From Two Matchings
In this subsection it is shown that (A, S)-sets that were constructed from different matchings may be united, as long as the pairing condition holds. In the remaining part of this subsection, let X = (X, X , X ), Y = (Y, Y , Y ) be two matchings which satisfy the pairing condition, and let the resulting (A, S)-sets be as in Definition 10:
The required values of λ X , λ Y which are involved in the definition of these (A, S)-sets will be discussed in the sequel. Proof: Follow the exact outline of the proof of Lemma 16. Recall that the definition of an (A, S)-set from a single matching involved the choice of two field constants λ Z and h. In what follows we use the same h for all matchings, and choose proper distinct values for the constants which correspond to λ Z . The next lemma is required for the construction.
Lemma 22 enables an easy choice of field elements, which induces distinct eigenvalues for the simultaneously diagonalizable matrices that correspond to distinct matchings. These distinct eigenvalues, together with the simultaneous diagonalizable matrices, will assist the proof of the following lemma, from which the construction will follow.
Lemma 23: If the field constants λ X , λ Y satisfy
Proof: Since each of C X and C Y satisfies the subspace condition separately, we are left to show the parts of the nonsingular property and the invariance property which involve matrices and subspaces from different matchings.
To prove the invariance property, for any C ∈ {A X , A X , A X , A X * } and any T ∈ {S Y , S Y , S Y , S Y * } we must show that T C = T . Let S 1 , S 2 , S 3 ∈ {S X , S X , S X , S X * } be the eigenspaces of C. It follows from Corollary 2 that dim(S i ∩ T ) = /9 for all i ∈ [3] . Therefore, since S 1 + S 2 + S 3 = F q , it follows that there exists a basis t 1 , . . . , t /3 of T in which all vectors are eigenvectors of C. Hence, for all i ∈ [ /3] we have that t i C ∈ T , and thus T C = T . The inverse case, where
To prove the nonsingular property, let
According to Definition 10, the eigenvalues of C are λ C , λ C γ 1 , and λ C γ 2 for some 
By Lemma 25, which is given in Appendix A, since λ 6 Y / ∈ {λ 6 X , λ 6 X h ±6 , λ 6 X h ±12 , λ 6 X h ±18 }, it follows that
that is, C and D have no eigenvalue in common, and C 2 and D 2 have no eigenvalue in common. Since Lemma 22 implies that C and D are simultaneously diagonalizable, and so are C 2 and D 2 , it follows by Lemma 17 that C − D and
We are left to prove that any 3 × 3 block submatrix is invertible. Let A i , A j , A k be three matrices from C X ∪ C Y such that A i and A j are not from the same matching, and so are A i and A k . Recall that, as in the proof of Theorem 4, the matrix ⎛
is invertible. Notice that by Lemma 22 A i and A j are simultaneously diagonalizable, and hence they commute. In addition, so are A i and A k . Therefore,
and hence L is invertible. We conclude in the following theorem, in which Q is the polynomial which was mentioned in the proof of Theorem 4.
Theorem 5: If q > max{42m, deg Q} + 1, and
is the set of matchings from Definition 9, then the (A, S)-set C 2 ∪ m i=1 C X i satisfies the subspace condition. Proof: Since q > deg Q + 1, it follows that there exists h ∈ F * q such that Q(h) = 0. Therefore, by Theorem 4, we have that the (A, S)-sets C X i satisfy the subspace condition separately. Since q > 42m + 1, the field elements
h ±18 }, since the choice of any λ X i excludes the choice of at most 42 other field elements, which constitute the roots of 7 polynomials of degree 6. Notice that a proper set {λ X i } m i=1 may be found explicitly using a simple iterative algorithm that maintains a feasible set of elements -in each iteration it arbitrarily chooses the next element λ X i from it, and removes all elements e which satisfy e 6 ∈ {λ 6
DISCUSSION
We have shown constructions of (A, S)-sets which satisfy the subspace condition (Section II-B). These (A, S)-sets may be used to construct minimum storage MDS array codes for distributed storage systems, which allow a minimum repair bandwidth of a single failure of a systematic node.
The (A, S)-sets in Section IV and Section V allow optimal access repair, while the larger construction of Section VI is not access-optimal. All constructions are defined over smaller fields comparing to existing constructions.
NOTE ADDED IN PROOF
The study of high-rate MSR codes has developed remarkably after this paper was submitted for publication [5] , [15] , [20] , [21] . At the time of writing these lines, our work still presents either smaller field size or smaller subpacketization than any existing construction for two and three parity nodes. However, constructions for any number of parities and varying number of repair nodes are already known. Notably, for any number of parities r , [20] provide several constructions with subpacketization at least r n−1 and field size at least n + 1, as oppose to our subpacketization r k/r and field size which is either k 2 + 1 (for two parities), k + 1 (for three parities and even q), or 2k +1 (for three parities and odd q). This work was more recently improved in [21] , where optimal-access codes were constructed, with subpacketization that differs from the optimal value by a factor of r 2 . and
Since all vectors involved in this equation are unit vectors, and since by Lemma 3 we have that |B U ∩ B V | = /r 2 , it follows that exactly /r 2 of the coefficients in the left-hand side are equal to exactly /r 2 in the right-hand side, and the rest of the coefficients are zero. Therefore, this equation has exactly /r 2 degrees of freedom, and thus dim(U ∩ V ) = /r 2 . Case 2. U ∈ {S X (0) , S X (1) , . . . , S X (r−1) } and V = S Y * . Let B U be a basis of U which consists of unit vectors only. As in the previous case, any w ∈ U ∩ V corresponds to a solution of
By Lemma 3, exactly /r 2 of the edges {y 
Any edge {x 
According to B2 (the pairing condition), we have that if y j ∈ X, then y j ∈ X as well. Therefore (27) is a sum of two vectors in S X , which implies that x i A Y ∈ S X . To prove the nonsingular property, we show that X ∪ X ⊆ Im (A X − A Y ), and the rest of the cases follow by symmetry. Since X ∪ X is a basis of F q , it will follow that rank(A X − A Y ) = as required. We split the proof to two cases as follows. Case 1. λ x = −λ y (and thus λ x = ±λ y by B1 (31) Now, notice that since x i = y j we have that y j ∈ X. By B2, we also have that y j ∈ X, and hence y j = x s for some s ∈ {0, . . . , /2−1}. We have shown earlier that if x s = y j then x s = y j ∈ Im(A X − A Y ). Similarly, since x i = y t , we have that y t ∈ X , i.e. y t = x r for some r ∈ {0, . . . , /2 − 1}. This implies that x r , x r ∈ Y by the pairing condition, and thus, x r = y t ∈ Im(A X − A Y ). Since y t ∈ Im(A X − A Y ), and since λ x = ±λ y , it follows from (31) that x i ∈ Im(A X − A Y ). Therefore, by (30), and since y j ∈ Im(A X − A Y ) and λ x = ±λ y , it follows that x i ∈ Im(A X − A Y ) as well. Case 2. λ x = −λ y (and thus we have to consider B3).
The pairing condition implies that either (x i , x i ) = (y j , y t ) or (x i , x i ) = (y j , y t ) for some distinct j, t ∈ {0, . . . , /2 − 1}. However, by B3, most of the cases in (28), (29) Table III , and hence the independence and the invariance properties hold.
To show the nonsingular property, assume for now that h is chosen such that every distinct λ 1 , λ 2 in {λ Z , λ Z , λ Z , λ Z * } = {λ Z , λ Z · h, λ Z · h 2 , λ Z · h 3 } satisfy λ 6 1 = λ 6 2 . Notice that this requirement implies that h 6 , h 12 , h 18 = 1. A specific choice of h which satisfies this condition, as well as additional conditions that will emerge in the sequel, will be shown at the end of this proof.
We first show that the difference between any two matrices is of full rank. We show that A Z − A Z is of full rank, and the rest of the cases, which are similar, are given in Appendix B. Notice that
which also follows easily from the fact that h 6 = 1.
To show that Condition 3 of the nonsingular property (i.e. that any 3 × 3 block submatrix of the non systematic part of the generator matrix is invertible, as mentioned at the beginning of Section V), we must show that the following matrices are invertible constant h, for which non of these determinants vanish and
