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1 Introduction and notation
1.1 Maximum antichains in posets
Let (P,≤) be a poset. Two elements a, b ∈ P are called incomparable if neither a ≤ b
nor b ≤ a holds. The elements are called comparable otherwise. A subset F ⊆ P
of pairwise incomparable elements is called an antichain. An antichain F ⊆ P is
called maximal if there does not exist an element a ∈ P such that F ∪ {a} is an
antichain. It is called maximum if there does not exist an antichain F ′ ⊆ P such
that |F ′| > |F |. Note that every maximum antichain is a maximal antichain, but the
converse does not hold in general. The size of a maximum antichain is sometimes
called the width of the poset. Furthermore, a subset C ⊆ P of pairwise comparable
elements is called a chain. Note that the elements of a chain can be ordered to form a
sequence (a1 ≤ a2 ≤ · · · ≤ ak) and we will often use this notation to describe a chain.
Maximal andmaximum chains are defined in a similar way to maximal and maximum
antichains.
Let n ≥ 1 be an integer. We denote by Pn the set of all subsets of the finite set
{1, 2, . . . , n}. Note thatPn is partially ordered by inclusion. Sperner (1928) constructs
a maximum antichain in (Pn,⊆):
Theorem 1 (Sperner) The set {A ∈ Pn : |A| = n/2	} is a maximum antichain in
the poset (Pn,⊆) so that width of the poset is given by
( nn/2	
)
.
Later, Stanley (1991), Theorem 2.2 gives an elegant proof of Sperner’s theorem
using linear algebra and a grading of the poset. We give a sketch of the proof after
recalling some basic notions about posets. We say that the element a ∈ P covers the
element b ∈ P if a > b and there does not exist an element c ∈ P with a > c > b.
Moreover, we say that a ∈ P is minimal if there does not exist an element b ∈ P with
b < a. Dually, we say that a ∈ P is maximal if there does not exist an element b ∈ P
with b > a. The poset (P,≤) is called graded if there exists a map deg : P → N such
that deg(a) = 0 for all minimal elements a ∈ P and deg(a) = deg(b) + 1 whenever
a covers b. For example, the poset Pn is graded by the cardinality viewed as a map
| · | : Pn → N. A poset (P,≤) is called bounded if it contains a miminum, i.e. an
element a ∈ P such that a ≤ b for every b ∈ P , and a maximum, i.e. an element
a ∈ P such that b ≤ a for every b ∈ P . Note that a finite, bounded poset is graded if
and only if all maximal chains have the same cardinality. The rank of a graded poset
(P,≤) is rk(P) = max(deg(a) : a ∈ P).
Suppose that the poset (P,≤) is indeed finite, bounded and graded of rank n. Then
we denote by Pi ⊆ P the subset of elements of degree i . It is easy to see that every Pi
with i ≥ 0 is an antichain. We say that P is Sperner if there exists a natural number
i such that |F | ≤ |Pi | for every antichain F ⊆ P . In other words, Pi is a maximum
antichain but there may exist other maximum antichains in P . In the case of the power
set Pn we simply write Pn,i instead of (Pn)i . Sperner’s theorem implies that the
power set Pn is Sperner. For every i we consider the Q-vector space QPi with basis
Pi .
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Fig. 1 Injective maps in Stanley’s theorem
Theorem 2 (Stanley) Let k be a natural number. Suppose that there are injective
linear maps Ui : QPi → QPi+1 for 0 ≤ i ≤ k − 1 such that Ui (a) ∈ ∑b≥a Qb
for every a ∈ Pi ; suppose there are injective linear maps Di : QPi → QPi−1 for
k + 1 ≤ i ≤ n such that Di (a) ∈ ∑b≤a Qb for every a ∈ Pi , see Fig. 1 for an
illustration. Then the poset (P,≤) is Sperner and Pk is a maximum antichain.
As a first application, Stanley gives an elegant proof of Sperner’s theorem. A crucial
role in the proof is played by the linear maps U, D : QPn → QPn defined by the
formulae U (A) = ∑b/∈A A ∪ {b} and D(A) =
∑
a∈A A\{a} for all A ∈ Pn . Denote
by Ui : QPn,i → QPn,i+1 and Di : QPn,i → QPn,i−1 the restrictions of U and
D to the homogeneous component of degree i . An essential observation in Stanley’s
argument is the commutation relation
Di+1Ui −Ui−1Di = (n − 2i) idQPn,i
for all i . This relation directly implies that Di+1Ui is positive definite for all
0 ≤ i < ⌊ n2
⌋
. Hence Di+1Ui is invertible so thatUi must be injective in this case. By
a similar argument we can show that Di is injective for
⌊ n
2
⌋
< i ≤ n. As a second
application, Stanley proves that the poset of vector subspaces of a finite-dimensional
vector space over a finite field, again ordered by inclusion, is Sperner.
A chain decomposition of a poset (P,≤) is a disjoint union
P = C1  C2  · · ·  Ck
where everyCi is a chain in P . IfF ⊆ P is an antichain, then every chainCi contains
at most one element of F . Especially, we have |F | ≤ k. A chain decomposition is
called a Dilworth decomposition if there does not exist a chain decomposition with a
smaller number of chains. The next theorem is due to Dilworth (1950), Theorem 1.1:
Theorem 3 (Dilworth)The cardinality of amaximumantichain in afinite poset (P,≤)
is equal to the smallest number of chains in a chain decomposition of (P,≤).
A chain C = (a1 ≤ a2 ≤ · · · ≤ ak) in P is called saturated if ai+1 covers ai
for all 1 ≤ i ≤ k − 1. Suppose that the poset (P,≤) is graded with degree map
deg : P → N and has finite rank n = rk(P). A chain C = (a1 ≤ a2 ≤ · · · ≤ ak) in P
is called symmetric if it is saturated and the equality deg(a1) + deg(ak) = n holds. A
chain decomposition P = C1 C2  · · · Ck is called symmetric if every chain Ci is
symmetric. We say that the graded poset (P,≤) is a symmetric chain order if it admits
a symmetric chain decomposition. Engel (1997), Theorem 5.1.4 proves a relationship
between symmetric chain orders and Sperner posets:
Theorem 4 If the graded poset (P,≤) is a symmetric chain order, then it is Sperner.
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As an application of the theorem, Mühle (2015) shows that certain posets of non-
crossing partitions are Sperner.Noncrossing partition posets can be attached toCoxeter
groups and play an important role in combinatorics and representation theory.
Suppose that (P,≤P ) and (Q,≤Q) are two posets. The direct sum is the par-
tial order ≤P×Q on the set P × Q such that (a, b) ≤P×Q (c, d) if and only if
a ≤P c and b ≤Q d. If P and Q are graded posets with degree maps degP and
degQ , then the direct product (P × Q,≤P×Q) is graded with collated degree map
degP×Q(a, b) = degP (a) + degQ(b) for all a ∈ P, b ∈ Q. The next theorem is
a product theorem for symmetric chain orders. The main idea is due to Bruijn et al.
(1951) and formal proofs are due toAigner (1975),Alekseev (1988) andGriggs (1977).
Theorem 5 If the graded posets (P,≤P ) and (Q,≤Q) are both symmetric chain
orders, then the direct product (P × Q,≤P×Q) is a symmetric chain order as well.
Example 1 For a natural number k the poset Ch(k) = (0 ≤ 1 ≤ · · · ≤ k) is called the
chain poset of length k + 1. It becomes a graded poset when we define deg(a) = a
for all 0 ≤ a ≤ k. By construction the chain poset Ch(k) is a symmetric chain order.
For natural numbers k1, k2, . . . , kr let Ch(k1, k2, . . . , kr ) be the set of all sequences
(a1, a2, . . . , ar ) ∈ Nr such that 0 ≤ ai ≤ ki for all 1 ≤ i ≤ r . We order the
set by the direct sum partial order, i.e. we say (a1, a2, . . . ar ) ≤ (b1, b2, . . . , br )
if and only if ai ≤ bi for all 1 ≤ i ≤ r . Clearly, we have Ch(k1, k2, . . . , kr )
= Ch(k1) × Ch(k2) × · · · × Ch(kr ) and the product theorem implies that the poset
Ch(k1, k2, . . . , kr ) is a symmetric chain order and hence Sperner. The poset is known
as the chain product.
1.2 Quiver representations
A quiver Q = (Q0, Q1) is a finite directed graph with vertex set Q0 and arrow set
Q1. A vertex i ∈ Q0 is called a source if there does not exist an arrow α ∈ Q1 that
ends in i . Similarly, a vertex i ∈ Q0 is called a sink if there does not exist an arrow
α ∈ Q1 that starts in i .
We fix a field k. A representation of Q is a collection V = ((Vi )i∈Q0 , (Vα)α∈Q1)
consisting of a finite-dimensional k-vector space Vi for every vertex i ∈ Q0 and
a k-linear map Vα : Vi → Vj for every arrow α : i → j in Q1. We denote by
dimV = (dimk Vi )i∈Q0 the dimension vector of V . The support of V is defined as the
set supp(V ) = {i ∈ Q0 : Vi = 0}. Furthermore, the sum dimk(V ) = ∑i∈Q0 dimk(Vi )
is called the dimension of V .
A subrepresentation U of V is representation of Q such that Ui ⊆ Vi is a k-vector
subspace for every vertex i ∈ Qi and Uα(x) = Vα(x) for every arrow α : i → j in
Q1 and every element x ∈ Ui . In particular, we have Uα(Ui ) ⊆ Uj for every arrow
α : i → j . Given a subrepresentationU ⊆ V , we can define a quotient representation
V/U by vector spaces (V/U )i = Vi/Ui for all vertices i ∈ Q0 and induced canonical
maps (V/U )α : Vi/Ui → Vj/Uj for all arrows α : i → j . The representation V with
Vi = 0 for all i ∈ Q0 is called the zero representation, where necessarily Vα = 0 for
all α ∈ Q1. A representation V is called simple if it does not admit a non-zero proper
subrepresentation 0  U  V .
123
Beitr Algebra Geom (2018) 59:1–20 5
Fig. 2 A path with n vertices 1 2 3 n
Suppose that V,W are two representations of the same quiver Q. A morphism
φ : V → W is a collection of k-linear maps φi : Vi → Wi for all vertices i ∈ Q0 such
that Wα ◦ φi = φ j ◦ Vα for all arrows α : i → j in Q1. Representations of Q over
k together with their morphisms form a category denoted repk(Q). The morphism
with φi = 0 for all i ∈ Q0 is called the zero morphism. It is easy to see that a
morphism φ = (φi )i∈Q0 is a categorical monomorphism if and only if every linear
map φi is injective. If U is a subrepresentation of V , then the family of canonical
inclusions Ui ↪→ Vi provides a basic example of a monomorphism φ : U → V .
Dually, a morphism φ = (φi )i∈Q0 is a categorical epimorphism if and only if every
linear map φi is surjective. It is easy to see that a morphism φ = (φi )i∈Q0 admits an
inverse morphism if and only if every linear map φi is invertible. Hence a morphism
φ : V → W is a categorical isomorphism if and only if it is both a monomorphism
and an epimorphism. In this case we say that V and W are isomorphic and we write
V ∼= W .
The category repk(Q) is equivalent to the category of finite-dimensional modules
over the path algebra kQ.
Suppose that V,W are two representations of the same quiver Q. The direct sum
V ⊕ W is the representation with (V ⊕ W )i = Vi ⊕ Wi for all vertices i ∈ Q0 and
(V ⊕ W )α =
(
Vα 0
0 Wα
)
: Vi ⊕ Wi → Vj ⊕ Wj
for all arrows α : i → j . A representation is called decomposable if it is isomorphic
to a direct sum V ⊕ W with V,W = 0. It is called indecomposable otherwise. Note
that every simple representation is indecomposable but the converse statement does
not hold in general. A quiver is called representation finite if there are only finitely
many indecomposable representations up to isomorphism. It is called representation
infinite otherwise.
Let a path of length n be an undirected graph as in Fig. 2. To unify the description of
quivers which are representation finite, let us introduce star-shaped undirected graphs
as graphs with a central vertex c from which r paths of varying lengths start. More
formally, for integers r ≥ 0 and 1, . . . , r ≥ 1 let Star(1, . . . , r ) be the graph with
n = 1 + ∑ri=1 i vertices and edges c vi,1 , vi, j vi, j+1 for 1 ≤ i ≤ r
and 1 ≤ j ≤ i − 1. Pictorially such a graph can be seen in Fig. 3.
A star-shaped undirected graph with n vertices is said to be a Dynkin diagram
of typeAn if r = 1, 1 = n − 1, it is Dynkin diagram of typeDn if r = 3,
1 = 2 = 1, 3 = n − 3 and Dynkin diagram of type En if r = 3, 1 = 1, 2 = 2
and 3 = n − 4 for n ∈ {6, 7, 8}.
Gabriel (1972) then classifies representation finite quivers as follows:
Theorem 6 (Gabriel) A (non-empty) connected quiver with n vertices is representa-
tion finite if and only if its underlying undirected graph is a Dynkin diagram of type
An, Dn or En. In this case, the map V → dimV induces a bijection between the
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c
v1,1
v1,2
v1 1
v2,1v2,2v2 2
v3,1
v3,2
v3 3
vr−1,1
vr−1,2
vr−1 r−1
vr,1
vr,2
vr r
Fig. 3 Star-shaped undirected graph
Fig. 4 Morphisms between
indecomposable representations
of a quiver of type A2
P1 =
S1 =
(k k)
(k 0)
id
0
φ1 φ2
P1 =
S2 =
(k k)
(0 k)
id
0
ψ1 ψ2
isomorphism classes of indecomposable representations and the positive roots in the
corresponding root system.
Especially, representation finiteness only depends on the underlying diagram and
not on the orientation. We say that quivers as in Theorem 6 are of type An , Dn and En
respectively and call themDynkin if we do not wish to distinguish between these three
families. For those readers not familiar with representation theory, let us consider one
basic example to clarify the notions above.
Example 2 Let Q be the quiver 1
α−→ 2 of type A2. One representation is then given
by V1 = k, V2 = 0 and the zero map; denote this representation by S1 = (k → 0).
Since its only proper subrepresentation is the zero representation, we clearly see that
it is simple. Similarly, S2 = (0 → k) is a simple and thus also an indecomposable
representation. Gabriel’s theorem asserts the existence of a third indecomposable rep-
resentation with dimension vector (1, 1), namely the representation P1 = (k id−→ k).
It is an easy observation that the zero morphism is the only morphism from S1 to P1,
i.e. the left diagram in Fig. 4 commutes if and only if φ1 = 0 = φ2.
On the other hand, the choiceψ1 = 0 andψ2 = id makes the right diagram of Fig. 4
commutative, hence we obtain a nonzero morphism from S2 to P1. Since the identity
map is injective, the morphism (ψ1, ψ2) is even a monomorphism of representations.
By Gabriel’s theorem, a general representation has the form V = Sa1 ⊕ Pb1 ⊕ Sc2 for
some integers a, b, c ≥ 0, so that V1 = ka ⊕ kb, V2 = kb ⊕ kc, and Vα =
(
0 id
0 0
)
in
block form.
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2 Maximum antichains in monomorphism posets of indecomposable
representations for type A quivers
In this section, we wish to study maximum antichains in posets attached to various
quiver representations.
Gabriel’s Theorem 6 provides a nice description of the indecomposable representa-
tions of a Dynkin quiver Q, which serve as building blocks for all representations of Q.
Of equal importance are the morphisms between the representations. The morphisms
are encoded by the Auslander–Reiten quiver of Q and every arrow in the Auslander–
Reiten quiver epitomizes either a monomorphism or an epimorpism. Some authors
restrict themselves to monomorphisms. The idea goes back to Ringel and Schmid-
meier (2008) who introduced monomorphism categories in order to solve a problem
of Birkhoff [monomorphism categories are in itself an intense object of study, see the
introduction in Zhang (2011) for a short overview of this topic]. In this section we
wish to investigate the poset (PQ,≤) by taking indecomposable representations of a
Dynkin quiver Q of type A and order them by inclusion.
This poset has a number of interesting properties. For example, a theorem of Opper-
mann et al. (2015) and Gabriel (1972) asserts that downward closed subsets of PQ
stand in bijection with the elements of the corresponding Weyl group (i.e. the sym-
metric group Sn if Q is any orientation of the Dynkin diagram An). Such a downward
closed subset is uniquely determined by its maximal elements. The maximal elements
form an antichain; conversely every antichain determines a downward closed subset.
It is therefore interesting to study large antichains, because they yield large subrepre-
sentation closed categories of representations.
On a related note, in recent work of Ringel (2013), antichains within the root poset
of quivers of Dynkin type have been studied when the partial ordering is given by
x ≤ y if y − x is a non-negative linear combination of elements in the basis of simple
roots. For such posets, the maximal cardinality of any antichain clearly equals the
number of vertices of the Dynkin diagram in question and antichains of cardinality
n − 1 are considered instead. Rather than following the above approach by studying
the dimension vectors of indecomposable representations, for us it seemsmore natural
to investigate the poset of inclusions directly.
2.1 Poset properties
Let n ≥ 1 be a natural number and Q be a Dynkin qiver of type An . For natural
numbers 1 ≤ a ≤ b ≤ n use the shorthand notation [a, b] for the representation
with vector spaces Vi = k for a ≤ i ≤ b and Vi = 0 elsewhere, and linear maps
Vα = (Vi → Vj ) = idk for arrows α : i → j with a ≤ i, j ≤ b and Vα = 0 for all
others. In the case where a = b we simply write [a] instead of [a, a].
Example 3 Consider again the quiver Q from Example 2. Then the indecomposable
modules are S1 = [1], S2 = [2] and P1 = [1, 2].
As a consequence of Gabriel’s theorem, every indecomposable representation of
Q is isomorphic to [a, b] for appropriate choices of 1 ≤ a ≤ b ≤ n.
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k
0
0 0
k
0 0
0
k k
k
0 0
k
k k
k
k
Fig. 5 Indecomposable representations of alternating A3
Fig. 6 Hasse diagram of
indecomposable representations
of alternating A3
[1] [2] [3]
[1,2] [2,3]
[1,3]
Example 4 Let Q be the quiver 1 ← 2 → 3. The set of isomorphism classes of inde-
composable representations contains 6 elements: [1], [2], [3], [1, 2], [2, 3], [1, 3].
These representations are visualized in Fig. 5. To simplify the notation, whenever we
draw an arrow between one-dimensional vector spaces, we assume that the associated
map is the identity.
For the rest of this section, let (PQ,≤) be the poset with set
PQ =
{[a, b] : 1 ≤ a ≤ b ≤ n}
and [a, b] ≤ [a′, b′]whenever there exists a monomorphism [a, b] ↪→ [a′, b′]. Equiv-
alently, we have [a, b] ≤ [a′, b′] if and only if [a, b] is a subrepresentation of [a′, b′].
Example 5 Consider again the quiver as in Example 4. Then [1] ≤ [1, 2] and
[1] ≤ [1, 3], but [1, 2]  [1, 3]. The Hasse diagram of this poset is shown in Fig. 6.
Remark 1 The poset (PQ,≤) for Q a Dynkin quiver of type An may be graded as
in Example 5, but this is not generally the case as we observe later on in Example 6.
What is more, for n > 1 these posets are never bounded and thus never Sperner as the
simple representations supported on a source yield isolated vertices in the poset.
2.2 Linear orientation
In this and the following subsections, we will restrict to particular orientations of the
path from Fig. 2. For now, we consider the linear orientation with unique sink at 1 and
unique source at n, see Fig. 7.
Then [a, b] ≤ [a′, b′] if and only if a = a′ and b ≤ b′. Hence the poset (PQ,≤)
decomposes into n disjoint chains
Ci =
(
[i] ≤ [i, i + 1] ≤ [i, i + 2] ≤ · · · ≤ [i, n]
)
Fig. 7 Linear orientation of
type An
1 2 3 n
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1
2
−1
s
s+1
s+2
s+ r−1
s+ r
Fig. 8 Simple zigzag orientation of type An
for all 1 ≤ i ≤ n and we immediately obtain the following result.
Proposition 1 A maximum antichain of (PQ,≤) for linearly oriented An consists of
exactly n elements.
2.3 Simple zigzag
Let 1 ≤ s ≤ n and consider the orientation of the path of length n with a unique source
at position s. For s = 1 or s = n the case degenerates to the linear orientation (up to
reordering the vertices) of Sect. 2.2. To simplify the notation, denote  = s − 1 and
r = n − s so that the quiver is of the form as shown in Fig. 8.
Theorem 7 The set F =
{
[a, b] : a ≤ s ≤ b
}
is a maximum antichain of size
( + 1)(r + 1) in (PQ,≤).
Proof Let [a, b] and [a′, b′] be distinct elements from the set F and suppose there
exists a monomorphism φ : [a, b] ↪→ [a′, b′]. This implies a′ ≤ a and b ≤ b′. Since
these elements are distinct, a′ < a or b < b′. Without loss of generality, we may
restrict to a′ < a. Then the linear map corresponding to α : a → (a − 1) is zero in
[a, b]whereas in [a′, b′] it is the identity. But idk ◦φa = φa−1◦0 yields a contradiction.
Hence F is an antichain.
To show thatF is a maximum antichain, we describe a particular chain decompo-
sition of (PQ,≤) and observe that F contains precisely one element of each chain.
For 1 ≤ i ≤  and 1 ≤ j ≤ r let
Li =
(
[i] ≤ [i, i + 1] ≤ · · · ≤ [i, s]
)
,
R j =
(
[s + j] ≤ [s + j − 1, s + j] ≤ · · · ≤ [s, s + j]
)
.
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[6] [5] [4] [3] [2] [1]
[5,6] [4,5] [3,4] [2,3] [1,2]
[4,6] [3,5] [2,4] [1,3]
[3,6] [2,5] [1,4]
[2,6] [1,5]
[1,6]
Fig. 9 Hasse diagram of the monomorphism poset of a quiver of type A6
We then obtain a chain decomposition of the entire poset P as follows:
P =
⎛
⎝
⊔
1≤i≤
Li
⎞
⎠ 
⎛
⎝
⊔
1≤ j≤r
R j
⎞
⎠ 
(
⊔
a<s<b
{
[a, b]
})

{
[s]
}
. (1)
Note that the sets of indecomposable representations on the right hand side of the union
in (1) are to be understood as chains of size one. Every element ofF lies in exactly one
chain in (1) as the maximal element. The number of elements in an antichain is thus
bounded above by the number of chains in the decomposition in (1), which coincides
with the cardinality ofF by construction. This implies that the decomposition in (1)
is a Dilworth decomposition and that F is a maximum antichain. 
Example 6 Let n = 6 and s = 3, hence  = 2 and r = 3. The Hasse diagram drawn
horizontally and [a, b] ≤ [a′, b′] indicated by arrows [a, b] → [a′, b′] is shown in
Fig. 9. The elements of the set F are highlighted.
2.4 Alternating orientation
For this subsection, letm ≥ 1 be a natural number and n = 2m+1. Then we consider
the quiver Q which arises from the alternating orientation of the path of length n
starting and ending with a sink, see Fig. 10.
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Fig. 10 Alternating orientation
of path of length n with m
sources
1
2
3
4
2m−1
2m
2m+1
Table 1 Chains depending on a choice of one or two sources
Chain Condition Cardinality
Name Description
C[a] ([a]) 1
C[a,n] ([a, n]) a = 2 1
C[1,a] ([a − 1, a] ≤ [a − 3, a] ≤ · · · ≤ [3, a] ≤ [1, a]) a/2
C[a,b] ([a + 1, b − 1] ≤ [a, b − 1] ≤ [a, b]) a < b 3
Theorem 8 Let F = Fsrc  F1−src  Fsrc−n  F1−n be the union of the following
four sets:
Fsrc =
{[a, b] : a ≤ b sources}, Fsrc−n =
{[a, n] : a source},
F1−src =
{[1, b] : b source}, F1−n =
{[1, n]}.
Then F is a maximum antichain of size 12m(m + 1) + 2m + 1 =
(
m+2
2
) + m.
Proof Using the same arguments as in the proof of Theorem 7, we see that F is an
antichain. And as before, we provide a chain decomposition of the entire poset to show
that it is also maximum.
Let a and b be sources. Then consider the chains in Table 1 depending on a choice
of one or two sources.
Furthermore, we also consider two chains C[1,n] and C[2,n] not depending on a
choice of sources, both of cardinality m + 1:
C[1,n] =
(
[1] ≤ [1, 3] ≤ [1, 5] ≤ · · · ≤ [1, n]
)
,
C[2,n] =
(
[n] ≤ [n − 2, n] ≤ [n − 4, n] ≤ · · · ≤ [5, n] ≤ [3, n] ≤ [2, n]
)
.
By construction, all of the chains above are pairwise disjoint. Altogether these chains
exhaust all elements of the poset since
n(n + 1)
2
= (2m + 1)(2m + 2)
2
= 2m2 + 3m + 1
= m · 1 + (m − 1) · 1 + m(m + 1)
2
+
(
m
2
)
· 3 + 2 · (m + 1).
Thus they form a chain decomposition of (PQ,≤) and every element of F lies in
exactly one chain as the maximal element. 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[1] [3] [5] [7]
[1,2] [1,3] [3,4] [2,3] [3,5] [5,6] [4,5] [5,7] [6,7]
[1,4] [2,4] [1,5] [2,5] [3,6] [3,7] [4,6] [4,7]
[1,6]
[1,7]
[2,6] [2,7]
[2] [4] [6]
Fig. 11 Hasse diagrams of alternating orientations of A6 and A7
We can apply this construction to a particular subquiver of Q. Let Q′ be the full
subquiver of Q with the vertex n deleted, i.e. the alternating orientation of the path of
length n − 1 starting with a sink and ending with a source. Then we notate n′ = n − 1
and observe that Q′ has indeed n′ = 2m vertices and m sources.
Corollary 1 Let F ′src = Fsrc\
{[2, n′]} and F ′1−src = F1−src\
{[1, n′]}. Then
F ′ = F ′src  F ′1−src 
{[1, n′ − 1]}  {[2, n′ − 1]}  {[3, n′]}
is a maximum antichain of (PQ′ ,≤) of cardinality 12 (m + 1)(m + 2).
Proof The Dilworth decomposition in the proof of Theorem 8 degenerates to a
Dilworth decomposition of PQ′ if one removes all those elements supported at
vertex n. 
Example 7 Let us consider the case for m = 3, hence n = 7 and n′ = 6. The Hasse
diagrams of the posets (PQ,≤) and (PQ′ ,≤) are shown in Fig. 11. Those nodes
contained inPQ but not inPQ′ are shaded gray above the downward diagonal. The
elements inF are highlighted in blue below the downward diagonal and those ofF ′
in red above the downward diagonal.
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Remark 2 For the only case where the alternating orientation of this section coincides
with the simple zigzag of Sect. 2.3, the maximum antichains of Theorems 7 and 8 are
identical.
Other orientations of the diagram An than the ones discussed above are less symmet-
ric and thus allow for higher combinatorial complexity. The constructions of Dilworth
decompositions do not generalise to arbitrary orientations and computational experi-
ments suggest that the combinatorics of those cases are much more intricate than what
we have previously seen. Nevertheless, it should be feasible to obtain similar results
with the same techniques as above for particular orientations of quivers of type Dn .
In addition, it would be interesting to see for which orientation of the diagram An the
poset (P,≤) has largest width, and whether this maximum is obtained by a simple
zigzag with the unique source in the middle of the quiver.
3 Sperner theorems for subrepresentation posets in type A
3.1 A Sperner theorem for subrepresentations posets in type A2
Let V be a representation of a quiver Q = (Q0, Q1) over a field k. We denote by
PV the set of all subrepresentationsU ⊆ V . Assume thatU1,U2 ∈ PV . We say that
U1 ≤ U2 if and only ifU1 is a subrepresentation ofU2. In this way, (PV ,≤) becomes
a partially ordered set.
Proposition 2 If every simple representation of Q is 1-dimensional, then the dimen-
sion function U → dimk(U ) defines a grading of the subrepresentation poset
(PV ,≤).
Proof The only minimal element in PV is the zero representation which satisfies
dim(0) = 0. Suppose that U2 ∈ PV covers U1 ∈ PV , i.e. U1 ≤ U2 and there does
not exist an element U3 ∈ PV such that U1 < U3 < U2. The third isomorphism
theorem implies that the quotient representationU2/U1 is nonzero and that there does
not exist a representation 0  U  U2/U1. ThusU2/U1 is simple and the assumption
implies dimk(U2) − dimk(U1) = 1. 
Note that the condition of the previous proposition is satisfied if the quiver Q does
not contain oriented cycles which we assume from now on. Additionally, we assume
that k = Fq is a finite field Fq with q elements. For every natural number n ∈ N we
define the Gaussian integer as [n]q = (qn − 1)/(q − 1). Note that [n]q = 1+ q + q2
+· · ·+qn−1 can be simplified to a polynomial in q which specializes to nwhenwe plug
in q = 1. Moreover, [n]q is equal to the number of 1-dimensional vector subspaces of
F
n
q . The polynomial [n]q ! = [1]q · [2]2 · · · · · [n]q is called Gaussian factorial. For a
natural number 0 ≤ d ≤ n the polynomial (nd
)
q = [n]q !/([d]q ! · [n − d]q !) is called
Gaussian binomial coefficient. Note that
(n
d
)
q is equal to the number of d-dimensional
vector subspaces ofFnq . Likewise the number of (d+1)-dimensional k-vector spacesU
such that kd ⊆ U ⊆ kn is equal to [n−d]q . Dually, the number of (n−1)-dimensional
vector spaces U such that kd ⊆ U ⊆ kn is also equal to [n − d]q .
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Theorem 9 If Q = (1 → 2) is the quiver of type A2 and V = Pa1 is a direct sum of
copies of the indecomposable, projective representation P1, then the subrepresentation
poset (PV ,≤) is Sperner.
Proof Note that the rank of the poset is equal to dimk(V ) = 2a. For brevity we write
Pi,V instead of (PV )i for 0 ≤ i ≤ 2a. A subrepresentation X ⊆ V is given by two
vector spaces 0 ⊆ X1 ⊆ X2 ⊆ ka . We apply Stanley’s Theorem 2. For every integer
i we define two maps
Ui : QPi,V → Pi+1,V , Di : QPi,V → Pi−1,V ,
X →
∑
Y∈Pi+1,V
Y≥X
Y, X →
∑
Z∈Pi−1,V
Z≤X
Z .
for every X ∈ Pi,V and extend linearly. By construction Di is adjoint toUi−1 for every
i . We can generalize Stanley’s commutation relation for the up and down operators
from type A1 to type A2. More precisely, we claim
(
Di+1 ◦Ui −Ui−1 ◦ Di
)
(X) =
(
[a − d2]q − [d1]q
)
X (2)
for every X ∈ Pi,V with dimension vector (d1, d2).
For a proof of the claim, let X ∈ Pi,V .We compute the coefficients of the expansion
of (Di+1◦Ui −Ui−1◦Di )(X) in the standard basisPi,V ofQPi,V .We distinguish the
following cases. First, suppose that X ′ ∈ Pi,V is a representation such that X ′1 ⊆ X1
and X2 ⊆ X ′2 are both subspaces of codimension 1. In this case, (X1 ⊆ X ′2) and
(X ′1 ⊆ X2) are both subrepresentations of V so that the coefficient corresponding to
X ′ in the expansion of (Di+1 ◦ Ui − Ui−1 ◦ Di )(X) is equal to 1 − 1 = 0. Second,
suppose that X ′ ∈ Pi,V is a representation such that X1 ⊆ X ′1 and X ′2 ⊆ X2 are both
subspaces of codimension 1. With the same arguments as before the coefficient corre-
sponding to X ′ in the expansion of (Di+1 ◦Ui −Ui−1 ◦ Di )(X) is equal to 1− 1 = 0.
Third, suppose that X ′ ∈ Pi,V is a representation such that X ′1 = X1 and X ′2 = X2.
Then the coefficients corresponding to X ′ in the expansions of (Di+1 ◦ Ui )(X) and
(Ui−1 ◦ Di )(X) are zero unless dimk(X2 ∩ X ′2) = d2 − 1 which is equivalent to
dimk(X2 + X ′2) = d2 + 1. In this case, the coefficient corresponding to X ′ in the
expansion of (Di+1 ◦ Ui − Ui−1 ◦ Di )(X) is equal to 1 − 1 = 0. The fourth case
where X ′ ∈ Pi,V is a representation such that X ′2 = X2 and X ′1 = X1 is treated
similarly. Fifth, suppose that X ′ = X . The coefficient corresponding to X ′ in the
expansion of (Di+1 ◦ Ui )(X) is equal to the number of (d1 + 1)-dimensional vector
spaces Y1 such that X1 ⊆ Y1 ⊆ X2 plus the number of (d2 + 1)-dimensional vec-
tor spaces Y2 such that X2 ⊆ Y2 ⊆ ka , namely [d2 − d1]q + [a − d2]q . Moreover,
the coefficient corresponding to X ′ in the expansion of (Ui−1 ◦ Di )(X) is equal to
the number of (d1 − 1)-dimensional vector spaces Z1 such that 0 ⊆ Z1 ⊂ X1 plus
the number of (d2 − 1)-dimensional vector spaces Z2 such that X1 ⊆ Z2 ⊆ X2,
namely [d1]q + [d2 − d1]q . The difference of the two terms is equal to the term
[a − d2]q − [d1]q from Eq. (2). For all other cases X ′, the coefficient correspond-
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Fig. 12 Subrepresentation poset in type A2
ing to X ′ ∈ Pi,V in the expansion of (Di+1 ◦ Ui − Ui−1 ◦ Di )(X) is equal to
0.
Next, we claim that if 0 ≤ i < a, then Ui is injective. Dually, if a < i ≤ 2a, then
Di is injective. We prove the first statement only, the second statement can be proved
using the same arguments. The assumption i < a implies 0 < a − i = a − d2 − d1
for every X ∈ Pi,V . It follows that a − d2 > d1 and [a − d2]q > [d1]q for every
X ∈ Pi,V . By Eq. (2) the matrix of the linear map Di+1 ◦Ui −Ui−1 ◦Di (with respect
to the standard basis) is a diagonal matrix with positive diagonal entries. Especially, it
is positive definite. Moreover, the adjointness of Ui−1 and Di implies that the matrix
corresponding to the composition Ui−1 ◦ Di (with respect to the standard basis) is
positive semi-definite. The sum of the two matrices must be positive definite as well.
Especially, Di+1 ◦Ui must be invertible so that Ui is injective. 
Example 8 Figure 12 shows the poset of subrepresentations of the 4-dimensional
representation P21 over the finite field with 5 elements. The subrepresentations of
dimension 2 form a maximum antichain of cardinality 7.
Remark 3 Let Q = (1 → 2 → · · · → n) for some n ≥ 1, and let V = Pa1 for
some a ≥ 0. We believe that the poset (PV ,≤) is Sperner in general. In addition
to the case in Theorem 9, we were able to verify all choices for n, a and q with
(n, a, q) ∈ {3}×{1, 2, 3}×{2, 3} by computer calculations. Unfortunately, the above
method of proof does not workwhen n ≥ 3 for the following reason. Suppose that X ⊆
V is a subrepresentation with dimension vector (d1, d2, . . . , dn). Then the coefficient
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corresponding to X in (Di+1 ◦Ui ) (X) is equal to ∑nr=1[dr+1 − dr ]q whereas the
coefficient corresponding to X in (Ui−1 ◦ Di ) (X) is equal to ∑n−1r=0 [dr+1 − dr ]q .
Here we interpret dn+1 = a and d0 = 0. The difference of the two sums is equal to
[a − dn]q − [d1]q . This term is not positive for all X with dimk(X) ≤ 12 dimk(V ),
which would enable us to draw similar conclusions as in the proof of Theorem 9.
3.2 A Sperner result for subrepresentation posets over pointed sets
In this section we will study quiver representations with values in the category of
pointed sets.
As the authors’ background and main interest lies in the study of cluster algebras
Fomin and Zelevinsky (2002), Fomin and Zelevinsky (2003), Berenstein et al. (2005)
and Fomin and Zelevinsky (2007), let us shortly describe the connection between these
algebras and pointed sets. Caldero–Chapoton’s prominent cluster character Caldero
and Chapoton (2006) relates quiver representations on the one side with cluster alge-
bras on the other. It assigns to a representation V of aDynkin quiver Q with n vertices a
Laurent polynomial XV ∈ Z[x±11 , x±12 , . . . , x±1n ]. We may think of it as the multivari-
ate generating function of the Euler characteristics χ(Grd(V )) of the Grassmannian
varieties of subrepresentations U ⊆ V for various dimension vectors dim(U ) = d.
The Euler characteristics are usually computed by counting subrepresentations over
Fq and then specializing q = 1. Under this specialisation, the counting problem to
determine the Euler characteristic of a given representation often becomes a count-
ing problem over the category of pointed sets. So it might be interesting to study the
subrepresentation poset of a representation over the category of pointed sets. In light
of this connection between cluster algebras, quiver respresentations and pointed sets,
studying the latter objects might lead to new insights for and a better understanding
of the intricate combinatorics in cluster algebras.
A pointed set (A, 0A) is a set A together with a distinguished element 0A ∈ A. The
set is also known as a based set with basepoint 0A. A pointed subset of a pointed set
(A, 0A) is a subset B ⊆ A that contains 0A as its basepoint. Let (A, 0A) and (B, 0B) be
two pointed sets. A morphism between (A, 0A) and (B, 0B) is a map f : A → B with
f (0A) = 0B such that the restriction f |A\ f −1(OB ) : A\ f −1(OB) → B is injective.
The pointed sets together with the morphisms form the category of pointed sets. Some
authors also use the term vector spaces over the field with one element. Especially,
we say that the morphism f : (A, 0A) → (B, 0B) is an isomorphism if there exist a
morphism g : (B, 0B) → (A, 0A) such that g ◦ f = idA and f ◦ g = idB . Note that in
this case f and g are bijections and we say that (A, 0A) and (B, 0B) are isomorphic
and we write (A, 0A) ∼= (B, 0B). The direct sum (A, 0A) ⊕ (B,0B) of two pointed
sets is the set
C = (A\{0A})  (B\{0B})  {0C }
with basepoint 0C . We have canonical inclusions ιA : A → C and ιB : B → C and
canonical projections πA : C → A and πB : C → B such that πA ◦ ιA = idA and
πB ◦ ιB = idB . Moreover, we define the dimension dim(A, 0A) = |A| of a pointed
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Fig. 13 A star shaped quiver of
type E6
65
43
21
set to be the cardinality of the underlying set. Up to isomorphism there is exactly one
pointed set of dimension 0 which we sometimes abbreviate as 0.
Let Q = (Q0, Q1) be a quiver. A representation of Q with values in the cate-
gory of pointed sets is a collection X = ((Xi , 0Xi )i∈Q0 , (Xα)α∈Q1) consisting of
a pointed set (Xi , 0Xi ) for every vertex i ∈ Q0 and a morphism of pointed sets
Xα : (Xi , 0Xi ) → (X j , 0X j ) for every arrow α : i → j in Q1. Szczesny (2012)
studies such representations. Let us recall some basic constructions.
First, there is the zero representation with Xi = 0 for all vertices i ∈ Q0. A
subrepresentation U of X is representation of Q such that (Ui , 0Ui ) ⊆ (Xi , 0Xi )
is a pointed subset for every vertex i ∈ Qi and Uα(u) = Vα(u) for every arrow
α : i → j in Q1 and every element u ∈ Ui . Especially we have Uα(Ui ) ⊆ Uj for
every arrow α. A representation is called simple if it does not admit a nonzero proper
subrepresentation. Suppose that X,Y are two representations of the same quiver Q
with values in the category of pointed sets. A morphism φ : X → Y is a collection of
morphisms of pointed sets φi : (Xi , 0Xi ) → (Yi , 0Yi ) for all vertices i ∈ Q0 such that
Xα ◦ φi = φ j ◦ Yα for all arrows α : i → j in Q1. It is called an isomorphism if every
Xα is an isomorphism in the category of pointed sets. In this case we say that X and
Y are isomorphic and we write X ∼= Y .
The direct sum X ⊕ Y is the representation with (X ⊕ Y )i = (Xi , 0Xi ) ⊕ (Yi , 0Yi )
for all vertices i ∈ Q0 and (X ⊕ Y )α(x) = Xα(x) and (X ⊕ Y )α(y) = Yα(y) for all
elements x ∈ Xi\{0Xi }, y ∈ Yi\{0Yi } and all arrows α : i → j in Q1. A representa-
tion is called decomposable if it is isomorphic to a direct sum X ⊕ Y with X,Y = 0.
It is called indecomposable otherwise. Szczesny (2012), Theorem 5 describes inde-
composable representations with values in the category of pointed sets for quivers
whose underlying undirected diagram is a tree. In this case, the isomorphism classes
of indecomposable representations correspond to connected subquivers Q′ of Q. The
indecomposable representation X ′ corresponding to Q′ satisfies dim(Xi , 0Xi ) = 1 if
i ∈ Q′ and dim(Xi , 0Xi ) = 0 otherwise.
Let X be a representation of Q with values in the category of pointed sets. We
denote by PX the finite set of all subrepresentations U of X . As before, we define a
partial order on the setPX by puttingU1 ≤ U2 if and only ifU1 is a subrepresentation
ofU2. As in Sect. 3.1 the poset is graded whenwe define a degreemap dim : PX → N
by dim(X) = ∑i∈Q0 dim(Xi ). The following proposition is immediate:
Proposition 3 Let X and Y be two representations of Q. Then the poset (PX⊕Y ,≤)
is isomorphic to the direct product (PX ,≤) × (PY ,≤).
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Fig. 14 The Hasse diagram of a subrepresentations poset over pointed sets
Proposition 4 Let r ≥ 1 and 1, 2, . . . , r ≥ 1 be integers. We consider the quiver
Q with underlying undirected star-shaped graph as in Sect. 1.2, with a unique source
c and r rays
c → v1,i → v2,i → · · · → vi,i
for 1 ≤ i ≤ r . Let X be an indecomposable representation of Q with values in the
category of pointed sets. Then (PX ,≤) is Sperner.
Proof Without loss of generality we may assume supp(X) = Q0. The case r = 1
is easy so let us assume r ≥ 2. A maximum antichain cannot contain the represen-
tation X itself. Now notice that (PX\{X},≤) is isomorphic to the chain product
Ch(1, 2, . . . , r ) from Example 1. The desired result follows. 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A similar statement is true for the star-shaped quiver whose vertices are oriented
towards the inner vertex.
Example 9 Let us illustrate the Proposition 4 for r = 3 and (l1, l2, l3) = (2, 1, 2).
In this case Q is the Dynkin quiver of type E6 in Fig. 13. According to Szcesny’s
theorem every indecomposable representation X satisfies dim(Xi , 0xi ) ∈ {0, 1} for
all i ∈ Q0. We denote the 0-dimensional pointed set by ◦ and the 1-dimensional
pointed set by •. Now let X be the indecomposable representation with Xi = • for
all i ∈ Q0 and Xα = id• for all α ∈ Q1. A subrepresentation Y ⊆ X satisfies
Yi ∈ {◦, •} for all i ∈ Q0, and a map Yα : Yi → Y j is necessarily the identity map if
Yi = Y j = •. The Hasse diagram of the poset (PX ,≤) is shown in Fig. 14. Note that
the subrepresentations of dimension 3 form a maximum antichain of size 5.
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