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R276combining deep sequencing and
bioinformatic approaches with genetic
analysis to investigate gene regulatory
mechanisms [1,4–8]. By showing
that the loss of ego-1 activity results
in over-expression of developmentally
important mRNAs, Maniar and Fire
provide evidence that small RNAs
function to limit mRNA levels in the
germ line and also identify candidate
mRNAs whose mis-regulation may
contribute directly to the ego-1 mutant
phenotype. As deep sequencing
technologies continue to be developed
in coming years, it seems likely such
data will continue to complement
genetic approaches to yield major
insights into developmental
mechanisms.
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Flexibility Than Synaptic StrengthThe leech heartbeat neural network is famous for its constancy in both
architecture and functional output across animals. A recent study, however,
has found that the synaptic strengths underlying this constancy are quite
variable across animals.Jean-Marc Goaillard
A large body of recent work now
argues that there is a great deal of
animal-to-animal variation in the
biophysical properties that contribute
to neural circuit dynamics [1–7]. In
a recent study of the central pattern
generator (CPG) that controls the leech
heartbeat, Norris et al. [8] found that
precisely predicting the output of
a neuron on the basis of the strength
of its synaptic inputs is not possible.Their new work suggests that
additional, non-synaptic parameters
introduce significant animal-to-animal
variations in the biophysical solutions
underlying physiological output.
The leech hearbeat CPG is
composed of seven identified bilateral
pairs of heart interneurons (HN1–HN7)
located in the first seven rostral
segments of the animal projecting
onto pairs of motorneurons located in
the segments 3 to 18 [9]. The activity
of the heartbeat network displaysalternatively a synchronous or
a peristaltic sequence (the left side
being synchronously active when
the right side is peristaltically active,
and vice versa). In the peristaltic
sequence, motorneurons are activated
in a rear-to-front wave of firing:
motorneurons located in caudal
segments fire before motorneurons
located in more rostral segments
(Figure 1A). This wave of activity is
determined by the activity of the heart
interneurons (the CPG pacemaker),
which are themselves activated in
a rear-to-front sequence (Figure 1A).
Norris et al. [8] focused on the activity
of the three pairs of motorneurons
located in segments 8, 10 and 12.
These neurons are interesting because
they are solely driven by the activity
of the four interneurons HN3, 4, 6 and 7.
The activity of each motorneuron
(HE8–HE12) is therefore supposedly
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Figure 1. Variability in the functional connectivity of the leech heartbeat central pattern
generator.
(A) Connectivity, spiking output and average synaptic patterns in the leech heartbeat CPG.
Left: the motorneurons HE8 and HE12 receive inhibitory synaptic inputs from the same inter-
neurons HN3, 4, 6 and 7. Center: during the peristaltic rhythm, interneurons are active in a rear-
to-front sequence (graded arrow), as are the motorneurons HE8 and HE12. Right bottom: the
spiking output of the motorneurons is determined by specific patterns of relative strengths
(conductances) of the synaptic inputs received from the interneurons HN3, 4, 6 and 7. HE8,
which is activated later than HE12, receives stronger inputs from the late interneurons (HN3
and 4) while HE12 receives a much stronger input from the early interneuron HN7. (B) Possible
interactions between pattern of synaptic inputs and motorneuron intrinsic properties. Different
patterns of synaptic inputs are represented on the left, while the corresponding voltage
changes in the target motorneuron (HE12) are represented on the right. A target voltage trajec-
tory corresponding to appropriate output is represented as a dotted line while the gray line
indicates the underlying voltage trajectory generated by the intrinsic properties of the motor-
neuron in the absence of synaptic inputs. Depending on the intrinsic trajectory (flat, depolariz-
ing, hyperpolarizing, parabolic), variable patterns of synaptic inputs will represent appropriate
solutions, with significant deviations from the average pattern (corresponding to the flat
intrinsic trajectory, top traces).
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R277determined by the temporal pattern
and the strengths of the synaptic inputs
received fromHN3, HN4, HN6 and HN7.
Theoretically, it should therefore be
possible to predict the output of
the motorneurons HE8–12 if both the
temporal pattern of firing and
the strength of each synaptic input
received from the interneurons HN3, 4,
6 and 7 are precisely measured.
In an earlier study [5], this group
demonstrated that the average
behavior of the synaptic inputs made
by the interneurons onto these
motorneurons is specific for each
motorneuron (Figure 1A). For instance,
rear motorneurons, which are activated
earlier than front motorneurons,
receive stronger inputs from
rear interneurons than from front
interneurons, and the inputs from
a rear interneuron are stronger for
rear motorneurons than for front
motorneurons (Figure 1A). In their new
work, using the same preparations,
Norris et al. [8] made the following
recordings: extracellular
measurements of the spiking output
of each interneuron (HN3, 4, 6 and 7);
extracellular measurements of the
spiking output of different
motorneurons (HE8, 10 and 12);
and voltage-clamp measurements
of the synaptic inputs from the four
interneurons onto each motorneuron.
The first conclusion from the results
reported by Norris et al. [8] is that the
relative strengths of the synaptic inputs
to a given motorneuron from its
presynaptic inputs are not conserved
across animals. These data are
particularly welcome, as they show
that the variation cannot be accounted
for on the basis of the quality of the
recordings, because the same
recording is used to assess the
strengths of all of the inputs in each
motorneuron. The second conclusion
from an analysis of themassive amount
of data generated by these recordings
is that the deviation from the average
behavior in each animal is such that
predicting the output of the
motorneuron from the precise
measurement of the spiking pattern
of the interneurons and the strengths
of their synaptic inputs is not possible.
Instead, every animal seems to find its
own solution to the physiological
necessity of generating blood flow at
an appropriate rate, taking into account
variable functional constraints such as
body size. These results have several
implications: not only do they raiseimportant questions concerning
alternative experimental approaches
that need to be considered to address
this type of question, but they also
provide important information about
the flexibility of the tuning of neuronal
function.
A related study was performed by
the Marder group [10] a few years ago
on the crustacean stomatogastric
nervous system. These authors were
able to show that the output of
a specific motorneuron can be
predicted from the relative strengths
of the two synchronous synaptic inputs
it receives. A few differences may
explain why the determination of the
output based on the synaptic inputs
was possible in that preparation, while
it was not in the leech heartbeat
system. First, the number of synapses
is smaller (two versus four). Secondly,
the synaptic inputs onto the
stomatogastric motorneuron are
synchronized, while the inputs to the
leech heartbeat motorneurons are
temporally heterogeneous. Third, the
stomatogastric motorneuron appears
to be a mostly tonically firing neuron
[11], which is periodically silenced bythe synaptic inputs from the
pacemaker, whereas the output of the
leech heartbeat motorneurons may rely
in a non-negligible manner on active
intrinsic properties. In fact, this third
point could explain why it was
impossible to find strict relationships in
the properties of the synaptic inputs
from animal to animal while at the same
time depicting a very clear average
behavior specific for eachmotorneuron
(Figure 1B).
Let us take the example of the
HE12 motorneuron, which on average
receives a decreasing rear-to-front
gradient of synaptic inputs:
this motorneuron can theoretically
display various profiles of intrinsic
excitability, from a facilitating to an
accommodating behavior, or a fairly
passive behavior during its bursts of
activity. Depending on the underlying
voltage waveform, very different
patterns of synaptic inputs (in terms
of their relative strengths) can produce
very similar effects on the voltage
waveform and the spiking output
of the motorneuron (Figure 1B).
This is one simplistic example, but
intrinsic properties are undeniably
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R278part of the equation, and their precise
measurement might be necessary
to understand the quantitative
relationships that relate synaptic
inputs to spiking output. Temporal
variability is another big part of the
equation: on a short time scale,
for example, summation between
synaptic inputs coming from different
interneurons may vary considerably
depending on the relative timing
of firing of these neurons, and this
would strongly modulate the effect
of each synaptic input on the activity
of the motorneuron.
The new study by Norris et al. [8]
is quite enlightening for those whowish
to understand the quantitative rules
of regulation of biophysical properties
that underlie the stability of function
of neuronal networks. First, it clearly
demonstrates the diversity of solutions
in synaptic parameters that produce
adequate functional output in a simple
neuronal network. In this respect, this
study emphasizes once again the
very high degree of flexibility that is
present in neuronal networks, in this
particular case not at the wiring level
but at the biophysical level. Secondly,
it shows that knowing the strengths
of all of the synaptic inputs to
a neuron is not sufficient to predict itsbehavior in the absence of knowing
a good deal about its intrinsic
membrane properties. However, in
their new work Norris et al. [8] already
flirt with the upper limits of the number
of electrophysiological parameters
that can be measured in the same
preparation, and obtaining the
complete picture of the parameter
space may have to await the advent
of new experimental techniques.
In conclusion, this work suggests
that general rules most certainly
exist that allow the function of
a given system to be fairly stable
across individuals, but the
individual-to-individual dynamic
adaptations of these rules and the
vast number of biophysical parameters
involved may often prevent us from
deciphering them.
References
1. Bucher, D., Prinz, A.A., and Marder, E. (2005).
Animal-to-animal variability in motor pattern
production in adults and during growth. J.
Neurosci. 25, 1611–1619.
2. Marder, E., and Goaillard, J.M. (2006).
Variability, compensation and homeostasis in
neuron and network function. Nat. Rev.
Neurosci. 7, 563–574.
3. Schulz, D.J., Goaillard, J.M., and Marder, E.
(2006). Variable channel expression in identified
single and electrically coupled neurons in
different animals. Nat. Neurosci. 9, 356–362.
4. Swensen, A.M., and Bean, B.P. (2005).
Robustness of burst firing in dissociatedpurkinje neurons with acute or long-term
reductions in sodium conductance. J.
Neurosci. 25, 3509–3520.
5. Norris, B.J., Weaver, A.L., Wenning, A.,
Garcia, P.S., and Calabrese, R.L. (2007). A
central pattern generator producing alternative
outputs: pattern, strength, and dynamics of
premotor synaptic input to leech heart motor
neurons. J. Neurophysiol. 98, 2992–3005.
6. Khorkova, O., and Golowasch, J. (2007).
Neuromodulators, not activity, control
coordinated expression of ionic currents. J.
Neurosci. 27, 8709–8718.
7. MacLean, J.N., Zhang, Y., Goeritz, M.L.,
Casey, R., Oliva, R., Guckenheimer, J., and
Harris-Warrick, R.M. (2005). Activity-
independent coregulation of IA and Ih in
rhythmically active neurons. J. Neurophysiol.
94, 3601–3617.
8. Norris, B.J., Wenning, A., Wright, T.M., and
Calabrese, R.L. (2011). Constancy and
variability in the output of a central pattern
generator. J. Neurosci. 31, 4663–4674.
9. Kristan, W.B., Jr., Calabrese, R.L., and
Friesen, W.O. (2005). Neuronal control of leech
behavior. Prog. Neurobiol. 76, 279–327.
10. Goaillard, J.M., Taylor, A.L., Schulz, D.J., and
Marder, E. (2009). Functional consequences of
animal-to-animal variation in circuit
parameters. Nat. Neurosci. 12, 1424–1430.
11. Golowasch, J., Buchholtz, F., Epstein, I.R., and
Marder, E. (1992). Contribution of individual
ionic currents to activity of a model
stomatogastric ganglion neuron. J.
Neurophysiol. 67, 341–349.
INSERM U641, Marseille, 13916, France, and
Universite´ de la Me´diterrane´e, Faculte´ de
Me´decine Secteur Nord, IFR11, Marseille,
13916, France.
E-mail: goaillard@univmed.frDOI: 10.1016/j.cub.2011.03.004Animal Communication: Flies’ Ears
Are Tuned InMale fruit flies sing to females with quiet, close-range wing vibrations. A new
study has found that the flies’ antennal ears show active tuning to the
species-specific frequencies of songs.Elina Immonen
and Michael G. Ritchie
Understanding the sensory processes
involved in animal communication is
vital to studies of mate recognition,
sexual selection and speciation [1,2].
Studies of communication in the fruitfly
Drosophila melanogaster, the main
signals of which are the male courtship
song and pheromones, have
contributed greatly to our knowledge
of the evolution and genetic control
of sexual communication. We know
much about the production of song
and both the production and
perception of pheromones, but moremodest progress has been made
understanding the sensory perception
of acoustic signals [3]. The
demonstration by Riabinina et al. [4],
reported in this issue of Current
Biology, that Drosophila ‘ears’ are
actively tuned to the acoustic
frequencies of the species-specific
sound pulses promises to open up
a new avenue of research into the
evolution and coevolution of sexual
signalling in fruit flies.
Male flies serenade females with
song produced by wing vibration,
and females hear this song by
detecting the resultant waves of air
particle displacement [5]. Drosophilaears are modified antennae, which
consist of two functional units,
feather-like hairs (arista) attached to
a segment called the funiculus.
Together these form the sound
receiver module, which rotates back
and forth in response to the moving
air particles. The funiculus is joined
to the second segment, the pedicellus,
which harbours the hearing neurons
within a structure called Johnston’s
Organ [6].
The fly ear works as a non-linear
mechanical oscillator, which is
particularly suitable for near-field
song detection [7]. Fly song is only
effective over a very short distance,
and male flies only sing when close
to a female [5]. Even at a distance
of only a few millimetres the song is
not very loud. How do the females
detect it? Active mechanical
feedback from mechanotransducer
channels in the membranes of
Johnston’s Organ neurons augments
the sound-induced antennal movement
