Abstract
Introduction
Internet usage has increased tremendously over the last 20 years. Figure 1 shows the progression of number of internet users in different geographical regions in percentage. As of 2011, North America has the largest percentage of internet users, which is 78.7% [2] . Within North America, Canada has the highest Internet users as percentage of population, which is 82.68%.
Figure 1. Internet users as percentage of population
Statistics Canada did an Internet Use Survey [13] , which shows that 8 out of 10 Canadian households had access to the internet in 2010. Figure 2 lists the detailed internet access information for different provinces which is also discussed in this internet survey. It can be observed that Ontario, British Columbia and Alberta have the highest number. This also matches the current economic development status quo.
Figure 2. Households with home Internet access
Statistics Canada Internet survey [13] also stated that over one-half of the connected households used more than one type of device to go online in 2010. Over one-third of all Internet users in Canada went online using wireless devices (such as laptop, PDA, tablet). In recent years, smart phone becomes much more affordable and popular, and it becomes another main entry point for Internet world. The survey also shows that the countries that have relatively lower percentage of internet users also experienced significant increase in terms of internet penetration rate.
Among all the different internet usages, online business has become one of the most popular and important activity. There are various types of businesses, for example, consumer to consumer, business to business, and business to consumer. There are also new trends in online shopping business coming up frequently such as group purchase. The online business nowadays is embedded in our everyday life.
McKeown and Brocca [5] did a research on the trends of Internet shopping in Canada, and the results are shown in Figure 3 and Figure 4 shows the monetary value for the online transactions made by Canadians each year. The online transaction value continues to grow over years. In 2001, all of the online transactions contributed 1.8 billions to the total consumer expenditure on goods and services. Six years later, the number increased to 12.8 billion dollars, which is 7 times increase. The online shopping trend is not a special case in Canada only; United States also experienced the same growth. Despite the weak economy, the dollar value of e-commerce continued to grow by 11 percent (from 185 billion dollars to 205 billion dollars) in 2009 [3] . At the same time, the share of total retail sales represented by online transactions continued to rise, reaching 5.5 percent in 2009 [3] . While the online shopping activities continue to grow, online security has become an inevitable problem for both the retailers and financial institutions. The high volume of online transactions could cause more and more frauds in the internet world, which will convert to billions of dollars losses. For example, fraud in United Kingdom alone was estimated at 535 million pounds. Statistic Canada did a research on the fraud-related losses in 2008, and Figure 5 shows the results [14] . It is also observable that the majority of the online fraud cases have dollar amount of 20,000 or less. Statistic Canada states that 89% of the consumers choose to pay using their credit cards and 31% choose to pay by online payment services. Therefore, there is a high demand to discover good methodologies to prevent the fraudulent online transactions and reduce the losses for retailers and financial institutions. Tremendous efforts have been put into the prevention of fraudulent online transactions, and the traditional ways to prevent fraudulent transactions can be concluded as the followings: a. Restrict certain areas from purchasing products and/or services online b. Transactions need certain browser or browser plug-in to be able to perform the purchase [4] c. Add validation logic on the front end user interface to prevent auto robotic script d. Add a additional layer in the business model to confirm the order information, personal information and payment information with the consumers via phone e. Avoid using direct credit card payment, and use bank payment or Paypal instead, which can provide more security assurance for the merchants All of the methods mentioned above require human interventions during the purchase process, which adds extra processing time to the business process and increases the operational cost. However, businesses do not accept the additional cost in terms of time and money. In addition, it also defeats the original intention of utilizing online shopping to make the business more profitable.
Moreover, the advancement of new technologies (such as mobile internet and smart phone) continuously challenges the ability and accuracy of identifying fraudulent transactions. The explosive usage of smart phones in recent years introduces the new mobile payment, such as Apple's new In-App purchase, Near Field Communication (NFC) and Google Wallet. Traditional online payment and mobile payment differs from each other while still share many common attributes. In order to make mobile payments easier to use and mobile shopping experience more joyful, mobile shopping applications usually has less security control during the shopping process. For example, Starbucks allows its customers to pay using their iPhone or Android app which has pre-deposited monetary value and can be auto-reloaded using the linked credit cards. Anyone who gets the lost smart phone can use it to buy anything at any Starbucks store. Of course, mobile payment also provides some attributes that traditional online payment does not have. Payment can be traced back to smart phone types, real physical locations (traditional online payment can use IP agent which has fake IP address and location), phone numbers, service carriers, and unique phone identifiers. These new attributes can be utilized towards identifying the new mobile fraudulent transactions.
This paper focuses on utilizing data mining and statistical techniques to automatically learn the common attributes of the transaction and identify fraudulent transactions without specifying the type and actual meaning of the data that is being investigated.
The remainder of this paper is organized as below: Section 2 describes the previous studies on preventing fraud transactions using different techniques and their applications. Section 3 provides the detailed description of the dataset and our methodology used in this paper. Section 4 presents the experiment results and discussions. Section 5 concludes this research paper.
Literature review
Bayes' theorem and regression analysis are the two methods initially introduced over two centuries ago. Later on, decision trees, support vector machines, neural networks, and etc. were developed. Data mining is an interdisciplinary field of computer science, and it is defined as the process of applying the above methods and algorithms to discover the hidden patterns among existing data sets. There are three categories in data mining: supervised, unsupervised, and semi-supervised [1] . Clustering is one representation of unsupervised learning, which assigns objects or documents into different groups. The objects or documents within the same group have more similarity than objects in the other groups.
Classification is a representation of supervised learning. It creates a data model using a set of labeled data (training data set) and then use the data model to predict the class label of unclassified objects (testing data set) or documents. Popular classification techniques include nearest neighbor classifier, decision trees, and etc. Identifying fraudulent online transactions can be treated as either a classification problem or clustering problem. For the scope of this paper, we focus on identifying fraudulent transactions using classification techniques. In our problem domain, the classification model can be created and updated using a history of past transactions where each transaction has been labeled as fraudulent or genuine [6] . The assumption is that genuine transactions follow a certain behavior and the fraudulent transactions deviate strongly from the normal behavior.
According to [1] , building machine learning models using classifiers usually takes the following three steps:
a. Data collection (training data and testing data) b. Learn and build model using the training data c. Use the learned data model to validate against the testing data or the target data d. Use the feedback generated from the data model as training data to improve the data model, and repeat the entire process to continuously improve the data model There have been many research studies regarding preventing fraud cases using data mining techniques. Brause et al. [7] proposed a neural network algorithm to detect the credit card fraud. Kauffman and Wood [8] proposed the use of logistic regression to predict reserve-price shilling in online auction scenarios. Almendra and Enachescu [17] presented an overview of the complete process of fraud elicitation: data extraction, manual labeling of textual comments, automatic labeling of textual comments, and seller classification. Almendra and Enachescu proposed a supervised learning process to prevent fraudulent cases in online auction websites. The model was built based on various inputs (counting negative feedback, interviews, voluntary report, and manual inspections) and publicly available data set. They then used the learned model to identify a fraud using the textual comments left by the buyers regarding the seller behavior.
Benson Edwin Raj and Portia [9] conducted a survey of various techniques that are currently commonly used in credit card fraud detection mechanisms and evaluated each methodology based on certain design criteria. The discussed algorithms include artificial neural-network models, distributed data mining systems, sequence alignment algorithm, meta learning agents and fuzzy based systems. They also discussed some other technologies, such as web service based collaborative scheme. The participated banks can share and exchange fraud information, which helps to build more comprehensive data models. The aggregated fraud information means more training data for the classification models of all the participated banks and improves their detection systems. The authors concluded that different techniques have their own characteristics and should be used depending on the user context. For example, the neural network based CARDWATCH shows good accuracy in terms of detecting the fraudulent transactions with high processing speed, however, it is limited to one-network per customer.
Wei and Xiao-lin [16] proposed an e-commerce trust model to help with the online fraud transactions. The process of the model consists of four phases: trading process of buyers and sellers, the single trading trust value calculation process, overall trust value computing process and uses simulation experiment to prove the process. This model also considers many factors, such as time, trading amount, feedback score, etc. The proposed model claimed to achieve the expected results.
Hsu et al. [15] presented a real-time credit card fraud detection system using machine learning technologies that provides fraud detection and prevention to the AliExpress, which is their online ecommerce platform. The system can generate a precision of 97% and a recall of 80%.
W. Chang and J. Chang [18] used X-mean algorithm to distinguish the fraudster behaviors and clustered the users in order to identify fraudsters in online auction domain. C4.5 decision tree is then being used to generate the rules in order to deal with the new transactions. They used 17 price-oriented attributes and 7 additional attributes to identify whether the users are fraudsters. The results showed that applying clustering techniques to categorize fraudulent behavior into natural groups is very useful in terms of learning the fraudulent behaviors, which can help preventing fraud in online auction. The authors also stated that the same method can also be used to label the data set for the purpose of instance-based classification of fraudulent transactions.
Pandit et al. [11] proposed a fraud detection system named NetProbe, which combined online feature selection, bounding coefficients from expert knowledge and multiple instances learning to identify auction fraud. NetProbe is designed to improve the traditional human-tuned model significantly. Pandit's system used linear scoring function to represent the fraud score. The proposed system has been tested against both real and synthetic data sets. The experiments result shows that NetProbe system can detect fraud cases with very high accuracy, scalable, and can be run in an incremental fashion in real world application.
Linear discriminant analysis (LDA) is one of the most effective statistical methods to extract features and classify data sets, especially for the binary-class cases (data set with two class types). LDA can be illustrated as plotting the data attributes onto a two-dimensional graph so that a maximized distance difference from the between-class to the within-class can be discovered. The discovered result contains the discriminant score and weights for the data attributes. These results are then being represented as a linear function that can effectively separate two types of classes when applied on test data set [10] . LDA are widely used in conjunction with data analysis, pattern reduction and pattern classification to help predict bankruptcy, face recognition, and marketing research.
Proposed Methodology

Data Sample
The data set used in this paper is obtained from the 2009 UC San Diego data mining contest. The complete data set package consists of an input file and an output file. The input file contains the transaction data, each one containing the same 19 data attributes. 17 of them are in numeric data format and 2 of them are in categorical data format. The target file contains the corresponding class type value for each of the transactions.
There are a lot of work done using Java and Weka API to build the application which will take the CSV file and convert it to Weka's proprietary file format (with the .arff suffix). The class type value is also merged into the input file by appending to the end of each matching instances. The input file now contains 20 columns with the class type as the last column.
The complete data set contains a total number of 94682 instances. We randomly split the data set into two data sets each containing 47341 instances. Each data set contains exactly 46294 genuine transactions and 1047 fraudulent transactions, which is roughly by a ratio of 50:1.
Methodology
Some of the algorithms we are going to examine in this research require numeric format data. Thus, all the categorical data attributes (state column and domain column) in the data set were converted to numeric values. In addition, the attributes which include negative values had also been pre-processed.
The following algorithms are used in our research: NaiveBayesMultinomial, NaiveBayes, RandomForest, J48, Bagging, AdaBoostM1, ClassificationViaRegression, RandomCommittee, RandomTree and LDA. Moreover, InfoGainAttributeEval evaluator in Weka is applied to do feature selection before the classifiers are implemented. Figure 6 shows a comparison of predication accuracy rates for the examined algorithms. It is observed that NaiveBayes, NaiveBayesMultinomial, ClassificationViaRegression, and AdaBoostM1 performed very well. AdaBoostM1 is ranked the first with an accuracy rate over 98%. Since the focus in this paper is to predict and prevent fraudulent online transactions, it is not adequate to evaluate algorithms only by the classification accuracy rate, training time and ROC value. The ability to identify fraudulent online transactions should be given higher priority than the classification accuracy rate. The ability to identify fraudulent transactions is usually being evaluated using the Type I and Type II error rate. Type I error is defined as false positive error and Type II error is defined as false negative error. Figure 9 and 10 show the Type I and Type II error rate for the examined algorithms. Figure 9 shows that all the adopted data mining approaches can produce excellent predictions for the non-fraud cases. Type I error rates vary from 0.05% (AdaBoostM1) to 5.18% (RandomTree). It indicates that AdaBoostM1 can classify 99.95% non-fraud cases correctly. Even for the worst performed RandomTree method, it can predict 94.82% non-fraud cases correctly. However, how to identify the fraud cases is a significant issue. All the adopted methods produce a very high Type II error rate. For the examined methods the best Type II error rate is only 41.38%, which indicates the best performed method can only predict 58.62% fraud cases correctly. Apparently, such results cannot be accepted by financial institutions and online businesses. The underlying reason for such a high Type II error rate is that the negative and positive ratio for the data set is 50:1. Hence, the adopted data mining approaches are dominated by the data of the majority class.
Results and discussions
In order to solve the extreme unbalanced data sample issue, LDA is introduced. LDA gives an 81.5% classification accuracy, which is relatively lower compared to the above examined data mining algorithms. However, the Type I and Type II error rate for LDA is 23.2% and 18.4%, respectively. This indicates that LDA can catch 81.6% of online fraud transactions, which is a significant improvement over the data mining approaches. Apparently, the results from LDA have more practical meaning for the unbalanced data sets and the nature of our problem domain. If the data set includes enough both fraudulent and genuine transactions, the data mining algorithms can produce highly accurate predictions.
Conclusions
In this paper, we discussed a few different data mining algorithms and statistical techniques to identify the fraudulent online transactions. The results show that all the adopted data mining approaches including NaiveBayes, AdaBoostM1, NaiveBayesMultinomial and ClassificationViaRegression produce highly accurate predictions. However, the high Type II error rates from these approaches indicate that those approaches cannot identify the fraud cases effectively. Therefore, LDA is introduced to deal with the unbalanced data. However, for the non-fraud cases, LDA produces less accurate results than the data mining approaches.
