Abstract-Hybrid ARQ (HARQ) schemes operate at the PHY and Medium Access (MAC) layers and their performance have been naturally studied at the MAC level. However, all the modern systems are going to be running under the IP protocol. Therefore, in order to get realistic performance of the whole system considering the multiple layer stacks, performance analysis at the IP layer is crucial. Very little work has been done so far in this direction, except in [2] which studies the delay statistics of IP packets with Selective-Repeat ARQ, and [1] which proposes a cross-layer optimization strategy between MAC and IP layers for ARQ, and in [8], [9] which consider the HARQ case. In this paper, we study the effect of erroneous feedbacks at the MAC layer on the performance at the IP layer considering both conventional HARQ schemes as well as the cross-layer strategy mentioned above. We derive in closed-form expressions the performance in terms of packet error rate (PER), efficiency, and delay with respect to the error probability of the feedback channel.
I. INTRODUCTION HARQ protocols combine ARQ retransmission schemes along with channel coding capabilities. They enable to provide reliable link transmission in wireless systems in varying channels. They have been used from the beginning in cellular standards (GSM GPRS/EDGE) and are still included in the most recent ones (WiMAX, 3GPP LTE). The motivation of this work is twofold. First, we conduct the performance study at the IP layer. Although the design of conventional HARQ system is done at the Medium Access Control (MAC) layer, most of the systems run an IP protocol and it is thus of great importance to study the performance at the IP layer. Indeed, in the spirit of the cross-layer concept, the optimum performance at the MAC layer does not guarantee that the performance will be optimal at the IP layer. Moreover, a recent crosslayer strategy between the MAC layer and the IP layer has been proposed in [1] in order to enhance the performance at the IP layer and thus for which the performance at the MAC does not make sense. Second, retransmission schemes are implemented using an acknowledgment process sent by the receiver which tells the transmitter whether the packets are correctly received (ACK) or not (NACK). A lot of work has been done investigating HARQ performance under the assumption of error-free (referred to as perfect in the sequel) feedback. Analytical studies are found, for instance [3] [4] [5] [6] [7] focused on MAC level, [8] [9] [10] on network level and [11] on application level. However, since the acknowledgments are transmitted over the air in wireless systems, they are prone to transmission errors. Only a small amount of analytical studies about the impact of non-perfect feedback on HARQ have been done and only at MAC layer. Some works studied the efficiency of Type-I HARQ in the case of an infinite number of retransmissions [12] , [13] . In the case of finite retransmissions, analytical expressions of the efficiency were derived in [14] for a Type-I HARQ and in [15] for the Type-II HARQ with Chase Combining. All the previously mentioned references tackle the Stop and Wait (SW) protocol. Other analysis have been done based on Markov chains for the Selective Repeat (SR) protocol [16] [17] [18] and for the Go-Back-N (GBN) protocol [19] . Thus, our goal in this paper is to derive in closed-form the Packet Error Rate (PER), efficiency and delay at the IP layer when the feedback (fb) channel is corrupted. Moreover we will consider both conventional and cross-layer strategy. Note that our results are an extension of [8] , [9] to the case of corrupted feedback.
The paper is organized as follows. We first describe the system model in Section II including the corrupted feedback channel and the cross-layer strategy. Then, we derive the performance metric in closed-form in Section III starting with the cross-layer strategy, the conventional one being deduced as a particular case. Section IV is devoted to numerical illustrations. Concluding remarks are drawn in Section V.
II. SYSTEM MODEL A. Layer and HARQ model
We focus on the first three layers of the ISO model respectively referred in the sequel to as PHY (physical layer -layer 1), MAC (medium access layer -layer 2) and NET (network layer -layer 3). We assume that the NET protocol is the Internet Protocol (IP) but our work can be applied to any other protocol. We also assume that the incoming IP datagrams are fragmented at the MAC layer into N fragments (FR) of equal length. Each fragment is then transmitted following an HARQ process, i.e. transformed into MAC packet(s) according to the considered HARQ scheme and then encoded and sent through the wireless channel. At the receiver side, the PHY packet is decoded and sent to the MAC layer. The HARQ process then tries to decode without error the fragment using the new received MAC packet, and sends back to the transmitter an acknowledgment message (ACK or NACK) accordingly. If the transmitter receives ACK, it starts the HARQ process with the next fragment. Otherwise, it sends another MAC packet following the considered type of HARQ. Once the N fragments are correctly received, the receiver reassembles it into an IP datagram that is sent to the NET layer. The number of trials per fragment is usually limited to bound the maximum transmission delay, and we denote with M the maximum number of transmissions (also referred in the sequel as credit) allowed for a single fragment. Note that the assumptions made in this work follow those of [8] , [9] : i) the channel realizations are independent between two successive transmissions (symbol or packet), ii) we assume equal length for all the MAC packets (fits a large amount of HARQ schemes).
B. Cross-layer strategy
The conventional retransmission schemes depicted in the previous section are usually implemented at MAC layer where the fragments are managed independently one after the other. For truncated schemes, if the M -th transmission of a same fragment fails, this fragment is dropped and the retransmission process is restarted with the next fragment. Recently, based on the fact that an IP packet is dropped by the NET layer if at least one of its fragment is missing at the receiver side, authors of [1] proposed to enhance the ARQ scheme by granting a global transmission credit, denoted C, to the set of fragments belonging to the same IP packet before being reassembled. Thus, rather than allowing each of the N fragments to be transmitted M times, the new scheme allocates C transmissions to this set of N fragments. Results in [1] show that this cross-layer strategy outperforms the conventional one in terms of PER. In the later we will refer to the conventional strategy as Fragment-Based Strategy (FBS) and to the crosslayer one as XL-Based Strategy (XBS). As shown in [8] , this strategy can be applied to any type of HARQ.
C. Feedback channel model
We assume that the acknowledgments are encoded with a CRC that is strong enough in order to neglect the probability of misdetection. Thus, each time the acknowledgment is corrupted (contains at least one error), the CRC detects it. In that case the acknowledgment will systematically be interpreted as a NACK. With this protocole, a corrupted NACK will be received as a NACK (no influence) and a corrupted ACK will be received as a NACK too. Indeed, taking a NACK instead of an ACK is much less damageable than the contrary. Finally, the event {ACK → NACK} occurs with probability denoted p fb := Pr {an acknowledgment is corrupted}.
D. Metrics definitions
In this paper we conduct the analysis of the three following metrics: the average packet error rate, the efficiency, and the average packet delay. In FBS, the metrics can be computed both at MAC level (where the fragments are the unit of interest) and at IP level (where the IP packets are the unit of interest). While in XBS, the metrics are defined at IP level only.
The packet error rate, denoted with P , is defined as the probability that a packet transmission fails. The efficiency is denoted with η, and is defined as the average number of correctly received bits per transmitted bit. Finally the packet delay, denoted with n, is defined as the average number of MAC packets needed to receive a single fragment (or IP datagram) without error.
For notation convenience, a subscript 'F R' (resp. 'IP ') will stand for the MAC (resp. IP) level. A superscript 'F ' will stand for the conventional strategy FBS, and 'X' for the cross-layer strategy XBS. Notice that a tilde (˜) will stand over those metrics evaluated under the corrupted feedback assumption.
III. PERFORMANCE DERIVATION AT IP LAYER
A. Cross-layer strategy Within this cross-layer context, the packet error probability depends on the quality of the feedback channel. Indeed, the remaining number of transmissions for the ith fragment is driven by the number of transmissions consumed by the (i−1) previous fragments. If the previous fragments wasted some transmissions due to some corrupted ACK, the fragment i will less probably succeed since less transmissions will be allocated to it. Let us denote withp n (i) the probability of decoding n fragments in i transmissions and receiving n ACKs (at the transmitter side).
Let us focus on the IP packet success probability. A packet will be correctly received iff the N fragments are correctly received in i transmissions with i ∈ {N, . . . , C}. N fragments need i transmissions for correct reception if, for each k ∈ {N − 1, . . . , i − 1}, i) the first N − 1 fragments are acknowledged (and thus "sent" which means that the corresponding ACKs have effectively been received at the transmitter side), in k transmissions. ii) Next, the last N th fragment is sent and correctly received in (i − k) transmissions (regardless of the ACK/NACK value received at the transmitter side). The event i) occurs with probabilityp N −1 (k) and the event ii) with probability p 1 (i − k). Therefore, we obtaiñ
Using similar arguments than [8] , it is found
where 1{A} is the Kronecker symbol of event A. The term (1 − p fb ) 1{i=C} appears in order to take into account for the last ACK (relative to the last fragment) needs not be necessarily received when the whole transmission credit C has been reached (i.e., when no transmission can further take place).
We recall thatñ X IP is the average number of MAC packets needed to receive one IP packet (i.e. N successive fragments) under imperfect feedback channel. Efficiency is given bỹ
where ρ is the ratio between the fragment length and the PHY packet length. Under XBS, the three metrics are determined by the knowledge of p 1 (i) andp n (i). We remind that closed-form expressions for p 1 (i) are available in [8] . The probabilityp n (i) is given in the next proposition which is one of the main contributions of this paper.
Proposition 1: ∀n ≥ 1, the probabilitỹ
with
Proof: For i ≥ n, we obtain by direct enumeratioñ
Pr{FR #j received in q j , and ACK received}.
The event {FR #j received in q j and ACK received} is splitted as follows: k j transmissions until correct decoding of the fragment (at the receiver side), next (q j − k j ) transmissions for correct ACK reception at the transmitter side. This leads to
Pr {FR #j received in q j and ACK received}
For the set Q i,n becomes huge for practical values of i and n, direct application of (4) forp n (i) is difficult in practice. This drawback is circumvented by remarking that this term can be calculated recursively as stated in the next proposition.
Proposition 2: The following recursion holds:
Proof: Q i,n may be partitioned as follows: n fragments are received in i transmissions iff the (n − 1) previous fragments are received in (i − j) trials, for j ∈ {1, . . . , i − n + 1}.
The procedure initialisation is given by (5), the probability of receiving one fragment with C maximum transmissions.
B. Conventional strategy
Under the conventional strategy FBS, the packet error probability is not modified when the feedback channel is imperfect. The fact that ACK can be modified into NACK through the reverse link, and hence that some useless retransmissions may hold, does not change the good decoding of fragments at the receiver side. As a result,P F IP = P F IP as it was already mentioned in [15] (which focused on MAC level only). We remind that closed-form expressions for P F IP are available in [8] .
Nevertheless, the fragments that are sent after reception of a corrupted ACK lead to a loss in efficiency and delay at MAC and IP level since, for instance, the transmitter will send useless redundant fragments whereas it should have sent new data fragments if the ACK were correct. The reader may notice that the average number of MAC packets that have been sent when the fragment is not correctly received is identical to the perfect feedback case. Hence, by following the same rationale as in [8] , it is easily found, under i.i.d. fragments assumption, thatñ
whereñ FR is the average number of MAC packet needed to receive a single fragment without error (work is thus done at MAC level), with imperfect feedback. The term P FR is the fragment error probability (MAC level too). Thus, the delaỹ n FR only has to be evaluated in closed-form. It can be obtained from Eq. (2) with n = 1 and with P FR instead ofP X IP . We findñ
withp 1 (i) given by Eq. (5).
C. Comparison with the literature
We would like to compare our results with the literature. First of all, perfect feedback results given in [8] , [9] are retrieved by setting p fb = 0 in all the previous equations. To our best knowledge, all the derivations given in the present paper are new for IP layer whith imperfect feedback. Thus, in order to do the comparison with the state-of-the-art work involving imperfect feedback, we have to focus on MAC level and therefore have to set N = 1 in our proposed expressions.
1) The efficiency is the same as that provided in [15] . The delay given in Eq. (9) is different from that given in [15, Eq. (6) ]: the delay defined by the authors of that work is the efficiency inverse, which matches our definition for infinite maximum transmission credit only.
2) For Type-I HARQ, we have
with π 0 := Pr {MAC packet KO}. Then, the delay expression can be dramatically simplified as follows
with f n (x) := n−1 k=1 kx k−1 . For infinite transmission credit, we have
which is in perfect agreement with that given in [12] , [13] and [14, Eq. (17) ]. As a conclusion, the new closed-form expressions for delay and efficiency at IP level only depend on the new computed delay at MAC level in imperfect feedback context. Our expressions (at MAC and IP levels) are general since they hold for any HARQ type and transmission credit.
IV. NUMERICAL ILLUSTRATIONS
The results will be illustrated using two different HARQ types:
i) a pure ARQ scheme (corresponding to a Type-I HARQ without coding), ii) and a Type-II HARQ scheme (basically, a scheme using the so-called Chase combining at the receiver, which is denoted CC-HARQ in the sequel). Both FBS and XBS strategies are evaluated. The simulations are done over . Each MAC packet contains 128 information bits. A 1/2 rate convolutional code with generator polynomials (35,23) is used in CC-HARQ. A QPSK modulation/demodulation and an additive Gaussian (AWGN) channel mainly constitute the PHY layer.
In Fig. 1 , we plot the theoretical (using (3) and (8)) and empirical (through Monte-Carlo simulation) efficiencies versus signal-to-noise ratio (SNR), with the feedback channel error probability fixed to p fb = 10 −1 . The analytical expressions are in perfect agreement with the simulations which confirms the accuracy of our derivations.
In Fig. 2 , the delay is displayed for ARQ and CC-HARQ under perfect and imperfect feedback channels. In the following we describe how the reverse link was implemented. When the feedback channel is imperfect, the ACK/NACKs are inserted into packets of 32 bits (1 bit for ACK/NACK, 15 bits may contain other information such as the packet number or channel state information, and 16 bits CRC in order to detect errors in the 16 feedback informative bits). These 32 bits may be encoded (referred to as "coded fb") through the convolutional code used for the direct link, or not (referred to as "uncoded fb"). Finally the reverse link is assumed to be AWGN with the same SNR as the direct link. We observe that for both schemes the delay is dramatically influenced by the feedback channel quality, and hence the feedback information has to be well protected against the feedback channel in order to approach the same performance as with perfect feedback.
In Fig. 3 , the efficiency is plotted versus SNR for CC-HARQ (in FBS and XBS contexts) for perfect feedback and imperfect feedback (with or without coding) modeled as AWGN. We observe that XBS is far more sensitive to imperfect feedback than FBS. It highlights the fact that the cross-layer design of HARQ schemes must be done with great care. Once again, it is shown that some overhead must be added in order to approach perfect feedback performance, especially in the cross-layer design.
It is more evidenced on Fig. 4 , where we plot the PER versus SNR for CC-HARQ (in FBS and XBS contexts) with different feedback managements: perfect, or assumed to have fixed error probability p fb , or uncoded AWGN, or coded It is shown, as expected, that the PER of FBS is not sensitive to any imperfect feedback. In contrast, the PER of XBS may be far away from the ideal case. As the main advantage of XBS is to improve the PER [1] , the feedback channel has to be well designed for XBS in order to still have a practical interest.
V. CONCLUSION
The impact of an imperfect feedback channel introducing some noise in the feedback information (corrupted ACK) has been analyzed on the performance of any HARQ scheme. The performance have been evaluated through three metrics of interest: the PER, the delay and the efficiency. The derivations have been made at IP layer, under two retransmission managements: the conventional fragmented approach (between MAC and IP layers) as well as a cross-layer design that originally improves the PER. The numerical illustrations reveal that the feedback channel has a non negligible influence on the performance, especially for the cross-layer designed scheme.
