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NONVANISHING OF EXTERNAL PRODUCTS
FOR HIGHER CHOW GROUPS
Andreas Rosenschon and Morihiko Saito
Abstract. Consider an external product of a higher cycle and a usual cycle which is alge-
braically equivalent to zero. Assume there exists an algebraically closed subfield k such that
the higher cycle and its ambient variety are defined over k, but the image of the usual cycle by
the Abel-Jacobi map is not. Then we prove that the external product is nonzero if the image
of the higher cycle by the cycle map to the reduced Deligne cohomology does not vanish.
We also give examples of indecomposable higher cycles on even dimensional hypersurfaces of
degree at least four in a projective space which satisfy the last condition.
Introduction
Let X, Y be smooth complex projective varieties. Take a higher cycle ζ ∈ CHp(X,m) [8]
and a usual cycle η ∈ CHq(Y ), and consider the product ζ × η ∈ CHp+q(X × Y,m). We
assume m > 0 and η is homologically equivalent to zero. Then the image of ζ × η in Q-
Deligne cohomology vanishes, and we are interested in the question: When is ζ×η nonzero
in CHp+q(X × Y,m)Q? Note that if the varieties and the cycles are defined over number
fields the product is expected to vanish as a consequence of conjectures of Beilinson [2],
[4] and Bloch [7]. We obtained a partial answer when X, Y and one of ζ, η are defined
over an algebraically closed subfield k of C, but the remaining cycle is not defined over k
in an appropriate sense, see [32]. In general, this is a rather difficult problem. A similar
problem was studied by C. Schoen in the case of usual cycles, see [40], [41]. In this paper
we consider the case where X, ζ are defined over an algebraically closed subfield k, but Y, η
are not. Then we get a variation of Hodge structure on the base space of a model of Y ,
and the problem becomes much more difficult. We assume η is algebraically equivalent to
zero, and the image of η by the Abel-Jacobi map is not defined over k (more precisely, the
image of η does not come from a k-valued point of an abelian variety over k whose base
change by k → C is an abelian subvariety of Jqalg(Y ); note that there is a largest abelian
subvariety defined over k, which is called the K/k-trace, see [27]).
0.1. Theorem. Let ζ, η be as above (i.e. η is algebraically equivalent to zero, X, ζ are
defined over k, but Y and the image of η by the Abel-Jacobi map are not). Assume further
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2 ANDREAS ROSENSCHON AND MORIHIKO SAITO
that the image of ζ by the cycle map to the reduced Q-Deligne cohomology does not vanish.
Then ζ × η 6= 0 in CHp+q(X × Y,m)Q.
Here the reduced Deligne cohomology is the usual Deligne cohomology if m > 1, and
is the quotient of it by the group of Hodge cycles tensored with C∗ if m = 1, see [31].
If the algebraic part of the Jacobian has a model as an abelian scheme over a proper
k-variety, we can prove the assertion of Theorem (0.1) for the cycle map to the usual
Deligne cohomology. If we do not assume that η is algebraically equivalent to zero, we
would have to assume that m ≥ 2q, and the above condition on η should be replaced by
the cohomological condition (2.5.2) on the cycle class, see (2.6). The proof of Theorem
(0.1) uses the “spreading out” of algebraic cycles (see [6], [22], [43], [44]) together with
the cycle map to Deligne cohomology ([3], [9], [19], [20], [21], [24], [36]). The arguments
are similar to those in the theory of refined cycle maps associated to arithmetic mixed
sheaves or Hodge structures, see [32], [37], [38] (and also [1]). We also use the theory of
mixed Hodge modules to get a bound of weights of the cohomology of a variation of Hodge
structure, see the proof of (2.2). Actually the arguments show the nonvanishing of ζ × η
in Gr2FLCH
p+q(X × Y,m)Q, where FL is induced from the Leray filtration by using the
refined cycle map, see (2.7).
As for the conditions in Theorem (0.1), it is easy to construct an example of an elliptic
curve which is not defined over a given algebraically closed subfield k of C (hence the
C/k-trace is trivial) by using the j-invariant. Concerning the hypothesis on the higher
cycle, we show that there are many examples satisfying the hypothesis in the case m = 1.
0.2. Theorem. For any positive integers n, d such that d ≥ 4, there are smooth hypersur-
faces X of degree d in P2n+1 together with a higher cycle ζ ∈ CHn+1(X, 1) whose image
by the cycle map to the reduced Q-Deligne cohomology does not vanish. In particular, ζ is
a nontrivial indecomposable cycle.
See Theorems (3.3) and (4.4). Note that an indecomposable higher cycle on an odd
dimensional hypersurface cannot be detected by the reduced cycle map, because the co-
homology of a hypersurface is essentially trivial except for the middle degree. Theorem
(0.2) generalizes results of Collino [13] and of del Angel and Mu¨ller-Stach [14] in the case
of quartic surfaces. For another example satisfying the last hypothesis of (0.1), see [36].
Examples of indecomposable higher cycles on hypersurfaces of degree 2n in Pn+1 (n ≥ 2)
are constructed by Voisin [45]; however, for n > 2, these cycles cannot be detected by
the reduced cycle map. For other examples of indecomposable cycles, see [12], [31], etc.
It does not seem that examples of indecomposable higher cycles on hypersurfaces of arbi-
trarily high degree have been known in the literature. The proof of (3.3) uses the theory
of degeneration of Hodge structures and period integrals ([11], [39], [42], etc.) It actually
shows that the transcendental part of the image of the indecomposable cycle by the cy-
cle map does not vanish (see [14], [36] for other such examples). The proof of (4.4) was
inspired by the Thom-Sebastian theorem for vanishing cycles.
The paper is organized as follows. In Sect. 1, we review some basic facts from the theory
of the cycle map of higher Chow groups to Deligne cohomology, and also the K/k-trace of
an abelian variety. Then we prove Theorem (0.1) in Sect. 2. Examples of indecomposable
higher cycles on surfaces are constructed in Sect. 3, and the higher dimensional case is
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treated in Sect. 4.
1. Preliminaries
1.1. Cycle map to Deligne cohomology. Let X be a smooth complex algebraic variety,
and m a nonnegative integer. Let CHp(X,m)Q be the higher Chow group with rational
coefficients [8]. We have a cycle map ([9], [19], [36])
(1.1.1) cl : CHp(X,m)Q → H
2p−m
D (X,Q(p)),
where the target denotes the absolute Hodge cohomology [3]. The latter coincides with
Q-Deligne cohomology ([20], [21], [24]) if X is smooth proper. We have a short exact
sequence
(1.1.2)
0→ Ext1MHS(Q, H
2p−m−1(X,Q)(p))→ H2p−mD (X,Q(p))
→ HomMHS(Q, H
2p−m(X,Q)(p))→ 0.
Assume X is smooth proper. Then for m > 0, (1.1.2) gives an isomorphism
(1.1.3) H2p−mD (X,Q(p)) = Ext
1
MHS(Q, H
2p−m−1(X,Q)(p)).
If m = 1, we can naturally identify Hdgp−1(X)Q⊗ZC
∗ with a subspace of (1.1.3), because
Ext1MHS(Q,Q(1)) = C
∗ ⊗Z Q. Here Hdg
p−1(X) denotes the group of Hodge cycles of
codimension p− 1. We define the reduced Deligne cohomology to be
(1.1.4) Ext1MHS(Q, H
2p−2(X,Q(p))/Hdgp−1(X)Q ⊗Z C
∗.
If m = 0, the composition of the cycle map (1.1.1) with the last morphism of (1.1.2) is
the usual cycle map, and (1.1.1) induces the Abel-Jacobi map to the intermediate Jacobian
[23] (tensored with Q):
(1.1.5) CHphom(X)Q → J
p(X)Q = Ext
1
MHS(Q, H
2p−1(X,Q)(p)).
Here CHphom(X) is the subgroup consisting of cycles homologically equivalent to zero, and
the last isomorphism follows from [10].
1.2. Algebraic part of intermediate Jacobian. For a smooth complex projective
variety X , let CHpalg(X) denote the subgroup consisting of cycles algebraically equivalent
to zero, and let Jpalg(X) denote its image in J
p(X). Then Jpalg(X) is an abelian subvariety
of Jp(X), and is the image of
(1.2.1) Pic0(Z˜)→ Jp(X)
for the normalization Z˜ of some closed subvariety Z of pure codimension p − 1 in X , see
[38], 3.10. So there exists a finitely generated subfield K of C such that Z˜ and hence
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Pic0(Z˜) are defined over K. We can verify that the image of (1.2.1) is also defined over K
by Chow’s theorem (see [27]), replacing K with a finite extension if necessary.
1.3. K/k-trace of abelian variety. Let A be an abelian variety defined over a field
K of characteristic 0, and k be an algebraically closed subfield of K. Then there exists
a largest abelian subvariety B which is defined over k by [27] (because k is algebraically
closed). It is called the K/k-trace of A. This is well-defined because
Homk(B1,B2) = HomK(B1 ⊗k K,B2 ⊗k K)
for abelian varieties B1,B2 over k by Chow’s theorem (loc. cit). We say that a K-valued
point of A is defined over k, if it comes from a k-valued point of the K/k-trace of A.
Let L be a field containing K, and set AL = A⊗K L. Then the L/k-trace of AL does
not necessarily coincide with the K/k-trace of A. But they coincide if we replace K with
a finite extension and A with the base change (using again Chow’s theorem).
2. Proof of Main Theorem
2.1. Abelian scheme and variation of Hodge structure. Let A be an abelian
scheme over a smooth complex algebraic variety S, and H be the corresponding polarizable
variation of Z-Hodge structure of weight −1 and level 1, see [16]. Then we have canonical
injective morphisms (see [35])
(2.1.1) A(S)→ Ext1(Z, H)→ Aan(San),
where the first term is the group of algebraic sections of A → S, the extension group in the
middle term is taken in the category of admissible variations of mixed Hodge structures,
and the last term is the group of analytic sections. (The first injection is an isomorphism
at least if dimS = 1.) We have furthermore a short exact sequence
(2.1.2) 0→ Ext1MHS(Z, H
0(S,H))→ Ext1(Z, H)→ HomMHS(Z, H
1(S,H))→ 0.
(See [34] and also [46] for the case dimS = 1.) Note that the canonical injective mor-
phism a∗XH
0(S,H) → H is a morphism of variations of Hodge structures [16], where
aX : X → SpecC denotes the structure morphism. In particular, H
0(S,H) is a polar-
izable Hodge structure of level 1, and the pull-back of the corresponding abelian variety
gives the maximal abelian subscheme of A coming from an abelian variety on SpecC.
For a dense open subvariety U of S, (2.1.2) implies the injectivity of
(2.1.3) HomMHS(Z, H
1(S,H))→ HomMHS(Z, H
1(U,H)),
using the snake lemma together with the injectivity of the last morphism of (2.1.1).
2.2. Proposition. Let H1 be a Q-Hodge structure of weight r, and H˜2 be a polarizable
variation of Q-Hodge structure of weight −1 and level 1 associated with an abelian scheme
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over an irreducible smooth complex algebraic variety S. Let ξ1 ∈ Ext
1
MHS(Q, H1), ξ2 ∈
HomMHS(Q, H
1(S, H˜2)). Assume they are nonzero, r ≤ −2 and HomMHS(Q(1), H1) = 0.
Then for any nonempty open subvariety U of S, the image of ξ1 ⊗ ξ2 by the canonical
morphism
Ext1MHS(Q, H1 ⊗H
1(S, H˜2))→ Ext
1
MHS(Q, H1 ⊗H
1(U, H˜2))
does not vanish.
Proof. Let H2 = H
1(U, H˜2). Then it has weights ≥ 0 by construction, see [33]. Further-
more it has weights ≤ 2 and GrW2 H2 is of type (1, 1) (i.e. isomorphic to a direct sum
of Q(−1)), because the underlying Hodge filtration F of H2 satisfies Gr
p
F = 0 for p > 1.
(Indeed, the Hodge filtration comes from the Hodge filtration on the logarithmic de Rham
complex, see loc. cit). Consider the long exact sequence associated with the cohomological
functor Exti(Q, ∗) applied to
0→ H1 ⊗Gr
W
0 H2 → H1 ⊗H2 → H1 ⊗ (H2/W0H2)→ 0.
Then the above assertion on the weights and type of H2 implies the injectivity of
(2.2.1) Ext1MHS(Q, H1 ⊗Gr
W
0 H2)→ Ext
1
MHS(Q, H1 ⊗H2).
Since ξ2 comes from a morphism ξ
′
2 : Q → Gr
W
0 H2, which splits by semisimplicity, and
does not vanish by shrinking S (see (2.1.3)), the assertion follows.
2.3. Remark. The assertion holds for r = −2 without assuming the vanishing of
HomMHS(Q(1), H1), if the local monodromies around the divisor at infinity are semisimple.
Indeed, we can show that H2 has weights ≤ 1 in this case.
2.4. Lemma. Let L be a field containing an algebraically closed field k. Let A be an abelian
scheme defined over a k-variety Sk, and AL be its pull-back to SL := Sk ⊗k L. Let σ be a
section of A → Sk, and σL be its base change by k → L. If there exists an abelian variety
BL on SpecL together with an injective morphism of abelian schemes BL ×L SL → AL
such that σL comes from a section σ
′
L of BL, then σ satisfies a similar property (with L
replaced by k).
Proof. If such BL and σ
′
L exist, we may assume L is finitely generated over k, and AL, BL,
σ′L and the morphism are defined over a finitely generated k-subalgebra R of L. Then it
is enough to restrict to the fiber over a closed point of SpecR.
2.5. Proof of Theorem (0.1). By hypothesis, there exist an algebraically closed subfield
k, smooth k-varieties Xk, Y˜k, Sk together with a proper smooth morphism f : Y˜k → Sk
such that Sk is irreducible, X = Xk ⊗k C, the base change of the generic fiber Y˜K of f by
an embedding K := k(Sk)→ C is isomorphic to Y , and ζ, η come from ζk ∈ CH
p(Xk, m),
η˜k ∈ CH
q(Y˜k). Furthermore, we have an abelian scheme A over Sk such that the base
change of the generic fiber of A by K → C is the algebraic part of the intermediate
Jacobian Jq(Y ) and the image of η by the Abel-Jacobi map is identified with a section of
A → Sk (replacing Sk if necessary), because we may assume that η comes from Pic
0(Z˜)
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in (1.2.1) so that η˜k defines a section of A. We may also assume that the K/k-trace of
the generic fiber of A coincides with the C/k-trace of the base change by replacing Sk if
necessary, see (1.3).
Let AC be the pull-back of A to S := Sk ⊗k C, and H˜2 be the corresponding variation
of Q-Hodge structure of weight −1 and level 1 on S, see [16]. This is a direct factor of
H˜ ′2 := R
2q−1f∗QY˜ (q), where Y˜ = Y˜k ⊗k C. We have a natural morphism (see (2.1))
(2.5.1) AC(S)Q → HomMHS(Q, H
1(S, H˜2)) ⊂ HomMHS(Q, H
1(S, H˜ ′2)).
Let ξ2 ∈ HomMHS(Q, H
1(S, H˜2)) denote the image of η˜ := η˜k ⊗k C. Then
(2.5.2) ξ2 6= 0.
Indeed, if it vanishes, we see that the image of a multiple of η˜ in AC(S) comes from a
section of an abelian variety, see (2.1). This contradicts the hypothesis by (2.4), and
(2.5.2) follows.
Let H1 = H
2p−m−1(X,Q)(p), and ξ1 ∈ Ext
1
MHS(Q, H1) denote the image of ζ by the
cycle map (1.1.1). Then we get
ξ1 ⊗ ξ2 ∈ Ext
1
MHS(Q, H1 ⊗H
1(S, H˜2)),
which is the image of ζ× η˜ ∈ CHp+q(X× Y˜ , m) by the cycle map (1.1.1). If ζ×η vanishes
in CHp+q(X × Y,m)Q, there is a dominant morphism pi of a smooth variety S
′
k to Sk such
that the base change of ζk × η˜k by pi vanishes, because ζ × η is the base change of ζk × η˜k
by SpecC→ Sk. Thus it is enough to show that ξ1⊗ ξ2 does not vanish after replacing Sk
with any smooth variety S′k having a dominant morphism to Sk (and replacing the cycle
by the base change). But we have a closed subvariety of S′k which is finite e´tale over Sk
by shrinking Sk and S
′
k if necessary. So we may assume that S
′
k is an open subvariety of
Sk, and the assertion follows from (2.2). This completes the proof of (0.1).
2.6. Remark. If we do not assume that η is algebraically equivalent to zero but only
homologically equivalent to zero, then the assertion holds for m ≥ 2q if we assume the
condition (2.5.2). This follows from an estimate of weights of the cohomology of an alge-
braic variety in [16].
2.7. Theorem. Let FL be the filtration of the higher Chow group induced from the cycle
map associated with the theory of arithmetic mixed sheaves [37]. Then with the assumptions
of Theorem (0.1), the external product ζ×η belongs to F 2LCH
p+q(X×Y,m)Q, and is nonzero
in Gr2FLCH
p+q(X × Y,m)Q.
Proof. This follows from (2.5) by using the forgetful functor from the category of mixed
sheaves to that of mixed Hodge Modules.
2.8. Remark. The category of mixed sheaves is a natural generalization of that of systems
of realizations which consist of Betti, de Rham and l-adic realizations, see [17], [18], [25].
In our situation, we assume that k is an algebraically closed subfield of C. So l-adic
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sheaves [5] are not necessary, and we get the category of mixed Hodge structures whose
C-part (HC;F,W ) has a k-structure, i.e. a bifiltered k-vector space (Hk;F,W ) together
with an isomorphism (HC;F,W ) = (Hk;F,W ) ⊗k C is given. Thus we get the category
of arithmetic mixed Hodge structures (see also [1]). Note that the k-structure has not
been used in the above proof. Forgetting about the k-structure, we get a variant which is
similar to a formulation of M. Green in the case where the variety is defined over k. (His
theory was explained in his talk at Alg. Geom. 2000 Azumino, Nagano.) Assuming the
conjecture of Beilinson and Bloch on the injectivity of Abel-Jacobi map for cycles defined
over number fields, we expect to get still the same filtration FL on the higher Chow groups
after the above modification in the case k = Q. It is further expected that this filtration
FL would give the conjectural filtration of Beilinson [4] and Bloch [6], see also [26].
3. Examples of higher cycles on surfaces
3.1. Higher Abel-Jacobi map. Let X be a smooth proper complex algebraic variety.
A higher cycle ζ ∈ CHp(X, 1) is represented by
∑
j(Zj , gj) where the Zj are irreducible
closed subvarieties of codimension p− 1 in X and the gj are rational functions on Zj such
that
∑
j div gj = 0 as a cycle on X (without any equivalence relations), see e.g. [31]. We
say that ζ is decomposable if the gj are constant. Let CH
p
ind(X, 1)Q be the quotient group
of CHp(X, 1)Q by the subgroup of decomposable cycles. An element of CH
p
ind(X, 1)Q is
called an indecomposable higher cycle. Note that the cycle map induces a well-defined
map of CHpind(X, 1)Q to (1.1.4), because the image of a decomposable cycle is contained in
Hdgp−1(X)Q ⊗Z C
∗.
For a higher cycle ζ =
∑
j(Zj, gj), let γj be the closure of the pull-back of the open
interval (0,+∞) by gj . Then γ :=
∑
j γj is a topological cycle of dimension 2d+ 1, where
d = dimX − p. It vanishes in H2d+1(X,Q)(−d) (= H
2p−1(X,Q)(p)), because it gives the
cycle class of ζ in HomMHS(Q, H
2p−1(X,Q)(p)) which vanishes by a weight argument. So
there exists a C∞-chain Γ with Q-coefficients on X such that ∂Γ = γ.
By Carlson [10], the extension group Ext1MHS(Q, H
2p−2(X,Q)(p)) is isomorphic to
(3.1.1) H2p−2(X,C)/
(
H2p−2(X,Q)(p) + F pH2p−2(X,C)
)
.
Then the cycle class cl(ζ) in (3.1.1) is represented by a current Φζ defined by
(3.1.2) Φζ(ω) = (2pii)
−d−1
(∑
j
∫
Zj\γj
(log gj)ω + 2pii
∫
Γ
ω
)
,
where ω is a closed C∞-form of type {(d+ 1, d+ 1), . . . , (2d+ 2, 0)}. This formula is due
to Beilinson ([3], pp. 61-62) in the case of R-Deligne cohomology, and it is generalized by
Levine [28] to the case of Z-Deligne cohomology (this construction coincides with the usual
definition of the cycle map, see [24], [36]).
In the case p = dimX = 2 and d = 0, consider the quotient of (3.1.1)
(3.1.3) H2(X,C)/
(
H2(X,Q)(2) + F 1H2(X,C)
)
.
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This is called the transcendental part of (3.1.1). The image of Hdg1(X)Q ⊗Z C
∗ in (3.1.3)
vanishes because the Hodge cycle classes are contained in F 1H2(X,C). Furthermore, the
cycle class cl(ζ) in (3.1.3) is given by the integration
∫
Γ
ω for holomorphic 2-forms ω, i.e.
the first term of (3.1.2) vanishes.
3.2. Construction. Let (z0, z1, z2, z3) be homogeneous coordinates of P
3, and d an integer
such that d ≥ 4. For 0 ≤ i < d, let fi, g, h ∈ C[z1, z2, z3] be homogeneous polynomials of
degree i, 3 and d− 3 respectively. Let
f =
d∑
i=0
zd−i0 fi with fd = gh,
and X = f−1(0) ⊂ P3, Z = g−1(0) ⊂ P2. Consider the parameter space S of fi, g, h for
0 ≤ i < d such that X is smooth and Z is a divisor with normal crossings which is either
a union of three lines in P2 or a union of two nonsingular rational curves intersecting at
two points or a rational curve with one ordinary double point. More precisely, we assume
that g is one of the following:
(3.2.1) z1z2(z1 + z2 − λz3), (z1 − λ
2z3)(z1z3 − z
2
2), z
2
1(z1 + λ
2z3)− z
2
2z3,
where λ ∈ C∗ is generic. (In the third case, this gives an example of an indecomposable
higher cycle whose support is irreducible, see [36] for another such example.) As in the
proof of Theorem (3.3) below, we may restrict S to a subspace such that fi = 0 for
0 < i < d− 1, and fd−1, h are fixed polynomials. (Note that a generic member of S does
not give a generic surface in P3, because the Picard number of X = f−1(0) as above is not
1.)
We see easily that X is smooth near the intersection with z−10 (0) if and only if
(3.2.2) f−1d−1(0) ∩ Sing f
−1
d (0) = ∅.
In this case, X has at most isolated singularities, and X is smooth if f0 ∈ C is general.
Indeed, it is enough to assume that −f0 is different from a critical value of the function∑
0<i≤d fi/z
i
0 on {z0 6= 0}.
Taking rational functions on the irreducible components of Z as in (3.1), we get a
higher cycle ζ in CH2ind(X, 1) up to a sign, and this gives a family of higher cycles (modulo
decomposable cycles) parametrized by λ in (3.2.1). Here we assume that the rational
functions have only simple zeros and poles. These functions are unique up to constant
multiples and inverses, because there is a unique rational function on P1 up to a constant
multiple, which has a simple zero at the origin and a simple pole at infinity (and a rational
curve with one ordinary double point is obtained by identifying the origin and the point
at infinity of P1). Note that the family is parametrized a priori by a double cover of the
λ-plane which may be non rational, but we need that it is parametrized by a rational curve
to show that the normal function {τg} is constant in the proof of (3.3).
For s ∈ S, let Xs, Zs, ζs denote the corresponding X,Z, ζ. Consider the algebraic
family {Xs} over S. It gives a holomorphic vector bundle V := {H
2(Xs,OXs)}s∈S and
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a local system L := {H2(Xs,Q)}s∈S over S. A multivalued section η of L determines a
multivalued holomorphic section ση of V by the integrals
∫
η
ωi, where {ωi} is a local basis
of the vector bundle {Γ(Xs,Ω
2
Xs
)}s∈S. Let σζ denote a holomorphic (local) section of V
which is defined by the integrals
∫
Γ
ωi as in (3.1). Although σζ depends on the choice of
Γ, the ambiguity comes from ση for some local section η of L, and σζ gives the cycle map
to (3.1.3). Let
Σ = {s ∈ S | σζ(s) = ση(s) for some η ∈ L}.
3.3. Theorem. With the above notation and assumptions, we have Σ 6= S. Hence Σ
is locally a countable union of proper analytic closed subvarieties, and for s /∈ Σ, the
cycle class of ζ in (3.1.3) and (1.1.4) does not vanish; in particular, ζ is a nontrivial
indecomposable cycle.
Proof. By analytic continuation, it is enough to show that Σ 6= S, and we may restrict
to any open subset of S (in the classical topology). We will derive a contradiction by
assuming Σ = S. We assume that fi = 0 for 0 < i < d − 1, and choose and fix reduced
real polynomials fd−1, h such that f
−1
d−1(0) is smooth and intersects h
−1(0) transversally
at smooth points. Let S′ be a rational curve with coordinate λ which parametrizes g as
in (3.2.1). Restricting S′ to an open subvariety, we assume that if g belongs to S′, then
f−1d−1(0) intersects f
−1
d (0) transversally at smooth points (i.e. g
−1(0) intersects f−1d−1(0)
transversely at smooth points, and does not meet f−1d−1(0) ∩ h
−1(0)). Then, replacing S
with a subvariety, we may assume that S is an open subvariety of C × S′ which is the
parameter space of f0, g (where fi = 0 for 0 < i < d − 1, and fd−1, h are the fixed
polynomials as above).
Let yi = zi/z3 be affine coordinates of {z3 6= 0} ⊂ P
3. Let f = f/zd3 , f i = fi/z
i
3,
g = g/z33 , h = h/z
d−3
3 so that f = y
d
0f0 + y0fd−1 + fd and fd = g h. Let ωs be a global
2-form on Xs whose restriction to {z3 6= 0} is the residue of dy0 ∧ dy1 ∧ dy2/f along Xs.
This form has a zero of order d − 4 along Xs ∩ {z3 = 0}. Restricted to the open subset
which is e´tale over the (y1, y2)-plane, ωs is given by dy1 ∧ dy2/(∂f/∂y0). We may assume
that fd−1 does not vanish at O
′ := {z1 = z2 = 0}, replacing the coordinates if necessary.
Then ∂f/∂y0 6= 0 at (y0, y1, y2) = 0.
Let g0 ∈ S
′ corresponding to λ = 0 in (3.2.1). Then g0 is a real polynomial, SingZ =
{O′}, and Z is either three lines meeting at one point, or two smooth rational curves
tangenting at one point, or a rational curve with one cusp. Let ∆ε denote an open disk of
radius ε. If ε, ε′ are sufficiently small, and s = (f0, g) is sufficiently close to (0, g0), then
(3.3.1) (∂f/∂y0)(y0, y1, y2) 6= 0 for (y0, y1, y2) ∈ ∆
2
ε ×∆ε′ .
Let pi be the projection of Xs ∩ {z0 6= 0} to the (y1, y2)-plane, where Xs = f
−1(0) with
f as above. Then, replacing ε, ε′ if necessary, we may assume for s = (f0, g) sufficiently
close to (0, g0)
(3.3.2) pi : Xs ∩∆
2
ε ×∆ε′ → ∆
2
ε is an isomorphism.
Take s = (f0, g) ∈ C×S
′ sufficiently close to (0, g0) such that g is real. Then the higher
cycles ζs and the real 2-chains Γs on Xs are defined as above. More precisely, Γs is e´tale by
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(3.3.2) over an area Γ′s in R
2 which is a connected component of {g > 0} or {g < 0}, and
is surrounded by the 1-chain γs contained in Zs ∩ R
2. (Here we assume that the rational
functions on Zs are also defined over R.) Furthermore, if f0 is real,
∫
Γ
ωs does not vanish
by (3.3.1) because dy1 ∧ dy2/(∂f/∂y0) is a real 2-form and ∂f/∂y0 does not vanish as a
function on Γ′s using (3.3.2). In particular,
∫
Γ
ωs is a nonconstant function of g with f0
fixed, because it vanishes at g0. This holds also for f0 = 0.
We fix g as above for a moment, and consider
∫
Γ
ωs as a function of f0 (i.e. we identify
f0 with s). Let ∆
∗ be a sufficiently small punctured disk such that ∆∗ × {g} ⊂ S. Then
for a multivalued section η of L, σζ and ση are defined as (multivalued) sections of V over
∆∗ × {g}. Since we assume Σ = S, we have
(3.3.3) σζ = ση on ∆
∗ × {g} for some η ∈ L.
In particular,
∫
Γ
ωs =
∫
η
ωs on ∆
∗ × {g}. We will derive a contradiction by showing that
the limit of
∫
η
ωs for s→ (0, g) is a constant function of g, but the corresponding limit of∫
Γ
ωs is not.
By (3.3.3), ση is a univalent section. Let L be the Deligne extension of L|∆∗×{g} over
∆×{g}, see [15]. Then the Hodge filtration F is extended to L by [39], and Gr0FL|∆∗×{g} =
V|∆∗×{g}. By Lemma (3.5) below, ση is extended to a section of Gr
0
FL and its image in
Gr0FGr
0
V L(0) coincides with the image of some η
′ ∈ Γ(∆∗, L) (see (3.4) for the filtration
V .) By Poincare´ duality, η′ is identified with a section of the local system {H2(Xs,Q)}.
By the local invariant cycle theorem [11], η′ comes from an element η′0 of H
2(X0,Q), where
Xs = {sz
d
0 + z0fd−1 + fd = 0} ⊂ P
3 (here f0 is identified with s).
If η is viewed as a family of cohomology classes by Poincare´ duality, the integral
∫
η
ωs
is defined by using the pairing of cohomology classes. By (3.7) below, {ωs} is extended
to a section ω˜ of L, because letting f˜ = f/zd0 and xi = zi/z0, the restriction of ωs to
X ′s := Xs \ z
−1
0 (0) for s 6= 0 is given by
−ResX′s f˜
−1xd−43 dx1 ∧ dx2 ∧ dx3 = −(x
d−4
3 dx1 ∧ dx2 ∧ dx3/df˜)|X′s .
(Note that m,n and d in (3.7) are respectively d− 4, 3 and d− 1.) Then the limit of the
pairing of ωs and η for s→ 0 depends only on the image of ω˜ in Gr
0
V L(0) and the image
of η in Gr0FGr
0
V L(0). This can be verified by expressing ω˜ as a sum of v(t)u˜ where v(t) is
a holomorphic function of t, and u˜ is as in (3.4.2) below for u ∈ L∞,e(−a) with a ∈ [0, 1),
because the pairing is defined for local systems. So we may replace η with η′ as long as
we consider the limit of the integral for s→ 0.
Let B be a sufficiently small ball with center O := (0, 0, 0, 1) defined by using the
coordinates xi as above. Let Ys = Xs \ B with the inclusion js : Ys → Xs. Since X0 ∩ B
is contractible, we have a canonical isomorphism H2(Y0,Q) = H
2
c (Y0,Q) = H
2(X0,Q),
and η′0 is identified with an element of H2(Y0,Q) = H
2
c (Y0,Q) where the last isomorphism
comes from Poincare´ duality. (Here we omit Tate twists to simplify the notation.) Since
{Ys}s∈∆ is a topologically trivial family, η
′
0 is extended to a section of the constant local
system {H2(Ys,Q)}s∈∆ or {H
2
c (Ys,Q)}s∈∆ which is identified with η
′ by the injection
H2(Ys,Q) → H2(Xs,Q) or H
2
c (Ys,Q) → H
2(Xs,Q). (Note that H
1(Xs ∩ B,Q) = 0 by
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the theory of Milnor fibration [30].) Thus the integral
∫
η′
ωs is defined by restricting ωs to
Ys. This is well-defined also for s = 0.
Let X˜0 be the blow-up of X0 at O, and C be the exceptional divisor. Then X˜0 is the
blow-up of P2 along f−1d−1(0) ∩ f
−1
d (0), and C is the proper transform of f
−1
d−1(0), because
f−1d−1(0) intersects f
−1
d (0) transversally at smooth points. Consider the exact sequence
0→ H1(C,Q)
ι
→ H2c (X˜0 \ C,Q)→ H
2(X˜0,Q),
where ι is the dual of ResC : H
2(X˜0 \ C,Q) → H
1(C,Q)(−1). Since the last term of the
exact sequence is a direct sum of Q(−1), ι induces an isomorphism
(3.3.4) H1(C,C)/F 1 = H2c (X˜0 \ C,C)/F
1.
Let η′′ ∈ H1(C,C)/F 1 corresponding to η′0 (mod F
1). This is independent of the choice
of η′ by (3.5). We have
〈η′′,ResCω0〉 = 〈η
′
0, ω0〉 (=
∫
η′
0
ω0),
where 〈∗, ∗〉 denotes the scalar extension of the pairings
H1(C,Q)⊗H1(C,Q)(−1)→ Q(−2),
H2c (X˜0 \ C,Q)⊗H
2(X˜0 \ C,Q)→ Q(−2).
Note that the last pairing is a perfect pairing of mixed Hodge structures and 〈F 1, ω0〉 = 0
because ω0 ∈ F
2H2(X˜0 \C,C)) (i.e. ω0 is a logarithmic 2-form on X˜0 \C). Indeed, let ω
′
be the logarithmic 2-from on P2 \ f−1d−1(0) which is expressed as dy1 ∧ dy2/fd−1 using the
coordinates yi on {z3 6= 0} as in (3.3.1). Then ω0 is the pull-back of ω
′ by the blow-up
of P2 along f−1d−1(0) ∩ f
−1
d (0). (Note that it does not have a pole along the exceptional
divisor of the blow-up, because the pole is cancelled by the zero coming from the pull-back
of a 2-from.) This shows also that ResCω0 is independent of g (using the isomorphism
C = f−1d−1(0)). We will show that η
′′ is also independent of g.
Since we can construct η′0 depending continuously on g locally on S
′ by (3.6) below, it
gives a local section of the local system {H2c (X˜0 \ C,Q)} on S
′, but this is not unique.
However, it induces a global section η˜ of a quotient local system L′ divided by a certain
subsheaf which underlies a variation of Hodge structure of type (1.1). (Indeed, η′0 is
unique up to F 1H2c (X˜0 \ C,Q), and if g does not belong to the subspace of S
′ on which
dimF 1H2c (X˜0 \C,Q) jumps, then F
1H2c (X˜0 \C,Q) underlies the stalk at g of a variation
of Hodge structure of type (1, 1) on S′. Note that dimF 1H2c (X˜0 \C,Q) is constant outside
a subset which is locally a countable union of proper analytic subsets.)
Let L′′ be the quotient local system of L′ divided by the constant local system
{H1(C,Q)} (using the canonical isomorphism C = f−1d−1(0)). Then L
′, L′′ underlie varia-
tions of Hodge structures H ′, H ′′ on S′, and η˜ induces a global section of L′′ which gives
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a morphism of Hodge structures Q(−1) → H ′′, because H ′′ is of type (1, 1). Taking the
pull-back of the short exact sequence
0→ {H1(C,Q)} → H ′ → H ′′ → 0
by this morphism, we get an extension of Q(−1) by the constant variation {H1(C,Z)} in
the category of admissible variations of mixed Hodge structures on S′.
Let τg denote the image of η
′′ in
J(C) = H1(C,C)/(F 1 +H1(C,Z)(1)).
Then, using [10] and an isomorphism similar to (3.3.4) (with H2c (X˜0 \ C,C) replaced
by a stalk of H ′), we see that {τg} is the admissible normal function corresponding to
the above extension. (This argument is inspired by Deligne’s reformulation of Griffiths’
Abel-Jacobi map, see [20].) Furthermore {τg} is constant by (2.1.1) and (2.1.2), because
H := {H1(C,Q)(1)} is a constant variation of Hodge structure of weight −1 on a smooth
affine rational curve S′ so that GrW0 H
1(S′, H) = 0. Thus η′′ is independent of g, because
it depends on g continuously.
On the other hand, ResCω0 is also independent of g as seen above. Therefore
〈η′′,ResCω0〉 and hence
∫
η′
0
ω0 are independent of g. But this integral coincides with
the limit of
∫
Γ
ωs for s → 0 by the above argument. The latter is equal to
∫
Γ
ω0, which
is a nonconstant function of g as shown above. This is a contradiction, and the assertion
follows.
To complete the proof of Theorem (3.3), we need some knowledge of Deligne extension
[15] and limit mixed Hodge structure ([39], [42]):
3.4. Complement to the proof of (3.3), I. Limit mixed Hodge structure. Let L be
a local system with rational coefficients on a punctured disk ∆∗ such that its monodromy
T is quasi-unipotent. Let L the Deligne extension of L∗ := O∆∗ ⊗Q L such that the
eigenvalues of the residue of the connection at the origin are contained in [0, 1), see [15].
Let p : ∆˜∗ → ∆∗ be a universal cover, and define L∞ = Γ(∆˜
∗, p∗L). Let L(0) denote the
fiber of L at the origin (i.e. L ⊗O∆ (O∆/m∆,0) where m∆,0 is the maximal ideal at the
origin). Then, choosing a coordinate t of ∆, we have a canonical isomorphism L∞ = L(0)
induced by
(3.4.1) u ∈ L∞ 7→ u˜ := exp
(
−
log t
2pii
logT
)
u ∈ Γ(∆,L),
where logT is the logarithm of the monodromy T whose eigenvalues divided by −2pii are
contained in [0, 1). Let T = TsTu be the Jordan decomposition, and put N = logTu.
Let L∞,λ = Ker(Ts − λ) ⊂ L∞ for λ ∈ C, and e(α) = exp(2piiα) for α ∈ Q. Then for
u ∈ L∞,e(−α) with α ∈ [0, 1), we have
(3.4.2) u˜ =
∑
i≥0
tα
(
−
log t
2pii
)i
N iu/i!
NONVANISHING OF EXTERNAL PRODUCTS FOR HIGHER CHOW GROUPS 13
Assume that L underlies a polarizable variation of Hodge structure. Then the Hodge
filtration F on L∗ can be extended to that of L, see [39]. Let F denote also the quotient
filtration on L(0). It does not necessarily give the the Hodge filtration of the limit mixed
Hodge structure unless T is unipotent. We have to take further the graded pieces of the
filtration V on L where V α is the Deligne extension such that the eigenvalues of the residue
of the connection are contained in [α, α + 1) for α ≥ 0. (This filtration comes essentially
from the m-adic filtration on a ramified base change of ∆ such that the pull-back of L has
unipotent monodromy as in loc. cit). It induces a decreasing filtration V on L∞ such that
V αL∞ = ⊕α≤β<1L∞,e(−β) for α ∈ [0, 1].
Then the limit Hodge filtration is given by GrV F . (This is clear if we consider a unipotent
base change as above.)
3.5. Lemma. With the above notation, assume the variation of Hodge structure has weight
2 and level 2 (i.e. GrpFL = 0 unless p ∈ [0, 2]). Let η be a multivalued section of L such
that the variation Tη − η belongs to F 1L∗. Then η is extended to a section of Gr0FL and
its image in Gr0FGr
0
V L(0) coincides with the image of some η
′ ∈ Γ(∆∗, L) which is unique
up to a section of F 1L∗.
Proof. Let L1 be the subsheaf of L generated by Q[T ](Tη − η). Then it underlies a
variation of Hodge structure of type (1,1), and is a direct factor of L by the semisimplicity
of a polarizable variation of Hodge structure. So we may assume either L1 = 0 or L = L1.
Then the assertion is clear.
3.6. Remark. Let S′ be an open disk, and L be a local system on S′×∆∗ which has quasi-
unipotent monodromy, and underlies a variation of Hodge structure as in (3.5). Then the
Deligne extension L on S′×∆ and the filtration V are defined as above, and the assertion
of (3.5) holds in this setting.
3.7. Complement to the proof of (3.3), II. Relative logarithmic forms. Let
f : Y → S be a projective morphism of complex manifolds of relative dimension n,
where S is an open disk with a coordinate t. Assume f is smooth over the punctured
disk S∗, and the singular fiber D is a divisor with normal crossings (but not necessarily
reduced). Let Ω•Y (logD) be the complex of logarithmic forms. Then the Koszul complex
K•(Ω•Y (logD), f
∗(dt/t)∧) is acyclic, and the relative logarithmic forms Ω•Y/S(logD) are
defined to be the cokernel of f∗(dt/t)∧, see [42]. It is well-known that the higher direct
images Rjf∗Ω
•
Y/S(logD) are locally free OS-Modules with a logarithmic connection ∇ such
that the eigenvalues of the residue of ∇t∂/∂t are contained in [0, 1), and it gives the Deligne
extension of (Rjf∗QX |S∗)⊗Q OS∗ , see loc. cit.
Let now f ′ : X → S be a projective morphism of complex manifolds such that Sing f ′ =
{O}, where S is as above. Assume that the inverse image of the singular fiber X0 by
the blowing-up pi : Y → X with center O is a divisor with normal crossings. Then
the intersection of the proper transform of X0 with the exceptional divisor is a smooth
hypersurface, and its degree d coincides with the multiplicity of X0 at O. Let ω be a
holomorphic (n+1)-form on X , and m be the multiplicity of the zero of ω at O. Then pi∗ω
and (f ′pi)∗t has zeros of order m+ n− 1 and d respectively at the exceptional divisor. So,
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if m+n−1 ≥ d−1, then pi∗ω/(f ′pi)∗t is a logarithmic (n+1)-form on X , and is identified
with a relative logarithmic n-form by the acyclicity of the above Koszul complex.
3.8. Remark. It is not easy to construct an indecomposable higher cycle on a given
variety. Any known analytic method constructs a family of varieties with a higher cycle,
and shows for a generic member that the cycle is indecomposable, or it is not annihilated by
the reduced Abel-Jacobi map, see [12], [13], [14], [31], [36], [45]. The situation is different
over a number field (see [29]), although it is not easy to express a cycle explicitly. Note
that once we get a variety and a higher cycle satisfying the last condition in Theorem (0.1),
there is a finitely generated subfield k over which the variety and the cycle are defined.
4. Inductive construction
4.1. Borel-Moore cohomology. For a singular variety Z, let DZ = a
!
ZQ ∈ D
b
c(Z,Q)
with aZ : Z → pt the structure morphism. Here D
b
c(Z,Q) is the full subcategory of
Dbc(Z
an,Q) consisting of complexes with algebraic stratifications. Then the Borel-Moore
homology HBMj (Z,Q) is given by H
−j(aZ)∗DZ . We define the Borel-Moore cohomology
by HjBM(Z,Q) = H
BM
2n−j(Z,Q)(−n) if Z is purely n-dimensional. If Z is smooth, we have
DZ = QZ(n)[2n], and H
j
BM(Z,Q) = H
j(Z,Q).
4.2. Construction. Let f ∈ C[z0, . . . , zn], h ∈ C[w0, w1] be homogeneous polynomials
of degree d, where n ≥ 1, d ≥ 2. Put f˜ = f + h,X = f−1(0) ⊂ Pn, Z = h−1(0) ⊂ P1,
X˜ = f˜−1(0) ⊂ Pn+2. Assume X,Z are smooth (in particular, Z consists of d distinct
points in P1). Then X˜ is also smooth. Let pi = (ai, bi) be the points of Z for 1 ≤ i ≤ d.
Then the equation biw0 = aiw1 defines a subvariety Yi of X˜ . It is a projective cone over
X , and has a unique singular point qi. Let Y˜i be the blow-up of Yi at qi. It is a P
1-bundle
over X . Let pii : Y˜i → X and ρi : Y˜i → X˜ denote the canonical morphisms. Then we get
a morphism of higher Chow groups
(4.2.1) (ρi)∗pi
∗
i : CH
p(X,m)→ CHp+1(X˜,m)
which is compatible with the morphism in cohomology
(4.2.2) (ρi)∗pi
∗
i : H
j(X,Q)→ Hj+2(X˜,Q)(1)
via the cycle map (1.1.1). Here we assume m > 0 so that the target of the cycle map is
(4.2.3) Ext1MHS(Q, H
2p−m−1(X,Q)(p))
and similarly for X˜ . Since Hj(X,Q) is interesting only for j = n − 1, we may assume
2p = n+m.
4.3. Proposition. The morphism (4.2.2) is injective for j = n− 1.
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Proof. Let Y ′i = Yi\{qi}. It is a line bundle over X , and the zero section is the intersection
with another Yj . So we get for i 6= j a cartesian diagram
X˜
ρj
←−−−− Yjxρi xιj
Yi
ιi←−−−− X
where ιi : X → Yi denotes the zero section. We have DY ′i = QY ′i (n)[2n], and hence
ι∗iDYi = QX(n)[2n]. So with the notation of (4.1), we get the restriction morphism
(4.3.1) ι∗i : H
n−1
BM (Yi,Q)→ H
n−1(X,Q).
This is an isomorphism because the restriction morphism
Hn−1BM (Yi,Q)→ H
n−1(Y ′i ,Q)
is an isomorphism by the long exact sequence of local cohomology combined with the
isomorphism ι!qiDYi = Q, where ιqi : {qi} → Yi denotes the inclusion. By duality, we get
the isomorphism
(4.3.2) (ιj)∗ : H
n−1(X,Q)→ Hn+1(Yj ,Q)(1).
Since ρ∗jQX˜ = QYi , the canonical morphism (ρi)∗ : DYi → DX˜ together with the
functorial morphism id→ (ρj)∗ρ
∗
j induces a commutative diagram
DX˜
ρ∗j
−−−−→ QYj (n+ 1)[2n+ 2]x(ρi)∗ x(ιj)∗
DYi
ι∗i−−−−→ QX(n)[2n]
where the direct images by closed embeddings are omitted to simplify the notation. So
we get ρ∗j (ρi)∗ = (ιj)∗ι
∗
i : H
n−1
BM (Yi,Q) → H
n+1(Yj ,Q)(1). Since the second composition
is an isomorphism by the above argument, we get the injectivity of (ρi)∗ : H
n−1
BM (Yi,Q)→
Hn+1(X˜,Q)(1).
Now it remains to show the injectivity of the composition of the restriction morphism
pi∗i : H
n−1(X,Q) → Hn−1(Y˜i,Q) and the Gysin morphism H
n−1(Y˜i,Q) → H
n−1
BM (Yi,Q).
But its further composition with the restriction morphism to Hn−1(Y ′i ,Q) is the restriction
morphism (pi′i)
∗ : Hn−1(X,Q)→ Hn−1(Y ′i ,Q) where pi
′
i : Y
′
i → X denotes the projection.
This is clearly an isomorphism, and the assertion follows.
4.4. Theorem. With the notation of (4.2), let ζ ∈ CHp(X,m) where 2p = m + n. We
consider the cycle map to (1.1.3) if m > 1 and to (1.1.4) if m = 1. Assume ζ is not
annihilated by this cycle map. Then the image of (ρi)∗pi
∗
i ζ ∈ CH
p+1(X˜,m) by the same
cycle map for X˜ does not vanish. In particular, (ρi)∗pi
∗
i ζ is indecomposable if m = 1.
Proof. This follows from (4.3) combined with the semisimplicity of Hn+1(X˜,Q) as a Hodge
structure.
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