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Abstract
In this paper, we will make an attempt to clarify the relation between three-dimensional
euclidean loop quantum gravity with vanishing cosmological constant and quantum field
theory in the continuum. We will argue, in particular, that in three spacetime dimensions
the discrete spectra for the geometric boundary observables that we find in loop quantum
gravity can be understood from the quantisation of a conformal boundary field theory in
the continuum without ever introducing spin networks or triangulations of space. At a
technical level, the starting point is the Hamiltonian formalism for general relativity in
regions with boundaries at finite distance. At these finite boundaries, we choose specific
conformal boundary conditions (the boundary is a minimal surface) that are derived
from a boundary field theory for an SU(2) boundary spinor, which is minimally coupled
to the spin connection in the bulk. The resulting boundary equations of motion define
a conformal field theory with vanishing central charge. We will quantise this boundary
field theory and show that the length of a one-dimensional cross section of the boundary
has a discrete spectrum. In addition, we will introduce a new class of coherent states,
study the quasi-local observables that generate the quasi-local Virasoro algebra and
discuss some strategies to evaluate the partition function of the theory.
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1. Introduction
In loop quantum gravity, geometric observables such as areas and angles have discrete
spectra [1–3]. These results were developed originally in the spin network representa-
tion, where quantum three-geometries are created by successively exciting gravitational
Wilson loops out of a vacuum that represents no space at all [4, 5]. The appearance
of such discrete and combinatorial structures led to the idea that the whole approach
is some sort of gravitational lattice gauge theory and that the discrete spectra are a
mere lattice artefact that should disappear once we found the physical Hilbert space
in the continuum, cf. [6, 7]. In this article we will demonstrate that this concern is
unfounded: we will show that the discrete spectra of geometric observables for euclidean
quantum gravity in three dimensions can be recovered from the quantisation of a con-
formal boundary field theory in the continuum without ever introducing spin networks
or triangulations of space.1
In the following, we will only be concerned with the theory for a vanishing cosmolog-
ical constant. In addition, the entire calculation happens in a quasi-local context, where
the gravitational field is quantised in a region with boundaries at finite distance. From
the perspective of general covariance, this quasi-local approach may seem, in fact, more
appealing than an asymptotic quantisation, because the physical size of a region (or the
distance from a source) must be itself the outcome of a measurement, and there is no
reason a priori why we should restrict ourselves to only those measurement outcomes for
which the observer would be sitting at infinity. The limit to infinity would then only be
performed within the quantum theory by selecting, for example, an appropriate sequence
of coherent boundary states. We will propose such coherent states in the paper.
The paper itself is divided into two parts: The first part develops the classical bulk
plus boundary field theory. In the interior of spacetime, the theory is topological,2
and there are no physical degrees of freedom in the bulk. The presence of a boundary
changes the situation quite significantly: at the boundary, otherwise unphysical gauge
directions turn into actual physical boundary degrees of freedom [9–11]. One of the key
results of this paper is that the resulting gravitational edge modes [8, 12–15] can be
neatly characterised by an SU(2) boundary spinor ξA that is minimally coupled to the
spin connection in the bulk. The SU(2) norm ‖ξ‖2 = ξ†AξA of this boundary spinor
turns out to have a very simple geometric interpretation: it determines the conformal
factor that relates the fiducial two-dimensional boundary metric to the physical metric
in the bulk. The boundary field equations, which define a conformal field theory with
vanishing central charge, turn out to have a neat interpretation as well: they impose
that the boundary is a minimal surface with respect to the three-dimensional physical
metric in the bulk (hence they determine how the boundary is embedded into the bulk).
The second half of the paper deals with some aspects of the resulting quantum theory.
We will show, in particular, that the physical length of a cross section of the boundary
1A generalisation of our argument to four Lorentzian spacetime dimensions can be found in [8].
2In three dimensions, general relativity has as many gauge constraints as there are configuration variables.
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turns into the number operator that counts the number of quanta that constitute the
quantum boundary geometry.
2. Boundary field theory at finite distance
2.1. Action, boundary conditions and field equations
For three-dimensional euclidean gravity with vanishing cosmological constant, we can
work with the action
SM[e,A] =
1
8πG
∫
M
ei ∧ F i[A], (1)
where G is Newton’s constant in three spacetime dimensions,3 F i[A] = d∧Ai+ 12ǫijkAj∧
Ak is the curvature of the SU(2) spin connection and ei is the co-triad with corresponding
euclidean spacetime metric gab = δije
i
ae
j
b. On shell, this metric is locally flat, which is
a consequence of the equations of motion in the bulk, namely the vanishing of curvature
(F i = 0) and torsion (T i = ∇∧ ei = d ∧ ei + ǫijkAj ∧ ek = 0).
Suppose then that M has the topology of an infinite solid cylinder with boundary
B = ∂M ≃ R× S1. The goal of the article is to treat the resulting bulk plus boundary
theory as a Hamiltonian system, quantise it and compare the results with what we know
from loop quantum gravity.
Since we now have a boundary (at finite distance), we have to specify the boundary
conditions, otherwise the variational principle is incomplete. Different boundary condi-
tions require then different boundary terms, which, in turn, lead to different boundary
field theories. In our case, and to facilitate the comparison with recent developments in
loop quantum gravity [12, 13], we choose the following conformal boundary conditions,
ϕ∗Bgab ∈ [qab]⇔ ∃Ω : B→ R+ : ϕ∗Bgab = Ω−2qab, (2a)
K = ∇ana = 0. (2b)
The first condition (2a) says that the pull-back ϕ∗
B
gab of the physical metric to the
boundary B lies in the conformal class of some given and fiducial two-dimensional
background metric qab on B. The second condition says that the trace of the extrinsic
curvature of the boundary vanishes (na is the normal vector to the boundary and ∇a
is the covariant derivative in the bulk). This condition is the same as to say that the
boundary is an minimal surface with respect to the metric in the interior. The conformal
factor and the trace free part of the extrinsic curvature are unconstrained.
In the following, both the boundary conditions (2a,b) and the field equations in
the interior will be derived from the variation of a coupled bulk plus boundary action.
The coupled system evolves according to a Hamiltonian that generates boundary data
compatible with (2a,b) for some initial datum on a one-dimensional cross section C of
the boundary B. The resulting theory represents a concrete and quasi-local realisation
3In units of ~ = c = 1, Newton’s constant has dimensions of length, and ℓo := 4πG is the minimal Planck
length in three dimensions.
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of the holographic principle [16–18] for vanishing cosmological constant and boundaries
at finite distance. The possibility of such a quasi-local approach is supported by most
recent results in non-perturbative quantum gravity: Dittrich, Livine and collaborators
have studied very recently the Ponzano –Regge amplitudes for discretised manifolds
with cylindrical boundaries [19–21] at finite distance4 and recovered within this setting
the results from the perturbative approach [22] for the partition function of euclidean
quantum gravity in three dimensions.
To find an appropriate boundary action that can realise this principle in terms of
spin connection variables, let us first make the following observation: There always exists
a boundary spinor ξA (a section of the spin bundle over the boundary) and a complex
basis (ma, m¯a) of the complexified cotangent space T
∗
BC such that the pull-back of the
triad to the boundary B assumes the following form,
ϕ∗Be
i
a =
4πG√
2
ξAξBσAB
ima + cc., (3)
where {σABi} are the Pauli matrices,5 and the factor of 4πG has been introduced for
later convenience. The simplest way to see that such a pair (ξA,ma) can always be found
is the following: first of all, we note that the pull-back of the metric to the boundary
can always be written in terms of a conformal factor6 Ω : B→ R+ and a complex dyad
(ma, m¯a) as
ϕ∗Bgab = Ω
−2(mam¯b + m¯ama) ≡ Ω−2qab. (4)
Denote then by (ma, m¯a) ∈ TBC the dual basis, mam¯a = 1, mama = 0. Next, construct
the following element of the complexified Lie algebra su(2)C, namely
m¯AB =
1√
2
σABim¯
aϕ∗Be
i
a. (5)
Since m¯a is a complex null vector with respect to the boundary metric ϕ∗
B
gab, we now
also know that m¯ACm¯
C
B = 0, which implies that there exists a spinor ξ
A, such that
m¯AB ∝ ξAξB. (6)
Comparison with (3) completes the argument. Going back to (4), we can then also see
that the conformal factor must be proportional to the SU(2) norm ‖ξ‖2 = δAA′ ξ¯A′ξA of
the boundary spinor. A short calculation fixes the overall normalisation,
Ω−1 = 4πG ‖ξ‖2. (7)
4The series [19–21] by Dittrich, Livine and collaborators is based on the usual Dirichlet boundary con-
ditions rather than the conformal boundary conditions (2a,b).
5A,B,C, · · · = 0, 1 are spinor indices, which are raised and lowered using the skew-symmetric epsilon
spinors ǫAB and ǫAB . Our conventions are the following: ξA = ξ
BǫBA and ξ
A = ǫABξB. In particular
σABi = σBAi = ǫCBσ
C
Ai, and ξAξ
A = 0.
6We could always achieve Ω = 1, but for the whole purpose of this paper it is useful to be more general.
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To introduce an appropriate boundary action, we now only have the boundary dyad
(ma, m¯a), the boundary spinor ξ
A, and its covariant exterior derivatives at our disposal.
Going back to equation (3), we consider, therefore, the following candidate for a bulk
plus boundary action, namely
S[e,A|ξ] = 1
8πG
∫
M
ei ∧ F i[A]− i√
2
∫
B
(
ξAm ∧DξA − cc.
)
, (8)
where Da is the pull-back of the SU(2) covariant derivative to the boundary,
Daξ
A = ∂aξ
A +
1
2i
σABi(ϕ
∗
BA
i
a)ξ
B . (9)
In the following, we will treat the coupled bulk plus boundary geometry as one dynamical
system, whose histories are given by the triple (eia, A
i
a, ξ
A) of bulk plus boundary fields.
The complex boundary dyad (ma, m¯a), on the other hand, is treated as an external
background structure, whose field variations vanish,
δma = 0. (10)
Having introduced additional boundary fields, we now get additional boundary equa-
tions of motion (in addition to the flatness constraint and the vanishing of torsion in
the bulk). First of all, there are the glueing conditions linking the fields in the interior
to the spinors at the boundary. Using δF = ∇∧ δA together with Stokes’s theorem, we
calculate the variation of the action (8) with respect to the spin connection, obtaining
δAS[e,A|ξ] = 1
8πG
∫
M
(∇∧ ei) ∧ δAi+
− 1
8πG
∫
B
[
ei − 4πG√
2
(
mξAξBσABi + cc.
)]
∧ δAi. (11)
Imposing δAS = 0, gives us therefore two conditions, namely the torsionless condition
(∇ ∧ ei = 0) in the bulk and the glueing conditions (3), which are just the first part of
our boundary conditions, namely (2a). The second part (2b) of the boundary conditions
follows from the variations of the boundary spinor ξA. The resulting boundary equations
of motion require that the boundary spinor ξA is holomorphic, namely
maDaξ
A = 0, (12)
where we introduced the SU(2)× U(1) gauge covariant derivative,
Daψ
A := Daψ
A +
1
2i
Γaψ
A, (13)
for the U(1) spin connection Γa ∈ T ∗B at the boundary. This connection is implicitly
defined via the two-dimensional (boundary intrinsic) torsionless condition
D[amb] = ∂[amb] + iΓ[amb] = 0, (14)
and it can be extended naturally to tensor fields T a...b... intrinsic to the boundary: the
resulting torsionless derivative Da annihilates qab, as well as the U(1) soldering forms
ma and m¯a, e.g. Damb = 0. In the next section, we will show that the boundary field
equations (12) are equivalent to the second part of the boundary conditions, namely
(2b).
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2.2. The boundary as a minimal surface
The boundary equations of motion (12) have a simple geometric interpretation: they
impose that the boundary B is a minimal surface with respect to the geometry in the
interior, thus the extrinsic curvature vanishes: K = ∇ana = 0, such that the boundary
conditions (2a,b) both follow from the equations of motion of the bulk plus boundary
theory.
To see that the boundary equations of motion (12) imply that the extrinsic curva-
ture vanishes, consider first the following normalised internal three-vector, which is the
‘expectation value’ of the Pauli matrices with respect to the boundary spinor ξA, namely,
ni =
ξ†Aσ
A
Biξ
B
‖ξ‖2 , (15)
where ξ†A = δAA′ ξ¯
A′ is the conjugate spinor with respect to the SU(2) invariant hermitian
metric. Going back to the glueing condition (3) and recognising ξAξ
A = ǫBAξ
BξA = 0,
we see that na = n
ieia is indeed the co-vector normal of the boundary (hence ϕ
∗
B
eini =
0). We can then define immediately twist ω and expansion K = ϑ of na, namely
ϑ := 2m(am¯b)∇anb, ω := 2im[am¯b]∇anb. (16)
Using the isomorphism between vectors and spinors, we find
ϑ+ iω√
2
=
√
2 m¯bmaDanb = 8πGξ
AξBmaDa
(ξ†AξB
‖ξ‖2
)
= 8πG ξAmaDaξA. (17)
Now, the twist ω must vanish since na is normal to a two-dimensional boundary of
a three-dimensional manifold M. For a minimal surface, ϑ (which is the trace of the
extrinsic curvature) must vanish as well, which implies maDaξ
A = fξA for some function
f . The function f is further constrained by the pull-back of the torsionless condition
∇ ∧ ei = 0 to the boundary B, which implies f = i2maΓa. The vanishing of the
extrinsic curvature is therefore equivalent to the holomorphicity of the boundary spinor:
maDaξ
A = 0 ⇔ K = 0, and these are just our boundary equations of motion that we
found in above, see (12). The boundary field equations (12) impose, therefore, that the
boundary B = ∂M is a minimal surface, hence K = 0 as required by our boundary
conditions (2b). Both boundary conditions (2a,b) follow therefore from the variation of
the bulk plus boundary action.
2.3. A minimal example: the boundary spinor of a catenoid
To gain some more intuition for the boundary field theory, we now want to find an
explicit solution of the field equations. In the last section, we saw that the boundary of
the cylinder M must be a minimal surface. In addition, we also know that the metric in
the interior of the cylinder is flat. The simplest geometry that satisfies these conditions
is a catenoid flatly embedded in R3. Using coordinates η ∈ R and ϕ ∈ [0, 2π), we can
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parametrise this surface as follows,
x1 = ρ cosh η cosϕ,
x2 = ρ cosh η sinϕ,
x3 = ρ η, (18)
where ρ > 0 is a free parameter that determines the minimal radius of the catenoid,
which will turn into an operator at the quantum level.
To find the boundary spinor that satisfies the field equations (12) for this geome-
try, we proceed as follows. On the surface of the catenoid, we introduce the complex
coordinate
z = eη+iϕ. (19)
We now define the following one-forms and tangent vectors intrinsic to the tangent
bundle of the boundary, namely,
ma =
1√
2
∂az, m¯
a =
√
2 ∂az =
1√
2
eη+iϕ
(
∂aη − i∂aϕ
)
. (20)
Using cartesian coordinates (x1, x2, x3), we can represent the tangent vector ∂az as a
column vector,
∂z~x =
ρ
2
e−η−iϕ

 sinh(η + iϕ)−i cosh(η + iϕ)
1

 . (21)
We now contract this vector with the Pauli matrices ~σ. To solve the glueing conditions
(3), we have to find a spinor ξA such that,
~σ · ∂z~x = ρ
2z
(
1 −z−1
z −1
)
= −4πG
(
ξ0
ξ1
)
⊗ (−ξ1 ξ0) . (22)
This equation has two solutions for ξA, namely
(
ξ0(z)
ξ1(z)
)
= ±
√
ρ
8πG
(
z−1
1
)
, (23)
which is a holomorphic function of the boundary spinor, as it is indeed required by the
boundary equations of motion (12).
2.4. Covariant Hamiltonian analysis, gauge symmetries
Our next task is to explore the solution space of the theory and study the gauge symme-
tries at the Hamiltonian level. First of all, we have to identify the symplectic structure
on an ‘initial’ hypersurface. We thus slice the cylinder M along a hypersurface Σ into
two halves. The first variation of the action (in either half) determines then the covariant
pre-symplectic potential [23], namely
ΘΣ = − 1
8πG
∫
Σ
ei ∧ dAi − i√
2
∮
C
(
ξAmdξ
A − cc.), (24)
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where the symbol “d” is the exterior functional derivative on the classical solution space
of the theory with7 C = ∂Σ denoting a one-dimensional cross section of the boundary
B = ∂M. To study the symmetries of the theory at the Hamiltonian level, we introduce
the pre-symplectic two-form,
ΩΣ = dΘΣ. (25)
Internal SU(2) gauge transformations (generated by an SU(2) gauge element Λi)
act now in the obvious way on the bulk and boundary variables,
δΛe
i = ǫilmΛ
lem, δΛA
i = −∇Λi, δΛξA = 1
2i
σABiΛ
iξB , (26)
where ∇a is the SU(2) exterior covariant derivative in the bulk. A short calculation
reveals that the vector field δΛ (on phase space) is indeed a degenerate direction of the
pre-symplectic two-form,
ΩΣ(δΛ, ·) = 0, (27)
hence δΛ generates gauge transformations at the Hamiltonian level. It is worth noticing
that this is true even for those SU(2) gauge transformations that do not vanish at the
boundary (Λi
∣∣
B
6= 0), and this observations will be important below. The explicit proof
is straight forward, and can be found in an earlier paper of this series, see [12].
The situation for the boundary diffeomorphisms is more interesting. Consider first
a vector field ta ∈ TM that preserves the boundary,
ta
∣∣
∂M
∈ TB. (28)
Such a diffeomorphism can now act naturally on all our configuration variables. It acts
on the variables in the bulk through the gauge covariant Lie derivative8 Lt,
δte
i = Lte
i = ty(∇∧ ei) +∇(tyei). (29a)
δtA
i = LtA
i = tyF i, (29b)
but the crucial question is how the vector field δt (on the covariant phase space) should
act now on the boundary spinor ξA. The naive definition δtξ
A := Ltξ
A = taDaξ
A
(for the SU(2) × U(1) covariant derivative Da) gives an undesirable result. The reason
is that the complex co-dyad (ma, m¯a) of T
∗
B is treated as an external background
structure (a c-number in the old terminology), whose field variations vanish (see (10)),
but Ltma 6= 0 for generic vector fields ta ∈ TB. The idea and solution of this trouble
is to shuffle the burden from ma into the boundary variable ξ
A (which is a q-number)
by introducing a suitable correction term ∆tξ
A. To find this missing term and define
δtξ
A as δtξ
A := taDaξ
A+∆tξ
A, consider first the pull-back to the boundary of the triad
7The orientation of C is induced from the orientation on Σ. The choice of orientation is a frequent source
of sign mistakes.
8The symbol “y” denotes the interior product, (tyω)bc... = t
aωabc...
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(3). We take the Lie derivative on both sides of the glueing conditions (3), and demand9
δtϕ
∗
B
ei = ϕ∗
B
Lte
i. The gauged Lie derivative Lt annihilates the Pauli matrices. The
field variation δt, on the other hand, annihilates ma. This implies the following condition
for δtξ
A, namely
2(δtξ
(A)ξB)σAB
ima + cc. = 2(Ltξ
(A)ξB)σAB
ima + ξ
AξBσAB
i
Ltma + cc. (30)
Using that ξA and ǫABξ†B = δ
A
A′ ξ¯
A′ are linearly independent, we compare coefficients
and conclude that
∆tξ
A ∝ ξA. (31)
and Ltma = Dat
bmb ∝ ma. The latter is the same as to say that ta must be a conformal
Killing vector field at the boundary (i.e. D(atb) ∝ qab). Going back to (30), we can then
fix the proportionality constant in (31), obtaining
∆tξ
A =
1
2
(m¯aLtma)ξ
A. (32)
Given any vector field ta ∈ TM, whose restriction to the boundary defines a conformal
Killing vector field of the boundary metric qab = 2m(am¯b), we define, therefore, the field
variation as follows,
δtξ
A := taDaξ
A +
1
2
(m¯aLtma)ξ
A, (33)
which shows that the spinor ξA is a conformal field of weight (1/2, 0).10 Since the
classical action (8) is invariant under such conformal maps, the same conclusion could
have been already made at the Lagrangian level.
Having now defined the vector field δt on field space, we now want to show that it is
generated by a Hamiltonian Ht[C]. We thus want to integrate the Hamilton equations
ΩΣ(δt, δ) = −δHt[C], (34)
for all tangent vectors δ to the covariant phase space (linearised solutions δ ≡ (δAi, δei, δξA)
of the field equations). First of all, we have
ΩΣ(δt, δ) = − 1
8πG
∫
Σ
[
δtei ∧ δAi − δei ∧ δtAi
]
− i
√
2
∮
C
[
mδtξAδξ
A − cc.
]
. (35)
The field equations imply δtei = ∇(tyei), and δtAi = tyF i = 0, and ∇∧ δAi = δF i = 0,
hence the first term is a total derivative. Using Stokes’s theorem, we are thus left with
9The condition simply says that the field variation on the boundary phase space equals the Lie derivative
on space time.
10Using holomorphic coordinates (ma =
1√
2
∂az), we can immediately integrate this vector field δt on field
space such that ξA transforms under a conformal map f : B → B as: (f∗ξA)(z) = (∂zf)
1
2 (z)ξA(f(z)),
for f(z) = exp(t)[z].
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a line integral over the circumference of the disk. If we finally also insert the glueing
conditions (3), we find
ΩΣ(δt, δ) = − i√
2
∮
C
[ 1
2i
ξAξBσABiN − cc.
]
δAi+
− i√
2
∮
C
[
2m(LtξA)δξ
A +m(m¯bDbN)ξAδξ
A − cc.
]
, (36)
where ta
∣∣
B
= Nm¯a + N¯ma. The right hand side is a total derivative: we introduce the
quasi-local Hamiltonian,
Ht[C] = − i√
2
∮
C
[
NξADξ
A − cc.
]
, (37)
and using that C is closed, we will find that Ht[C] indeed integrates the Hamilton
equations (34) for the field variation δt. In addition, Ht[C] is conserved since N is
holomorphic, i.e. maDaN = 0. Geometrically, the Hamiltonian is the integral over the
shear σ of na (na being the co-vector normal (15) to the boundary),
σ¯ = m¯am¯b∇anb = −4πG
√
2ξAm¯
aDaξ
A, (38)
hence
Ht[C] = − 1
4πG
∮
C
Im
[
mNσ¯
]
. (39)
This integral can also be written in terms of the canonical Brown –York [24, 25] quasi-
local energy momentum tensor
8πGTab = −mambσ¯ + cc. = −Kab, (40)
where Kab is the extrinsic curvature tensor
11 of the boundary ∂M. We then have
Ht[C] =
∮
C
dvatbTab, (41)
with dva = −im¯am+ cc. denoting the oriented line element on C = ∂Σ.
2.5. Covariant phase space, Virasoro generators, vanishing central charge
To quantise the theory, it is helpful to work in an explicit coordinate representation on
the manifold, as we did in our example of the catenoid above (see section 2.3). First of
all, we can always go to a gauge where the dyad (ma, m¯a) on the cylinder is given as
m =
1√
2
dz, (42)
for coordinates z = x+ iy on the boundary, such that the metric qab = 2m(am¯b) defines
the fiducial line element ds2 = dx2 +dy2 on ∂M = B ≃ C2 −{0}. In addition, we may
11Kab is traceless, because the boundary is a minimal surface.
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also assume that the interior of M is simply connected, that there are no defects or black
holes, such that, in other words, we can always find a gauge such that the connection
vanishes on M,
Aia = 0. (43)
This is only a partial gauge fixing.12 Residual gauge transformations are generated by
constant gauge elements Λi : ∂aΛ
i = 0.
The boundary equations of motion (12) tell us then that the boundary spinor must
be a holomorphic function of z,
∂z¯ξ
A = 0. (44)
Working with spinors, we have two possible boundary conditions on the cylinder,
ξA(e2πiz) = e2πiϑ±ξA(z), (45)
with ϑ+ = 0 for the Neveu – Schwarz boundary conditions and ϑ− =
1
2 for Ramond
boundary conditions corresponding to the two possible spin structures on the circle
C. In the following, we will restrict ourselves to Neveau – Schwarz boundary conditions
(as for the catenoid), because they correspond to the unique spin structure that the
boundary C inherits from the disk Σ. We now have a Laurent expansion,
ξA(z) =
1√
2π
∞∑
n=−∞
ξAn z
n. (46)
If we go back then to the covariant symplectic potential (24), we find
ΘΣ =
1
2
∑
n∈Z
ǫABξ
A
n dξ
B
−n−1 + cc. (47)
This implies the fundamental Poisson commutation relations,
{
ξAm, ξ
B
n
}
= ǫABδm+n+1, (48a){
ξ¯A
′
m , ξ¯
B′
n
}
= ǫ¯A
′B′δm+n+1, (48b){
ξAm, ξ¯
A′
n
}
= 0. (48c)
A conformal Killing vector admits now a Laurent expansion ta =
∑
n∈Z tnz
n+1∂az+cc.
The corresponding quasi-local Hamiltonian (37) is a sum of the Virasoro generators Ln
and L¯n,
Ht[C] =
∞∑
n=−∞
(
tnLn + cc.
)
, (49)
12Notice that even those large gauge transformations that do not vanish at the boundary are degenerate
directions of the pre-symplectic two-form, see (27) and [12, 13].
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where13
Ln =
1
4
∞∑
m=−∞
(2m+ n+ 1)ξ−m−n−1A ξ
A
m. (50)
Using the Poisson brackets (48a–c), one can easily check that the generators satisfy the
classical Virasoro algebra with vanishing central charge,
{
Ln, Ln′
}
= (n− n′)Ln+n′ ,
{
L¯n, L¯n′
}
= (n − n′)L¯n+n′ . (51)
The charges (50) can be immediately evaluated for the family of catenoids introduced
in section 2.3. All but the lowest Virasoro generator vanish,
Ln =
L[C0]
16πG
δn0, (52)
where L[C0] = 2πρ is the minimal circumference of the catenoid. This equation says that
the quasi-local energy H = L0 + L¯0 that we associate to the catenoid can be identified
with the circumference of its bottleneck (divided by 8πG) while its angular momentum
J = −i(L0 − L¯0) vanishes (the geometry is rotationally symmetric). A very similar
equation can also be found in (3+1)-dimensions, where the area of a surface equates to
the generator of boosts into the orthogonal direction, see [13, 26–29].
3. Boundary CFT over the Ashtekar – Lewandowski vacuum
3.1. Quantisation of geometry
The next step ahead is to quantise the classical phase space and study the resulting
quantum geometries. First of all we note that the boundary spinors ξAn are bosons. This
may sound a little odd, but it can be inferred immediately from our initial parametri-
sation (3) of the triad at the boundary. Going back to the glueing conditions (3), we
see that ξAξB = ξBξA, for otherwise we would have ξAξB ∝ ǫAB, which would imply a
fully degenerate triad at the boundary (namely ϕ∗
B
eia = 0, which is impossible for any
regular geometry). The boundary spinor ξA must be, therefore, a boson taking values
in the C2 spin bundle over the boundary. The classical Poisson algebra (48a–c) implies
then the Heisenberg commutation relations at the quantum level. In units of ~ = 1,
[
ξAm, ξ
B
n
]
= −iǫABδm+n+1, (53)
and equally for the complex conjugate variables. At this point, it is now useful to
introduce the following canonical coordinates.
zAm := ξ
A
m, p
A
m := ξ
A
−m−1, m = 0, 1, 2, . . . , (54)
which satisfy14 [
pnA, z
B
m
]
= −iδBAδmn. (55)
13To avoid cluttering of indices, we write ξnA := ǫBAξ
B
n .
14Spinor indices are raised and lowered with the skew symmetric epsilon tensor, e.g. pnA = ǫBAp
B
n .
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For each individual mode, we may now choose a position representation on the
Hilbert space Hn = L
2(C2, d4zn), where z
A
n and z¯
A′
n act by multiplication while the
conjugate moments act as derivatives,
pnAΨ(zn) = −i
∂
∂zAn
Ψ(zAn ), p¯
n
A′Ψ(zn) = −i
∂
∂z¯A′n
Ψ(zn). (56)
A generic state for all modes can be then pictured as a vector in an infinite tensor
product, e.g. Ψ(z0, z1, z2, . . . ). The obvious trouble with this construction is that the
resulting Hilbert space K =
⊗∞
n=0Hn is non-separable. This auxiliary (or kinematical)
Hilbert space is therefore infinitely much larger than the ordinary Fock space, which is
constructed over the lowest eigenstate of energy. In our case, no preferred such vacuum
state of quasi-local energy exists. A separable Hilbert space is found instead by consid-
ering the ground state of geometry (rather than quasi-local energy), and this ‘geometry
vacuum’ will then select a separable subspace of the kinematical Hilbert space K.
Before going into the details of the construction, let us first better understand the
structure of the Hamiltonian and its eigenvalues. Introducing the real and imaginary
part of L0, we have
H = L0 + L¯0, J = −i(L0 − L¯0), (57)
where the Hamiltonian H generates dilatations in the radial direction r = |z|, while
J generates rotations around the origin r = 0. In fact, the Hamiltonian H defines a
squeeze operator: going back to (50), we have,
L0 =
1
4
∑
m∈N0
(2m+ 1)
[
pmA z
A
m + z
A
mp
m
A
]
. (58)
The operator zAmp
m
A = −izAm∂/∂zmA generates a dilation, and the eigenstates of L0 can
be constructed, therefore, from homogenous functions of the boundary spinors zAm. Such
functions (if they are single valued) are labelled by two quantum numbers, namely a
half integer km ∈ Z/2 (the eigenvalue of J) and a real number ρm ∈ R (the eigenvalue
of H). For a single mode, such homogenous wave functions satisfy
∀λ ∈ C− {0} : f (ρ,k)(λzA) = λiρ+k−1λ¯iρ−k−1f (ρ,k)(λzA). (59)
We thus see here quite explicitly that the quasi-local energy H cannot be bounded
from below, and we cannot use it to select a reasonable vacuum state. Yet, there is
another and indeed more natural observable available at the boundary that we may
use to select a sensible ground state, namely the length of a loop. The correspond-
ing operator will select the ground state of geometry, which is the analogue of the
Ashtekar –Lewandowski vacuum in the continuum. In our representation, this state can
be constructed as follows.
First of all, consider the circumference of an initial slice Σ that cuts the cylinder M
in half. The length of the boundary C = ∂Σ ≃ S1 with respect to the physical metric
in the bulk is given by the integral,
L[C] =
∮
C
ds
√
gab(x(s))x˙a(s)x˙b(s), (60)
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where x˙a(s) is the tangent vector to C as parametrised by s ∈ S1. Now C lies inside the
boundary B = ∂M, such that we can write the physical length in terms of the fiducial
boundary metric qab times the conformal factor Ω : ϕ
∗
B
gab = Ω
−2qab. From the glueing
conditions (3) and (4) we then also know that the conformal factor is itself proportional
to the norm squared of the boundary spinor, hence
L[C] = 4πG
∮
C
ds
√
qab(x(s))x˙a(s)x˙b(s) ‖ξ(s)‖2. (61)
Inserting the mode expansion (46), we have
L[C] = 4πG
∞∑
m,n=−∞
GmnAA′ [C]ξ
A
mξ¯
A′
n , (62)
where we introduced for any such loop C the following super-metric on the covariant
phase space,
GmnAA′ [C] :=
1
2π
∮
C
ds
∣∣∣dz(s)
ds
∣∣∣zm(s)z¯n(s)δAA′ . (63)
For any round circle CR = {z ∈ C : |z| = R} with respect to the fiducial boundary
metric qab, this super-metric is diagonal,
GmnAA′ [C] = R
2n+1δmnδAA′ . (64)
It is easy to check then that this hermitian form is compatible with the symplectic
structure (48a–c). The length of the loop CR has turned therefore into an ordinary
quadratic Hamiltonian on phase space, and the corresponding operator at the quantum
level is diagonalised by introducing the following Landau operators,
aAn [CR] =
1√
2
[
Rn+
1
2 zAn +
i
Rn+
1
2
δAA
′
p¯nA′
]
, (65a)
bAn [CR] =
1√
2
[ 1
Rn+
1
2
pAn + iR
n+ 1
2 δAA
′
z¯nA′
]
=: aA−n−1, (65b)
with n = 0, 1, 2, . . . . It is immediate to check that these oscillators satisfy the canonical
commutation relations, [
aAm, a
†
Bn
]
=
[
bAm, b
†
Bn
]
= δABδmn, (66)
and all other commutators among the oscillators vanish. Notice also that the hermitian
conjugate is defined here both with respect to the Hilbert space inner product and the
internal SU(2) inner product, e.g.,
a†An = δAB′ a¯
B′
n . (67)
The length of the loop C is now nothing but the sum of all number operators. Choosing
a normal ordering, we have
:L[CR]:= 4πG
∞∑
n=−∞
a†An[CR]a
A
n [CR]. (68)
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The vacuum state of geometry over a loop of radius R is then simply given by the state
that lies in the kernel of all annihilation operators,
aAn [CR]
∣∣0,CR〉 = bAn [CR]∣∣0,CR〉 = 0. (69)
This state is the boundary field theory analogue of the Ashtekar –Lewandowski vacuum,
which is the state of vanishing geometry in the bulk [4, 5]. A complete and orthonormal
basis in the resulting boundary Fock space F[CR] can be written in terms of spins
jn ∈ Z/2 and magnetic indices mn = −jn, . . . , jn for each mode, namely
∣∣{jn,mn},CR〉 =
∞∏
n=−∞
1√
(jn −mn)!
1√
(jn +mn)!
× (a†0n[CR])jn+mn(a†1n[CR])jn−mn∣∣0,CR〉. (70)
Each such state is an eigenvector of the length operator,
:L[CR]:
∣∣{jn,mn},CR〉 = 8πG
( ∞∑
n=−∞
jn
)∣∣{jn,mn},CR〉. (71)
Notice also that the spins {jn}n∈Z are all distinguishable, hence every such eigenvalue
has infinite degeneracy.
The Fock space over the no-geometry vacuum state (69) does not quite yet define
the physical Hilbert space. This is a consequence of the residual gauge transformations:
rigid SU(2) gauge transformations that are generated by constant gauge elements Λi :
∂aΛ
i = 0 preserve the gauge fixing condition (43). Physical states belong to the invariant
subspace, which is obtained by a projector P ,
Fphys[CR] = PF[CR], (72)
which is defined by gauge averaging,
P :=
∫
SU(2)
d3µΛ exp
(− iΛiSi). (73)
In here, d3µ is the Haar measure on SU(2) and Si denotes the intrinsic spin of spacetime,
namely the generator of rigid and internal SU(2) transformations,
Si =
1
2
∞∑
n=−∞
σABia
†
Ana
B
n . (74)
Notice in particular that the Fock vacuum (69) is itself an element of the physical Hilbert
space.
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3.2. Time evolution as squeezing, operator ordering
Let us now better understand the action of the Hamiltonian on the Hilbert space of the
theory. If we go back to the definition of the quasi-local observables (50) we can express
the Hamiltonian H = L0+ L¯0 in terms of creation and annihilation operators obtaining
a two-mode squeeze operator,
H =
1
2
∞∑
n=0
(2n + 1)
(
ǫABa
A
n b
B
n + ǫ
ABa†Anb
†
Bn
)
. (75)
The (orbital) angular momentum, on the other hand, is the difference of two number
operators
J =
1
2
∞∑
n=0
(2n+ 1)
(
a†Ana
A
n − b†AnbAn
)
, (76)
where the oscillators aAn and b
A
n are defined as in (65). If we then act with the evolution
operator on our reference vacuum state, we generate a highly entangled state,
e−iβH
∣∣0,CR〉 =
=
⊗
n∈N0
∑
jn∈
1
2
N0
tanh2jn((n + 12)β)
cosh2((n + 12 )β)
jn∑
mn=−jn
e−iπmn
∣∣jn,mn〉a ⊗ ∣∣jn,−mn〉b, (77)
where the SU(2) spin j basis states |j,m〉 for the oscillators aAn and bAn are defined as in
(70). The Hamiltonian H generates radial dilatations z → eβz, and any radially shifted
vacuum state (77) is then simply the geometric vacuum over the radially translated
circle. In other words,
|0,CR′ 〉 = e−iβH
∣∣0,CR〉 for R′ = e−βR. (78)
It is easy to check that the radially translated vacuum state |0,CR′ 〉 has vanishing over-
lap with any vector in the original Fock space over |0,CR〉. In fact, the Hamiltonian
does not preserve the Fock space, but maps it into F[CR′ ] = exp(−iβH)F[CR], which
is the Fock space over the vacuum (69) for the radially translated loop CR′ . For every
different cross section CR and CR′ of the boundary (R 6= R′), there is a different Fock
vacuum. Each of these different Fock vacua represent different (and orthogonal) supers-
election sectors of the kinematical and non-separable Hilbert space K =
⊗∞
n=0Hn. The
radial ‘time evolution’ does not preserve any such Fock space, and the evolution operator
exp(−iβH) should be understood, therefore, on the larger (but non-separable) kinemat-
ical Hilbert space K. The situation is in complete analogy with what happens for the
Unruh effect: the vacuum state for a uniformly accelerated observer can be obtained
from the Minkowski vacuum through a Bogoliubov transformation mixing the original
creation and annihilation operators. The resulting Fulling –Rindler boosted vacuum is
a highly entangled state that has vanishing overlap with the original Minkowski vacuum
[30].
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The usual CFT correlators can be now obtained through a limit of infinite squeezing.
The ‘in’ and ‘out’ vacua in the infinite (euclidean) future and past are given by totally
squeezed states,
∣∣0,−∞〉 = lim
R→0
∣∣0,CR〉, ∣∣0,+∞〉 = lim
R→∞
∣∣0,CR〉. (79)
In the limit of infinite squeezing, the vacua for R = 0 and R = ∞ turn into formal
eigenstates of either position or momentum, namely
pAn
∣∣0,−∞〉 = p¯A′n |0,−∞〉 = 0, (80a)
zAn
∣∣0,+∞〉 = z¯A′n |0,+∞〉 = 0. (80b)
The resulting n-point functions of the boundary CFT are given formally by
〈
ξA(z)ξB(w) · · · 〉 =
〈
0,+∞
∣∣R(ξA(z)ξB(w) · · · )∣∣0,−∞〉〈
0,+∞∣∣0,−∞〉 , (81)
where R(. . . ) denotes the radial ordering. The equations (80a,b) for the ‘in’ and ‘out’
vacua, determine all correlation functions, in particular,
〈
ξA(z)ξB(w)
〉
=
1
2πi
ǫAB
z − w. (82)
The choice of vacuum is now immediately related to the choice of operator ordering.
Normal ordering amounts to subtracting otherwise divergent vacuum fluctuations from
operator products. Since the radial evolution mixes creation and annihilation operators,
normal ordering depends now on the chosen vacuum. In our case, we have chosen
a reference state over CR, for some finite R 6= 0, and we thus remove the vacuum
fluctuations of this particular reference state, namely
:ξA(z)ξ¯A
′
(z):= ξA(z)ξ¯A
′
(z)− 〈0,CR∣∣ξA(z)ξ¯A′(z)∣∣0,CR〉. (83)
3.3. Coherent states
In section (3.1) (see also equation (70)), we introduced a complete basis for the Fock
space over a loop CR. Every element of this basis is an eigenstate of the length operator.
There is minimal uncertainty in length, but the conjugate variable, which is an angle, is
widely spread. Semi-classical states, on the other hand, should saturate the Heisenberg
uncertainty relations, and cannot be, therefore, eigenstates of geometry. The simplest
such states are given by the usual harmonic oscillator coherent states,
∣∣α,CR〉 = e− ‖α‖22 exp
(∑
n∈Z
αAn a
†
An
)∣∣0,CR〉, (84)
where ‖α‖2 denotes the SU(2) norm of the boundary spinor {αAn }n∈Z,
‖α‖2 :=
∞∑
n=−∞
αAn α¯
A′
n δAA′ . (85)
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Using normal ordering (83), the expectation values of the length operator for any
cross section C of the boundary B reproduce the results from the classical theory,
4πG
∮
C
|dz| δAA′
〈
α,CR
∣∣
:ξA(z)ξ¯A
′
(z):
∣∣α,CR〉 = 4πG
∮
C
∣∣dz∣∣ δAA′αA(z)α¯A′(z), (86)
where αA(z) is the expectation value of the field operator,
αA(z) = 〈α,CR|ξA(z)|α,CR〉. (87)
The coherent state (84) does not yet define an element of the physical Hilbert space (72),
because the state |α,CR〉 is not invariant under the residual and global SU(2) gauge
transformations (see footnote 12). The actual physical state is obtained as in (73) by
projecting the state down onto its spin j = 0 component,
∣∣α,CR〉phys =
∫
SU(2)
d3µΛ exp
(− iΛiSi)∣∣α,CR〉, (88)
where Si is the generator of the residual gauge transformations (74). Since the length
operator is invariant under such global frame rotations, the expectation values (86) for
the length operator are unaffected by the gauge averaging.
Finally, we may now construct a semi-classical state |α,CR〉 that represents a catenoid.
Having found an explicit solution (23) for the boundary spinor ξA at the classical level,
we can build a corresponding semi-classical state by simply exciting just the lowest
modes,
αA0 = ±
√
ρ
4G
(
0
1
)
, αA−1 = ±
√
ρ
4G
(
1
0
)
, (89)
while all other αAn vanish. These coherent states are a realisation in the continuum of
the coherent states that were proposed at the discrete level by Livine and Speziale for
quantum gravity in four dimensions, see [31].
3.4. Relation to loop quantum gravity
Let us now explain the relation to loop quantum gravity [1–3]. In loop quantum grav-
ity, the quantum states for our cylindrical geometry are given by superposition of spin
network states on an initial hypersuface Σ of the cylinder M ≃ Σ × R. Since we now
have a boundary ∂Σ ≃ S1, some of the edges of the spin network in the bulk will hit the
boundary, where they excite a surface charge, namely an SU(2) boundary spinor. On a
fixed graph Γ,15 the state in the corresponding bulk plus boundary kinematical Hilbert
space is given by an entangled state [32, 33],
Ψ ∈HΓkin = HΓ ⊗SU(2) H∂Γ, (90)
15A graph Γ is an ordered list of oriented paths (edges (e1, e2, . . . ) = EΓ) on the disk Σ that hit the
boundary ∂Σ ≃ S1 in a number of punctures (p1, p2, . . . ). We assume that every puncture belongs to
only one such edge.
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where the Hilbert space in the bulk
HΓ = L
2
(
SU(2)|EΓ|/Γ SU(2)
|VΓ|
)
(91)
is the space of square integrable functions on a number of copies of SU(2) (|EΓ| denoting
the number of edges) modulo gauge invariance at the vertices (there are |VΓ| of them).
The boundary Hilbert space, on the other hand, is built from the excitations of the
boundary charges that satisfy the commutation relations of the harmonic oscillator,16[
aA(p), a†B(p
′)
]
= δpp′δ
A
B , (92)
where δpp′ is the Kronecker delta for all punctures p, p
′ ∈ ∂Γ. A complete basis in the
bulk plus boundary Hilbert space can be now written as follows,
∣∣Γ, {ιv}, {je}〉 = ∏
v∈VΓ
[ιv ]~mv
∏
e∈EΓ
[
D(je)(h†e)
]m+e m−e
∏
p∈∂Γ
(
a†0(p)
)jp−mp√
(jp −mp)!
(
a†1(p)
)jp−mp√
(jp +mp)!
∣∣0Γ〉⊗ ∣∣0∂Γ〉, (93)
where h†e is a creation operator that excites a Wilson line for the spin connection in the
bulk and all repeated bulk and boundary magnetic indices are summed over.17 In the
bulk, gauge invariance is imposed at the vertices: the coffeicients [ιv]~mv (intertwiners)
belong to the SU(2) invariant subspace of all spin j representations adjacent to the
vertex. At the boundary, local SU(2) gauge invariance follows from the contraction of
the boundary spinors with the open legs of the spin networks ending at the boundary
(hence the spin jp at every puncture matches the spin je of the corresponding edge).
This is the same kind of bulk to boundary coupling that can also be found on an isolated
horizon, see for instance [39–41].
The equations of motion in the bulk are the flatness constraint and the torsionless
condition. At the quantum level, the torsionless condition translates into the requirement
that the state is invariant under local bulk plus boundary SU(2) gauge transformations.
The flatness constraint, on the other hand, implies that the holonomy around any con-
tractible loop α is given by the identity hα[A] = Pexp(−
∮
αA) = id, and it is imposed
at the quantum level simply by inserting a product of delta functions into the definition
of the inner product [42, 43], namely the kernel
K :=
∏
c∈CΓ
∑
j∈N0/2
(2j + 1)χj(h
†
c) =
∏
c∈CΓ
δSU(2)(h
†
c). (94)
16The simplest way to introduce these variables is to work in the spinorial representation of LQG, where
every Wilson line is cut into two ‘half edges’ , each carrying a spinor that satisfies the commutation
relations of the harmonic oscillator, see [34–38].
17The multi-index ~mv collects all magnetic indices (m
±
e ,m
±
e′ , . . . ) from incoming (outgoing) edges
(e, e′, . . . ) adjacent to a vertex v ∈ VΓ, and [D(j)(U)]mn is the spin j Wigner matrix D(j)(U)mn =
(−1)j−n〈j,m|U |j,−n〉. In addition, (jp, mp) = (je,m±e ) depending on wether the boundary edge e
intersects the puncture p ∈ ∂Γ as an incoming (m+e ) or outgoing (m
−
e ) edge.
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The physical inner product is given then for any Ψ,Ψ′ ∈HΓkin by
〈Ψ|Ψ′〉phys = 〈Ψ|KΨ′〉. (95)
In (94), the product goes over a set of fundamental cycles of the graph Γ and hc is
the path ordered product of all holonomies he, he′ , . . . around such a cycle c, e.g. for
c = e−1 ◦ e′, hc = he′h−1e . Taking also into account the gauge invariance of the entire
bulk plus boundary state, we may then represent the elements of the resulting physical
Hilbert space HΓphys = KH
Γ
kin as elements of the boundary Hilbert space alone,
18
∣∣(p1, . . . , pN ), I〉 = Im1...mN
N∏
n=1
(
a†0(pn)
)jn−mn√
(jn −mn)!
(
a†1(pn)
)jn−mn√
(jn +mn)!
∣∣0∂Γ〉 ∈HΓphys, (96)
where we sum over all repeated magnetic indices and
I ∈ InvSU(2)
(
j1 ⊗ · · · ⊗ jN
)
(97)
is an element of the SU(2) invariant subspace of the tensor product of the SU(2) repre-
sentations associated to each puncture. By imposing the flatness constraint in the bulk,
the entire spin network has essentially collapsed into a single intertwiner I.
We are now left to explain the relation to our construction in the continuum. Our
strategy will be to start from the Fock space of the conformal boundary field theory and
realise within this Fock space a representation of the boundary states (96).
First of all, we introduce a fiducial angular coordinate ϕ at the boundary ∂Σ = C
such that the n-th puncture19 is located at the coordinate value
ϕ(pn) = ϕn, 0 ≤ ϕ1 < ϕ2 < · · · < ϕN < 2π. (98)
Consider then the following time-independent (Schrödinger) operator,
a˜A(ϕ) =
1√
2π
∞∑
n=0
(
aAn e
inϕ + bAn e
−i(n+1)ϕ
)
, (99)
which is constructed from the Landau operators aAn and b
A
n defined as in (65). Next, we
smear this operator over an interval containing the n-th puncture,20
a˜A(pn) =
1√
φn+1 − φn
∫
In
dϕaA(ϕ), (100)
18This can be shown most easily as follows: Introduce a spanning tree T of Γ rooted at some fiducial
puncture of the boundary (T is a connected subgraph of Γ that explores the entire graph: it contains
no cycles but contains all punctures and every node of Γ). The links of Γ that do not belong to T (the
leaves of the tree) are in one-to-one correspondence with the elements of a set of fundamental cycles of
Γ. Since we can never close a loop in a tree, we can then always find a gauge transformation that turns
all holonomies along the links of T (the branches of the tree) to the identity. The flatness constraint
sets then also the holonomies on the remaining links (i.e. the leaves of T ) to the identity. See [44] for
more details.
19We may need to first reorder the enumeration of the punctures accordingly.
20It is worth noting that in the N →∞ continuum limit, this definition returns Thiemann’s regularisation
of Dirac spinors [45, 46] in terms of half densities.
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where we divided the circle into intervals In = [φn, φn+1), such that every puncture falls
into only one such interval ϕn ∈ (φn, φn+1).
From the commutation relations (66) of the Landau operators, we can then infer the
commutation relations for the smeared oscillators (99), namely
[
a˜A(pn), a˜
†
B(pn′)
]
= δnn′δ
A
B . (101)
These are the same commutation relations that we had for the loop gravity boundary
charges (92), and we can therefore translate immediately the definition of the boundary
states (96) on a graph Γ into a definition for states in the physical Hilbert space of
the boundary conformal field theory: we just have to replace in the definition of the
loop gravity physical states (96) the creation operators a†A(p) for each puncture p by the
smeared operators a˜†A(p) that now excite the quanta of geometry out of the Fock vacuum
(69) of the boundary conformal field theory. The physical Hilbert space of euclidean and
three-dimensional quantum gravity on a graph Γ, can be realised therefore within the
physical Hilbert space (72) of the conformal boundary field theory in the continuum.
There is no continuum limit to be taken at this point, simply because we already have the
physical Hilbert space in the continuum at hand (namely the SU(2) invariant subspace
of the Fock space (72) of the boundary conformal field theory), and we also know how
to realise within this Fock space any state in the discrete graph Hilbert space HΓphys.
An altogether different question is how to compare our boundary CFT within the
wider context of the spinfoam and GFT literature. The main difficulty with this question
has to do with the conformal boundary conditions (2a,b), which are not immediate to
translate into the discrete spinfoam formalism. For example, Dittrich, Livine and collab-
orators have studied very recently [19, 20] the discrete boundary theory that is generated
by the spin network evaluation of the Ponzano –Regge amplitudes for Dirichlet boundary
conditions (the intrinsic two-dimensional geometry is kept fixed at the boundary). At
the present stage, it is difficult to compare our results with these developments, because
the conformal boundary conditions (2a,b) depend on a fiducial background structure
(namely the boundary metric qab), and it is not immediate to see how such a back-
ground structure should be encoded into specific spin network boundary states. Indeed,
the usual Dirichlet boundary conditions are comparably easy to impose within the spin-
foam approach, but very little is known about more general boundary conditions at the
discretised level, see [19, 20] and [47–49]. For conformal boundary conditions (on an e.g.
square lattice), it would be necessary to fix the angles between adjacent boundary edges.
Such a condition is difficult to impose in the spin network representation, because the
angles turn into quantum operators that do not commute among themselves. The best
one could do is to choose specific coherent boundary states, such that the angles between
neighbouring edges are peaked at values that would correspond to some given boundary
metric qab. A further difficulty is that the conformal boundary conditions (2a,b) not
only fix the conformal class of the boundary metric, but also require that the trace of
the extrinsic curvature vanishes. This second boundary condition (2b) is equivalent to
the holomorphicity of the boundary spinors, see (12). To impose such a holomorphicity
condition at the discrete level of a spin network graph, we would have to first discre-
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tise the Cauchy –Riemann differential equations for the boundary spinors and replace
them by appropriate difference equations on the square lattice. Such a program would
be worthwhile to initiate, because our results also suggest possible relations within the
context of group field theory (GFT), see e.g. [50]. In fact, very recently a quantum
cosmological GFT model [51] has been introduced, where the cosmological evolution is
generated by a squeezing Hamiltonian that is very similar structurally to the Hamilto-
nian (75) of the boundary CFT. It would be important to investigate if there are more
profound such connections, which could be helpful to characterise the GFT amplitudes
(and their critical points) in terms of conformal boundary field theories.
3.5. Evaluation of the quasi-local partition function
Finally, we want to discuss some strategies to calculate the generalised euclidean parti-
tion function. The main purpose of the section is to show that we can make sense of the
following Virasoro character21
Z(β, ϕ) = Trphys
(
e−iβH−iϕJ
)
=
∫
SU(2)
d3µθ TrF
(
e−iβH−iϕJe−iθ
iSi
)
, (102)
despite the fact that the quasi-local Hamiltonian is not positive definite. Notice that
the trace of the evolution operator U(β, ϕ) = e−iβH−iϕJ is taken here in the physical
Hilbert space (72), which is the subspace of vanishing spin in the Fock space F over the
Ashtekar –Lewandowski vacuum (69). As it stands, the expression (102) for the state
sum is badly singular: it diverges for β = 0, and vanishes for all other values of β. To
regularise it, we introduce a sharp UV cutoff, and take only those oscillators aAn and b
A
n
into account that lie below the cutoff,
ZN (β, ϕ, θ) =
N∏
n=0
TrHn
(
e−iβH
(n)−iϕJ(n)e−iθ
iS
(n)
i
)
, (103)
where the trace is now taken for the n-th mode in the Hilbert space Hn = L
2(C2, d4zn)
and θ = |~θ| is a class angle. To calculate the partition function (102) we have to take
the limit N →∞ and integrate over the residual gauge orbit of rigid and internal SU(2)
frame rotations at the boundary,
ZN (β, ϕ) =
1
π
∫ 2π
0
dθ sin2
(θ
2
)
ZN (β, ϕ, θ). (104)
The regularised partition function can be now readily evaluated: consider the Hamilto-
nian H(n), and the orbital J (n) and spin angular momentum S(n) for each mode,
H(n) = L
(n)
0 + L¯
(n)
0 , J
(n) = −i(L(n)0 + L¯(n)0 ), S(n)i = Σ(n)i + Σ¯(n)i , (105)
21The usual partition function Trphys(e
−βH−ϕJ) is obtained then by analytic continuation.
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where L
(n)
0 and L¯
(n)
0 denote the complexified squeeze operators,
L
(n)
0 = −
i
2
(2n + 1)
(
1 + zAn
∂
∂zAn
)
, (106a)
L¯
(n)
0 = −
i
2
(2n + 1)
(
1 + z¯A
′
n
∂
∂z¯A
′
n
)
. (106b)
The intrinsic spins, on the other hand, are given by
Σ
(n)
i = −
1
2
σABiz
B
n
∂
∂zAn
, (107a)
Σ¯
(n)
i = +
1
2
σ¯A
′
B′iz¯
B′
n
∂
∂z¯A′n
, (107b)
where σABi are again the Pauli matrices.
So far, we have introduced two different bases in our boundary Hilbert space: in (84)
we introduced a basis of coherent states, and the eigenbasis of the length operator was
introduced in (70). To compute the euclidean state sum (103) it is useful to introduce
yet another (distributional) basis. Consider plane waves,
〈zA∣∣kA〉 = 1
(2π)2
e−ikAz
A−cc., (108)
which are normalised as
〈kA
∣∣k′A〉 = δC2(kA − k′A), (109)
with respect to the integration measure on C2,
d4k :=
1
4
dkA ∧ dkA ∧ dk¯A′ ∧ dk¯A′ . (110)
The generators (89a,b) act as complexified dilations sending zAn into e
−(n+ 1
2
)(β−iϕ)zAn (in
addition they also generate an overall rescaling of the state) while the spin operators
Σ
(n)
i generate internal SU(2) frame rotations. The relevant matrix elements are,
〈zA|e−iβH(n)−iϕJ(n) |kA〉 = e−(2n+1)β〈zA|e−(n+
1
2
)(β−iϕ)kB〉, (111a)
〈zA|e−iΛiS(n)i |kA〉 = 〈zA|kBUBA〉, (111b)
for UAB = [exp(
i
2Λ
iσi)]
A
B ∈ SU(2). For any β 6= 0 we now have,
TrHn
(
e−iβH
(n)−iϕJ(n)e−iΛ
iS
(n)
i
)
=
∫
C2
d4k
〈
kA
∣∣e−i(β−iϕ)L(n)0 e−i(β+iϕ)L¯(n)0 e−iΛiS(n)i ∣∣kA〉 =
= e−(n+
1
2
)(β−iϕ)e−(n+
1
2
)(β+iϕ)
∫
C2
d4k
〈
kA
∣∣e−(n+ 12 )(β−iϕ)UBAkB〉 =
= e−(2n+1)β
∫
C2
d4k δC2
((
δBA − e−(n+
1
2
)(β−iϕ)UBA
)
kB
)
=
=
e−(2n+1)β∣∣∣det(1− e−(n+ 12 )(β−iϕ)U)∣∣∣2
. (112)
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The determinant in the denominator can be written as
det
(
1− e−(n+ 12 )(β−iϕ)U
)
=
(
1− qn+1/2eiθ/2)(1− qn+1/2e−iθ/2) (113)
for
q = e−β+iϕ and Tr(U) = 2 cos
θ
2
. (114)
The regularised partition function (103) turns then into the product
ZN (β, ϕ, θ) =
N∏
n=0
e−(2n+1)β∣∣∣(1− qn+1/2e+iθ/2)(1− qn+1/2e−iθ/2)∣∣∣2
. (115)
Assuming β > 0, the denominator has a non-vanishing limit for N → ∞. The trou-
blesome contribution comes only from the nominator, which vanishes for N → ∞ and
β > 0. But this divergence is not unexpected (it is a zero-point vacuum contribution)
and it must be regularised with other methods.22
It seems intriguing that the whole expression looks somewhat similar to what was
found by Witten and Maloney in an altogether different context [52]. But there are
also most crucial differences: first of all, we have an additional Lagrange multiplier θ
in our partition function, which is dual to the intrinsic spin of spacetime (we integrate
over this Lagrange multiplier to impose the vanishing of torsion in the bulk). Such
an angle is necessarily absent in any approach based on the metric formulation, where
the torsionless condition is solved prior to quantisation. In addition, and this is more
significant, Witten and Maloney’s results for the partition function were derived from
the asymptotic symmetries [11] of three-dimensional euclidean quantum gravity with
negative cosmological constant. In our case, the cosmological constant is set to zero
from the onset and the entire calculation happens in a quasi-local context, where the
gravitational field is quantised in a finite region. The question is then not so much
why we failed to reproduce the results of Witten and Maloney exactly, but to explain
the rather curious similarities between the two approaches (given that the cosmological
constant vanishes in our setting and the entire calculation happens at a finite boundary).
The answer could lie in the peculiar simplicity of three-dimensional gravity: in three
dimensions, there are no gravitational waves, and the only degrees of freedom of our
bulk plus boundary system are given by (i) the shape and geometry of the boundary
(encoded in the edge modes of the boundary spinor ξA), and (ii) global degrees of freedom
that parametrise the moduli space of flat connections.23 In addition, the on-shell action
for our bulk plus boundary system vanishes: the boundary term vanishes because the
boundary is a minimal surface, and the bulk term vanishes because the curvature tensor
vanishes for Λ = 0. The vanishing of the on-shell bulk plus boundary action is significant,
because it may suggest, in fact, that it does not cost any phase space volume to move
22ζ-function regularisation yields [
∏∞
n=0 e
−2(n+1/2)β ]reg = e−
1
12
β
23In our case, we are working on an infinite cylinder of fixed topology M ≃ Σ× R, where Σ is a disk in
R
2. The moduli space of flat connections on Σ contains therefore just the trivial element.
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the boundary outwards (towards infinity), and this may give an intuitive explanation
for why we found such a similar result at the quasi-local level.
4. Conclusion and discussion
Let us summarise and discuss the results of the paper. The first half of the paper was
concerned with the classical bulk plus boundary field theory. In the interior of M, the
theory is defined by the usual triadic Palatini action for euclidean general relativity
with vanishing cosmological constant. Working on an infinitely tall cylinder of finite
circumference, we then had to introduce an appropriate boundary term for our boundary
conditions (2a,b). We then introduced such a boundary term in terms of an SU(2)
boundary spinor ξA, which is minimally coupled to the pull-back of the spin connection
to the boundary. This spinor is not to be confused with a material field of reference.
It is a purely geometric quantity that encodes the extrinsic and intrinsic geometry of
the boundary. The squared SU(2) norm ‖ξ‖2 = 〈ξ|ξ〉, for example, determines the
conformal factor Ω that relates the fiducial two-dimensional metric qab at the boundary
to the pull-back of the physical metric gab in the bulk, the internal direction of the
spinor, on the other hand, defines the tangent plane of the boundary at every point: the
expectation value 〈ξ|~σ|ξ〉/‖ξ‖2 gives a three-vector ~n, which is the normal vector of the
boundary with respect to the triadic basis, see (15).
Taking also into account the variations of the spinor at the boundary, we then found
additional boundary equations of motion that define a conformal field theory with van-
ishing central charge.24 Solutions to the boundary equations of motion are given by
holomorphic spinors on the boundary. The holomorphicity of ξA has a neat geometric
interpretation, for it implies that the boundary is a minimal surface, which is just our
boundary condition (2b). A minimal example for a non-trivial solution of the entire bulk
plus boundary system was given in section 2.3 by a holomorphic spinor (23) defined over
a catenoid flatly embedded in R3. The next step ahead was to study the classical phase
space and the gauge symmetries of the bulk plus boundary theory.
At the Hamiltonian level, all bulk diffeomorphisms that vanish at the boundary (in
addition to internal SU(2) gauge transformations of the bulk plus boundary fields),
are gauge symmetries (degenerate directions of the pre-symplectic two-form). On the
other hand, active diffeomorphisms, whose pull-back to the boundary induce conformal
maps of the fiducial boundary metric define actual boundary symmetries (motions)
generated by the quasi-local charges (49), which satisfy the classical Virasoro algebra
with vanishing central charge (this is also true at the quantum level provided we use
the symmetric ordering for H and J , as in (58)). To quantise the classical phase space
we then had to find a representation for the classical commutation relations at the
quantum level. The difficulty was that there is no obvious choice of vacuum: choosing a
vacuum amounts to choosing a complex structure on phase space, and in our case there
is no natural such structure available. In quantum field theory, it is usually the (free)
24This boundary field theory resembles the bosonic βγ-CFT for the ghosts in superstring theory.
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Hamiltonian that determines the complex structure and provides a natural definition
for the vacuum of the (free) theory. In our case, the Hamiltonian H = L0 + L¯0 is a
two mode squeeze operator, its spectrum is continuous and unbounded from below.
There is therefore no obvious way to construct the Hilbert space from the excitations
of the quasi-local energy. A possible solution to this trouble was found by looking at
a different observable, namely the physical length of a circumference of the boundary.
The length of a curve C ⊂ B in the boundary is determined by the line integral of
the conformal factor along C. Since the conformal factor is given by the square of the
boundary spinor (times the Planck length), this integral defines a hermitian form on
the classical phase space. For a circular path (with respect to the fiducial background
metric) this hermitian form can be diagonalised trivially by introducing an infinite tower
of harmonic oscillators aAn and b
A
n . The vacuum state for these oscillators describes a
configuration where the boundary collapses into a point. Such a state is very well
known from loop quantum gravity, where the Ashtekar –Lewandowski vacuum defines a
totally degenerate geometry [4, 5]. In the remaining part of the paper we studied some
additional aspects of the resulting quantum theory: first of all we introduced coherent
states that approximate the geometry of a classical solution of our boundary equations of
motion (such as a catenoid, see section 2.3). Finally, we studied the euclidean partition
function (102). The expression (102) is singular, after some formal manipulations we
arrived at a regularised expression. The result resembles the BMS characters that were
studied for euclidean gravity in three dimensions, see [22, 53], but there are also major
differences, most notably the additional gauge average over the angle θ, which is dual to
the intrinsic spin of spacetime (such an angle θ is necessarily absent from any approach
to quantum gravity based on the metric variables, where the torsionless condition is
always solved prior to quantisation).
Let us also stress that the conformal field theory that we found at the boundary
of our cylinder has a couple of rather unusual features: the fundamental configuration
variable is a two-component spinor that satisfies bosonic commutation relations. The
Virasoro algebra has a vanishing central charge, the quasi-local energy H = L0+ L¯0 is a
two-mode squeeze operator (rather than a sum of number operators), and its spectrum
is continuous and unbounded from below. In addition, and this is probably the most
curious novelty of this paper, the conformal factor Ω turns into a number operator at
the quantum level. This is in stark contrast to all perturbative approaches to quantum
gravity, where the conformal factor Ω is always treated as a classical field (such as a
radial coordinate Ω = O(r−1)), which is sent to zero prior to quantisation.
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