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Abstract—High-Order Co-Clustering (HOCC) methods have
attracted high attention in recent years because of their ability
to cluster multiple types of objects simultaneously using all
available information. During the clustering process, HOCC
methods exploit object co-occurrence information, i.e., inter-type
relationships amongst different types of objects as well as object
affinity information, i.e., intra-type relationships amongst the
same types of objects. However, it is difficult to learn accurate
intra-type relationships in the presence of noise and outliers.
Existing HOCC methods consider the p nearest neighbours based
on Euclidean distance for the intra-type relationships, which
leads to incomplete and inaccurate intra-type relationships. In
this paper, we propose a novel HOCC method that incorporates
multiple subspace learning with a heterogeneous manifold en-
semble to learn complete and accurate intra-type relationships.
Multiple subspace learning reconstructs the similarity between
any pair of objects that belong to the same subspace. The
heterogeneous manifold ensemble is created based on two-types
of intra-type relationships learnt using p-nearest-neighbour graph
and multiple subspaces learning. Moreover, in order to make sure
the robustness of clustering process, we introduce a sparse error
matrix into matrix decomposition and develop a novel iterative
algorithm. Empirical experiments show that the proposed method
achieves improved results over the state-of-art HOCC methods
for FScore and NMI.
I. INTRODUCTION
With the rapid development of computational technology,
data with rich structures have been increasingly generated that
include inter-related objects of multiple types. For example, a
web page is related to objects of different types: text data
contained within the web page; links connecting the web
pages; user queries that retrieve the web page as search results;
and users who visit the web page. This data can be represented
as containing text features, link features, user query features
and user profile features. Other examples are bibliographic
data that includes information on publication avenues, authors,
keywords and citations; the social tagging system data that
includes information on users, items and tags. This type of data
can be called as multi-type relational data [2, 6]. Specifically,
multi-type relational data contains more information than the
traditional two-type data (i.e. data samples and features) by
involving multiple types of objects and relationships between
them. This information can be defined as:
• inter-type relationships that characterize the relations
between objects from different types, e.g., the web
page and content term co-occurrence matrix;
• and intra-type relationships that describe the relations
between objects within one type, e.g., similarity be-
tween two web pages.
The additional information contained within the multi-type
relational data can be used in clustering for more accurate
solution; however, it poses new challenges. Firstly, a clustering
algorithm should include a variety of information present
in this data during the clustering process for an effective
result. However, traditional clustering algorithms have been
developed to work with the two types of data, i.e., data
samples and features. They cannot be directly applied to
multiple types of objects and relationships. Secondly, for each
type of objects, its relationships with other types of objects
reflect different but inter-related views for clustering. Using
traditional clustering algorithms to group each type of objects
independently, and then the process of combining the output
via an ensemble learning framework fails to consider the inter-
relatedness between different relationships.
Different from traditional clustering methods, High-Order
Co-Clustering (HOCC) [2, 3, 4, 5, 6, 15] aims to group
multiple types of highly inter-related heterogeneous data si-
multaneously into clusters. HOCC considers not only all inter-
and intra- relationships but the inter-relatedness between dif-
ferent relationships. The last decade has witnessed a number of
HOCC methods proposed in various application areas such as
image clustering [3], Web log [6] and document clustering [2,
4, 5, 15]. The existing HOCC approaches can be classified into
three categories: (1) the consistent information theory based [3,
4], (2) the spectral graph based [2] and (3) the Nonnegative
Matrix Tri-Factorization (NMTF) based [5, 6, 15]. Among all,
the NMTF-based approaches have been proved most effective
[5].
Similar to traditional co-clustering methods that make use
of the inter-relatedness between data samples and feature clus-
ters, HOCC methods, such as Consistent Bipartite Graph Co-
partitioning (CBGC) [3, 4] and Spectral Relational Clustering
(SRC) [2], utilize the inter-relatedness among clusters of dif-
ferent types of objects. However, research studies have shown
that many real world data are sampled from low dimensional
manifolds (or subspaces) [7] and these HOCC methods fail
to consider the geometric structure for data lying on man-
ifolds [5]. Symmetric Nonnegative Matrix Tri-Factorization
(SNMTF) [5, 6] and Relational Multi-manifold Co-clustering
(RMC) [15] have been proposed to incorporate the geometric
structure in each type of objects as intra-type relationships.
These methods estimate the data geometric structure through a
nearest neighbour graph on a scatter of objects (e.g., p-nearest
neighbour (pNN) graph). Yet the geometric structure modelled
by the pNN graph learns incomplete and inaccurate intra-type
relationships, i.e., only finding favourable neighbours that are
close in Euclidean space instead of finding distant objects
that are within manifold neighbours (we explain it in detail
later in Section II). In addition, in real world applications,
there exists no unique (global) manifold but a number of
manifolds with possible intersections [14]. A pNN graph fails
to distinguish the manifolds that are intersecting due to that
objects located at manifold intersections share almost the same
p nearest neighbours. Furthermore, modern applications often
involve corrupted and noisy data and it is desirable to develop
robust clustering procedures by considering noise and outliers.
Existing HOCC methods use the squared loss function to
measure the quality of the matrix decomposition, which is
unstable with respect to noise and outliers.
In this paper, we address the above problems by developing
a novel HOCC method, called RHCHME (Robust High-order
Co-clustering via Heterogeneous Manifold Ensemble), that
focuses on learning the complete and accurate intra-type rela-
tionships. RHCHME is composed of two stages, i.e., learning
complete intra-type relationships and learning accurate intra-
type relationships. In the first stage of learning complete
intra-type relationships, different from the pNN graph using
Euclidean distance to find neighbours, multiple subspaces
learning in RHCHME selects any within-manifold objects as
neighbours based on the subspace (or manifold) membership.
Specifically, if two objects are not in the same subspace, their
similarity is set as zero. If they come from the same subspace,
their similarity will be non-zero. In the stage of learning
accurate intra-type relationships, a heterogeneous manifold
ensemble is constructed that integrates two different types of
intra-type relationships, (1) learned by subspace membership
(2) learned by using Euclidean distance measure based on
the pNN graph. Finally, we use the heterogeneous manifold
ensemble as a regularization term to smooth cluster labels
while grouping objects of each type into clusters using inter-
type relationships.
Our method significantly differs from the existing HOCC
methods in that distant but within-manifold neighbours are
considered in the intra-type relationships by using multiple
subspace learning. Furthermore, the manifold ensemble in
RHCHME is a small heterogeneous ensemble with maximum
diversity rather than an ensemble with a large number of
ensemble members of the same type as in existing methods
such as RMC [15], which brings low accuracy and additional
computation cost. In order to avoid trivial solution [21], i.e.,
tending to assign all data points to a large cluster, in this paper,
we apply a simple but effective method of row `1 normaliza-
tion on the cluster membership matrix. Lastly, to ensure the
robustness of clustering process, we introduce a sample-wise
sparse error matrix into the matrix decomposition and develop
a novel iterative algorithm to solve the objective function.
Empirical analysis on various real data sets demonstrates that
the proposed RHCHME method outperforms several state-of-
the-art HOCC methods for FScore and NMI values.
TABLE I
SYMBOLS AND DESCRIPTION
Symbol Description
M Matrix
m Vector
Mij (i, j)-th entry of M
MT The transpose of a matrix
Mt The matrix M in the t-th iteration
‖ · ‖1 `1 norm
‖ · ‖2 `2 norm
‖ · ‖F Frobenius norm
tr(·) The trace of a matrix
X The multi-type relational data
n The total number of objects in X
K The number of object types in X
Xk k-th type object
xik The column vector for the object i of k-th type
nk The number of objects in Xk
ck The required cluster number for Xk
R The inter-type relationship matrix
W The intra-type relationship matrix
A. Preliminary and Problem Definition
Table I summarizes some of the symbols and their descrip-
tion. We denote matrices as uppercase characters and vectors
as lowercase characters. xik denotes the column vector for an
object i of k-th type. Mij denotes the (i, j)-th entry of the
matrix M . Mt denotes the matrix M in the t-th iteration. We
denote the `1 norm, `2 norm, Frobenius norm and the trace of
a matrix as ‖ · ‖1, ‖ · ‖2, ‖ · ‖F and tr(·) respectively.
Given the multi-type relational data X =
{X1, X2, . . . , XK} with K-types of n total number of
objects, each type of objects is denoted as a collection of nk
objects (n =
∑K
k=1 nk), Xk = {x1k, x2k, . . . , xnkk } ∈ RD×nk+ .
Let R ∈ Rn×n+ denote the inter-type relationship matrix
and W ∈ Rn×n+ denote the intra-type relationship matrix as
follows:
R =

0n1×n1
R21
n2×n1
R12
n1×n2
0n2×n2
· · ·
. . .
R1K
n1×nK
R2K
n2×nK
...
...
. . .
...
RK1
nK×n1 RK2nK×n2 · · · 0nK×nK

W =

W1
n1×n1
0n2×n1
0n1×n2
W2
n2×n2
· · ·
. . .
0n1×nK
0n2×nK
...
...
. . .
...
0nK×n1 0nK×n2 · · · WnK×nKK

where a submatrix Rnk×nlkl ∈ Rnk×nl+ (1 ≤ k ≤ K, 1 ≤ l ≤
K, k 6= l) represents the relationships between k-th type and
l-th type objects. (Rnk×nlkl )ij is the observed co-occurrence
value (for instance, tf-idf) between i-th object of k-th type
and j-th object of l-th type and Rnl×nklk = (R
nk×nl
kl )
T
. The
submatrix Wnk×nkk ∈ Rnk×nk+ (1 ≤ k ≤ K) expresses how
objects of the k-th type are related to each other. Wnk×nkk ij
is the similarity between i-th object and j-th object (for
simplicity, we denote Wnk×nkk as Wk). As seen, R and W
are symmetric matrices.
The goal of HOCC is to group each type of objects Xk
∈ X into a clustering solution Ck = {c1, c2, . . . , cck}, with a
final solution C = {C1, C2, . . . , CK} for X .
II. BACKGROUND AND RELATED WORK
We first analyze the potential problems with existing
NMTF-based HOCC methods, and then discuss multiple sub-
space learning methods.
A. NMTF-based HOCC
NMTF-based HOCC methods, such as SNMTF [5, 6], take
the intra-type relationship matrix W ∈ Rn×n+ into account
while decomposing the symmetric inter-type relationship ma-
trix R ∈ Rn×n+ into the product of three low-rank matrices:
J1= min
G≥0, GTLG=I
‖ R−GSGT ‖2F +λtr
(
GTLG
)
(1)
where G ∈ Rn×c+ and S ∈ Rc×c are the cluster membership
matrix and association matrix respectively ck is the number of
clusters for k-th type objects, c =
∑K
k=1 ck:
G =

G1
n1×c1
0n2×c1
0n1×c2
G2
n2×c2
· · ·
. . .
0n1×cK
0n2×cK
...
...
. . .
...
0nK×c1 0nK×c2 · · · GKnK×cK

S =

0c1×c1
S21
c2×c1
S12
c1×c2
0c2×c2
· · ·
. . .
S1K
c1×cK
S2K
c2×cK
...
...
. . .
...
Sk1
cK×c1 SK2cK×c2 · · · 0cK×cK

L ∈ Rn×n+ is the normalized graph Laplacian for all types of
objects. L is defined as D−W with (D)ii =
∑
jWij and W
is constructed by a pNN graph. λ is a regularization parameter.
As there is no explicit rule to choose the parameter p in
the pNN graph, RMC [15] uses an ensemble of pre-given
candidate normalized graph Laplacians {Lˆi}qi=1 (q is the total
number of pre-given candidates) as the graph regularizer L.
A candidate Lˆi is created by setting different neighbour size
p and using different weighting schemes (such as binary
weighting, Gaussian kernel or cosine similarity) on the pNN
graph. An ensemble is created based on the linear combination
of the pre-given candidates:
L =
q∑
i=1
βiLˆi s.t.
q∑
i=1
βi = 1, βi > 0 (2)
Now we show that how the existing NMTF-based HOCC
methods suffer from the incomplete and inaccurate intra-type
relationships. Existing NMTF-based HOCC methods [5, 6, 15]
estimate the intra-type relationship matrix W based on pNN
graph. Specifically, for each object xik within k-th type, p
nearest neighbours in the Euclidean space are found and the
similarity between two objects in submatrix Wk of W can be
inferred from the weighted edge:
(Wk)ij =
{
wij , if x
j
k ∈ N
(
xik
)
or xik ∈ N
(
xjk
)
0, otherwise
(3)
where N (xik) denotes p nearest neighbours of xik. wij can
be measured by many ways such as by the binary weighting
(i.e., wij = 1 if a neighbour is found.) or by the heat kernel
weighting (i.e., wij = e−
||xik−x
j
k
||2
σ where σ is the user-defined
local bandwidth) or cosine similarity weighting (i.e., wij=
(xik)
T ·xjk
|(xik)T ||xjk| ).
Let WE denote the intra-type relationship matrix derived
based on pNN graph. However, WE can be incomplete or
inaccurate as the neighbour size p cannot be known apriori. For
some data sets, setting of a small p may not include all useful
neighbours and will infer incomplete relationships, since some
far-away within-manifold objects, not appearing in the pNN
graph, will be assigned zero values. Consider Fig. 1 where
point z is a useful within-manifold neighbour of y but it is
not included in its pNN graph due to the small neighbour size
set as p. However, increasing the size of p will cover far-away
within-manifold objects as well as irrelevant neighbours, which
will lead to inaccurate intra-type relationships. As a result,
the normalized graph Laplacian based on WE will mislead
the clustering algorithm to output inappropriate partitions of
the data. In addition, a pNN graph may fail to distinguish
intersecting manifolds. For example, in Fig. 1, objects (e.g.
points x and y) that lie near the intersection of two (circle-
shaped) manifolds are sampled from different manifolds but
share the same nearest neighbours on a pNN graph (the right
side of Fig. 1). This results in assigning x and y to the same
cluster by tr
(
GTLG
)
in Eq. (1).
Additionally, the squared loss function ‖ R−GSGT ‖2F in
Eq. (1) only measures the quality of matrix decomposition
without considering data corruption and noise. When the
inter-type relationship matrix R is corrupted by noise and
outliers, the squared loss function might fail to control the
decomposition quality, leading to a false cluster membership
matrix G. In this paper, in order to capture corrupted entries
in R, we introduce a sample-wise sparse error matrix into the
squared loss function and propose a novel iterative algorithm
to solve the robust objective function.
B. Multiple Subspaces Learning
Multiple subspace learning methods study how data sam-
ples are drawn from the underlying multiple subspaces (man-
ifolds). These methods can be divided into two categories:
non-reconstruction based and reconstruction based. In non-
reconstruction based methods, Generalized PCA (GPCA) [11]
has been proposed to represent subspaces using a set of homo-
geneous polynomials. GPCA does not make strict assumptions
on the subspaces and the accuracy of the learned subspaces can
be guaranteed under certain conditions. Wang [14] proposed
a spectral clustering based subspace learning method that
estimates structural similarity on local tangent subspaces using
Probabilistic PCA. A similar but robust work is presented by
Gong [16], which can learn the underlying subspaces with
outlier detection. However, these methods are time-consuming
and unscalable as they involve a large number of Singular
Value Decomposition (SVD).
Recently, reconstruction based multiple subspaces learning
methods, such as Sparse Subspace Clustering (SSC) [8], Low-
Rank Representation (LRR) [9], Subspace Segmentation via
Fig. 1. Left side is a data sample in R2 drawn from a union of manifolds: red and blue circles denote two manifolds and black points are data noise; and
nearest neighbours of point x and y on the right side.
Quadratic Programming(SSQP) [10], have shown good perfor-
mance on multiple intersecting subspaces under the assumption
that the intrinsic subspaces have linear structures. In order
to solve the ill-posed problem with many possible solutions,
different regularization terms are employed, for example, `1
norm for SSC, nuclear norm for LRR and non-negative norm
for SSQP. The benefit of reconstruction based methods is that
any two data points (including close and distant data points
in the original high dimensional space) will be considered as
neighbours if they are drawn from the same subspace [22].
However, the linear structure assumption is not always held
in real life data [23]. Furthermore, the underlying subspace
structure varies for different data and existing algorithms
can not guarantee that the learned subspace assignment in
the presence of noise and outliers is accurate [17]. In this
paper, we propose to integrate two different types of intra-
type relationships, including pNN graph and multiple subspace
learning, into a heterogeneous manifold ensemble, in order to
learn accurate intra-type relationships.
III. ROBUST HIGH-ORDER CO-CLUSTERING VIA
HETEROGENEOUS MANIFOLD ENSEMBLE (RHCHME)
In this section, we present the proposed HOCC method,
RHCHME, followed by its optimization algorithm. Learning
the complete and accurate intra-type relationships is crucial
for HOCC to obtain an accurate clustering solution. The pro-
posed heterogeneous manifold ensemble provides the means
to achieve this.
A. Learning Complete Intra-type Relationships
In this section, we address how to learn the complete intra-
type relationships using multiple subspaces learning since any
two data points (regardless of their distance in the original
high dimensional space) will be considered as neighbours if
they are sampled from the same subspace [22]. We estimate
the similarity between a pair of objects that are lying in the
same subspace.
Let each type of objects be denoted as Xk =
{x1k, x2k, . . . , xnkk }. Xk ∈ RD×nk is sampled from union
of N low-dimensional subspaces (or manifolds) denoted as
S= {S1, S2 , . . . , SN}, where Si ∈ Rdi(di  D) for each
i ∈ N . We represent objects xik as a linear sparse combination
of other objects within the same type:
xik=
nk∑
j=1
xjkcij , i 6= j and
nk∑
j=1
cij= 1 (4)
where the coefficient cij measures the similarity between xik
and xjk regarding S (i.e., (Wk)ij) and assign a nonzero value
(0 < dij < 1) if they are sampled from the same subspace
otherwise a zero value is assigned:
cij=(Wk)ij=
{
dij , if x
i
k, x
j
k belong to the same subspace
0, otherwise
(5)
Eq. (4) becomes:
xik=
nk∑
j=1
xjk(Wk)ij , i 6= j and
nk∑
j=1
(Wk)ij= 1 (6)
Unlike the pNN graph based methods that choose neighbours
based on Euclidean distance, Eq. (5) selects any within-
subspace objects as “neighbours” based on objects’ subspace
membership. Thereby the proposed method is able to include
more intra-type relationships than pNN (e.g., point z in Fig. 1)
and no longer fails to distinguish intersecting subspaces. Our
objective is to reconstruct the similarity between two objects
drawn from the multiple subspaces S, which can be formulated
in matrix form as:
Xk = XkWk (7)
In real life data, there may exist noise or outliers in Xk and
in order to make above reconstruction robust, a term E which
expresses the data noise is added to Eq. (7):
Xk=XkWk+E (8)
For solving Eq. (8), we need to consider two conditions: (1)
Eq. (5) implicitly indicates the sparsity character in Wk as
(Wk)ij becomes zero for objects from different subspaces and
(2) the unknown nature of data noise E. Thus, we find the
optimal solution Wk in Eq. (8) by minimizing a regression-
like objective function with the sparse constraint:
J2= min
(Wk)ij≥0,(Wk)ii=0
γ ‖ Xk −XkWk‖2F+ ‖Wk(Wk)T ‖1
(9)
where (Wk)ij ≥ 0 defines the nonnegative property of
Wk as its elements represent the similarity between objects
and (Wk)ij = 0 restricts the diagonal elements in Wk as
zeros since self-similarities usually give little information
Algorithm 1: Multiple Subspaces Learning Algorithm
Input: Data matrix Xk, noise-tolerance parameter γ and
parameter σ.
Output: Adjacency matrix Wk.
Initialization: Wk ← (Wk)0 (random initialization of Wk)
and σ ← 1.
1. Compute the gradient of the objective function in Eq.
(9) as:
∇WkJ4 = ∇(Wk) = 2XkTXkWk − 2XkTXk + 2γWkZ
where Z is an all-one matrix.
repeat
2. D ← P (Wk − σ∇(Wk))−Wk,
3. Compute the step length ` using line search,
4. (Wk)NEW ←Wk + `D,
5. s← vec((Wk)NEW −Wk),
6. y← vec(∇((Wk)NEW )−∇(Wk)),
7. σ ← yT y/sT y.
until convergence
for clustering purpose. Furthermore, the regularization term
‖ Wk(Wk)T ‖1 ensures the sparsity condition. Research has
shown that ‖ Wk(Wk)T ‖1 can encourage more sparsity of
the solution Wk than `1 regularization term ‖ Wk‖1 with
less time consumption [10]. In addition, γ works as a noise-
tolerance parameter to express the data noise E. According to
the Lasso optimization algorithm [24], minimizing Eq.(9) is
the approximation of:
min
(Wk)ij≥0,(Wk)ii=0
‖Wk(Wk)T ‖1
s.t. γ ‖ Xk −XkWk‖2F ≤ E
(10)
where E is a nonnegative constant and γ ‖ Xk−XkWk‖2F ≤ E
measures the data noise (since Eq. (8) can be rewritten as
Xk−XkWk=E ). In this way, although the data noise E
(i.e., E) is unknown, γ can be adjusted for different level of
data noise (i.e., the larger of γ, the less of data noise).
Eq. (9) can be solved as a convex quadratic programming
optimization problem. We solve it using the Spectral Project
Gradient (SPG) method [25] as demonstrated in Algorithm 1.
In Algorithm 1, P (X) is a projection operator that projects
X ∈ RN×N into a closed and convex set by:
P (Xij) =
{
Xij , if i 6= j and Xij ≥ 0
0, if i = j or Xij < 0
(11)
vec(·) is a function that transforms a matrix into a column
vector. As a result, we can obtain a set of submatrices Wk
for the intra-type matrix W , denoted as WS that contains the
similarity between a pair of objects in the same subspace.
B. Learning Accurate Intra-type Relationships
In this section, we focus on learning accurate intra-type
relationships based on ensemble learning. Ensemble learning is
a process of delivering robust and accurate clustering solution
from an ensemble of weak clustering solutions. The key con-
tributor to accurate ensemble learning is diversity in ensemble
members [19]. Motivated by this, we propose to construct a
heterogeneous manifold ensemble with maximum diversity.
As shown in Fig. 1, setting of a small p in a pNN graph
method may not include all useful neighbours, while a large
p might introduce irrelevant neighbours. Similarly, although
multiple subspace learning can select any within-manifold
objects as neighbours irrespective of the distance in Euclidean
space, the accuracy of the learned subspace assignment cannot
be guaranteed. To include strength of both approaches, we
construct a heterogeneous manifold ensemble that includes two
different types of intra-type relationships: (1) a pNN graph
with a small p to select as many close useful neighbours;
and (2) multiple subspace learning to find distant neighbours
by learning the optimal sparse representation in Eq. (9). The
heterogeneous manifold ensemble is built in the form of
normalized graph Laplacian L:
L= αLS + LE (12)
where LS = D − WS with (D)ii =
∑
j (W
S)ij and W
S
can be obtained using Eq. (9). For calculating LE , WE is
obtained by using Eq. (3) with cosine similarity setting. The
trade-off parameter α controls how two different types of
intra-type relationships are combined and can be adjusted for
different data. Specifically, if LE suffers from incomplete intra-
type relationships due to the use of pNN graph, we can tune
α into large values since LS learns intra-type relationships
based on the objects’ subspace membership. Similarly, when
multiple subspaces learning can not deliver accurate subspace
assignment, a small value for α can be chosen. For the
extreme situation when α → +∞ or 0, the normalized graph
Laplacian L tends to only consider LS or LE . The linear
combination is adopted as it is simple but effective to be
integrated into the objective function solved by optimization.
In addition, the regularizor tr(GTLG), as explained in next
section, will smooth cluster labels in a nonlinear way. The
linear combination was found effective in the experiments.
The difference between the proposed graph Laplacian
ensemble and RMC [15] is that all ensemble members in RMC
are of the same type, i.e., based on pNN graph, which contains
less diversity among ensemble members whereas as shown in
Eq. (12), we include diverse members. Moreover, RMC suffers
from incomplete and inaccurate intra-type relationships due to
only using pNN graph with different number of neighbours and
weighting schemes and, therefore, requires a large amount of
ensemble members. It attracts extra computation cost in RMC.
C. Robust Objective Function
In real world, data sets are often noisy or even grossly
corrupted. A clustering algorithm should consider noise or
outliers to improve the clustering performance [27]. In this
paper, we introduce a sparse error matrix to capture the
corrupted entries in the matrix decomposition process:
J3= min
G≥0, GTLG=I
‖ R−GSGT − ER‖2F + β‖ER‖2,1
+λtr
(
GTLG
) (13)
where ‖ER‖2,1 denotes the L2,1 norm of the error matrix
ER ∈ Rn×n and is defined as:
‖ER‖2,1 =
n∑
i=1
√√√√ n∑
j=1
(ER)ij
2
=
n∑
i=1
‖ (ER)i ‖2 (14)
where (ER)
i is the i-th row of matrix ER. Since the L2
norm
√∑n
j=1 (ER)ij
2 does not encourage sparsity, we propose
to use the L2,1 norm that promotes sample-wise sparsity. It
assumes that only some data vectors are corrupted in the
dataset. β is introduced as a trade-off parameter that can be
adjusted with regard to the degree of noise and outliers present
in the data. For example, given a fairly clean data, a large value
of β can be assigned that will lead to more sparsity in ER.
Furthermore, we propose `1 normalization to avoid obtain-
ing a trivial solution in G. Eq. (13) becomes:
J4= min
G≥0, G1c=1n
‖ R−GSGT − ER‖2F + β‖ER‖2,1
+λtr
(
GTLG
) (15)
where G1c=1n enables `1 normalization on each row of G
(1c ∈ Rc×1 and 1n ∈ Rn×1 are constant vectors of all 1’s).
Previous research has shown that the optimization of graph
regularized NMF clustering methods [5, 6, 15, 21] suffers from
the problem of resulting in a trivial solution [21]. That is, all
the objects (even from different groups) tend to be assigned to a
single cluster due to λtr
(
GTLG
)
. In previous HOCC method
SNMTF [5, 6], the constraint GTLG = I is introduced so that
the trivial solution in SNMTF is not obtained. However, the
optimization algorithm of SNMTF may still cause undesired
negative values in the cluster membership matrix G [15]. RMC
[15] drops the GTLG = I constraint to ensure the non-
negativity of G but it still suffers from the problem of getting a
trivial solution, especially when the parameter λ takes a large
value.
Since we aim to learn complete and accurate intra-type
relationships by creating a heterogeneous manifold ensemble,
obtaining the trivial cluster solution will compromise the
effectiveness of the ensemble. With the introduction of `1
normalization, the optimization is well defined [28] and does
not suffer from obtaining a trivial solution in our work. In
addition, the proposed heterogeneous ensemble and the sparse
error matrix are not affected by the number of object types.
The heterogeneous ensemble is based on objects within each
type and the sparse error matrix is sample-wise.
D. The RHCHME Algorithm
We introduce an iterative algorithm to solve the robust
objective function. Minimizing Eq. (15) with respect to G,
S and ER does not give a closed-form solution since it is
not convex. Here, we use a simple but effective method -
multiplicative updating - that has been proved to converge to
a stationary point [20]. It separately updates either of G, S or
ER while fixing the other variables as constant.
1) Solving S with G and ER set as fixed: Optimizing Eq.
(15) w.r.t. S is equivalent to minimizing:
JS= ‖ R−GSGT − ER‖2F (16)
Taking the derivative of JS to S, i.e.,
∂JS
∂S
= −2GTRG+ 2GTERG+ 2GTGSGTG (17)
and setting Eq. (17) to 0, then we have the update rule:
S = (G
T
G)
−1
GT (R− ER)G(GTG)
−1
(18)
2) Solving G with S and ER set as fixed: Optimizing Eq.
(15) w.r.t. G is equivalent to minimizing:
JG= ‖R−GSGT − ER‖2F+λtr
(
GTLG
)
s.t. G ≥ 0, G1c=1n
(19)
We update G in a two-step strategy, i.e., first updating G and
then employing `1 normalization. First, we update G with
computed S by Eq. (18). After introducing the Lagrangian
multiplier Λ to Eq. (19) and setting the partial derivative of G
as 0, we obtain
Λ = 2λLG− 2A+ 2GB (20)
where
A = (R− ER)GST , B = STGTGS
Using the Karush-Kuhn-Tucker condition (Λ)ijGij = 0, the
updating rule of G becomes:
(G)ij ← (G)ij
[
(λL−G+A+ +GB−)ij
(λL+G+A− +GB+)ij
] 1
2
(21)
where the positive part L(t)
+ and the negative part L− can
be obtained as follows (same to A+/− and B+/−):
(L+)ij =
(|Lij |+ Lij)
2
, (L(t)
−)
ij
=
(|Lij | − Lij)
2
In the second step, we apply `1 normalization on each row of
G during each iteration:∑
j
(G)ij= 1 (22)
In this way, each row of G is in the same scale (i.e., 0 − 1)
and the constraint G1c=1n is satisfied. In addition, after the
row-wise normalization, each element in G has a meaningful
probabilistic explanation, i.e., how likely an object belongs to
a cluster.
3) Solving ER with S and G set as fixed: Optimizing Eq.
(15) w.r.t. ER is equivalent to minimizing:
JER=‖ R−GSGT − ER‖2F + β‖ER‖2,1 (23)
Directly solving Eq. (23) is not easy as the L2,1 norm ‖ER‖2,1
is non-smooth. We rewrite Eq. (23) as:
JER=‖ R−GSGT − ER‖2F + βtr
(
ER
TDER
)
(24)
where D ∈ Rn×n is a diagonal matrix and the i-th entry on
the diagonal is defined as:
Dii =
1
2 ‖ qi ‖2 (25)
where qi is the i-th row of the matrix Q = R − GSGT and
‖ qi ‖2=
√∑n
j=1Qij
2. Taking the derivative of Eq. (23) to
ER, i.e.,
∂JER
∂ER
= −2R+ 2ER + 2GSGT + 2βDER (26)
and setting it to 0, then we have the update rule:
ER = (βD + I)
−1
(R−GSGT ) (27)
where I ∈ Rn×n is a identity matrix.
Algorithm 2: Robust High-order Co-clustering via Het-
erogeneous Manifold Ensemble (RHCHME) Algorithm
Input: Multi-type relational data X = {X1, X2, . . . , XK}
with Xk = {xk1, xk2, . . . , xknk}, initialization of the
cluster membership matrix G0 by k-means, the sparse error
matrix (ER)0 with zeros, the iteration indicator t = 1, the
number of clusters {C1, C2, . . . , CK} for each type of
objects and the trade-off parameters λ, γ, α and β.
Output: Final object partitions G.
Initialization: G1 ← G0 and (ER)1 ← (ER)0.
1. Construct the inter-type relationship matrix R as shown in
section I.A.
2. Compute the heterogeneous manifold ensemble L as in Eq. (12).
repeat
3. St = (GtTGt)
−1
Gt
T (R− (ER)t)Gt(GtTGt)
−1
;
4. (Gt+1)ij = (Gt)ij
[
(λ(Lt)−Gt+(At)++Gt(Bt)−)ij
(λ(Lt)+Gt+(At)−+Gt(Bt)+)ij
] 1
2
;
5. Normalize each row of Gt+1 as
∑
j (Gt+1)ij= 1 ;
6. Compute the diagonal matrix D as:
Dt =

1
2‖q1‖2
1
2‖q2‖2
. . .
1
2‖qn‖2
 ;
7. (ER)t+1 = (βDt + I)
−1(R−Gt+1StGt+1T );
8. t = t+ 1;
until convergence
9. Return the best cluster membership matrix G as the final object
partitions.
It is easy to prove that Eq. (26) is the derivative of Eq. (23)
w.r.t ER since tr
(
ER
TDER
)
= ‖ER‖2,1/2 when qi 6= 0.
In the case of qi = 0, we introduce a small perturbation to
regularize Dii as 1
2
√∑n
j=1Qij
2+ζ
, where ζ is a constant of
small value. It is apparent that the regularized Dii is reduced to
Eq. (25) when ζ → 0. As a result, minimizing tr (ERTDER)
in Eq. (24) will bring the sparsity constraint on ER as Eq. (23)
does.
Algorithm 2 summarizes the proposed iterative algorithm
RHCHME for optimizing Eq. (15). As ER captures the data
corruption or noise during the nonnegative matrix decomposi-
tion R ≈ GSGT +ER, we initialize elements of ER with all
zeros to update S and G in the first iteration (steps 3 and 4),
and then compute ER based on updated S and G to control
the quality of the decomposition process (step 7). With the
heterogeneous graph Laplacian ensemble L in Eq. (12), the
algorithm iteratively updates cluster labels in each type of
objects making use of (1) the inter-relatedness between clusters
of inter-type relationships by using ‖ R−GSGT −ER‖2F and
(2) the smoothing power of intra-type relationships by using
tr(GTLG). Finally, the best cluster solution will be returned as
the final object partitions (step 9). Different initialization strate-
gies, including random initialization and initialization with k-
means, can be adopted to initialize the cluster membership
matrix G. It was found that the initialization did not affect
the clustering result and the convergence speed was found
similar for varied initialization conditions. In Algorithm 2,
initialization with k-means is used.
E. Convergence Analysis
In this section, we prove the convergence of the proposed
iterative algorithm RHCHME.
Theorem 1: The Algorithm 2 monotonically decreases the
objective function in Eq. (15) during each iteration and con-
verges to an optimal solution.
Proof: In the iterative procedure, since we update S, G
and ER separately while keeping other variables fixed, it needs
to prove that the objective function in Eq. (15) monotonically
decreases under the updates of of St, Gt+1 and (ER)t+1.
The subproblem in Eq. (16) is a convex problem regarding
to S and the solution of St in Eq. (18) is the global minima
of Eq. (16). Thus, we can obtain JS(St+1) ≤ JS(St), which
is equal to
J4(Gt, St+1, (ER)t) ≤ J4(Gt, St, (ER)t) (28)
According to the properties of auxiliary function developed
in [29], it is easy to prove that
J4(Gt) ≥ Z(Gt+1, Gt) ≥ Z(Gt+1, Gt+1) = J4(Gt+1) (29)
where Z() is a auxiliary function of J4(). Thus, the objective
function in Eq. (19) monotonically decreases with the update
of Gt+1, i.e., JG(Gt+1) ≤ JG(Gt). That is to say,
J4(Gt+1, St, (ER)t) ≤ J4(Gt, St, (ER)t) (30)
In the t-th iteration, with St and Gt fixed, we have
(ER)t+1 = minER
‖ R−GtSt(Gt)T − ER‖2F
+ βtr
(
ER
TDER
)
⇒‖ R−GtSt(Gt)T − (ER)t+1‖2F
+ βtr
(
(ER)t+1
T
D(ER)t+1
)
≤ ‖ R−GtSt(Gt)T − (ER)t‖2F
+ βtr
(
(ER)t
T
D(ER)t
)
(31)
That is to say,
‖ R−GtSt(Gt)T − (ER)t+1‖2F + β
∑ ‖ (ER)it+1 ‖22
2 ‖ (ER)it ‖22
≤ ‖ R−GtSt(Gt)T − (ER)t‖2F + β
∑ ‖ (ER)it ‖22
2 ‖ (ER)it ‖22
⇒‖ R−GtSt(Gt)T − (ER)t+1‖2F + β‖(ER)t+1‖2,1
− β(‖(ER)t+1‖2,1 −
∑ ‖ (ER)it+1 ‖22
2 ‖ (ER)it ‖22
)
≤ ‖ R−GtSt(Gt)T − (ER)t‖2F + β‖(ER)t‖2,1
− β(‖(ER)t‖2,1 −
∑ ‖ (ER)it ‖22
2 ‖ (ER)it ‖22
)
(32)
where (ER)
i
t+1 and (ER)
i
t are the i-th row of (ER)t+1 and
(ER)t, respectively. According to the Lemmas in [30], for any
nonzero vectors a, b ∈ Rd, the following inequality holds:
√
a− a
2
√
b
≤
√
b− b
2
√
b
(33)
TABLE II
CHARACTERISTICS OF DATA SETS USED FOR EVALUATION
Data Set Description #Classes #Documents #Terms #Concepts
D1 Multi5 5 500 2000 1667
D2 Multi10 10 500 2000 1658
D3 R-Min20Max200 25 1413 2904 2450
D4 R-Top10 10 8023 5146 4109
thus, we know that
‖(ER)t+1‖2,1 −
∑ ‖ (ER)it+1 ‖22
2 ‖ (ER)it ‖22
≤ ‖(ER)t‖2,1 −
∑ ‖ (ER)it ‖22
2 ‖ (ER)it ‖22
(34)
Combining Eq. (32) with Eq. (34), we have the following
inequality:
‖ R−GtSt(Gt)T − (ER)t+1‖2F + β‖(ER)t+1‖2,1
≤ ‖ R−GtSt(Gt)T − (ER)t‖2F + β‖(ER)t‖2,1
(35)
That is to say,
JER((ER)t+1) ≤ JER((ER)t)
⇒J4(Gt, St, (ER)t+1) ≤ J4(Gt, St, (ER)t)
(36)
Based on Eq. (28), Eq. (30) and Eq. (36), we arrive at
J4(Gt+1, St+1, (ER)t+1)
≤J4(Gt, St+1, (ER)t+1)
≤J4(Gt, St, (ER)t+1)
≤J4(Gt, St, (ER)t)
(37)
This inequality indicates that the objective function J4 in Eq.
(15) will monotonically decrease in each iteration of Algorithm
2. This proves Theorem 1. We can ascertain that the proposed
algorithm RHCHME will find the optimal solution of each
sub-problem (i.e., S, G and ER) and it will finally coverage
to a local solution.
F. Complexity Analysis
The computational complexity of RHCHME is composed
of two parts: (1) constructing the heterogeneous manifold
ensemble using subspace membership and pNN graph; and
(2) applying multiplicative updating in RHCHME. Complexity
of multiple subspace learning is O(mnkK) where m is the
number of parameters in SPG, nk is the number of objects
representing the k-th type relationship and K is the num-
ber of object types. Complexity of producing pNN graph is
O
(
(nk)
2
pK
)
where p is the number of nearest neighbours.
Complexity of multiplicative updating is O(c2n+ cz) where c
is the total number of required clusters, n is the total number of
objects and z is non-zero entries in the inter-type relationship
matrix R. The overall computation complexity of RHCHME
is O((nk)
2
pK + mnkK + c
2n + cz), which is primarily
determined by nk, as nk  c and (nk)2  z.
In real applications, the value of nk might be vary large,
however the inter-type relationship matrix R and intra-type
relationship matrix W are usually very sparse. Additionally,
parallel (or distributed) computing techniques for Nonnegative
Matrix Factorization (NMF) with MapReduce, can handle
million by million matrices with billion entries [31]. RHCHME
can be implemented with these high-performance computa-
tional methods to enable its efficient optimization with large-
scale data.
IV. EXPERIMENTS
A. Data Sets
In this section, we evaluate the proposed RHCHME method
on four data sets, Multi5 (D1), Multi10 (D2), R-Min20Max200
(D3) and R-Top10 (D4), as shown in Table II. D1 and D2
are extracted from the 20Newsgroups1 data set which contains
20,000 newsgroup articles across 20 different classes [13]:
• D1 is created using the randomly selected 100
articles from each of the 5 following classes
(comp.graphics, rec.motorcycles, rec.sport.baseball,
sci.space, talk.politics. mideast).
• D2 consists of 10 classes (alt.atheism, comp.sys.mac.
hardware, misc.forsale, rec.autos, rec.sport.hockey,
sci. crypt, sci.electronics, sci.med, sci.space,
talk.politics. guns) and contains randomly chosen 50
articles from each class.
The other two data sets are created from the Reuters-215782
collection which contains 21578 documents in 135 classes
[13]:
• D3 includes 25 classes with at least 20 and at most
200 documents.
• D4 contains 10 largest classes in Reuters-21578.
These subsets data are widely used in testing document
clustering and text classification methods. These data exhibit
different statistical characteristics in order to test a clustering
method. E.g., Newsgroup data sets contain documents that
belong to equal size clusters, while R-Min20Max200 contains
documents in different size clusters and R-Top10 contains the
large size clusters. For each data set, we have introduced
semantic concepts from external knowledge (i.e., Wikipedia)
to traditional document representation model (bag of words).
This process generates the multi-type relational data consisting
of objects of multiple types - documents, terms and concepts.
The concepts are generated by mapping the terms of each
document to concepts in Wikipedia (represented by unique
1http://qwone.com/ jason/20Newsgroups/
2http://archive.ics.uci.edu/ml/datasets/Reuters-21578+Text+Categorization
+Collection
Wikipedia articles) following the process explained in [12].
For the document-term co-occurrence matrix, the elements
represent the tf-idf value of each term. For the document-
concept co-occurrence matrix, the elements are normalized
by tf-idf weighting of the mapped terms in each document
and semantic relatedness [13, 32]. For the term-concept co-
occurrence matrix, each entry represents the number of times
a term-concept pair appears in the same document. For fair
comparison, all benchmarking methods used the same features.
B. Comparison Methods
In order to evaluate the clustering performance of the
proposed RHCHME method, we compare RHCHME with the
following state-of-the-art HOCC methods:
• SRC [2] - SRC uses collective NMTF on inter-type
relationships without using intra-type relationships as,∑
i,j νij ‖ Rij −GiSijGTj ‖2F , where νij is a weight-
ing parameter (i 6= j).
• SNMTF [5, 6] - SNMTF considers the inter-type
relationships used in SRC as well as the intra-type
relationships that are estimated by a pNN graph.
• RMC [15] - Different from SNMTF, RMC constructs
intra-type relationships as a linear combination of pre-
given candidates based on pNN graph by varying the
number of neighbours and weighting schemes. The
inter-type relationships are used the same way between
SNMTF and RMC.
• DRCC [1] - we use this co-clustering method as base-
line to cluster documents with separate feature spaces
(i.e., term or concept) and a combined feature space
(i.e., concatenating term and concept feature vectors),
naming them DR-T, DR-C and DR-TC, respectively.
To enable a meaningful comparison, we have tuned param-
eter values of all methods. For RHCHME, the regularization
parameters λ and γ are searched from the grid {0.001, 0.01,
0.1, 1, 10, 100, 500, 1500} and the trade-off parameters α and
β are tuned within the range of 0.01 to 1000. The regularization
parameter of SNMTF and RMC is adjusted between 0.01
to 1000, as suggested in the articles [15]. For SNMTF and
RHCHME, the nearest neighbour size p is set to 5, while
RMC uses 6 candidate intra-type relationships by varying
p = {5, 10} and weighting schemes ={binary weighting,
Gaussian kernel and cosine similarity}.
C. Evaluation Metrics
To measure the clustering performance, we adopt two
popular criteria, i.e., FScore [18] and Normalized Mutual
Information (NMI) [26]. FScore measures the agreement be-
tween cluster labels and true document labels (i.e., classes)
with a balanced mean of precision and recall while NMI
describes the non-linear similarity between the cluster labels
and true document classes. Let n be the total number of
documents in the data set, and k is the number of classes.
nj and nl denote the numbers of documents in class Lj and
in cluster Cl respectively. njl is the number of documents
TABLE III
FSCORE FOR EACH DATA SET AND METHOD
Methods D1 D2 D3 D4 Average
DR-T 0.575 0.501 0.688 0.576 0.585
DR-C 0.426 0.516 0.608 0.584 0.533
DR-TC 0.562 0.526 0.705 0.596 0.597
SRC 0.837 0.714 0.721 0.763 0.758
SNMTF 0.854 0.741 0.738 0.797 0.782
RMC 0.867 0.758 0.742 0.803 0.792
RHCHME 0.892 0.777 0.750 0.813 0.808
TABLE IV
NMI FOR EACH DATA SET AND METHOD
Methods D1 D2 D3 D4 Average
DR-T 0.508 0.484 0.682 0.504 0.544
DR-C 0.373 0.502 0.595 0.513 0.495
DR-TC 0.492 0.513 0.698 0.517 0.555
SRC 0.822 0.625 0.709 0.529 0.671
SNMTF 0.849 0.650 0.728 0.547 0.693
RMC 0.854 0.655 0.740 0.554 0.701
RHCHME 0.861 0.678 0.760 0.585 0.721
occurring in both class Lj and cluster Cl. The FScore and
NMI for a cluster are defined as:
FScore =
k∑
j=1
nj
n
·max1≤l≤k
{
2 · njl/nj · njl/nl
njl/nj + njl/nl
}
(38)
NMI =
∑k
j=1 & l=1 njllog
(
n·njl
njnl
)
(∑k
j=1 nj log
nj
n
)(∑k
l=1 nllog
nl
n
) (39)
The larger FScore or NMI is, the better the clustering result
will be. We set the number of clusters of documents as the
true number of classes, while the number of term clusters and
concept clusters is set with different values varying from m/10
to m/100 (where m is the number of terms or concepts).
D. Clustering Results
In Tables III and IV, we present results of all methods
measured by FScore and NMI for each data set. Among the
two-way co-clustering method with different features (DR-
T, DR-C and DR-TC), the combined feature space (DR-TC)
performs slightly better than the two separate feature spaces
(DR-T, DR-C). The improvement is minor with the combined
feature space as the traditional co-clustering methods are
limited to model the two-way interactions of relationships only.
On the other hand, the HOCC methods - SRC, SNMTF, RMC
and RHCHME - are able to achieve much better FScore and
NMI values than the best co-clustering result (i.e., DR- TC).
This can be attributed to the fact that HOCC methods can
simultaneously cluster each type of objects (documents, terms
and concepts). This ascertains that, by allowing interactions
between clusters of each type of objects, improved clustering
results can be obtained.
We observe that SRC has the worst performance among
HOCC methods. It can be noted that SRC does not consider
intra-type relationships, whereas, all other methods - SNMTF,
RMC and RHCHME - integrate inter-type and intra-type rela-
tionships into the clustering process. More importantly, it can
also be noted that the proposed method RHCHME consistently
outperforms SNMTF and RMC. We know that both SNMTF
and RMC construct the normalized graph Laplacian using
a pNN graph. We conjecture that by using a pNN graph
only, these methods learn incomplete and inaccurate intra-
type relationships. Although RMC employs an ensemble of
candidate graph Laplacians, the improvement over SNMTF, in
comparison to RHCHME, is limited due to having the less
diversity amongst ensemble members.
Moreover, as the squared loss function of matrix decompo-
sition in SNMTF and RMC does not consider the presence of
noise or outliers, the decomposed low rank matrices may not
be reliable to produce the desired factorization in the presence
of data noise or corruption. This may also compromise the
performance of clustering. On the other hand, the proposed
method RHCHME integrates intra-type relationships derived
using subspace membership and pNN graph, into a heteroge-
neous ensemble to maximize the robustness and accuracy of
intra-type relationships. In addition, the introduced sparse error
matrix can capture the sample-wise data noise or corruption,
and a more faithful matrix factorization can be expected. Con-
sequently, RHCHME is able to produce improved clustering
solution.
E. Selection of Parameters
There are four trade-off parameters involved in the pro-
posed method, i.e., λ for the Laplacian regularizor, γ for
the noise adjustment in multiple subspace learning, α for the
construction of the heterogeneous manifold ensemble and β
for the matrix decomposition quality. In this experiment, we
discuss how to select these four parameters by investigating
their impact on the clustering performance. We demonstrate
on data set R-Min20Max200 as other data sets are tuned in a
similar way. Each parameter is adjusted with the same initial
conditions and all other parameters are fixed to their default
values. Fig. 2 shows the Fscore and NMI curves with respect
to λ, γ, α and β. The results validate that RHCHME performs
stable when λ is large enough (around 250), γ ∈ [10, 50], α
∈ [0.25, 2] and β with the value 50.
Data can be initially explored for its skewness, missing
values, sparsity, etc. For quickly selecting these parameters,
some heuristics and data statistics can be utilized. For example,
if the data is highly corrupted (i.e., it has many errors), the
noise adjustment parameter γ should be tuned to a small value
otherwise γ can set to a large value. The setting of β is done in
opposite manner. As seen in Fig. 2, γ and β take the values of
25 and 50 respectively for the best clustering performance, as
there exists some data error during multiple subspaces learning
and the matrix decomposition. For the parameter λ, previous
works [6, 15] have suggested to use a fairly large value and
the same situation happens here, best performance is achieved
with the value around 250. α is a balancing parameter, the
starting value can be set as 1 and then search α toward 0 and
+∞. The best FScore or NMI is obtained when α is equal
to 1, which means both subspace membership-based and pNN
graph-based intra-type relationships contribute to the clustering
process.
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Fig. 2. Fscore and NMI curves with respect to parameters λ, γ α and β.
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Fig. 3. Fscore and NMI curves with respect to the number of iterations.
F. Convergence Analysis
We check the algorithm convergence of RHCHME by
showing the Fscore and NMI curves with respect to the number
of iterations on each data set. Fig. 3 indicates that Fscore and
NMI increase through early iterations and converge relatively
quickly. As the data set R-Top10 involves larger number
of documents than other data sets, it converges with more
iterations.
G. Time Complexity Analysis
We show the time complexity of the proposed RHCHME
methods and the benchmarking methods in Table V. We find
that RHCHME requires less running time than other HOCC
methods. Although the two-way clustering methods (DR-T,
DR-C and DR-TC) finish in shorter time, they obtain poorer
clustering performance than RHCHME.
Based on all results it can be ascertained that RHCHME
achieves better results in terms of performance and computa-
tional cost, i.e., best performance and fastest output amongst
TABLE V
RUNNING TIME (IN 103 SECONDS) OF EACH METHOD
Methods D1 D2 D3 D4
DR-T 0.04 0.05 0.20 0.41
DR-C 0.03 0.03 0.14 0.22
DR-TC 0.06 0.07 0.26 0.51
SRC 0.75 0.83 12.2 29.3
SNMTF 0.47 0.54 10.8 24.6
RMC 0.50 0.58 11.1 25.4
RHCHME 0.46 0.51 9.90 22.8
existing state-of-the-art HOCC methods. The accuracy perfor-
mance of RMC comes next to RHCHME, however, it takes
additional time due to the use of a set of ensemble members of
the same type and causes more computation time to converge.
V. CONCLUSIONS AND FUTURE WORK
This paper proposes a novel HOCC method, RHCHME, for
grouping multi-type relational data using inter-type and intra-
type relationships. RHCHME proposes to learning complete
intra-type relationships using multiple subspaces learning. It
also achieves the goal of obtaining accurate intra-type re-
lationships by combining subspace membership-based and
pNN graph-based object similarity into a heterogeneous graph
Laplacian ensemble. Furthermore, a robust objective function
is ensured by introducing a sample-wise sparse error matrix.
It then utilizes the inter-relatedness between clusters of inter-
type relationships and the smoothing power of the hetero-
geneous ensemble to deliver the optimal clustering results
through multiplicative updating. We have conducted extensive
experiments to show that the proposed method outperforms
state-of-the-art HOCC algorithms in terms of FScore as well
as NMI. The proposed algorithm has several components
that require parameters settings, and we plan to derive an
automatic parameter selection procedure. In addition, we will
investigate how the heterogeneous ensemble performs under
different situations, e.g. when there are explicit intra-type
features and overlapping in features of different types. In future
work, we will investigate more methods to estimate the intra-
type relationships and continue to examine different ways of
clustering multiple types of objects.
VI. REFERENCES
[1] Q. Gu, and J. Zhou, ”Co-clustering on manifolds,” in Proceedings
of the International Conference on Knowledge Discovery and Data
Mining, pages 359-368, 2009.
[2] B. Long, Z. Zhang, X. Wu, and P. Yu, ”Spectral clustering for
multi-type relational data,” in Proceedings of the International
Conference on Machine Learning, pages 585-592, 2006.
[3] B. Gao, T.-Y. Liu, and W.-Y. Ma, ”Star-structured high-order
heterogeneous data coclustering based on consistent information
theory,” in Proceedings of the IEEE International Conference on
Data Mining, pages 880–884, 2006.
[4] B. Gao, T.-Y. Liu, X. Zheng, Q.-S. Cheng, and W.-Y. Ma, ”Con-
sistent bipartite graph co-partitioning for star-structured high-order
heterogeneous data co-clustering,” in Proceedings of the Inter-
national Conference on Knowledge Discovery and Data Mining,
pages 41-50, 2005.
[5] H. Wang, H. Huang, and C. Ding, ”Simultaneous clustering of
multi-type relational data via symmetric nonnegative matrix tri-
factorization,” in Proceedings of the ACM International Conference
on Information and Knowledge Management, pages 279–284,
2011.
[6] H. Wang, F. Nie, H. Huang, and C. Ding, ”Nonnegative matrix
tri-factorization based high-order co-clustering and its fast imple-
mentation,” in Proceedings of the IEEE International Conference
on Data Mining, pages 774–783, 2011.
[7] X. He, and P. Niyogi, ”Locality Preserving Projections,” Advances
in Neural In- formation Processing Systems 16, MIT Press, 2003.
[8] E. Elhamifar, and R. Vidal, ”Sparse subspace clustering,” in
Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 2790-2797, 2009.
[9] G. Liu, Z. Lin, and Y. Yu, ”Robust subspace segmentation by low-
rank representation,” in Proceedings of the International Confer-
ence on Machine Learning, pages 663-670, 2010.
[10] S. Wang, X. Yuan, T. Yao, S. Yan, and J. Shen, ”Efficient subspace
segmentation via quadratic programming,” in Proceedings of the
AAAI Conference on Artificial Intelligence, pages 519-524, 2011.
[11] R. Vidal, Y. Ma, and S. Sastry, ”Generalized principal compo-
nent analysis (GPCA),” IEEE Trans. Pattern Anal. Mach. Intell.,
27:1945-1959, 2005.
[12] O. Medelyan, I. Witten, and D. Milne, ”Topic indexing with
Wikipedia,” in Proceedings of Wikipedia and Artificial Intelligence:
An Evolving Synergy, pages 19-24, 2008.
[13] L. P. Jing, J. Yun, J. Yu, and J. Huang, ”High-order co-clustering
text data on semantics-based representation mode,” in Proceedings
of the Pacific-Asia Conference on Knowledge Discovery and Data
Mining, pages 171-180, 2011.
[14] Y. Wang, Y. Jiang, Y. Wu, and Z.-H. Zhou, ”Spectral clustering
on multiple manifolds,” IEEE Transactions on Neural Networks,
22:1149-1161, 2011.
[15] P. Li, J. Bu, C. Chen, Z. He, and D. Cai, ”Relational multimanifold
coclustering,” IEEE Transactions on Cybernetics 43:1871-1881,
2013.
[16] D. Gong, X. Zhao, and G. Medioni, ”Robust multiple manifolds
structure learning” in Proceedings of the International Conference
on Machine Learning, pages 321-328, 2012.
[17] R. Vidal, ”A tutorial on subspace clustering,” IEEE Signal Pro-
cessing MagaZine, 28:52-68, 2011.
[18] Y. Zhao, and G. Karypis, ”Comparison of agglomerative and
partitional document clustering algorithms,” Technical Report 02-
014, 2002.
[19] Z. Lu, X. W, and J. Bongard, ”Active learning with adaptive het-
erogeneous ensembles,” in Proceedings of the IEEE International
Conference on Data Mining, pages 327-336, 2009.
[20] C. Lin, ”On the convergence of multiplicative update algorithms
for nonnegative matrix factorization,” IEEE Transactions on Neural
Networks, 18:1589-1596, 2007.
[21] Q. Gu, C. Ding, and J. Han, ”On trivial solution and scale
transfer problems in graph regularized nmf,”’ in Proceedings of
the International Joint Conference on Artificial Intelligence, pages
1288-1293, 2011.
[22] B. Saha, D. Phung, D. S. Pham, and S. Venkatesh, ”Sparse
subspace representation for spectral document clustering” in Pro-
ceedings of the IEEE International Conference on Data Mining,
pages 1092-1097, 2012.
[23] R. Li, B. Li, K. Zhang, C. Jin, and X. Xue, ”Groupwise constrained
reconstruction for subspace clustering,” in Proceedings of the
International Conference on Machine Learning, 2012.
[24] R. Tibshirani, ”Regression shrinkage and selection via the lasso,”
Journal of the Royal Statistical Society B, 58:267-288, 1996.
[25] E. G. Birgin, J. M. Martinez, and M. Raydan, ”Nonmonotone
spectral projected gradient methods on convex sets,” SIAM Journal
on Optimization, 10:1196-1211, 1999.
[26] S. Zhong, and J. Ghosh, ”A comparative study of generative
models for document clustering,” in Proceedings of SDW Workshop
on Clustering High Dimensional Data and its Applications, 2003.
[27] D. Kong, C. Ding, and H. Huang, ”Robust nonnegative matrix
factorization using l21-norm,” in Proceedings of the International
Conference on Information and Knowledge Management, pages
673-682, 2011.
[28] L. Du, and Y.-D. Shen, ”Towards robust co-clustering,” in Proceed-
ings of the International Joint Conference on Artificial Intelligence,
pages 1317-1322, 2013.
[29] D. Seung, and L. Lee, ”Algorithms for non-negative matrix factor-
ization,” in Proceedings of the Conference on Neural Information
Processing Systems, 2001.
[30] F. Nie, H. Huang, X. Cai, and C. Ding, ”Efficient and robust feature
selection via joint 2,1-norms minimization,” in Proceedings of
the Conference on Neural Information Processing Systems, pages
18131821, 2010.
[31] C. Liu, H.-C. Yang, J. Fan, L.-W. He, and Y.-M. Wang, ”Distributed
nonnegative matrix gactorization for web-scale dyadic data analy-
sis on mapreduce,” in Proceedings of the International Conference
on World Wide Web, pages 681-690, 2010.
[32] J. Hou, and R. Nayak, ”The heterogeneous cluster ensemble
method using hubness for clustering text documents,” in Proceed-
ings of the International Conference on Web Information System
Engineering, pages 102-110, 2013.
