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a b s t r a c t
Supply chain management is concerned with the coordination of different parts of the
production system. Companies have realized that they must closely collaborate with
the suppliers of their strategic components or products. Recently, developing integrated
inventory models for the supplier selection problem has attracted a significant amount
of attention amongst researchers. In these models some incentives are required from the
vendors to motivate the buyer to change his (her) policies to the policy which is optimal
for the entire system. Quantity discount policies are used as common incentives in the
literature. However, the literature on this problem does not incorporate quantity discount
into the coordinationmodel. This paper develops amulti-objectivemixed integer nonlinear
programming model to coordinate the system of a single buyer and multiple vendors
under an all-unit quantity discount policy for the vendors. Due to the complexity of the
problem two well known meta-heuristic algorithms are proposed to solve the problem.
An illustrative example is given to show the behavior of the model. Results obtained from
solving the sample problems showgood performance of the proposed algorithms in finding
the optimal solutions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the last few years the procurement function has becomemore critical for companies because of the increase in the level
of outsourcing. Companies have realized that to remain in control of their destiny they must focus on closely collaborating
with the suppliers of their strategic components or products. In these cases effective strategies are required to coordinate the
supply chain. There aremany academic and industrial researcherswhohave contributed to the joint optimization of buyer(s)
and supplier(s). They have strived to improve the overall performance of the supply chain by considering the benefits of both
parts of the supply chain. Recently the topic of one buyer and multiple suppliers has attracted significant attention among
the researchers. In this topic the buyer should consider the benefits of the suppliers in the process of supplier selection and
allocates his (her) orders among the suppliers.
By optimizing thewhole supply chain, the buyer’s total cost increaseswhen comparedwith independent optimization. In
order to overcome this problem, encouraging policies such as discounts and revenue sharing can be used. Quantity discount
usually is used as a coordination mechanism to reduce the total system costs or maximize the total system profits. This
policy encourages the buyer to order larger quantities and applies amechanism that leads to a balance between the discounts
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obtained due to larger purchasing quantities and inventory holding costs. Furthermore it has been shown thatwhen a typical
discount policy is used, both the buyer and the supplier can realize higher overall profits [1].
In the supply chain different members have different conflicting objectives. Various criteria have been proposed for
evaluating the suppliers [2,3]. Some of these criteria such as price/cost, quality and delivery performances are quantitative
and some others such as flexibility, background of relationship and reputation are qualitative. Furthermore, some criteria
may conflict with each other, such as cost and quality or quality and on time delivery. Hence, it is necessary to make a
tradeoff between conflicting quantitative and qualitative criteria to find the best suppliers.
This paper proposes a multi-objective supplier selection and order allocation model that tries to optimize the overall
performance of a one-buyer and multiple-supplier supply chain by minimizing the total system cost including buyer’s
annual cost and vendors’ annual cost, the total number of defective items and the total number of late delivered items.
Furthermore, to incorporate the qualitative criteria in the model, maximizing the total purchasing value is also considered
as another objective. In thismodelwhile the vendors benefit from the coordination by joint optimization, quantity discounts
offered by the suppliers can guarantee that a buyer’s total relevant cost of coordination will not increase when compared
with independent optimization.
The remainder of the paper is organized as follows. Section 2 reviews some previous studies and researches. Section 3
states the problem specifications and presents a mathematical model. Section 4 discusses the procedures to solve the
problem. In Section 5, a numerical example is presented to show the behavior of the model. In Section 6, the performance
of the proposed algorithms is evaluated by solving some sample problems. Finally Section 7 is devoted to the conclusions
achieved from this research.
2. Literature review
Corresponding to the topic of this paper there are twomain research streams: buyer–vendor coordinationmodels and the
supplier selection problem. Excellent reviews on buyer–vendor coordination models can be found in Goyal and Gupta [4],
and Ben-Daya et al. [5]. Furthermore Weber et al. [6], Aissaoui et al. [7], and Ho et al. [8] provided literature reviews on the
supplier selection problem. In this paper we discuss the works that are important to our problem.
2.1. Buyer–vendor coordination models
Goyal [9]was one of the first researcherswho contributed towards the buyer–vendor coordinationmodels. He considered
a system of a single buyer and a single vendor under the assumption of infinite production rate for the vendor and lot-for-lot
policy for the shipments from the vendor to the buyer. Banerjee [10] studied the finite production rate for the vendor while
retaining the lot-for-lot policy. Thus in his problem the vendor is assumed to be a manufacturer who produces to order for
the buyer. Goyal [11] further generalized the problem by relaxing the lot-for-lot policy. He studied the problem wherein
the production lot is shipped from the vendor to the buyer in a number of equal-sized shipments. The problem is further
extended by considering more complex shipment policies between vendor and buyer. For example Goyal and Nebebe [12]
discussed a shipment policy in which a small shipment is followed by a number of larger and equal-sized shipments.
Some researchers have studied the multiple buyer case. Joglekar and Tharthare [13] studied a system in which a vendor
supplies a product to a group of identical buyers. Banerjee and Burton [14] generalized the model by considering a delivery
cycle that must be followed by all the buyers to coordinate the supply chain. Chan et al. [15] proposed a delayed payment
method for coordinating a single-vendormulti-buyer supply chain. Krichen et al. [16] extended themodel of Chan et al. [15]
by incorporating the quantity discount policy in the modeling of the problem. Sinha and Sarmah [17] also investigated the
impact of stochastic demand and discount pricing scheme on the single-vendor multi-buyer integrated inventory model.
2.2. Supplier selection
Many researches have been paid attention to the supplier selection problem in recent years. Among them we will only
review the quantitativemodels that closely concern the problem studied in this paper. Thesemodelsmainly strive to answer
the questions of which vendors to select and how to allocate the order quantity to the selected suppliers.
Goossens et al. [18] studied the problem of buying multiple items from a set of available suppliers where the suppliers
offer all-unit quantity discount and try to minimize the total cost of purchasing. Burk et al. [19] assumed that the suppliers
have capacity limitations and studied the impact of supplier pricing schemes on the optimal policy for the buyer. They
showed that the problem is NP-hard and no polynomial-time approximation algorithm exists for it. Benton [20] discussed
a situation where the buyer has a limited budget and storage space for ten items offered by three suppliers. The buyer must
choose one supplier for all items byminimizing the total acquisition and inventory costs. In order to consider both qualitative
and quantitative factors in the process of supplier selection and order allocation, Ghodsypour and O’Brien [21] developed
an integrated AHP and linear programming model. They used the AHP method to calculate the overall score or weight
of each supplier and incorporate these scores in a linear model. A weighted additive fuzzy multi-objective model for the
supplier selection problem under all-unit price discounts was proposed by Amid et al. [22] where some input information
is not known precisely and three objectives are considered. Dahel [23] discussed the problem in which a buyer wants to
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buy multiple products from a multi-supplier competitive sourcing environment. In order to formulate the problem they
developed amulti-objective mixed integer programmingmodel. In their problem the discount on the total business volume
is considered. Xia and Wu [24] presented a multi-objective mixed integer programming approach under a total business
volume discount environment. They used an integrated AHP method and multi-objective programming to determine the
optimal suppliers and the order quantity allocated to these suppliers. Ebrahim et al. [25] developed a multi-objective
mixed integer programming model which considers different types of discounts for a single item purchasing problem. They
proposed a scatter search algorithm to solve the problem.
2.3. Buyer–vendor coordination models with supplier selection
As discussed before, the supplier selection problem with considering the benefits of the suppliers in the context of an
integrated inventory model is an important issue. There are a few buyer–vendor coordination models that consider more
than one supplier. KimandGoyal [26] studied a systemwith a single buyer andmultiple suppliers. They studied twodifferent
shipment policies from the suppliers to the buyer. In the first policy all suppliers deliver their production lots simultaneously
and in the other policy the suppliers deliver the production lots successively. Glock [27] discussed the coordination of
a single-buyer multi-supplier supply chain in an integrated inventory model. He considered a buyer sourcing a product
from heterogeneous suppliers and suggested a two-stage solution procedure to determine the number of selected suppliers
and lot size decision with the objective of minimizing the total system costs. Another paper that considers the issue of
coordination between one buyer and multiple potential suppliers through supplier selection is due to Gheidar Kheljani
et al. [28]. In their model the total cost of the supply chain including the buyer’s cost and suppliers’ cost is minimized under
the constraints of finite production rate of the suppliers. After reviewing the literature on buyer–vendor coordinationmodels
with supplier selection we can say that all of them are single-objective and do not study the quantity discount. Because of
the fact that the quantity discount policies are useful and well known methods to coordinate the whole system, this paper
develops a multi-objective buyer–vendor coordination model with supplier selection which considers the all-unit quantity
discount policy.
3. Problem description and formulation
This paper studies a typical supply chain including one buyer (retailer) andmultiple vendors (suppliers). The buyer must
select one or more suppliers and allocate the order quantities to these suppliers to meet the demand of one product with a
predetermined annual rate. The suppliers offer all-unit quantity discountwith predetermined discount intervals. The supply
chain type is centralized. In this type of supply chain there is a unique manager who has information about both the buyer
and the vendors. In this problem the suppliers are manufacturers and are under capacity constraints with a finite annual
production rate. The lot-for-lot policy proposed by Banerjee [10] is utilized for the shipments from the vendors to the buyer.
In this policy the economic production quantity of a vendor is equal to the economic ordering quantity of the buyer from
this vendor and it is constant for all periods. We consider four following objectives:
1. Minimizing the total annual cost of the supply chain including suppliers and buyer annual costs
2. Minimizing the total number of defective items produced in the supply chain
3. Minimizing the total number of late delivered items produced by the vendors
4. Maximizing the total annual purchasing (producing) value.
3.1. Model assumptions and notations
The following assumptions are made in the modeling of the problem:
• The buyer can purchase the required quantity from multiple suppliers.
• The buyer is going to purchase only one item from the suppliers.
• The suppliers offer all-unit quantity discount and discounted prices are applied on the periodic order.
• Annual demand is known and constant over time.
• Inventory shortage for buyer and suppliers is not allowed.
• Inventory can not be transferred from a period to the other periods.
• In each period, after all ith supplier order quantities are consumed, the (i+1)th supplier’s order quantity can be entered.
Furthermore the following parameters and decision variables are used in modeling the problem:
The parameters:
i index of suppliers
k index of discount intervals
n number of suppliers
uik upper bound of the discount interval k offered by supplier i
u∗ ik slightly smaller than uik
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Fig. 1. Inventory levels for a single buyer and three suppliers.
cik discounted unit price of the discount interval k offered by supplier i
di defective rate of the products for supplier i
Hi late delivery rate of the products for supplier i
wi total weight of supplier i calculated by the AHP method
Ki index of the last interval offered by supplier i
D buyer’s annual demand rate
Ai ordering cost for supplier i
Si setup cost of production for supplier i
Pi annual production rate of supplier i
zi variable cost for each product of supplier i (includes manpower cost, material cost and overhead)
hb buyer’s inventory holding cost per unit per unit time
hi inventory holding cost of supplier i per unit per unit time
T period length of the buyer
Ti consumption time of an order quantity from supplier i.
The decision variables:
qik purchased quantity per period from supplier i in discount interval k
yik binary variable; if the purchased quantity per period from supplier i falls on the interval corresponding to this
variable yik = 1, otherwise yik = 0
Qi order quantity per period from supplier i

Qi =∑Kik=1 qik
Q total order quantity per period from all suppliers

Q =∑ni=1 Qi.
Fig. 1 illustrates the inventory levels for a single buyer and three suppliers based on the assumptions of the problem.
3.2. Cost function
The first objective function we consider in this paper is the total supply chain annual cost (SCAC) that equals the
summation of buyer’s annual cost (BAC) and suppliers’ annual cost (SSAC). In this subsection we calculate each of these
costs separately.
3.2.1. Buyer’s annual cost
BAC includes annual purchasing cost (APC), annual ordering cost (AOC) and annual inventory holding cost (AIHC) for the
buyer.
APC depends on the unit price of the item. Under the all-unit quantity discountmodel, if the periodic order quantity from
supplier i falls into interval [ui,k−1, uik), a price of cik corresponding to this interval is applied to all units of the product in
the order. Since the number of periods in the time horizon is equal to D/Q , APC can be written as:
APC = D
Q
n−
i=1
Ki−
k=1
cikqik, (1)
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where ci1 > ci2 > · · · > ciKi and at most one of the variables qik for k = 1, 2, . . . , Ki can be positive and the rest must be
equal to zero. AOC also can be written as:
AOC = D
Q
n−
i=1
Ki−
k=1
Aiyik. (2)
It is apparent from the above relation that if the buyer decides to order from supplier i, a fixed ordering cost corresponding
to this supplier occurs in each period.
The average inventory per unit time is obtained by taking the average inventory per period and dividing it by the length
of the period. According to Fig. 1, during the order period, the inventory of buyer from supplier iwill go steadily from Qi to
zero and the length of the order period is Q/D. Hence, the average inventory of the buyer, per unit time, for orders that are
received from supplier i is calculated as:
I i = 1/2× Qi × Qi/DQ/D =
Q 2i
2Q
, (3)
where Qi =∑Kik=1 qik.
The annual inventory holding cost for the orders that the buyer receives from supplier i is equal to:
AIHCi = hbI i = hb

Ki∑
k=1
qik
2
2Q
. (4)
AIHC for the buyer equals
∑n
i=1 AIHC i and can be written as:
AIHC = hb
2Q
n−
i=1
 Ki−
k=1
qik
2 . (5)
Thus the buyer’s annual cost is given as:
BAC = APC + AOC + AIHC = D
Q
n−
i=1
Ki−
k=1
(cikqik + Aiyik)+ hb2Q
n−
i=1
 Ki−
k=1
qik
2 . (6)
3.2.2. Suppliers’ annual cost
The annual cost of supplier i (SSAC i) includes the annual cost of production (ACP i), the setup annual cost (SAC i) and the
annual cost of inventory holding (ACIH i). Calculation of these three costs is similar to those in the Section 3.2.1. These costs
are given by Eqs. (7), (8) and (9) respectively.
ACP i = DQ
Ki−
k=1
ziqik (7)
SAC i = DQ
Ki−
k=1
Siyik (8)
ACIH i = D2Q
hi
Pi

Ki−
k=1
qik
2
. (9)
The total cost of all suppliers is given as:
SSAC =
n−
i=1
SSAC i =
n−
i=1
(ACP i + SAC i + ACIH i)
= D
Q
n−
i=1
Ki−
k=1
(ziqik + Siyik)+ D2Q
n−
i=1
hi
Pi

Ki−
k=1
qik
2 . (10)
The total supply chain annual cost is SCAC = BAC + SSAC . Thus the first objective function of the model can be written
as follows:
min Z1 = SCAC = DQ
 n−
i=1
Ki−
k=1
[(zi + cik) qik + (Ai + Si) yik]+
n−
i=1
1
2

hb
D
+ hi
Pi
 Ki−
k=1
qik
2 . (11)
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3.3. Quality function
This objective function minimizes the annual defective items number produced in the supply chain. This minimization
leads to improving product quality and consequently more efficiency in the supply chain. Quality function can be shown as
follows:
min Z2 = DQ
n−
i=1
Ki−
k=1
diqik. (12)
3.4. On-time delivery function
The third objective function stated as the minimization of the annual late delivered items received by the buyer. This
objective function can be written as follows:
min Z3 = DQ
n−
i=1
Ki−
k=1
Hiqik. (13)
3.5. Annual purchasing (producing) value (APV)
The analytical hierarchy process (AHP) introduced by Saaty [29] is one of the most comprehensive systems designed for
multi criteria decision making (MCDM). In order to incorporate the qualitative criteria in the model we use AHP to calculate
the total performance of a supplier in qualitative criteria in terms of the overall weight (wi) for each supplier. This approach
was also considered by Ghodsypour and O’Brien [21], Xia andWu [24], and Ebrahim et al. [25] and the reader can be referred
to these articles for more details. After computing these weights we apply them as coefficients into our objective function
and obtain an APV that should be maximized as follows:
max Z4 = DQ
n−
i=1
Ki−
k=1
wiqik. (14)
3.6. Model constraints
This subsection explains the constraints associated with the problem.
3.6.1. Annual demand rate of the buyer
This constraint states that the annual production quantity of all suppliers determined by D/Q
∑n
i=1
∑Ki
k=1 qik, must be
equal to the annual demand rate of the buyer (D). Thus this constraint can be shown as:
n−
i=1
Ki−
k=1
qik = Q . (15)
3.6.2. Annual production capacity of suppliers
The suppliers are supposed to have a finite production rate and the annual quantity purchased from supplier
i (D/Q
∑Ki
k=1 qik)must be equal or less than P i. This constraint is written as:
Ki−
k=1
qik ≤ PiD .Q , ∀i = 1, 2, . . . , n. (16)
3.6.3. Discount intervals constraints
These constraints describe how thequantity ordered to each supplier falls into one of the intervals offered by this supplier.
These constraints can be stated by the following relations:
qik ≤ u∗ ikyik ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki (17)
qik ≥ ui,k−1yik ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki (18)
Ki−
k=1
yik ≤ 1 ∀i = 1, 2, . . . , n, (19)
where ui0 is equal to ε as a positive small value for all suppliers.
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3.6.4. Total order quantity constraint
It is clear that to satisfy the buyer’s demand, the total order quantity from all suppliers (Q ) has to be greater than zero.
Furthermore, due to the fact that in the objective functions phrase Q is the denominator of the fractions, it can not be equal
to zero. Hence we set the Q greater than a small value in the model.
3.7. Final model
We want to optimize four different objectives under some constraints. These objectives conflict with each other. For
example, the supplier offering a low price may not have a high quality, or the supplier with a high quality may not deliver
on time. Note that with conflicting objectives, optimizing with respect to one objective at a time leads to a deviation
from the optimal solution of the others, thus no one solution exists which simultaneously optimizes all objectives [30].
In such a situation methods should be applied in order to find a compromise that considers all objectives concurrently.
These methods, such as min–max formulation and global criterion, minimize the sum of relative deviation of all objectives
from their optimal values (see for example [31–33]). Furthermore by combining them with the weighting method we can
also incorporate the decision maker’s (DM’s) preferences in the solution process and obtain the preferred solution of the
problem [34].
The compromise objective function in terms of the sum of the relative deviations from the optimal values can be stated
in the following form:
min Z = W1 × Z1 − Z1
∗
Z1∗
+W2 × Z2 − Z2
∗
Z2∗
+W3 × Z3 − Z3
∗
Z3∗
+W4 × Z4
∗ − Z4
Z4∗
. (20)
In this formulation Zi∗, i = 1, . . . , 4 is the optimal value of the ith objective function obtained by optimizing the objective
function under the constraints of the model ignoring other ones.Wi, i = 1, . . . , 4 is the weight of the ith objective function
determined by DM. With this approach if DM assigns a higher weight to an objective function, the obtained value of the
objective function is closer to its optimal compared to the other objectives.
Thus the final mathematical modeling of the problem can be shown as a mixed integer nonlinear programming model
as follows:
min Z
subject to :
n−
i=1
Ki−
k=1
qik = Q
Ki−
k=1
qik ≤ PiD .Q ∀i = 1, 2, . . . , n
qik ≤ u∗ ikyik ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki
qik ≥ ui,k−1yik ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki
Ki−
k=1
yik ≤ 1 ∀i = 1, 2, . . . , n
yik ∈ {0, 1} ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki
qik ≥ 0 ∀i = 1, 2, . . . , n, ∀k = 1, 2, . . . , Ki
Q > ε. (21)
4. Solution procedures
Burk et al. [19] showed that purchasing problems under quantity discount policies are NP-hard and no polynomial-
time approximation algorithm exists for these problems. Furthermore our problem has some other features such as limited
production rate of the suppliers and nonlinearity of the model that lead to a more complex problem. The proposed model
is mixed integer and its objective function is complicated and nonlinear. Since meta-heuristic algorithms have shown a
high efficiency in such problems, we use these algorithms to solve the problem. Particle swarm optimization (PSO) is one of
the population based algorithms which has been shown to be efficient for global optimization over continuous spaces [35].
Hence, we utilize PSO to solve the current problem. Furthermore, the scatter search (SS) algorithm has already been used
for supplier selection [25]. Therefore, this paper adopts the same representation and extends it for the current problem. For
instance, we use a new procedure to generate initial solutions and modify the local search procedure for our problem. The
additional complexity brought up by the ‘‘combined’’ problem is the fact that because of the finite production rate of the
suppliers, infeasible solutions may be generated throughout the solution process. Hence, we propose a repair algorithm and
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apply it within the proposed algorithms to transform infeasible solutions into feasible ones. In this section the structure of
the proposed algorithms is described.
4.1. A particle swarm optimization algorithm
PSO is a population based evolutionary algorithm introduced by Eberhart and Kennedy [35] which initializes with a
population of random solutions. In this context the population is named a swarm and each individual or potential solution
is called a particle. Each particle is initialized with a location vector randomly produced in the problem space and a velocity
vector which often is a zero vector or a small random vector. At each iteration the particle’s position is updated by the
following equations:
V t+1i = wV ti + c1 × r1 ×

Pbest ti − X ti
+ c2 × r2 × Gbest t − X ti  (22)
X t+1i = X ti + V t+1i . (23)
Eq. (22) calculates the particle’s velocity and Relation (23) updates the particle according to its velocity and its previous
position. In these relations, i is the index of the particles; t is the iteration counter; X ti and V
t
i are the position and velocity
of the ith particle at iteration t respectively; Pbest i is the best position found by particle i so far; Gbest is the best position
found by all particles so far; c1 and c2 are called acceleration constants which pull the particle toward Pbest i and Gbest
positions; r1 and r2 are two numbers randomly generated within the range of [0, 1];w is the inertia weight which controls
diversification and intensification in the search space. This weight determines how fast the particle moves. As the inertia
weight has an important effect on the performance of the algorithm, we apply one method that is widely used to adjust w
which is determined as follows:
w = wmax − (wmax − wmin)itermax × iter, (24)
wherewmax is the initial (maximum) value andwmin is the final (minimum) value of inertia weight; itermax is the maximum
number of iterations; and iter is the value of the current iteration. In the following, the structure of the proposed PSO is
described.
4.1.1. Encoding scheme and initial solution
For the problem studied in this paper, each solution vector is presented as follows:
X =
 Q1  q11, . . . , q1K1 , Q2  q21, . . . , q2K2 , . . . , Qn  qn1, . . . , qnKn
 . (25)
In order to generate a random solution, we consider the first supplier. Thenwith a probability of 0.5we decide towhether
assign an order to this supplier or not. If the supplier was selected, one of the intervals offered by him (her) is selected
randomly and an amount of order in the range related to this interval is assigned to this supplier. Then we go to the second
supplier and decide whether to assign an order to this supplier or not and so on. After applying these stages to all suppliers,
if the sum of the orders assigned to them is not zero the algorithm stops here. Otherwise we must start again from the first
supplier. The procedure to produce an initial solution is shown by Algorithm 1.
Algorithm 1. Procedure to produce an initial solution.
Repeat
For each supplier i = 1 to n Do
r = a random number between 0 and 1;
If (r > 0.5) Then
k= an integer random number ∈ [1, Ki];
qik = a random number in the interval [ui,k−1, uik);
Else
Qi = 0;
EndIf
EndFor
Until at least for one supplier Qi > 0
4.1.2. Constraint handling method
In the evolutionary algorithms, solutions are generated randomly at the beginning and changes during the evolutionary
process may violate the system constraints and lead to infeasible solutions. In the problem at hand, because of a violation of
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the suppliers’ annual capacity constraints (Relation (16)), infeasible solutions may be created in the evolutionary process.
Therefore handling of the system constraints is an important issue to obtain high quality solutions. A variant of these
methods has been developed to cope with constrained problems with evolutionary algorithms [36]. The main idea of repair
methods is to design an algorithm to transform an infeasible solution into a feasible one. The structure of repair algorithms
depends on the problem characteristics and a specific repair algorithm is developed for a particular problem. A survey
of the various repair heuristics used in the evolutionary algorithms to solve the constrained optimization problems has
been provided by Salcedo-Sanz [37]. It has been shown that a repair algorithm performs better than other approaches
of constraint handling in both speed and performance in solving the constrained-combinatorial optimization problems
[38,39].
In this paper in order to handle the constraints due to the annual production capacity of suppliers, we use an algorithm to
repair infeasible solutions. Briefly in this algorithm if the annual quantity assigned to supplier i ((D/Q )× Qi) is more than
the annual capacity of this supplier (Pi), Qi is reduced such that the annual order quantity of the supplier is equal to Pi and
its remainder is stored in variable ‘a’. Then a supplier is selected randomly and the whole or a possible portion of variable
‘a’ is assigned to the supplier. This procedure is repeated until ‘a’ is equal to zero. Algorithm 2 presents the repair algorithm
in detail.
Algorithm 2. Repair algorithm.
For each supplier i = 1 to n Do
If((D/Q )× Qi > Pi) Then
a = Qi − Pi × (Q/D);
Qi = Pi × (Q/D);
j→ an integer random number ∈ [1, n];
While (a > 0) Do
If

(D/Q )× uj,Kj < Pj

Then
s = uj,Kj ;
Else
s = Pj × (Q/D);
EndIf
If (a < s− Qj) Then
Qj = Qj + a;
a = 0;
Else
a = a− (s− Qj);
Qj = s;
EndIf
j = j+ 1;
If(j = n+ 1) Then j = 1; EndIf
EndWhile
EndIf
EndFor
4.1.3. Local searches
It is clear that a pure meta-heuristic can not be an efficient search method when it concerns difficult optimization
problems [40]. In general, hybridization of meta-heuristics with local search heuristics is a way of improving the efficiency
of search and performance in finding the better solutions. In this paper we use a local search procedure which consists of
two phases of improvement in the quality of particles.
The first phase of this procedure considers two suppliers (indexed with i, j) and if it is possible, i.e. the periodic
capacity of supplier i is (ui,Ki) ≥ Qj and the periodic capacity of supplier j is (uj,Kj) ≥ Qi, exchanges the orders of
these two suppliers. If this exchange leads to a better solution, the procedure replaces this solution with the original
one; otherwise it is discarded. These steps are repeated for all pair-wise combinations of suppliers. In the second phase
we consider the first supplier. If the order quantity assigned to the first supplier is less than a fixed predetermined
quantity, we assign his (her) order quantity to the best supplier who has extra capacity, more than the summation of
their own order and his (her) order. The fixed predetermined quantity called the minimum ordering limit or MOL is the
minimum acceptable quantity that must be ordered to each supplier and often is determined based on the purchasing
policy. Clearly if no supplier is found who leads to a decrease in objective function value, the original solution is kept. All
steps discussed in the above are applied to all suppliers. The overall scheme of the local search algorithm is presented in
Algorithm 3.
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Algorithm 3. Local search algorithm.
// Phase 1:
For each supplier i = 1 to n – 1 Do
For each supplier j = i+ 1 to n Do
If (ui ,K i ≥ Qj and uj,Kj ≥ Qi) Then
Swap the values of Qi and Qj;
If (Fitness(new) is better than Fitness(old)) Then keep this swapping fixed; Else discard it; EndIf
EndIf
EndFor
EndFor
// Phase 2
For each supplier i = 1 to n Do
If (Qi <MOL) Then
ss= Qi;
Qi = 0;
For each supplier j = 1 to n Do
Allocate ss to supplier j if possible;
If (Fitness(new) is better than Fitness(old)) Then keep this allocation fixed; Else discard it; EndIf
EndFor
EndIf
EndFor
4.1.4. Proposed PSO algorithm
Algorithm4 shows the structure of the proposedPSOalgorithm.Aswe see, in this algorithmafter a particlewas initialized,
if it is an infeasible particle it is transformed to a feasible one by applying the repair algorithm. Also in the consecutive
iterations the particles are updated based on their velocity. It is a common approach that if the updated particles are out of
the solution space, including feasible and infeasible regions, they are set to the average of Pbest i and Gbest. After updating
the particles, they are improved by the local search algorithm and the repair algorithm applies to the infeasible particles.
This can lead to an extensive search of the boundary between the feasible and infeasible regions of the problem space and
discover the high quality solutions.
Algorithm 4. Structure of proposed PSO.
Begin
For i = 1 to swarm size Do
Initialize the particle Xi according to Algorithm 1;
If (Xi is an infeasible particle) Then repair it according to Algorithm 2; EndIf
Initialize the velocity Vi randomly between 0 and 1;
Pbest i = Xi;
EndFor
Find the best particle Gbest by evaluating all of the particles;
While (maximum iteration or minimum acceptable error is not attained) Do
For i = 1 to swarm size Do
Update particle i according to Relations (22) and (23);
For each supplier d = 1 to n Do
If (X t+1i,d > ud,Kd or X
t+1
i,d < 0) Then X
t+1
i,d =

Pbest ti,d + Gbest td

/2; EndIf
EndFor
Improve the particle X t+1i using the local search algorithm;
If (X t+1i is an infeasible solution) Then repair it according to Algorithm 2; EndIf
If Fitness(X t+1i ) is better than Fitness (Pbest i) Then
Pbest i = X t+1i ;
EndIf
If Fitness(X t+1i ) is better than Fitness (Gbest) Then
Gbest = X t+1i ;
EndIf
EndFor
EndWhile
End
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4.2. A scatter search algorithm
Scatter search (SS) is a population based meta-heuristic method introduced by Glover [41] and is categorized among the
evolutionary algorithms (EAs). It is benefited from effective diversification and intensification search strategies that lead to
a high efficiency in solving the difficult optimization problems. The standard version of SS starts with a diverse set of the
individuals randomly generated and produces a reference set from this population. Then the reference set is updated by
combining the solutions in the reference set and applying an improvement procedure to combined solutions. The scatter
search structure consists of five main elements, called ‘‘methods’’ which are incorporated in the optimization algorithm in
order to solve the problem. In this subsection we describe the proposed SS algorithm based on the five methods presented
in Martí et al. [42].
4.2.1. Diversification generation method
Similar to the other population based meta-heuristic methods, the scatter search algorithm starts with a set of trial
solutions. The goal of this method is to generate a set of diverse solutions.
4.2.2. Improvement method
This method transforms a trial solution into one or more enhanced trial solutions in which neither the input nor the
output solutions are required to be feasible. The improvement method usually is implemented by applying a local search
heuristic algorithm. In this paper we use the local search procedure presented in Section 4.1.3.
4.2.3. Reference set update method
This method is used to build a reference set from the population of available individuals organized to provide an efficient
search in the other parts of the solution space. Selection of solutions for entering into the reference set is done based on their
quality or their diversity. The reference set is composed of two subsets. The first subset consists of a number of b1 solutions
with higher qualities or better objective function values than the other solutions. The second subset includes a number of
b2 diverse solutions which have the highest Euclidean distance from the solutions in the first subset. For this paper, the
minimum Euclidean distance to the first subset is given by:
dist i = min
j


n−
r=1

Qr i − Qr j
21/2 , (26)
where j indicates the solutions in the first subset and index i represents the remaining available solutions. Furthermore the
implementation procedure of this method can be described as follows:
• Sort all of the available solutions according to the objective function value.
• Add the number of b1 best individuals to the reference set.
• For each remaining solution i, calculate the distance according to Relation (26).
• Sort the remaining solutions according to the distance factor.
• Add the number of b2 solutions which have the highest distance value to the reference set.
4.2.4. Subset generation method
This method produces subsets of solutions using the individuals in the reference set as a basis for creating new solutions.
As a common approach, in this method all pair-wise combinations of the reference solutions are considered. Since the
reference set has bmembers, a number of

b2 − b /2 new subsets are generated.
4.2.5. Solution combination method
In this method members of the subsets generated in the subset generation method are combined together and
new solutions are obtained. In this paper we use the average combination method proposed in Herrera et al. [43]
where the coordinates of a new solution are obtained by calculating the average of corresponding coordinates of its
parents.
The overall structure of the proposed scatter search algorithm is shown in Algorithm 5. In the proposed algorithm, in
order to handle the problem constraints and avoid infeasible solutions, the improvement method is applied and if the result
is an infeasible solution it is transformed to a feasible one by the repair algorithm proposed in Section 4.1.2.
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Algorithm 5. Proposed scatter search algorithm
Begin
pop = {}; // an empty set //
// initialing population generation //
While (size of the set pop< population size) Do
Use the diversification generation method to obtain a solution S;
Apply the improvement method to S to obtain the improved solution S∗;
If (S∗ is an infeasible solution) Then repair it according to Algorithm 2; EndIf
Add S∗ to pop;
EndWhile
Apply the reference set update method to set pop to obtain the initial Ref. Set;
pop = {}; // remove entire elements of pop //
Repeat
// subset generation method and solution combination method //
For each couple of solutions Ri and Rj in Ref. Set, i ≠ j Do
new = 0.5× Ri + Rj;
Apply the improvement method to new to obtain the improved solution new∗;
If (new∗ is an infeasible solution) Then repair it according to Algorithm 2; EndIf
Add new∗ to pop;
EndFor
Apply the reference set update method to set pop to obtain a new Ref. Set;
pop = {}; // remove entire elements of pop //
Until the Ref. Set has no new solution
End
4.3. Algorithms parameter tuning
The performance of a meta-heuristic method is significantly affected by adjusting its parameters. There are several
methods in the design of experiments (DOE) that can be employed to calibrate the algorithms. An alternative would
be a full factorial experiment where all levels of a given factor are combined with all levels of every other factor in
the experiment [44]. In a full factorial experiment as the number of considered factors increases, the number of level
combinations increases very rapidly resulting in very large computational efforts. In order to reduce the number of required
experiments a fractional factorial experiment is used in which only a portion of the total possible combinations are
considered. Furthermore, Taguchi [45] presented a number of designs to examine a large number of factors with a very
small number of observations. In order to determine the best level of each factor, Taguchi’s method uses the signal-to-noise
(S/N) ratio as a measure of variation as follows:
S/N ratio = −10 log10 (objective function)2 . (27)
In this paper to obtain the optimum values of each objective function, each problem is solved using 10 different seeds for
each algorithmconsidering one of four objectives and the best solution in all runs is used as Zi∗, i = 1, . . . , 4. Furthermorewe
use the relative percentage deviation (RPD) as a common performance measure to evaluate the algorithms. RPD shows that
howmuch an algorithm is different from the best obtained solution on average and is calculated according to the following
relation:
RPD = Alg sol −Minsol
Minsol
· 100, (28)
whereMinsol represents the best solution obtained for each instance and Alg sol is the obtained solution for an instance by a
given algorithm. Clearly lower values for RPD are preferred.
The proposed algorithms were coded in Visual C#.Net 2008 and run on an Intel Core2 Duo 2.66 GHz PC at 4 GB RAM
under a Microsoft Windows Vista environment.
4.3.1. PSO parameter tuning
In the proposed PSO algorithm there are five parameters that should be tuned. These parameters and their levels are as
follows:
Swarm size: 4 levels (50, 100, 150, and 200);
Maximum inertia weight (wmax): 4 levels (0.7, 0.8, 0.9, and 1);
Minimum inertia weight (wmin): 4 levels (0.1, 0.2, 0.3, and 0.4);
c1: 4 levels (0.8, 1.2, 1.6, and 2);
c2: 4 levels (0.8, 1.2, 1.6, and 2).
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Table 1
S/N ratio ANOVA results for PSO’s parameters.
Source DF ANOVA SS Mean square F value Percent X Cumulative p-value
Swarm size 3 269.21 89.74 9.41 26.21 26.21 <0.0001
Max inertia 3 20.01 6.67 0.70 0.94 27.15 0.5571
Min inertia 3 48.66 16.22 1.70 2.18 29.33 0.1795
c1 3 21.11 7.04 0.74 0.82 30.15 0.5349
c2 3 101.03 33.68 3.53 7.89 38.03 0.0216
Error 48 457.98 9.54 61.97 100
Total 63 918.01
Fig. 2. Average S/N ratio levels for PSO’s parameters.
Considering 5 factors in 4 levels there are (4)5 = 1024 different combinations for just one problem that leads to the huge
computational efforts. Using Taguchi’s plan, these 1024 combinations are reduced to 16. In order to conduct the experiment,
we generate 6 problems with 8, 12, 16, 20, 25, 30 suppliers at random and run the PSO algorithm for each problem under
16 different combinations of the Taguchi plan with 4 replications for each combination. Hence the algorithm will be run 64
times for each problem.
After RPDs are calculated for each combination, they are transformed into the S/N ratio. Then in order to identify the
significant factor(s), we implement an ANOVA F-test on the S/N ratio data with a 95% confidence limit. Table 1 gives the
ANOVA results in which the column ‘‘Percent X’’ represents the importance of the factors. As seen in this table, since
the obtained p-value for swarm size and c2 is less than 0.05, there is a significant difference between the levels of these
two parameters and for other parameters this difference is not significant. Fig. 2 also shows the average S/N ratio for
different levels of the parameters. Due to the large effect of swarm size on the performance of the algorithm, we apply
a Student–Newman–Keuls (SNK) range test [46] on the levels of this parameter. Results state that there is no significant
difference between the levels of 100, 150, and 200 of swarm size. Thus to reduce the computational time, we choose 100 as
the best level for this parameter. The best level of the other parameters can be specified as follows:
Maximum inertia weight (wmax) = 0.7; Minimum inertia weight (wmin) = 0.2; c1, c2 = 0.8;
4.3.2. Scatter search parameter tuning
For the scatter search algorithm we must calibrate three parameters at the following levels:
Population size: 3 levels (100, 200, 300);
b1: 3 levels (5, 10, and 15);
b2: 3 levels (5, 10, and 15).
Considering 3 factors in 3 levels there are (3)3 = 81 different combinations for each problem. We implement a full
factorial experiment to determine the best level of the parameters. We execute the algorithm for each problem under 81
different combinations with 4 replications for each combination. The ANOVA results for RPD are given in Table 2. The results
indicate that there is a significant difference between the levels of b1 and b2. Fig. 3 shows the average RPD for different levels
of the parameters. Thus the best level of each parameter can be determined as follows:
Population size = 100; b1 = 15; and b2 = 15.
5. Numerical example
Suppose a supply chain consists of a single buyer and four vendors in which the vendors act as manufacturers with finite
annual production rates. The purchase manager must determine the order quantity from each vendor to satisfy an annual
demand of 100000 units of a product. Each vendor offers all-unit quantity discountwith discount intervals shown in Table 3.
Table 4 gives the other information of the vendors and the buyer’s inventory holding cost per unit per unit time (hb) is equal
to 2.6.
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Table 2
ANOVA results for scatter search parameters.
Source DF ANOVA SS Mean square F value Percent X Cumulative p-value
Population size 2 0.0001974 0.0000987 1.87 0.72 0.72 0.1593
b1 2 0.0046748 0.0023374 44.3 35.78 36.50 <0.0001
b2 2 0.0025672 0.0012836 24.33 19.28 55.78 <0.0001
Error 101 0.0053295 0.0000528 44.22 100
Total 107 0.0127690
Table 3
Discount intervals of the example.
Supplier Intervals Unit prices
1
0 < Q < 5000 9
5000 ≤ Q < 10,000 8.9
10,000 ≤ Q < 15,000 8.8
15,000 ≤ Q < 20,000 8.7
20,000 ≤ Q < 25,000 8.6
25,000 ≤ Q < 30,000 8.5
30,000 ≤ Q ≤ 35,108 8.4
2
0 < Q < 2000 9.1
2000 ≤ Q < 4000 9
4000 ≤ Q < 6000 8.9
6000 ≤ Q < 8000 8.8
8000 ≤ Q < 10,000 8.7
10,000 ≤ Q ≤ 20,000 8.6
3
0 < Q < 3000 8.7
3000 ≤ Q < 6000 8.6
6000 ≤ Q < 9000 8.5
9000 ≤ Q < 12,000 8.4
12,000 ≤ Q < 15,000 8.3
15,000 ≤ Q < 18,000 8.2
18,000 ≤ Q < 21,000 8.1
21,000 ≤ Q ≤ 30,000 8
4
0 < Q < 4000 10.5
4000 < Q < 8000 10.4
8000 < Q < 12,000 10.3
12,000 < Q < 16,000 10.2
16,000 < Q ≤ 68,777 10.1
Table 4
Information of the suppliers.
Supplier z S P A h d H w
1 4.04 43 35,108 40 2.29 0.0344 0.1444 0.7968
2 6.48 39 29,898 19 1.96 0.0551 0.1806 0.3629
3 7.17 42 35,785 25 2.74 0.0121 0.116 0.326
4 5.87 30 68,777 39 0.54 0.0215 0.1581 0.505
As in this problem only 4 suppliers exist and available optimization softwares can be used to solve it. Since the model is
mixed integer nonlinear, we use the global solver of LINGO 8.0 software to obtain the global optimum of the problem. After
solving each objective function independently under the problem constraints, the optimumvalues of objective functions are
obtained as follows: Z1∗ = 1488,623, Z2∗ = 1813.621, Z3∗ = 13,822.47, and Z4∗ = 60,744.51. Now based on the relative
importance or weights of the objective functions determined by the decision maker given in the following cases, the final
solution of the problem can be obtained.
Case 1: It is assumed that the relative importance or weight of the objective functions is as follows: W1 = 0.4, W2 = 0.1,
W3 = 0.2 and W4 = 0.3. The optimal solution of the problem is obtained as follows: q12 = 5886.489, q33 = 6000,
q42 = 4880.313 and the remaining variables are equal to zero.
Case 2: The DM’s relative importance or weight of the objective functions is as follows:W1 = 0.25,W2 = 0.35,W3 = 0.1
and W4 = 0.3. The optimal solution is obtained as follows: q34 = 9000, q45 = 16, 150.2 and the remaining variables are
equal to zero. Table 5 summarizes the results of two cases.
Now, we are going to carry out some comparisons on the results which can be obtained from the numerical example.
These comparisons can be stated in the following groups:
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Fig. 3. Average RPD levels for SS’s parameters.
Table 5
Solutions for the cases of numerical example.
Case 1: Case 2:
(W1 = 0.4, W2 = 0.1, W3 = 0.2, W4 = 0.3) (W1 = 0.25, W2 = 0.35, W3 = 0.1, W4 = 0.3)
Order to supplier 1 5886.489 0
Order to supplier 2 0 0
Order to supplier 3 6000 9000
Order to supplier 4 4880.313 16,150.2
Z1 1512,768 1617,297
Z2 2266.514 1813.621
Z3 13,822.47 14,303.45
Z4 54,339 44,094.49
Z 0.0630946 0.0689447
Table 6
Obtained results by imposing threshold levels for different objectives.
Objective function Case 1 Case 2
Z1 ≤ 1500,000 Z2 ≤ 2000 Z4 ≥ 58,000 Z1 ≤ 1600,000 Z3 ≤ 14,000 Z4 ≥ 48,000
Z1 1500,000 1574,828 1518,090 1600,000 1551,088 1578,235
Z2 2883.271 2000 2458.768 1891.816 2099.353 1986.277
Z3 14,235.48 14,105.51 14,683.52 14,220.41 14,000 14,120.09
Z4 51,730.63 48,310.41 58,000 45,863.27 50,557.78 48,000
Z 0.1125286 0.0698673 0.0695034 0.1101683 0.1172258 0.1134641
• Paying attention to Table 5 and also considering the individual optimum of objective functions (Zi∗), it can be concluded
that the obtained value of each objective in both cases is worse than or equal to its individual optimum. For example in
Case 1, Z3 is in its optimal value and the other objectives are worse than their optimal values.• Assume that there is an additional constraint on the number of suppliers to be selected. This constraint can be written
as:
∑n
i=1
∑Ki
k=1 yik ≤ n′, where n′ denotes the maximum number of suppliers who can be selected. For Case 1, if we set
n′ = 2 the following results are obtained: Z1 = 1521,511, Z2 = 2602.893, Z3 = 15,329.02, and Z4 = 60, 744.51. As it
can be seen, obtained values of all objectives have increased when compared to the model with no constraints on the
number of suppliers to be selected. For Case 2, imposing the additional constraint has no effect on the obtained results.
• Imposing threshold levels for Z1, Z2, Z3, and Z4: Table 6 shows the obtained results, for two cases, by imposing threshold
levels for different objectives. From this table, it can be seen that by imposing a threshold level for an objective, the
obtained values of other objectives deteriorates with respect to the model with no threshold level for the objectives.
Finally, to identify the impact of changes in the problem’s parameters on the obtained results, a sensitivity analysis
is performed by changing (increasing or decreasing) the parameters of the problem by 10%, 25% and 50% and taking one
parameter at a time, keeping the remaining parameters at their original values. The effect of parameter changes on the
objective function’s values is shown in Table 7.
It can be seen from Table 7 that the objective function is highly sensitive to the changes in the values of demand,
production rates, variable costs, defective rates, and late delivery rates and changes in the values of the other parameters
have no serious effect on the values of the objective function. The decreasing case of 50% in the values of production rates is
not possible, as the buyer’s demand can not be satisfied.
6. Performance evaluation and comparison of the proposed algorithms
In order to evaluate the performance of the proposed PSO and scatter search algorithms, ten groups of problems with
different numbers of suppliers are generated such that each group includes three problems.
We use the global solver of LINGO 8.0 to obtain the optimal solutions of the problems with 4, 6 and 8 suppliers. For
problems with more than 8 suppliers the LINGO cannot find the optimal solutions. However, LINGO obtains only feasible
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Table 7
The effect of parameter changes on the objective function’s values.
Parameters Change in parameter values (%)
−50 −25 −10 +10 +25 +50
D −53.19 −26.78 −10.74 +11 +27.47 +54.56
hb −1.51 −0.73 −0.26 +0.16 +0.38 +0.56
zi −29.71 −19.85 −13.94 +13.94 +19.85 +29.06
Si −0.46 −0.15 −0.06 +0.06 +0.12 +0.40
Pi Impossible +22.93 +9.87 −10.47 −22.99 −51.31
Ai −0.39 −0.13 −0.05 +0.05 +0.12 +0.18
hi −3.69 −1.60 −0.61 +0.33 +0.58 +0.93
di −25.32 −16.73 −11.92 +11.92 +16.73 +25.32
Hi −38.34 −29.54 −21.72 +21.72 +29.54 +38.34
Table 8
Computational results of the proposed algorithms.
Algorithm
LINGO Scatter search PSO
Number of
suppliers
Problem Objective
function
CPU time
(s)
Objective
function
CPU time
(s)
RPD (%) Objective
function
CPU time
(s)
RPD
(%)
4
1 0.3452216 54 0.3453052 1.345 0.0242 0.3452216 0.347 0.0000
2 0.2596779 64 0.2598181 1.386 0.0406 0.2596779 0.366 0.0000
3 0.1216373 57 0.1216446 0.150 0.0060 0.1216373 0.348 0.0000
6
1 0.1397145 1391 0.1401040 2.734 0.2788 0.1397197 0.877 0.0037
2 0.1237863 1246 0.1247562 0.513 0.7835 0.1247398 0.919 0.7703
3 0.1359993 1604 0.1369845 2.172 0.7244 0.1360047 0.796 0.0040
8
1 0.1540057 4020 0.1541856 1.877 0.1168 0.1540254 2.012 0.0128
2 0.1866488 5756 0.1874367 0.712 0.4221 0.1872163 2.164 0.3040
3 0.1498614 8460 0.1505524 1.051 0.8086 0.1498370 2.051 0.3295
10
1 – – 0.3609543 8.161 0.0755 0.3606825 3.396 0.0002
2 – – 0.2035812 4.068 0.1102 0.2034883 3.740 0.0646
3 – – 0.1896691 3.308 0.3450 0.1892240 3.537 0.1096
12
1 – – 0.2091445 4.362 1.0879 0.2088751 6.012 0.9576
2 – – 0.2046366 2.861 0.1891 0.2048767 5.759 0.3066
3 – – 0.1491888 2.272 0.0003 0.1491884 5.554 0.0001
16
1 – – 0.1201624 8.959 2.6384 0.1189645 12.819 1.6152
2 – – 0.3277581 19.090 0.4417 0.3268864 12.981 0.1745
3 – – 0.2381133 6.888 0.8661 0.2382257 11.702 0.9137
20
1 – – 0.2296646 18.943 0.6734 0.2311151 28.379 1.3092
2 – – 0.4297687 15.602 0.2221 0.4300330 27.591 0.2837
3 – – 0.2536651 27.522 0.4879 0.2565719 29.043 1.6395
25
1 – – 0.1715315 29.895 1.3790 0.1703684 55.922 0.6916
2 – – 0.2556933 42.251 0.5577 0.2549312 52.239 0.2580
3 – – 0.1808137 29.022 0.4136 0.1816367 54.751 0.8707
30
1 – – 0.1837720 40.455 1.2075 0.1828610 87.408 0.7058
2 – – 0.1759375 144.729 1.6298 0.1738366 81.524 0.4162
3 – – 0.2776589 39.294 0.3069 0.2780013 93.505 0.4306
40
1 – – 0.2035799 90.705 0.9218 0.2024907 195.482 0.3819
2 – – 0.1889744 124.157 1.1826 0.1900100 207.698 1.7371
3 – – 0.2894842 97.471 0.2764 0.2889615 198.796 0.0953
solutions for problems with 10 and 12 suppliers. In these cases, the proposed algorithms always obtain the better results
and the relative errors of solutions obtained by LINGO with respect to the best solutions obtained by PSO and SS are 6% and
13% on average for problems with 10 and 12 suppliers, respectively. LINGO is not even able to give feasible solutions for
problems with 16 suppliers or higher. It is also worth mentioning that no initial solution is inputted into the LINGO’s solver
and to report precise results, we use 7 significant digits in the computations.
Each problem is solved using 4 different seeds by each algorithm. The best obtained solution by any of two algorithms
in all runs and LINGO (if it is available) is known as Minsol. Furthermore, Table 8 shows the average solution (which is
named Alg sol), CPU time, and RPD for different problems and algorithms. It is also important to notice that, after solving each
problem by an algorithm, corresponding Z1, Z2, Z3, and Z4 are also obtained and Table 8 indicates the weighted objective
function (Z). As seen in this table, relative errors of the proposed algorithms for problemswith 4, 6 and 8 suppliers are small
when compared with the optimal solutions obtained from the LINGO software.
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Table 9
ANOVA results for meta-heuristic algorithms.
Source DF ANOVA SS Mean square F value p-value
Algorithm 1 0.9790 0.9790 1.90 0.1692
Error 238 122.5243 0.5148
Total 239 123.5033
Fig. 4. RPDs of SS and PSO algorithms.
Fig. 5. CPU time of SS and PSO algorithms.
Furthermore, in order to evaluate the homogeneity of the algorithms we conduct a testing of hypothesis based on the
RPD data to prove the insignificant difference of the algorithms in terms of solution quality. According to the ANOVA results
reported in Table 9, as the obtained p-value is less than α = 0.05 we can conclude that statistically there is no significant
difference between the two algorithms in terms of solution quality at a 95% confidence limit.
In order to analyze the behavior of the proposed algorithms in different problem sizes, we plot the average RPDs and
average CPU time of the algorithms in different levels of the number of suppliers in Figs. 4 and 5, respectively. From these
figures, a tradeoff between runtime and solution quality seems to exist. As it can be seen, for all problem sizes except the
case of 20 suppliers, PSO provides slightly better results with lower RPD values. However for problems with more than 10
suppliers SS is faster than PSO, so it can be concluded that the performance of PSO deteriorates with a large problem size.
7. Conclusions
In order to enhance the overall performance of the supply chain all members should closely collaborate with each other.
Over the last few years various buyer–vendor coordination models have been established. The multi-vendor coordinated
model creates a significant reduction in the vendors’ cost but the cost to the buyer significantly increases. Hence some
incentives are required to motivate the buyer to adopt the coordinated policy. Furthermore in a typical supply chain there
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are several quantitative and qualitative conflicting criteria that must be considered in the decision making process. In this
paper amulti-objective integrated inventorymodel is introduced inwhich joint optimization andquantity discount schemes
are used to develop coordination between the two parts of the supply chain and to enhance the overall performance of
the system. The compromise objective function in terms of sum of the relative deviations from the optimal values of the
four objective functions is used to obtain a unique optimal decision for the problem. Since the problem is NP-hard, we
proposed two meta-heuristic algorithms, the particle swarm optimization algorithm and scatter search algorithm to solve
the problem. Furthermore, LINGO package version 8.0 is used to compute the exact optimal solutions for small problems.
Results obtained from solving the sample problems showed that the proposed algorithms are capable of finding high quality
solutions.
References
[1] G.Wang, S.H. Huang, J.P. Dismukes, Product-driven supply chain selection using integratedmulti-criteria decisionmakingmethodology, International
Journal of Production Economics 91 (2004) 1–15.
[2] G.W. Dickson, An analysis of vendor selection systems and decisions, Journal of Purchasing 2 (1) (1966) 5–17.
[3] M. Tracey, Empirical analysis of supplier selection and involvement, Supply Chain Management: An International Journal 6 (4) (2001) 174–188.
[4] S.K. Goyal, Y.P. Gupta, Integrated inventory models: the buyer–vendor coordination, European Journal of Operational Research 41 (1989) 261–269.
[5] M. Ben-Daya, M. Darwish, K. Ertogral, The joint economic lot sizing problem: review and extensions, European Journal of Operational Research 185
(2008) 726–742.
[6] C.A. Weber, J.R. Current, W.C. Benton, Vendor selection criteria and methods, European Journal of Operational Research 50 (1991) 2–18.
[7] N. Aissaoui, M. Haouari, E. Hassini, Supplier selection and order lot sizingmodeling: a review, Computers &Operations Research 34 (2007) 3516–3540.
[8] W. Ho, X. Xu, P.K. Dey, Multi-criteria decision making approaches for supplier evaluation and selection: a literature review, European Journal of
Operational Research 202 (2010) 16–24.
[9] S.K. Goyal, An integrated inventory model for a single supplier–single customer problem, International Journal of Production Research 15 (1977)
107–111.
[10] A. Banerjee, A joint economic-lot-size model for purchaser and vendor, Decision Sciences 17 (1986) 292–311.
[11] S.K. Goyal, A joint economic-lot-size model for purchaser and vendor: a comment, Decision Sciences 19 (1988) 236–241.
[12] S.K. Goyal, F. Nebebe, Determination of economic production–shipment policy for a single-vendor single-buyer system, European Journal of
Operational Research 121 (2000) 175–178.
[13] P. Joglekar, S. Tharthare, The individually responsible and rational decision approach to economic lot sizes for one vendor and many purchasers,
Decision Sciences 21 (3) (1990) 492–506.
[14] A. Banerjee, J.S. Burton, Coordinated vs. independent inventory replenishment policies for a vendor and multiple buyers, International Journal of
Production Economics 35 (1994) 215–222.
[15] C.K. Chan, Y.C.E. Lee, S.K. Goyal, A delayed payment method in coordinating a single-vendor multi-buyer supply chain, International Journal of
Production Economics 127 (2010) 95–102.
[16] S. Krichen, A. Laabidi, F.B. Abdelaziz, Single supplier multiple cooperative retailers inventory model with quantity discount and permissible delay in
payments, Computers & Industrial Engineering 60 (2011) 164–172.
[17] S. Sinha, S.P. Sarmah, Single-vendor multi-buyer discount pricing model under stochastic demand environment, Computers & Industrial Engineering
59 (2010) 945–953.
[18] D.R. Goossens, A.J.T. Maas, F.C.R. Spieksma, J.J. Klundert, Exact algorithms for procurement problems under a total quantity discount structure,
European Journal of Operational Research 178 (2007) 603–626.
[19] G.J. Burke, J. Carrillo, A.J. Vakharia, Heuristics for sourcing frommultiple supplierswith alternative quantity discounts, European Journal of Operational
Research 186 (1) (2008) 317–329.
[20] W.C. Benton, Quantity discount decisions under conditions of multiple items, multiple suppliers and resource limitations, International Journal of
Production Research 29 (10) (1991) 1953–1961.
[21] S.H. Ghodsypour, C. O’Brien, A decision support system for supplier selection using an integrated analytic hierarchy process and linear programming,
International Journal of Production Economics 56–57 (1998) 199–212.
[22] A. Amid, S.H. Ghodsypour, C. O’Brien, A weighted additive fuzzy multi-objective model for the supplier selection problem under price breaks in a
supply chain, International Journal of Production Economics 121 (2009) 323–332.
[23] N.E. Dahel, Vendor selection and order quantity allocation in volume discount environments, Supply Chain Management: An International Journal 8
(4) (2003) 335–342.
[24] W. Xia, Zh. Wu, Supplier selection with multiple criteria in volume discount environments, Omega 35 (2007) 494–504.
[25] R.M. Ebrahim, J. Razmi, H. Haleh, Scatter search algorithm for supplier selection and order lot sizing under multiple price discount environment,
Advances in Engineering Software 40 (2009) 766–776.
[26] T. Kim, S.K. Goyal, A consolidated delivery policy of multiple suppliers for a single buyer, International Journal of Procurement Management 2 (2009)
267–287.
[27] C.H. Glock, A multiple-vendor single-buyer integrated inventory model with a variable number of vendors, Computers & Industrial Engineering 60
(2011) 173–182.
[28] J. Gheidar Kheljani, S.H. Ghodsypour, C. O’Brien, Optimizingwhole supply chain benefit versus buyer’s benefit through supplier selection, International
Journal of Production Economics 121 (2009) 482–493.
[29] T.L. Saaty, The Analytic Hierarchy Process, McGraw-Hill Co. Inc, New York, 1980.
[30] K. Miettinen, Nonlinear Multi-objective Optimization, Kluwer Academic Publishers, Boston, 1999.
[31] C. Hwang, S. Paidy, K. Yoon, Mathematical programming with multiple objectives: a tutorial, Computers & Operations Research 7 (1) (1980) 5–31.
[32] A. Osyczka, Multi-criterion Optimization in Engineering with FORTRAN Programs, John Wiley & Sons, Inc, New York, 1984.
[33] R. Steuer, Multiple Criteria Optimization: Theory, Computation and Application, John Wiley & Sons, Inc, New York, 1986.
[34] F. Choobineh, E. Mohebbi, H. Khoo, A multi-objective tabu search for a single-machine scheduling problem with sequence-dependent setup times,
European Journal of Operational Research 175 (2006) 318–337.
[35] R.C. Eberhart, J. Kennedy, A new optimizer using particle swarm theory, in: Proceedings of the Sixth International Symposium on Micro Machine and
Human Science, Nagoya, Japan, 1995, pp. 39–43.
[36] C.A. Coello Coello, Theoretical and numerical constraint-handling techniques used with evolutionary algorithms: a survey of the state of the art,
Computational Methods and Applications in Mechanical Engineering 191 (2002) 1245–1287.
[37] S. Salcedo-Sanz, A survey of repair methods used as constraint handling techniques in evolutionary algorithms, Computer Science Review 3 (2009)
175–192.
[38] G. Liepins, M.D. Vose, Representational issues in genetic optimization, Journal of Experimental and Theoretical Artificial Intelligence 2 (2) (1990) 4–30.
[39] G. Gréwal, S. Coros, D. Banerji, A. Morton, Comparing a genetic algorithm penalty function and repair heuristic in the DSP application domain, in:
Proceedings of the 24th IASTED International Conference on Artificial Intelligence and Applications, Innsbruck, Austria, 2006.
A. Kamali et al. / Computers and Mathematics with Applications 62 (2011) 3251–3269 3269
[40] N. Krasnogor, J. Smith, A tutorial for competent memetic algorithms: model, taxonomy, and design issues, IEEE Transactions on Evolutionary
Computation 9 (5) (2005) 474–488.
[41] F. Glover, Heuristics for integer programming using surrogate constraints, Decision Sciences 8 (1977) 156–166.
[42] R. Martí, M. Languna, F. Glover, Principles of scatter search, European Journal of Operational Research 169 (2006) 359–372.
[43] F. Herrera, M. Lozano, D. Molina, Continuous scatter search: an analysis of the integration of some combinationmethods and improvement strategies,
European Journal of Operational Research 169 (2006) 450–476.
[44] D.C. Montgomery, Design and Analysis of Experiments, Sixth ed., Hoboken, John Wiley & Sons, Inc, New Jersey, 2005.
[45] G. Taguchi, Introduction toQuality Engineering:DesigningQuality into Products andProcesses,White Plains: Asian ProductivityOrganization/UNIPUB,
Tokyo, Japan, 1986.
[46] M. Keuls, The use of the studentized range in connection with an analysis of variance, Euphytica 1 (1952) 112–122.
