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Ample fields play an important role in possibility theory. Based on the ample fields in
possibility theory, two new concepts such as possibilistic set and possibility mapping are
presented. A theoretical approach to define operations and implication operations of fuzzy
sets based on the theory of falling shadows of possibilistic sets is established, and the
category PosM of ample spaces and possibility mappings and the category Ξ(Ω,A) of
possibilistic sets are built up respectively. It is proved that the categoryΞ(Ω,A) is a topos.
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1. Introduction
L.A. Zadeh introduced possibility theory based on possibility measures [1]. Possibility measures are usually defined as
supremum preserving set function on the power set of a non-empty set X [1,2]. In an effort to defined such a set function on
more general domains, some authors have investigated which set functions on arbitrary classes of subsets can be extended
to possibility measures on the power class [3,4]. From this study, ample fields emerged as natural domains for possibility
measures [5,6].
Since D.G. Kendall introduced the research project on random set [7], a number of authors have investigated the
measurability of various random set [8–10]. Goodman, Wang and Scanchez introduced independently theory of falling
shadows on random sets [8,11]. Tan, Wang and Li established a theoretical approach to define operation of fuzzy sets based
on the theory of falling shadows [12–14].
It is well known that random set is a kind of set-valuedmapping.Measurability of a random set has intimate relationwith
σ -field that is closed under countable unions, countable intersections and complementation of subset of a set X . Therefore,
in study of operations of random sets such as unions and intersections, peoplemerely are able to study countable unions and
countable intersections because arbitrary unions and intersections of random sets may not be measurable. Since an ample
field is a subclass of the power set which is closed under the arbitrary unions and intersections and complementation, so
we should discuss measurability of set-valued based on ample field.
In this paper, based on ample fields in possibility theory, two new concepts such as possibilistic set and possibility
mapping are introduced. Theory of falling shadow, fuzzy set being seen as the falling shadows of possibilistic sets, is acquired.
A theoretical approach to define operations and implication operators of fuzzy sets based on the theory of falling shadows of
possibilistic sets is established. In the end, composition of possibility mappings is defined and the category PosM of ample
fields and possibility mappings and the categoryΞ(Ω,A) of possibilistic sets are established. Because fuzzy sets and topos
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Fig. 1.
theories have intimate connections [15,16], we study the connections between possibilistic sets and topos and prove that
the categoryΞ(Ω,A) is a topos.
2. Preliminary
Definition 2.1 ([3,6,17]). Let X be a set andA be a subset of power set P (X) of X . If
(1) X ∈ A;
(2) A ∈ A⇒ Ac ∈ A;
(3) For any index set T , At ∈ A(t ∈ T )⇒⋃t∈T At ∈ A.
Then A is called an ample field over X , and (X,A) is called an ample space.
Definition 2.2 ([3,6,17]). Let (X,A) be an ample space, then
[x] =
⋂
{A | x ∈ A ∈ A}
is called an atom ofA containing the element x ∈ X .
Proposition 2.1 ([3,17]). Let (X,A) be an ample space, then
(1) [x] ⊆ A or [x]⋂ A = ∅ for any A ∈ A;
(2) A ∈ A⇔ A =⋃x∈A[x].
Definition 2.3 ([3,6,17]). Let (X,A) be an ample space. If mappingΠ : A→ [0, 1] satisfy
(1) Π(∅) = 0;Π(X) = 1;
(2) Π(
⋃
t∈T At) = supt∈T Π(At).
ThenΠ is called a possibility measure overA, andM(x) = Π([x]) is called a possibility distribution ofΠ .
Proposition 2.2 ([2,17]). Let M be a possibility distribution of possibility measureΠ , then
(1) M(x) = M(x′),∀x′ ∈ [x];
(2) Π(A) = supx∈A M(x);
(3) Mλ ∈ A,∀λ ∈ [0, 1]
where Mλ = {x ∈ X | M(x) ≥ λ} is a λ-cut set of M.
Definition 2.4 ([2,17]). Let (X,A) and (Y ,B) be two ample spaces. If mapping f : X → Y satisfies
B ∈ B ⇒ f −1(B) ∈ A,
then f is called a fuzzy variable from (X,A) to (Y ,B).
Proposition 2.3 ([2,17]). Let (X,A) be an ample space and Π be a possibility measure over A. If f is a fuzzy variable from
(X,A) to (Y ,B), then
Π∗f (B) = Π(f −1(B)), ∀B ∈ B
is a possibility measure over B .Π∗f is called a possibility measure derived byΠ and f .
Definition 2.5 ([18]). A category C is called a topos if
(1) Equalizers exist in C, this means that for any two morphism A
f
−→−→
g
B, there exists a morphism e : E → A such that
(i) f ◦ e = g ◦ e; (ii) For any morphism e′ : E ′ → A satisfying f ◦ e′ = g ◦ e′, there exists a unique morphism e¯ : E ′ → E
such that e′ = e ◦ e¯, i.e., Fig. 1 is commutative.(E, e) is called an equalizer f and g .
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(2) Finite products exist in C, this means that for any object A, B, there exists an object D and morphism p1 : D → A, p2 :
D → B satisfying: for any morphisms f : E → A, g : E → B, there exists a unique morphism h : E → D such that
p1 ◦ h = f , p2 ◦ h = g , i.e., Fig. 2 is commutative. (D, p1, p2) is called a finite product of A and B.
(3) There is a terminal object, thismeans that there exists an objectM satisfying: for any objectA, there is a uniquemorphism
fromM to A. This morphism is denoted as ! andM is denoted as 1.
(4) Exponentials exist in C, this means that C has finite products and for any objects A, B, there exists an object BA and
morphism ev : BA × A → B satisfying: for any object D and morphism F : D× A → B, there exists a unique morphism
F : D → BA such that ev ◦ (F × IdA) = F , i.e., Fig. 3 is commutative.
(5) There is a SC in C (Subobject Classifier), i.e., C has a terminal object 1 and a morphism > : 1 → Ω satisfying: for any
monomorphism f : A → B, there exists a unique morphism χf : B → Ω such that Fig. 4 is pullback, this means that
(i) χf ◦ f = >◦!.
(ii) For any morphisms s (see Fig. 5), if χf ◦ s = > ◦ t , then there exists a unique morphism e : E → A such that f ◦ e = s.
χf is called a CH of f .
For example, the category Set of classical sets and mappings is a topos.
3. Possibilistic sets and their falling shadows
Definition 3.1. Let (X,A) and (Y ,B) be two ample spaces. Let
y˙ = {B | y ∈ B ∈ B}; Y˙ = {y˙ | y ∈ Y }.
LetB be an ample field generated by Y˙ . If set-valued mapping ξ : X → P (Y ) satisfies
B ∈ B ⇒ ξ−1(B) ∈ A
then ξ is called a possibilistic set from (X,A) to (Y ,B) andΞ(X,A; Y ,B) denote a set of all possibilistic sets from (X,A)
to (Y ,B).
Definition 3.2. Let (Ω,A) and (X,B) be two ample spaces andΠ be a possibility measure overA. Let ξ ∈ Ξ(Ω,A; X,B)
and for any x ∈ X ,
µξ (x) = Π({ω | ω ∈ Ω and x ∈ ξ(ω)}) = Π(ξ−1(x˙)).
µξ is called a falling shadow of ξ .
Let F(X,Π) = {µξ | ξ ∈ Ξ(Ω,A; X,B)}, then we have:
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Theorem 3.1. A ∈ F(X,Π)⇒ Aλ ∈ B,∀λ ∈ [0, 1].
Proof. Let ξ ∈ Ξ(Ω,A; X,B) such that A = µξ , then
A(x) = µξ (x) = Π({ω | ω ∈ Ω, x ∈ ξ(ω)}).
Since x′ ∈ [x] if and only if [x′] = [x] and x ∈ ξ(ω) if and only if [x] ⊆ ξ(ω), so A(x) = A(x′),∀x′ ∈ [x]. Then
x ∈ Aλ ⇔ [x] ⊆ Aλ, and consequently Aλ =⋃x∈Aλ [x] ∈ B. 
Let A = µξ , then we can form a possibility measure overB as follows:
Π∗ξ (B) = sup
x∈B
A(x)
Since ξ is a fuzzy variable from (Ω,A) to (P (X),B), so we have another possibility measure overB:
Πξ (B) = Π(ξ−1(B)), ∀B ∈ B.
Then we have:
Theorem 3.2. Πξ (x˙) = Π∗ξ ([x]).
Proof. Πξ (x˙) = Π(ξ−1(x˙)) = Π({ω | ω ∈ Ω, x ∈ ξ(ω)}) = µξ (x) = Π∗ξ ([x]). 
4. A theoretical approach to define operations of fuzzy set
Lemma 4.1. Let (X,A) and (Y ,B) be ample spaces, then ξ ∈ Ξ(X,A; Y ,B) if and only if ξ−1(y˙) ∈ A,∀y ∈ Y .
Proof. ‘‘ ⇒′′ is obvious.
‘‘ ⇐′′ LetB = {B | B ⊆ P (Y ), ξ−1(B) ∈ A}, thenB ⊇ Y˙ .
(1) Since ξ−1(P (Y )) = {x | x ∈ X, ξ(x) ∈ P (Y )} = X ∈ A, so P (Y ) ∈ B.
(2) B ∈ B ⇒ ξ−1(Bc) = ξ−1(B)c ∈ A⇒ Bc ∈ B;
(3) Let T be an index set, Bt ∈ B(t ∈ T )⇒ ξ−1(⋃t∈T Bt) =⋃t∈T ξ−1(Bt) ∈ A⇒⋃t∈T Bt ∈ B.
It follows thatB is an ample field and consequentlyB ⊇ B. Hence ξ ∈ Ξ(X,A; Y ,B). 
Definition 4.1. We define operations inΞ(X,A; Y ,B) as follows:∨
t∈T
ξt :
(∨
t∈T
ξt
)
(x) =
⋃
t∈T
ξt(x);
∧
t∈T
ξt :
(∧
t∈T
ξt
)
(x) =
⋂
t∈T
ξt(x);
ξ c : (ξ c)(x) = (ξ(x))c; ξ → η : (ξ → η)(x) = (ξ(x))c
⋃
η(x).
Then Ξ(X,A; Y ,B) is a complete Boolean algebra from Lemma 4.1 and maximum element ξ1(x) ≡ Y for any x ∈ X ,
minimum element ξ0(x) ≡ ∅ for any x ∈ X .
Definition 4.2. Let (Ω,A) and (X,B) be two ample spaces and Π be a possibility measure over A. If mapping σ :
F(X,Π)→ Ξ(Ω,A; X,B) satisfies µσ(A) = A. Then σ is called a choice function.
Definition 4.3. Let σ be a choice function. We define operations in F(X,Π) as follows:
(1)
⋃˙
t∈T
At = µ∨
t∈T
σ(At ); (2)
⋂˙
t∈T
At = µ∧
t∈T
σ(At )
(3) Acσ = µσ(A)c ; (4) A → B = µσ(A)→σ(B).
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Then we have:
Theorem 4.1. (1)
⋃˙
t∈TAt =
⋃
t∈T At , i.e., (
⋃˙
t∈TAt)(x) = supt∈T At(x).
(2)
⋂˙
t∈TAt ≤
⋂
t∈T At , i.e., (
⋂˙
t∈TAt)(x) ≤ inft∈T At(x).
(3) If A(x) < 1, then Acσ (x) = 1 and A⋃˙Acσ = X, A⋂˙Acσ = ∅.
(4) (A → B)(x) = max{Acσ (x), B(x)}, i.e., (A → B) = Acσ ⋃ B.
Proof.
(1)
(⋃˙
t∈T
At
)
(x) = µ∨
t∈T
(σ (At ))(x) = Π
({
ω | x ∈
⋃
t∈T
σ(At)(ω)
})
= Π
(⋃
t∈T
{ω | x ∈ σ(At)(ω)}
)
= sup
t∈T
Π({ω | x ∈ σ(At)(ω)})
= sup
t∈T
At(x).
(2)
(⋂˙
t∈T
At
)
(x) = µ∧
t∈T
(σ (At ))(x) = Π
({
ω | x ∈
⋂
t∈T
σ(At)(ω)
})
≤ Π({ω | x ∈ σ(At)(ω)}) = At(x), ∀t ∈ T
so (
⋂˙
t∈TAt)(x) ≤ inft∈T At(x).
(3) Let A(x) < 1, then A
⋃˙
Acσ = µσ(A)∨ σ(A)c = µξ1 = X . Since max{A(x), Acσ (x)} = 1, so Acσ (x) = 1, A⋂˙Acσ =
µσ(A)
∧
σ(A)c = µξ0 = ∅.
(4) A → B = µσ(A)→σ(B) = µσ(A)c ∨ σ(B) = µσ(A)c ⋃µσ(B) = Acσ ⋃ B. 
Theorem 4.2. If we define ‘‘ ≤ ’’ in F(X,Π) as follows:
A ≤ B ⇔ A(x) ≤ B(x), ∀x ∈ X .
Then (F(X,Π),≤) is a complete lattice and
(1)
∨
t∈T At =
⋃
t∈T At;
(2)
⋂˙
t∈TAt ≤
∧
t∈T At =
⋃{A | A ∈ F(X,Π), A ≤ At ,∀t ∈ T } ≤⋂t∈T At .
The proof is obvious.
Theorem 4.3. Let α : (Ω,A)→ ([0, 1],P ([0, 1])) be a fuzzy variable and
sup {α(ω) | ω ∈ Ω, α(ω) ≤ λ} = λ, ∀λ ∈ [0, 1].
Let Π be a possibility measure over P ([0, 1]) andΠ(C) = sup C,∀C ⊆ [0, 1]. Then
(1) Πα(B) = supα(B)(∀B ∈ A) is a possibility measure over A.
(2) Let σ : F(X,Πα)→ Ξ(Ω,A; X,B) satisfies
σ(A)(ω) = Aα(ω) = {x | α(ω) ≤ A(x)},
then σ is a choice function.
(3) A ∈ F(X,Πα)⇔ Aλ ∈ B,∀λ ∈ [0, 1];
(4)
⋃˙
At =⋃t∈T At;
(5)
⋂˙
At =⋂t∈T At;
(6) Acσ =
{
0, if A(x) = 1
1, if A(x) < 1;
(7) (A → B) =
{
B(x), if A(x) = 1
1, if A(x) < 1.
Proof. (1) is obvious.
(2) Let ξ = σ(A), then
ξ−1(x˙) = {ω | x ∈ ξ(ω)} = {ω | x ∈ Aα(ω)} = {ω | α(ω) ≤ A(x)} ∈ A.
It follows that ξ ∈ Ξ(Ω,A; X,B) and
µσ(A)(x) = Πα({ω | x ∈ σ(A)(ω)}) = Πα({ω | x ∈ Aα(ω)})
= Πα({ω | α(ω) ≤ A(x)}) = Π({α(ω) | α(ω) ≤ A(x)})
= sup ({α(ω) | α(ω) ≤ A(x)}) = A(x).
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So σ is a choice function.
(3) and (4) are obvious.
(5) Since (⋂˙
t∈T
At
)
(x) = Πα
({
ω | x ∈
⋂
t∈T
σ(At)(ω)
})
= Πα
({
ω | x ∈
⋂
t∈T
(At)α(ω)
})
= Πα
({
ω | α(ω) ≤ inf
t∈T At(x)
})
= sup
({
α(ω) | α(ω) ≤ inf
t∈T At(x)
})
= inf
t∈T At(x)
so
⋂˙
t∈TAt =
⋂
t∈T At .
(6) Acσ (x) = Πα({ω | x ∈ σ(A)c(ω)}) = Πα({ω | x ∈ (Aα(ω))c})
= Πα({ω | α(ω) > A(x)})
=
{
Πα(∅), if A(x) = 1
Πα({ω | α(ω) ∈ (A(x), 1]}), if A(x) < 1
=
{
0, if A(x) = 1
1, if A(x) < 1.
(7) is obvious. 
Definition 4.4. Let ξ, η ∈ Ξ(X,A; Y ,B)
(1) IfΠ(ξ−1(x˙)
⋂
η−1(x˙)) = min{Π(ξ−1(x˙)),Π(η−1(x˙))}, then ξ and η are said to be separable.
(2) IfΠ(ξ−1(x˙)
⋂
η−1(x˙)) = Π(ξ−1(x˙))Π(η−1(x˙)), then ξ and η are said to be independent.
(3) IfΠ(ξ−1(x˙)
⋂
η−1(x˙)) = max{0,Π(ξ−1(x˙))+Π(η−1(x˙))− 1}, then ξ and η are said to be separated.
Then we have:
Theorem 4.4. Let σ be a choice function, then
(1) A
⋂˙
B = A⋂ B ⇔ σ(A) and σ(B) are separable.
(2) (A
⋂˙
B)(x) = A(x)B(x) for any x ∈ X ⇔ σ(A) and σ(B) are independent.
(3) (A
⋂˙
B)(x) = max{0, A(x)+ B(x)− 1} for any x ∈ X ⇔ σ(A) and σ(B) are separated.
5. Possibilistic sets over [0, 1]2 and operations of fuzzy sets
LetΩ = [0, 1]2 = [0, 1] × [0, 1],A = P (Ω).
LetΠ : [0, 1]2 → [0, 1] be a mapping, then we have a possibility measure over P (X) as follows:
Π(A) = sup
(λ,µ)∈A
Π(λ, µ).
In this paper, we letΠ satisfy:
(1) Π(λ, µ) = Π(µ, λ);
(2) Π(λ, 1) = λ;
(3) λ1 ≤ λ2, µ1 ≤ µ2 ⇒ Π(λ1, µ1) ≤ Π(λ2, µ2).
For example,
Π1(λ, µ) = min{λ,µ};Π2(λ, µ) = λ · µ andΠ3(λ, µ) = max{0, λ+ µ− 1} satisfy (1)–(3) as above,
Let A, B be fuzzy subsets of X and
ξ : [0, 1]2 → P (X) η : [0, 1]2 → P (X)
(λ, µ) 7→ Aλ (λ, µ) 7→ Bµ
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then
µξ (x) = Π({(λ, µ) | x ∈ ξ(λ, µ)}) = Π({(λ, µ) | x ∈ Aλ})
= Π([0, A(x)] × [0, 1]) = Π(A(x), 1) = A(x)
µη(x) = Π({(λ, µ) | x ∈ η(λ, µ)}) = Π({(λ, µ) | x ∈ Bµ})
= Π([0, 1] × [0, B(x)]) = Π(1, B(x)) = B(x).
If we define:
A
⋃¨
B = µξ⋃ η; A⋂¨B = µξ⋂ η.
Then we have:
Theorem 5.1. (1) A
⋃¨
B = A⋃ B;(2) A⋂¨B = Π(A(x), B(x)).
Proof.
(1)
(
A
⋃¨
B
)
(x) = Π
({
(λ, µ) | x ∈ ξ(λ, µ)
⋃
η(λ, µ)
})
= Π({(λ, µ) | x ∈ Aλ or x ∈ Bµ})
= Π
(
[0, A(x)] × [0, 1]
⋃
[0, 1] × [0, B(x)]
)
= Π([0, A(x)] × [0, 1]) ∨Π([0, 1] × [0, B(x)])
= Π(A(x), 1) ∨Π(1, B(x))
= A(x) ∨ B(x),
where λ ∨ µ = max{λ,µ}.
(2)
(
A
⋂¨
B
)
(x) = Π
({
(λ, µ) | x ∈ ξ(λ, µ)
⋂
η(λ, µ)
})
= Π
({
(λ, µ) | x ∈ Aλ
⋂
Bµ
})
= Π([0, A(x)] × [0, B(x)])
= Π(A(x), B(x)). 
Corollary 5.1. (1)WhenΠ = Π1, (A⋂¨B)(x) = min{A(x), B(x)};
(2)WhenΠ = Π2, (A⋂¨B)(x) = A(x)B(x);
(3)WhenΠ = Π3, (A⋂¨B)(x) = max{0, A(x)+ B(x)− 1}.
Now, we let ξ : [0, 1]2 → P (X), (λ, µ) 7→ Aλ
η : [0, 1]2 → P (Y ), (λ, µ) 7→ Bµ
ξ → η : [0, 1]2 → P (X × Y ), (λ, µ) 7→ (Acλ × Y )
⋃
(Aλ × Bµ)
and we define (A → B)(x, y) = µξ→η(x, y), then we have:
Theorem 5.2.
(A → B)(x, y) =
{
B(x), if A(x) = 1
1, if A(x) < 1.
Proof.
(A → B)(x, y) = Π
({
(λ, µ) | (x, y) ∈ (Acλ × Y )
⋃
(Aλ × Bµ)
})
= Π({(λ, µ) | A(x) < λ or (λ ≤ A(x), µ ≤ B(y))})
= Π((A(x), 1] × [0, 1]) ∨Π([0, A(x)] × [0, B(y)]).
When A(x) = 1,
(A → B)(x, y) = Π([0, A(x)] × [0, B(y)]) = Π(A(x), B(y))
= Π(1, B(y)) = B(y).
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When A(x) < 1,
(A → B)(x, y) = Π((A(x), 1] × [0, 1]) ∨Π([0, A(x)] × [0, B(y)])
= Π(1, 1) ∨Π(A(x), B(y)) = 1.
Therefore
(A → B)(x, y) =
{
B(x), if A(x) = 1
1, if A(x) < 1. 
6. Possibility mappings and the category PosM
Let(X,A) and (Y ,B) be ample spaces. If ξ : X → Y is a fuzzy variable, then we have a mapping:
hξ : X ×B → {0, 1}
(x, B) 7→ hξ (x, B) =
{
1, if ξ(x) ∈ B
0, if ξ(x)∈B.
In this paper, we generalize fuzzy variable to possibility mapping in the following way:
Definition 6.1. Let (X,A) and (Y ,B) be two ample spaces. Let the mapping f : X ×B → [0, 1] satisfy
(1) ∀x ∈ X, f (x, •) : B → [0, 1] is a possibility measure.
(2) ∀B ∈ B, f (•, B) : X → [0, 1] is a fuzzy variable. Where ample field on [0, 1] is P ([0, 1]). Then f is called a possibility
mapping from (X,A) to (Y ,B) and is denoted as f : X→˙Y .
Theorem 6.1. Let f : X→˙Y and g : Y→˙Z be two possibility mappings. Let
(g ◦ f )(x, C) =
∨
y∈Y
(f (x, [y]) ∧ g(y, C))
then g ◦ f is a possibility mapping from (X,A) to (Z,C).
Proof. (I) Firstly, we prove that (g ◦ f )(x, •) : C → [0, 1] is a possibility measure.
In fact (1) (g ◦ f )(x,∅) = 0 is obvious;
(g ◦ f )(x, Z) =
∨
y∈Y
(f (x, [y]) ∧ g(y, Z))
=
∨
y∈Y
(f (x, [y]) ∧ 1)
= f
(
x,
⋃
y∈Y
[y]
)
= f (x, Y ) = 1;
(2) (g ◦ f )
(
x,
⋃
t∈T
Ct
)
=
∨
y∈Y
(
f (x, [y]) ∧ g
(
y,
⋃
t∈T
Ct
))
=
∨
y∈Y
(
f (x, [y]) ∧ (
∨
t∈T
g(y, Ct))
)
=
∨
y∈Y
∨
t∈T
(f (x, [y]) ∧ g(y, Ct))
=
∨
t∈T
∨
y∈Y
(f (x, [y]) ∧ g(y, Ct))
=
∨
t∈T
(g ◦ f )(x, Ct).
Therefore, (g ◦ f )(x, •) is a possibility measure over C.
(II) Secondly, we prove that (g ◦ f )(•, C) : X → [0, 1] is a fuzzy variable.
Let B = {y ∈ Y | g(y, C) > t}.
Then (g ◦ f )(x, C) > t ⇔∨y∈Y (f (x, [y]) ∧ g(y, C)) > t ⇒ ∃y ∈ B such that f (x, B) ≥ f (x, [y]) > t .
Conversely, if f (x, B) > t , then by f (x, B) = ∨y∈B f (x, [y]), we have f (x, [y]) > t for some y ∈ B. Then (g ◦ f )(x, C) ≥∨
y∈B(f (x, [y])∧ g(y, C)) > t . It follows that {x | (g ◦ f )(x, C) > t} = {x | f (x, B) > t} ∈ A, and consequently (g ◦ f )(•, C)
is a fuzzy variable. 
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Definition 6.2. g ◦ f is called composition of g and f .
Theorem 6.2. The Composition operation of possibility mappings satisfies associative law.
Proof.
(h ◦ (g ◦ f ))(x,D) =
∨
z∈Z
((g ◦ f )(x, [z]) ∧ h(z,D))
=
∨
z∈Z
∨
y∈Y
(f (x, [y]) ∧ g(y, [z]) ∧ h(z,D))
=
∨
y∈Y
∨
z∈Z
(f (x, [y]) ∧ g(y, [z]) ∧ h(z,D))
=
∨
y∈Y
(
f (x, [y]) ∧
(∨
z∈Z
(g(y, [z]) ∧ h(z,D))
))
=
∨
y∈Y
(f (x, [y]) ∧ (h ◦ g)(y,D))
= ((h ◦ g) ◦ f )(x,D).
Therefore, h ◦ (g ◦ f ) = (h ◦ g) ◦ f . 
Theorem 6.3. Let (X,A) be an ample space and
IX : X ×A→ {0, 1}
(x, A) 7→ IX (x, A) =
{
1, if x ∈ A
0, if x∈A
then f ◦ IX = f , IY ◦ f = f ,∀f : X→˙Y .
Proof. (1) Let Mf (y) = f (y, B) (Where B ∈ B is a fixed set), then (Mf )λ ∈ A,∀λ ∈ [0, 1], then Π(A) = ∨y∈A Mf (y) is a
possibility measure overA. It follows that f (x, B) = Mf (x) = Π([x]) = Π([y]) = Mf (y) = f (y, B) for any y ∈ [x]. Then
(f ◦ IX )(x, B) =
∨
y∈Y
(IX (x, [y]) ∧ f (y, B)) =
∨
x∈[y]
f (y, B) =
∨
y∈[x]
f (y, B) = f (x, B);
(2) (IY ◦ f )(x, B) =
∨
y∈Y
(f (x, [y]) ∧ IY (y, B))
=
∨
y∈B
f (x, [y])
= f
(
x,
⋃
y∈B
[y]
)
= f (x, B).
Therefore, f ◦ IX = f , IY ◦ f = f . 
By Theorems 6.1–6.3, we have:
Theorem 6.4. Let | PosM |= {(X,A) | (X,A) is an ample space}, and
Mor((X,A), (Y ,B)) = {f | f : X→˙Y },
then PosM is a category under the composition of possibility mappings.
7. The categoryΞ(Ω,A) of possibilistic sets
Let (Ω,A) be a fixed ample field and ξ ∈ Ξ(Ω,A; X,B) be denoted as (X,B, ξ). Let Ξ(Ω,A) be a category, its
objects be possibilistic sets (X,B, ξ) satisfying X =⋃ω∈Ω ξ(ω); amorphism from (X1,B1, ξ1) to (X2,B2, ξ2) be amapping
f : X1 → X2 satisfying f −1(ξ2(ω)) = ξ1(ω),∀ω ∈ Ω .
Let Ixξ = {ω | ω ∈ Ω, x ∈ ξ(ω)} = ξ−1(x˙), then f is a morphism from (X1,B1, ξ1) to (X2,B2, ξ2) if and only if
Ixξ1 = I f (x)ξ2 ,∀x ∈ X1. Then we have:
Theorem 7.1. The categoryΞ(Ω,A) is a topos.
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Proof. (1) Equalizers exist inΞ(Ω,A).
Let f and g is two morphism from (X1,B1, ξ1) to (X2,B2, ξ2). Let
X = {x | x ∈ X1, f (x) = g(x)}, B =
{
A
⋂
X | A ∈ B1
}
, B1
⋂
X
thenB is an ample field over X , and x¯ = {B | x ∈ B ∈ B} = x˙⋂ X .
Let X¯ = {x¯ | x ∈ X}, B¯ = [X¯], ξ : Ω → P (X), ω 7→ ξ1(ω)⋂ X , then X = ⋃ω∈Ω ξ(ω) and (X,B, ξ) is an object in
Ξ(Ω,A).
Let mapping e : X → X1, x 7→ x, then {(X,B, ξ), e} is an equalizer of f and g .
(2) Finite products exist inΞ(Ω,A).
Let (X,B1, ξ) and (Y ,B2, η) be two objects inΞ(Ω,A). Let
Z = X ×◦ Y = {(x, y) | Ixξ = Iyη}, B = [B1 ×B2]
⋂
Z =
[
(B1 ×B2)
⋂
Z
]
.
ξZ : Ω → P (Z), ω 7→ (ξ(ω)× η(ω))⋂ Z , then (Z,B, ξZ ) is an object inΞ(Ω,A).
Let p1 : Z → X, (x, y) 7→ x; p2 : Z → Y , (x, y) 7→ y, then {(Z,B, ξZ ), p1, p2} is a finite product of (X,B1, ξ) and
(Y ,B2, η).
(3) A terminal object exists inΞ(Ω,A).
Let A∗ = A \ {∅}, ω˙ = {A | ω ∈ A ∈ A}, Ω˙ = {ω˙ | ω ∈ Ω}, B∗ = [Ω˙], A˙ = {C | A ∈ C ∈ B∗}, A˙∗ = {A˙ | A ∈ A∗},
B = [A˙∗], ξ ∗ : Ω → P (A∗), ω 7→ ω˙.
Then (ξ ∗)−1(A˙) = A ∈ A and (A∗,B∗, ξ ∗) is an object inΞ(Ω,A).
Let (X,B, ξ) be an object in Ξ(Ω,A) and f : X → A∗ be a morphism, then f −1(ξ ∗(ω)) = ξ(ω),∀ω ∈ Ω , i.e.,
f −1(ω˙) = ξ(ω),∀ω ∈ Ω . Then x ∈ f −1(ω˙) ⇔ x ∈ ξ(ω). It follows that f (x) = Ixξ . Then the morphism f is unique and
consequently (A∗,B∗, ξ ∗) is a terminal object inΞ(Ω,A).
(4) Exponentials exist inΞ(Ω,A).
Let (X1,B1, ξ1) and (X2,B2, ξ2) be two objects inΞ(Ω,A). We define in X1:
x ∼ y ⇔ Ixξ1 = Iyξ1
then∼ is an equivalent relation over X1 and X1 =⋃x∈X1 [x], where [x] = {y | y ∈ X1, y ∼ x}.
Let
Hω =
⋃
x∈ξ1(ω)
{f | f : [x] → X2 is a mapping satisfying(M)} ∀b ∈ [x], Ixξ1 = I f (x)ξ2 = I f (b)ξ2 (M)
Gω = ω˙ \ {Ixξ1 | x ∈ X1}
Eω = Hω
⋃
Gω, H =
⋃
ω∈Ω
Hω, G =
⋃
ω∈Ω
Gω, E =
⋃
ω∈Ω
Eω.
ThenBE = [{Eω | ω ∈ Ω}] is an ample field over E.
Let mapping ζ : Ω → P (E), ω 7→ Eω .
When f ∈ Hω , then there exists a x ∈ ξ1(ω) such that f : [x] → X2 is a mapping satisfying (M). Then I fζ = Ixξ1 .
In fact, for any ω ∈ I fζ , there exists a ∈ ξ1(ω), f : [a] → X2 is a mapping satisfying (M). Then [x] = [a], ω ∈ Iaξ1 = Ixξ1 and
consequently I fζ ⊆ Ixξ1 . Clearly, Ixξ1 ⊆ I fζ . Then I fζ = Ixξ1 .
When A ∈ Gω , then ζ−1(A˙) = {ω | A ∈ ζ (ω)} = {ω | A ∈ Gω} = {ω | ω ∈ A} = A.
It follows that (E,BE, ζ ) is an object inΞ(Ω,A).
We will show that
E×◦ X1 = {(f , x) | f ∈ Hω, f : [x] → X2 is a mapping satisfying (M) and I fζ = Ixξ1}.
In fact, for any f ∈ Hω , there exists x ∈ ξ1(ω) such that f : [x] → X2 is a mapping satisfying (M), then (f , x) ∈ E×◦ X1 and
consequently E×◦ X1 6= ∅.
We will prove that
(f , x) ∈ E×◦ X1 ⇒ f ∈ H.
Assume that f ∈ G, by Ixξ1 = I fζ = {ω | f ∈ Gω}, we have f ∈ Gω ⇔ ω ∈ f and f 6= Ixξ1 ,∀x ∈ X1. It follows that
f = I fζ = Ixξ1 . This contradicts with f ∈ Gω .
Now let ev : E×◦ X1 → X2, (f , x) 7→ f (x), then ev−1(ξ2(ω)) = (ζ (ω) × ξ1(ω))⋂(E×◦ X1) and consequently ev is a
morphism. Let(D,BD, ξ) be an object inΞ(Ω,A). Considering Fig. 6, let F be a morphism.
Let F¯ : D → E, d 7→ F¯(d) satisfy:
(1) If there exists x ∈ X1 such that Idξ = Ixξ1 , then
F¯ : [x] → X2, y 7→ F¯(d)(y) = F(d, y);
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Fig. 6.
(2) If Idξ 6= Ixξ1 ,∀x ∈ X1, then F¯(d) = Idξ .
Then F¯ is a morphism.
In fact, (I) For case (1), since Idξ = Ixξ1 = Iyξ1 ,∀y ∈ [x], so Ixξ1 = Idξ = IF(d,y)ξ2 = I F¯(y)ξ2 , then F¯(d) satisfies (M). Then when
d ∈ ξ(ω), we have x ∈ ξ1(ω), F¯(d) ∈ Hω .
(II) For case (2), when d ∈ ξ(ω), we have Idξ ∈ ω˙ \ {Ixξ1 | x ∈ X1}, then Idξ ∈ Gω .
By (I) and (II), we have:
(III) F¯(d) ∈ Hω ⇔ ∃x ∈ ξ1(ω) such that F¯(d) : [x] → X2 is a mapping satisfying (M) and Idξ = Ixξ1 .
(IV) F¯(d) ∈ Gω ⇔ F¯(d) = Idξ . Then
By (I) and (II), we have ω ∈ Idξ ⇒ d ∈ ξ(ω)⇒ F¯(d) ∈ Eω ⇒ ω ∈ I F¯(d)ζ .
By (III) and (IV), we have ω ∈ I F¯(d)ζ ⇒ F¯(d) ∈ Eω ⇒ ω ∈ Idξ .
It follows that I F¯(d)ζ = Idξ ,∀d ∈ D and consequently F¯ is a morphism. Clearly, ev ◦ (F¯ × IdX1) = F and the F¯ is unique.
Therefore {(E,BE, ζ ), ev} is an exponential of (X1,B1, ξ1) and (X2,B2, ξ2).
(5) A subobject classifier exists inΞ(Ω,A).
Let∆ = A∗ × {0, 1} = {(A, 0), (A, 1)},B∆ = [Ω˙ × {0, 1}] and δ : Ω → P (∆), ω 7→ ω˙ × {0, 1}.
Let (A, i) ∈ ∆, then δ−1 ˙(A, i) = {ω | δ(ω) ∈ ˙(A, i)} = {ω | (A, i) ∈ ω˙×{0, 1}} = {ω | A ∈ ω˙} = A ∈ A. Then (∆,B∆, δ)
is an object inΞ(Ω,A).
Let > : A∗ → ∆, A 7→ (A, 1), then >−1(δ(ω)) = >−1(ω˙ × {0, 1}) = {A | (A, 1) ∈ ω˙ × {0, 1}} = {A | A ∈ ω˙} = ω˙ =
ξ ∗(ω) and consequently> is a morphism.
Let m : (X,B1, ξ) → (Y ,B2, η) be a monomorphism, then m is an injection and m−1(η(ω)) = ξ(ω),∀ω ∈ Ω . Let
χm : Y → ∆ be a mapping and
χm(y) =
{
(Ixξ , 1), y = m(x) ∈ m(X)
(Iyη, 0), y ∈¯m(X).
Then when y = m(x) ∈ m(X), we have
Iχm(y)δ = {ω | χm(y) ∈ δ(ω)} = {ω | (Ixξ , 1) ∈ ω˙ × {0, 1}} = {ω | ω ∈ Ixξ } = Ixξ .
When y ∈¯m(X), we have
Iχm(y)δ = {ω | χm(y) ∈ δ(ω)} = {ω | (Iyδ , 0) ∈ ω˙ × {0, 1}} = {ω | ω ∈ Iyδ } = Iyδ .
Then χm is a morphism and χm ◦m = > ◦ f (see Fig. 7). Considering Fig. 8, let (Z,BZ , σ ) be an object inΞ(Ω,A) and n
be a morphism satisfying χm ◦ n = > ◦ g .
Then χm(n(z)) = >(g(z)) = >(Izσ ) = (Izσ , 1) and consequently there exists a unique x ∈ X such that n(z) = m(x). Let
n¯ : Z → X
z 7→ x, if n(z) = m(x).
Then n¯ is a mapping. By Izσ = In(y)η = Im(x)η = Ixξ = I n¯(z)ξ , we have that n¯ is a morphism andm ◦ n¯ = n. Clearly, the n¯ is unique.
Finally, we need to show that the χm is unique.
In fact, assume that there exists another morphism χ ′m such that χ ′m makes Fig. 7 form a pullback. Then χ ′m ◦m = >◦! =
χm ◦ m, i.e., χ ′m(y) = χm(y),∀y ∈ m(X). By Iχ
′
m(y)
δ = {ω | χ ′m(y) ∈ δ(ω)} = {ω | χ ′m(y) ∈ ω˙ × {0, 1}}, we have
χ ′m(y) = (A, i) (i ∈ {0, 1}), then Iyη = Iχ
′
m(y)
δ = {ω | ω ∈ A} = A and consequently χ ′m(y) = (Iyη, i).
Assume that there exists y ∈¯m(X) such that χ ′m(y) = (Iyη, 1), let Z = {y},BZ = {∅, {y}}, σ : Ω → P (Z) and
σ(ω) =
{{y}, y ∈ η(ω)
∅, y ∈¯ η(ω).
Then σ−1(y˙) = {ω | y ∈ σ(ω)} = {ω | y ∈ η(ω)} = Iyη ∈ A and consequently (Z,BZ , σ ) is an object inΞ(Ω,A).
Let n : Z → Y , y 7→ y, then n is amorphism andχ ′m◦n = >◦g . It follows that there exists a uniquemorphism n¯ : Z → X
such that n = m ◦ n¯, then y = m(n¯(y)) ∈ m(X). This contradicts with y ∈¯m(X).
Hence χ ′m = χm and consequently {(∆,B∆, δ),>} is a SC inΞ(Ω,A).
Therefore the categoryΞ(Ω,A) is a topos. 
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Fig. 7.
Fig. 8.
8. Conclusion
In this paper, possibilistic sets and possibility mappings are defined. A theoretical approach to define operations and
implications of fuzzy sets based on the theory of falling shadows of possibilistic sets. The category PosM of ample spaces and
possibility mappings and the categoryΞ(Ω,A) of possibilistic sets are established. It is proved that the categoryΞ(Ω,A)
is a topos. In future research, one can generalize theory of random sets to theory of possibilistic sets.
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