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Abstract
Model-based reinforcement learning (RL) enjoys several benefits, such as data-efficiency
and planning, by learning a model of the environments dynamics. However, learning a
global model that can generalize across different dynamics is a challenging task. To tackle
this problem, we decompose the task of learning a global dynamics model into two stages:
(a) learning a context latent vector that captures the local dynamics, then (b) predicting
the next state conditioned on it. In order to encode dynamics-specific information into the
context latent vector, we introduce a novel loss function that encourages the context latent
vector to be useful for predicting both forward and backward dynamics. The proposed
method achieves superior generalization ability across various simulated robotics and con-
trol tasks, compared to existing RL schemes.
1 Introduction
Model-based reinforcement learning (RL) with high-capacity function approximators, such as
deep neural networks (DNNs), has been used to solve a variety of sequential decision-making
problems, including board games (e.g., Go and Chess (Schrittwieser et al., 2019)), video games
(e.g., Atari games (Kaiser et al., 2020; Schrittwieser et al., 2019)), and complex robotic control
tasks (Zhang et al., 2019; Nagabandi et al., 2019a; Hafner et al., 2020). By learning a model
of the environment’s dynamics and utilizing the dynamics model for planning, model-based RL
achieves superior data-efficiency to model-free RL methods in general (Deisenroth and Ras-
mussen, 2011; Levine and Abbeel, 2014), and sometimes even beats model-free RL methods
trained on sufficient amount of data (Schrittwieser et al., 2019; Hafner et al., 2019; 2020; Kaiser
et al., 2020).
However, it has been evidenced that model-based RL methods often struggle to generalize to an
unseen environment with different transition dynamics (Nagabandi et al., 2019a;b). For exam-
ple, when using a vanilla model-based RL method for the simple CartPole task (see Figure 1),
even a minimal change in the pole mass leads to an inaccurate next-step prediction. This, in
turn, leads to poor planning, and eventually performance degradation, as demonstrated in our
experiments (see Table 1). Such failure to take account of transition dynamics shift makes them
unreliable for real-life deployment, which requires robustness to a myriad of changing environ-
mental factors.
∗Equal Contribution
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To improve the generalization capabilities of model-based RL methods, several strategies have
been proposed, including meta-learning (Nagabandi et al., 2019a;b) and graph networks (Sanchez-
Gonzalez et al., 2018) (see Section 2 for further details). A notable such example is the model-
based meta-RL method suggested by Nagabandi et al. (2019a), where a meta-learned prior
model adapts to a recent trajectory segment, either by updating hidden state of a recurrent
model (Duan et al., 2016), or by updating model parameters via a small number of gradient
steps (Finn et al., 2017). However, it is questionable whether a simple gradient or hidden state
updates would capture the rich contextual information that the environment offers. Instead, we
argue that separating context encoding (i.e., capturing the contextual information) and transition
inference (i.e., predicting the next state conditioned on the captured information) can be more
effective for learning the environment dynamics.
Contribution. In this paper, we develop a context-aware dynamics model (CaDM) capable of
generalizing across a distribution of environments with varying transition dynamics. First, to
capture the contextual information, we introduce a context encoder that produces a latent vector
from a recent experience. Then, by conditioning our forward dynamics model on this latent
vector, we effectively perform an online adaptation to the unseen environment. We emphasize
that the proposed CaDM can incorporate any dynamics model, e.g., fully-connected network or
recurrent neural network, simply by conditioning the dynamics model on the encoder output.
The novel ingredient of CaDM is its loss function that forces the latent vector to be useful for
predicting not only the next states (forward dynamics), but also the previous states (backward
dynamics). Moreover, we consider an additional regularization that encourages temporal con-
sistency of the context latent vector: we force the context latent vector obtained in the current
timestep to be useful for predictions made in the nearby future timesteps. We discover that the
proposed context latent vector aptly captures the rich contextual information of the environment,
which enables fast adaptation to the changing dynamics (see Figure 6(c)). Finally, we explore
the possibility of improving the generalization abilities of a model-free RL method (Schulman
et al., 2017) by giving the learned context latent vector as an additional input to the policy.
We demonstrate the effectiveness of our method on a variety of simulated control tasks from
OpenAI gym (Brockman et al., 2016) and MuJoCo physics engine (Todorov et al., 2012). For
evaluation, we measure the performance of model-based RL methods in a range of unseen (yet
related) environments with different transition dynamics (see Figure 1). In our experiments,
CaDM significantly reduces the performance gap between training and test environments when
compared to baselines, including ensemble methods (Chua et al., 2018) and model-based meta-
RL methods (Nagabandi et al., 2019a). Furthermore, we show that CaDM can also improve
model-free RL methods: it improves the generalization performance of proximal policy opti-
mization (PPO; Schulman et al. 2017), compared to other context learning methods (Rakelly
et al., 2019; Zhou et al., 2019) for model-free RL. We believe that our approach could be influ-
ential to other relevant topics, such as sim-to-real transfer (Peng et al., 2018).
2 Related Work
Model-based reinforcement learning. In model-based RL, we learn a dynamics model that
approximates the true environment dynamics. Such a dynamics model can then be used for con-
trol by planning (Atkeson and Santamaria, 1997; Lenz et al., 2015; Finn and Levine, 2017), or
for improving the data-efficiency of model-free RL methods (Sutton, 1990; Gu et al., 2016; Jan-
ner et al., 2019). Recently, by incorporating high-capacity function approximators like DNNs,
model-based RL has shown remarkable progress even in complex domains (Oh et al., 2015;
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(a) CartPole with varying pole lengths (b) Pendulum with varying pendulum lengths
(c) HalfCheetah with varying body masses (d) Ant with varying body masses
Figure 1: Examples from (a) CartPole, (b) Pendulum, (c) HalfCheetah, and (d) Ant. We change
the transition dynamics of each environment by modifying its environment parameters.
Chua et al., 2018; Hafner et al., 2019; 2020; Schrittwieser et al., 2019). For example, Chua
et al. (2018) showed that an ensemble of probabilistic DNNs could reduce modeling errors and
achieve the asymptotic performance on-par with model-free RL algorithms. It also has been ob-
served that model-based RL methods can be applied for solving high-dimensional visual domain
tasks (Hafner et al., 2019; 2020; Schrittwieser et al., 2019). However, developing a generalizable
model-based RL method still remains a longstanding challenge.
Dynamics generalization in deep RL. Generalization of model-based RL has recently gained
considerable attention in the research community. Sanchez-Gonzalez et al. (2018) proposed
to model a dynamics model using a graph network, and Nagabandi et al. (2019a;b) studied
model-based meta-RL methods where the meta-learner learns to update the model according to
dynamics changes. Notably, Nagabandi et al. (2019a) proposed to adapt the dynamics model
to recent trajectory segments, either by updating hidden representations of a recurrent model
(Duan et al., 2016) or by updating model parameters via a small number of gradient steps (Finn
et al., 2017). However, it is questionable whether such methods capture the environment context
properly, for they are overburdened with two tasks: adaptation and next-state inference. We
instead propose to disentangle the two tasks by introducing a context encoder that specializes in
the former, and a conditioned dynamics model that specializes in the latter.
Several model-free RL methods, including adversarial policy training (Morimoto and Doya,
2001; Pinto et al., 2017; Rajeswaran et al., 2017), structured policy with graph neural network
(Wang et al., 2018), online system identification (Yu et al., 2018; Zhou et al., 2019), and meta-
learning (Finn et al., 2017; Rakelly et al., 2019), have been proposed to improve the generaliza-
tion ability of RL agents across dynamics changes. In particular, Rakelly et al. (2019) proposed
a meta-RL method that adapts to a new environment by inferring latent context variables from
a small number of trajectories. However, our method differs from this approach, in that we
train our context encoder by utilizing it for dynamics prediction, as opposed to maximizing the
expected returns.
3 Problem Statement
We consider the standard RL framework where an agent interacts with its environment in dis-
crete time. Formally, we formulate our problem as a Markov Decision Process (MDP; Sutton
and Barto 2018) defined as a tuple (S,A, p, r, γ, ρ0), with S denoting the state space, A the
action space, p (s′|s, a) the transition dynamic, r (s, a) the reward function, ρ0 the initial state
distribution, and γ ∈ [0, 1) the discount factor. The goal of RL is to find a policy that produces
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st K
<latexit sha1_base64="CxUmqT1Dy zxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6L XgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBI YdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUS N4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6J e/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIG GsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUB ozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU 4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1Dy zxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6L XgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBI YdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUS N4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6J e/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIG GsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUB ozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU 4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1Dy zxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6L XgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBI YdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUS N4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6J e/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIG GsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUB ozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU 4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1Dy zxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6L XgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBI YdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUS N4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6J e/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIG GsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUB ozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU 4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit>
st 2
<latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r9 1PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOm nXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r9 1PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOm nXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r9 1PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOm nXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r9 1PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOm nXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit>
at 1
<latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/q h69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGn C/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqC cYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/q h69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGn C/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqC cYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/q h69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGn C/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqC cYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/q h69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGn C/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqC cYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit>
at 2
<latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh 69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7k d0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH 8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh 69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7k d0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH 8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh 69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7k d0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH 8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh 69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7k d0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH 8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit>
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<latexit sha1_base64="7b0A7jcxySFSwS6bsYNt+eTwSsk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoO t+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSTwc5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XYXQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwD O8wpujnBfn3flYtpacYuYU/sD5/AES7I7Y</latexit><latexit sha1_base64="7b0A7jcxySFSwS6bsYNt+eTwSsk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoO t+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSTwc5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XYXQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwD O8wpujnBfn3flYtpacYuYU/sD5/AES7I7Y</latexit><latexit sha1_base64="7b0A7jcxySFSwS6bsYNt+eTwSsk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoO t+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSTwc5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XYXQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwD O8wpujnBfn3flYtpacYuYU/sD5/AES7I7Y</latexit><latexit sha1_base64="7b0A7jcxySFSwS6bsYNt+eTwSsk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoO t+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSTwc5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XYXQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwD O8wpujnBfn3flYtpacYuYU/sD5/AES7I7Y</latexit>
st
<latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit>
st+1
<latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit>
st 1
<latexit sha1_base64="Dm0feNF1VSgnieuPLZt0M8yW8ks=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eF DEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2iljhlkeOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif1 0sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nDwrqj1w=</latexit><latexit sha1_base64="Dm0feNF1VSgnieuPLZt0M8yW8ks=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eF DEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2iljhlkeOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif1 0sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nDwrqj1w=</latexit><latexit sha1_base64="Dm0feNF1VSgnieuPLZt0M8yW8ks=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eF DEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2iljhlkeOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif1 0sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nDwrqj1w=</latexit><latexit sha1_base64="Dm0feNF1VSgnieuPLZt0M8yW8ks=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eF DEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2iljhlkeOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif1 0sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawGACz/AKb07ivDjvzseiteQUM8fwB87nDwrqj1w=</latexit>
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<latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk 41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNS LzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vE pal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk 41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNS LzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vE pal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk 41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNS LzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vE pal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicb VBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk 41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNS LzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vE pal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit>
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<latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit>
at 1
<latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit>
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<latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit>
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<latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit><latexit sha1_base64="MNjBNCuTGhMk5MW7hN8i+27I1oQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eF DEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSbwY5zgbVmlt3FyDrxCtIDQq0BtWv/jBhWcwVMkmN6XluikFONQom+azSzwxPKZvQEe9ZqmjMTZAvjp2RC6sMSZRoWwrJQv09kdPYmGkc2s6Y4tisenPxP6+XY XQT5EKlGXLFlouiTBJMyPxzMhSaM5RTSyjTwt5K2JhqytDmU7EheKsvr5P2Vd1z697Dda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sD5/AEufI7q</latexit>
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<latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit><latexit sha1_base64="ScCu8WZixoFvlWxDlnIdRy5VZ8I=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48a CIV3+PN/+NmzYHbX0w8Hhvhpl5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTPI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r 5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPHwfej1o=</latexit>
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<latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXj wo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/ 7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXj wo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/ 7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXj wo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/ 7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit><latexit sha1_base64="CxUmqT1DyzxHer+omj6lfNRDJuo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXgQvFewHtKFstpt26WYTdidCCf0RXj wo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopbbpZ3hxP+2XK27VnYOsEi8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342P3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/ 7xuiuG1nwmVpMgVWywKU0kwJrPfyUBozlBOLKFMC3srYSOqKUObUMmG4C2/vEpal1XPrXoPtUr9Jo+jCCdwCufgwRXU4Q4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AMmyPdg==</latexit>
st 2
<latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit><latexit sha1_base64="QrJ0uCeOLAac9rTRsuNVFp79oJM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4k ERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdcwgw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/8 3ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gAMb49d</latexit>
at 1
<latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit><latexit sha1_base64="da3OWzJaNCXUsZZFFtTCC0e+rWA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GTZuDtj4YeLw3w8y8IJHCoO t+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7nK/88S1EbF6xGnC/YiOlAgFo2ilDh1keOHNBtWaW3fnIKvEK0gNCjQH1a/+MGZpxBUySY3peW6CfkY1Cib5rNJPDU8om9AR71mqaMSNn83PnZEzqwxJGGtbCslc/T2R0ciYaRTYzoji2Cx7ufif10sxvPEzoZIUuWKLRWEqCcYk/50MheYM5dQSyrSwtxI2ppoytAlVbAje8surpH1Z99y693BVa9wWcZThBE7hHDy4hgbcQxNawG ACz/AKb07ivDjvzseiteQUM8fwB87nD+8nj0o=</latexit>
at 2
<latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit><latexit sha1_base64="deq25KzcDXBgIeaXDIHB7aipPH8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg677 7RQ2Nre2d4q7pb39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZv7nSeujYjVI04T7kd0pEQoGEUrdeggw6vabFCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni3Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzH8nQ6E5Qzm1hDIt7K2EjammDG1CJRuCt/ryOmnXqp5b9R7qlcZtHkcRzuAcLsGDa2jAPTShBQwm8Ayv 8OYkzovz7nwsWwtOPnMKf+B8/gDwrI9L</latexit>
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M
at
ch
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g
Context encoder
at+1
<latexit sha1_base64="djQ9v+9DazsGJp0kdrM2GLD5C48=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48aCIV3+PN/+NmzYHbX0w8Hhvhpl 5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTrI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4 ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPH+wbj0g=</latexit><latexit sha1_base64="djQ9v+9DazsGJp0kdrM2GLD5C48=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48aCIV3+PN/+NmzYHbX0w8Hhvhpl 5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTrI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4 ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPH+wbj0g=</latexit><latexit sha1_base64="djQ9v+9DazsGJp0kdrM2GLD5C48=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48aCIV3+PN/+NmzYHbX0w8Hhvhpl 5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTrI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4 ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPH+wbj0g=</latexit><latexit sha1_base64="djQ9v+9DazsGJp0kdrM2GLD5C48=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48aCIV3+PN/+NmzYHbX0w8Hhvhpl 5QSKFQdf9dkpr6xubW+Xtys7u3v5B9fCobeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3OV+54lrI2L1iNOE+xEdKREKRtFKHTrI8MKbDao1t+7OQVaJV5AaFGgOql/9YczSiCtkkhrT89wE/YxqFEzyWaWfGp5QNqEj3rNU0YgbP5ufOyNnVhmSMNa2FJK5+nsio5Ex0yiwnRHFsVn2cvE/r5dieONnQiUpcsUWi8JUEoxJ/jsZCs0ZyqkllGlhbyVsTDVlaBOq2BC85ZdXSfuy7rl17+Gq1rgt4 ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPH+wbj0g=</latexit>
st+2
<latexit sha1_base64="qDMYzuHe+x2p7pIxr7Ar8jFtxj4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSCnosevFYwX5AG8pmu2mXbjZhdyKU0B/hxYM iXv093vw3btsctPXBwOO9GWbmBYkUBl332ylsbG5t7xR3S3v7B4dH5eOTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBhle12aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFuTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VS DG/8TKgkRa7YclGYSoIxmf9OhkJzhnJqCWVa2FsJG1NNGdqESjYEb/XlddKuVT236j3UK43bPI4inME5XIIH19CAe2hCCxhM4Ble4c1JnBfn3flYthacfOYU/sD5/AEJY49b</latexit><latexit sha1_base64="qDMYzuHe+x2p7pIxr7Ar8jFtxj4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSCnosevFYwX5AG8pmu2mXbjZhdyKU0B/hxYM iXv093vw3btsctPXBwOO9GWbmBYkUBl332ylsbG5t7xR3S3v7B4dH5eOTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBhle12aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFuTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VS DG/8TKgkRa7YclGYSoIxmf9OhkJzhnJqCWVa2FsJG1NNGdqESjYEb/XlddKuVT236j3UK43bPI4inME5XIIH19CAe2hCCxhM4Ble4c1JnBfn3flYthacfOYU/sD5/AEJY49b</latexit><latexit sha1_base64="qDMYzuHe+x2p7pIxr7Ar8jFtxj4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSCnosevFYwX5AG8pmu2mXbjZhdyKU0B/hxYM iXv093vw3btsctPXBwOO9GWbmBYkUBl332ylsbG5t7xR3S3v7B4dH5eOTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBhle12aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFuTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VS DG/8TKgkRa7YclGYSoIxmf9OhkJzhnJqCWVa2FsJG1NNGdqESjYEb/XlddKuVT236j3UK43bPI4inME5XIIH19CAe2hCCxhM4Ble4c1JnBfn3flYthacfOYU/sD5/AEJY49b</latexit><latexit sha1_base64="qDMYzuHe+x2p7pIxr7Ar8jFtxj4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSCnosevFYwX5AG8pmu2mXbjZhdyKU0B/hxYM iXv093vw3btsctPXBwOO9GWbmBYkUBl332ylsbG5t7xR3S3v7B4dH5eOTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBhle12aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFuTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VS DG/8TKgkRa7YclGYSoIxmf9OhkJzhnJqCWVa2FsJG1NNGdqESjYEb/XlddKuVT236j3UK43bPI4inME5XIIH19CAe2hCCxhM4Ble4c1JnBfn3flYthacfOYU/sD5/AEJY49b</latexit>
(c) Future-step prediction
Figure 2: Illustrations of our framework. We decompose the task of learning a global dynamics
model into context encoding and transition inference. (a) Our dynamics model predicts the
next state conditioned on the latent vector. (b) We introduce a backward dynamics model that
predicts a previous state by utilizing a context latent vector. (c) We force the context latent
vector to be temporally consistent by utilizing it for predictions in the future timesteps.
an action to take from each given state so as to maximize the expected return defined as the total
accumulated reward. We tackle this problem in the context of model-based RL by learning a
forward dynamics model f , which approximates the transition dynamics p (s′|s, a).
In order to address the problem of generalization, we further consider the distribution of MDPs,
where the transition dynamics pc (s′|s, a) varies according to a context c. For instance, a robot
agent’s transition dynamics may change when some of its parts malfunction due to unexpected
damages. Our goal is to learn a generalizable forward dynamics model that is robust to such
dynamics changes, i.e., approximating a distribution of transition dynamics. Specifically, given
a set of training environments with contexts sampled from ptrain(c), we aim to learn a for-
ward dynamics model that can produce accurate predictions for test environments with unseen
contexts sampled from ptest(c).
4 Context-aware Dynamics Model
In this section, we propose a context-aware dynamics model (CaDM) that can generalize to
unseen environments with varying transition dynamics. Our scheme separates the task of rea-
soning about the environment dynamics into (a) encoding the dynamics-specific information
into a latent vector (context encoding), and (b) predicting the next state conditioned on the la-
tent vector (transition inference). To extract contextual information effectively, we propose a
novel loss function that encourages the context latent vector to be useful for various auxiliary
prediction tasks. We also discuss how the learned context latent vector can help improve the
generalization abilities of model-free RL methods.
4.1 Context Encoder and Dynamics Model
To capture the true unknown context c of the environment, we introduce a context encoder g
parameterized by φ, which produces a latent vector zt = g
(
τPt,K ;φ
)
given K past transitions
τPt,K = {(st−K , at−K) · · · (st−1, at−1)}. The intuition is that the true context of the underlying
MDP can be captured from recent experiences. Note that similar ideas have been explored by
Nagabandi et al. (2019a); Rakelly et al. (2019); Zhou et al. (2019).
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We introduce two dynamics models: (a) forward dynamics model f (st+1|st, at, zt; θ) that pre-
dicts the next state given the current state, current action and current context latent vector (see
Figure 2(a)), and (b) backward dynamics model b (st|st+1, at, zt;ψ) that predicts the current
state given the next state, current action and current context latent vector (see Figure 2(b)). Un-
der the assumption that MDPs with similar contexts will behave similarly (Modi et al., 2018),
our method can generalize to nearby unseen dynamics by capturing context information from
training environments. Forward and backward dynamics models are parameterized by θ and ψ,
respectively, and are architecture-agnostic, i.e., any existing model architecture can be used. In-
deed, we experimentally confirm that the performance of stochastic models (Chua et al., 2018)
significantly improves when combined with our method (see Section 5.2).
We optimize the context encoder and the dynamics models by minimizing the following loss
function:
Lpred = E(τFt,M ,τPt,K)∼B
[
Lpredforward + βLpredbackward
]
, (1)
Lpredforward = −
1
M
t+M−1∑
i=t
log f
(
si+1|si, ai, g
(
τPt,K ;φ
)
; θ
)
,
Lpredbackward = −
1
M
t+M−1∑
i=t
log b
(
si|si+1, ai, g
(
τPt,K ;φ
)
;ψ
)
,
where τFt,M = {(st, at) , · · · , (st+M , at+M )} is the future trajectory segment, B = {(τFt,M , τPt,K)}
the training dataset, β > 0 the penalty parameter, and M > 0 the number of future sam-
ples. Here, we remark that both of our dynamics models share the same context latent vector
g
(
τPt,K ;φ
)
as an additional input. Our intuition is that dynamics-specific context (e.g., environ-
ment parameters) must be useful for predicting both forward and backward transitions. Here,
our motivation is that predicting backward transitions can also capture contextual information
while mitigating the risk of overly focusing on predicting only the ”seen” forward dynamics.
Additionally, in order to handle long-horizon tasks, we encourage the context latent vector to be
useful for predictions multiple timesteps into the future (see Figure 2(c)). Overall, the various
prediction tasks introduced (i.e., future-step forward and backward predictions) help the context
latent vector to be temporally consistent.
Using a model-based RL method to identify the environment dynamics was also studied by
Zhou et al. (2019). However, the dynamics model in their method is not for producing accurate
predictions, and their main focus is improving the generalizability of model-free RL methods.
On the other hand, we focus on learning an accurate and generalizable dynamics model.
4.2 Additional Training Details
History of transitions. In our experiments, we use the state difference ∆st = st+1− st instead
of the raw state st as an input to the context encoder:
τPt,K = {(∆st−K , at−K) , · · · , (∆st−1, at−1)}.
We found that this simple technique provides further performance improvement.
Planning Algorithm. We use a model predictive control (MPC; Garcia et al. 1989) to select
actions based on the forward dynamics prediction. Specifically, we use the cross entropy method
(CEM; Botev et al. 2013), where N candidate action sequences are iteratively sampled from a
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candidate distribution, which is adjusted based on elite action samples evaluated with the learned
forward dynamics model. Then, we use the mean of adjusted candidate distribution as action
and re-plan at every timestep.
Algorithm 1 Training context-aware dynamics model
1: Inputs: the number of past observations K and future observations M , learning rate α, and
batch size B.
2: Initialize parameters of forward dynamics model θ, backward dynamics model ψ, context
encoder φ.
3: Initialize dataset B ← ∅.
4: for each iteration do
5: // COLLECT TRAINING SAMPLES
6: Sample c ∼ pseen (c).
7: for t = 1 to TaskHorizon do
8: Get context latent vector zt = g
(
τPt,K ;φ
)
.
9: Collect samples {(st, at, st+1, rt, τPt,K)} from the environment with transition dynam-
ics pc using the planning algorithm described in Section 4.2.
10: Update B ← B ∪ {(st, at, st+1, rt, τPt,K)}.
11: end for
12: // UPDATE DYNAMICS MODELS AND ENCODER
13: for i = 1 to B do
14: Sample τPi,K , τ
F
i,M ∼ B.
15: Get context latent vector zi = g
(
τPi,K ;φ
)
.
16: Lpredi ← Lpred
(
τFi,M , zi, θ, ψ
)
in (1).
17: end for
18: Update θ ← θ − α∇θ 1B
B∑
i=1
Lpredi
19: Update ψ ← ψ − α∇ψ 1B
B∑
i=1
Lpredi
20: Update φ← φ− α∇φ 1B
B∑
i=1
Lpredi .
21: end for
4.3 Combination with Model-free RL
As a natural extension, we show that the learned context latent vector can be utilized for im-
proving the generalization abilities of model-free RL methods. Here, we briefly mention that
various model-free RL methods are also known to suffer from poor generalization (Yu et al.,
2018; Packer et al., 2018; Zhou et al., 2019). One of the major research directions for dynam-
ics generalization in model-free RL is developing a context-conditional policy. Specifically,
Yu et al. (2018); Rakelly et al. (2019); Zhou et al. (2019) showed that a policy can be more
robust to dynamics changes when it takes context information as an additional input. Moti-
vated by this, we consider a context-conditioned policy pi
(
at|st, g
(
τPt,K ;φ
))
conditioned on
our learned context latent vector. Compared to existing context-conditional policies (Rakelly
et al., 2019; Zhou et al., 2019), our model-free RL method demonstrates superior generalization
abilities (see Table 2).
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Figure 3: Illustration of training and test parameter ranges.
5 Experiments
In this section, we evaluate the performance of our CaDM method to answer the following
questions:
• Is CaDM more robust to dynamics changes compared to other model-based RL methods
(see Table 1)?
• Can CaDM be combined with model-free RL methods to improve their generalization
abilities (see Table 2)?
• Does the proposed prediction loss (1) improve the test performance (see Figure 6(a))?
• Can CaDM make accurate predictions (see Figure 6(b) and Figure 7)?
• Does our context encoder extract meaningful contextual information (see Figure 6(c))?
5.1 Setups
Environments. We demonstrate the effectiveness of our proposed method on simulated robots
(i.e., HalfCheetah, Ant, CrippledHalfCheetah, and SlimHumanoid) using the MuJoCo physics
engine (Todorov et al., 2012) and classic control tasks (i.e., CartPole and Pendulum) from Ope-
nAI Gym (Brockman et al., 2016). The goal of CartPole is to prevent the pole from falling over
by pushing the cart left and right, while that of Pendulum is to swing up the pendulum and keep
it in the upright position. As for HalfCheetah, Ant, and SlimHumanoid, the goal is to move
forward as fast as possible, while keeping the control cost minimal. As in Packer et al. (2018);
Zhou et al. (2019), we modify the environment parameters (e.g., mass, length, damping) that
characterize the transition dynamics (see Figure 1). In the case of CrippledHalfCheetah, one of
the actuators is randomly crippled to change the transition dynamics.
For both training and testing, we sample environment parameters at the beginning of each
episode. During training, we randomly sample environment parameters from a predefined train-
ing range. At test time, we measure each model’s performance in unseen environments char-
acterized by parameters outside the training range. In order to utilize model-predictive control
(MPC), we assume that the reward function is known, as in (Chua et al., 2018; Nagabandi et al.,
2019a).
Note that generalization performance is measured in two different regimes: moderate and ex-
treme, where the former draw environment parameters from a closer range to the training range,
compared to the latter (see Figure 3). For all our experiments, we select the model with the
highest average return during training and report the test performance. We report mean and
standard deviation across five runs. Due to space limitations, we provide more experimental
details in the supplementary material.
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Baselines and our method. We consider the following model-based RL methods as baselines:
• Vanilla dynamics model (Vanilla DM): Dynamics model trained to minimize the standard
one-step forward prediction loss. The model is fixed during test time (i.e., no adaptation).
• Stacked dynamics model (Stacked DM): Vanilla dynamics model which takes the past
K ∈ {5, 10, 15} observations as an additional input. A comparison with this model
evaluates the benefit of introducing a context latent vector.
• Gradient-Based Adaptive Learner (GrBAL; Nagabandi et al. 2019a): Model-based meta-
RL method which trains a dynamics model by optimizing an adaptation meta-objective.
At test time, the meta-learned prior dynamics model adapts to a recent trajectory segment
by taking gradient steps.1
• Recurrence-Based Adaptive Learner (ReBAL; Nagabandi et al. 2019a): Model-based
meta-RL method similar to GrBAL. However, instead of taking gradient steps, ReBAL
uses a recurrent model that learns its own update rule, i.e. updating its hidden state.1
• Probabilistic ensemble dynamics model (PE-TS; Chua et al. 2018): An ensemble of prob-
abilistic dynamics models designed to incorporate both environment stochasticity and
subjective uncertainty into the model.
We combine CaDM with two baseline model-based RL methods, Vanilla DM and PE-TS.: the
results of ReBAL + CaDM can also be found in the supplementary material, where it underper-
forms Vanilla + CaDM or PE-TS + CaDM overall. We remark that the proposed method can
be applied to any model-based RL methods because we separate a context encoder from for-
ward dynamics models, as shown in Figure 2. Due to space limitation, we provide details about
model architecture and hyperparameters in the supplementary material. Our code is available at
https://github.com/younggyoseo/CaDM.
5.2 Comparison with the Model-based RL Methods
Table 1 shows the performance of various model-based RL methods on both training and test en-
vironments (see the supplementary material for training curve plots). Our method significantly
improves both training and test performances of various model-based methods in all the environ-
ments. Especially, the performance gain due to CaDM becomes much more significant in more
complex environments (e.g., long-horizon and high-dimensional domains like halfCheetah, Ant,
and Humanoid. For example, when combined with PE-TS, CaDM improves the average return
from 2019.6 to 7087.2 for the HalfCheetah environment in the moderate regime. This demon-
strates the applicability of our method to any model-based RL methods. One important result
is that stacking input transitions sometimes degrades the performances in both training and test
environments, which implies that our approach to separate context encoding and transition infer-
ence is indeed more effective for approximating true context c than a naı¨ve stacking method. We
also found that the proposed method is more stable compared to model-based meta-RL methods
(i.e., GrBAL and ReBAL), which update model parameters or hidden states.
1We used reference implementation at https://github.com/iclavera/learning_to_adapt.
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Figure 4: The average returns of trained dynamics models on unseen (moderate) environments.
The results show the mean and standard deviation of returns averaged over five runs. The full
figures for all environments are provided in the supplementary material.
CartPole Pendulum
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla DM 176.6± 10.2 124.7± 8.1 105.9± 3.7 -419.2± 95.1 -928.4± 56.8 -1170.6± 51.3
Stacked DM 176.9± 6.3 131.9± 6.0 106.6± 11.0 -1158.7± 124.7 -1308.0± 49.6 -1288.3± 65.3
GrBAL 118.1± 40.2 87.5± 35.1 81.6± 21.3 -726.8± 322.6 -1027.7± 68.1 -1048.1± 111.8
ReBAL 105.7± 45.8 48.4± 34.5 54.3± 37.0 -460.4± 74.5 -860.8± 140.3 -1026.4± 51.5
PE-TS 194.3± 4.1 171.3± 18.5 142.9± 23.6 -577.2± 198.1 -985.7± 64.2 -1221.1± 31.0
Vanilla + CaDM 185.7± 7.7 154.3± 13.2 118.6± 6.6 -415.2± 60.4 -593.7± 48.6 -967.9± 83.5
PE-TS + CaDM 196.1± 4.8 187.3± 11.2 149.4± 26.2 -537.0± 114.6 -705.5± 41.7 -1098.4± 47.1
Half-cheetah Ant
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla DM 1560.7± 453.1 1026.7± 164.7 686.7± 189.4 646.4± 89.0 520.0± 97.6 385.8± 85.2
Stacked DM 1301.4± 310.5 761.1± 236.6 661.5± 220.5 492.3± 68.7 417.1± 46.8 338.9± 51.5
GrBAL 117.0± 88.7 -43.7± 106.9 -94.5± 141.3 55.0± 10.0 46.5± 6.5 42.9± 3.8
ReBAL 1086.7± 90.0 657.5± 184.9 396.6± 188.5 100.1± 12.3 73.1± 15.5 53.0± 17.2
PE-TS 4347.1± 300.9 2019.6± 274.8 1422.3± 162.8 1183.3± 51.1 1075.1± 103.6 856.6± 66.5
Vanilla + CaDM 3536.5± 641.7 1556.1± 260.6 1264.5± 228.7 1851.0± 113.7 1315.7± 45.5 821.4± 113.5
PE-TS + CaDM 8264.0± 1374.0 7087.2± 1495.6 4661.8± 783.9 2848.4± 61.9 2121.0± 60.4 1200.7± 21.8
CrippledHalfCheetah SlimHumanoid
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla DM 1005.1± 429.0 870.0± 308.0 577.3± 76.5 1119.8± 317.6 1004.4± 798.2 1155.5± 556.9
Stacked DM 630.6± 211.3 545.1± 289.8 417.9± 145.8 1057.4± 547.5 876.2± 1005.2 651.8± 449.9
GrBAL 151.9± 122.7 -9.2± 17.1 16.6± 23.0 -62.6± 233.1 -562.8± 253.5 -398.6± 177.2
ReBAL 701.7± 119.7 904.5± 90.7 833.0± 118.0 1205.8± 546.8 85.8± 388.9 108.7± 357.6
PE-TS 1846.8± 380.7 1916.5± 328.2 1227.6± 35.2 1339.6± 524.0 758.6± 528.8 810.4± 363.4
Vanilla + CaDM 2435.1± 880.4 1375.3± 290.6 966.9± 89.4 1758.2± 459.1 1228.9± 374.0 1487.9± 339.0
PE-TS + CaDM 3294.9± 733.9 2618.7± 647.1 1294.2± 214.9 1371.9± 400.0 903.7± 343.9 814.5± 274.8
Table 1: The performance (average returns) of trained dynamics models on various control tasks.
The transition dynamics of environments are changing in both training and test environments.
The results show the mean and standard deviation of returns averaged over five runs.
5.3 Comparison with the Model-free RL Methods
We also verify whether the learned context latent vector is useful for improving the generaliza-
tion performance of model-free RL methods. Specifically, similar to Henderson et al. (2018),
we use MLPs with two hidden layers of 64 units and tanh activations for the policy network,
and the Proximal Policy Optimization (PPO; Schulman et al. 2017) method to train the agents.
Our proposed method, which takes the learned context latent vector (denoted PPO + CaDM),
is compared with several context-conditional policies (Rakelly et al., 2019; Zhou et al., 2019).
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Figure 5: The average returns of trained agents on unseen (moderate) environments. The results
show the mean and standard deviation of returns averaged over five runs. The full figures for all
environments are provided in the supplementary material.
CartPole Pendulum
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla PPO 200.0± 0.0 199.1± 0.9 187.8± 4.7 -945.1± 126.0 -1113.2± 69.1 -1356.8± 48.0
Stacked PPO 198.6± 1.7 197.8± 1.3 189.2± 6.1 -316.9± 197.3 -475.7± 228.1 -488.2± 178.2
PPO + PC 200.0± 0.0 198.0± 1.4 187.5± 10.9 -451.1± 248.6 -645.3± 320.7 -1136.6± 251.0
PPO + EP 200.0± 0.0 196.3± 4.0 184.5± 9.7 -255.7± 9.5 -374.3± 24.6 -256.7± 26.4
PPO + CaDM 200.0± 0.0 197.9± 3.0 193.0± 3.5 -199.3± 22.2 -279.8± 42.1 -426.4± 227.0
HalfCheetah Ant
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla PPO 2043.4± 802.9 807.7± 553.6 574.0± 645.6 211.9± 44.5 149.4± 27.0 117.3± 23.1
Stacked PPO 1125.4± 85.5 361.1± 141.7 5.7± 208.1 90.6± 16.3 53.2± 10.6 46.0± 10.9
PPO + PC 1584.9± 404.3 642.1± 488.3 462.1± 534.5 249.9± 85.0 207.0± 33.8 163.5± 30.4
PPO + EP 1620.9± 491.5 895.3± 445.1 674.2± 686.8 138.8± 34.9 107.8± 19.9 93.5± 32.4
PPO + CaDM 2652.0± 1133.6 1224.2± 630.0 1021.1± 676.6 268.6± 77.0 228.8± 48.4 199.2± 52.1
CrippledHalfCheetah SlimHumanoid
Training Test (moderate) Test (extreme) Training Test (moderate) Test (extreme)
Vanilla PPO 2059.6± 658.3 1223.6± 559.9 781.7± 270.3 7685.5± 2599.4 3761.3± 1582.4 2751.6± 869.4
Stacked PPO 1238.1± 102.5 967.1± 146.6 904.4± 146.5 4831.0± 688.1 2443.0± 535.6 1577.8± 573.5
PPO + PC 2920.7± 771.7 1162.2± 456.5 546.3± 215.9 7130.1± 3378.0 3928.5± 1848.7 2362.6± 781.9
PPO + EP 1494.2± 311.7 1017.0± 201.1 719.0± 438.5 4824.7± 1508.7 2224.7± 882.9 1293.4± 729.0
PPO + CaDM 2356.6± 624.3 1454.0± 462.6 1025.0± 296.2 10455.0± 1004.9 4975.7± 1305.7 3015.1± 1508.3
Table 2: The performance (average return) of trained agents on various control tasks. The
transition dynamics of environments are changing in both training and test environments. The
results show the mean and standard deviation of returns averaged over five runs.
Specifically, we consider the stacked PPO, which takes the past K ∈ {5, 10, 15} transitions
as an additional input, and PPO with probabilistic context (PPO + PC), which learns context
variable by maximizing the expected returns (Rakelly et al., 2019). We also consider PPO with
environment probing policy (PPO + EP) that takes embeddings extracted from initial interaction
with an environment as an additional input (Zhou et al., 2019). Due to space limitations, we
provide more detailed explanations in the supplementary material.
Table 2 shows the performance of various model-free RL methods on both training and test
environments (see the supplementary for training curve plots). In complex environments, such
as HalfCheetah, Ant, CrippledHalfCheetah, and SlimHumanoid, our PPO + CaDM shows bet-
ter generalization performances than previous conditional policy methods (i.e., PPO + EP and
PPO + PC), implying that the proposed CaDM method can extract contextual information more
effectively. On the other hand, the performance gain from our method is marginal in simple
environments, such as CartPole and Pendulum.
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Figure 6: (a) Test performance of dynamics models optimized by variants of the proposed pre-
diction objective in (1) on HalfCheetah environments. (b) Prediction errors on the HalfCheetah
task with varying mass values. The pink shaded area represents the training range. (c) PCA
visualization of context latent vectors extracted from trajectories collected in the CartPole envi-
ronments. Embedded points from environments with the same mass parameter have the same
color. The full figures for all environments are provided in the supplementary material.
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Figure 7: Visualization of future state predictions from Vanilla + CaDM (ours), Stacked DM,
and Vanilla DM on CartPole and Pendulum environments with unseen environment parameters.
Given 10 past states and actions, we predict future states for the next 20 timesteps only using
ground truth actions. The colored and faded objects represent the ground truth states and the
predicted states, respectively.
5.4 Ablation Study
Effects of prediction loss. In order to verify the individual effects of the suggested prediction
losses (1), we train three different dynamics models that optimize (a) one-step forward pre-
diction loss, (b) future-step forward prediction loss, and (c) future-step forward and backward
prediction loss, respectively. Figure 6(a) shows the test performances for the HalfCheetah en-
vironment in the extreme regime. One can observe that optimizing the future-step forward and
backward prediction loss achieves the best performances. This shows that every component in
the proposed loss function helps the context encoder extract the environment context.
Prediction errors. To show that our method indeed helps with a forward prediction, we com-
pare baseline methods with CaDM in terms of prediction error across multiple HalfCheetah
environments with varying mass values. As shown in Figure 6(b), our model demonstrates
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superior prediction performance in both training and test environments. In particular, PE-TS
quickly becomes unreliable outside the training range (pink shaded area), whereas our model
maintains a tolerable level of prediction errors throughout.
Embedding analysis. We analyze whether the learned latent vector encodes meaningful infor-
mation about the environment. To this end, we collect trajectories from CartPole environments
with different push force magnitudes, then visualize the latent encoding of the collected tra-
jectory segments using principal component analysis (PCA) (Jolliffe, 1986). As shown in Fig-
ure 6(c), latent vectors extracted from environments with different mass parameters are clearly
separated in the embedding space. In contrast, raw state vectors are scattered and disjointed
(see Figure 21(a) in the supplementary material), which implies that our context encoder cap-
tures useful contextual information.
Prediction visualization. We also visualize the future state predictions in test environments
from CartPole and Pendulum in Figure 7 with unseen environment parameters (i.e., force and
mass). Given 10 past states and actions, we generate 20 future state predictions from Vanilla
DM, Stacked DM, and Vanilla + CaDM only using ground truth actions. One can observe
that Vanilla + CaDM gives much more accurate predictions compared to other models. No-
tably, Vanilla DM and Stacked DM fail to provide accurate predictions for more distant future
timesteps, while CaDM consistently gives accurate predictions across all timesteps, which con-
firms our belief that the proposed method can capture contextual information about the transition
dynamics.
6 Conclusion
In this paper, we propose a context-aware dynamics model that adapts to dynamics changes. To
learn a generalizable dynamics model, we separate context encoding (i.e., capturing the con-
textual information) and transition inference (i.e., predicting the next state conditioned on the
captured information). By forcing the context latent vector to be useful for both forward dy-
namics and backward dynamics, our method aptly captures the contextual information. We also
showed that the learned context vector can be utilized to improve the generalization performance
of model-free methods. We believe our work can serve as a strong guideline in related topics.
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Supplementary Material
A Experimental Details
A.1 Environment
TrainingNeutral Neutral ExtremeExtremeExtre e Extre eModerateModerate Training
Figure 8: Illustration of training and test environments.
CartPole. CartPole consists of a pushable cart and a pole attached on top of it by an unactuated
joint. The goal is to push the cart left and right, so that the pole does not fall over.
• Observation. (xt, x˙t, θt, θ˙t), where x is the cart position, and θ is the pole’s angle from
the upright position.
• Action. {0, 1}, where 0 and 1 correspond to pushing the cart left and right, respectively.
• Reward. rt = 1{|xt+1|<2.4∧|θt+1|<2pi·( 14360 )}. That is, reward is 1 if the cart position is
within ±2.4 and pole angle is within ±14◦ during the next timestep, and 0 otherwise.
• Modifications. In our experiments, we modify push force f and pole length l (see Table 3).
Pendulum. Pendulum consists of a single rigid body, one end of which is attached to an actuated
joint. The goal is to swing up the body and keep it in the upright position.
• Observation. (cos θ, sin θ, θ˙), where θ ∈ [−pi, pi] is zero in the upright position, and
increases in the counter-clockwise direction.
• Action. a ∈ [−2.0, 2.0] represents counter-clockwise torque applied to the pendulum
body.
• Reward. rt = −(θ2t + 0.1θ˙2t + 0.001a2t ), which penalises 1) deviation from the upright
position, 2) non-zero angular velocity, and 3) joint actuation.
• Modifications. We modify pendulum mass m and pendulum length l (see Table 3).
Half-cheetah.2Half-cheetah agent is made up of 7 rigid links (1 for torso, 3 for forelimb, and
3 for hindlimb), connected by 6 joints. The goal is to move forward as fast as possible, while
keeping the control cost minimal. We used additional pre-processing for observations as in
(Chua et al., 2018).
• Observation. Observation is given by a 20-dimensional vector that includes 1) angular
position and velocity of all 6 joints, 2) root joint’s position (except for the x-coordinate)
and velocity, and 3) center of mass of the torso.
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Train
Test
(Moderate)
Test
(Extreme)
Episode
Length
CartPole
f ∈ {5.0, 6.0, 7.0, 8.0, 9.0, 10.0,
11.0, 12.0, 13.0, 14.0, 15.0} f ∈ {3.0, 3.5, 16.5, 17.0} f ∈ {2.0, 2.5, 17.5, 18.0} 200
l ∈ {0.40, 0.45, 0.50, 0.55, 0.60} l ∈ {0.25, 0.30, 0.70, 0.75} l ∈ {0.15, 0.20, 0.80, 0.85}
Pendulum
m ∈ {0.75, 0.80, 0.85, 0.90, 0.95,
1.0, 1.05, 1.10, 1.15, 1.20, 1.25} m ∈ {0.50, 0.70, 1.30, 1.50} m ∈ {0.20, 0.40, 1.60, 1.80} 200
l ∈ {0.75, 0.80, 0.85, 0.90, 0.95,
1.0, 1.05, 1.10, 1.15, 1.20, 1.25} l ∈ {0.50, 0.70, 1.30, 1.50} l ∈ {0.20, 0.40, 1.60, 1.80}
Half-cheetah
m ∈ {0.75, 0.85, 1.0, 1.15, 1.25} m ∈ {0.40, 0.50, 1.50, 1.60} m ∈ {0.20, 0.30, 1.70, 1.80}
1000
d ∈ {0.75, 0.85, 1.0, 1.15, 1.25} d ∈ {0.40, 0.50, 1.50, 1.60} d ∈ {0.20, 0.30, 1.70, 1.80}
Ant m ∈ {0.85, 0.90, 0.95, 1.0} m ∈ {0.20, 0.25, 0.30, 0.35, 0.40} m ∈ {0.40, 0.45, 0.50, 0.55, 0.60} 1000
SlimHumanoid
m ∈ {0.80, 0.90, 1.0, 1.15, 1.25} m ∈ {0.60, 0.70, 1.50, 1.60} m ∈ {0.40, 0.50, 1.70, 1.80}
1000
d ∈ {0.80, 0.90, 1.0, 1.15, 1.25} d ∈ {0.60, 0.70, 1.50, 1.60} d ∈ {0.40, 0.50, 1.70, 1.80}
Table 3: Environment parameters used for our experiments.
• Action. a ∈ [−1.0, 1.0]6 represents torques applied at six joints.
• Reward. rt = x˙torso,t − 0.05‖at‖2, where x˙torso,t represents forward velocity of the torso.
• Modification. As for dynamics modification, we 1) scale mass of every rigid link by a
fixed scale factor m, and 2) scale damping of every joint by a fixed scale factor d (see
Table 3).
Ant.2 Ant agent consists of 13 rigid links connected by 8 joints. The goal is to move forward as
fast as possible at a minimal control cost. We used additional pre-processing for observations
as in (Chua et al., 2018).
• Observation. Observation is a 41-dimensional vector that includes 1) angular position
and velocity of all 8 joints, 2) position and velocity of the root joint, 3) frame orientations
(xmat) and 4) center of mass of the torso.
• Action. a ∈ [−1, 1]8 represents torques applied at eight joints.
• Reward. rt = x˙torso,t − 0.005‖at‖2 + 0.05, where x˙torso,t denotes forward velocity of the
torso.
• Modification. As for dynamics modification, we modify the mass of every leg. Specifi-
cally, given a scale factor m, we modify two legs to have mass multiplied by m, and the
other two legs to have mass multiplied by 1m (see Table 3).
SlimHumanoid.2 SlimHumanoid (Wang et al., 2019) consists of 13 rigid links with 17 actua-
tors. The goal is to move forward as fast as possible, while keeping the control cost minimal.
We used additional pre-processing for observations as in (Chua et al., 2018).
• Observation. Observation is a 45-dimensional vector that includes angular position and
velocities.
• Action. a ∈ [−0.4, 0.4]17.
• Reward. rt = 50/3× x˙torso,t − 0.1‖at‖2 + 5× bool(1.0 ≤ ztorso,t ≤ 2.0), where x˙torso,t
denotes forward velocity of the torso and zt is the height of the torso.
• Modification. As for dynamics modification, we 1) scale mass of every rigid link by a
fixed scale factor m, and 2) scale damping of every joint by a fixed scale factor d (see
Table 3).
17
A.2 Training Details
Model-based RL. To train the dynamics model, we collect 10 trajectories with MPC controller
from environments and train the model for 5 epochs at every iteration. We train the model for
20 iterations for every experiments. To report test performance, we evaluated trained models
every iteration on environments with fixed random seeds. The Adam optimizer (Kingma and
Ba, 2015) is used with the learning rate 0.001. For planning, we used the cross entropy method
(CEM) with 200 candidate actions except for CartPole and Pendulum, where random shooting
(RS) method with 1,000 candidate actions is used. The horizon of MPC is 30.
Model-free RL. We trained PPO agents for 5 million timesteps on Pendulum and MuJoCo
environments (i.e. Half-cheetah, Ant, Crippled Half-cheetah, Walker) and 0.5 million timesteps
on CartPole. We evaluated trained agents every 10,000 timesteps on environments with fixed
random seeds. We use a discount factor γ = 0.99, a generalized advantage estimator (Schulman
et al., 2016) parameter λ = 0.95 and an entropy bonus of 0.01 for exploration. We use 10
rollouts with 200 timesteps per each rollout, and then train agents for 8 epochs with 4 mini-
batches. The Adam optimizer is used with the learning rate 0.0005.
A.3 Implementation of Context-aware Dynamics Model
For our method, the context encoder is modeled as multi-layer perceptrons (MLPs) with 3 hid-
den layers that produce a 10-dimensional vector. Then, CaDM receives the context vector as an
additional input, i.e., the input is given as a concatenation of state, action, and context vector.
We use β ∈ {0.25, 0.5, 1.0} for the penalty parameter in (1), K ∈ {5, 10} for the number of
past observations and M ∈ {5, 10} for the number of future observations.
A.4 Implementation of Model-based RL Baselines
Vanilla DM. We model the dynamics model as Gaussian, in which the mean is parameterized
by MLPs with 4 hidden layers of 200 units each and Swish activations (Ramachandran et al.,
2017) and the variance is fixed. Note that maximum likelihood estimation, i.e., log f(s′|s, a)
corresponds to minimizing the mean squared error in this setup.
Stacked DM. We implemented Stacked DM to take additional 10 observations as an additional
input.
GrBAL and ReBAL. We used a reference implementation provided by the authors.3 For Gr-
BAL, we model the dynamics model as MLPs with 3 layers of 512 units each and ReLU activa-
tions. The size of adaptive batch is 16. For ReBAL, we use 1-layer LSTM with 256 cells. We
use planning horizon h ∈ {10, 30} and learning rate 0.01.
PE-TS. We implemented PE-TS based on the code provided by the authors.4 Following the
setup in Chua et al. (2018), we used 5 bootstrap models for ensemble and 20 particles for
trajectory sampling. We model the dynamics model as MLPs with 4 hidden layers of 200 units
each and Swish activations.
2We modified the publicly available code at https://github.com/iclavera/learning_to_adapt
for implementation of these environments.
3https://github.com/iclavera/learning_to_adapt
4https://github.com/kchua/handful-of-trials
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A.5 Implementation of Model-free RL Baselines
Stacked PPO. We implemented Stacked PPO to take additional 10 observations as an additional
input.
PPO + PC. This baseline is implemented based on Rakelly et al. (2019). We train a PPO agent
with probabilistic context encoder that takes K ∈ {5, 10, 15} observations as an additional in-
put. We model the context encoder as the product of independent Gaussian factors, in which
the mean and the variance are parameterized by MLPs with 3 hidden layers of (256, 128, 64)
units that produce a 10-dimensional vector. Note that this probabilistic context encoder is per-
mutation invariant as in the original paper. For β in KL divergence term from variational lower
bound, we select β from {0.5, 1.0}.
PPO + EP. This baseline is implemented based on Zhou et al. (2019). We model the context en-
coder as the product of independent Gaussian factors, in which the mean and the variance are pa-
rameterized by MLPs with 3 hidden layers of (256, 128, 64) units that produce a 10-dimensional
vector. We first train interaction policy using two dynamics models for {100K, 125K} timesteps,
which are the same as the number of samples used for training Vanilla + CaDM, and then train
a context-conditional policy.
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B Effects of Training Environments
In this section, we analyze the effects of training environments on the generalization perfor-
mance of trained dynamics models. First, we compare the performance of Vanilla DM with
CaDM when the range of training environments gets wider. As shown in Figure 9, the general-
ization performance of Vanilla DM + CaDM on CartPole improves when the model is trained
on more wider range of environments while the performance of Vanilla DM does not improve,
which implies that our CaDM can indeed utilize contextual information. We also measure the
generalization performance of trained Vanilla DM + CaDM on a wide range of simulation pa-
rameters of CartPole (see Figure 10). As expected, the test performance degrades as the simu-
lation parameter deviates from training environments (pink shaded area). However, Vanilla DM
+ CaDM still consistently outperforms Vanilla DM in most simulation parameters.
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Figure 9: The performance (average returns) of (a) Vanilla DM and (b) Vanilla DM + CaDM on
CartPole environment with varying training ranges. The solid lines and shaded regions represent
the mean and standard deviation, respectively, across five runs.
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Figure 10: The performance of Vanilla DM and Vanilla DM + CaDM on unseen (moderate)
CartPole environments with varying force and length values. The pink shaded area represents
the training range. The results show the mean of returns averaged over three runs.
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C Learning Curves for Model-Based RL
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Figure 11: The performance (average returns) of trained dynamics models on (a) CartPole, (b)
Pendulum, (c) HalfCheetah, and (d) Ant. The transition dynamics of environments are changing
in both training and test environments. We remark that test environments consist of moderate
and extreme environments, where the former draws environment parameters from a closer (yet
different) range to the training range, compared to the latter. The solid (or dotted) lines and
shaded regions represent mean and standard deviation, respectively, across five runs.
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Figure 12: The performance (average returns) of trained dynamics models on (a) Crippled-
HalfCheetah, and (b) SlimHumanoid. The transition dynamics of environments are changing
in both training and test environments. We remark that test environments consist of moderate
and extreme environments, where the former draws environment parameters from a closer (yet
different) range to the training range, compared to the latter. The solid (or dotted) lines and
shaded regions represent mean and standard deviation, respectively, across five runs.
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D Learning Curves for Model-Free RL
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Figure 13: The performance (average returns) of model-free methods on (a) CartPole, (b) Pen-
dulum, (c) Half-cheetah and (d) Ant. The transition dynamics of environments are changing
in both training and test environments. We remark that test environments consist of moderate
and extreme environments, where the former draws environment parameters from a closer (yet
different) range to the training range, compared to the latter. The solid lines and shaded regions
represent mean and standard deviation, respectively, across five runs.
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Figure 14: The performance (average returns) of model-free methods on (a) CrippledHalfChee-
tah, and (b) SlimHumanoid. The transition dynamics of environments are changing in both
training and test environments. We remark that test environments consist of moderate and ex-
treme environments, where the former draws environment parameters from a closer (yet dif-
ferent) range to the training range, compared to the latter. The solid lines and shaded regions
represent mean and standard deviation, respectively, across five runs.
24
E Effects of Prediction Loss
Av
er
ag
e 
R
et
ur
n
0
50
100
150
200
Timesteps
0 10,000 20,000 30,000 40,000
Training
Av
er
ag
e 
R
et
ur
n
0
50
100
150
200
Timesteps
0 10,000 20,000 30,000 40,000
Moderate
Vanilla DM + CaDM (one-step forward)
Vanilla DM + CaDM (future-step forward)
Vanilla DM + CaDM (future-step forward & backward)
Av
er
ag
e 
R
et
ur
n
0
50
100
150
200
Timesteps
0 10,000 20,000 30,000 40,000
Extreme
(a) CartPole
Av
er
ag
e 
R
et
ur
n
−1600
−1400
−1200
−1000
−800
−600
−400
−200
Timesteps
0 10,000 20,000 30,000 40,000
Training
Av
er
ag
e 
R
et
ur
n
−1600
−1400
−1200
−1000
−800
−600
−400
−200
Timesteps
0 10,000 20,000 30,000 40,000
Moderate
Vanilla DM + CaDM (one-step forward)
Vanilla DM + CaDM (future-step forward)
Vanilla DM + CaDM (future-step forward & backward)
Av
er
ag
e 
R
et
ur
n
−1600
−1400
−1200
−1000
−800
−600
−400
−200
Timesteps
0 10,000 20,000 30,000 40,000
Extreme
(b) Pendulum
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
3000
3500
4000
Timesteps
0 5×104 10×104 15×104 20×104
Training
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
3000
3500
4000
Timesteps
0 5×104 10×104 15×104 20×104
Moderate
Vanilla DM + CaDM (one-step forward)
Vanilla DM + CaDM (future-step forward)
Vanilla DM + CaDM (future-step forward & backward)
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
3000
3500
4000
Timesteps
0 5×104 10×104 15×104 20×104
Extreme
(c) Half-cheetah
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
Timesteps
0 5×104 10×104 15×104 20×104
Training
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
Timesteps
0 5×104 10×104 15×104 20×104
Moderate
Vanilla DM + CaDM (one-step forward)
Vanilla DM + CaDM (future-step forward)
Vanilla DM + CaDM (future-step forward & backward)
Av
er
ag
e 
R
et
ur
n
0
500
1000
1500
2000
2500
Timesteps
0 5×104 10×104 15×104 20×104
Extreme
(d) Ant
Figure 15: The performance (average returns) of dynamics models optimized by variants of the
proposed prediction objective in (1) on (a) CartPole, (b) Pendulum, (c) HalfCheetah, and (d)
Ant. The transition dynamics of environments are changing in both training and test environ-
ments. We remark that test environments consist of moderate and extreme environments, where
the former draws environment parameters from a closer (yet different) range to the training
range, compared to the latter. The solid lines and shaded regions represent mean and standard
deviation, respectively, across five runs.
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Figure 16: The performance (average returns) of dynamics models optimized by variants of the
proposed prediction objective in (1) on (a) CrippledHalfCheetah, and (b) SlimHumanoid. The
transition dynamics of environments are changing in both training and test environments. We
remark that test environments consist of moderate and extreme environments, where the former
draws environment parameters from a closer (yet different) range to the training range, com-
pared to the latter. The solid lines and shaded regions represent mean and standard deviation,
respectively, across five runs.
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Figure 17: Prediction errors on (a) CartPole, (b) Pendulum, (c) HalfCheetah, (d) Ant, (e) Crip-
pledHalfCheetah, and (f) SlimHumanoid with varying simulation parameters. The solid (or
dotted) lines and shaded regions represent mean and standard deviation, respectively, across
three runs.
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G Embedding Analysis
(a) CartPole (b) Pendulum (c) HalfCheetah
(d) Ant (e) CrippledHalfcheetah (f) SlimHumanoid
Figure 18: t-SNE (Maaten and Hinton, 2008) visualization of context latent vectors extracted
from trajectories collected in various control tasks. Embedded points from environments with
the same parameter have the same color.
(a) CartPole (b) Pendulum (c) HalfCheetah
(d) Ant (e) CrippledHalfcheetah (f) SlimHumanoid
Figure 19: PCA visualization of context latent vectors extracted from trajectories collected in
various control tasks. Embedded points from environments with the same parameter have the
same color.
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(a) CartPole (b) Pendulum (c) HalfCheetah
(d) Ant (e) CrippledHalfcheetah (f) SlimHumanoid
Figure 20: t-SNE (Maaten and Hinton, 2008) visualization of raw state-action vectors extracted
from trajectories collected in various control tasks. Embedded points from environments with
the same parameter have the same color.
(a) CartPole (b) Pendulum (c) HalfCheetah
(d) Ant (e) CrippledHalfcheetah (f) SlimHumanoid
Figure 21: PCA visualization of raw state-action vectors extracted from trajectories collected in
various control tasks. Embedded points from environments with the same parameter have the
same color.
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