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SUMM.kRY 
In this paper, the author shows that some of the ideas used in [2] in discussing 
the additive “inverse problem” can be applied to the multiplicative problem as well, 
i.e., the problem of finding a real diagonal matrix V such that VA possesses prescribed 
eigenvalues sl, s2, , s,, where A is a symmetric, positive definite matrix. The 
multiplicative problem is harder in that the proofs are more difficult and not all 
results could be carried over. 
A precise statement of the problems to be considered is given in Section 1 and 
these are solved explicitly for the case n = 2 in Section 2. In Section 3. some sufficient 
conditions are given for the problem to have a solution (in case all the Sj have the 
same sign, and otherwise). An example is 
if 0 < s, < . . . < sib. 
1 
and If - min 
so l<j<n-1 
(s3~rl - Sj) > 4 max 
i 
l/2 
then the multiplicative inverse eigenvalue problem has a solution. 
Proofs are given in Section 4 and 5. In Section 6, it is shown that the constant 
- 
4 in the theorem stated above can be replaced by 213. An iterative method is given 
in Section 7, along with the statement of a criterion for convergence. Estimates for 
the eigenvalues of perturbed problems are given in Sections 8 and 9, enabling the 
proof of the convergence criterion to be given in Section 10. In Section 11 is an 
application to a specific problem and a numerical example. 
EINLEITUNG 
Ein inverses Eigenwertproblem bei endlichen Matrizen ist eine Aufgabe 
der folgenden Art. Ein Gebiet G des R” und eine Abbildung # von G in 
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den Raum der quaclratischen Matrizen cler Orclnung 16 sincl gegeben. 
Gesucht ist ein Vektor z E G, so da13 4(z) vorgegebene Eigenwerte sl, . . . , s, 
besitzt. Auf eine solche Aufgabe wird man gefiihrt, wenn man die Daten 
eines physikalischen Systems (mit endlich vielen Freiheitsgraclen) aus 
den bekannten Eigenfrequenzen zu bestimmen sucht. W$hrencl clas so 
gestellte Problem noch sehr allgemein ist, haben die praktisch vor- 
kommenden Aufgaben oft eine spezielle Struktur, so daB ftir grijBere 
Klassen von Problemen Methoclen zum Nachweis und zur Berechnung 
von Lijsungen angegeben werclen kijnnen. Z. B. fiihrt ein Problem cler 
theoretischen Chemie (Berechnung der Kraftkonstanten bei Schwingungs- 
moclellen fiir Molekiile) auf das in dieser Arbeit untersuchte sogenannte 
multiplikative Problem (vgl. die Arbeiten von H. Heinrich [3] und 
J. Uhlig [7] sowie die weiteren in [2] zitierten Schriften). Eine Ubersicht 
vom Standpunkt der Algebra iiber anclere inverse Aufgaben bei endlichen 
Matrizen gibt L. Mirsky [4], einige Analogien zu den inversen Spektral- 
aufgaben bei Differentialgleichungen sind in [Z] dargestellt. 
Die beiden folgenclen Probleme stehen in engem Zusammenhang mit 
der Spektraltheorie symmetrischer Matrizen. Seien eine symmetrische 
Matrix A der Ordnung +z und n reelle Zahlen sl, . . . , s, vorgegeben. Beim 
aclclitiven inversen Eigenwertproblem ist eine reelle Diagonalmatrix v 
gesucht, so daI3 A + V die Eigenwerte sl, . . . , s, besitzt. Beim multi- 
plikativen Problem (hier wircl A positiv clefinit vorausgesetzt) ist eine 
reelle Diagonalmatrix v gesucht, so daI3 VVA die Eigenwerte sl, . . . , s, hat. 
In [2] wurde das additive Problem betrachtet. Es wurclen not- 
wedge sowie hinreichende Beclingungen ftir die LGsbarkeit des Problems 
angegeben und die Konvergenz eines Iterationsverfahrens zur Berechnung 
von Lijsungen bewiesen. 
In clieser Arbeit sol1 gezeigt werclen, da0 sich einige der in [2] benutzten 
Prinzipien auf das multiplikative Problem iibertragen lassen. Zuminclest 
in clem Fall, daL3 alle sj positiv sina, erhalten wir Ergebnisse, die den im 
aclditiven Fall gewonnenen vergleichbar sind. Das multiplikative Problem 
scheint jecloch schwerer zug$nglich zu sein: Die Beweise sind etwas 
komplizierter und erforclern zusstzliche uberlegungen, einige Ergebnisse 
lassen sich anscheinend nicht iibertragen. 
Wir geben eine kurze Inhaltsiibersicht: Der Fall n = 2 kann explizit 
behanclelt werclen (Nr. 2). In Nr. 3 formulieren wir einen ersten Existenz- 
satz fiir den Fall positiver sj, bei clessen Beweis das benutzte Prinzip 
(geeignete Absch$itzung der Eigenwerte und Anwendung des Brouwerschen 
Fixpunktsatzes) besonders klar hervortritt. Eine von L. Elsner gefundene 
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Version dieses Satzes gibt ein Existenzkriterium such in dem Fall, da9 
die si verschiedene Vorzeichen haben. In Nr. 3 diskutieren wir such 
das Problem der im allgemeinen nicht eindeutigen Losbarkeit. Nr. 4 
bringt einen EinschlieBungssatz fur die Eigenwerte einer speziellen Auf- 
gabe, Nr. 5 den Beweis des Existenzsatzes. In Nr. 6 geben wir eine Ver- 
scharfung dieses Satzes (und erhalten damit ein genaues Gegenstiick 
zum Existenzsatz fur das additive Problem). In Nr. 7 werden ein Itera- 
tionsverfahren definiert und ein Konvergenzkriterium aufgestellt. In 
Nr. 8 wird eine Abschatzung fur die Eigenwerte benachbarter Eigenwert- 
probleme hergeleitet, die such fur sich genommen von Interesse ist. In 
Nr. 9 wird diese Abschatzung fiir den Beweis geeignet modifiziert, in 
Nr. 10 wird der Konvergenzbeweis (mit dem Banachschen Fixpunktsatz) 
beendet. In Nr. 11 diskutieren wir als Anwendung eine Aufgabe beim 
Mehrfachpendel und geben ein numerisches Beispiel. 
1. PROBLEMSTELLUNG 
Sei H der reelle R’“, n 3 2, mit dem inneren Produkt 
und den Normen 
\LI sei die Algebra aller reellen Matrizen der Ordnung n mit der durch 
(1.3) 
(1.1) 
(1.2) 
definierten Norm (Spektralnorm). 5 sei der lineare Teilraum der symme- 
trischen Matrizen, D der der Diagonalmatrizen. 11 sei die multiplikative 
Gruppe aller reellen orthogonalen Matrizen der Ordnung n. 
Wir stellen das 
PROBLEM I. Seien eine positiv definite Matrix A E 5 und n reelle 
Zahlen sl, . . . , s, gegeben. Gesucht ist eine Matrix V E D, so da/l VA die 
Eigenwerte sl, , . , s, besitzt. 
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Die meisten Ergebnisse beziehen sich auf das speziellere 
PROBLEM II. Wie Problem I, aber alle sj positiv. 
Sei A = (a,,), D = (ajjdjk) E 33 ist positiv. Daher sind die Eigenwert- 
aufgaben 
VAX = lx, (1.4) 
(DV)(D-1’2AD-1/2)(D1”‘~) = l(L)‘i’2x) (1.5) 
aquivalent. Wir konnen also ohne Beschrankung der Allgemeinheit 
a,, = aZ2 = * . f = arm = 1 (1.6) 
voraussetzen. Weiter kbnnen wir annehmen, dab die sj durch 
si < s* < . * * < s, (1.7) 
geordnet sind. Wir setzen 
s ‘- (Sj) E H, s + (s,C?,,) E a. 
Wegen der Definitheit von A sind die Aufgaben (1.4) und 
(1.8) 
Ai/lyAUlz = AZ, AVx = Z (1.9) 
aquivalent. Mit dem Sylvesterschen Tragheitssatz folgt: 1st I’ = (vjJjsjk) 
eine Losung von Problem I, so ist die Anzahl der negativen (bzw. positiven 
bzw. verschwindenden) wj gleich der Anzahl der negativen (bzw. positiven 
bzw. verschwindenden) sj. Insbesondere sind aile vj positiv, wenn alle 
sj positiv sind. In diesem Falle sind die Eigenwertaufgaben (1.4) und 
aquivalent. Damit haben wir eine neue Formulierung der Aufgabe. 
PROBLEM II. Gegeben seien positiv definite Matvizen A E 9, S E 33. 
Gesucht sind ein, positiv definites V E 52 und ein U E U mit 
V”“A Vw = u*su, (1.11) 
Bildet man mit den Einheitsvektoren die Rayleigh-Quotienten be- 
ztiglich der linken Matrix, so erkennt man mit der Extremaleigenschaft 
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der Eigenwerte und (1.6) 
0 < SIG z\ < s, (j = 1,. . .,?Z). (1.12) 
Diese Tatsache verwenden wir beim Beweis des Existenzsatzes. Man 
kann such von der Struktur des Raumes H absehen und die Aufgabe nur 
in der Matrizenalgebra ‘21 betrachten. 
PROBLEM II’. Gegeben seien positiv definite A, S E $3. Gesucht sind ein 
positives M’ E D und ein U E II mit 
IT-A II; = u*sc:. (1.13) 
Fur S E 33 ergibt sich Problem II, fur ein beliebiges S E & und A = E 
aber die gewijhnliche Eigenwertaufgabe der Matrix S. Man kann also 
das inverse Eigenwertproblem als eine V’erallgemeinerung des direkten 
Problems ansehen. Eine solche Deutung ist such beim additiven Problem 
mijglich (siehe Problem I in [2 I). 
9. 1)Eli FALL n = 2 
Im Falle n = 2 lal3t sich Problem I explizit behandeln. Seien die 
positiv definite Matrix 
1 n 
.+l = c 1 a 1’ a2< 1 
und die Zahlen sr, s2 gegeben. Es sollen Zahlen $, q bestimmt werden, so 
dalj sr, s2 LBsungen der Gleichung 
1?-A pa ~_ 
4” q-a;- 
sind, also 
1” - (P + 411 t Pdl 
oder nach dem Vietaschen Satze 
Pq = srsJ(l - a2), P + 
p und q sind die Wurzeln der Gleichung 
p2 - (sr i- s!Jru + s$,J(1 
I.ineer Algebra and 
0 
a2) = 0 
q = s1 -+ sp. 
(2.1) 
(2.2) 
_ a2) = 0. (2.3) 
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Hieraus ergibt sich die Realitatsbedingung 
Es gilt also 
(Si + sJ2 > 4s,s,/(l - 622). (2.4) 
SATZ 1. Sei n = 2. Notwendig und htinreichend fiir die L&barked 
van Problem I ist das Bestehen der Ungleichung 
(sl + s212a2 < (sl - s212. (2.5) 
3. EIN EXISTENZSATZ 
Im folgenden werden wir hgufig ausnutzen, dal3 D und H beztiglich 
der additiven Struktur isomorph sind. Ohne es in jedem Falle besonders 
anzumerken, werden wir die Elemente durch die Bezeichnungsweise 
v = (vJ E H, I/ = (VjhjJ E D (3.1) 
identifizieren. Es gilt 
!I~11 = ll~il. 
Fur VEH, uy>-O (j= l,..., n), sei 
Wir definieren 
(3.2) 
(3.3) 
Fiir v E G+ ist IIv(/ = II,. 
Fiir v E H, v1 < v2 < * * * < v,, sei 
d(v) - min (v,_, - vj), (3.4) 
l&<;n-I 
d(v) = WilI4l~ falls v # 0, (3.5) 
t(v) = v,/vp falls u EGO. (3.6) 
Die Abweichung einer Matrix B = (bj,) E 5 von der Diagonalgestalt 
messen wir durch die drei GriiDen 
Linear Algebra and Its Applications ‘2(1969), 63-86 
MULTIPLIKATIVE INVERSE EIGENWERTPROBLEME 71 
k+j 
Is,(B) = max i: 
3 k=l 
kitj 
la‘,(& = lI(bjk[l - djkl)jl. 
Dies sind drei Vektornormen auf .sj 0 D, es gilt 
&(B) < &,(B) < k,(B). 
Wir zeigen 
Ihkl’ 
(3.7) 
(3.8) 
SATZ 2. Problem II sei vorgelegt. A sei dz+rch (1.6) normiert. Sei 
sgG f und 
S(s) 2 4&(A). (3.9) 
Dann ist Problem II l&bar, dh. es gibt eine positive Diagonalmatrix V = 
(vjSjk) derart, dafi VA die Eigenwerte sl, . . . , s, besitzt. Es gibt mindestens 
ein V mit 
Ivj - sj/ < /I?) - S([ = /IV - SII < k(A)s, (i = 1, . . .,n). (3.10) 
Die Definitheit von A braucht iibrigens nicht besonders gefordert zu 
werden, wenn nur (1.6) erfiillt ist. Sie folgt schon aus den anderen Vor- 
aussetzungen. Nach (3.7), (3.9) gilt ngmlich 
$,(A) < (n - l)“‘b(A) < (n - l)“‘S(s)/4 < l/4(+2 - l)l” < 1 = ajj, (3.11) 
also ist A nach dem Kriterium von Hadamard-Gerschgorin definit. 
Die beiden folgenden dem Satz 2 analogen Satze gehen auf Bemerkun- 
gen von L. Elsner zurtick. 
SATZ 3. Sei s E GL und 
d(s) > 2&,(A). (3.12) 
Dann ist Problem II liisbar. 
Wegen (3.8) ist Satz 3 nur dann besser als Satz 2 (und Satz 5), wenn 
k(A) = go(A) ist, so daB der giinstigere Faktor ins Gewicht fallt. 
SATZ 4. Die Zahlen sj, s1 < s2 < + * * < s,, seielz nicht notwendig eines 
Vorzeichens, sei &,(A) < 1 und 
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(1 - k,(A)) 4s) 3 4&(A) Ilsll. 
Damn ist Problem I l&bar. 
(3.13) 
Fur positive sj ist dieser Satz wegen (3.8) schwacher als Satz 2. Sei 
s = (sj) E G. . 1st YZ eine Permutation der Zahlen 1, . . . , n, so sei 
U, sei die zugehorige Permutationsmatrix 
u,s = s,, s, = u,su,*. (3.15) 
Die Matrix A, = U,*AU, geht durch eine gleichsinnige Vertauschung 
von Zeilen und Spalten aus A hervor, es ist 
W,) = k(A), ISn(4 = ‘c,(A), &,(A,) = k,(A). (3.16) 
Die Voraussetzung von Satz 2 sei erftillt: 
h(s) > 4$(A) =S d(s) 
2, angewandt auf A, A, sichert die Existenz lTz n), 
j!f, - .s,! < ~(AJ.s,~, (3.17) 
derart, f,A, die Eigenwerte s1 Sei - U,f,U,*. Die 
Matrix 
~,‘4,) V,A (3.18) 
hat such die Eigenwerte sr, . . , s,,. Es gilt 
/iv, - XII = IIf, - S/l < k(-4)s,. 
Nach Voraussetzung ist fiir zwei Permutationen n und n’ 
~/S, - S,,+ 3 4&(A)s,. 
(3.19) 
(3.20) 
Folglich gibt es zu jedem S, eine Losung I/, mit (3.19), diese Losungen 
sind alle verschieden. Also gibt es n! verschiedene Losungen. Das ist 
fur ,4 = E u $(A) = 0 unmittelbar zu sehen. 
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\\‘ir haben also 
CORCXLAR zu S.uz 2. Unter der Voraussetzung des Satzes 2 besitzt 
Problem II n! verschiedene Liisungen, die den durch Permutation der 
Komponenten aus dem Vektor s hervorgehenden Vektoren s, durch (3.19) 
eineindeutig zugeordnet sind. 
Entsprechende Folgerungen lassen sich aus den Satzen 3 (wenn in 
(3.12) strikte Ungleichheit gilt), 4 und such 5 ziehen. Bri praktischen 
Aufgaben ist meistens eine Losung ausgezeichnet. 
4. EIX HILFSSATZ 
B = (b,,) E $I habe die Eigenwerte ,$, 
Sei 2’(,) (j = 1, . . . , ” ~2) ein System linear unabhangiger Vektoren aus H 
und 
b,(j) =I (F, y), b,(l) _+ (BY v) _J_ r b2(j) :‘- (By, By), _I’ = _vcj,, 
fil(j) m: b,(i)/b,(i) &i, “- b2(J)/bo(3) 
K . . . max [&,‘I, _ py, 
i 
Sei 
61(l) < &C”) < . . . < 6 (n) 
1 J d& 
min (6 (.i +l) _ $1(i)), 
1 
lsZj<n-1 
Sei d >, 2K. Dann gift 
l;i, - &(J)i < *[d - ($ - 4Kz)ry (4.2) 
< K2/(d - K) < K (j=l,...,n). (4.3) 
Die Abschatzung (4.2) ist die Aussage von Lemma 3 in [2], die Schranken 
in (4.3) entsprechen dem Satz von Temple und dem Satz von Krylov- 
Bogoljubov. 
Wir wenden die Abschatzung auf (1.10) an, also mit (3.2) 
B = B(v), y = V-‘/‘ei, ej= (0 ,..., l,..., 0), 
i 
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b,(j) = vJ~l, b,(j) = ajj = 1, b,(j) = i a&, 
k=l 
&,(j) - 6,(j)' = k$ a;kvjvk < &(A)‘%I,,~. 
k#j 
(4.4) 
Wegen der Aquivalenz der Aufgaben (1.4) und (1.10) gilt 
LEMMA 1. Sei T/’ = (vjSjk), v = (vi) EG+, d(v) > 2b(A)v,. Dann gilt 
fiir die durch (4.1) geordneten Eigenmerte von VA die Abschiitzung 
IAj - vjl < +[d(v) - {d(v)2 - 4#(A)2~,‘}‘1”] 
k(A)2vn2 
G d(v) _ jj(A)v,, ’ ‘(Abn 
5. BEWEIS DES EXISTENZSATZES 
Wir kijnnen & - $(A) > 0 voraussetzen. Sei 
d + d(s), E ZY &s, > 0. 
Sei K, die konvexe Menge 
K, ~{V = (Vj) EH: IjV - SI1 ~ E, S1 ~ Vj ~ S, (i = 1, 
Die Bedingung (3.9) ist aquivalent zu 
d - 2s > 2&s, > 0. 
Sei ?I E K,. Wegen (5.2), (5.3) ist 
sr < VI < vs < * * . < v, < s,. 
Fur j # k ist 
(4.5) 
(4.6) 
(5.1) 
n)>. (5.2) 
(5.3) 
(5.4) 
also 
Ivj - vkl > lsj - ski - 2~ > d - 2e > 2$s, > 2&v,, (5.5) 
d(v) > 2&v,. (5.6) 
Sei F die Operation, die jedem v E G, den Vektor der durch (4.1) ge- 
ordneten Eigenwerte von B(v) (vgl. (3.2)) zuordnet. Sei die Operation 
T durch 
Linear Algebra and Its Applications 9(1969), 65-86 
MULTIPLIKATIVE INVERSE EIGENWERTPROBLEME 75 
T(v) = s + v - F(v) (5.7) 
auf G+ definiert. Wegen (5.6), (4.6), (5.4), (5.1) gilt ftir ZI EK, die Un- 
gleichung 
1 jW) - s] 1 = j p(v) - VI I d &v, < ks, = 8. 
Wegen (5.7), (5.8), (5.3) ist 
0 < T(v), < T(v), < * . * < T(v),, 
also T(v) E G, . Wegen 
vj = (B(v)+ e,)/(e+ ej) 
und der Extremaleigenschaft der Eigenwerte ist 
J;(Z’)r d 211 < v, <F(v),, 
damit folgt 
.yr < sr + vr - qJ),, s,, + 21 n - F(v), < % 
sr < T(u), < T(v),, < s,. 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
T bildet K, in sich ab. Der Brouwersche Fixpunktsatz liefert die Existenz 
eines Fixpunktes von T in K,, also eines Vektors v, so dal3 B(v) bzw. 
VA die Eigenwerte sr, . . . , s, hat. 
Der Beweis von Satz 3 ist analog. Man kann &,(A) > 0 annehmen und 
setzt E + &,(A)s, > 0. Ungleichung (3.12) sichert 0 < ‘ur < vs < * * . < u,, 
ftir alle v E K,. Wir benutzen die Matrixnorm (1.3) und schatzen mit 
Hilfe des Satzes von Weyl (vgl. [5]) in folgender Weise ab. 
Beweis von Satz 4. Nach dem Satz von Gerschgorin gilt fiir die Eigen- 
werte Jj und die Diagonalelemente vj von VA wegen der Voraussetzung 
(3.13) die Abschstzung 
IAj - Vjl d k*l lajkvjl G ~,(A)lIVlL 
k#i 
Alles andere geht wie beim Beweis von Satz 2. Man kann E = &g(A)jlsIIn, 
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setzen und die iiberlegungen (5.9) bis (5.13) auBer acht lassen. 
6. VERSCHaRFUNG DES EXISTENZSATZES 
Der folgende Satz liefert die Existenz einer Losung von Problem II 
unter etwas schwacheren Voraussetzungen. Sei $ - &(A), d -d(s). 
SATZ 5. Sei s E G,. Sei statt (3.9) nur 
erfiillt. Dunn ist Problem II l&bar. Es gibt eine L6sung V mit 
E = Q[d - (da - 12ps spy tl . (6.2) 
Bemerkztq. Der Fall n = 2 zeigt, dal3 Satz 5 falsch wird, wenn man 
die Konstante 21’3 durch eine Zahl ersetzt, die kleiner als 2 ist. 
Beweis des Satzes. Wir kijnnen $ > 0 annehmen. Die durch (6.2) defi- 
nierte GriiBe F erfiillt 
0 < E < d/6 < d/4. (6.3) 
8 ist die kleinere Wurzel der quadratischen Gleichung 
also gilt 
Hieraus folgt 
b2sn2 = EO! - 3.~~ < (d - 2~)~/4, 
2&s, < d - 28, 
$2s,2 < cd - 3~~. 
(6.4) 
(6.5) 
(6.6) 
t e $[d - 2~ - {(d - 2~)~ - 4&2s,2}1”‘] < F. (6.7) 
Sei v E K,, aus (6.5) folgt wie in (5.4), (5.5) 
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44 3 %PJ,. 
Nun folgt mit (4.5) 
[IT(v) - sj = IIF - v/I <*[a(v) - V+J)~ - 4G2vs2] <t GE. (6.10) 
Wegen (6.1) ist d(s) > 2@, > 2t, also folgt (5.9) aus (6.10) und (5.12) 
hat (5.13) zur Folge. Daher ist TK,C K,, die Behauptung folgt. 
Auf den ersten Blick erscheint es merkwtirdig, da13 dieser Satz formal 
dem Existenzsatz in [2] entspricht, obgleich sich die beiden Probleme 
nicht unmittelbar ineinander tiberfiihren lassen. Die ubereinstimmung 
erklart sich aus der in beiden Fallen benutzten EinschlieDung (4.2) und 
der Analogie der Beweise. 
7. KONVERGENZ EINES ITERATIONSVERFAHRENS 
Zur Berechmmg einer Losung von Problem II kann man das Iterations- 
verfahren 
yk+i) = T(y& k = 0, 1, . . ., ~(0) = .s (7.1) 
verwenden. Wir wollen die Konvergenz des Verfahrens untersuchen. 
Wir zeigen 
SATZ 6. Sei Problem II vorgelegt. Sei s E G,. Seien g - &(A), 6 2 
S(s), t - T(S) defilziert zvie ilz (3.5) bis (3.7). Sei 
f * 6 - 4(1 + t) & > 0, (7.2) 
Dann konvergiert das Iterationsverfahren (7.1) gegen eine Ldsung von 
Problem II. 
Bei festem s E G, ist also die Konvergenz fur alle hinreichend kleinen 
&(A) gesichert. Wahrend die Existenzsatze fiir das additive und das 
multiplikative Problem viillig analog sind (Satz 4 in [2], Satz 5 hier, 
Q?(s)/s, tritt an die Stelle von d(s)), brauchen wir ftir den Konvergenz- 
beweis beim multiplikativen Problem eine zusatzliche Information tiber 
die ,,Kondition“ t(s). 
Linear Algebra and Its Applications 2(1969), 65-86 
78 K. P. HADELER 
Nach Nr. 3, Corollar zu Satz 2, gibt es unter der Voraussetzung von 
Satz 6 zu jedem durch Permutation der Komponenten aus s hervorgehen- 
den Vektor s, eine benachbarte Losung von Problem II. Diese anderen 
Losungen bekommt man durch Iteration mit den Operationen 
T,(v) = s, + v - UAV), V(0) = s,. (7.4) 
Die Konvergenz dieser Iterationen folgt such aus Satz 6, da die Iteration 
mit (7.4) einer Iteration (7.1) mit einer anderen Matrix, namlich A, = 
U,*AU,, entspricht (ein Beispiel befindet sich in Nr. 11). 
Wie der Beweis zeigt, lassen sich die Bedingungen (7.2), (7.3) noch 
abschwachen (etwa durch Benutzung von (4.5)), sie werden dann vie1 
untibersichtlicher. Der Beweis beruht auf einem Hilfssatz, den wir in 
einer allgemein anwendbaren Form (Lemma 2) und in einer speziell auf 
den Beweis zugeschnittenen Form (Lemma 3) vorweg beweisen. 
8. BENACHBARTE EIGENWERTPROBLEME 
Wir betrachten die Eigenwertaufgaben 
VAX = ilx, JJ = (VjSjkL (vj) = v, (8.1) 
(V + P)Ai = ,uc?z, ’ = (Pjdjk)j (Pj) = P (f3.2) 
mit positiven I’, 5’ + P E 3. Die zugehbrigen Vektoren v, v + p seien 
in GT. Die Eigenwerte von (8.1), (8.2) seien durch 
1, < 1, < * * . < A,, (3.3) 
rul\f4.. < <***<p, (8.4) 
geordnet. Wenn die Nichtdiagonal-Elemente von A hinreichend klein 
sind, d.h. b(A) klein ist, gilt 
Iuj * nj + Pj. 
Wir wollen jetzt eine quantitative Aussage dieser Art gewinnen. 
LEMMA 2. Sei & t #(A). Seien v, v + p E G,, z&em gelte 
Vl > II~IIJ (8.5) 
44 - w, > 21/P1l%&5. w3) 
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Dann ist fiir j = 1, . . . , n 
(3.7) 
Der Beweis erfolgt in sechs Schritten. 
(1) Das Spektrum der Matrix Q E .$ liege im Interval1 [m, M]. Sei 
z E H, .z # 0. Dann besagt die (dem Templeschen Satze aquivalente) 
Ungleichung von Diaz-Metcalf (vgl. [l]) 
Mm@, 4 < (M + d(Qz, 4 - (Qz> Qz). 
Eine Umformung ergibt 
(2) Sei x = xtjj der Eigenvektor der Aufgabe (8.1) zum Eigenwert 
2 = aj und y = yfj, = IJ~~‘~x, (y, y) = 1, so dal3 mit (3.2) 
gilt. Wegen W(v)) < W)V”J d(v) > &(A)v,~ kiinnen wir aus der in [2], 
Formel (17), hergeleiteten Ungleichung 
(8.9) 
entnehmen. 
qJ)y = ;Ir, 
(3) Wir bilden mit dem Vektor x = xCjj die (vom Index j abhangigen) 
Momente der Aufgabe (8.2) 
a, = ((V + P)-lx, x) = ((V + P)-‘Vy, Y), 
al = (Ax, X) = A(V-lx, X) = L(y,y), (8.10) 
a2 = (A(lr + &4x, x) = A2((IJ + P)Ply,y). 
Wir setzen 
z = (Zk), zk = 
l/2 
Yjk, Q = (%-;;f? s,*) (j,k=l,..., n). 
3 
(8.11) 
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wenden wir (8.8) an, 
(8.12) 
Rechts haben wir nach (4.6) abgeschatzt. 
(4) Mit dem Courantschen Minimum-Maximum-Prinzip kijnnen wir 
eine a-priori-Abschatzung der Eigenwerte von (8.2) gewinnen. R jbezeichne 
einen beliebigen j-dimensionalen Teilraum von H. 
pj = min max (A% 4 (V-124, u) 
Rj u.Rf, u#O 
(V-%4, u) ((V + P)-%4,u) 1 
Ahnlich zeigt man ,uj > Aj min,(v, + Pk)/vk. Daher gilt 
Aj(l - ~~P~~/vl) Gpj d lj(l + I~Pl//4 (i = ‘, ” ‘Jn). (8.13) 
Ebenso gilt fur die Rayleigh-Quotienten qj der Aufgabe (8.2), 
4j = &(Y, Y)/(Cv + p)-‘vY9 YIP Y = Y(j) (j=l,. . .) n), (8.14) 
die Abschatzung 
Aj(l - lllllivd G qj G $(I + IIPll/vl) (i = 1,. . .) n). (8.15) 
(5) Fur j f k gilt wegen (8.6) 
Aj + I,< < Lfi + A*_, < (Ofi + 8’s) + (‘n - d(v) + &‘fi) < 2v*’ (8.16) 
Also gilt nach (8.13), (8.X), (4.6), (8.6) fur i = 1,. . ., n - 1 
rUj+l - S, 3 Aj4~l(1 - IIPlll”J - lj(l + IIPll/vl) 
= ItI a -S- (Aj+l + nj)I/#ll/vl>d(v) -22v~-2vnllPlllvl>o~ 
(8.17) 
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(13 -Pj-13 d(v) - 'bs-2 - 2v*IIPII/v1 >' (i = 2,. . . , n). (8.18) 
Nun kijnnen wir den Satz von Temple ([2], Lemma 2) anwenden. Die 
,,Varianz” wird durch (8.12), der Abstand des Rayleigh-Quotienten vom 
nachsten Eigenwert durch (8.17), (8.18) abgeschatzt. Es ergibt sich 
(6) Es ist (JJ~,,, yC i,) = 1. Eine einfache Rechnung zeigt 
Fur j i_ k ist 
v,< + Ij < max[v, + An-,, v,_1 + 4J < 2v,L - 44 + bJ,> 
nach (4.6) ist 
Mit (8.22), (8.21), (8.9) folgt aus (8.20) 
Die Ungleichungen (8.19) und (8.23) ergeben zusammen (8.7). 
!). JIODIFIKATION DER ABSCHaTZUNG 
Der Beweis des Konvergenzsatzes geht auf 
Mit E - ks, setzen wir wieder 
den des Satzes 2 zuriick. 
(j= l,...,n). 
(8.20) 
(8.21) 
(8.22) 
(8.23) 
K,={~:~~~-s~~~F,s~~~~~s, (j=l,...,n)}. 
Seien $ - &(A), d & d(s), 6 =_ 6(s), z G z(s) definiert wie in Nr. 3. Eine 
etwas abweichende Version von Lemma 2 ist 
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LEMMA 3. Sei s E G, und E = &s,. Sei 
s > 4(1 + r)&. (9.1) 
Seien v, v + p E K,. Dam gilt fiir die ilz NY. 8 
-pjl G P(kJ 6J t, ’ //P/lJ 
p(&, 6, r) ‘- 272 
[ 
-- (l+ 5)2 (9.2) 
6 - 4(1 
+ ___5..._ &. 
+ t)rs (S - 3&)2 I 
Beweis. Wegen v, v + p E K, ist 
IlPlj < 28 = w,. 
Die rechte Seite von (8.12) wird durch 
(s,/sA2(l + la25%IIPI/ 
abgeschatzt. (8.17) wird durch 
rui+l - qj > (d - 2&s,) - 2&s, - 2s, * ~&s,/sI 
= d - 4&s,(l + s&r) 
ersetzt, analog (8.18). Damit folgt 
Mit 
sl/s+a < Cvj + Pj)/‘j d sn/sI 
erhalten wir statt (8.20) und (8.23) 
(9.3) 
(8.12’) 
(8.17’) 
(8.19’) 
(8.23’) 
mit Benutzung von (8.21), (8.22), (9.3). Nun ergeben (8.19’), (8.23’) 
zusammen (9.2). 
lo. BEWEIS DES KONVERGENZSATZES 
Im Beweis des Satzes 2 (Nr. 5) haben wir gezeigt, da8 T die Menge 
K,, E = &s,, in sich abbildet, wenn nur (3.9) erftillt ist. (7.2) impliziert 
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aber (3.9). Wir brauchen nur noch zu zeigen, da9 T auf K, kontrahierend 
ist. Dann liefert der Banachsche Fixpunktsatz die Behauptung. 
Die Kontraktionsbedingung 
iIT - T(v)11 < Kl1~ - aI/, K < 1, fur alle u, v E K, (10.1) 
konnen wir wegen 
T(ZI + 9) - I‘(v) = F(v) + p - F(v f p) 
in 
IlW t PI -F(v) -PII < qPll~ h’< 1, 
(10.2) 
fur alle v, $ mit 21, II + p E K, 
umformen. Unter der Voraussetzung (9.1), d.i. (7.2), gibt die Abschatzung 
(9.2) 
Die Voraussetzung (7.3), d.h. p < 1, sichert die Existenz einer Lipschitz- 
konstanten < 1. 
Il. BEISPIELE 
Man kann die inversen Eigenwertprobleme in folgender Weise deuten : 
Bei einem physikalischen System mit endlich vielen Freiheitsgraden 
sollen gewisse Parameter so gewahlt werden, da13 das System vorgegebene 
Eigenfrequenzen besitzt. Die praktisch wohl wichtigere Aufgabe, un- 
bekannte und nicht unmittelbar zugangliche Parameter aus den gemessenen 
Frequenzen zu berechnen, ftihrt auf dasselbe Problem. Nattirlich werden 
physikalische Probleme nicht in jedem Falle auf symmetrische Matrizen 
fiihren. Wir betrachten die Schwingungen eines ebenen n-fachen Pendels 
(zusammengesetztes Pendel). Die einzelnen (mathematischen) Pendel 
haben die Langen 1, > 0, die Massen mj > 0. Die Auslenkung des jten 
Pendels heil3e p: = am. Wir definieren die Massensummen 
(j = 1 , . . ., n) (11.1) 
und die drei positiv definiten Matrizen 
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M = (mjk), mjk = %ax(j,k)~ N = (ujdjk), L = (lid,,). (11.2) 
Die linearisierten Bewegungsgleichungen sind 
- LML+ = cNLp, (11.3) 
mit einer positiven Konstanten c, in die die Erdbeschleunigung eingeht. 
Der Ansatz p = .z * exp(iyt) ftihrt auf die definite Matrix-Eigenwertaufgabe 
LMLz = INLz, L = c/y. (11.4) 
FIG. 1. 
Es sei nur angemerkt, da13 sich (11.4) aufgrund der speziellen Gestalt 
von M in die Eigenwertaufgabe einer symmetrischen Tridiagonalmatrix 
W = (wjk) iiberftihren la&. 1st il Eigenwert von (11.4), so ist R-l Eigen- 
wert von W, 
Wenn speziell alle mj und alle lj gleich 1 sind, so sind die 3L-l die Null- 
stellen des Laguerre-Polynoms vom Grade n. (Dies ist ein Spezialfall 
der bekannten Beziehung zwischen Tridiagonalmatrizen und orthogonalen 
Polynomen.) 
Die Aufgaben (11.4) und 
LAX = Lx, A = N-lr”MN-I/’ 
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sind aquivalent. Die Diagonalelemente der Matrix A sind gleich 1. Ftir 
n = 3 ist z.B. 
c 1 (a,/al)‘~2 (a,/al)1’2 A = (cr2/al)‘~” 1 (y.a/aa)i” , (a,/al)‘fi (cc3/ct2)‘~~ 1 ! 
&(A) wird dann klein, wenn die Massen mj mit wachsendem j rasch 
abnehmen. Dann sind die Einzelpendel schwach gekoppelt, d.h. die 
Quadrate der Frequenzen sind in erster Naherung proportional den 
reziproken Langen der Einzelpendel. Andererseits sind bei der Be- 
schreibung des Schwingungsvorgangs durch (11.3)) (11.4) neben kleinen 
Ausschlagen qj such kleine Massenquotienten m,+,/mi vorauszusetzen 
(vgl. dazu [6], dort wird allerdings, wie in vielen anderen Lehrbtichern 
der Mechanik, nur der Fall n = 2 betrachtet). 
Wir schreiben nun die Frequenzen vi, va, va vor und versuchen die 
Langen I,, I,, 1, zu bestimmen. Da d(s)/s, < 4 ist und &(A) mit abnehmen- 
den Massenquotienten nur langsam klein wird, kiinnen wir die Liisbarkeit 
nur fur ein gtinstiges Beispiel sichern: 
m, = 9900, m2 = 99, m3 = 1 =C- b(A)2 = l/50. 
Wir schreiben das Frequenzverhaltnis (das Problem ist homogen!) 
vr : va : va = 5 : 7 : 35 
vor. Dann gilt fur die sj = vjw2 bei geeigneter Umnumerierung 
si : s2 : .s3 = 1 : 25 : 49, 
also ist d(s)/.s, = 24149 > 2\‘3/1/50, nach Satz 5 existiert eine Losung. 
Wir schreiben fur die Langen z. B. 1, < 1, < L3 vor. Mit dem Iterations- 
verfahren (7.1) erhalten wir (bei Normierung auf si = 1) nach 5 Schritten 
die Naherung 
I, = 7+ = 1.0105, 1, = ~)a = 25.5166, I, = v3 = 48.4729. 
F(v) wurde dabei nach dem Jacobi-Verfahren, angewandt auf B(v), be- 
rechnet. Das Konvergenzkriterium des Satzes 6 ist bei diesem Beispiel 
nicht erftillt. 
Das Iterationsverfahren konvergiert sogar bei wesentlich ungtinstigeren 
Beispielen : 
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ml = 50, m, = 8, W2.J = 1 * &(A) = 0.5135, 
Y1 : v2 : v3 = 1: 2 : 3 * s1 : .s2 : sg = 1: 2f : 9. 
Urn die Mehrdeutigkeit der LGsung zu demonstrieren, geben wir in diesem 
Beispiel alle LGsungen zu s = (4, 9, 36) an: 
Permutation der sj LGsang u Zahl der Schritte 
(1.213) 5.ili6 8.7014 34.5810 L’i 
(1,3,2) 4.8414 33.5744 lo..>842 4 
(2.1.3) 7.6226 6.4648 34.4913 30 
(2 3 1) 
(3:1:2) 
11.3561 33.0615 4.5823 12 
34.7024 5.9123 8.385’ 17 
(3,&l) 33.7599 10.2854 4.9547 13 
Diese Lijsungen sind alle physikalisch sinnvoll. Eine spezielle kann etwa 
wie oben ausgezeichnet werden. 
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