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a b s t r a c t
Wepresent several new families of (Λ×T , w, λ) (2D) wavelength/time optical orthogonal
codes (2D-OOCs)withλ = 1, 2. All families presented are either optimalwith respect to the
Johnson bound (J-optimal) or are asymptotically optimal. The codes presented have more
flexible dimensions and weight than the J-optimal families appearing in the literature.
The constructions are based on certain pointsets in finite projective spaces of dimension k
over GF(q) denoted PG(k, q). This finite geometries framework gives structure to the codes
providing insight. We establish that all 2D-OOCs constructed are in fact maximal (in that
no new codeword may be added to the original whereby code cardinality is increased).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
An (n, w, λa, λc)-optical orthogonal code (OOC) is a family of binary sequences (codewords) of length n, and constant
Hamming weightw satisfying the following two conditions:
• (auto-correlation property) for any codeword c = (c0, c1, . . . , cn−1) and for any integer 1 ≤ t ≤ n − 1, we have∑n−1
i=1 cici+t ≤ λa,• (cross-correlation property) for any two distinct codewords c, c ′ and for any integer 0 ≤ t ≤ n − 1, we have∑n−1
i=0 cic
′
i+t ≤ λc ,
where each subscript is reduced modulo n.
An (n, w, λa, λc)-OOC with λa = λc is denoted as (n, w, λ)-OOC. The number of codewords is the size of the code. For
fixed values of n,w, λa and λc , the largest size of an (n, w, λa, λc)-OOC is denotedΦ(n, w, λa, λc). An (n, w, λa, λc)-OOC of
sizeΦ(n, w, λa, λc) is said to be optimal. In applications, optimalOOCs facilitate the largest possible number of asynchronous
users to transmit information efficiently and reliably. From the Johnson Bound for constant weight codes it follows [3] that
Φ(n, w, λ) ≤ J(n, w, λ) =
⌊
1
w
⌊
n− 1
w − 1
⌊
n− 2
w − 2
⌊
· · ·
⌊
n− λ
w − λ
⌋⌋
· · ·
⌋
= bf (n, w, λ)c . (1)
Regarding (n, w, λ)-OOCs, bounds tighter than J(n, w, λ) do appear in the literature (see e.g. [10]). For the codes
discussed here (1) is the only applicable bound.
Let F be an infinite family of OOCs of varying length n with λa = λc . For any (n, w, λ)-OOC C ∈ F containing at least
one codeword, the number of codewords in C is denoted by M(n, w, λ) and the corresponding Johnson bound is denoted
by J(n, w, λ).
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The family F is called asymptotically optimal if
lim
n→∞
M(n, w, λ)
J(n, w, λ)
= 1.
The (n, w, λa, λc) OOCs spread the input data bits in the time domain. Technologies such as Wavelength-Division-
Multiplexing (WDM) and dense-WDM enable the spreading of codewords over both time and wavelength domains [15]
where codewords may be considered as Λ × T (0, 1)-matrices. These codes are referred to in the literature as
multiwavelength, multiple-wavelength, wavelength-time hopping, and 2-dimensional OOCs. Here we shall refer to these
codes as 2-dimensional OOCs (2D-OOCs).
The code length of a conventional 1D-OOC is always large in order to achieve good bit error rate performance. However,
long code sequenceswill occupy a large bandwidth and reduce the bandwidthutilization. 1D-OOCs also suffer fromrelatively
small cardinality.
The 2D-OOCs overcome both of these shortcomings. We denote by (Λ × T , w, λa, λc) a 2D-OOC with constant weight
w,Λwavelengths and time-spreading length T . The auto-correlation and cross-correlation of a (Λ× T , w, λa, λc)-2D-OOC
have the following properties.
• (auto-correlation property) for any codeword A = (ai,j) and for any integer 1 ≤ t ≤ T − 1, we have∑Λ−1
i=0
∑T−1
j=0 ai,jai,j+t ≤ λa,• (cross-correlation property) for any two distinct codewords A = (ai,j), B = (bi,j) and for any integer 0 ≤ t ≤ T − 1, we
have
∑Λ−1
i=0
∑T−1
j=0 ai,jbi,j+t ≤ λc ,
where each subscript is reduced modulo T .
From the Johnson Bound for constant weight codes it follows [15] that
Φ(Λ× T , w, λ) ≤ J(Λ× T , w, λ)
where
J(Λ× T , w, λ) =
⌊
Λ
w
⌊
ΛT − 1
w − 1
⌊
ΛT − 2
w − 2
⌊
· · ·
⌊
ΛT − λ
w − λ
⌋⌋
· · ·
⌋
= bf (Λ× T , w, λ)c .
The following is easily verified.
Lemma 1. If n = Λ · T then the above bounds satisfy
Λ · J(n, w, λ) ≤ J(Λ× T , w, λ) ≤ Λ · J(n, w, λ)+Λ− 1.
Consequently
(1) If f (n, w, λ)− J(n, w, λ) < 1
Λ
(in particular if f (n, w, λ) is integral) then
Λ · J(n, w, λ) = J(Λ× T , w, λ).
(2) Let T = Λ′ · T ′. If f (Λ× T , w, λ)− J(Λ× T , w, λ) < 1
Λ′ then
Λ′ · J(Λ× T , w, λ) = J(ΛΛ′ × T ′, w, λ).
Note that the inequalities (1) appear in [10].
The constructions of J-optimal families of 2D-OOCs appearing in the literature impose strong restrictions on the codes
by stipulating that Λ = T or by fixing the weight w = 3 and are limited to the case λ = 1. Here we present new infinite
families of J-optimal 2D-OOCs λ = 1, 2 with a greater degree of freedom in choosing Λ and T . Table 1 will perhaps place
our constructions in context.
Let F be an infinite family of 2D-OOCs with varying ‘‘length’’ ΛT with λa = λc . For any (Λ × T , w, λ)-OOC C ∈ F
containing at least one codeword, the number of codewords in C is denoted by M(Λ × T , w, λ) and the corresponding
Johnson bound is denoted by J(Λ× T , w, λ).
The family F is called asymptotically optimal if
lim
ΛT→∞
M(Λ× T , w, λ)
J(Λ× T , w, λ) = 1. (2)
Constructions of asymptotically optimal families of 2D-OOCs can be found in [9,10,13–15]. Related to optimality is the
concept of amaximal code.
Definition 2. An (n, w, λa, λc)-OOC (resp. (Λ × T , w, λa, λc)-2D-OOC) C is said to be extendable if there exists a binary
sequence (resp. matrix)w 6∈ C such that C ∪ {w} is an (n, w, λa, λc)-OOC (resp. (Λ× T , w, λa, λc)-2D-OOC). A code which
is not extendable is said to be maximal.
If a given code C has a cardinality that does not achieve an established upper bound, an exhaustive search could determine
whether or not C is maximal. Of course, for codes of reasonable length, exhaustive searches quickly become infeasible.
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Table 1
Constructions of families J-optimal 2D-OOCs q a prime power, p prime, n = Λ · T .
Parameters Conditions Reference
Codes with λ = 1
(Λ× T , w, 1) n = p2,Λ = T = p, p = w(w − 1)t + 1, t ∈ Z [15]
(Λ× T , 3, 1) n ≡ 1(mod 6),Λ ≡ T ≡ 1(mod 6) [7]
(Λ× T , q+ 1, 1) n = qk+1−1q−1 , k even Theorem 9
(Λ× T , q+ 1, 1) n = qk+1−1q−1 , k odd, gcd(q+ 1, T ) = 1 Theorem 10
(Λ× T , q+ 1, 1) n = qk+1−1q−1 ,Λ < q+ 1 Corollary 12
(Λ× T , q, 1) n = qk − 1 Theorem 14
Codes with λ = 2
(Λ× T , q+ 1, 2) n = qk + 1, k even Theorem 17
(Λ× T , q+ 1, 2) n = qk + 1, k odd, gcd(q+ 1, T ) = 1 Theorem 18
(Λ× T , q+ 1, 2) n = qk + 1,Λ < q+ 1 Corollary 20
Codes of small weight
(Λ× T , 3, 2) n = 2k + 1, k odd Lemma 24
(Λ× T , 4, 2) n = 2k + 1, k ≥ 3 Theorem 27
(Λ× T , 6, 2) n = 4k−13 , k ≡ 0, 1(mod 3) Theorem 32
(Λ× T , 6, 2) n = 4k−13 , k ≡ 2(mod 3), gcd(21, T ) = 1 Theorem 33
Table 2
Maximal asymptotically optimal families of 2D-OOCs q a prime power, n = Λ · T .
Parameters Conditions J(Λ× T , w, λ)− |C | Reference
(Λ× T , q+ 1, 1) n = qk−1q−1 , k odd gcd(q+ 1, T ) 6= 1
⌊
Λ
q+1
⌋
Theorem 10
(Λ× T , q+ 1, 2) n = qk + 1, k odd, gcd(q+ 1, T ) 6= 1
⌊
Λ
q+1
⌋
Theorem 18
(Λ× T , q+ 1, 2) n = qk − 1, k odd, q > 2
⌊
Λ(qk−1−1)
q+1
⌋
Theorem 25
(Λ× T , q+ 1, 2) n = qk − 1, k even, q > 2 gcd(q+ 1, T ) = 1
⌊
Λ(qk−1−1)
q+1
⌋
Theorem 25
(Λ× T , q+ 1, 2) n = qk − 1, k even, q > 2 gcd(q+ 1, T ) 6= 1
⌊
Λqk−1
q+1
⌋
Theorem 25
The codes constructed here correspond to pointsets in finite projective spaces and as suchwe are able in all cases to establish
our codes as either optimal or maximal. In particular we provide infinite families of asymptotically optimal 2D-OOCs that
are maximal (see Table 2).
2. 2D-OOCs from 1D-OOCs
Let w be a codeword in a 1D-OOC (resp. 2D-OOC). Throughout, we denote by σ t(w), the 1D-codeword (resp. 2D-
codeword) which arises by cyclically permutingw by t positions to the right.
Theorem 3. Let C be an (n, w, λa, λc)-OOC. For any factorization n = ΛT there exists an (Λ × T , w, λ′a, λ′c) 2D-OOC C ′ with
λ′a ≤ λa and λ′c ≤ max{λa, λc} and |C ′| = Λ · |C |.
Proof. For each codewordw = (a0, a1, . . . , an−1) ∈ C define theΛ× T 2-dimensional codewordsW0,W1, . . . ,WΛ−1 by
Wk =
(
bij
)
where bij = ai+jΛ+k for i = 0 . . .Λ− 1, j = 0 . . . T − 1
W0 =

a0 aΛ a2Λ · · · a(T−1)Λ
a1 aΛ+1 a2Λ+1 · · · a(T−1)Λ+1
a2 aΛ+2 a2Λ+2 · · · a(T−1)Λ+2
...
...
...
. . .
...
aΛ−1 a2Λ−1 a3Λ−1 · · · an−1

W1 =

an−1 aΛ−1 a2Λ−1 · · · a(T−1)Λ+1
a0 aΛ a2Λ · · · a(T−1)Λ
a1 aΛ+1 a2Λ+1 · · · a(T−1)Λ+1
...
...
...
. . .
...
aΛ−2 a2Λ−2 a3Λ−2 · · · an−2

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W2 =

an−2 aΛ−2 a2Λ−2 · · · a(T−1)Λ−2
an−1 aΛ−1 a2Λ−1 · · · a(T−1)Λ+1
a0 aΛ a2Λ · · · a(T−1)Λ
...
...
...
. . .
...
aΛ−3 a2Λ−3 a3Λ−3 · · · an−3

...
...
WΛ−1 =

an−Λ+1 a1 aΛ+1 · · · a(T−2)Λ+1
an−Λ+2 a2 aΛ+2 · · · a(T−2)Λ+2
an−Λ+3 a3 aΛ+3 · · · a(T−2)Λ+3
...
...
...
. . .
...
a0 aΛ a2Λ · · · a(T−1)Λ
 .
Let C ′ be the (Λ× T , w, λ′a, λ′c)-2D-OOC comprised of all 2D codewords constructed as above.
Auto-correlation: We claim λ′a ≤ λa. Indeed, letW = (wij) ∈ C ′ correspond in the construction above to the codeword
w = (a0, a1, . . . , an−1) ∈ C where say w00 = at−1. It follows thatW and σ N(W ) have λ′a common 1s if and only if σ t(w)
and σ t+NΛ(w) have λ′a common 1s. Consequently λ′a ≤ λa.
Cross-correlation: LetW = (wij) and V = (vij) be 2-dimensional codewords constructed as above corresponding to the
1-dimensional codewordsw = (a0, a1, . . . , an−1) and v = (b0, b1, . . . , bn−1) respectively where saywt0 = a0 and vs0 = b0.
It follows that σ N(W ) and σM(V ) have λ′c common 1s if and only if σ t+NΛ(w) and σ s+MΛ(v) have λ′c common 1s. If w = v
then we have λ′c ≤ λa and ifw 6= vwe have λ′c ≤ λa.
We conclude that C ′ is a (Λ× T , w, λ′a, λ′c)-2D-OOC with λ′a ≤ λa and λ′c ≤ max{λa, λc}. 
The construction in Theorem 3 together with Lemma 1 gives the following.
Corollary 4. Let C be an (n, w, λ)-OOC with n = Λ · T .
(1) If C is J-optimal and f (n, w, λ)− J(n, w, λ) < 1
Λ
(in particular, if f (n, w, λ) is integral), then a J-optimal (Λ× T , w, λ)-
2D-OOC exists.
(2) If C is a member of a J-optimal family and f (n, w, λ) − J(n, w, λ) ≥ 1
Λ
then a family of (Λ × T , w, λ)-2D-OOCs exists
which is (at least) asymptotically optimal.
(3) If C is amember of an asymptotically optimal family then a family of (Λ×T , w, λ)-2D-OOCswhich is (at least) asymptotically
optimal exists.
The proof of the following is entirely similar to that of Theorem 3.
Theorem 5. Let C be a (Λ×T , w, λa, λc)-2D-OOC. For any factorization T = T1 ·T2 there exists a (T1Λ×T2, w, λ′a, λ′c)-2D-OOC
C ′ with λ′a = λa and λ′c = max{λa, λc} and |C ′| = T1 · |C |.
Theorem 5 and Lemma 1 give the following.
Corollary 6. Let C be an (Λ× T , w, λa, λc)-2D-OOC with T = T1 · T2.
(1) If C is J-optimal and f (Λ× T , w, λ)− J(Λ× T , w, λ) < 1T1 (in particular, if f (Λ× T , w, λ) is integral), then a J-optimal
(Λ · T1 × T2, w, λ)-2D-OOC exists.
(2) If C is amember of a J-optimal family and f (Λ×T , w, λ)−J(Λ×T , w, λ) ≥ 1T1 then a family of (Λ·T1×T2, w, λ)-2D-OOCs
exists which is (at least) asymptotically optimal.
(3) If C is a member of an asymptotically optimal family then a family of (Λ · T1 × T2, w, λ)-2D-OOCs which is (at least)
asymptotically optimal exists.
3. OOCs from singer cycles
3.1. 1D-OOCs
As much of our work relies heavily on the structure of finite projective spaces, we give a brief overview of the relevant
concepts. More details about finite projective geometries can be found in Hirschfeld [6]. We let PG(k, q) represent the
finite projective geometry of dimension k and order q. The space PG(k, q) can be modeled easily with the vector space
of dimension k + 1 over the finite field GF(q). Under this model, the 1-dimensional subspaces represent the points, 2-
dimensional subspaces represent lines, etc. Using this model, it is not hard to show by elementary counting that the number
of points of PG(k, q) is given by θ(k, q) = qk+1−1q−1 . We will continue to use the symbol θ(k, q) to represent this number.
The Fundamental Theorem of Projective Geometry states that the full automorphism group of PG(k, q) is the group
PΓ L(k + 1, q) of semilinear transformations acting on the underlying vector space. A Singer group is a cyclic group acting
sharply transitively on the points and hyperplanes of PG(k, q), and the generator of such a group is known as a Singer cycle.
Singer groups are known to exists in projective spaces of any order and dimension.
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The construction of OOCs from projective geometry makes use of a Singer cycle that is most easily understood by
modeling a finite projective space using a finite field. If we let β be a primitive element of GF(qk+1), the points of Σ =
PG(k, q) can be represented by the field elements β0 = 1, β, β2, . . . , βn−1 where n = qk+1−1q−1 . Hence, in a natural way a
point set A of PG(k, q) corresponds to a binary n-tuple (or codeword) (a0, a1, . . . , an−1)where ai = 1 if and only if β i ∈ A.
The non-zero elements of GF(qk+1) form a cyclic group under multiplication, and it follows from this that multiplication
by β induces an automorphism, or collineation, on the associated projective space PG(k, q). Denote by φ the collineation
of Σ defined by β i 7→ β i+1. The map φ clearly acts sharply transitively on the points of Σ . It is important to note that if
S is a point set of Σ corresponding to the codeword c = (a0, a1, . . . , an−1) of weight w, then φ induces a cyclic shift on
the coordinates of c. For any such set S, consider its orbit OrbG(S) under the group G generated by φ. We shall say S has full
G-orbit if |OrbG(S)| = n = θ(k, q). Otherwise, S is said to have a short G-orbit.
If OrbG(S) is a full orbit, then a representative member of the orbit, say S itself, and corresponding codeword is chosen.
The collection of all such codewords give rise to an (n, w, λa, λc)-OOC, where λa is determined by
max
1≤i<j≤ θ(k,q)
{|φi(S) ∩ φj(S)|}
and λc is determined by
max
1≤i,j≤ θ(k,q)
{|φi(S) ∩ φj(S ′)|} .
3.2. 2D-OOCs
In a similar way we can construct 2-dimensional codewords by considering orbits under some subgroup of G. Let
n = θ(k, q) = Λ · T where G is the Singer group of Σ = PG(k, q). Since G is cyclic there exists an unique subgroup H
of order T (H is the subgroup with generator φΛ).
Definition 7. LetΛ, T be integers such that n = θ(k, q) = Λ · T . For an arbitrary pointset S inΣ = PG(k, q)we define the
Λ × T incidence matrix A = (ai,j), 0 ≤ i ≤ Λ − 1, 0 ≤ j ≤ T − 1 where ai,j = 1 if and only if the point corresponding to
β i+Λj is in S.
If S is a pointset of Σ with corresponding Λ × T incidence matrixW of weight w, then φΛ induces a cyclic shift on the
columns ofW . For any such set S, consider its orbit OrbH(S) under the group H generated by φΛ. The set S has full H-orbit
if |OrbH(S)| = T = nΛ and short H-orbit otherwise. If S has full H-orbit then a representative member of the orbit and
corresponding 2-dimensional codeword is chosen. The collection of all such codewords gives rise to a (Λ × T , w, λa, λc)-
2D-OOC, where λa is determined by
max
1≤i<j≤ T
{|φΛ·i(S) ∩ φΛ·j(S)|}
and λc is determined by
max
1≤i,j≤ T
{|φΛ·i(S) ∩ φΛ·j(S ′)|} .
Let n = θ(k, q) = Λ · T and let C1 be an (n, w, λ)-OOC wherew ∈ C1 corresponds to the pointset S in PG(k, q). Let C be
the (Λ × T , w, λ)-2D-OOC constructed from C1 as in Section 2 where say w gives rise to the matricesW0,W1, . . . ,WΛ−1.
We make the following observations:
(1) W0,W1, . . . ,WΛ−1 are the incidence matrices (Definition 7) corresponding to the sets S, φ(S), φ2(S), . . . , φΛ−1(S)
respectively.
(2) If an incidence matrix W corresponds to a set S then a cyclic shift by one position (in each row) applied to W is the
incidence matrix associated with the set φΛ(S).
4. Optimal 2D-OOCs, λ = 1
4.1. A construction from lines of PG(k, q)
4.1.1. A known 1-dimensional construction
Let Σ = PG(k, q), n = θ(k, q), and let G be the Singer group of Σ generated by the mapping φ. In [3] Chung, Salehi,
and Wei construct (n, w, 1)-OOCs using lines of Σ . For k even it is well known that each line in PG(k, q) has full G-orbit.
When k is odd there exists a single short orbit of lines having length θ(k,q)q+1 (the lines of the unique short orbit are disjoint
and constitute a line spread of PG(k, q)). In either case, the number L(k, q) of full line orbits can be determined as in the
following Theorem. Two lines of Σ intersect in at most one point and each line contains q + 1 points. It follows that the
codewords satisfy both λa ≤ 1 and λc ≤ 1 and the following is obtained.
Theorem 8 ([3]). For any prime power q and any positive integer k, there exists an optimal (θ(k, q), q+ 1, 1)-OOC consisting
of L(k, q) =
⌊
qk−1
q2−1
⌋
codewords.
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4.1.2. A 2-dimensional construction
If k is even then f (θ(k, q), q+ 1, 1) is integral. Hence, applying the results of Theorem 3 and its corollary to the codes of
Theorem 8, we have the following.
Theorem 9. For k even and for any factorization θ(k, q) = Λ · T there exists a J-optimal (Λ× T , q+ 1, 1)-2D-OOC.
Let us now restrict to the case k is odd. Let C1 ba a J-optimal (n, q + 1, 1)-OOC constructed as in Theorem 8. In general,
we shall show that the process outlined in Theorem 3 fails to yield (from C1) a J-optimal 2D-OOC. It is however possible to
producemaximal or even optimal 2-dimensional codes.We first interpret the process of transforming 1D-OOCs to 2D-OOCs
given in Section 2 in terms of incidence matrices and subgroups of Singer groups.
Let `, having full G-orbit in Σ = PG(k, q), correspond to the codeword w in C1. If n = Λ · T then as described in
Section 2 a (Λ×T , q+1, 1)-2D-OOC can be constructed from C1 where sayw gives rise to the codewordsW0,W1, . . .WΛ−1.
Let H ≤ G where |H| = T (i.e., H is the subgroup of G generated by φΛ). Observe that if ` ∈ Σ has full G-orbit
then ` also has full H-orbit. In fact the orbit, OrbG(`), is partitioned into Λ full H-orbits with respective representative
members `, φ(`), φ2(`), . . . , φΛ−1(`). The incidence matrices of `, φ(`), φ2(`), . . . , φΛ−1(`) are precisely the codewords
W0,W1, . . .WΛ−1.
Theorem 10. Let k be odd, let n = θ(k, q) and let n be factored as n = Λ · T .
(1) If gcd(q+ 1, T ) 6= 1 then there exists a maximal (Λ× T , q+ 1, 1)-2D-OOC C where
|C | = J(Λ× T , q+ 1, 1)−
⌊
Λ
q+ 1
⌋
.
(2) If gcd(q+ 1, T ) = 1 then a J-optimal (Λ× T , q+ 1, 1)-2D-OOC exists.
Proof. Let G be the Singer group of Σ = PG(k, q) and let S be the spread of Σ consisting of the lines of the short G-orbit.
Let H be the subgroup of G generated by φΛ and consider the action of H on the lines of Σ . Codewords shall correspond
to full H-orbits of lines. As observed above, each full G-orbit of lines gives rise to Λ full H-orbits of lines. Thus, the L(k, q)
(= J(n, q+ 1, 1)) full G-orbits of lines give rise toΛ · J(n, q+ 1, 1) full H-orbits. Choose a representative member of each of
these full H-orbits and a correspondingΛ× T incidence matrix. In this way a (Λ× T , q+ 1, 1)-2D-OOC C results, where
|C | = Λ · J(n, q+ 1, 1)
= Λ ·
⌊
1
q+ 1
⌊
qk + qk−1 + · · · + q
q
⌋⌋
= Λ ·
⌊
qk−1 + qk−2 + · · · + q
q+ 1 +
1
q+ 1
⌋
= Λ · q
k−1 + qk−2 + · · · + q
q+ 1 ,
whereas the corresponding bound is
J(Λ× T , q+ 1, 2) =
⌊
Λ
q+ 1
⌊
qk + qk−1 + · · · + q
q
⌋⌋
=
⌊
Λ
(
qk−1 + qk−2 + · · · + q
q+ 1 +
1
q+ 1
)⌋
= |C | +
⌊
Λ
q+ 1
⌋
.
We claim that anyword extending C must correspond to a line in S. Indeed, anywordw extending C corresponds to a set
A of q+ 1 points inΣ . If any two points of Awere incident with a line having full G-orbit thenwwould violate λc ≤ 1. Since
the lines of short G-orbit (i.e. the members of S) are mutually disjoint, it follows that A = ` ∈ S. Since |OrbG(`)| = nq+1 ,
it is clear that a necessary and sufficient condition for ` to have full H-orbit is that lcm
[
Λ, nq+1
]
= n (else λa = q + 1) or
equivalently that gcd(q+ 1, T ) = 1. In other words,
lcm
[
Λ,
n
q+ 1
]
= n ⇐⇒ Λ = (q+ 1) · gcd
(
Λ,
n
q+ 1
)
= gcd(Λ(q+ 1), n)
= Λ · gcd
(
q+ 1, n
Λ
)
.
This gives part 1 of the theorem.
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For part 2, assume lcm
[
Λ, nq+1
]
= n. In this case the lines `, φ(`), φ2(`), . . . , φ Λq+1−1 have distinct (full) H-orbits
partitioning S. The corresponding incidence matrices supplement the code C giving a J-optimal code as required. 
Remark 11. Let k be odd, let n = θ(k, q) = Λ · T where gcd(q+ 1, T ) = 1. In the proof of Theorem 10 the code C is shown
to have a rather remarkable property-unique extendability. That is, |C | = J(Λ× T , q+ 1, 1)−
⌊
Λ
q+1
⌋
and can be extended
to the J-optimal code C ′. Moreover, any codeword that extends the code C must be (a cyclic shift of) a codeword belonging
to C ′. In other words, there is precisely one maximal code that arises by sequentially extending C .
Corollary 12. Let k ≥ 3 and let n = θ(k, q). If n = Λ · T where Λ < q + 1 then there exists a J-optimal (Λ× T , q+ 1, 1)-
2D-OOC.
It is pointed out in [8] that with regard to implementation it is sometimes advantageous to obtain 2D-OOCswithminimal
Λ. If gcd (q+ 1, T ) = 1 then Λ is bounded below by q + 1. The following clarifies precisely when the construction above
yields a J-optimal code under the conditionΛ = q+ 1.
Corollary 13. Let k ≥ 3 be odd and n = θ(k, q) where gcd (q+ 1, k+12 ) = 1.
(1) A J-optimal ((q+ 1)× nq+1 , q+ 1, 1)-2D-OOC exists.
(2) For any factorization nq+1 = T1 × T2, a J-optimal ((q+ 1) · T1 × T2, q+ 1, 1)-2D-OOC exists.
Proof. First observe that
n
q+ 1 =
qk + qk−1 + · · · + q+ 1
q+ 1 = q
k−1 + qk−3 + · · · + q2 + 1.
Therefore,
gcd
(
q+ 1, n
q+ 1
)
= gcd(q+ 1, qk−1 + qk−3 + · · · + q2 + 1)
= gcd
(
q+ 1, qk−1 + qk−3 + · · · + q2 + 1− k+ 1
2
+ k+ 1
2
)
= gcd
(
q+ 1, k+ 1
2
)
.
Hence, part 1 follows from Theorem 10. Part 2 follows from Corollary 6 and the fact that f
(
(q+ 1)× nq+1 , q+ 1, 1
)
is
integral.
4.2. A construction from sublines of PG(1, q)
In [2], root sublines of PG(1, qk) are used to construct J-optimal (qk − 1, q, 1)-OOCs. J-optimal codes of the same
parameters were also constructed in [12] using properties of finite fields. From the fact that f (qk − 1, q, 1) = θ(k− 2, q) is
integral and Corollary 6 we get the following:
Theorem 14. For any factorization qk − 1 = Λ · T there exists a J-optimal (Λ× T , q, 1)-2D-OOC.
5. Optimal 2D-OOCs λ = 2
In this section we examine the construction of OOCs using the geometry of root-sublines in both the projective line
PG(1, qk) and the affine line AG(1, qk). We start with the projective line.
5.1. Codes from projective sublines of PG(1, qk)
5.1.1. A known construction of 1-dimensional codes
In [2], projective root sublines are used to construct J-optimal (qk + 1, q+ 1, 2)-OOCs. We provide a brief description of
the construction. It is well-known that in the projective space PG(d, qk) one can find subspaces isomorphic to PG(d, q) by
considering subspaces over a subfield ofGF(qk). Wewill use the term root subline to denote a subline of PG(1, qk) isomorphic
to PG(1, q). The coordinates of PG(1, q) are uniquely determined by 3 points, hence three points uniquely determine a root
subline. It is important to note that a Singer cycle φ acting on PG(1, qk) preserves root sublines (i.e., maps root sublines to
root sublines).
LetΣ = PG(1, qk). Let β be a primitive element of GF(q2k) so that the points ofΣ are represented as {1, β, β2, . . . , βqk}.
Let φ denote the map as is Section 3 where the Singer group G associated withΣ is generated by φ.
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Denote by B(qk) the number of distinct root sublines in Σ . As 3 points uniquely determine a root subline, counting
ordered quadruples (P1, P2, P3, L)where L is a root subline containing the Pis we obtain
B(qk) = (q
k + 1)qk(qk − 1)
(q+ 1)q(q− 1) .
The following two results are shown in [2].
Theorem 15 ([2]). Let Σ = PG(1, qk) and let G be the Singer group of Σ as defined above. Consider the orbits under G of the
root sublines of Σ . A necessary and sufficient condition for the existence of a short orbit of root sublines is that q + 1 divides
qk + 1 (or, equivalently k is odd). In the case k is odd, there is precisely one short orbit of root sublines which forms a partition of
Σ . Consequently, the number of full orbits of root sublines is equal to⌊
B(qk)
qk + 1
⌋
=
⌊
qk−1(qk − 1)
q2 − 1
⌋
.
Letting codewords correspond to full orbits of root sublines yields the following.
Theorem 16 ([2]). For each k ≥ 2 and for each prime power q, there exists a J-optimal (qk + 1, q+ 1, 2)-OOC.
5.1.2. A 2-dimensional construction
If k is even then f (qk + 1, q+ 1, 2) is integral. Thus, by Theorem 16 and Corollary 6 we have the following.
Theorem 17. Let k ≥ 2 be even. For any factorization qk + 1 = Λ · T there exists a J-optimal (Λ× T , q+ 1, 2)-2D-OOC.
We consider now the case when k is odd.
Theorem 18. Let k be odd and let n = qk + 1 = Λ · T .
(1) If gcd(q+ 1, T ) 6= 1 then a maximal (Λ× T , q+ 1, 2)-2D-OOC C exists where
|C | = J(Λ× T , q+ 1, 2)−
⌊
Λ
q+ 1
⌋
.
(2) If gcd(q+ 1, T ) = 1 then a J-optimal (Λ× T , q+ 1, 2)-2D-OOC C ′ exists.
Proof. The proof is similar to that of Theorem 10.
LetΣ = PG(1, qk), let G be the Singer group ofΣ generated by the automorphism φ. Let H be the unique subgroup of G
with |H| = T , (note that H is generated by φΛ).
For each full H-orbit of root sublines a representative member shall be selected and the correspondingΛ× T incidence
matrix shall be a codeword. All root sublines of full G-orbit are also of full H-orbit. Therefore, (Theorem 15) based solely on
lines of full G-orbit we may construct an (Λ× T , q+ 1, 2)-2D-OOC C with
|C | = Λ
⌊
qk−1(qk − 1)
q2 − 1
⌋
= Λ
⌊
q2k−2 + q2k−3 + · · · + qk + qk−1 − 1
q+ 1 +
1
q+ 1
⌋
= Λ · q
2k−2 + q2k−3 + · · · + qk + qk−1 − 1
q+ 1 .
The corresponding bound is
J(Λ× T , q+ 1, 2) =
⌊
Λ
qk−1(qk − 1)
q2 − 1
⌋
= Λ · q
2k−2 + q2k−3 + · · · + qk + qk−1 − 1
q+ 1 +
⌊
Λ
q+ 1
⌋
= |C | +
⌊
Λ
q+ 1
⌋
.
According to Theorem 15 there is precisely one short G-orbit of root sublines, the short orbit is of length q
k+1
q+1 and forms
a partition ofΣ .
Suppose C is not maximal, sayW 6∈ C and C ′ = C ∪ {W } is a (Λ× T , q+ 1, 2)-2D-OOC. The codewordW is theΛ× T
incidence matrix of some pointset S of size q+ 1 inΣ . We claim that S is a root subline ofΣ having short orbit. Indeed, let
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P1, P2, P3 ∈ S. These three points uniquely determine a root subline `. If ` has full orbit thenW would have at least three
common 1s with some codeword in C hence violating λc ≤ 2. Consequently, as the lines of short orbit are mutually disjoint,
it follows that S = ` is a root subline of a short G-orbit.
Clearly, a necessary and sufficient condition for W to satisfy λa ≤ 2 is that lcm
[
Λ, nq+1
]
= n, or equivalently, that
gcd(q+ 1, T ) = 1. This proves Part 1 of the theorem.
For Part 2, assume gcd(q + 1, T ) = 1 so that each root subline of short G-orbit is of full H-orbit. Let ` be a root subline
of short G-orbit. The respective H-orbits of the root sublines `, φ(`), φ2(`), . . . , φ
Λ
q+1−1(`) are full, mutually disjoint, and
form a partition of OrbG(`).
By including the incidence matrices corresponding to each of `, φ(`), φ2(`), . . . , φ
Λ
q+1 (`) in the code C we arrive at a
code C ′ with |C ′| = |C | + Λq+1 = J(Λ× T , q+ 1, 2) as required. 
Remark 19. Let k be odd, let n = qk + 1 = Λ · T where gcd(q+ 1, T ) = 1. In the proof of Theorem 18 the code C is shown
to be uniquely extendable. In other words, there is precisely one maximal code that arises by sequentially extending C .
Corollary 20. Let k be odd and let n = qk + 1 = Λ · T . If Λ < q+ 1 then a J-optimal (Λ× T , q+ 1, 2)-2D-OOC exists.
If gcd (q+ 1, T ) = 1 then Λ is bounded below by q + 1. The following clarifies precisely when the construction above
yields a J-optimal code under the conditionΛ = q+ 1.
Corollary 21. Let k ≥ 3 be odd and let n = qk + 1 where gcd (q+ 1, k) = 1.
(1) A J-optimal ((q+ 1)× nq+1 , q+ 1, 2)-2D-OOC exists.
(2) For any factorization nq+1 = T1 × T2, a J-optimal ((q+ 1) · T1 × T2, q+ 1, 2)-2D-OOC exists.
Proof. First observe that
gcd
(
q+ 1, q
k + 1
q+ 1
)
= gcd(q+ 1, qk−1 − qk−2 + qk−3 − · · · − q+ 1)
= gcd(q+ 1, qk−1 − qk−2 + qk−3 − · · · − q+ 1− k+ k)
= gcd(q+ 1, k).
Therefore, part 1 follows from Theorem 18. Part 2 follows from the Corollary 6 and fact that f
(
(q+ 1)× nq+1 , q+ 1, 2
)
is
integral.
5.2. Codes from projective sublines of AG(1, qk)
5.2.1. A known 1-dimensional construction
In [2], projective root sublines of an affine line are used to construct (qk−1, q+1, 2)-OOCs, we provide a brief description
of the construction. To form the affine lineΠ = AG(1, qk), one could simply delete a point P∞ (at infinity) from the projective
line Σ = PG(1, qk). Unfortunately, there is no Singer group (central to the previous constructions) on the points of Π .
However, there is a Singer like mapping φˆ acting on E = Π \ {P0} (where P0 is the point corresponding to the field element
0). The map φˆ acts cyclically transitively on E, generating a group Gˆ. Most importantly φˆ preserves root sublines.
Consider the collection S of all root sublines ` ∈ Σ = PG(1, qk) with ` ⊂ E (i.e., those root sublines which are disjoint
from both P∞ and P0). A simple counting argument shows the number of such root sublines to be
|S| = (q
k + 1)(qk)(qk − 1)
(q+ 1)(q)(q− 1) − 2 ·
(qk)(qk − 1)
(q)(q− 1) +
(qk − 1)
(q− 1) . (3)
In [2] it is shown that a member of S will have short Gˆ-orbit if and only if k is even, in which case there is precisely one
short orbit constituting a partition of the qk−1 points of E. Letting codewords correspond to full Gˆ-orbits, a code is produced
as in the following theorem.
Theorem 22 (see [2]). For each k ≥ 2 and for each prime power q, there exists a (qk−1, q+1, 2)-OOC of size
⌊
|S|
qk−1
⌋
≈ q2k−3.
Corollary 23 (see [2]). The construction above yields a class of codes that are:
(1) Asymptotically optimal with respect to the Johnson bound.
(2) J-optimal for q = 2.
(3) J-optimal for k = 2.
(4) Maximal.
Wemention that J-optimal codeswith the parameters given in corollary item3were constructed by Chung andKumar [4]
using a different construction technique.
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5.2.2. A 2-dimensional construction
If k is odd then f (2k + 1, 3, 2) is integral. Thus, by Corollary 23 (part 2), and Corollary 6 we have the following.
Lemma 24. Let k > 2 be odd. For any factorization 2k − 1 = Λ · T there exists a J-optimal (Λ× T , 3, 2)-2D-OOC.
Theorem 25. Let n = qk − 1 = Λ · T where q > 2.
(1) If k is odd then a maximal (Λ× T , q+ 1, 2)-2D-OOC C exists with
|C | = J(Λ× T , q+ 1, 2)−
⌊
Λ(qk−1 − 1)
q+ 1
⌋
.
(2) If k is even and gcd(q+ 1, T ) = 1 then a maximal (Λ× T , q+ 1, 2)-2D-OOC C exists with
|C | = J(Λ× T , q+ 1, 2)−
⌊
Λ(qk−1 − 1)
q+ 1
⌋
.
(3) If k is even and gcd(q+ 1, T ) 6= 1 then a maximal (Λ× T , q+ 1, 2)-2D-OOC C exists with
|C | = J(Λ× T , q+ 1, 2)−
⌊
Λ(qk−1)
q+ 1
⌋
.
Proof. LetΣ, E, S, φˆ, and Gˆ be as in 5.2.1. Let Hˆ be the unique subgroup of Gˆwith |Hˆ| = T .
Part 1: Since k is odd, all root sublines have full Gˆ-orbit and are therefore of full Hˆ-orbit. Letting codewords correspond
to full Hˆ-orbits we arrive at a (Λ× T , q+ 1, 2)-2D-OOC C with
|C | = |S|
T
= Λ
qk − 1
(
(qk + 1)(qk)(qk − 1)
(q+ 1)(q)(q− 1) − 2 ·
(qk)(qk − 1)
(q)(q− 1) +
(qk − 1)
(q− 1)
)
= Λ · q
2k−1 − 2qk − qk−1 + q+ 1
q2 − 1 .
The corresponding bound is
J(Λ× T , q+ 1, 2) =
⌊
Λ
q+ 1
⌊
qk − 2
q
⌊
qk − 3
q− 1
⌋⌋⌋
=
⌊
Λ
q+ 1
⌊
qk − 2
q
(qk−1 + qk−2 + · · · + q)
⌋⌋
(since q > 2)
=
⌊
Λ · q
2k−1 − qk − 2qk−1 + 2
q2 − 1
⌋
= |C | +
⌊
Λ(qk−1 − 1)
q+ 1
⌋
.
Suppose C is not maximal, say W 6∈ C and C ′ = C ∪ {W } is a (Λ × T , q + 1, 2)-2D-OOC. The codeword W corresponds
to a pointset A ⊂ E of size q + 1 ≥ 4. Clearly A is not a root subline (else some cyclic shift ofW would be in C). Therefore
A contains a subset B = {Q1,Q2,Q3,Q4} of four points which are not incident with a common root subline. Every triple
of points from B uniquely determines a root subline, hence the points of B determine four root sublines. Since these root
sublines pairwise intersect in two points of B they may have no further points in common. In particular at most two of them
could intersect {P0, P∞} nontrivially. Therefore, some subset of three points of A determines a root subline that was used in
the construction of C , a contradiction with λ = 2.
Part 2: Since gcd(q+ 1, T ) = 1, all root sublines have full Hˆ orbit and the proof follows as in Part 1.
Part 3: Since gcd(q + 1, T ) 6= 1, only those root sublines with full Gˆ-orbit will be of full Hˆ-orbit. As the number of root
sublines of short Gˆ orbit is precisely q
k−1
q+1 we may construct a (Λ× T , q+ 1, 2)-2D-OOC C with
|C | = |S| −
qk−1
q+1
T
= Λ · q
2k−1 − 2qk − qk−1 + 2
q2 − 1
= J(Λ× T , q+ 1, 2)−
⌊
Λ(qk−1)
q+ 1
⌋
.
For maximality, observe that any wordW extending C corresponds (as above) to a pointset A. The set A can not be a root
subline of short Gˆ-orbit since gcd(q + 1, T ) = 1, nor can A be a root subline of full Gˆ-orbit (elseW would violate λc ≤ 2).
Thus, A is not a root subline and therefore contains four points B = {Q1,Q2,Q3,Q4} determining four distinct root sublines.
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Again, at most two of these root sublines could intersect {P0, P∞} nontrivially. Moreover at most one of the root sublines
determined by B could have short orbit (by dint of the fact that two lines of short Gˆ-orbit are necessarily disjoint). Hence,
some subset of three points of A determines a root subline that was used in the construction of C , a contradiction. 
Remark 26. Note that even in the case k = 2 where the OOC is J-optimal, the resulting 2D-OOC will NOT be J-optimal.
6. Codes of small weight, λ = 2
6.1. Codes of weight 4
For k ≥ 3, J-optimal (2k − 1, 4, 2)-OOCs are known to exist. Such codes are constructed in [11] using orbits of affine
planes in AG(k, 2)whereas in [2], orbits of hyperovals in PG(k, 2) are used. It is a simple matter to show that f (2k − 1, 4, 2)
is integral. A direct application of Corollary 4 then gives the following:
Theorem 27. Let k ≥ 3 and let 2k − 1 = Λ · T . Then there exists a J-optimal (Λ× T , 4, 2)-2D-OOC.
6.2. Codes of weight 6
In [1] orbits of hyperovals in PG(k, 4), k ≡ 0, 1 (mod 3), are used to produce J-optimal ( 4k+1−13 , 6, 2)-OOCs. We briefly
describe the construction here.
Let Σ = PG(k, q) have Singer group G generated by φ. Elementary counting (see e.g. [6], Theorem 3.1) can be used to
show that the number of planes inΣ is
(qk+1 − 1)(qk+1 − q)(qk+1 − q2)
(q3 − 1)(q3 − q)(q3 − q2) . (4)
It is well understood that not all planes have full G-orbit. The number of full orbits of planes (as well as flats of arbitrary
dimension) was investigated in [5]. From that work it follows that a necessary and sufficient condition for the existence of
a short G-orbit of planes is that k ≡ 2 (mod 3). Moreover, if k ≡ 2 (mod 3) then there exists precisely one short orbit of
planes inΣ , this orbit constitutes a partition (i.e., a plane spread) ofΣ , and the G-stabilizer of any plane is either trivial or
is isomorphic to the Singer group of PG(2, q). Letting Nq(2, k) be the number of full 2-flat orbits in PG(k, q), we have the
following.
Lemma 28 ([5]). Using the notation above,
Nq(2, k) =
⌊(
1
θ(k, q)
)
(qk+1 − 1)(qk+1 − q)(qk+1 − q2)
(q3 − 1)(q3 − q)(q3 − q2)
⌋
.
In general, hyperovals of PG(2, 4) can intersect in as many as 3 points. However, it is known (see Section 14.3 of [6]) that
the group PSL(3, 4) acting on the points of PG(2, 4) splits the hyperovals into three distinct orbits, each of size 56, and each
consisting of a family of hyperovals that pairwise intersect in at most 2 points. Any hyperoval on a plane of full G-orbit is
itself of full G-orbit. Consequently the following holds.
Theorem 29 ([1]). Let n = θ(k, 4), k ≡ 0, 1(mod 3). There exists an (n, 6, 4)-OOC C consisting of 56 · N4(2, k) codewords.
Moreover, if k ≡ 0, 1(mod 3) then C is J-optimal and if k ≡ 2(mod 3) then |C | = J(n, 6, 2)− 2.
The case when k ≡ 2(mod 3) is intriguing in that the codes constructed are just 2 words shy of the Johnson bound. We
are able to show that the codes are not maximal. To see this, fix k ≡ 2(mod 3) where Σ = PG(k, 4) and let C be a code
constructed as above. Suppose C can be extended with a new codewordw. We claim that the six points corresponding tow
necessarily lie in a plane of short orbit. Indeed, any set of six pointsmust contain a triangle and it can be shown that all trian-
gles in a plane of full orbit are covered by precisely one hyperoval used in the construction. Therefore the triangle in question
must be on a plane pi with short orbit. It follows that since the short orbit planes are disjoint that all six points are on pi .
The G-stabilizer of pi is isomorphic to the Singer group of pi . Consequently, if C ′ = C ∪ {w1,w2} were a 2-word
extension of C , then the two pointsets corresponding tow1,w2may be assumed coplanar andwould give rise to a J-optimal
(θ(2, 4) = 21, 6, 2)-OOC of size 2. An exhaustive search usingMagma confirms that no such code exists. Moreover, a simple
computation with Magma shows the existence of a (21, 6, 2)-OOC of size 1 (the corresponding set of 6 points comprises a
line together with an additional (non-arbitrary) point). Thus we have the following.
Lemma 30. No J-optimal (21, 6, 2)-OOC exists andΦ(21, 6, 2) = 1.
Lemma 31. Let n = θ(k, 4), k ≡ 2(mod 3). There exists a maximal (n, 6, 4)-OOC C consisting of J(n, 6, 2)− 1 codewords.
If k ≡ 0, 1 (mod 3) then f ( 4k+1−13 , 6, 2) is integral. A direct application of Corollary 4 then gives the following:
Theorem 32. Let k ≡ 0, 1 (mod 3) and let 4k+1−13 = Λ · T . Then there exists a J-optimal (Λ× T , 6, 2)-2D-OOC.
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In the case k ≡ 2(mod 3) it is unknown whether J-optimal (θ(k, 4), 6, 2) codes exist. We are able however to produce
J-optimal 2-dimensional codes in this case.
Theorem 33. Let n = θ(k, 4), k > 2, k ≡ 2 (mod 3) and let n = Λ · T . If gcd(21, T ) = 1 then there exists a J-optimal
(Λ× T , 6, 2)-2D-OOC.
Proof. Let G be the Singer group of PG(k, 4) and let H be the subgroup of H with |H| = T . From the paragraph preceding
Theorem 29, it follows that for any plane pi it is the case that either |OrbG(pi)| = n or |OrbG(pi)| = n21 . Consequently, each
plane will be of full H-orbit if and only if lcm
[
Λ, n21
] = n, or equivalently gcd (21, T ) = 1. Each plane contains a family of
56 hyperovals mutually intersecting in at most 2 points. Thus, assuming gcd (21, T ) = 1, we haveΛ = 21 · s for some s and
each hyperoval is of full H-orbit. With reference to Eq. (4) we may therefore construct a (Λ× T , 6, 2)-2D-OOC C where
|C | = 56 · (4
k+1 − 1)(4k+1 − 4)(4k+1 − 42)
(43 − 1)(43 − 4)(43 − 42) ·
1
T
= 56Λ · (4
k+1 − 1)(4k+1 − 4)(4k+1 − 42)
(43 − 1)(43 − 4)(43 − 42) ·
1
n
= 56Λ · (4
k+1 − 1)(4k+1 − 4)(4k+1 − 42)
(43 − 1)(43 − 4)(43 − 42) ·
4− 1
4k+1 − 1
= 8Λ(4
k − 1)(4k−1 − 1)
135
.
The corresponding bound is:
J(Λ× T , 6, 2) =
⌊
Λ
6
⌊
4k + 4k−1 + · · · + 4
5
⌊
4k + 4k−1 + · · · + 42 + 3
4
⌋⌋⌋
=
⌊
Λ
6
⌊
42(4k−1 + 4k−2 + · · · + 1)(4k−2 + 4k−3 + · · · + 1)
5
⌋⌋
=
⌊
Λ
6
· 4
2
5
· 4
k − 1
3
· 4
k−1 − 1
3
⌋
= |C |. 
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