In several families of iron-based superconducting materials, a d-wave pairing instability may compete with the leading s-wave instability. Here we show that when both states have comparable free energies, superconducting and nematic degrees of freedom are strongly coupled. While nematic order causes a sharp non-analytic increase in Tc, nematic fluctuations can change the character of the s-wave to d-wave transition, favoring an intermediate state that does not break time-reversal symmetry but does break tetragonal symmetry. The coupling between superconductivity and nematicity is also manifested in the strong softening of the shear modulus across the superconducting transition. Our results show that nematicity can be used as a diagnostic tool to search for unconventional pairing states in iron pnictides and chalcogenides.
Two of the main themes in the current studies of ironbased superconductors are the possibility of unconventional forms of superconducting (SC) pairing [1] (most likely mediated by spin fluctuations [2] ) and the importance of electronic nematic degrees of freedom [3] [4] [5] [6] [7] . Pairing interactions mediated by spin fluctuations promote both s +− and d-wave superconducting instabilities, with the former typically winning over the latter [8] [9] [10] [11] 21] . The same spin fluctuations [7] , possibly combined with orbital degrees of freedom [12] [13] [14] [15] , can give rise to an emergent electronically-driven breaking of rotational symmetry [16] [17] [18] , often referred to as nematic order [19] . The interplay between s +− and d-wave superconductivity has been extensively studied [8] [9] [10] [20] [21] [22] [23] as has the interplay between s +− and nematic order [24] [25] [26] [27] , but the coupling of all three seems not to have previously been considered. Here we show that such a coupling can have dramatic effects, qualitatively changing the phase diagram, increasing the SC transition temperature T c , and helping to distinguish an s-d competition from other proposed phases.
While in most iron-based superconductors the pairing state is believed to be s +− , both theoretical and experimental work suggests that a d-wave state may be nearby in free energy or even actually occur. In particular, in (Ba 1−x K x )Fe 2 As 2 and Ba(Fe 1−x Mn x ) 2 As 2 pnictides and A 1−y Fe 2−x Se 2 chalcogenides (see Fig. 1 ), calculations indicate that the a d-wave state may be tuned by varying the pnictogen height [29] , the p − d orbital hybridization [30] , applied pressure [31] , and strength of Neel fluctuations [23] . Near the point where the s and d wave states cross in free energy, a time reversal symmetry breaking (TRSB) s + id state has been predicted [20, 32] . The experimental situation is not settled: in (Ba 1−x K x )Fe 2 As 2 the consensus is that at optimal doping (x ≈ 0.4) the state is fully gapped and of s symmetry [33] while in the x = 1 compound thermal conductivity [34] and ARPES measurements [35] favor respectively a d-wave and a nodal s +− state. In A 1−y Fe 2−x Se 2 , inelastic neutron scattering [36] favors a d-wave state whereas ARPES indicates a nodeless s-wave state [37] . In the hole-doped Ba(Fe 1−x Mn x ) 2 As 2 , neutron scattering finds [20, 22, 23, [28] [29] [30] . Thick/red (thin/blue) lines denote electron (hole) pockets. (a) In Ba(Fe1−xMnx)2As2, the s +− state arise from (π, 0) / (0, π) stripe-type fluctuations, whereas the d-wave state comes from (π, π) Neel-type fluctuations [23] . (b) In A1−yFe2−xSe2 chalcogenides, a d-wave state appears due to the direct XY interaction [28] , whereas s +− is favored by FeAs hybridization [30] . (c) In strongly doped (Ba1−xKx)Fe2As2, the s +− state appears when small electron pockets emerge with doping, whereas a d-wave state can appear due to the M intra-pocket interaction [22, 29] .
both Neel and stripe type magnetic fluctuations [38] which favor d-wave and s-wave states, respectively -but no superconductivity has been observed. Raman scattering [39] in some of these materials indicate the existence of a Bardasis-Schrieffer mode, suggesting the presence of two competing SC instabilities. The unsettled experimental situation along with the compelling theoretical reasons to expect a proximal d-wave state motivates a more detailed examination of the physics associated with a change from s to d-symmetry.
The change from s +− to d-wave superconductivity in the absence of nematicity [20, 32] and the interplay between nematicity and a single SC order parameter [24] [25] [26] have been studied. On general grounds, one expects that a single superconducting order parameter ∆ couples to a nematic order parameter ϕ via the biquadratic term ∆ 2 ϕ 2 in the free energy [27] . This coupling leads to a suppression of superconductivity in the presence of nematicity and vice-versa, as well as to a hardening of the shear modulus below T c . These features have been reported in the Ba(Fe 1−x Co x ) 2 As 2 materials [18, 24] .
The key new aspect of our analysis is that if both s and d-symmetry superconductivity are important, then the free energy will contain also a tri-linear term
connecting the s-wave, d-wave, and nematic order parameters (here θ is the relative phase of the two SC order parameters). As we shall show this coupling implies that
• nematic order leads to an enhancement of the SC transition temperature;
• superconductivity can lead to the appearance of a nematic phase;
• an s + d symmetry phase (similar to the one proposed in Ref. [43] ) or a first-order transition can separate the pure s +− and d-wave states;
• a softening of the shear modulus below T c is an experimental signature of proximity to the regime where s +− and d-wave SC states are degenerate.
These results are robust and do not rely on any specific shape of the Fermi surface, as they follow from a general Ginzburg-Landau analysis based on a free energy that respects the gauge and rotational symmetries of the system:
Here F nem is the free energy of the pure nematic phase, t j = a j (T − T c,j ) with a j > 0 gives the distance to the SC transition temperatures in the j = s +− , d channels, and λ, α, and the β i are coupling constants. Note, the bi-quadratic couplings ∆ (Fig. 1a) , increasing x leads to stronger Neel fluctuations which favor the d-wave state [23] . In A 1−y Fe 2−x Se 2 (Fig. 1b) , changing x modifies the Fe-As hybridization, which in turn favors either s-wave or d-wave [30] . In (Ba 1−x K x )Fe 2 As 2 (Fig. 1c) , increasing x gives rise to a large hole pocket at the M point, which favors a d-wave state [22, 29] . For illustration, in the Supplementary Material we derive this free energy from a BCS model appropriate for the system in Fig. 1a , but we emphasize that our conclusions are more general. In the absence of significant nematicity, we find α > 0, implying that the free energy is minimized by setting θ = π/2. We also find that (β sd − |α|) 2 < β s β d , implying that the s-wave and d-wave states can be simultaneously present [42] . In this case, near the degeneracy point T c,s = T c,d = T * , the two order parameters enter in the form s + id, breaking time-reversal symmetry. Note that microscopic models also found s + id states in systems with the Fermi surfaces of Figs. 1b and 1c [29, 30] . The resulting phase diagram in the absence of nematicity is shown schematically in panel (a) of Fig. 2 .
Including nematicity leads to significant changes. Consider first the case that a nematic phase transition occurs at a temperature far above the SC transition temperature. In this case, extremizing F nem leads to a nonzero expectation value of the nematic order parameter ϕ = ϕ 0 so the SC free energy contains an effective bilinear term λϕ 0 ∆ s ∆ d cos θ. Diagonalizing the quadratic part of the free energy reveals that the energy minimum is at θ = 0 so the SC order parameter becomes a real admixture of s and d-wave gaps, evolving smoothly across the degeneracy point (see Supplementary Material). T c , determined from the solution of t c t d = λ 2 ϕ 2 0 , is enhanced relative to its tetragonal value T c,s/d , with the enhancement being largest at the degeneracy point T c,s = T c,d = T * where we find the non-analytic behavior T c − T * ∝ |ϕ 0 | and the maximal admixture between s-wave and d-wave states. Away from this point, Figure 2 (b) shows the phase diagram corresponding to this situation. We note that if the coupling λ is not too strong, an s + id phase may appear at lower temperatures [41] .
We now consider that nematic order is absent but nematic fluctuations are important. In this case, we approximate
where χ nem is the nematic susceptibility which would diverge at the nematic transition. Minimizing with respect to the nematic order parameter, we find ϕ = −λχ nem ∆ s ∆ d cos θ. Substituting back into Eq. (2) yields:
For weak nematic fluctuations, χ nem < 2α/λ 2 ,α remains positive and the relative phase remains at θ = π/2 so that the phase diagram retains the form displayed in Fig. 2 (a), with ϕ = 0.
As the nematic instability is approached, χ nem increases and eventuallyα changes sign so that the energy minimum shifts from θ = π/2 to θ = 0, π. Note that the BCS calculations, which indicate that α < β sd , imply that the sign change inα happens before the condition for a second order phase transition is violated. Consequently, the SC state takes the real form s ± d and the nematic order parameter acquires a non-vanishing expectation value ϕ = ±λχ nem ∆ s ∆ d indicating a spontaneous breaking of tetragonal symmetry as shown in Fig. 2(c) . Note that an s ± d state was also found in the T = 0 numerical results of Ref. [43] . As the nematic susceptibilty further increases,β sd changes sign and eventually the magnitude of β sd −α becomes large enough that the transition between s and d becomes first order as shown in Fig. 2(d) . An estimate for the critical nematic susceptibility above which s ± d emerges reveals that it corresponds to moderate fluctuations, which are reasonable to be expected in the real materials (see Supplementary Material). In this regard, note that shear modulus measurements have revealed the presence of significant nematic fluctuations in the phase diagrams of 122 compounds [18, 46] .
The analysis so far has been based only on symmetry arguments, but it is of interest to demonstrate a mechanism and provide an estimate for the magnitude of the effect. We present a spin fluctuation Eliashberg calculation following Ref. [23] but including nematicity, for the system whose Fermi surface is displayed in Fig. 1(a) , with hole pockets at the center of the Brillouin zone Γ = (0, 0) and electron pockets centered at X = (π, 0) and Y = (0, π). Stripe spin fluctuations (peaked at Q X = (π, 0) and Q Y = (0, π)) induce repulsive Γ − X and Γ − Y interactions that favor an s +− state, whereas Neel fluctuations (peaked at Q N = (π, π)) induce a repulsive X − Y interaction that favors a d-wave state [23] .
In the Eliashberg formalism, the pairing interactions are determined by the dynamic magnetic susceptibilities χ i (Q i + q, ω) with i = X, Y, N (see Supplementary Material for more details). Neutron scattering experiments reveal that all of the relevant spin fluctuations are overdamped [38] , χ
and are characterized by two parameters: the magnetic correlation length ξ i and the Landau damping γ i . As we have previously shown [23] , in the tetragonal phase where ξ X = ξ Y = ξ S the system undergoes a transition from an s +− to a d-wave SC state as the Neel correlation length ξ N increases from zero (see Fig. 3(a) ).
In the presence of long-range nematic order, tetragonal symmetry is broken and the two stripe-type correlation lengths ξ X and ξ Y become different, with ϕ = ln (ξ X /ξ Y ) [7] , implying that the pairing interaction is different between the Γ − X and Γ − Y pockets. In Fig. 3(a) , we show the numerically calculated T c in the nematic phase. We observe a behavior similar to the schematic phase diagram of Fig. 2(b) , with the maximum relative increase of T c at the s-wave/d-wave degeneracy point ξ N ≈ 0.33ξ S . Far from this point, T c decreases as ϕ 2 for increasing nematic order, reflecting the usual competing bi-quadratic coupling ϕ 2 ∆ 2 s between orders that break different symmetries (Fig. 3b) . As the degeneracy point is approached, the d-wave instability becomes closer in energy to the s +− one, and T c starts to increase with increasing nematic order as ϕ 2 . In the vicinities of the degeneracy point, this behavior changes and we observe the increase of T c with |ϕ| -a signature of the tri-linear coupling (1), as discussed within the Ginzburg-Landau model. From our numerical results, we can estimate the coupling constant λ ≈ 0.33, i.e. making ξ X ≈ 1.35ξ Y leads to a 10% enhancement of the relative transition temperature (T c − T c,0 ) /T c,0 .
Measurements of elastic anomalies across the superconducting transition can also reveal the strength of the tri-linear coupling. The idea, which goes back to the work of Testardi and others on the A-15 materials [44] and was revisited in the context of the cuprates [45] , is that within mean field theory, as the temperature is de- creased below T c , the free energy acquires an additional contribution
Here ∆C is the specific heat jump across the transition. The crucial point is that the dependence of T c on the strain (proportional to ϕ) leads to new contributions to the elastic free energy which are singular at T c and proportional to the strain derivatives of T c and to ∆C. Differentiating Eq. 4 twice with respect to strain and retaining only the most singular terms at T c gives discontinuities in the shear elastic modulus C 66 and its first temperature derivative
In the nematic phase or at the s − d degeneracy point in Fig. 2(c) , because T c depends linearly on ϕ, the elastic modulus exhibits a downwards jump (softening) across T c . In the tetragonal phase, T c depends quadratically on ϕ. Far from the s − d degeneracy point, the ϕ 2 ∆ 2 free energy term discussed in [24, 27] -present in the Eliashberg calculations but not explicitly written in Eq. (2) -gives a negative ∂ 2 T c /∂ϕ 2 (see Fig. 3b ). This implies a hardening of C 66 below T c , as observed in optimally doped Ba(Fe 1−x Co x ) 2 As 2 [18, 46] . However, as the dwave state is approached, the tri-linear coupling leads to a positive contribution λ 2 /t d to ∂ 2 T c /∂ϕ 2 which diverges at the degeneracy point, causing a softening in C 66 . A softening of C 66 across T c is thus a clear signal of proximity between s-wave and d-wave states.
Compounds to which the considerations of this paper may be relevant include A 1−y Fe 2−x Se 2 chalcogenides, where neutron scattering [36] and ARPES [37] seem to support different pairing states, and KFe 2 As 2 , where experiment suggests a change in pairing state with applied pressure [47] . Further, in the optimally doped compound BaFe 2 (As 1−x P x ) 2 , recent detwinning experiments found an unexpected enhancement of T c with the applied strain [48] , as expected if the tri-linear coupling is relevant.
The results here may also help to resolve a controversy concerning the superconducting state of the extremely overdoped pnictide compound (Ba 1−x K x )Fe 2 As 2 , which is believed to possess the Fermi surface shown in Fig.  1(c) . ARPES experiments [35] support a scenario where the SC state evolves from nodeless s +− at optimal doping x opt ≈ 0.4 towards nodal s +− at x = 1 (with a possible intermediate TRSB s+is state [41] ). Thermal conductivity measurements [34] support a transition from nodeless s +− at x opt to d-wave at x = 1. Calculations [21, 22] indicate that the two states have comparable transition temperatures. The results of this paper indicate that if the second state is d-wave then a structural/nematic "dome", detectable by x-ray [24] or torque magnetometry [6] , could appear in the vicinity of the critical x. Also, application of a stress field to induce long-range nematic order [5] would cause a linear increase in T c . A softening of the elastic modulus across the transition would further support a d-wave state.
In summary, our results unveil a unique feature of the interplay between nematicity and SC in iron-based materials. The tri-linear coupling (1) shows that at the same time that the d-wave and s-wave gaps work together as an effective field conjugate to the nematic order parameter, allowing for spontaneous tetragonal symmetry breaking in the superconducting state, nematicity leads to an effective attraction between the two otherwise competing states. This physics can also be expected in other situations where multiple SC instabilities are present, such as the ruthenates Sr 2 RuO 4 , where a chiral triplet p+ip state has been proposed, and the consequences for the elastic modulus discontinuties of tri-linear coupling ϕp x p y have been discussed [49, 50] .
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I. MICROSCOPIC DERIVATION OF THE FREE ENERGY
We consider the Fermi surface displayed in Fig. 1a of the main text, with hole pockets at the center of the Brillouin zone Γ = (0, 0) and electron pockets centered at X = (π, 0) and Y = (0, π). For simplicity, we assume the two hole pockets to be degenerate and label the pockets by i = Γ, X, Y . Stripe-type spin fluctuations induce repulsive hole pocket-electron pocket interactionsŪ ΓX andŪ ΓY , whereas Neel-type fluctuations give rise to a repulsive electron pocket-electron pocket interactionŪ XY . The free energy density F is given by [41, 42] :
where i = Γ, X, Y is the band index, G −1 i,k = iω n − ε i,k is the bare Green's function of band i, k = (ω n , k) labels the momentum k and the fermionic Matsubara frequency ω n = (2n + 1)πT ,´k = T ωn´d 
where λ ij =Ū ij N i N j . In the tetragonal phase, λ XΓ = λ Y Γ ; nematic order leads to a difference between the two coefficients and also makes N X = N Y . Evaluation of the Green's function products yields
with u 0 = 7ζ(3) 16π 2 T 2 > 0 and W a cutoff set by the smaller of the frequency cutoff of the interaction and the distance from the Fermi level to the band edge.
We begin our analysis of Eq. S3 by diagonalizing the quadratic term. In the tetragonal symmetry case, where
The three solutions correspond, respectively, to the s ++ state (gap functions of equal sign in all the Fermi pockets), to the s ++ state (equal sign in the electron pockets, opposite sign in the hole pocket), and to the d-wave state (opposite signs in the electron pockets).
Inverting the equations to obtain expressions for the order parameter in the band basis yields:
which can be equivalently written in terms of the vectors
and transformation matrix:
as:
Substituting this into the first two terms of Eq. S3, we obtain the quadratic term F (2) :
with
Therefore, the transition temperature is given by T c = W exp (−1/λ max ), where λ max is the largest of the eigenvalues of the U ij interaction matrix. Since λ s ++ < 0 always, the s ++ state is never realized, so we set ∆ s ++ = 0 hereafter. Analyzing the eigenvalues, we find that, for λ XY < λ XΓ , the leading instability is towards an s +− state, whereas for λ XY > λ XΓ , it is towards a d-wave state. The phase diagram is shown in Fig. S1 . Note that the s +− /d-wave degeneracy point λ XY = λ XΓ corresponds to tan Ψ = 1/ √ 2, what implies cos Ψ = 2/3 and sin Ψ = 1/ √ 3. To obtain the quartic term F (4) of the free energy, we substitute (S8) in the last term of the free energy (S3), obtaining:
which can also be expressed in the form:
with the Ginzburg-Landau coefficients β d = 2u 0 /N X and:
Here, θ is the relative phase between the d-wave and s +− gaps. Note that we have α > 0 and:
implying that there is an s + id coexistence state below the s +− /d-wave degeneracy point in the tetragonal-symmetric case. The expressions given in the main text are obtained by evaluating the equations above at the degeneracy point, where tan Ψ = 1/ √ 2, and also assuming N X ≈ N Γ . The formulae given above are derived assuming tetragonal symmetry. In the nematic phase, the leading order effect of a tetragonal symmetry breaking is a change in the interaction matrix U → U + δU with (in the Γ, X, Y basis)
where ϕ is the nematic order parameter and ζ is a coupling constant describing how the interactions λ ij change in the presence of nematic order, i.e. λ (X,Y )Γ → λ (X,Y )Γ ± ζϕ. Numerically, it is straightforward to obtain T c for a finite ϕ by directly diagonalizing U + δU. The results, presented in figure S1 , show that T c increases for a finite nematic order parameter, with a pronounced peak at the degeneracy point λ XΓ = λ Y Γ . Figure S1 shows that in the entire phase diagram, the eigenvector corresponding to the leading eigenvalue has contributions coming from all three components s ++ , s +− , and d-wave, with the latter being responsible for the main contributions.
To understand this increase in T c , we use the transformation matrix Λ in Eq. (S9) to project the gap equation (U + δU) ln W Tc = 1 onto the s +− and d subspace, yielding:
Diagonalizing this matrix, we find T c = W exp (−1/λ max ) with the leading eigenvalue
which is clearly greater than either λ s +− or λ d if ϕ = 0, so that T c is increased in the nematic phase. In particular, at the degeneracy point λ s +− = λ d the increase is linear in |ϕ|; away from this point, the variation with ϕ is quadratic. Note that the eigenvector is a real admixture of s +− and d-wave contributions, with equal weights at the degeneracy point.
To obtain the coupling between the nematic and the SC order parameters, we take the inverse (U + δU) −1 ≈ U −1 − U −1 δU U −1 to leading order in ζ, substitute in the first term of Eq. (S3), and change basis via Λ, yielding:
Evaluation of the matrix products then yields the tri-linear term:
The tri-linear coupling constant reduces to λ = 2ζ/ √ 3λ 2 XΓ at the degeneracy point. 
II. ELIASHBERG EQUATIONS FOR THE INTERPLAY BETWEEN s +− , d-WAVE, AND NEMATICITY
We now generalize the weak-coupling BCS model of the previous section to an Eliashberg calculation that takes into account the explicit form of the dynamic spin fluctuation susceptibilities χ i (Q i + q, ω), where Q i refers to either the magnetic stripe-state ordering vectors Q 1 = (π, 0) and Q 2 = (0, π) or the Neel ordering vector Q 3 = (π, π). In each channel, we have overdamped spin dynamics:
where γ i is the Landau damping and ξ i is the magnetic correlation length (measured in units of the lattice parameter). When coupled to the electronic degrees of freedom, via coupling constants g i , these magnetic fluctuations give rise to the repulsive electronic interactions responsible for s +− and d-wave pairing.
This model is a generalization of the 3-band Eliashberg formalism introduced by us in Ref. [23] . Following that notation, we define the effective SC coupling constants: 
where Z i,n and W i are the frequency-dependent normal and anomalous components of the self-energy, associated with the mass renormalization and the gap functions, respectively. These quantities correspond to averages around each Fermi pocket -note that the orbital content of the Fermi surface is incorporated in the coupling constants, as explained in Ref. [23] . Finally, notice that we rescaled the W i functions as
The Matsubara-axis interactions a 
for n = 0, −1 and S i,n = 2 sgn (n) + 1 for n = 0, −1, where Hw(x) is the Huruwitz zeta function, we obtain: Z Γ,n ω n T = (2n + 1) + √ rλ 1 ξ 1 2 S 1,n + √ rλ 1 ξ 2 2 S 2,n Z X,n ω n T = (2n + 1) + λ 1 ξ 1 √ r S 1,n + λ 3 ξ 3 S 3,n Z Y,n ω n T = (2n + 1) + λ 1 ξ 2 √ r S 2,n + λ 3 ξ 3 S 3,n (
For the gap functions, we introduce∆ i,n ≡ 
