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Capturing Displaced Persons’ Agency by Modelling 
Their Life Events: A Mixed Method Digital 
Humanities Approach 
Olaf Berg ∗ 
Abstract: »Die Handlungsmacht von ,Displaced Persons‘ durch die Modellie-
rung von Lebensereignissen erfassen: Ein Ansatz, der qualitative und quantita-
tive Methoden in den digitalen Geisteswissenschaften zusammenführt«. The 
International Tracing Service archives offer process-generated documents from 
resettlement programs for displaced persons (DP) after World War II. This paper 
addresses two key challenges to ongoing research based on those archival 
holdings: the generation of data; and the visual representation of that data in 
geographic information systems. Digital history offers the opportunity to go 
beyond case studies and use the wealth of process-generated documents as se-
rial sources for algorithm-based analysis. However, data in that form does not 
exist as such, and thus needs to be generated – a process that implies interpre-
tative acts such as abstraction, normalization, and trans-coding, which are 
shaped by the character of digital media. Can modeling a DP’s life into a series 
of events, and digitally processing the resultant data, help to find out more 
about the agency of DPs negotiating their destiny with the authorities? If the 
mostly hidden and implicit configurations of digital knowledge production are 
thoughtfully considered and geostatistical analysis is combined with close 
readings of selected source documents, hermeneutic and quantitative ap-
proaches can be reconciled via digital history. This mixed method approach has 
implications for research culture and the publication of such data. 
Keywords: Mixed methods, digital history, digital humanities, data, modeling 
life events, displaced persons, geographic information systems. 
1. Introduction 
At the end of the Nazi Regime and World War II, millions of persons had been 
displaced from their home towns and countries. Families were torn apart, many 
persons did not know if their relatives had survived and if so, where they might 
be. In 1943, the Allies founded the United Nations Relief and Rehabilitation 
Administration (UNRRA) with the plan to repatriate displaced persons (DPs) 
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and refugees as soon as possible after Victory Day.1 In 1947, its tasks were 
taken over by a successor organization, the International Refugee Organization 
(IRO; see Cohen 2012; Gatrell 2013).2 However, migration is not simply regu-
lated. Rather, it is a negotiation (Rass and Wolff 2018), and in many cases the 
DPs had their own plans. For various reasons, many of them did not want to 
return to their homes. When they registered with the authorities in order to 
obtain DP status, their hopes and wishes were translated into an administrative 
process that left traces in documents that now provide important sources via 
which to research the postwar migration regime. These process-generated doc-
uments were produced at the intersection of the institutional environment and 
the individual decisions and actions of DPs and eligibility officers. They are 
expressions of the configuration of institutional settings and personal experi-
ences that form part of the negotiation processes concerning the status and 
opportunities of the DPs. Thus, the constitution of the actors in the postwar 
migration regime and DPs’ agency is inscribed in these documents.  
How can historians unveil and understand this agency? Due to the large 
number of potential documents to be examined, and their diverse and complex 
structure, these process-generated documents are most often explored as small 
subsets of documents used to investigate individual cases or small groups of 
DPs. To create a broader picture of DPs’ agency, the resulting insights on a 
limited group of DPs might be extrapolated to a more general level and com-
bined with other generic sources, such as statistics, administrative acts, and 
reports. To some degree, this is the usual business of historians, who also have 
a wide range of scholarly procedures with which to generate knowledge from 
sources by combining and discussing documents as narrative strategies with the 
aim of forming credible and meaningful histories out of that knowledge. 
However, digital history methodology now offers the possibility to go be-
yond case studies and use the whole stack of process-generated documents as 
serial sources for algorithmic analysis – for example, by modeling a DP’s life 
into a series of events, and digitally processing the data. Can this approach help 
to find out more about DPs’ agency in negotiating their destiny with the author-
ities? If so, how can the relevant information be generated from the sources and 
modeled into a useful form for research? This paper will discuss these ques-
tions in the context of ongoing research in the context of the People on the 
Move consortium (PotM), focusing on process-generated documents from 
 
1  UNRRA was created at a 44 nation conference at the White House on November 9, 1943. Its 
mission was to provide economic assistance to European nations after World War II, and to 
repatriate and assist the refugees who would come under Allied control (United States Hol-
ocaust Memorial Museum 2018). 
2  The IRO constitution was approved by the UN General Assembly on December 15, 1946. In 
July 1947, the Preparatory Commission of the IRO started operations. On September 15, 
1948, the first IRO General Council took place. The new agency inherited responsibility for 
643,000 DPs in 1948 (Marrus 1985; United States Holocaust Memorial Museum 2018). 
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resettlement programs for DPs after World War II.3 In his article in this special 
issue, Henning Borggräfe (2020) points to the potential of the diverse sources 
in the archives of the International Tracing Service (ITS), and to possible strat-
egies to read the material as expressions of DPs’ agency. My article takes up 
this challenge and focuses on the specific demands inherent to such an ap-
proach from the perspective of a historian with IT skills, responsible for data 
modeling. I discuss the challenges of generating, modeling, and processing 
information from the documents into a series of events – challenges that are not 
normally visible in final research articles.  
The first part of this paper provides an outline of the research consortium’s 
specific approach and prospects. The second part addresses two key challenges 
for the consortium: the generation of data; and the visual representation of that 
data in geographic information systems (GIS). In the final part, I discuss some 
of the methodological implications of our approach for research culture and the 
publication of research data.  
2. The Vision 
The starting point of the People on the Move research consortium are ITS 
archival holdings of over 30 million documents, many of them generated in the 
course of applications for assistance in the aftermath of World War II. The 
holdings bear traces of DPs’ agency because they are the product of the negoti-
ations of their applications. Depending on the density of the documents that are 
inherited by the institutional process of transmission, many of these files con-
tain extensive information on the negotiation process, arguments brought for-
ward, and decisions taken, which can help us to understand the way in which, 
and how successfully, DPs applied for resettlement, repatriation, or other forms 
of assistance. Especially in the so-called CM/1 files, we find short autobiog-
raphies up to the day of application, reasons given to the authorities, and the 
results of examinations and decisions by the institutional administrators (for 
more details, see Borggräfe 2020 in this special issue).4 The holdings of about 
350,000 CM/1 files are immense, although far from complete, and thus also 
biased by the process of transmission within the institution.  
However, the vast amount of material does not allow us to examine the 
whole stack of documents in depth. Within any given (reasonable) timespan, 
 
3  Members of the People on the Move consortium are researchers from the International 
Tracing Service (ITS) in Bad Arolsen, the NIOD in Amsterdam, and the University of Osna-
brück (UOS). Between 2015 and 2018, I was a member of the PotM team of Prof. Christoph 
Rass at UOS. 
4  See the holdings 3.2.1 IRO “Care and Maintenance” Program, ITS online collection <https:// 
digitalcollections.its-arolsen.org/030201?lang=en> (Accessed November 23, 2018). 
HSR 45 (2020) 4  │  266 
researchers can only investigate selected individual biographies or the fate of a 
small group of selected individuals. Yet how should one select those individu-
als of interest, and what was the fate of the rest? One possible answer is a 
mixed method approach that combines hermeneutic research on individual 
cases and general debates with a more quantitative, prosopographical approach 
in order to gain knowledge from a large sample of individual cases. While 
biographical approaches focus on one specific person, prosopographical ap-
proaches try to find patterns in the lives of a group of persons with some com-
mon features, such as the same profession, place of origin, destination, age, 
gender, or social status.  
Much faster than a thorough examination, it is possible to extract only the 
main data of time and place for biographical events from the documents. With 
this data, it is possible to model DPs’ itineraries as declared to the authorities. 
If we are able to do this, and to include some additional data – for example, 
gender and profession – not only for a small group of individual DPs but also 
for a large-scale sample, the ITS archival holdings will allow us to detect pat-
terns of movement and their relation to success and failure in the application 
process. If we add information on the field office and the administrative staff 
who took the decision, we might also detect patterns in the decision-making 
process specific to individual field offices and officers. This prosopographical 
approach allows us to generate knowledge about DPs and forced migration that 
is built on the accounts and traces DPs left during the process of negotiating 
their destiny. If we understand DPs and IRO eligibility officers, not as subjects 
independent of their environment but as actors constituted in the negotiation 
process, the patterns generated by prosopographical analysis can help us to 
understand the process of their constitution as actors.  
Initial sample checks within the PotM context have shown that this mixed-
methods approach and the material archived at the ITS have the potential to 
extend and challenge knowledge generated by classic approaches, specifically 
regarding the individual agency of the persons involved – for example, the 
widespread assumption that in order for an application to be successful, DPs 
needed to have, or fake, a profession that fitted resettlement programs’ criteria 
(see Sebastian Huhn’s [2020] article in this special issue). The statistical 
knowledge generated from serialized life-event data allows us not only to re-
view the relevance of such assumptions but also to point to statistically irrele-
vant phenomena and groups of DPs – for example, a small group of Buddhist 
DPs that became visible in the course of encoding by PotM. Once identified as 
a group, they can be investigated further by examining the existing material in 
detail. 
To allow such interaction between quantitative and hermeneutic levels of 
investigation, it is important that the information from the case files used for 
the generation of patterns and statistics is still connected in the data model to 
the documents from which it was extracted. Detail and context appear on a 
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continuum of data, and it is this continuum that allows us to go back and forth 
between general and more detailed views of the archival material. Individual 
cases can be seen in the context of general patterns, and general patterns can 
lead to new questions that can be further investigated by looking into individual 
cases connected to that pattern. Thus, hermeneutic and quantitative approaches 
stimulate and enrich each other in this mixed method approach. 
A specific group of data abstractions upon which we focus are geospatial 
abstractions provided by GIS. GIS can be used to generate visualizations of 
data encoded with time and place coordinates. From a given dataset, for any 
given moment or period, GIS can model the distribution of individuals and 
objects in space, and the pathways of those persons and objects through time 
and space. Although this data shows movements (or persistence) and not agen-
cy itself, by processing large amounts of data from case files, patterns of 
movements appear that can reveal the conditions constituting the migration 
regime, specific negotiation “hot spots,” and DPs’ strategies. Thus, within this 
mixed method approach, quantitative analysis helps to identify cases and 
sources of interest relevant to a detailed hermeneutic investigation.  
Summarizing, the vision of the People on the Move research consortium 
consists of: (1) generating prosopographical data of life events from the pro-
cess-generated sources about DPs in the ITS archival holdings; (2) processing 
this data via GIS in order to generate a context and questions for each individu-
al source that need to be investigated further via hermeneutic research; and (3) 
creating an infrastructure to present sources and research results in an integrat-
ed and extensible context of growing knowledge about DPs. 
3.  The Challenges of Producing Data and Modelling DPs’ 
Trajectories 
The above mentioned prospects for a GIS-based access to, and analysis of, 
sources about negotiations between DPs and migration regulating institutions 
such as UNRRA and the IRO, and their life itineraries, all build on a founda-
tion common to any computer-based analysis. Information from the sources has 
to be identified, extracted, and separated into discrete units that can be repre-
sented and stored in a database and processed by algorithms. This poses vari-
ous challenges for the transformation of the vision sketched out in the previous 
subsection into a feasible and fruitful project on at least two intermingled lev-
els: On a technical level, we need an appropriate markup and generation pro-
cess for the relevant information, appropriate solutions for the representation 
and storage of the generated data and information, and finally, appropriate 
processing instructions for the modeling of the data into meaningful representa-
tions of DPs’ lives and agency. On an epistemological level, we need to be 
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aware of the limits and implications for knowledge production of such a data-
driven research approach based on algorithms. 
3.1  Data Production in Times of New Media 
At first glance, extracting prosopographical data from life events might appear 
to be a straightforward process of finding and collecting data. However, as 
Geoffrey Bowker (2005) suggests, “raw data is both an oxymoron and a bad 
idea; to the contrary, data should be cooked with care” (184). For example, date 
of birth might appear to be a simple matter of fact. However, in the way we 
define and register it, we inscribe upon that notation our worldview of a linear 
time, starting with an event relevant to Christian culture, and the administrative 
purposes of identifying a person by his or her name and birthday. In other 
cultures, the event of birth is represented in different data. For example, the 
Akan people of Ghana frequently name their children after the day of the week 
they were born, and the order in which they were born (Agyekum 2006). In 
ancient Mayan cultures, the day of birth is identified by a system of various 
circular calendars, and determines the opportunities and character of a child. 
Like Gregorian calendars, Mayan calendars are expressions of deep-seated 
structural, cultural, and historical identities (Rice 2007). Thus, the way in 
which we represent a certain event influences the knowledge we can gain from 
it. Data is not something pre-existing, waiting to be found and collected, but 
rather something that is produced by the very process of collecting it. “Data 
[does] not just exist,” Lev Manovich (2001, 224) explains, it has to be “gener-
ated.” Text encoding is a kind of modeling (Ciotti and Tomasi 2016, 5) and at a 
certain level, the collection and management of data may be said to presuppose 
interpretation. “Data need to be imagined as data to exist and function as such, 
and the imagination of data entails an interpretive base” (Gitelman and Jackson 
2013, 3). 
Like data, historical facts are not a “given” – something inherited from the 
past that we can find and pick up somewhere “out there” in the world. They are 
products of the transformation of social interaction into symbolic representa-
tion and the transformation of this representation in the course of its tradition, 
as well as the research process that places one fact relative to another (Goertz 
2001). Both historical facts and the history that is built upon them are coined 
by the medium of symbolic representation – namely, language (White 1973). 
This is why extracting data from the sources should be considered a productive 
process of selection and transformation of representation by its transposition 
from one medium (written text, spoken word, etc.) into a digital medium – a 
process that constitutes something new.  
This perspective raises questions regarding the specificity of the digital me-
dium, and the relation between medium and knowledge. Some theories situate 
the medium as the determining factor for knowledge, like in Marshall McLu-
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han’s (1964) defining phrase: “The medium is the message.” From this per-
spective, technology determines the social. In a similar fashion, Friedrich Kit-
tler (2003) describes power and knowledge formations as discursively pro-
duced by mediums of storage, transmission, and processing. Other theories are 
based on the idea that a medium is only the carrier of pure information. Follow-
ing this view, meaning is constituted by a system of signs independent of the 
medium. Niklas Luhmann (1997) – an exponent of this idea – distinguishes 
between medium and form: while the medium only loosely links elements, the 
form coins the medium via a rigid coupling of these elements. However, both 
positions deny social interaction with the medium as constitutive of the produc-
tion of meaning and knowledge. Actor-network theory (ANT) has shown that 
knowledge emerges from negotiation processes between observing human 
actors and observed non-human actors (Latour and Woolgar 1986; Latour 
2005). Thus, media have agency, but their agency is not detached from their 
interaction with human actors. Thus, meaning created by media cannot be a 
pure object of knowledge; rather, it needs someone who perceives, and thereby 
constitutes it, although only becoming perceptible through the medium (Bächle 
2016). The medium is thus not simply the message. Rather, the message carries 
the trace of interaction between the medium and human actors. Moreover, what 
is expressed through one medium might also be expressed through another 
medium, but surely not without any medium. Thus, meaning cannot be de-
tached completely from a medium, and the idea of pure information is false 
(Krämer 1998). The medium is what paradoxically disappears in its own mani-
festation, and is thus present via its absence (Mersch 2008, 2009). 
Specifically regarding digital media, we must first note the tension between 
the persistence of traditional conventions for knowledge production on the one 
hand, and the projections of new technologies on the other (Bächle 2016). In 
their critical introduction to new media, Martin Lister et al. (2009) emphasize 
the continuity between “old” and “new” media. Despite technological changes, 
for instance from photochemical to digital image production, the social practic-
es of photography have not changed that radically. As the key characteristics of 
new media, they identify their “digital, interactive, hyper-textual, virtual, net-
worked and simulated” characteristics (Lister et al. 2009, 13). With much more 
emphasis on technology-induced changes, Lev Manovich (2001) identifies five 
key differences that make new media “new”: numerical representation; modu-
larity; automation; variability; and cultural transcoding. Digital representation 
slices information into separated data units that can be processed by algorithms 
independent of human interference. Media become programmable, and trans-
coded information is organized in databases that structure knowledge in a non-
linear manner. Manovich (2001) emphasizes the impact of technology on the 
social, while Lister et al. (2009) highlight the idea that technological develop-
ments reflect general social and epistemological trends. 
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Bowker (2013) is also concerned with the relation between the organization 
of data and the social. His notion of “cooked data” (mentioned earlier) alludes 
to Claude Lévi-Strauss’s (1970) work The Raw and the Cooked. Lévi-Strauss 
describes a set of mythological beliefs and practices in accordance with which 
members of the Brazilian Bororo tribe organize their lives. In the majority of 
the cases, the myths are based on dichotomies that can be described as variants 
of the nature/society divide, where the natural was raw (honey), and the social 
was cooked (ashes). This binary structure, between the naturally given and the 
socially constructed, is also characteristic of the modern worldview (Bächle 
2016), and reflected in the distinction between raw data and processed data 
(Bowker 2013). Moreover, as our understandings of nature project our views of 
ourselves (Latour 1993), the way in which databases are organized reflect 
social and organizational developments: early databases were hierarchically 
organized, followed by relational databases built on fixed structures, and more 
recently, object-oriented or object-relational databases and linked data (Bowker 
2013).  
Following these changes in both the structure and storage of information, 
classic linear accounts of life stories become fragmented by encoding and 
storing them into relational or object-oriented databases. In the course of data 
analysis, these fragmented data are reassembled into life stories. This time, 
however, life events are not necessarily ordered into an individual, linear story, 
but become distributed through time and space, clustered by abstract criteria 
and the data of others into a generic life story or into transversal views of spe-
cific aspects of various lives. The resulting diversity of non-linear references to 
past events constitutes both a challenge and an opportunity for historical re-
search and storytelling.  
3.2  Transcoding Written Sources into Digital Representations  
In the endeavor to know and understand past events, historical research is de-
pendent on sources, often in the form of written documents. Although the ob-
ject of interest is the past event, in a strict sense the research object is inevitably 
only a representation or a bundle of representations of that event (and in some 
cases the event itself might never have taken place). In the case of the process-
generated documents that we find in the archival holdings of the ITS, these are 
only traces of such events. Reading historical sources as sources of data or 
information is itself an act of interpretation and restructuring. Using these doc-
uments for an analysis supported by GIS can thus be described as a process of 
translating or transcoding the written representation in the source documents 
into a digital representation thereof.  
One of the first decisions in this translation process is how to encode the da-
ta generated from the sources – a decision that has far-reaching consequences 
for the entire research project. In general terms, a choice has to be made be-
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tween a source-oriented or a goal-oriented approach. While the source-oriented 
approach tries to keep the representation in data as close as possible to the 
source, the goal-oriented approach restructures the data taken from the source 
according to the research goal (Meroño-Peñuela et al. 2014). If we define in-
formation as data in context, in its representation the source-oriented approach 
maintains information by keeping the source as the context of the extracted 
data, while the goal-oriented approach creates information by generating from 
the project’s goal a new context for the extracted data. The main advantage of 
the source-oriented approach is that it allows for more flexibility and different 
uses of the data in a later stage of the historical information “life cycle” 
(Boonstra, Breure, and Doorn 2004).5 The main disadvantage of this approach 
is that great effort is required generating digital information from the sources 
that might not be needed for the project’s specific goals. Conversely, a strict 
focus on a specific goal at an early stage of the information life cycle allows for 
more efficient data production, but restricts the possibilities, not only for rede-
signing the research project at a later stage but also for re-using the data in 
different contexts. This restriction might seem less important in the context of a 
research project with clear aims. However, in historical research projects, this 
has to be seriously considered, not least because important research questions 
frequently emerge from the close reading and rethinking of the sources during 
the research process.  
Let us assume for the moment that the project would have sufficient re-
sources to implement the source-oriented approach. A reasonable workflow 
would start from the archival documents – the process-generated representation 
of complex social interaction. It would then produce scanned images of these 
documents – a visual digital representation of those documents.6 In the context 
of the People on the Move research consortium, the ITS has already gone to 
great efforts to scan its archival holdings in order to provide us with visual 
digital reproductions of most of the documents at hand. While the text encoded 
in those images can be read by human beings, it is not accessible to computers 
without further processing.  
Thanks to recent developments in handwriting and character recognition 
technologies, as well as the semi-structured character of the documents, it 
would be possible to process these images semi-automatically into character-
encoded text (for example, see Rass and Bondzio [2019] on their experience 
with the Gestapo-Kartei of Osnabrück). Nevertheless, such an approach would 
require much work in order to adequately reconstruct the complex structure of 
the documents. Although the IRO administration worked with forms and main-
tained a certain formal structure in its writings, these semi-structured texts are 
 
5  The historical information life cycle proposed by Boonstra, Breure, and Doorn (2004, 17-19) 
consist of six phases: creation; enrichment; editing; retrieval; analysis; and presentation.  
6  More precisely, it is a digital representation that is made to be represented visually. 
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far from standardized and sometimes contain handwritten notes on the side, 
stamps, and other remarks that contain important information. Thus, we cannot 
reconstruct the diverse range of documents fully automatically, and any text 
generated by automated processes must therefore be checked and corrected by 
traditional (human) means. 
A common encoding approach to the textual representation of the content of 
the image would be the use of Extensible Markup Language (XML) according 
to the guidelines of the Text Encoding Initiative (TEI 2018). The TEI guide-
lines are a widely used standard for text encoding and provide a wide range of 
elements for text structure and content. The advantage of XML markup is that 
it is readable by humans, as it keeps the original text, adding additional infor-
mation in the form of tags. As such, it resembles closely the widespread prac-
tice of highlighting portions of a printed text. In general, XML implies a data 
model in the form of an ordered tree that structures the document by hierarchy 
(A contains B), ordered adjacency (A followed by B), and co-occurrence (if A, 
then B). For this clearly source-oriented approach, the TEI-XML encoding of 
the documents would include – in addition to general structural markup – tags 
for persons, places, dates, and other useful information.  
Despite the considerable effort it takes to transcribe the scanned image into 
TEI-XML, it would still be insufficient for our goal to model the itineraries of 
DPs. The structural markup that TEI provides – the position of a name or date 
in a given text – is of secondary importance when modeling itineraries, as it is 
the semantic connection between a specific person and a specific place on a 
specific date that is of the most importance. Thus, despite the huge effort of the 
encoding process, the relevant information would be highlighted by tags, but 
still not machine-readable with respect to its semantic content. For this reason, 
within the TEI community, various authors discuss the need to extend TEI-
XML markup with Linked Open Data (LOD) encoding (Ciotti, Lana, and To-
masi 2014; Lana, Ciotti, and Tomasi 2018). XML is a powerful formalism with 
which to define the syntactic aspects of the markup language, but it does not 
provide a computational semantics and thus owes its semantic value and con-
sistency almost entirely to human interpretation and control. The benefits of a 
formal description of the semantics of a markup language include “automatical-
ly deriving facts from documents, and feeding them into various inferencing or 
reasoning systems” (Ciotti and Tomasi 2016, 2-3).  
LOD is one of the main technologies of the Semantic Web.7 The Semantic 
Web was envisioned in 2001 by Berners-Lee, Hendler, and Lassila (2001) as an 
evolution of the existing web (based on the paradigm of the document) into a 
Semantic Web (based on the paradigm of structured data and meaning). In the 
Semantic Web, “information is given well-defined meaning, better enabling 
 
7  For an application of Semantic Web technology to historical data, see also Edwin Klijn’s 
(2020) contribution in this special issue. 
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computers and people to work in cooperation” (Berners-Lee, Hendler, and 
Lassila 2001, 37). The terms “well-defined meaning” and “reasoning systems” 
obscure the fact that while computers can apply logical operations to data, they 
cannot understand information or meaning in the way human beings generate 
meaning from understanding information. This is why computers need a pre-
defined rule conform formalized and classified meaning (i.e., “well-defined 
meaning”) attached as data to an information item in order to apply “reasoning 
systems” – that is, to process data with algorithms.  
Semantic Web technologies such as LOD are based on the open-world as-
sumption ( Robertson 2009; Doan, Halevy, and Ives 2012). This refers to a 
basic distinction made in data science between the open-world assumption and 
its opposite, the closed-world assumption. While the latter assumes the com-
pleteness of data – that is, a statement that cannot be verified is considered 
false – the former assumes the incompleteness of data – meaning that a state-
ment that cannot be verified, nor explicitly shown to be false, is simply consid-
ered unknown. Following this logic, it is neither possible nor necessary to 
know everything about a subject, but desirable to discover unexpected infor-
mation by connecting one’s own database to information stored elsewhere. 
This logic is useful for historical research, as often one does not know before-
hand what information will be generated from one’s sources.  
In general terms, LOD represents information in a graph that is built on a set 
of one or more “triples.” These triples consist of subject, object, and predicate. 
This simple structure enforces the explicit encoding of semantic relations 
(Kräutli and Valleriani 2017, 6).8 In combination with ontologies that standard-
ize and define the structure of knowledge, it facilitates flexibility and interoper-
ability between different data sources (Robertson 2009; Meroño-Peñuela et al. 
2014). Ontologies in information science define the nouns representing classes 
of objects, and the verbs representing relations between objects. Using an es-
tablished LOD model with one or more ontologies has the advantage of ensur-
ing the re-usability of data and connecting one’s own data to other existing data 
sources. However, this comes at the cost of increased complexity compared to 
the table-oriented data structures used in relational databases. Instead of inter-
related tables, we have one or more graphs consisting of subject-predicate-
object triples. Rather than using more or less intuitive column names to identify 
the content that we need to ingest into the database table, for the LOD ap-
proach, we first need to identify the relevant classes for the object and predicate 
in the LOD model, and then annotate the semantic information in a formalized 
triple format.  
In comparison, relational databases are mainly a set of interlinked tables. 
This implies that each class of information that will be inserted into the data-
 
8  “The data model enables us, but also forces us, to be specific about what we know and 
cannot know from our sources” (Kräutli and Valleriani 2017, 6). 
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base needs to be anticipated in the design of the database by assigning a specif-
ic column in a specific table for that piece of information. This makes it diffi-
cult to integrate new information that does not fit into the pre-configured data-
base schema, and every change to the database schema to encompass new 
information will affect the whole database system. Nevertheless, a relational 
database system is open to new information and does not enforce a closed-
world assumption of the completeness of data. Although the representation of 
information as LOD is also structured by predefined ontologies, in contrast to 
relational databases, an extension of the set of elements used from an ontology 
or the integration of a new ontology into the system does not affect the rest of 
the data triples.  
The Semantic Web approach has gained momentum in the last years. Vari-
ous projects published collections of information as LOD. For example, in the 
historical domain, since 2015, the WarSampo project offers a LOD service and 
web portal based on approximately nine million triples about Finland during 
World War II (Hyvönen et al. 2016; Koho et al. 2018c) and continuously ex-
tends its scope (Koho et al. 2018a). The portal merges datasets from many 
institutions (National Archives, Defense Forces, Association for Military Histo-
ry, Finnish Literature Society, etc.) that each contain different classes of 
sources, such as war diaries, history books, Wikipedia entries, photographs, 
and magazine articles. In addition to a LOD service for data re-use, the project 
includes a web portal that offers different views on the available data, such as 
an event-based perspective, a person-based perspective, an army unit perspec-
tive, or a historical places perspective (Hyvönen et al. 2016).  
Various LOD-based research projects are related to prosopographical re-
search into the history of the American Congress (Larson 2010; Miyakita, 
Leskinen, and Hyvönen 2018), national biographies (Hyvönen et al. 2018; 
Tamper et al. 2018), or the tracing of transnational mobility in national biog-
raphies.9 Similarly, census data can be addressed by LOD approaches, such as 
that employed by the CEDAR project, which transformed Dutch historical 
censuses into LOD (Meroño-Peñuela et al. 2016). Other projects aim to contex-
tualize individual biographies, such as the diary of the Canadian artist John 
Hammond, describing his journey from Montreal to the West Coast in 1871 
(Robertson 2009), or Emma Goldman’s travels through North America be-
tween 1910 and 1916 (Larson 2010). Other projects map networks between 
people, such as the Reassembling the Republic of Letters project (Tuominen et 
 
9  See the Cosmobilities project at IEG - Leibniz Institute for European History, Mainz, <https:// 
www.ieg-mainz.de/forschungsprojekte/cosmobilities_grenzueberschreitende_lebenslaeufe_ 
in_europaeischen_nationalbiographien> (Accessed November 12, 2018). The “cosmobilities” 
tool (<http://search.de.dariah.eu/cosmotool/search> [Accessed November 12, 2018]) is cur-
rently not available online. 
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al. 2018),10 or between early modern scientific books, such as the CorpusTracer 
project (Kräutli and Valleriani 2017).  
Most of these projects link their data to Wikipedia or DBpedia (the LOD 
version extracted from Wikipedia) and Wikidata. These linking hubs provide a 
good example via which to explain the prospects and limits of the LOD prom-
ise to discover information by linking to the Semantic Web. For example, an-
other project in the Finnish context created biographical LOD from a register of 
over 10,000 alumni of Norssi, the prominent Finnish high school. An examina-
tion of the matching of the resulting data to other LOD sources reveals the 
scope of linking open data: From 10,137 alumni, 894 (8.8%) matched to the 
family tree data service Geni, followed by 609 (6%) matches with Wikipedia 
and Wikidata. To the Virtual International Authority File (VIAF) joint service 
of national libraries’ authority files, 135 (1.3%) entries matched, and to the 
Getty Institutes Union List of Artist Names (ULAN), 16 (0.16%) entries 
matched (Leskinen et al. 2017). This example shows that even from an elite 
high school, the great majority of alumni have no entry in common databases.  
Florian Kräutli and Matteo Valleriani (2017) from the CorpusTracer project 
report that “roughly half of the people we find in our sources do not exist in 
Wikidata” (7). However, due to the community structure of Wikidata, they can 
add new entities to the database as they identify them (Kräutli and Valleriani 
2017, 7). This is true for their research domain, namely early modern scientific 
literature. However, like all community projects, Wikipedia and Wikidata have 
rules that determine which person qualifies for an entry. Most of the DPs about 
whom we find information in the ITS sources are ordinary people who do not 
fit the catalog of criteria for entries in such databases. Unsurprisingly, for our 
test sample of about 1,100 case files with around 3,600 names, we could not 
find a single match for any name and date of birth with a corresponding entry 
in Wikipedia or ULAN, while most of the geographical names could be 
matched to the Getty Thesaurus of Geographical Names. 
However, Yad Vashem’s central database of Shoah victims’ names is one of 
the few examples of data collections of ordinary people in the historical do-
main.11 This database has only been made possible because of the dedication of 
a large number of people, substantial resources, and both political and institu-
tional support; however, it still has no interface via which to access the infor-
mation as LOD. Thus, for the People on the Move consortium, the possibility 
to link our project’s data about persons to other relevant datasets is currently 
not an option. Nevertheless, as discussed, openness and flexibility to integrate 
new and unforeseen information into the structure of the data collection and the 
 
10  See also the Mapping the Republic of Letters project at Stanford University, which uses 
different technologies <republicofletters.stanford.edu> (Accessed January 30, 2019). 
11  See <https://yvng.yadvashem.org/> (Accessed November 12, 2018). 
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ability to present the same data from different perspectives still makes LOD an 
attractive choice for data management. 
In the context of our project, an appropriate approach to DPs’ and in general 
migrants’ agency is to model their lives as a series of events in time and space. 
This event-based approach allows us to identify common patterns of movement 
via agglomerated geostatistical data, as well as individual moments in a mi-
grant’s life when decisive decisions worthy of more detailed investigation were 
made. If we understand a person’s life essentially as a sequence of events, it is 
a logical choice to represent such lives via an event-based LOD model. Among 
the many approaches for modeling events (Rovera 2016), the CIDOC Concep-
tual Reference Model (CRM; Doerr 2003)12 is a good choice because it is an 
ISO standard and maintained by the International Council of Museums, and 
thus supported and applied by a worldwide community of cultural heritage 
institutions. While an event-based model is helpful if one wishes to represent 
the movement of persons and objects in space and time, this approach can also 
make data storage more complex. For example, a photograph would be repre-
sented both as an image and as the event that created it (Koho et al. 2018b). 
Fortunately, like XML, LOD allows the use of different models in parallel by 
using prefixes to identify the respective ontology. This facilitates pragmatic 
solutions for the encoding of semantic information in different schemes.  
This brief overview of the different layers of representation that a diligent 
source-oriented approach would imply, illustrates the effort and amount of 
resources that such an approach necessitates. A goal-oriented approach can 
bypass most of these layers and generate the data needed for the project from 
the sources directly into a database tailored to the project’s purposes. There-
fore, because of the very restricted resources available, the People on the Move 
consortium opted for a more pragmatic, goal-oriented approach that generates 
only the data relevant for the envisioned GIS representation and stores them in 
a relational database model. Despite the advantages of LOD, for pragmatic 
reasons, in the context of the current People on the Move project, we decided to 
use a relational database to record the information generated from the sources. 
The use of relational databases has a long, established history and features 
extremely robust implementations. Furthermore, the staff in charge of data 
ingest were already accustomed to working with this type of database. Alt-
hough GIS software prefers to ingest data in table form, our database model is 
differentiated enough to allow us to, in a future step, transform the representa-
tion of the collected data and the semantic meaning implicit in the database 
structure into an explicit LOD structure. Indeed, many web services that offer 
LOD still run a relational database in the background, rather than a native triple 
store. 
 
12  See <http://cidoc-crm.org> (Accessed November 12, 2018). 
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While this is clearly a goal-oriented reorganization of information taken 
from the source, we preserve the information necessary for back linking to the 
original source. We also take care to maintain the literal expression for places, 
persons, religious affiliations, and other data as written in the source. In addi-
tion, we keep contradicting information regarding occupation, nationality, 
religion, etc. as is. The decision to leave the task of data control and normaliza-
tion to a later step in the workflow has various benefits: It maintains a certain 
level of accuracy with respect to the source; in addition, it separates the process 
of transcoding the source from the process of interpreting the resulting data. 
The staff that generate data from the sources do not need to decide about the 
validity of information or interpret the different spellings of names, while fur-
ther interpretation of the data can be made transparent and reversible by quali-
fied historians. The preserved contradictions in the sources provide starting 
points for questions about the reasons why, for example, a person would state a 
different age, profession, religion, or nationality in different contexts. This can 
provide insights into the strategies used by DPs in the negotiation process.  
Keeping contradicting data is alien to common database systems. Most da-
tabases are optimized for maintaining the integrity of data and expect unam-
biguous entries. However, in the context of historical research, a special chal-
lenge is presented by the fuzziness and inconsistency of data in the sources. We 
do not control the social constructions behind process-generated sources, and 
thus have to handle terminological and conceptual inconsistencies. As Manfred 
Thaller (2017, 291) points out, even a single linguistic term for a certain pro-
fession can have very different meanings – e.g., a person labeled as a black-
smith might be an artisan, or an industrial worker.13 To handle this problem, 
Thaller develops a more complex formula by calculating the probabilities of 
certain qualities of such datasets. In his conclusions, he proposes that in such 
cases, “we have [to] consciously [...] avoid general quantitative statements” 
(emphasis in original), but can apply statistical methods to “narrowly defined 
groups” and test to what extent the results for those groups can be generalized 
to other groups (Thaller 2017, 302). 
The “real problem” for historians is that, when looking at their sources, what 
they can observe are always disputable facts derived from the actual events:  
Even on the most extreme level of abstraction, the most simple statement in 
the historical disciplines is a statement about the consistency of three hypothe-
ses, two related to the tradition of information, one to the relationship between 
the actual events. (Thaller 2017, 304) 
 
13  Van Leeuwen, Maas, and Miles (2004) describe a Historical International Standard Classifica-
tion of Occupations, a LOD ontology to connect and normalize different historical and cur-
rent terms of professions in an international context. However for obvious reasons, the on-
tology cannot solve the fundamental problems raised by Thaller (2017). 
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This means that the statistical abstractions we can generate from our encoded 
source material do not discover or prove existing cause-effect relations, but 
create one or more functions as representations of our hypotheses on observa-
ble co-occurrences. Nevertheless, if these abstractions lead us to new perspec-
tives on the material that can be researched further via a close reading of the 
sources, they are still a valuable contribution to the research process.  
3.3  Challenges of Modeling Meaningful Representations in GIS 
When talking about modeling life events, we need first of all to think about 
what modeling means and what kind of knowledge it can produce. Arianna 
Ciula et al. (2018) understand modeling as a way of thinking in practice. In 
their opinion, models are tools for interactive inquiry that help to operationalize 
research questions, whereas modeling is an iterative and creative process of 
reasoning in which meaning is made and negotiated. In her essay on the use of 
integrated assessment models in climate and sustainability studies, Saskia El-
lenbeck (2017, 113) distinguishes between three main approaches to models: 
(1) a positivist understanding of models as tools to map real-world data onto a 
true representation of the research object; (2) a social-constructionist under-
standing of models as representations of the epistemological and normative 
worldview of the scientists who use them; and (3) a discourse analytical under-
standing of models as dispositif14 – an infrastructure of discourse that by itself 
produces knowledge (Ellenbeck 2017, 113). She argues that these perspectives 
on models are mutually exclusive, because the different epistemological foun-
dations do not allow for the formulation of a critique from a single perspective 
that could be recognized from any of the other perspectives (Ellenbeck 2017, 
124).  
Behind the conflict between these different approaches to modeling lies a 
contested notion of reality. Is reality something external that can be researched 
and modeled as closely as possible, or is it the construct of our access to the 
external world? Or, is reality the contested product of our social interaction 
with people and things around us? Among historians, the claim for the true 
representation of “reality” has been contested for a long time, because the past 
“reality” as a possible research object is gone forever (Jenkins 1995; Goertz 
2001). Instead, we have the intermediate notion of “history”: a construct that 
somehow connects the fluid, always already past “reality” to our current dis-
course, and thus allows us to integrate different approaches to “reality” into one 
or multiple histories via specific narrative strategies. In this sense, history – 
although not a transmission or storage technology – has a lot in common with 
the characteristics of media. 
 
14  For a definition of the term dispositive, see, e.g., Foucault (1980). 
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From a historical perspective, we already know that the past as such is inac-
cessible to us. Inevitably, historians build on sources – representations of their 
research object – in their attempt to (re)construct historical events and their 
context into a meaningful history. Thus, the tension between a positivist repre-
sentation of past events, a social-constructionist representation of worldviews, 
and the idea of representation as an actor itself in current discourse, is inherent 
to historians’ critical evaluation of their sources. Each object inherited from the 
past gains this threefold character when it becomes a source. It is both a prod-
uct and a representation of a past event. It is also the product of a specific past 
perspective on that event, as well as of the processes of transmission and 
preservation of the source (and the selection decisions made about what should 
be preserved and what should be vanished). Finally, the existence or the ab-
sence of a source, the classification of what is a source and what is not, and the 
choice and use of the source by the researcher make the source not only a rep-
resentation of the researcher’s interests and worldview, but also a dispositif that 
allows us to ask certain questions while foreclosing others. Historians know 
that the models they build from sources are, like the sources themselves, not 
substitutes for, but representations of, past events. Historians know that their 
models are entangled with their own research interests and questions. They 
know that such sources and models are infrastructures of discourse that delimit 
what knowledge can be gained by interacting with them. Nevertheless, it is the 
only material we can build our history on, and what makes this task a science, 
is the fact that historians document their decisions and reflect on the process of 
producing history.  
As discussed in section 2.2, the data that sustains our model of DPs’ itinerar-
ies is generated via a process of abstraction. The social practices of movement 
and sojourn, embedded in a complex web of reasons, intentions, and interac-
tions, was first reduced to administrative documents – our sources – and is 
subsequently further reduced to observable, quantifiable, and calculable data 
within a matrix of space and time coordinates. More precisely, the documented 
DPs’ claims of actually being at a certain place and time before the UNRRA or 
IRO officials are transformed into algorithmically computable data.  
The process of data preparation for GIS processing can be described as one 
of loss: “the loss of details in reducing sources to limited data fields, the loss of 
accuracy in accepting approximate locations, the loss of exemplars in trimming 
outliers from the dataset” (Hornbake 2015, 179). However, at the same time, it 
is inclusive, “incorporating information from more sources than one could 
possibly reference in a purely textual form” (ibid.), and equals the most inter-
esting sources to lesser sources by extracting the same set of data.15 In effect, 
we have a large amount of data, but we should not forget, as Luc Boltanski and 
 
15  For more information on information reduction by visualization and strategies to avoid 
reduction, see Manovich (2011). 
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Arnaud Esquerre (2018, 22) remark, that, by reducing research to the analysis 
of big data, we always find a socially pre-configured item, making it impossi-
ble to include social change and the reflexivity of actors that have not already 
been the object of taxonomic inquiry and technical and institutional recording 
(ibid.). 
Unlike Boltanski and Esquerre, in historical research we cannot resort to 
ethnographic research in order to sidestep pre-constructed datasets and generate 
fresh views on the subject through self-reflected observation (except for the 
realm of oral history). Investigating past events means relying on sources that 
already exist, and therefore carry with them the inscription of the terms of their 
production and transmission. Moreover, to generate data from such sources 
implies the use of encoding schemas that are themselves social constructs. 
Historical research can only try to keep these conditions of knowledge produc-
tion present in its representation of the source and investigate on both levels: 
the rules of discourse as well as that which is expressed within these rules. Our 
approach to generating and encoding data as closely to the source as feasible – 
including presumed misspellings, inconsistencies, and fuzziness – is aimed 
towards keeping the inscriptions of knowledge production visible. Thus, the 
traces left by the reflexivity of agents and social change in the source can be 
integrated into the analytical abstraction process. In this workflow, the data 
normalization that is necessary for further processing and interconnecting data 
is kept visible and reversible as an interpretative act. Our intent is to enable the 
dynamic generation of visual abstractions in GIS that allow researchers to react 
and interact with findings resulting from the hermeneutic analysis of the source 
material.  
This points to the double character of data visualization, as defined by Ste-
phen Few (2018): “Data visualization is the graphical display of abstract in-
formation for two purposes: sense-making (also called data analysis) and com-
munication” (n.p.). Data is mobilized graphically. It typically requires 
graphical representation in order to be used as part of an explanation, or as a 
basis for argumentation (Gitelman and Jackson 2013, 12). To paraphrase Mar-
shall McLuhan (1962), data visualizations are said to amplify our senses and 
our abilities to make sense of the world around us. Data visualizations, howev-
er, are not a neutral tool. They “come with particular ‘ways of seeing,’ particu-
lar analytical, mediation and narrative regimes regarding which we ought to be 
attentive as we use them to do research and tell stories” (Gray et al. 2016, 291). 
Similar to supposedly neutral data, mapping and tagging are persuasive and 
tend to create an understanding of constructed reality as self-evident (Bächle 
2016, 150). We should keep this in mind while working with GIS-produced 
visualizations. Against the backdrop of various experiences with GIS-based 
abstraction and analysis in projects of the Social-GIS workgroup at the Univer-
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sity of Osnabrück, I want to highlight three productive aspects of GIS-
supported analysis.16 
(1) GIS-based analysis can help to separate observable facts from the mean-
ing commonly attributed to them, enabling new perspectives on concepts that 
are ideologically coagulated. The subjects of migration and refugees have been 
discussed at length in recent years. The definition of who is recognized as a 
migrant or refugee seems self-evident in these discussions and tends to be 
connected to further social and legal attributions. GIS model human mobility in 
the first instance in a technical context as movement in space. It detaches 
movement from its interpretation as migration. In this sense, computing is 
semantically blind, as Silke Schwandt (2016, 337) put it in the context of se-
mantical historical analysis of text corpora. Semantic blindness should not be 
understood as objectivity. We can only see what is encoded in our system and 
hence, we will only find what we are searching for. However, the process of 
encoding and processing builds an intermediate step between hypothesis and 
analysis. It generates discrete fragments of observable facts that are separated 
from the meaning attributed to them within their original social context. Reduc-
ing their meaning to a technical function opens the mind to new encounters 
with the source material and allows the production of new, meaningful ar-
rangements. For example, an ongoing project of the Social-GIS workgroup 
collects the birthplaces of parents and grandparents in school classes and enters 
this data into a GIS. The result shows that almost every family has an experi-
ence of mobility (Kaim, Panagiotidis, and Rass 2018). This observation pre-
sents an ideal starting point from which to discuss the production of migration 
as a phenomenon of perception and attribution. Similarly, the processing of 
data from the ITS archives carries with it the potential to rethink accepted 
knowledge on the strategies, social structures, origins, and destinations of DPs, 
as well as to identify new groups of DPs to be investigated. It also allows us to 
contextualize experiences of forced migration with previous and later experi-
ences of different kinds of mobility. 
(2) GIS-based analysis can render visible the co-occurrence of temporally 
and spatially dispersed events – co-occurrences that lead to questions about the 
interrelation of these events. In an earlier project within the Social-GIS 
workgroup, Sebastian Bondzio (2018) mapped the death toll of soldiers at the 
front during World War I with the arrival of the notification of death at the 
soldiers’ home. The visual abstraction shows that battles known in war history 
due to their high mortality as main events – such as the Battle of Verdun and 
the Battle of the Somme in 1916 – on a local level might have far less impact 
on the social perception of the war than the sum of much smaller battles. In the 
 
16  For an overview of the Social-GIS workgroup and its projects, see <http://www.socialgis.uni-
osnabrueck.de/> (Accessed November 23, 2018). Between 2015 and 2018, I was part of the 
Social-GIS workgroup at University of Osnabrück. 
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case of soldiers from Osnabrück, over the course of the war, at least 50% of 
soldiers’ deaths did not occur in prominent battles and 1916 was the year with 
the lowest death toll (Bondzio 2018, 169). Similarly, by processing DPs’ data 
in GIS, it is likely that otherwise imperceptible patterns in itineraries, prefer-
ences, and the success or failure of applications for resettlement programs will 
appear. These patterns might point to the agency of DPs – for example to nego-
tiate their further progress, even if they did not meet the demands of receiving 
countries. Such patterns could thus help to reshape and understand the land-
scape of important hubs for refugees before, during, and after the war.  
(3) From a given set of sources, GIS-based analysis generates a context for 
individual sources. One specific capability of GIS is to map a set of life events 
into a pathway through time and space, but also to agglomerate co-occurrences 
and show the dispersion of events within geospatial and temporal coordinates. 
Thus, for each representation of a life event, GIS can create a context of rela-
tions to other data representations. It can relate the representation of a single 
life event to representations of other events in the life of the same person, as 
well as to general classifications, or to representations of the life events of 
others in the dataset. This creates contextualized perspectives on, and access to, 
the individual source. From an ANT perspective, this context of patterns can be 
taken as modeling the work and translation of hybrid subject-object actants. 
The persuasive and analytical power of these contextualized perspectives on 
sources and the resulting prospects for the presentation of research outcomes 
have been shown in various projects of the Social-GIS workgroup. For exam-
ple, a project in cooperation with the Center for Persecuted Arts rendered data 
from artists fleeing Nazi Germany.17 On an individual level, the GIS model 
could show the range before, during, and after persecution, and offers an ex-
planation concerning the relation between the work and life of an artist as a 
linear story of action and reaction to his or her surroundings. Agglomerating 
the data from various artists, a broader context emerges, pointing towards gen-
eral trends, individual deviations from that trend, probable options for decisions 
made, and the general as well as individual consequences. Moreover, in this 
context, artworks were produced before, during, and after Nazi rule. As with 
the artists themselves, some of these works survived, while others vanished. 
Mapping the movements of artists and their work, even beyond a particular 
artist’s death, provides important insights into the artist as he or she is created 
by the perception of his or her work. In a similar fashion, from the dataset of 
various DPs, we expect to create a context for each individual case and source 
that can be explored through GIS-generated dynamic maps, which are linked 
back to digital representations of the source documents.  
 
17  See <https://www.geschichte.uni-osnabrueck.de/abteilungen/neueste_geschichte_und_histo 
rische_migrationsforschung/arbeitsgruppen/social_gis/follow_people_trace_art.html> (Ac-
cessed November 23, 2018). 
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The three abovementioned productive uses of GIS do not generate represen-
tations that are more truthful than written representations. The evidence they 
produce has to be questioned and handled with care. However, if done well, 
GIS can provide a point of reference for further investigation and support dif-
ferent views on well-known topics. A fundamental quality of digital media is 
the way in which it fragments knowledge into bits of information that are sub-
sequently dynamically recombined into new insights. In this respect, GIS can 
help to multiply possible visions of the past and thus enrich the field of histori-
cal research. 
4. Conclusion: Reconciling Hermeneutic and Quantitative 
Approaches through Digital History 
How can DPs’ agency be better understood by modeling their life events into 
GIS? Indeed, is it actually possible to do so? In a strict sense, the answer is no. 
Agency is exactly the kind of social interaction that cannot be transformed into 
calculable bits of information. It is the adaptation and response to the unfore-
seen – something that algorithms cannot understand, but only simulate by de-
tecting patterns and calculating sophisticated statistical probabilities. Neverthe-
less, exactly such expectations are raised in current discourse surrounding big 
data and artificial intelligence. They reveal the underlying algorithmic para-
digm of knowledge production inherent to the project of the Enlightenment: the 
subjugation of nature through the scientific description of its functional rules. 
This paradigm results in the idea that human behavior can also be calculated, if 
only we would have enough data (Bächle 2015).  
Conversely, the intent to look through the source documents at the social in-
teractions, beliefs, and reasons behind them is a challenge always present in 
historical research. It is the point at which the researcher’s curiosity meets the 
sources and relates to the past with empathy, creating a historical narrative that 
sounds credible to the contemporary reader. This interaction transforms both 
the researcher and the source. Following this line of thought, history can be 
understood as a specific form of appropriation of the present (and not the past; 
Berg 2006). Paradoxically, the use of computational technologies that reduce 
complex social interactions to a calculable constellation of data ideal for algo-
rithmic processing can stimulate reflection upon the interrelation between 
knowledge production, the medium of that knowledge production, and its rep-
resentation. 
By combining hermeneutic approaches with quantitative and graphical ab-
stractions, GIS can be a useful means via which to understand DPs’ agency. 
GIS can model traces of DPs’ agency into graphical representations and dis-
cover patterns of movement and sojourn that help pose the right questions 
about agency, subject constitution, and frames of opportunity. Taking up 
HSR 45 (2020) 4  │  284 
ANT’s critique of the subject-object divide, the detected patterns can be under-
stood as the work or agency of the institutional settings that co-constitute the 
DPs and eligibility officers at the IRO. Lukas Hennies, Sebastian Huhn, and 
Christoph Rass (2018) described this process of interaction between DPs, eligi-
bility officers and institutional settings based on PotM data about Osnabrück. 
Even with small datasets, GIS representation can help to shed new light on 
sources and create new hypotheses with which to better understand past events 
(Hornbake 2015). One of the main opportunities and challenges that the digital 
humanities offer is the unexpected. What we think we will build and what we 
actually build, are often quite different (Thomas 2011). GIS can help to pro-
duce a broader context for the always limited findings generated by detailed 
hermeneutic research, while hermeneutic understanding can help to improve 
data modeling in GIS. The mixed method approach encourages historians to 
acquire the basic skills necessary to apply new digital technologies, or at least 
to understand what they are doing when working together with IT experts.  
The new media of digitized sources, LOD, and interactive GIS representa-
tions also call for a rethinking of traditional habits of scholarly publication. 
Digital representation tends to fragment information, but also has the ability to 
recombine these fragments of information into new perspectives on the sources 
and their interrelation. Fragmentation and recombination are both interpretative 
acts. New digital media offer new ways of storytelling, including visual and/or 
non-linear stories that follow complex graphs of knowledge. History has al-
ways been a construct; a narrative constellation; the singularization of facts as 
well as the production of their context. Perhaps it is time for a change in schol-
arly culture – time to better value those new forms of publishing knowledge, 
provided that they are performed carefully and comprehensibly. Our mixed 
method approach favors the openness for new perspectives generated by algo-
rithmic processing, combined with a critical appraisal that does not take gener-
ated representations as more truthful than any other representation. In this 
sense, digital history represents an opportunity to reconcile hermeneutic and 
quantitative approaches.  
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