We formulate and prove a Jakobson-Benedicks-Carleson type theorem on the occurence of nonuniform hyperbolicity (stochastic dynamics) in families of one-dimensional maps, based on computable starting conditions and providing explicit, computable, lower bounds for the measure of the set of selected parameters. As a first application of our results we show that the set of parameters corresponding to maps in the quadratic family f a (x) = x 2 − a which have an absolutely continuous invariant probability measure is at least 10 −8000 .
Introduction
Interval maps can exhibit a wide variety of dynamical behaviour, ranging from the existence of attracting periodic orbits to the existence of absolutely continuous (with respect to Lebesgue) invariant measures with strong mixing properties, as well as all kinds of intermediate and pathological phenomena. These dynamical phenomena can depend very sensitively, and very discontinuously, on the parameter even in very smooth parametrized families, see [22] for a comprehensive survey. In this paper we shall consider one-parameter families of C 2 interval maps of the form f a (x) = f (x) − a for some map f : I → I with a single quadratic critical point c, and the parameter a belonging to some interval Ω. Notice that in particular the critical point c ∈ I does not change with the parameter; this is not an essential condition but simplifies some of the already very technical estimates. We say that a ∈ Ω is a regular parameter if f a has an attracting periodic orbit; we say that a ∈ Ω is a stochastic parameter if f a admits an ergodic invariant probablity measure µ which is absolutely continuous with respect to Lebesgue and has a positive Lyapunov exponent λ(µ) = log |f ′ |dµ. Then we define Ω − = {a : a is regular } and Ω + = {a : a is stochastic}.
For families of maps with a single critical point, such as those considered here, the sets Ω − and Ω + are known to be disjoint, see [22] . Moreover, for generic families with a quadratic critical point both Ω − and Ω + have positive measure and their union has full measure [6] [7] [8] 20] . These are therefore the only two "typical" phenomena. The topological structure of the two sets is however very different: Ω − is open and dense in Ω [12, 17, 18, 21] and thus Ω + is nowhere dense. The fact that it has positive measure is therefore nontrivial. This was first shown in the ground-breaking work of Jakobson [16] and was generalized, over the years, in several papers; we mention in particular [9, 11, 13, 14, 22, 25, 28, 30, 31] for smooth maps with non-degenerate critical points, [29] for maps with a degenerate (flat) critical point, and [3, 4] for maps with both critical points and singularities with unbounded derivatives.
1.1. Quantitative bounds. The fact that stochastic behaviour occurs for a positive measure set of parameters means that it has positive probability and is therefore not negligible. However, the fact that it occurs for a nowhere dense set of parameters means that it is a difficult set to actually "pinpoint" in practice. In this paper we shall be concerned with the problem of estimating explicitly the actual measure , i.e. the probability,, of the set Ω + for which stochastic behaviour occurs. Notwithstanding the extensive amount of research in the area, none of the existing results provide any explicit quantitative bounds on the relative measure of Ω + in Ω. The arguments are constructive to some extent: they "construct" a set of stochastic parameters in a given parameter interval Ω. However they all apply only under the assumptions that Ω is a sufficiently small neighbourhood of some sufficiently good parameter value a * . Both of these assumptions are problematic in diffferent ways which we discuss briefly in the following paragraphs.
The size of the neighbourhood Ω of a * to which the arguments apply, as well as the proportion of Ω + in Ω, is not computed in any of the existing arguments. This is to some extent more of a technical issue than a conceptual one: explicit estimates can probably be obtained from the existing papers by more careful control of the interdependence of the constants involved. It should be noted nevertheless that this interdependence is quite subtle; the issue might be technical but this does not make it non-trivial.
A more delicate issue is the assumption that the parameter interval Ω contains some good parameter a * . This gives rise to the problem of verifying the presence of such a parameter in Ω and of computing the required quantitative information related to the "goodness" of a * . It turns out that this is essentially impossible in general. Several conditions of various kinds have been identified which imply that a given parameter value is stochastic [1, 2, 10, 11, 15, 23, 24] but, apart from some exceptional cases, all these conditions require information about an infinite number of iterations and thus are, to all effects and purposes, uncheckable. It can also be shown that in a formal theoretical sense the set Ω + is undecidable, see [5] .
The main objective of this paper is to overcome these difficulties. We present a quantitative parameter exclusion argument which gives explicit lower bounds on the proportion of Ω + in some parameter intervals Ω and, perhaps most importantly, base this argument on explicitly computable starting conditions which can be computed in finite time and with finite precision. In section 3 we give an application to the quadratic family and obtain a first ever explicit (albeit small !) lower bound for measure of Ω + . In the remaining sections we prove the main theorem.
Statement of results
We suppose that we are given a family of maps {f a } as above, where the parameter a belongs to some interval Ω. We remark that we are thinking of Ω as being "small" in a sense which will become clear. This is a natural and general setting: the estimates can easily be applied to a "large" parameter interval by subdividing it into smaller subintervals and considering each such subinterval independently. For future reference we let ε = |Ω|. We suppose without loss of generality that the critical point c = 0.
2.1. Computable starting conditions. We start by formulating several conditions in terms of six constants N, δ, ι, C 1 , λ, α 0 , λ 0 .
First of all we define critical neighbourhoods ∆ := (−δ, δ) ⊂ (−δ ι , δ ι ) =: ∆ + .
(A1) Uniform expansivity outside a critical neighbourhood: for all a ∈ Ω, x ∈ I, n ≥ 1 such that x, f a (x), .., f n−1 a (x) / ∈ ∆ we have:
if x ∈ f a (∆) and/or f n a (x) ∈ ∆ (A2) Random distribution of critical orbits: There existsÑ ≥ N such that |f n a (c)| ≥ δ ι for all n ≤Ñ and (1) |ΩÑ | := |{fÑ a (c) : a ∈ Ω}| ≥ δ ι (A3) Bounded recurrence of the critical orbit: for all a ∈ Ω and all N ≥ n ≥ 1 we have |f n a (c)| ≥ e −α 0 n . (A4) Non-Resonance: There exists an integer N 1 such that
We emphasize that all of these conditions are computable in the sense that they can be verified in a finite number of steps and using explicit numerical calculations relying only on finite precision and depending only on a finite number of iterations (at most N). This does not mean however that their verification in practice is trivial or even easy; we shall discuss below some of the computational issues which arise when applying our results to specific situations.
Conditions (A1) and (A2) are really the two fundamental conditions. (A1) says that some uniform expansivity estimates hold outside the critical neighbourhoods, uniformly for all parameter values. Notice that in principle this expansivity becomes more problematic the smaller the critical neighbourhoods and the larger the interval Ω of parameter values. On the other hand it is important to have a "large enough" parameter interval relative to the choice of δ, ι for otherwise (A1) could be satisfied even though all parameters in Ω have an attracting periodic orbit (this may happen, for instance, if the attracting periodic orbit always has at least on point in ∆, then its attracting nature could be invisible to derivative estimates outside ∆). The appropriate condition on the size of Ω is given implicitly in (A2) which says that the size of the interval given by the images of the critical points for all parameter values at some time is large enough. Technically this gives a sufficiently "random" distribution of the images to provide the first step of the probabilistic induction argument which shows that critical orbits have small probability of having close returns to the critical neighbourhoods, which is the core of the overall argument.
Conditions (A3) and (A4) are relatively weak conditions which appear for technical reasons. It is conceivable that they could be weakened or even removed, although this would require certainly some non-trivial technical improvements in the arguments. We remark that the integer N 1 can be arbitrary and plays no further role in the arguments, in particular there are no constraints on its value.
Our assumptions on the family {f a } will be that conditions (A1)-(A4) hold for a set of constants N, δ, ι, C 1 , λ, α 0 , λ 0 satisfing certain non-trivial formal relationships (C1)-(C5) which we proceed to formulate.
2.2.
Conditions on the constants. The first condition is formulated purely in terms of the constants introduced above:
This gives a first constraint on the relative values of the constants. Additional constraints are imposed indirectly via the definition of a set of auxiliary constants in the order given in the following list:
As these constants are introduced we shall define conditions which implicitly impose conditions on the original constants N, δ, ι, C 1 , λ, α 0 , λ 0 . The entire procedure is aimed at obtaining a value for the last constant η, which appears in the statement of the Theorem below. Some relatively detailed remarks concerning these constants and conditions, with some references to the parts of the proof in which they are used, will be given in section 2.3.3 below. For the moment we have tried to present the conditions in as compact a format as possible.
We remark first that the constants M 1 , M 2 , L 1 , L 2 , D 1 , D 2 , D 3 require some amount of computation concerning the geometry and/or the dynamics of the family {f a }. In particular they are not defined exactly: they are "estimates" which are required to satisfy some lower or upper bounds. We shall use the notation :≥ to denote the fact that the constant on the left is required to be an upper bound for the expression on the right. Similarly for :≤ etc. The constants D 1 , D 2 , D 3 also involve a "dummy variable" N 1 which can be chosen conveniently to try to optimize the estimates. The choice of N 1 does not need to be the same in all three cases. The constants α 1 , γ 1 , α, γ 2 are chosen with some freedom within certain ranges depending on the previously chosen constants. The remaining constants are defined directly in terms of those defined previously.
We start with some fairly basic constants:
a (x)|} where the maximum is taken over all (x, a) ∈ I × Ω, and L 1 and L 2 chosen such that
∈ Ω. Notice that L 1 is used in bounds in ∆ whereas L 2 applies to the entire interval I.
We now let d(f i (∆ 0 ), c) denote the distance of iterates of ∆ 0 = f (∆) from the critical point c, minimized over all parameters in Ω. We then choose some α 1 ∈ (α 0 , λ 0 ) and define the following constants:
We can now formulate the next two conditions
We now choose some γ 1 ∈ (γ 0 , 1 − γ 0 ), γ 2 ∈ (0, 1 − (γ 0 + γ 1 )) and let
We then choose some
and letη
We can then formulate our two final conditions:
The main result. We are now ready to state our main result. First we define the set Ω * := {a ∈ Ω : |(f n a ) ′ (c 0 )| ≥ e λ 0 n ∀n ≥ 0} By classical results, for any a ∈ Ω * , f a admits an ergodic absolutely continuous invariant probability measure and thus Ω * ⊆ Ω + .
Main Theorem. Let f a : I → I be a family of C 2 unimodal maps with a quadratic critical point, of the form f a (x) = f (x) − a, for a belonging to some interval Ω of parameter values. Suppose that there exist constants N, δ, ι, C 1 , λ, α 0 , λ 0 so that conditions (A1)-(A4) and (C1)-(C5) hold. Then
First of all we make some general remarks; in section 3 we give an application to the quadratic family; in sections 4 to 7 we give a complete proof.
2.3.1. Computational issues. The spirit of this result is to have a ready-made "formula" for proving rigorously the existence, and for obtaining a lower bound for the probability, of stochastic dynamics in a given family of maps. In some sense we have in mind a kind of computer-assisted theorem in (non-uniformly) hyperbolic dynamics, see also the comments in the next subsection. We emphasize however that a systematic and extensive application of our results involves several non-trivial theoretical and computational issues.
An obvious issue is the development of rigorous computational algorithms to verify conditions (A1)-(A4). In general one can expect the number of iterations which need to be computed to be finite but not necessarily small and thus issues about the cost and efficiency of the algorithms will certainly come into play.
A second, less obvious but probably ultimately more difficult, issue is that of finding a systematic way of adjusting the constants N, δ, ι, C 1 , λ, α 0 , λ 0 as well as the length of the subinterval Ω of parameters and the auxiliary constants, so that all the conditions are satisfied. A natural situation would be that conditions (A1)-(A4) have been verified for a certain set of constants N, δ, ι, C 1 , λ, α 0 , λ 0 but that these constants fail one of the conditions (C1)-(C5). One then has many options such as changing any one or more of the constants and trying to verify (A1)-(A4) and (C1)-(C5) again. The interdependence of the various conditions is however quite subtle and trial and error does not appear to be a satisfactory strategy in general.
2.3.2.
Constructive non-uniform hyperbolicity. The theory of non-uniform hyperbolicity bears some striking structural similarities to KAM theory, in particular the occurrence of certain dynamical phenomena for nowhere dense sets of parameters of positive Lebesgue measure. The first abstract results of KAM theory go back to the 1950's and 1960's. From the 1970's to the present day there has been extensive research work, under the general heading of constructive KAM theory, with the objective of understanding these abstract results from a more concrete and quantitative point of view (see [19] for a comprehensive survey and references). The present work can be seen as an initial step in the direction of an analogous constructive theory of non-uniform hyperbolicity providing a concrete and quantitative understanding of the abstract results going back to the late 1970's and early 1980's.
2.3.3.
Remarks on the constants. The constant D 1 bounds the distortion during binding periods, see section 5 and Sublemma 5.1.1. We remark that N 1 is a completely local constant which can be chosen independently of any other choices, in order to allow optimal estimates in specific situations. It seems likely that better estimates can be obtained by more explicit calculations based on the actual dynamics of the maps for some initial number of iterates. Indeed, this improvement proves quite dramatic in the specific case of considered here, close to the top of the quadratic family. The constants D 2 , D 3 appear in the context of the estimates which compare derivatives with respect to the parameter and derivatives with respect to the space variable. Condition (A4) is designed specifically to ensure that D 3 > 0. Again, the values of D 2 and D 3 or the complexity of the calculation can be optimized by choosing different values for N 1 ; for example for N 1 = 0 we consider the sums to be empty and thus, would simply define D 2 = e −λ 0 /(1−e −λ 0 ) which may be sufficient for the estimates. The definition of γ 0 comes from the combinatorial estimates in section 7.3. The constant D appears in Lemma 6.3. The constant Γ 1 is a large "dummy" constant used to formulate the estimates on the derivative growth at the end of binding periods, see (20) , page 20. It allows us to cancel out the small constant arising in the estimate (57) on page 31. The constant k 0 is of no particular significance, it is just used in the definition of τ 0 ; its definition come from the proof of Sublemma 5.1.2, see (25) . The constants τ 0 , τ 1 appear in the binding period estimates, Sublemmas 5.1.2 and 5.1.3. The constants C 3 andC 3 have no particular significance but are helpful in simplifying the form of the expressions arising throughout the paper. They are first used in (27) and in (31) respectively. The two conditions in the definition ofγ 0 arise in (61) and (37) respectively. The product τ 0 α 0 gives the relative length of binding periods, see (23) . The constant τ gives the total proportion of iterates which belong to binding periods. The requirement (11) on α comes from the growth estimates in the proof of Lemma 6.2. Condition (C4) gives the convergence of the sum in Sublemma 6.3.2.
2.3.4. Notation. We introduce some notation which will be used extensively below. We let c 0 = c 0 (a) = f a (0) denote the critical value of f a and for i ≥ 0,
A key feature of the argument involves considering a family of maps from parameter space to dynamical space which tracks the orbits of the critical points for different parameter values: for n ≥ 0 and ω ⊆ Ω let ω n = {c n (a); a ∈ ω} ⊆ I.
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Explicit estimates for the quadratic family
A special, but already very interesting, example of a family of interval maps such as those considered above, is the well known quadratic family
A relatively straightforward application of our main theorem gives us the following and
We emphasize that even though the interval of parameter values under consideration here is relatively small, this is the first known rigorous explicit lower bound for the set Ω + in any context. The only other related work we are aware of is by Simó and Tatjer [26, 27] , who carried out careful numerical estimates of the length of some of the periodic windows, i.e. the open connected components ofΩ − inΩ = [â, 2], whereâ is the Feigenbaum parameter at the limit of the first period-doubling cascade They are able to compute the length of some relatively "large" windows (up to those of length of the order of 10 −30 or so, though not all the windows of up to this size) and their calculations suggest a lower bound for the overall proportion ofΩ − inΩ of about 10%. One expects the contribution ot the smaller windows to be negligible but this is probably a hard statement to prove.
A combination of the numerical methods of Simó and Tatjer with the application of the estimates given here might form a good strategy for obtaining some global bounds for the relative measures ofΩ − andΩ + in the entire parameter intervalΩ. Indeed, our methods appear naturally suited to the analysis of small parameter intervals and thus,in some sense, take over precisely where the purely numerical estimates no longer work. Another possible strategy might involve taking advantage of the hyperbolicity of the renormalization operator in combination, although even if such an argument were feasible, this strategy would probably give less concrete information about the actual location of parameters ofΩ − andΩ + .
We prove theorem 1 in the next three sections. In section 3.1 we discuss the choice of the main constants and check conditions (A1) to (A4); in section 3.2 we discuss the choice of the auxiliary constants and check conditions (C1) to (C5); in section 3.3 we enclose a copy of the Maple worksheet used to carry out the explicit numerical calculations. First we make some additional remarks.
3.1. Condition (A1) to (A4). In this section we discuss the choice of constants in our specific setting and show that all the necessary conditions are satisfied. As per the statement of the theorem, we have first of all a * = 2 − 10 −8000 .
We now fix the values of δ, ι as δ = 10 −2000 and ι = 0.8
We remark that this particular choice is essentially just a product of some "inspired trial-and-error". We will show in this section that all other constants can be chosen in a completely formal way so that the entire calculation can be coded into a Maple worksheet and the final value of η is ultimately just a function of the three constants δ, ι and a * fixed above. We start by choosing the constants C 1 , λ, N, α 0 and λ 0 . We give their formal definitions as well as their approximate value for the choices of a * , δ and ι made above.
64 For these choices we have the following
Before proving this proposition we state and prove some auxiliary lemmas. The first one is the longest and most delicate and implies condition (A1).
Then, for any a ∈ [a * , 2] the expansivity condition (A1) holds with constants
Notice that for δ small, the constant λ is positive only if a * is sufficiently close to 2. This is how we will choose a * in the next section.
Proof. Let h : [0, 1] → [−2, 2] be given by x = h(θ) = 2 cos πθ. For each a ∈ [0, 2] let ζ a = π −1 cos −1 ( (2 + a)/4), and consider the family of intervals
Since h(ζ a ) = 2 cos(cos −1 (2 + a)/4) = √ 2 + a and h(1 − ζ a ) = − √ 2 + a, their images by h define another family of intervals
For a = 2 we have f 2 (I 2 ) = I 2 , and for a ∈ [0, 2) we have f a (I a ) ⊂ I a , since f a (0) = −a > − √ 2 + a. Thus we shall always consider f a : I a → I a to be the restriction of f a to I a . Similarly, we let h a : J a → I a denote the restriction of h to J a , although here we shall often omit the subscript a if there is no possibility of confusion. We then define a family of maps g a : J a → J a by
Thus h : J a → I a defines a smooth conjugacy between f a and g a . We shall use this to obtain some non-trivial derivative estimates along orbits of f a . Indeed, from (12) we have f n a = h • g n a • h −1 . Therefore, for x = h(θ), and using the fact that D θ h(θ) = −2π sin πθ, we have
Dg n a (θ).
= sin π(g n a (θ)) sin π(θ) Dg n a (θ).
Notice that since θ, g n a (θ) ∈ [0, 1] we have
We have used here "standard" identity sin(cos −1 (x)) = √ 1 − x 2 (differentiate both sides to verify). This easily gives us an expression for the constants C 1 and C 1 . Indeed, the assumptions that |x| ≥ δ and |f n (x)| ≤ δ ι immediately the expression for C 1 . The assumptions |x| ≥ |f (δ ι )| and |f n (x)| ≤ |f (δ)| together with the explicit form of f a immediately give the expression for C 1 . Notice moreover that in particular we get (14) |D x f n a (x)| ≥ |Dg n a (θ)| whenever |f n a (x)| ≤ |x|. To get an expression for Dg n a we differentiate (12) to get
We have used again here the identity sin πθ = sin(cos −1 (x/2)) = 1 − (x 2 /4) as well as cos 2 πθ = cos 2 cos −1 (x/2) = (x/2) 2 . Notice that for a = 2, expression (15) gives |D θ g 2 (θ)| ≡ 2 for all θ = 1/2 or x = 0. It can also be checked directly from (12) that g a is the standard "top" tent map. Thus h defines a smooth conjugacy between the "top" quadratic map and the "top" tent map and (15) implies |D x f n 2 (x)| ≥ 2 n whenever |f n 2 (x)| ≤ |x|, which is a quite remarkable and non-trivial estimate for f 2 . For a < 2, g a is no longer piecewise linear and has a critical point at θ = 1/2 (corresponding to x = h −1 (θ) = 0). We shall therefore have to restrict our estimates to orbits which lie outside some given neighbourhood of 1/2 (for g a ) or, equivalently, outside some given neighbourhood of 0 (for f a ). To fix some notation, we let ∆ = (−δ, δ) denote a neighbourhood of the critical point at 0 for f a . Notice that the norm of |D θ g a (θ)| is monotone increasing in |x| and a and so, for a * ∈ (0, 2] and a ∈ [a * , 2] we get (16) log
This completes the proof.
Notice that for the parameter value a = 2 the critical point c = 0 lands on the fixed point x = 2. Therefore it is easy to see that for Ω = [a * , 2] we have Ω k = [f k a * (c 0 ), 2] and this interval is small if k is small. More specifically, we have c 0 (a * ) = f a * (c) = −a * and therefore |Ω 0 | = |{c 0 (a), a ∈ Ω}| = |2−a * | = ε, recall that ε := 2 − a * . Also f a * (c 0 (a * )) = (c 0 (a * )) 2 − a * = (a * ) 2 − a * and therefore |Ω 1 | = 2−(a * ) 2 +a * . A simple application of the mean value theorem, using the fact that the maximum derivative is 4, gives |Ω k | ≤ 4 k (2−(a * ) 2 +a * ). Thus to obtain the required estimate, it is enough to show that |Ω k | ≤ 4 k (2 − (a * ) 2 + a * ) < δ ι for all k ≤ N. Solving for k yields exactly the choice of N given above. 
For (A3) we just observe that Lemma 3.2 and the the choice of α 0 imply |f n a (c 0 )| > 1 > δ = e log δ ≥ e − log δ −1 n/N = e −α 0 n It remains only to verify (A4), for which it suffices to choose N 1 = 1. Indeed, then we have e −2λ 0 /(1 − e −λ 0 ) ≈ 0.58 and so (A4) is easily seen to hold.
3.2.
Conditions (C1) to (C5). We proceed to define the auxiliary constants and prove Proposition 3.2. Conditions (C1) to (C5) are satisfied.
We emphasize that all the computations are carried out in Maple on a purely symbolic level and thus there is no risk of approximation errors being amplified over several calculations due to floating point arithmetic etc. Maple essentially calculates the final constant η as a formal function of the previously defined constants. Only at the final stage, the command evalf asks for this expression to be evaluated numerically. This command can also be used at the intermediate stages to obtain approximate values arising from the intermediate calculations, and these have been shown above and will be shown below, but these approximations are not used in the calculation of η.
Condition (C1) follows immediately from the calculations given above:
To verify the other conditions we need to compute some of the other constants.
To calculate D 1 we prove the following simple
Setting this ≥ 1 and solving for i gives the definition of N 1 .
We now choose α 1 = .2λ 0 + .8α 0 ≃ .48. We can then compute D 1 by substituting 1 for d(f i a (∆ 0 ), c) in the expression.
This gives D 1 ≃ 14.
To compute D 2 and D 3 , we choose N 1 = N in the definition and use the fact
This gives
and similarly
. This gives values of D 2 ≃ .67 and D 3 ≃ 1.5.
By explicit computation we then get D ≃ 8497, γ 0 ≃ 0.01, D ≃ 10 43 , k 0 ≃ 0.0005, τ 0 ≃ 1.8, τ 1 ≃ 1.8.
We can therefore verify
By more explicit computation we get C 3 ≃ .12C 3 ≃ 10 −47γ 0 ≃ .938 and we can verify
We then choose
and so γ := γ 0 + γ 1 + γ 2 ≃ .994 We can thus verify
where . . . stands for 60 occurrences of the digit 9 (quite a tight squeeze. . . ). We then compute τ ≃ 50 and choose α satisfying (11):
Finally we computeη ≃ .9999917 and verify (C5) η ≃ 10 −23824 < 1.
This also gives the value of η which appears in the statement of Theorem 1.
Recall that η is a geometric sum in powers ofη; even thoughη is very close to 1, the large size of N yields small η.
Maple computations.
We enclose a copy of the Maple worksheet used to carry out the explicit calculations. The notation should be self-explanatory. 2*ln(ln(delta^(-iota) )))/(ln(delta^(-1))))), > alpha1*tau1+((ln(Gamma1)+ > ln(Gamma1*D2*D3*C3til^(-1)*exp(alpha1*tau1-1))+ > 2*ln(ln(delta^(-iota)))))/(iota*ln((delta)^(-1)))): The remaining sections of the paper are devoted to proving the main Theorem. In this section 4 we give the formal inductive construction of the set Ω * . In section 5 we prove the main technical lemma concerning the shadowing of the critical orbit. In section 6 we prove the inductive step in the definition of Ω * and in section 7 we obtain the lower bound on |Ω * |.
Inductive assumptions.
Let Ω (0) = Ω and P (0) = {Ω (0) } denote the trivial partition of Ω. Given n ≥ 1 suppose that for each k ≤ n − 1 there exists a set Ω (k) ⊆ Ω satisfying the following properties.
• Combinatorics. For the moment we describe the combinatorial structure as abstract data, the geometrical meaning of this data will become clear in the next section. There exists a partition P (k) of Ω (k) into intervals such that each ω ∈ P (k) has an associated itinerary constituted by the following information To each ω ∈ P (k) is associated a sequence 0 = θ 0 < θ 1 < · · · < θ r ≤ k, r = r(ω) ≥ 0 of escape times. Escape times are divided into three categories, i.e. substantial, essential, and inessential. Inessential escapes possess no combinatorial feature and are only relevant to the analytic bounded distortion argument to be developed later. Substantial and essential escapes play a role in splitting itineraries into segments in the following sense. Let 0 = η 0 < η 1 < · · · < η s ≤ k , s = s(ω) ≥ 0 be the maximal sequence of substantial and essential escape times. Between any of the two η i−1 and η i (and between η s and k) there is a sequence η i−1 < ν 1 < · · · < ν t < η i , t = t(ω, i) ≥ 0 of essential return times (or essential returns) and between any two essential returns ν j−1 and ν j (and between ν t and η i ) there is a sequence ν j−1 < µ 1 < · · · < µ u < ν j , u = u(ω, i, j) ≥ 0 of inessential return times (or inessential returns). Following essential and inessential return (resp. escape) there is a time interval [ν j + 1, ν j + p j ] (resp. [µ j + 1, µ j + p j ] ) with p j > 0 called the binding period . A binding period cannot contain any return and escape times. Finally, associated to each essential and inessential return time (resp. escape) is a positive integer r called the return depth (resp. escape depth).
• Bounded Recurrence. We define the function E (k) : Ω (k) → N which associates to each a ∈ Ω (k) the total sum of all essential return depths of the element ω ∈ P (k) containing a in its itinerary up to and including time k.
Notice that E (k) is constant on elements of P (k) by construction. Then, for all a ∈ Ω (k)
• Bounded Distortion. Critical orbits with the same combinatorics satisfy uniformly comparable derivative estimates: For every ω ∈ P (k) , every pair of parameter values a, b ∈ ω and every j ≤ ν + p + 1 where ν is the last return or escape before or equal to time k and p is the associated binding period, we have
Moreover if k is a substantial escape a similar distortion estimate holds for all j ≤ l (l is the next chopping time) replacing D byD and ω by any subinterval ω ′ ⊆ ω which satisfies ω ′ l ⊆ ∆ + . In particular for j ≤ k, the map c j : ω → ω j = {c j (a) : a ∈ ω} is a bijection. 
respectively. We now use this partition to define a refinementP (n) of P (n−1) . Let ω ∈ P (n−1) . We distinguish two different cases.
• Non-chopping times. We say that n is a non-chopping time for ω ∈ P (n−1) if one (or more) of the following situations occur: (1) ω n ∩∆ + = ∅; (2) n belongs to the binding period associated to some return or escape time ν < n of ω;
(3) ω n ∩ ∆ + = ∅ but ω n does not intersect more than two elements of the partition I + . In all three cases we let ω ∈P (n) . In cases (1) and (2) no additional combinatorial information is added to the itinerary of ω. In case (3), if ω n ∩ (∆ ∪ I ±r δ ) = ∅ (resp. ω n ⊂ ∆ + \ (∆ ∪ I ±r δ ), we say that n is an inessential return time (resp. inessential escape time ) for ω ∈P (n) . We define the corresponding depth by r = max{|r| : ω n ∩ I r = ∅}.
• Chopping times. In all remaining cases, i.e. if ω n ∩ ∆ + = ∅ and ω n intersects at least three elements of I + , we say that n is a chopping time for ω ∈ P (n−1) . We define a natural subdivision
so that each ω (r,m) n fully contains a unique element of I + (though possibly extending to intersect adjacent elements) and ω ℓ n and ω ρ n are components of ω n \ (∆ + ∩ ω n ) with |ω ℓ n | ≥ δ ι /(log δ −ι ) 2 and |ω ρ n | ≥ δ ι /(log δ −ι ) 2 . If the connected components of ω n \ (∆ + ∪ ω n ) fail to satisfy the above condition on their length we just glue them to the adjacent interval of the form w (r,m) n . By definition we let each of the resulting subintervals of ω be elements ofP (n) . The intervals ω ℓ , ω ρ and ω (r,m) with |r| < r δ are called escape components and are said to have an substantial escape and essential escape respectively at time n. The corresponding values of |r| < r δ are the associated essential escape depths. All other intervals are said to have an essential return at time n and the corresponding values of |r| are the associated essential return depths. We remark that partition elements I ±r δ do not belong to ∆ but we still say that the associated intervals ω (±r δ ,m) have a return rather than an escape.
This completes the definition of the partitionP (n) of Ω (n−1) and of the function E (n) on Ω (n−1) . We define (17) Ω
Notice that E (n) is constant on elements ofP (n) . Thus Ω (n) is the union of elements ofP (n) and we can define
Finally we define Ω * = n≥0 Ω (n) .
Our main Theorem therefore follows from the following two key propositions.
Proposition 4.1. Conditions (BR) n , (EG) n , (SR) n , (BD) n all hold for Ω (n) .
In particular, for every a ∈ Ω * the map f a has an exponentially growing derivative along the critical orbit and thus exhibits stochastic dynamics.
In section 5 we obtain several estimates regarding the binding periods. Using these estimates we then prove Proposition 4.1 in section 6 and Proposition 4.2 in section 7.
The binding period
We begin by making precise the definition of the binding period which is part of the combinatorial information given above. Let k ≤ n − 1, ω ∈ P (k) and suppose that k is an essential or inessential return or escape time for ω with return depth r. Then we define the binding period of ω k as
This is the time for which the future orbit of c k (a) can be thought of as shadowing or being bound to the orbit of the critical point (that is, in some sense, the number of iterations for which the orbit of c(a) repeats its early history after the k'th iterate). We will obtain some estimates concerning the length of this binding period and the overall derivative growth during this time.
The required estimates depend on some relations between the constants.
Lemma 5.1. Let k ≤ n − 1, ω ∈ P (k) and suppose that k is an essential or inessential return or escape time for ω with return depth r. Let p = p(ω k ). Then for every a ∈ ω we have
and, if k is an essential return or an essential escape, then
We shall prove this result in a sequence of sublemmas. We assume the notation and set up of the Lemma throughout. To simplify the notation we write x = c k (a) and omit the dependence on the parameter a where there is no risk of confusion. 
We remark that the distortion bound is formally calculated for iterates j ≤ min{p − 1, k} because we need to make use of the inductive assumption (SR) k in the proof. However, we shall show in the next lemma that we always have p < k and therefore the estimates do indeed hold throughout the duration of the binding period.
Proof. By the mean value theorem,
By the definition of the binding period we have |z i − y i | ≤ e −α 1 i and by the definition of (SR) k we have |ξ i | ≥ e −α 0 i − e −α 1 i . Therefore we can write
Sublemma 5.1.2 (Duration). For all a ∈ ω and p = p(c k (a)) we have
In particular
Proof. Letp = min{p − 1, k}. We shall show that the above estimate works for p and obtain as a corollary thatp < k and therefore p =p. For simplicity let γ 0 = [x 0 , c 0 ] and γ j = f j (γ 0 ). Then the Mean Value Theorem and sublemma 5.1.1 imply |γp| ≥ D −1 1 |(fp) ′ (c 0 )||γ 0 |, condition (EG) k gives |(f j a ) ′ (c 0 )| ≥ e λ 0 j for all j ≤p, the definition of binding gives |γp| ≤ e −α 1p , and (2) on page 5 gives |γ 0 | ≥ L 1 |x| 2 . Combining all these statements gives
Rearranging gives e (λ 0 +α 1 )p ≤ D 1 L −1 1 |x| −2 , and taking logarithms on both sides we get
Now, since |x| ≤ δ ι we can use the definition of k 0 in (7) on page 5 to get
By condition (SR) k we also have |c k (a)| ≥ e −α 0 k we then get
which is < k by (C2). Moreover, from (25) and the fact that |c k (a)| ≥ e −r /2 we also get p ≤ τ 0 (r + log 2).
For all a ∈ ω and p = p(c k (a)) we have
Proof. We estimate first of all the average expansion between γ 0 and γ p . Since |γ 0 | ≤ L −1 1 |x| 2 by (2) on page 5 and |γ p | ≥ e −α 1 p by the definition of p, we have |γ p |/|γ 0 | ≥ L 1 e −α 1 p |x| −2 . Applying the mean value theorem we conclude that there exist some point
Then, using the bounded distortion sublemma 5. Substituting this into (28) gives the result.
We are now almost ready to proof our main Lemma 5.1. This involves some estimates regarding the dependence of images of critical points on the parameter. We shall therefore need the following statement which is of intrinsic interest and of wider scope and will be used again later on in the argument.
Lemma 5.2. For any 1 ≤ k ≤ n − 1, ω ∈ P (k) and a ∈ ω we have
In particular, for all 1 ≤ i < j ≤ k + 1, there existsã ∈ ω such that
Proof. Let F : Ω × I → I be the function of two variables defined inductively by F (a, x) = f a (x) and F k+1 (a, x) = F (a, f k a x). Then, for x = c 0 , we have
Iterating this expression gives
Therefore, for any 1 ≤ N 1 ≤ k, using the fact that by (EG) k we have
To get the lower bound we let N 1 be as in the definition of D 3 on page 5. Then we distinguish two cases. If k ≤ N 1 we have
Otherwise we have
This completes the proof of the first set of inequalities. For the second, consider the composition c j • c −1 i
: ω i → ω j . By the mean value theorem there exists a ∈ ω such that |ω j |/|ω i | = |(c j • c −1 i ) ′ ((c i (ã))|. Then by the chain rule and the first set of inequalities we get the desired statement. Sublemma 5.2.1. Let k and ω be as in Lemma 5.1 and p = p(ω k ). Then, for all a ∈ ω we have
Proof. The result follows immediately from sublemma 5.1.3 for those parameter valuesã ∈ ω such that p(c k (ã)) = p(ω k ). For a generic a we argue as follows. For any a,ã ∈ ω, we have (32)
The first and last inequality are straightforward applications of sublemma 5.1.1 and the middle one follows from condition (BD) k on page 18 and Lemma 5.2. By construction, the size of ω k is small compared to its distance to the critical point, in particular we have |ω k | ≤ |c k (ã)|/2. Then using (2) on page 5, we get a) )| and similarly forã, (32) and (33) imply
for all a,ã ∈ ω. Now, choosingã such that p(ω k ) = p(c k (ã)) and applying (27) and the fact that |c k (a)| ≥ |c k (ã)|/2, we get
Substituting (35) into (34) and using the definition ofC 3 in (8) gives the result.
Proof of Lemma 5.1. We can now complete the proof of the Lemma. All the estimates have essentially been carried out in the sublemmas above and what is left is just a question of clarifying the relations between various constants. Notice first of all that the upper bound on p follows immediately from (22) . For the expansion estimates, suppose that k is an essential return or escape.
Then |ω k | ≥ e −r /r 2 and therefore Lemma 5.2 implies that there exists some parameter a ∈ ω such that
It is thus sufficient to show that
for any a ∈ ω. Since |c k (a)| ≤ e −(r−1) , equation (31) implies that (36) follows if we haveC Rearranging and taking logs gives
Since the expression on the right hand side is strictly decreasing with with r, it is sufficient for this inequality to be verified for r = ι log δ −1 which follows from (9) and the fact that γ 1 ≥γ 0 .
Positive exponents in dynamical space
In this section we prove Proposition 4.1. Notice that the combinatorics and the recurrence condition (BR) n are satisfied for every a ∈ Ω (n) by construction. We therefore just need to verify the slow recurrence, exponential growth, and bounded distortion conditions. We shall do this in three seperate subsections. 6.1. Slow recurrence. Lemma 6.1. For every a ∈ Ω (n) , (SR) n ) holds.
Proof. The statement clearly holds if n is not an escape or a return or a bound iterate for ω containing a. Now suppose that n is an escape iterate. Then it must be that n ≥ N and then (1) implies that e −α 0 n ≤ e −α 0 N < δ. Since n is an escape we must have |c k (a)| ≥ δ ≥ e −α 0 N ≥ e −α 0 n . If n is an essential return the result follows immediately by the bounded recurrence condition (BR) k . if n is an inessential return, it follows immediately from the binding period estimates Sublemma 6.2.1 that its return depth must be less than the return depth of the preceding inessential return depth and thus in particular satisfy the required estimate. If n belongs to a binding period the same reasoning gives the result. 6.2. Exponential derivative growth. Lemma 6.2. For every a ∈ Ω (n) , (EG) n holds.
Proof. Let ω ∈ P (n) be the element containing a. If ω has no returns before time n then this implies that c k (a) / ∈ ∆ for all k ≤ n and therefore we have |(f n+1 ) ′ (c 0 (a))| ≥ e λ(n+1) > e λ 0 (n+1) by condition (A1) and the fact that λ > λ 0 .
If ω has a non-empty sequence of returns before time n we proceed as follows. We start first of all by showing that the total proportion of bound iterates is relatively small. This is a consequence of the following Sublemma 6.2.1. Let ω ∈ P (n) and suppose that ω has an essential return with return depth r 0 at some time µ 0 ≤ n − 1. Let µ 1 , . . . , µ u denote the following inessential returns which occur after time µ 0 and before any subsequent chopping time and before time n. Let p i , i = 0, . . . , u denote the corresponding binding periods. Then u i=0 (p i + 1) ≤ τ r 0 .
Proof. By condition (E1
This and Lemma 5.1 then imply
and therefore
Now since µ 0 is an essential return we have |ω µ 0 | ≥ e −r 0 /r 2 0 and so u i=0
where the last inequality follows from the choice of τ , see (10) on page 6 and the fact that µ 0 is a return, implying that r 0 ≥ log δ −1 .
Returning to the proof of the Lemma, let ν 1 < ν 2 < · · · < ν q ≤ n be all the free returns up to n and p i the corresponding binding period. Sublemma 6.2.1 and the bounded recurrence condition (BR) νq imply
Then splitting the orbit of c 0 into free and bound iterates and using condition (E1) and the binding period estimate (20) and (38) we get
We separately consider two cases:
Suppose n ≤ ν q + p q . By Sublemma 5.1.2 and (BR) νq we have ν q + p q + 1 − (n + 1) ≤ p q ≤ τ αν q ≤ τ αn, and therefore |f νq+pq+1−(n+1) (c n+1 )| ≤ exp(τ αn log M 1 ). By the chain rule and (39) we obtain
Suppose n > ν q + p q , and letp ∈ [0, p q ] be the largest integer such that c νq+p ∈ ∆. Similarly to the above we have |(f νq+pq+1−(νq+p+1) ) ′ (c νq+p+1 )| ≤ exp(τ αν q log M 1 ). Putting this with (39), and using (11) we obtain
The proof completes because |(f n+1−(νq+p+1) ) ′ (c νq+p+1 )| ≥ exp(λ(n + 1 − (ν q + p + 1)), which follows from (A1).
6.3. Bounded distortion. Lemma 6.3. Let ω ∈ P (n) . Then
for all a, b ∈ ω and all k ≤ ν q + p q + 1 where ν q ≤ n is the last essential or inessential return, or the last essential or inessential escape of ω and p q is the corresponding binding period. If n > ν q + p q + 1 then the same statement holds for all k ≤ n restricted to any subintervalω ⊆ ω such that |ω k | ⊆ ∆ + .
By Lemma 5.2 it is sufficient to show that
i.e. critical orbits with the same combinatorics satisfy the same derivative estimates. By standard arguments (see also the proof of sublemma 5.1.1), (46) follows if we can show that
To see this, use the chain rule
. Now by the mean value theorem and the fact that
Therefore using the fact that log(1+z) < z we have
Let 0 < ν 1 < · · · < ν q ≤ n be all the times for which ω ν i ∩ ∆ + = ∅ and which do not belong to any binding periods (which consists of free returns, essential and inessential escapes). By construction there is a unique element I ρ i ,m i in I + associated to each ν i . Let p i be the length of the binding period associated to ν i . For notational convenience define ν 0 and p 0 so that ν 0 + p 0 + 1 = 0. We suppose first that k ≤ ν q + p q + 1. Then write
We shall estimate each of the three terms on the right hand side in separate arguments. For the first notice that since
The last inequality follows from the fact that δ −ι ≤ e ρ i+1 . For the second term we immediately have
by definition. To estimate the third term we argue as follows.
By Lemma 5.2 and the bounded distortion during binding periods we have for
Now fix a ∈ ω and let γ j−ν i+1 −1 := |c j−ν i+1 −1 (a) − c j (a)|. By the definition of binding periods we have |γ j−ν i+1 −1 | ≤ e −α 1 (j−ν i+1 −1) and |γ 0 | ≥ L 1 e −2ρ i+1 and therefore
The slow recurrence condition (SR) n implies
Substituting these in (52) gives the conclusion.
Substituting (48) in (47) we get (54)
We have |ω ν i | e −ρ i /ρ 2 i and we have almost obtained our estimate except for the fact that we have no control over the multiplicity with which each ρ i occurs. To overcome this problem we show that essentially only the last return with a given return depth needs to be considered in the sum (54) since the lengths of the preceding ones form a decreasing geometric sequence. First of all subdivide the sum on the right hand side into partial sums corresponding to return times with the same return depth:
Proof. Let µ j = ν i j , j = 1, . . . , m be the subsequence of free returns, inner and inessential escapes with return depths equal to r. Using Lemma 5.1 and (E1 + ) we have for all a ∈ ω and j = 1, . . . , m − 1,
Hence, it suffices to show |ω µm | ≤ 10e −r /r 2 , which is trivial. Recall that ω m possibly spreads across three contiguous elements of I + .
Substituting the estimate of Sublemma 6.3.2 into (54) and (55) completes the proof of the Lemma for k ≤ ν q + p q + 1. If k > ν q + p q + 1 we consider the additional terms D j restricting ourselves to some subintervalω ⊂ ω with ω k ⊆ ∆ + . Clearly the preceding estimates are unaffected by this restriction. Using (E1 + ) and Lemma 4.2 we have
δ ι and therefore using also the fact that |c j (a)| ≥ δ ι since ω j ∩ ∆ + = ∅ we get
Positive measure in parameter space
In this section we prove Proposition 4.2. Recall thatP (n) is the partition of Ω (n−1) which takes into account the dynamics at time n and which restricts to the partition P (n) of Ω (n) after the exclusion of a certain elements ofP (n) . Our aim here is to develop some combinatorial and metric estimates which will allow us to estimate the measure of parameters to be excluded at time n and, consequently, to bound the total measure of parameters excluded at all steps. 7.1. Renormalization properties of the combinatorics. We give an alternative combinatorial description of the partition elements defined above. This description is crucial to the probabilistic argument which will be applied in the next section and highlights some remarkable renormalization properties of the construction. To each ω ∈P (n) is associated a sequence 0 = η 0 < η 1 < · · · < η s ≤ n, s = s(ω) ≥ 0 of escape times and a corresponding sequence of escaping components ω ⊆ ω (ηs) ⊆ · · · ⊆ ω (η 0 ) with ω (η i ) ⊆ Ω (η i ) and ω (η i ) ∈ P (η i ) . To simplify the formalism we also define some "fake" escapes by letting ω (η i ) = ω for all s + 1 ≤ i ≤ n. In this way we have a well defined parameter interval ω (η i ) associated to ω ∈P (n) for each 0 ≤ i ≤ n. Notice that for two intervals ω,ω ∈P (n) and any 0 ≤ i ≤ n, the corresponding intervals ω (η i ) andω (η i ) are either disjoint or coincide. Then we define
and let Q (i) = {ω (η i ) } denote the natural partition of Q (i) into intervals of the form ω (η i ) . Notice that Ω (n−1) = Q (n) ⊆ · · · ⊆ Q (0) = Ω (0) and Q (n) =P (n) since the number s of escape times is always strictly less than n and therefore in particular ω (ηn) = ω for all ω ∈P (n) . For a given ω = ω (η i ) ∈ Q (i) , 0 ≤ i ≤ n−1 we let
: ω ′ ⊆ ω} denote all the elements of Q (i+1) which are contained in ω and let Q (i+1) (ω) denote the corresponding partition. Then we define a function ∆E (i) :
. This gives the total sum of all essential return depths associated to the itinerary of the element ω ′ ∈ Q (i+1) (ω) containing a, between the escape at time η i and the escape at time η i+1 . Clearly ∆E (i) (a) is constant on elements of Q (i+1) (ω). Finally we let
Notice that the entire construction given here depends on n. The main motivation for this construction and is the following
This says that the probability of accumulating a large total return depth between one escape and the next is exponentially small. The strategy for proving this result is straightforward. We show that the size of each partition element ω ′ ∈ Q (i+1) (ω, R) is exponentially small in R and then use a combinatorial argument to show that the total number of such elements cannot be too large. The proposition follows immediately from Lemmas 7.2 and 7.1 below. 7.2. Metric estimates.
Proof. From the construction ofω there is a nested sequence of intervals
where ω has an escape at time ν 0 , each ω (ν j ) , j = 1, . . . , s has an essential return at time ν j (intuitively ω (ν j ) is created as a consequence of the intersection of ω (ν j−1 ) with ∆ at time ν j ). Write
For each j = 1, . . . , s − 1 we have
From Lemma 5.1 we have |ω (ν j ) ν j +p j +1 | ≥ Γ 1 e −γ 1 r j and from (29) and condition (E1 + ) we have |ω
ν j +p j +1 | and so, by the definition of Γ 1 in (6),
Using the fact that |ω| ≤ |ω (νs) | we therefore have
If ν 0 is an essential escape then we can actually apply the binding period estimates and, using exactly the same arguments as above we get |ω (ν 1 ) |/|ω (ν 0 ) | ≤ e −r 1 +γ 1 r 0 and substituting this into (58) and using the fact that r 0 < r s we get the statement in the Lemma in this case. It remains to consider the case in which ν 0 is a substantial escape. This means that ω (ν 0 ) ν 0 lies outside ∆ + and satisfies |ω (ν 0 ) ν 0 | ≥ δ ι /(log δ −ι ) 2 . We consider two separate cases depending on whether ω (ν 0 ) ν 1 ⊂ ∆ + or not; recall that ω (ν 0 ) ν 1 necessarily intersects ∆ since ν 1 is an essential return time for ω (ν 1 ) ⊂ ω (ν 0 ) . If ω (ν 0 ) ν 1 ⊂ ∆ + we can apply the bounded distortion as above and we get
for some a ∈ ω (ν 0 ) and b ∈ ω (ν 1 ) . Moreover we have
Substituting (60) into (59) and then into (58) and using the fact that r s ≥ r δ = log δ −1 we get
The result now follows from the choice of γ 1 in (C4). If ω (ν 0 ) ν 1 ⊂ ∆ + the bounded distortion result applies only to the subinterval ω (ν 0 ) ⊂ ω (ν 0 ) such that ω (ν 0 ) ν 1 ⊂ ∆ + . In which case we get again
However in this case we get immediately |ω (ν 0 ) ν 1 | ≥ δ ι /2 using simply the observation that ω (ν 0 ) ν 1 intersects both ∂∆ + and ∂∆. Proof. Most of the argument is an abstract counting argument which does not depend on the dynamics. Let S R (s) denote the number of possible sequences of pairs of integers(±r 1 , m 1 ), (±r 2 , m 2 ), . . . , (±r s , m s ) with s ≥ 1, |r 1 | + · · · + |r s | = R, |r j | ≥ r δ and m j ∈ [1, r 2 j ] for all j = 1, . . . , s. Notice that S R (s) corresponds exactly to the number of ways of partitioning R objects into s disjoint non-empty subsets. This can be bounded above by the number of ways of choosing s balls from a row of R + s balls since this will determine a partition of the remaining R balls into at most s disjoint subsets (the fact that each of these subsets must contain at least r δ elements will be used in the calculation below). Using Stirling's approximation formula for factorials k! Next we need to allow each r j to occur with multiplicity r 2 j and with a positive or negative sign. Therefore To complete the proof we now claim that there are at most r 3 δ elements ω ∈ Q (i) (ω) sharing the same combinatorics. Indeed, the first time, after time η i−1 , that ω intersects ∆ + in a chopping time, every subinterval which arises out of the 'chopping' has either an escape time, in which case the sequence above is empty and the lemma does not apply or an essential return time in which case a unique pair of integers r 1 and m 1 are associated to it. Thus no two elements created up to this time can share the same sequence. Fixing one of these subintervals which has an essential return we consider higher iterates until the next time that it intersects ∆ + . At this time it is further subdivided into subintervals. Those which have essential returns at this time all have another uniquely defined pair of integers r 2 and m 2 associated to them. However multiplicity can occur for those which have escape times: all the subintervals which fall in ∆ + \ ∆ have an escape at this time, and therefore belong to Q (i) and we do not consider further iterates, but all share the same first (and only) term of the associated sequence of return depths. However the number of such subintervals can be estimated by the number of elements of the partition I + | ∆ + \∆ plus at most two elements which can escape by falling outside ∆ + . The number of such intervals is then ≤ 2(r δ − r δ + )r 2 δ + 2 ≤ r 3 δ . In the case of the intervals which have two or more returns we repeat the same reasoning to get the result. This gives #Q (i+1) n (ω, R) ≤ r 3 δ S R . By the definition of γ 0 in (4) we obtain the result. 
