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yt = μ zt + xt,φ (L)xt = ut (t =1 ,2,···,T). (1)
ͨͩ͠ɼzt ͸ඇ֬཰ม਺ɼut ∼ i.i.d.(0,σ2) ͱ͠ɼφ(L) ͸ L ΛϥάɾΦϖϨʔλͱͨ͠ p ࣍
ͷϥάଟ߲ࣜ
φ(L)=1− φ1L − φ2L2 −···−φpLp
Ͱ͋Δɽ·ͨɼॳظ஋ x0,x −1,···,x 1−p ͸ॴ༩Ͱඪຊͷେ͖͞ T ʹ͸ґଘ͠ͳ͍΋ͷͱ͢Δɽ
xt ͸ඇ؍ଌม਺Ͱ͋Δɽ͕ͨͬͯ͠ɼ͜ͷϞσϧͰ͸؍ଌ஋ yt ͸ඇ֬཰߲ μ zt ͷपΓΛ p ࣍
ͷࣗݾճؼ (AR(p)) աఔʹैͬͯมಈ͍ͯ͠ΔͱղऍͰ͖Δɽzt ʹؔͯ͠͸ࡾ֯ؔ਺΍ඇઢ
ܗؔ਺ͳͲ΋૝ఆͰ͖Δ͕ɼଟ͘ͷܦࡁϞσϧͰ͸ zt ͸ఆ਺΋͘͠͸ఆ਺ͱઢܗτϨϯυ͔
ΒͳΔͱ૝ఆ͞ΕΔ͜ͱ͔ΒɼຊߘͰ͸ zt =1( ఆ਺߲Ϟσϧ) ͱ zt =[ 1 ,t]  (τϨϯυϞσ
ϧ) ͷೋͭͷϞσϧʹ͍ͭͯ෼ੳ͢Δɽ
ͯ͞ɼզʑͷؔ৺͸ɼyt͕μ ztΛத৺ʹ୯Ґࠜաఔʹै͍ͬͯΔͷ͔(͢ͳΘͪɼxt = yt−μ zt
͕୯Ґࠜաఔʹै͍ͬͯΔͷ͔)ɼͦΕͱ΋ఆৗʹมಈ͍ͯ͠Δͷ͔ͱ͍͏఺ʹ͋ΔͷͰɼؼ
ແԾઆͱͯ͠୯ҐࠜϞσϧɼରཱԾઆͱͯ͠ (τϨϯυपΓͷ઴ۙతͳ) ఆৗϞσϧΛ૝ఆ͢
Δ͜ͱʹ͢Δɽyt ͕୯ҐࠜաఔͰ͋Δͱ͸ɼϞσϧ (1) ʹ͓͍ͯ xt ͷϥάଟ߲ࣜʹؔ͢Δಛ
ੑํఔࣜ φ(z)=0͕ 1 Λࠜͱͯ࣋ͭ͠ͱ͍͏͜ͱͰ͋Δ͔Βɼݕఆ໰୊͸
H0 : φ(1) = 0 v.s. H1 : φ(1) > 0( 2 )
ͱͳΔɽ͜͜ͰɼରཱԾઆΛ φ(1) > 0 ͱͨ͠ͷ͸ɼԾʹ φ(1) < 0 ͱ͢Δͱɼφ(0) = 1 ͱ͍͏
ࣄ࣮͔Β (0,1) ۠ؒʹಛੑํఔࣜͷղ͕ଘࡏ͠ (தؒ஋ͷఆཧ)ɼఆৗੑͷԾఆʹ൓͢ΔͨΊͰ
2͋Δɽͳ͓ɼ୯Ґࠜաఔ͸͠͹͠͹ I(1) աఔ (an integrated process of order 1) ͱݺ͹ΕΔͷ
ʹରͯ͠ɼ(τϨϯυपΓͷ) ఆৗաఔΛ I(0) աఔͱ͍͏͜ͱ͕͋Δɽ
࣍ʹɼఆ਺߲ϞσϧɼτϨϯυϞσϧͦΕͧΕͷ৔߹ʹ͍ͭͯɼ۩ମతʹݕఆ໰୊Λߟ͑
Δ͜ͱʹ͢Δɽ·ͣɼఆ਺߲ϞσϧͰ͸ μ zt = μ Ͱ͋ΔͷͰɼϞσϧ (1) ͸
yt = μ + xt,φ (L)xt = ut
ͱͳΔɽ͜ͷࣜʹࠨ͔Β φ(L) Λ͔͚ͯ yt ͰϞσϧΛදݱ͢Δͱɼ
yt = c + φ1yt−1 + ···+ φpyt−p + ut (3)
ͱͳΔɽͨͩ͠ɼc = φ(1)μ Ͱ͋Δɽ͞Βʹɼ্ͷࣜ͸ҎԼͷΑ͏ʹมܗͰ͖Δ͜ͱ͕஌ΒΕ
͍ͯΔɽ





φi − 1,ψ i = −
p 
j=i+1
φj (i =1 ,2,···,p− 1)
Ͱ͋Δɽ͜͜Ͱɼρ = −φ(1) ͓Αͼ c = φ(1)μ Ͱ͋Δ͜ͱʹ஫໨͢Ε͹ɼݕఆ໰୊ (2) ͸Ϟσ
ϧ (4) ʹ͓͍ͯ͸
H0 : ρ =0 ͔ͭ c =0 v . s . H1 : ρ<0( 5 )
ͱͳΔɽ͕ͨͬͯ͠ɼ
(ؼແϞσϧ):Δ yt = ψ1Δyt−1 + ···+ ψp−1Δyt−p+1 + ut,





yt = μ0 + μ1t + xt,φ (L)xt = ut
3ͱͳΔ͕ɼઌ΄Ͳͱಉ༷ʹϞσϧΛ yt Ͱදݱ͢Δͱ
yt = c0 + c1t + φ1yt−1 + ···+ φpyt−p + ut (6)
ͱͳΔɽͨͩ͠ɼc0 = φ(1)μ0 −φ (1)μ1ɼc1 = φ(1)μ1 Ͱ͋Δɽ͜͜Ͱ͞Βʹɼ(3) ͔Β (4) ΁
ͷมܗͱಉ༷ʹͯ͠
Δyt = c0 + c1t + ρyt−1 + ψ1Δyt−1 + ···+ ψp−1Δyt−p+1 + ut (7)
͕ಘΒΕΔɽ͕ͨͬͯ͠ɼݕఆ໰୊ (2) ͸τϨϯυϞσϧ (7) ʹ͓͍ͯ͸
H0 : ρ =0 ͔ͭ c1 =0 v . s . H1 : ρ<0( 8 )
ͱͳΔ͜ͱ͕Θ͔Δɽ͕ͨͬͯ͠ɼ
(ؼແϞσϧ):Δ yt = c0 + ψ1Δyt−1 + ···+ ψp−1Δyt−p+1 + ut,





Ծઆͱͯ͠දݱͰ͖Δ͜ͱ͔ΒɼDickey and Fuller (1981) ͸ݕఆ໰୊ (5) ͓Αͼ (8) ʹର͠
ͯ໬౓ൺݕఆ౷ܭྔΛ༻͍ͯԾઆݕఆΛߦ͏͜ͱΛఏএ͠ɼͦͷۃݶ෼෍Λಋग़ͨ͠ɽ͔͠͠
ͳ͕Βɼͦͷଞͷઌߦݚڀʹ͓͍ͯ͸ଟ͘ͷ৔߹ɼc ΍ c1 ʹؔ͢Δ੍໿ʹ͸৮Εͣʹɼρ =0
ͱ͍͏ԾઆͷΈʹؔ͢Δݚڀ͕ߦΘΕ͍ͯΔɽ͕ͨͬͯ͠ɼຊߘͰ΋
H 
0 : ρ =0 v . s . H 




λͷਪఆྔ͸ඞͣ͠΋ਖ਼ن෼෍ͱͳΒͳ͍ɽࠓɼݕఆ໰୊͸ (9) Ͱ͋Δ͔ΒɼH 
0 ͷԼͰͷ ρ
4ͷਪఆྔͷ෼෍͕ݕఆʹॏཁͳ໾ׂΛՌͨ͢͜ͱʹͳΔɽ͜͜Ͱɼఆ਺߲Ϟσϧ (4) ʹ͓͍
ͯ Δyt Λఆ਺ͱ yt−1ɼΔyt−1,···,Δyt−p+1 ʹճؼͨ͠ͱ͖ͷ yt−1 ͷ܎਺ਪఆྔΛ ˆ ρμɼτϨ
ϯυϞσϧ (7) ʹ͓͍ͯ Δyt Λఆ਺ͱઢܗτϨϯυɼyt−1ɼΔyt−1,···,Δyt−p+1 ʹճؼͨ͠ͱ









0 B2(s)ds − (
 1
0 B(s)ds)2 ,T ˆ ρτ
d −→
1
2(B2(1) − 1) + A
D
. (10)










































͓Αͼ T ˆ ρτ Λ୯ҐࠜԾઆͷݕఆ౷ܭྔͱΈͳ͢͜ͱ͕Ͱ͖Δɽ
·ͨɼρ ʹؔ͢Δ t ౷ܭྔΛݕఆ౷ܭྔͱ͢Δ͜ͱ΋ՄೳͰ͋ΔɽࠓɼϞσϧ (4) ͓Αͼ (7)























͜ͷΑ͏ʹɼϞσϧ (4)΍(7)Λ࠷খ 2৐๏Ͱਪఆͯ͠ T ˆ ρμɼT ˆ ρτɼtADF
μ ɼtADF
τ Λ༻͍ͯߦ
͏୯Ґࠜݕఆͷ͜ͱΛɼADF(augmented Dickey-Fuller) ݕఆͱ͍͏ɽͳ͓ɼp =1ͷ AR(1)





ࢦఠ͞Ε͖ͯͨɽͦ͜ͰɼADF ݕఆΑΓ΋ݕग़ྗͷߴ͍ݕఆํ๏ͱͯ͠ Elliott, Rothenberg
5and Stock (1996, ҎޙɼERS ͱදه) ʹΑΓఏҊ͞Εͨ ADF-GLS ݕఆ͕஫໨͞ΕΔΑ͏ʹ
ͳ͍ͬͯΔɽ





0 : ρ =0 v . s . H 









ݻఆͨ͠Ұ఺ ρ(θ) ʹରͯ͠͸࠷ڧྗݕఆΛߏங͢Δ͜ͱ͕Ͱ͖Δɽࠓɼy =[ y1,y 2,···,y T] 







ϕ(θ,θ∗;α) ≡ Pθ∗(L(θ;α) ≥ kα)
ͱ θ∗ ͷؔ਺ͰදݱͰ͖ΔͷͰɼθ∗ Λ༷ʑͳ஋ʹม͑Ε͹࠷ڧྗݕఆͷݕग़ྗؔ਺Λඳ͘͜ͱ
͕Ͱ͖Δɽ͜͜Ͱɼϕ(θ,θ∗;α) ʹ͓͚Δ θ ͸զʑ͕ରཱԾઆͱͯ͋͠Β͔͡Ίઃఆ͢Δύϥ
ϝʔλͰ͋Δͷʹର͠ɼθ∗ ͸෼෍ͷਅͷύϥϝʔλͰ͋Δ͜ͱʹ஫ҙ͢Δɽ͜ͷΑ͏ʹߏங
ͨ͠ݕఆ͸ɼҰ఺ͷରཱԾઆ ρ(θ) ʹରͯ͠ͷΈ࠷ڧྗͰ͋Δ͜ͱ͔ΒɼPOI ݕఆͱݺ͹ΕΔɽ
POI ݕఆ͸ɼ૝ఆͨ͠ରཱԾઆ ρ(θ) ͱਅͷ෼෍ͷ ρ(θ∗) ͕Ұக͢Δ৔߹͸࠷ڧྗݕఆͱͳ
Δ͕ɼͦΕҎ֎ͷ৔߹͸Ұൠʹ͸࠷ڧྗݕఆͰ͸ͳ͍ɽͦ͜Ͱɼ࣮ࡍʹ POI ݕఆΛ༻͍Δ৔
߹ɼͲͷΑ͏ͳରཱԾઆ ρ(θ) Λઃఆ͢΂͖͔͕໰୊ͱͳͬͯ͘ΔɽͦͷͨΊʹ·ͣɼݕग़ྗ













ਤ 1: ݕग़ྗͷ๊བྷઢͱ POI ݕఆͷݕग़ྗͷؔ܎
͕ͨͬͯɼϕ(θ∗,θ∗;α) Λ θ∗ ͷؔ਺ͱͯ͠άϥϑΛඳ͚͹ɼPOI ݕఆͷݕग़ྗͷ্ݶΛͭͳ͍
๊ͩབྷઢ͕ಘΒΕΔɽ͜ͷؔ܎Λਤࣔͨ͠΋ͷ͕ਤ 1 Ͱ͋ΔɽରཱԾઆͱͯ͠ θ = θ∗
1 Λ૝ఆ
ͨ͠ POI ݕఆͷݕग़ྗؔ਺͸ θ∗
1 Ͱݕग़ྗͷ๊བྷઢͱ઀͢Δ͕ɼҰൠʹͦͷଞͷ఺Ͱ͸ݕग़ྗ
͸๊བྷઢΑΓ௿͘ͳΔɽθ∗
2 Λ૝ఆͨ͠৔߹ͷ POI ݕఆͷݕग़ྗؔ਺ͱ๊བྷઢͷؔ܎΋ಉ༷Ͱ
͋Δɽ
ҰൠʹɼPOI ݕఆͷݕग़ྗͷ๊བྷઢ͸౸ୡෆೳͳۂઢͰ͋Δ͕ɼݕग़ྗؔ਺͕͜ͷ๊བྷઢ
ʹ͍ۙ΄ͲɼΑΓ๬·͍͠ݕఆͰ͋Δͱ͍͏͜ͱ͕Ͱ͖ΔɽKing (1983) ΍ Tanaka (1996) Ͱ
͸ POI ݕఆͷݕग़ྗؔ਺ ϕ(θ,θ∗;α) ๊͕བྷઢͷ 50%఺Ͱ઀͢ΔΑ͏ʹ θ Λઃఆ͢Ε͹ɼPOI
ݕఆͷݕग़ྗؔ਺͕શମతʹ๊བྷઢʹۙͮ͘͜ͱʹண໨͠ɼͦͷΑ͏ͳ θ ͷબͼํΛਪ঑͠
͍ͯΔɽERS ͸͜ͷํ๏ʹ͕͍ͨ͠ɼ୯Ґࠜݕఆͷ POI ݕఆΛಋग़ͨ͠ɽ۩ମతʹ͸ɼఆ਺
߲ϞσϧͰ͸ θ =7ΛɼτϨϯυϞσϧͰ͸ θ =1 3 .5 ͱઃఆͨ͠ POI ݕఆΛਪ঑͍ͯ͠Δɽ









y1 : t =1





z1 : t =1
zt − azt−1 : t ≥ 2






















t−1 + ···+ ψp−1Δx
qd
t−p+1 + et






















ͨͩ͠ɼV (r,θ)=B(r) − r{λB(1) + 3(1 − λ)
 1
0 sB(s)ds}ɼλ =( 1− θ)/(1 − θ + θ2/3) Ͱɼ




ਤ 2 ͸ ADF ݕఆͱ ADF-GLS ݕఆͷ઴ۙతͳݕग़ྗΛඳ͍ͨ΋ͷͰ͋Δɽఆ਺߲Ϟσϧɼ
τϨϯυϞσϧͲͪΒʹ͓͍ͯ΋ɼADF-GLS ݕఆͷݕग़ྗͷํ͕ߴ͍͜ͱ͕෼͔Δɽಛʹɼ
τϨϯυϞσϧʹ͓͚Δݕग़ྗͷࠩ͸ݦஶͰ͋Δɽ͜ͷΑ͏ͳؔ܎͔Βɼ࣮ূ෼ੳʹ͓͍ͯ























ਤ 2: ADF ݕఆͱ ADF-GLS ݕఆͷہॴରཱԾઆԼͷ઴ۙతݕग़ྗ
2.4. ϥά࣍਺ͷબ୒
͜Ε·Ͱͷٞ࿦͸Ϟσϧ͕ࣗݾճؼϞσϧͰ͋Γɼϥά࣍਺͕ط஌Ͱ͋Δ͜ͱΛલఏͱ͠
͍ͯͨɽ͔͠͠ͳ͕ΒɼBox and Jenkins (1971) Ҏ߱ɼ࣌ܥྻσʔλΛҎԼͷΑ͏ͳ࣍਺ pɼ
q ͷࣗݾճؼҠಈฏۉ (ARMA(p,q)) աఔͰϞσϧԽ͢Δ͜ͱ΋ଟ͍ɽ
yt = μ zt + xt,φ (L)xt = ϑ(L)ut.
ͨͩ͠ɼp ࣍ͷϥάଟ߲ࣜ φ(L) ͷࠜ͸୯Ґԁ֎΋͘͠͸ 1 ͱ͠ɼϑ(L) ͸൓సՄೳͳ q ࣍ͷϥ
άଟ߲ࣜͰɼφ(L) ͱ ϑ(L) ͸ڞ௨ͷࠜΛ࣋ͨͳ͍΋ͷͱ͢Δɽ্ͷϞσϧͰ φ(L) ͕୯ҐࠜΛ
࣋ͭ৔߹͸ಛʹࣗݾճؼ࿨෼Ҡಈฏۉ (ARIMA(p − 1,1,q)) Ϟσϧͱݺ͹ΕΔɽܦࡁσʔλɼ
ಛʹϚΫϩܦࡁσʔλͰ͸Ҡಈฏۉ (MA)߲ͷଘࡏ͕؍ଌ͞ΕΔ͜ͱ͕ଟ͍ͷͰɼ্هͷΑ͏
ͳ ARIMA Ϟσϧ͕͠͹͠͹૝ఆ͞ΕΔɽARIMA Ϟσϧʹ͓͚Δ୯Ґࠜݕఆ͸ Hall (1989)ɼ
Pantula and Hall (1991)ɼAhn (1993) ͳͲͰఏҊ͞Ε͍ͯΔɽ
͔͠͠ͳ͕ΒɼARIMA Ϟσϧͷ໰୊఺ͱͯ͠ɼMA ߲ͷϥάଟ߲ࣜ ϑ(L) ͷ͕ࠜൺֱత 1
ʹ͍ۙ৔߹ɼύϥϝʔλͷਪఆʹ໰୊͕ੜ͡Δ͜ͱ͕஌ΒΕ͍ͯΔɽͦ͜Ͱ ϑ(L) Λ൓సͤ͞ɼ
ϞσϧΛ AR(∞) Ͱදݱͯ͠ߟ͑Δ͜ͱʹ͢Δɽ͢ͳΘͪɼ





9ͱϞσϧΛ AR(∞) Ͱදݱ͠ɼ͜ΕΛ༗ݶ࣍ͷ AR(p) ϞσϧͰۙࣅͯ͠ ADF ݕఆͳͲͷ୯Ґ
ࠜݕఆΛߦ͏ͷͰ͋Δɽ͜ͷΑ͏ͳۙࣅͷ༗ޮੑ͸ఆৗϞσϧͰ͸ Berk (1974)ɼ୯ҐࠜϞσ
ϧͰ͸ Said and Dickey (1984) ΍ Ng and Perron (1995) Ͱূ໌͞Ε͍ͯΔɽͨͩ͠ɼ୯Ґࠜ




yt = μ zt + xt, (1 − φL)xt = wt,w t ͸ڞ෼ࢄఆৗաఔ. (13)









ͱ wt Λ MA(∞) ͰදݱͰ͖Δɽ͞Βʹ Brillinger(1981) ʹΑΕ͹ɼ͜ͷ৔߹ɼMA ߲Λ൓స
ͤ͞Δ͜ͱ͕ՄೳͳͷͰɼwt ͸Ϟσϧ (12) ͷΑ͏ʹ AR(∞) Ͱදݱ͢Δ͜ͱ͕Ͱ͖Δɽ
͜ͷΑ͏ʹɼҰൠతͳϞσϧ (13)ʹ͓͍ͯ΋ AR(∞)දݱ͕ՄೳͰ͋ΔͷͰɼϞσϧΛ༗ݶ
࣍ݩͷ AR ϞσϧͰۙࣅͯ͠ɼ͜Ε·ͰͲ͓Γ (4) ΍ (7) ʹج͍ͮͨ ADF ݕఆ΍ ADF-GLS
ݕఆΛߦ͏͜ͱ͕Ͱ͖Δɽ͜͜Ͱ໰୊ͱͳΔͷ͕ɼϥά࣍਺ͷબ୒Ͱ͋ΔɽNg and Perron
(1995) Ͱ͸ҎԼͷ࣍਺બ୒ͷํ๏Λ෼ੳ͍ͯ͠Δɽ
(1) αϯϓϧɾαΠζ T ʹґଘͨ͠ํ๏ɿ͜ͷํ๏͸ Schwartz (1989)ʹΑΓγϛϡϨʔγϣ
ϯ݁Ռʹج͍ͮͯఏҊ͞Εͨํ๏Ͱɼ















(2) ৘ใྔج४ʹΑΔํ๏ɿ৘ใྔج४ AIC ΍ BIC Λ΋ͱʹ࣍਺ p Λબ୒͢Δɽ
(3) ܎਺ͷஞ࣍ݕఆʹجͮ͘ํ๏ɿ͜ͷํ๏Ͱ͸·ͣɼϥά࣍਺ p ͷ্ݶ ¯ p Λઃఆ͠ɼ࠷ॳ
ʹ p =¯ p ͰϞσϧΛਪఆ͢Δɽ΋͠ φ¯ p ͷਪఆ஋ͷ t ஋͕༗ҙͳΒ͹ AR(¯ p) Ͱ୯Ґࠜݕ
ఆΛߦ͍ɼφ¯ p ͷ t ஋͕༗ҙͰͳ͚Ε͹ AR(¯ p−1) ϞσϧΛ࠶ਪఆ͢ΔɽAR(¯ p−1) ͷਪ




Ng and Perron (1995) Ͱ͸ɼ༗ݶඪຊͰͷݕఆͷαΠζɾݕग़ྗ྆໘ʹ͓͍ͯɼ3 ൪໨ͷஞ࣍
ݕఆʹجͮ͘ํ๏Λਪ঑͍ͯ͠Δɽ
ҰํɼNg and Perron (2001) ͸ɼϞσϧʹ MA ߲͕ଘࡏͯͦ͠ͷϥάଟ߲ࣜͷ͕ࠜൺֱత
େ͖ͳ஋ͷ৔߹ɼ্ͷ͍ͣΕͷํ๏Ͱ΋αΠζʹ࿪Έ͕ੜ͡Δ͜ͱ͕͋Δ఺Λࢦఠ͍ͯ͠Δɽ




MIC =l nˆ σ2
p +
CT(τT(p)+p − 1)
T − ¯ p
.
















ͱ͢ΔɽAIC Λϕʔεʹͨ͠ MAIC Ͱ͸ CT =2 ɼBIC Λϕʔεʹͨ͠ MBIC Ͱ͸ CT =
ln(T −¯ p)Λ༻͍ΔɽNg and Perron (2001)Ͱ͸ɼϞσϧʹMAؚ߲͕·Ε͍ͯΔ৔߹ɼMAIC
Λ༻͍ͨ୯Ґࠜݕఆ͸αΠζͷ࿪Έ͕গͳ͍͜ͱΛγϛϡϨʔγϣϯͰݕূ͍ͯ͠Δɽ
2.5. ॳظ஋໰୊
ୈ 2.4 અͰઆ໌ͨ͠Α͏ʹɼ୯Ґࠜݕఆͷ઴ۙతͳݕग़ྗΛߟྀ͢ΔͱɼADF-GLS ݕఆͷ
ํ͕ ADF ݕఆΑΓ΋ཧ࿦తʹ༏Ε͍ͯΔͱ͍͑ΔɽͦͷҰํͰɼM¨ uller and Elliott (2003)
͸༗ݶඪຊʹ͓͚Δσʔλͷॳظ஋ͷӨڹʹ͍ͭͯৄ͘͠෼ੳΛߦ͍ɼॳظ஋͕খ͞ͳ஋ͳ




yt = μ zt + xt,x t = φxt−1 + ut. (14)
ࠓɼφ =1ͷ୯ҐࠜϞσϧͰ͸ɼ




ͱදݱͰ͖Δ͜ͱ͔Βɼॳظ஋ x0 ͸ఆ਺߲Λ࣋ͭඇ֬཰߲ zt ʹٵऩ͞ΕΔͨΊʹݕఆ౷ܭྔ
͕ॳظ஋ʹؔͯ͠ෆมͱͳΓɼݕఆͷαΠζ͸ x0 ͷӨڹΛ·ͬͨ͘ड͚ͳ͍ɽ͔͠͠ͳ͕Βɼ
ରཱԾઆͷԼͰ͸ɼ





M¨ uller and Elliott (2003) Ͱ͸·ͣɼॳظ஋ x0 ͷ෼෍ F(x0) ͕ N(0,kσ2) ʹै͏ͱԾఆ͠
ͯɼॳظ஋ʹؔ͢Δݕग़ྗͷՃॏฏۉΛ࠷େʹ͢Δ࠷దݕఆ଒ ϕ0(φ∗,k) ΛٻΊ͍ͯΔɽ
ϕ0(φ∗,k) = argϕ max

P (ϕ rejects|φ = φ∗,x 0)dF(x0)
͜͜Ͱɼϕ ͸೚ҙͷݕఆΛද͢ɽ͕ͨͬͯ͠ɼݕఆ଒ ϕ0(φ∗,k) ͷதͰ΋ɼk =0ʹରԠ͢Δ
ϕ(φ∗,0) ͸ॳظ஋ x0 =0ʹશ΢ΣΠτΛ͔͚ͨݕఆͱͳΓɼॳظ஋͕ 0 ͷܥྻʹରͯ͠ݕग़
ྗ͕ߴ͍ɽҰํɼk ͷ஋͕େ͖ͳݕఆ͸ॳظ஋ͷઈର஋͕େ͖ͳ΋ͷʹ΋΢ΣΠτΛ͓͍͍ͯ
ΔͨΊɼॳظ஋͕ 0 ͔Β཭Ε͍ͯΔܥྻʹରͯ͠ߴ͍ݕग़ྗΛ࣋ͭ͜ͱʹͳΔɽM¨ uller and
Elliott (2003) ͸ ADF ݕఆ΍ ADF-GLS ݕఆΛؚΊͨطଘͷ୯Ґࠜݕఆ͕͜ͷݕఆ଒ʹؚ·
ΕΔ͔ɼ΋͘͠͸ີ઀ʹؔ܎͢Δ͜ͱΛ͓ࣔͯ͠ΓɼಛʹɼADF-GLS ݕఆ͸ k =0ʹɼADF
ݕఆ͸k ͕େ͖ͳ஋ʹରԠ͍ͯ͠ΔͨΊɼ༗ݶඪຊͰͷݕग़ྗʹ͕ࠩग़Δ͜ͱΛࢦఠ͍ͯ͠Δɽ
۩ମతʹݕఆͷαΠζ͕ॳظ஋ͷӨڹΛͲͷఔ౓͏͚Δ͔ࣔͨ͢ΊʹɼAR(1) Ϟσϧ (14)
Ͱ T = 100 ͷ৔߹ͷαΠζௐ੔ࡁΈݕग़ྗΛγϛϡϨʔγϣϯʹΑΓٻΊɼਤ 3 ʹ͍ࣔͯ͠
Δɽఆ਺߲ϞσϧͰॳظ஋͕ 0ͷ৔߹ (ਤ3(i-a))ɼ઴ۙཧ࿦ಉ༷ɼADF-GLSݕఆͷํ͕ ADF


















































and M¨ uller (2006) ʹΑͬͯࣔ͞Ε͍ͯΔɽͦͷ͏͑Ͱɼ൴Β͸ॳظ஋ͷӨڹΛड͚ʹ͍͘Ҏ
Լͷݕఆ౷ܭྔΛఏҊ͍ͯ͠Δɽ
























ͨͩ͠ɼm = μ ͷ৔߹͕ఆ਺߲ϞσϧͰɼˆ y
μ
t =( yt −

T
s=0 ys/T)/ˆ ωɼˆ ω2 ͸ xt ʹ AR(1) Ϟσ












Ͱ͋Δɽm = τ ͷ৔߹͕ϨϯυϞσϧͰɼˆ yτ
t ͸ ˆ y
μ
t Λ 1 ͱ t ʹճؼͤͨ͞࢒ࠩɼ
qτ
0 = −15,q τ
1 = −7.127,q τ
2 =1 2 .166,q τ




ฏۉΛߟ͑Δ͜ͱʹΑΓɼॳظ஋໰୊Λճආ͢ΔࢼΈ΋͋ΔɽHarvey and Leybourne (2005)
Ͱ͸ ADF ݕఆ౷ܭྔͱ ADF-GLS ݕఆ౷ܭྔͷՃॏฏۉΛɼHarvey and Leybourne (2006)





଴Ͱ͖Δͷ͸ M¨ uller and Elliott (2003) Ͱઆ໌͞Ε͍ͯΔͱ͓ΓͰ͋Δɽ
2.5. ͦͷଞͷ୯Ґࠜݕఆ
͜Ε·Ͱड़΂͖ͯͨ ADF ΍ADF-GLS ݕఆҎ֎Ͱ΋ɼ༷ʑͳ୯Ґࠜݕఆͷํ๏͕ఏҊ͞Ε
͖͍ͯͯΔͷͰɼ͜͜Ͱ͍͔ͭ͘঺հ͓ͯ͘͠ɽ࣌ܥྻཧ࿦ͷ࿦จͰҾ༻͞ΕͨΓ࣮ূݚڀͰ
ͨͼͨͼ࢖༻͞ΕΔ΋ͷͱͯ͠͸ɼPhillips and Perron (1988) ͷݕఆ͕͋Δɽ൴Β͸ (13) ͷ
Α͏ͳηϛύϥϝτϦοΫɾϞσϧΛߟ͑ɼDF ݕఆ౷ܭྔͷۃݶ෼෍͕ޡ߲ࠩ wt ͷ෼ࢄ͓
Αͼ௕ظ෼ࢄʹґଘ͢Δ͜ͱΛࣔ͠ɼ͜ΕΒͷύϥϝʔλͷҰகਪఆྔͰ౷ܭྔΛमਖ਼͢Δ
͜ͱʹΑΓɼैདྷͷ DF ݕఆ౷ܭྔͱಉ͡ۃݶ෼෍Λ΋ͭ౷ܭྔΛఏҊͨ͠ɽPhillips-Perron
ݕఆ͸ ADF ݕఆͱൺֱͯ͠αΠζͷ࿪Έ͕େ͖͘ͳΔ৔߹͕Δ͕ɼ͜ͷ໰୊͸ Perron and
NG (1996) ͕ఏҊͨ͠मਖ਼౷ܭྔʹΑΓɼ͋Δఔ౓؇࿨͞ΕΔ͜ͱ͕஌ΒΕ͍ͯΔɽ
Ұํɼਪఆஈ֊Ͱ OLS ͱ͸ҟͳΔख๏Λ༻͍Δ͜ͱʹΑΓɼαΠζͷ࿪ΈΛऔΓআ͍ͨΓ
ݕग़ྗΛߴΊΔࢼΈ΋ఏҊ͞Ε͍ͯΔɽPantula, Gonzalez-Farias and Fuller (1994)͸ਖ਼ن෼
14෍ʹै͏ఆৗ AR աఔʹ͓͍ͯ͸࣌ؒΛٯసͤͯ͞΋ఆৗ AR աఔͱͳΔੑ࣭Λར༻ͯ͠ WS
(weighted symmetric) ਪఆྔΛ༻͍ͨݕఆΛఏҊ͍ͯ͠ΔɽSo and Shin (1999) Ͱ͸ yt−1 ͷ
ූ߸Λૢ࡞ม਺ͱͯ͠༻͍Δ Cauchy ਪఆྔΛར༻͢Δ͜ͱʹΑΓɼؼແ෼෍͕ਖ਼ن෼෍ͱͳ
ΔΑ͏ͳݕఆ౷ܭྔΛ։ൃͨ͠ɽ͞ΒʹɼShin and So (2001)Ͱ͸ఆ਺߲Λஞ࣍ฏۉௐ੔๏Ͱ
ਪఆ͢Δ͜ͱʹΑΓɼݕఆ౷ܭྔͷ༗ݶඪຊͰͷύϑΥʔϚϯε͕վળ͢Δ͜ͱΛ͍ࣔͯ͠Δɽ
·ͨɼADF ݕఆͷΑ͏ͳ͍ΘΏΔ Wald λΠϓͷݕఆҎ֎ʹ΋ɼDickey and Fuller (1981) ͸
໬౓ൺݕఆΛɼSchmidt and Phillips (1992) ͸ϥάϥϯδϡ৐਺ݕఆΛఏҊ͍ͯ͠Δɽ
͍ͣΕʹͯ͠΋ɼҰ࿈ͷ୯Ґࠜݕఆ͸ ADF ݕఆΛϕϯνϚʔΫʹͯ͠༗ݶඪຊಛੑΛվળ

















Ϟσϧ A: yt = μa
0 + μb










1970 1960 1950 1940 1930 1920 1910 1900 1890 1880 1870
ਤ 4: גՁͷର਺஋ͱτϨϯυͷؔ܎
Ϟσϧ B: yt = μ0 + μa
1t + μb
1DT∗
t + xt,x t = φxt−1 + wt,















0: t ≤ T∗
B
t − T∗
B : t>T B




t : t>T B
ͱ͢Δɽ͕ͨͬͯ͠ɼφ =1ͷͱ͖ʹϞσϧʹ୯Ґ͕ࠜଘࡏɼφ<1 Ͱ͸ඇ֬཰߲ʹߏ଄มԽ
Λ΋ͭτϨϯυఆৗϞσϧͱղऍ͞ΕΔɽϞσϧ A Ͱ͸τϨϯυͷ܏͖͸มԽͤͣʹఆ਺߲
ͷΈ͕มԽɼϞσϧ B Ͱ͸ఆ਺߲͸มԽͤͣʹ܏͖ͷΈ͕มԽɼϞσϧ C Ͱ͸ఆ਺߲ͱ܏͖
ͷ྆ํ͕มԽ͍ͯ͠Δɽͳ͓ɼ্ͷϞσϧ͸ߏ଄มԽͷγϣ οΫ͕ T∗
B +1ͷΈͰ؍ଌ஋ yt ʹ
఻ΘΔ͜ͱ͔ΒɼAO (additive outlier) Ϟσϧͱݺ͹ΕΔɽ͜Εʹର͠ɼߏ଄มԽͷӨڹ͕λ
ΠϜɾϥάΛ࣋ͬͯঃʑʹ yt ʹ఻ୡ͞ΕΔ IO (innovational outlier) Ϟσϧͱ͍͏΋ͷ΋ߟ͑
ΒΕ͍ͯΔ͕ɼҎԼͰ͸ AO ϞσϧΛத৺ʹઆ໌͢Δ͜ͱͱ͢Δɽ




ؼແϞσϧ A: yt = ca
0 + dD(T∗
B)t + yt−1 + wt,
ରཱϞσϧ A: yt = ca
0 + cb
0DUt + c1t + wt, 
ؼແϞσϧ B: yt = c0 + c1DUt + yt−1 + wt,
ରཱϞσϧ B: yt = c0 + ca
1t + cb
1DT∗
t + wt, 
ؼແϞσϧ C: yt = c0 + dD(T∗
B)t + C1DUt + yt−1 + wt,






B)t ͸ t = T∗






·ͨɼ͜ͷݕఆͰ͸ݕఆ౷ܭྔͷ෼Ґ఺͕T ʹର͢Δߏ଄มԽ఺ͷ૬ରతͳҐஔ(λ∗ = T∗
B/T)
ʹґଘ͢Δ͔Βɼ࣮ࡍʹݕఆΛߦ͏ʹ͸෼Ґ఺͕ܝࡌ͞Ε͍ͯΔࡉ͔ͳදΛࢀর͢Δඞཁ͕
͋Δɽ͜ΕΛճආ͢ΔͨΊʹɼPark and Sung (1994) Ͱ͸౷ܭྔͷ෼Ґ఺͕ߏ଄มԽ఺ʹґ
ଘ͠ͳ͍Α͏ͳσʔλม׵ํ๏ΛఏҊ͍ͯ͠Δɽ
ͳ͓ɼϞσϧ A–C ͸τϨϯυϞσϧΛϕʔεʹߟ͑ΒΕ͍ͯΔ͕ɼఆ਺߲ϞσϧͰ΋ಉ༷
ͷ໰୊͕ੜ͡Δ͜ͱ͕ Perron (1990) ΍ Perron and Vogelsang (1992b) Ͱ෼ੳ͞Ε͍ͯΔɽ
3.2. ߏ଄มԽ఺͕ະ஌ͷ৔߹ (1)
Perron (1989) ʹΑͬͯఏى͞Εͨߏ଄มԽͱ୯Ґࠜݕఆͷ໰୊Ͱ͸ߏ଄มԽ఺͕ط஌Ͱ
͋ΔͱԾఆ͞Ε͍ͯΔ͕ɼ͜ͷԾఆ͸ Christiano (1992)ɼBanerjee, Lumsdaine and Stock
(1992)ɼZivot and Andrews (1992) ͳͲͰ൷൑͞Ε͍ͯΔɽͱ͍͏ͷ΋ɼߏ଄มԽ఺͸ଟ͘
ͷ৔߹ະ஌Ͱ͋ΓɼσʔλΛάϥϑԽͯ͠มԽ఺ΛܾΊΔΑ͏ͳ΍ΓํͰ͸ݕఆʹόΠΞε
͕ੜ͡ΔՄೳੑ͕͋Δ͔ΒͰ͋Δɽͦ͜ͰɼBanerjee, Lumsdaine and Stock (1992) ΍ Zivot
and Andrews (1992) ͸ҎԼͷΑ͏ͳݕఆํ๏ΛఏҊ͍ͯ͠Δɽ·ͣɼ͋Δߏ଄มԽ఺ TB Λ
૝ఆͯ͠ɼyt Λඇ֬཰߲ʹճؼ͠ɼ࢒ࠩܥྻʹର͢Δ ADF ݕఆ౷ܭྔ tρ(λ) Λ࡞੒͢Δɽͨ
ͩ͠ɼλ = TB/T Ͱ͋Δɽࠓɼߏ଄มԽ͕ى͖͍ͯΔՄೳੑ͕͋Δ λ ͷྖҬΛ Λ ͱ૝ఆ͢Δ




Λݕఆ౷ܭྔͱ͢ΔɽΛ ͸ࣄલ৘ใ͕͋Ε͹ͦΕΛར༻ܾͯ͠ΊΔ͕ɼZivot and Andrews
(1992) Ͱ͸ Λ=[ 2 /T,(T − 1)/T] ͕ߟ͑ΒΕ͍ͯΔɽ
͜Εʹର͠ɼPerron (1997) Ͱ͸ɼඇ֬཰߲΁ͷճؼʹ͓͍ͯఆ਺߲ͷมԽ cb
0 ΋͘͠͸τϨ
ϯυͷมԽ cb
1 ͷਪఆ஋ͷ t ஋ΛٻΊɼ͜ͷ t ஋ͷઈର஋͕΋ͬͱ΋େ͖ͳ஋ΛͱΔ఺Λ ˆ λc ͱ
ͯ͠ɼtρ(ˆ λc) Λݕఆ౷ܭྔͱͯ͠ఏҊ͍ͯ͠Δɽ
͜ͷଞʹ΋ɼAmsler and Lee (1995) ͷϥάϥϯδϡ৐਺λΠϓͷݕఆͳͲ͕ఏҊ͞Ε͍ͯ










ͨΒ͢͹͔ΓͰ͸ͳ͘ɼطଘͷݕఆʹ΋େ͖ͳӨڹΛ༩͑ΔɽLeybourne, Mills and Newbold
(1998) ͸ɼਅͷϞσϧ͕ߏ଄มԽΛ൐͏୯ҐࠜϞσϧͰ͋Δʹ΋͔͔ΘΒͣɼͦͷ༷ͳϞσ






• Leybourne, Mills and Newbold (1998)
ɹؼແԾઆͷԼͰͷߏ଄มԽͷݟམͱ͠ → ୯ҐࠜԾઆͷޡͬͨغ٫
ͱ͍͏ೋͭͷ໰୊͕ଘࡏ͢Δ͜ͱʹͳΔɽ
͞ΒʹɼVogelsang and Perron (1998) ΍ Hatanaka and Yamada (1999) ͸ɼਅͷϞσϧ͕
ߏ଄มԽΛ൐͏୯ҐࠜաఔͰ͋Δ৔߹ɼZivot and Andews (1992) λΠϓͷݕఆ͸ޡͬͯؼແ
ԾઆΛغ٫͢Δ͜ͱ͕ଟ͘ͳΔ఺Λࢦఠ͍ͯ͠Δɽ
͜ͷΑ͏ͳ໰୊ͷͨΊɼؼແԾઆͷԼͰߏ଄มԽΛڐͨ͠୯Ґࠜݕఆ͕ඞཁͱͳΓɼVogel-
sang and Perron (1998) ΍ Hatanaka and Yamada (1999) Ͱ͸ Zivot and Andrews (1992) ͷ
ݕఆͱ͸ҟͳΓɼ·ͣॳΊʹߏ଄มԽ఺Λਪఆ͠ɼਪఆͨ͠มԽ఺ ˆ λ Λ༻͍ͨ tρ(ˆ λ) Λݕఆ౷
ܭྔͱͯ͠ߟ͑ɼͦͷಛੑΛ໌Β͔ʹ͍ͯ͠Δɽ
ؼແԾઆͷԼͰߏ଄มԽΛڐͨ͠୯Ґࠜݕఆ͸͜ͷଞʹɼHarvey, Leybourne and Newbold
(2001)ɼLee and Strazicich (2001), Carrion-i-Silvestre and Sans´ o (2006) Ͱ΋औΓ্͛ΒΕ
͍ͯΔɽ·ͨɼPerron and Rodr´ ıguez (2003) Ͱ͸ߏ଄มԽΛڐͨ͠ ADF-GLS λΠϓͷݕఆ
ʹ͍ͭͯ΋ݴٴ͠ɼLiu and Rodr´ guez (2006) Ͱ͸ߏ଄มԽͱॳظ஋໰୊ʹ͍ͭͯߟ࡯͍ͯ͠






Δ৔߹ʹ΋౰ͯ͸·Δɽ͢ͳΘͪɼߏ଄มԽ͕ 2 ճى͖͍ͯΔʹ΋͔͔ΘΒͣϞσϧʹ͸ 1 ճ
ͷߏ଄มԽ͔͠औΓೖΕͣʹ୯ҐࠜݕఆΛߦ͏ͱɼରཱԾઆ͕ਖ਼͍͠৔߹Ͱ΋ؼແԾઆΛغ
٫͠ʹ͘͘ͳΔͱ͍͏͜ͱ͕༧૝͞ΕΔɽLumsdaine and Papell (1997) ͸͜ͷ఺Λߟྀ͠ɼ
2 ճͷߏ଄มԽΛ૝ఆͨ͠୯ҐࠜݕఆΛߟ͍͑ͯΔɽ
·ͨɼؼແԾઆʹߏ଄มԽΛऔΓೖΕΔ͔Ͳ͏͔ʹ͍ͭͯ΋ɼୈ 3.3 અͱಉ༷ͷ໰୊͕ੜ͡
ΔɽKim, Leybourne and Newbold (2000) ͸ɼਅͷϞσϧ͕ߏ଄มԽΛ 2 ճ൐͏୯Ґࠜաఔ
19ʹै͏΋ͷͰ͋ͬͯ΋ɼߏ଄มԽͷճ਺Λ 1 ճͱͯ͠ϞσϧΛਪఆͯ͠͠·͏ͱɼޡͬͯ୯Ґ
ࠜԾઆΛغ٫͠΍͍͢৔߹͕͋Δ͜ͱΛࢦఠ͍ͯ͠ΔɽHatanaka and Yamada (1999) ΍ Lee













·ͨɼݕग़ྗʹؔͯ͠͸ॳظ஋ͷ໰୊͕བྷΉ͜ͱ͸ Elliott and M¨ uller (2003) Ͱࢦఠ͞Εͯ




ड͚ΒΕΔɽ͔͠͠ͳ͕Βɼ࠷ۙͷݚڀͰ͸ɼADF ͱ ADF-GLS ͷ྆ํͷݕఆΛߦ͏܏޲΋
ݟड͚ΒΕΔͷͰɼࠓޙ͸·ͣɼADF-GLS ݕఆ͕࣮ূ෼ੳͰଟ༻͞Ε͍ͯ͘͜ͱʹͳΔͩΖ
͏ɽ·ͨɼϥά࣍਺ʹؔͯ͠͸چདྷͷ৘ใྔج४ʹΑΓબ୒͍ͯ͠Δ΋ͷ͕ଟ͍ɽࠓޙ͸ͦ
ΕΒʹऔͬͯ୅ΘΓɼNg and Perron (2001) ͷ MAIC ͕࢖ΘΕ͍ͯ͘Մೳੑ͕͋ΔɽҰํɼ
ॳظ஋໰୊ʹ͍ͭͯ͸࣮ূ໘Ͱ͸·ͩ͋·Γೝ஌͞Ε͍ͯͳ͍Α͏ʹࢥΘΕΔɽElliott and
M¨ uller (2006) Ͱ৽ͨͳݕఆ౷ܭྔ͕ఏҊ͞Ε͍ͯΔ͕ɼ౷ܭྔͷ࡞੒͕΍΍ෳࡶͳͨΊɼ࣮
ূ෼ੳʹීٴ͍͔ͯ͘͠Ͳ͏͔͸೉͍͠ͱ͜ΖͰ͋Δɽ·ͨɼHarvey and Leybourne (2005)










͹ͳΒͳ͍ɽͦ͏͢ΔͱɼҰൠʹ m ճͷߏ଄มԽ͕͋Δͱ૝ఆͨ͠৔߹ɼm ΛͲͷΑ͏ʹܾ
ΊΔ͔ɼܾΊΒΕͨ m ʹରͯ͠ͲͷΑ͏ʹݕఆ౷ܭྔΛͭ͘Γ෼Ґ఺ΛٻΊ͍͔ͯ͘ɼͳͲ
͕ཧ࿦తʹॏཁͳςʔϚͱͳͬͯ͘ΔͱࢥΘΕΔɽͦͷ౴͑ͷҰ෦͸ Hatanaka and Yamada
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