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Abstract
We present the results and conclusions from the citizen science competi-
tion ‘Observing Dark Worlds’, where we asked participants to calculate the
positions of dark matter halos from 120 catalogues of simulated weak lens-
ing galaxy data, using computational methods. In partnership with Kaggle
(http://www.kaggle.com), 357 users participated in the competition which
saw 2278 downloads of the data and 3358 submissions. We found that the
best algorithms improved on the benchmark code, LENSTOOL by > 30% and
could measure the positions of > 3 × 1014M halos to < 5′′ and < 1014M
to within 1′. In this paper, we present a brief overview of the winning algo-
rithms with links to available code. We also discuss the implications of the
experiment for future citizen science competitions.
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1. Introduction
Dark matter dominates the mass content of the Universe (see for exam-
ple Massey, Kitching, Richards, 2012; Amendola et al. 2012 for reviews),
in particular on galaxy and galaxy cluster scales where the ratio of total
mass to observed baryonic matter is a factor of at least 10 − 100. In fact
approximately 30% of the total energy budget of the Universe is in the form
of non-baryonic matter (Planck Collaboration et al., 2013). Further con-
straining the nature of dark matter has become one of the most important
problems in physics (Peter, 2012). However, despite the macroscopic total
abundance of this non-baryonic component of the Universe being well deter-
mined, the understanding of the sub-atomic physics of dark natter is not;
if indeed dark matter is a subatomic particle at all. Under the assumption
that dark matter is a non-relativistic particle when it decouples from bary-
onic, ordinary, matter in the early universe, and that it is collisionless, one
can qualitatively reconstruct the observed large scale structure in N-body
simulations (Davis et al., 1985), with the baryonic physics (Semboloni et al.,
2011) limiting our knowledge at the sub megaparsec scales. Dark matter is
hypothesised to exist in clouds of particles that self-gravitate into bound sys-
tems, these clouds are refered to as dark matter ‘halos’ since observationally
dark matter appears to have concentrations that are highest in clouds that
surround baryonic matter.
It is hypothesised, from N-body simulations, that there are several prob-
lems with the collisionless dark matter paradigm at small scales, where pre-
dictions begin to depart from measurements in data. These are the ‘too big
to fail problem’ (Boylan-Kolchin et al., 2011), and ‘the cuspy halo problem’
(Dubinski and Carlberg, 1991). The former refers to the observation that
N-body simulations predict far more large sub-halos in galaxies that exhibit
star formation than we see in the Milky Way, the latter refers to the obser-
vation that galactic halos have ‘cores’ (a high density of dark matter) which
are inconsistent with those predicted by N-body simulations (Navarro et al.,
1997). In order to reconcile these inconsistencies, one can invoke a variety
of mechanisms that add complexity to the collisionless dark matter scenario
(so called Cold dark matter or CDM paradigm). For example warm dark
matter, self interacting dark matter (SIDM), and the impact of baryons on
CDM all have the potential to account for the observed differences (Spergel
and Steinhardt, 2000; Firmani et al., 2000), or N-body simulations are not
representative of the Universe in some other respects.
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From observations it has been observed that the highest ratio of mass-to-
light, i.e. the largest concentrations of dark matter, are in galaxy clusters.
These clusters are therefore the best available astronomical ‘laboratories’ to
study the properties of dark matter because not only is there a relative over-
abundance, but there is also a relatively large amount of baryonic matter
against which dark matter properties can be calibrated and compared. Pre-
vious work studying the distribution of dark matter in galaxy clusters has
led to discoveries of colliding clusters and evidence of dark matter (Clowe
et al., 2004, 2006; Bradacˇ et al., 2006, 2008; Merten et al., 2011; Dawson
et al., 2012; Mahdavi et al., 2007; Clowe et al., 2012; Jee et al., 2012).
In this paper we focus on the technique of gravitational lensing as a probe
of the dark matter distribution. According to general relativity, the presence
of mass acts to distort the path of photons through the Universe relative
to the path that would have been take in the absence of mass (Bartelmann
and Schneider, 2001; Refregier, 2003; Hoekstra and Jain, 2008; Massey et al.,
2010). Gravitational lensing therefore, probes the total mass along the path
of a photon and, because our Universe is dominated by dark matter, has
become the primary technique for mapping dark matter. The ability to in-
dependently measure the distribution of the total matter content, without
some assumed relation between observed galaxies and the underlying gravita-
tional potential means that gravitational lensing is less sensitive to potential
astrophysical systematics. In galaxy clusters, in the regime where the lens-
ing mass is large, gravitational lensing effects can result in multiple images
of galaxies and highly distorted images; so called strong lensing. However
every galaxy is lensed by some amount; an effect that does not result in mul-
tiple images or strong distortions but only causes a change in the observed
ellipticity of the source galaxy: so called ‘weak lensing’. The small change in
ellipticity caused by weak lensing is refered to as ‘shear’.
In this paper we will present the analysis of simulated weak lensing data
around simulated galaxy clusters. The analysis of these simulations, in an
effort to improve the algorithms that are used to infer the mass distribution
from weak lensing data, were used to define a citizen science competition
that was crowdsourced to the public.
1.1. Standard approaches to dark matter reconstruction
The fidelity with which algorithms are required to map the dark matter
distribution in galaxy clusters depends on the range of scales in question. Al-
though it is possible to map the distribution of matter using galaxy velocities
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it has become increasingly popular to use gravitational lensing to determine
the total matter distribution. There are several approaches that have been
developed within the field of weak lensing where algorithms are split mainly
into two categories based on the type of model used:
• Parameteric methods involve fitting a physical model to the data and
constraining a number of parameters in that model.
• Non-parametric methods attempt to directly convert from the mea-
sured shear to some projected mass density.
For a recent review of the standard approaches see Jullo et al. (2013).
Throughout this paper we shall refer to the benchmark code LENSTOOL.
LENSTOOL (Jullo et al., 2007) is a public strong and weak lensing gravitational
mass reconstruction method that fits dark matter halos, parameterised by
a parametric radial profile, to data and determines posterior probabilities
for the parameters via a Bayesian sampling method. Given 50′′ priors (not
applied to this competition), Harvey et al. (2013a) found that the accuracy
of LENSTOOL is roughly ∼ 10′′ for a halo of mass ∼ 1013M, and is robust to
most potential systematics involved in parametric fitting. This code was run
on the competition and presented in this paper in order to provide benchmark
analysis on individual scores.
1.2. Expert citizen science
Citizen science has recently become a productive tool in the analysis of
large complicated databases for which algorithms are unable to provide reli-
able results. Pioneering this work in science is the Zooinverse1. The Zooni-
verse is a database of various projects including (amongst others), Moon
craters, whale sounds and galaxies. In each case, a sample of images/sounds
or other data is presented to a user (a ‘citizen’), who is then guided through
steps to classify that sample into a particular category based on their per-
sonal judgement. In many cases, such as the identification of complex galaxy
morphologies, human-based classification is more reliable than current auto-
mated algorithms. The science is achieved through the statistical analysis of
the human-classified data sets.
The success of using humans to classify large databases of complicated
objects relies on the number of humans doing the classification to be large,
1https://www.zooniverse.org
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to avoid individual subjectivity (although there are common inter-subjective
biases in human object recognition that need to be found and quantified).
The advantages of using a large population, a ‘crowd’, to solve or ‘source’ a
classification problem is currently refered to a ‘crowdsourcing’. However there
are two regimes in which the human-classification mode of crowdsourcing a
problem is limited
• When the data set, or the number of classification categories, becomes
too large for a population of humans to analyses in a reasonable time
period. An example would be a database of several billion astronomical
objects, each of which needed many minutes of classification.
• When the precision required for a measurement is very high. An exam-
ple would be in weak lensing measurements where the accuracy required
is sub-percent in the bias of ellipticity measurements of galaxies.
In these regimes algorithms are required to analyse the data. However the
crowd can still be used, but in a different mode: instead of classifying, the
crowd can be asked to write computer algorithms to solve the task at hand.
In this regime one needs to set the problem to a targetted group of computer
programming literate individuals or teams, with sufficient motivation (either
in the form of a prize for writing the best algorithm or other), and with a
clearly defined objective measure for what is meant by the best algorithm,
i.e. a metric for success. The algorithm-writing mode of crowdsourcing
in astronomy has only recently been utilised for example in a competition
(Kitching et al., 2012), in partnership with Kaggle2, where the problem of
weak lensing shape measurement was set to the public (see also Heymans
et al. 2006; Massey et al. 2007; Bridle et al., 2010; Kitching et al, 2012;
Mandelbaum et al. 2013 for more complex challenges in the same area).
In this paper we present the results of crowdsourcing the problem of
using weak lensing measurement to create maps of the dark matter distribu-
tion around galaxy clusters. ‘Observing Dark Worlds’ was a competition in
partnership with Kaggle, whereby we asked participants to reconstruct the
positions of simulated dark matter halos in fields of galaxies. By varying the
parameters of the fields, such as the mass and the galaxy density, we aimed
to probe the sensitivity and behaviour of the reconstruction algorithms. In
2http://www.kaggle.com
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a bid to develop an algorithm that was systematically unbiased and statisti-
cally precise, we supplied 120 clusters ranging in mass from the group scale
(1013M) to super-cluster scale (1015M).
This paper is organised as follows, in Section 2 we will outline the premise
of the competition, including a description of the data provided to partici-
pants. In Section 3 we present our results. Section 4 gives a detailed descrip-
tion of the winning three algorithms and in Section 5 make our conclusions.
2. Observing Dark Worlds
Determining the distribution of dark matter in galaxy clusters has gen-
erally been focused on how well one can reproduce the macroscopic proper-
ties of dark matter including the mass and concentration parameter (Bradacˇ
et al., 2005; Cacciato et al., 2006; Diego et al., 2007; Merten et al., 2009) .
Massey et al. (2011) and later Harvey et al. (2013b), developed a method to
constrain the self-interaction cross-section of dark matter using the position
of dark matter substructure. In order avoid systematic errors, this tech-
nique required accurate estimation of substructure and systematic errors to
be < 0.5′′ (Harvey et al., 2013a). Any biased estimate of position of galaxies
would result in a spurious constraint of SIDM. With this in mind our aim
for the competition ‘Observing Dark Worlds’ (ODW) was to encourage the
development of new algorithms to reconstruct the position of dark matter
halos in galaxy clusters with a systematic bias < 0.5′′.
2.1. The Competition
In order to achieve our competition aim, we required competitors to re-
construct the positions of dark matter halos in a number of simulated galaxy
clusters with varying parameters. We provided users with data to ‘train’
on and a test set on which they submitted blind answers. Participants had
two months to improve their algorithms and make submissions to the Kaggle
website. After two months, on the proviso that they provided the correct doc-
umentation concerning their algorithm, the top three participants received a
reward: in the case of ODW this was generously provided by Winton Capital
Management3.
3https://www.wintoncapital.com
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2.2. The Data
The competition consisted of three different types of data sets (this is
similar for the majority of Kaggle competitions);
Training Set: The set on which users could train their algorithms. Users
had access to the galaxy catalogues that included positions and ellip-
ticities in the field and the true positions of each dark matter halo.
Public Test Set: The set on which users were tested. They had access
to catalogues of galaxies which contained positions and ellipticities,
however the positions of the dark matter halos were unknown. Users
had to submit their predictions to the Kaggle website and were scored
according to some metric (see section 2.3) and the result published on a
leaderboard. However the final results were not based on these results.
Private Test Set: Another, separate set of data on which users were be
tested. Similar to the public test set, users were required to submit
predictions for the positions of the dark matter halos in these fields,
however they did not receive any feedback on their score via the live
leaderboard. These scores were kept secret (private) until the compe-
tition finished at which point they were revealed and the final result
was be based on these. This is designed to prevent people over-fitting
to the data. Note that competitors did not know which galaxy clusters
were in the private or public test set.
Typical training sets supplied for machine learning problems usually incor-
porate a large number of training samples (many more than the test sets),
from which a computer program can ‘learn’, and then a test set for which
competitors have to submit their predictions to a blind sample. However
such training sets may not be possible in real world astronomical situations.
In the decision for the set size for the training and test we considered;
• What sized data set well reflects what one would see in real observa-
tional data?
• Do you want to place emphasis on quick accurate algorithms, or com-
plex precise algorithms?
The latter was an important factor when we considered the sample size since
we did not want to limit the complexity/run-time of algorithms. Currently
7
LENSTOOL takes ∼ 30minutes/cluster, which is acceptable for samples of
∼ 100 clusters (on a current machine). The number of clusters that one
asked users to use was inevitably going to affect the type of algorithm sub-
mitted throughout the competition. Moreover, the properties of the clusters
themselves affected the set sizes since if one requested many halos per clus-
ter then one was requiring users to constrain many more parameters. In
addition, small mass halos (or a high un-sheared/intrinsic ellipticity noise),
which are harder to constrain, may require many likelihood evaluations dur-
ing fitting. We therefore considered; the number of dark matter halos in each
cluster, the properties of the halos in each cluster including; mass, profile,
shape and concentration and their distribution in the field, the number of
background lensed galaxies per cluster and the noise on the galaxies. Taking
this also into account we choose the following set of parameters:
• 360 training halos and 120 test clusters, of which three quarters are the
private test set and one quarter is the public test set.
• For each set exactly one third of the clusters have one, two and three
halos in them and are randomly distributed in the field.
• Each cluster has one main halo which has a mass randomly chosen
between 1− 10× 1014M. Where there is greater than one halo in the
cluster the second (and third) halo mass is randomly selected between
1− 10× 1013M imitating an in-falling galaxy group.
• To reflect the field of view and depth of the Hubble Space Telescope
and the typical intrinsic ellipticitiy from the COSMOS field (Leauthaud
et al., 2007), we randomly select the source galaxy density between
30− 80 galaxies/arcmin2 and apply a intrinsic ellipitciity with a mean,
〈int〉 = 0 and a dispersion, σ = 0.3 and place them randomly in a field
of 3× 3 arcminutes.
• Finally, we told the competitors exactly how many halos were in each
field.
This is shown in more detail in Table 1.
2.3. The Metric
One of the most important aspects of a competition such as ODW is how
one measures the success of an algorithm. A good metric should accurately
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Data Set Parameters
# Clusters [Training, Public, Private] [360, 30, 90]
1 Halo [Training, Public, Private] [120, 10, 30]
2 Halo [Training, Public, Private] [120, 10, 30]
3 Halo [Training, Public, Private] [120, 10, 30]
NFW [Training, Public, Private] [180, 15, 45]
SIS [Training, Public, Private] [180, 15, 45]
1st Halo Ellipiticity [0, 0.3]
1st Halo Mass [1, 10]× 1014M
2nd Halo Mass [1, 10]× 1013M
3rd Halo Mass [1, 10]× 1013M
Intrinsic ellipticitiy dispersion 0.3
Galaxy Density [30,80] galaxies/arcmin2
Field of View 3× 3 arc minutes
Table 1: The parameters used for the data sets provided for the “Observing Dark Worlds”
competition.
reflect how well an algorithm is doing at achieving the aims which you have
set. In other words, to what extent has an algorithm achieved your required
goals? The consequences of this are that the design of metric needs to be
done meticulously, such that it rewards and penalises aspects of the problem
that you are interested, and not interested in, respectively. Specifically in the
context of this competition, the metric was required to achieve the aims set
out in Section 2. To this extent, we required a metric that not only rewarded
competitors for providing solutions that were close to the halo positions, but
also rewarded solutions that were not systematically biased in a particular
angular direction, i.e. an unbiased solution would be angularly invariant on
average to the true position of the halo. We therefore constructed a metric
of two parts, a distance part, F , and an angular part, G and combined them
such that the overall score, m, was,
m =
F
1000
+G, (1)
where we weighted it such that LENSTOOL achieved a score of approximately
1.0.
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2.3.1. The Distance, F Metric
The first part of the metric quantified the ability of an algorithm to
produce halo positions that were as close as possible to the true positions.
However, one issue we met was that in the case of clusters with more than
one halo, it was not always clear which halo users were predicting, i.e. if
they had named their first prediction, “halo1”, it was ambiguous to which
halo this referred to. We therefore selected the halo pairs (users halos to true
halos) such that it optimised the distance part of the metric. The ‘F’ part
of the metric was in the form,
F =
nClusters∑
k=0
arg min
{
nHalos∑
i=0
√
(xik − xjk)2 + (yik − yjk)2
}config
j
(2)
where the min function is over all the pair configurations in the cluster, where
for two halos there was two and for three there was six. We normalised the
F metric to provide an approximately unit score for LENSTOOL.
Figure 1: The angular, G metric. φ was calculated as the angle between the the vector
jointing the true and users predicted position and the vector joining the centre of mass of
the system (reference point) and the true position.
2.3.2. The Angular, G Metric
In any competition, all participants will attempt to win, which will mean
that they will tune their algorithms such that they achieve the best metric
score possible. In the case where m ∝ F , participants could have continued
developing their algorithm such that they reduced the separation between
predicted and true position of halos. Although this may have resulted in
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predictions that are very close to the true halo positions, it would not have
solved the second aim of developing an algorithm that is systematically un-
biased. We therefore included a second part to the metric that rewarded
angular invariance of predictions.
To calculate the angular invariance, we derived the angle of the vector
between the true and the predicted position with respects to the vector that
connected the true position and the centre of mass of the system (or reference
point as it was denoted). Once we had this angle, φ, we took the average
vector that this angle defined in a unit circle, i.e.
G =
√√√√( 1
N
N∑
i=0
cos(φi)
)2
+
(
1
N
N∑
i=0
sin(φi)
)2
, (3)
where the sum N is over all halos in all clusters. Figure 1 shows diagram-
matically how we calculated φ.
3. Results
Here we present the results from the ODW competition. We present the
original metric, and also results that were calculated using only the distance
part of the metric, which we found to dominate the total metric. Figure 2
shows the results for the two metrics normalised to the score of LENSTOOL,
(in other words a score of 1.0 is the same score as LENSTOOL), as a function
of competitor for the top 150 competitors. We have sorted the results such
that the total score does not correspond with the radial score of the same
participant.
From the initial results we find that of the 357 participants, 143 had a
score better than the LENSTOOL benchmark with the top 27 competitors reg-
istering better than a 20% improvement, and the top competitors recording
a > 30% improvement. We find that the act of removing the angular part
of the metric slightly reduces the relative score of the competitors with re-
spects to LENSTOOL, with 150 of the 357 competitors (42%) achieving a better
score than LENSTOOL, and that the top competitors still recorded a > 30%
improvement.
Figure 3 shows the incremental improvement of the best scoring algorithm
with time. It can be seen that in the initial periods of the competition reg-
ular, large improvements are made, and as the compeition continues these
improvements become less frequent. This is typical of a machine learning
11
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Figure 2: The figure shows the score of the top 150 competitors normalised to the
score of LENSTOOL for easy direct comparison (where LENSTOOL = 1.0) as a function of
the participants final leaderboard rank. The blue points refer to the total score of the
competitor and the red the radial part. The scores have been sorted and therefore the
points in the radial do not directly correspond to the points in the blue.
competition, however ODW saw slightly more regular improvement and in-
creased late time large improvements than a typical competition.
Figure 4 shows how the average of the top 150 competitors performed
as a function of various components of the competition. We find that the
mass of the halo is the dominant variable in the estimation of the position
of dark matter halos, and the methods were unaffected by the number of
source galaxies. Interestingly competitors did better when the halo was a
Single Isothermal Sphere and not an NFW profile. We hypothesise that this
is because an SIS is peakier, with no core, and therefore estimating its peak
is easier. We find a weak trend between the ellipticity of the main halo and
the position estimates.
Figure 5 shows graphically the distribution of estimates of the 150 partic-
ipants. We can clearly see that in the left hand panel, that shows the main
halo estimates, positions are much more concentrated and clustered about
the true position than the sub halos shown in the second two panels. First
place submissions are shown as blue stars and the cyan dot is the truth.
In order to observe the statistical accuracy of the best submissions, we
binned up the submissions in mass. Figure 6 shows the results of the top
three placing algorithms. The error bars show the error in the mean radial
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Figure 3: Timeline for the improvement of the best scoring algorithm. Initially, a lot
of progress is made, however towards the end, progress plateaus with few and small in-
cremental improvements. Although typical, this competition saw more more regular im-
provements than typical machine learning problems.
position for that particular mass bin. We find that the best algorithms could
constrain the large mass halos to < 5′′ rising to ∼ 60′′ for smaller mass halos.
3.1. Metric Stability
In order for the competition to provide accurate feedback to participants,
the metric quantifying this quality needs to distinguish between two algo-
rithms that are very similar, and determine which is better at achieving your
research goal. There are many ways that one can reduce the noise in the
metric and ensure the correct algorithms win.
The first method to minimise the noise is to have a well defined metric
that is simple and has minimal intrinsic variability. The metric set out in
this competition had two parts; the distance part and the angular part. The
former was a direct probe for the precision of an algorithm, and the second
part was used to determined any systematics in the algorithm. However the
angular part of the metric was also intrinsically noiser than the radial part.
Figure 7 shows the variance in a random set of submissions, whereby each
halo was a random guess within the field of view of the cluster. It can be
seen that there was a large variance in scores due to the nature of the metric.
In the limit that the number of clusters tends to a large number, noise will
average out and the score on the metric will tend to truly reflect quality of
the algorithm. However in a bid to reflect the expected number of clusters
13
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Figure 4: The figure shows the average score of the top 150 competitors radial score as a
function of various competition parameters. It is clear that there is an obvious, dominant
trend with respect to the mass of the halo. Also the top right panel shows how more SIS
halos were constrained to within 15′′ than NFW.
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Figure 7: The score of a random sample of fake entries; 1000 fake submissions with
random guesses were scored. This noise on the metric lead to less efficient feedback from
the leaderboard given to participants.
from typical data sets in the near future we only provided a small number
of clusters. Moreover, we did not want to limit participants to algorithms
that had requirements of > 1 second/cluster reconstruction times. In normal
machine learning competitions, data sets are of the order 105 samples, and
in the scenario where a lot of people enter with similar algorithms, the scores
at the top of the leader board can be separated by ∼ 0.01%. This requires
the noise to be another order of magnitude less than this.
Another consequence of small training and test sets is the effective Poisson
noise in the sampling of parameters for the data. We sampled each parameter
for the field in Table 1 from a uniform distribution. As a result the mass
of the halos in each test set varied by a large amount, The public test set
consisted of smaller sub halos than the private test set. In this sense, the
public test set was not only harder, but below a certain halo mass the noise
in the positions was larger, making the public leaderboard noiser than the
private leaderboard; this is something that should be addressed in designing
future competitions. For a full description of what considerations should be
taken into account when designing a research competition see Goodfellow
et al. (2013).
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4. Successful Algorithms
The winning solutions all had similar Bayesian approaches. As part of the
competition, a requisite for claiming the prize was that both the code and a
detailed description of its working was required. As such, we now present the
main properties of the winning solutions. Note that since these models were
presented as non-astronomically motivated algorithms (the motivation was
to win the competition), many of the parameters used have no physical units
and were based on the experience of the data. These are brief summaries of
the solutions, and we encourage the reader to use the embedded URL’s to
find more information.
4.1. First place: Tim Salimans
This was a Bayesian solution4 to the problem and was made publicly
available5. There were four main steps in this code;
1. Initially derive some prior information, p(x), on the positions of the
dark matters halos prior to looking at the data. This was assumed to
be flat across the field of view.
2. From the data, formulate some model for the likelihood of a dark matter
halo position given some galaxy information, p(e|x),
p(ei|x) = N(
all halos∑
j=0
di,jmjf(ri,j), σ
2), (4)
where the probability is assumed to be a normal distribution, N . di,j is
the tangential direction to the vector joining halo j to galaxy i, (i.e. the
direction in which the galaxy is lensed), mj is the mass of the the halo,
rij is the euclidean distance between the halo centers and the galaxies
and f(rij) is a radial profile of the halo. In order to determine the model
settings he first placed priors on the masses, p(m|q), where q is the set
of parameters determining the shape of the prior and the functional
form of f(r;w), with w parameterizing f(), he then calculated the
marginal likelihood of the ellipticities on the training data (since there
4http://timsalimans.com/observing-dark-worlds/
5http://timsalimans.com/code-for-the-dark-worlds-competition/
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the positions of the halos are known):
p(e|q, w, σ2) =
∫
p(e|f(r;w),m, σ2)p(m|q)dm, (5)
By maximizing the marginal likelihood with respects to q, w, σ2, he got
an efficient and consistent estimates of the true profile parameters and
priors, assuming the model is correct. From this he fixed the dispersion
of the likelihood model at σ2 = 0.05. The main halo mass was selected
from a log uniform distribution between 40 and 180 and the sub-halo
mass was fixed to be 20, i.e. MS/MM = [0.11, 0.5]. The halo profiles
were a simple inverse distance profile with a core,
f(ri,j, rc) =
1
max(ri,j, rc)
, (6)
where the core radius, rc was fixed at rc = 240 and rc = 70 for the
main and sub halos respectively.
3. Using Bayes theorem, calculate the probability of a dark matter halo
position, given some galaxy information via
p(x|e) = p(e|x)p(x)
p(e)
(7)
4. Finally minimise the ODW metric with respects to the parameters of
the dark matter halos, i.e.
xˆ = arg minqEp(x|e)L(q, x), (8)
where q are the predictions of the positions of the dark matter ha-
los. This was implemented via a Monte Carlo Markov Chain (MCMC)
Metropolis Hastings sampler, and a simple gradient descent. The sam-
pler was also restarted at random points to avoid local minima.
4.2. Second place: Iain Murray
In a similar fashion, second place solution also followed a Bayesian solu-
tion and the code is also publicly available6. Using the same halo profile, this
algorithm used slice sampling instead of Metropolis Hastings, as Salimanns
6http://blog.kaggle.com/2012/12/19/a-bayesian-approach-to-observing-dark-worlds/
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used. Since it was assumed that this radial profile was not quite accurate,
the variance inside the core radius was increased to account for this lack of
knowledge. The expected loss with respect to the ODW metric was then
minimised.
4.3. Third place: Ana Pires
The third solution was slightly different from the previous two. Pires
assumed the halos were sized such that there were (in the case of three
halos) a large, medium and small halo. This approach also defined a distinct
“elliptical distance” between the ith galaxy, kth halo,
di,k =
√
(xi − xk)2 + rσ,k(yi − yk)2 + 2ρk(xi − xk)(yi − yk) (9)
where rσ,k and ρk are free parameters and represent the ratio of the absolute
strength of the shear in vertical, y and horizontal, x directions and ρk repre-
sents a “distortion”. The motivation for this was to represent the distances
between halos and galaxies not as “geometric” distances, but “physical” dis-
tance, such that two galaxies may be at different geometrical distances from
the centre of the halo but experience the same distortion (due to dark matter
halo ellipticity for example).
Using the definition for elliptical distance, a model was constructed for
the two components of ellipticity, χ1 and χ2 for the ith galaxy;
χ1i = −
nHalos∑
k=0
cos(2φi,k)fk(di,k) + α0 + 1i (10)
and
χ1i = −
nHalos∑
k=0
sin(2φi,k)fk(di,k) + α0 + 1i, (11)
where  refers to the intrinsic ellipiticity of the galaxy with some variance σ2
and mean, 〈〉 = 0, α0 is some free parameter and the function f was given
by
fk(x) = αke
−βx (12)
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where αk and β are further free parameters. In order to estimate parameters,
she constructed a maximum likelihood criterion, η, such that
η = arg min
(
nSkies∑
0
h(χ1i − χˆ1i; 0.6) +
nSkies∑
0
h(χ1i − χˆ1i; 0.6)
)
(13)
where
h(x; δ) =
{
x2, if |x| < δ
δ2, if |x| ≥ δ. (14)
η was then solved via the Nelder-Mead method to derive optimal parameters
for the fields.
5. Conclusions
We have presented the results of the expert crowdsourcing competition
‘Observing Dark Worlds’. The competition was designed to develop weak
gravitational lensing algorithms to to reconstruct the position of the peak
positions of dark matter halos in galaxy clusters. We found that, of the 357
participants that competed in ‘Observing Dark Worlds’, 150 scored better
than the LENSTOOL benchmark with the top 27 competitors registering bet-
ter than a 20% improvement; and the best algorithms registering a > 30%
improvement.
Notably, the top two algorithms were similar Bayesian fitting methods
that fitted various functional forms and then minimised with respects to the
Observing Dark Worlds metric. We found that the top three algorithms
could constrain the large mass halos (∼ 3 − 10 × 1014M) to within < 5′′,
which is an accuracy required to used dark matter peak positions to measure
dark matter cross section (Harvey et al., 2013b). However for smaller mass
(< 1014M) this rose to > 60′′. We conclude that these algorithms performed
significantly better than the public code LENSTOOL, however to make a direct
comparison further tests will be required on both the winning algorithms and
LENSTOOL on more realistic simulations, and data.
We found that competitions such as these are a useful approach to devel-
oping computer algorithms within the astronomical context. Using expert
data scientists we found that they can make significant improvements in a
relatively short amount of time.
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