Abstract-in this paper a methodology for the implementation of a log management infrastructure for real-time security monitoring on a large scale infrastructure is proposed. Related methods are adjusted and adopted to compose parts of the proposed methodology, avoiding to "reinvent the wheel" where possible. Social network analysis is employed to make and justifY decisions that were formerly performed either intuitively or based on experience and best practices. The methodology concludes with the creation of the repository of the necessary data. The result is an innovative methodology that can be used as a step-by-step gUide for the implementation of a log management infrastructure in an organization. The proposed methodology is applied to a real WAN.
INTRODUCTION
The problem that is dealt with in this work is the implementation of a log management infrastructure in a Wide Area Network (WAN); this is among the organizations' top challenging tasks [1] . The underlying problem is the need to perform real-time security monitoring of a WAN consisting of geographically dispersed and heterogeneous devices.
This work is motivated by the need for a methodology that covers the whole process of implementing a log management infrastructure. The methodology proposed herein benefits from previous work by integrating and adjusting processes and solutions already present in the literature. The high-level guidelines and methods are combined with the low level ones as well as with proposed best practices and vendor specific solutions. Further, social network analysis methods are used to identify the important components of the monitored infrastructure, thus properly justifying and documenting decisions that were formerly made either intuitively or based on experience. The end result and contribution of this work is a novel methodology that integrates available methods and industry best practices, both high-level and low-level ones and can be used as a step-by-step guide for the implementation of a log management infrastructure or specific parts of it, starting from the log source through to the log data collection and storage in a central point. The analysis and visualization of the log data are left as future work.
The remainder of this work is organized as follows. In Section 2 related work is discussed and in Section 3 the proposed methodology is presented. In Section 4 the proposed methodology is applied on a real organization and the results of the case study are presented. We conclude with 978-1-4799-1812-6/14/$31.00 ©2014 IEEE Section 5, which summarizes our conclusions and discusses areas for future work.
II.
RELA TED WORK
A high-level viewpoint of log management technologies is given in [2] . In [3] and [4] the authors address, at a high level, the capture of log requirements, the generation, storage and analysis of the log data, as well as relevant security issues. A more low-level work is available in [5] . It aims to facilitate an organization seeking to acquire a commercial product by effectively identifying its log management needs and providing criteria for the selection of the appropriate solution. In [6] the author follows a use cases modeling approach for the implementation of a Security Information and Event Management (SIEM) solution. In [7] the collection, analysis and visualization of the log data are performed in the cloud; this is a vendor specific solution.
Social network analysis is based on an assumption of the importance of relationships among interacting units. The social network perspective encompasses theories, models, and applications that are expressed in terms of relational concepts or processes. In social network analysis the identification of the key nodes is a task that is commonly achieved using the measurements of centrality. In [8] various measurements are defmed along with their possible interpretation and meaning, depend ing on the context. In [9] various methods of analyzing social networks are presented. One of them is the separation of the social network into a core and a periphery part based on the centrality of the nodes. More complex methods are proposed in [10] and [11] , where the author addresses the inefficiency of the centrality measures in identifying important and key nodes.
A process for measuring the performance of the log management infrastructure is presented in [12] . NIST also provides detailed guidelines for the development and implementation of a performance measurement program [13] .
III. PROPOSED METHODOLOGY
The proposed methodology consists of 11 steps; these will be described in the sequel.
A. Step 1: Capturing Requirements
The methodology starts with the capture of the log management requirements. These can be mandated by the applicable law and standards, derived from the need for incident validation [14] , based on the reporting requirement [15] or resulting from a risk assessment [16] .
The output of this step is a list of requirements that the log management infrastructure has to satisfy.
B. Step 2: Assets Inventory
The full spectrum of the devices used by the organization is recorded [5] including network devices, security devices, servers, desktop computers, mobile devices as well as network enabled printers and scanners. It is crucial to include standalone devices too; even though these are not connected to the network, files may be transferred using removable storage media. The output of this step is a detailed list of the different types of devices and their multitude, along with the installed software.
C.
Step 3: Network Topology
The position of each device and the connections among them are recorded to create the network topology diagram. Standalone devices or devices that connect occasionally are also included. The output of this step is the network topology diagram enriched with the standalone devices.
D. Step 4: Choose What to Log
In [3] it is proposed that everything should be logged, as the needs of a future forensic or other type of investigation cannot be safely predicted and the absence of the necessary data could impede them. On the contrary, in [2] and [17] , logging everything is considered a non-realistic approach as it largely increases the storage, processing and network requirements. In order to determine what needs to be logged, the proposed methodology adjusts the process of selecting a SIEM system described in [6] , abbreviated as Top-Down Bottom-Up Middle-Out (TDBUMO).
Top down: The information available from the assets inventory is organized in a tree structure. The root node is empty, even though it could be a log analysis or a SIEM product. The system types (network devices, desktops, etc) are grouped in the next level of the tree and are further detailed at the following tree level, specifying the versions of these systems (e.g. Windows 7, RHEL 6, etc). At the last tree level, each leave is the type of the log files that the parent node (e.g. operating system) can generate. The output of this step is a tree structure where the leaves contain all the specific types of logs that can be generated from the available devices.
Bottom Up: Starting from the leaves of the tree each specific log file is documented in detail. The logging levels (verbosity), the format of the records and the ways of accessing or retrieving these log files (agent, agent-less) are recorded. The output of this step is a detailed document of the specifics of each log file (file name, log levels, log format, record fields, method of access, etc).
Middle Out: A matrix is composed, that contains the log requirements and the specific types of logs in each dimension. Each log file is mapped to a log requirement 978-1-4799-1812-6/14/$31.00 ©2014 IEEE adding the required log format and the desired log level (verbosity) to the corresponding cell.
The output of the TDBUMO process is the list of log files and their specifics that are necessary for the fulfi Ilment of the log requirements.
E.
Step 5: Choose the Infrastructure Architecture A log management infrastructure is composed of hardware, software, networks and media that generate, transmit, secure, store, analyze and dispose log data [2], [4] . It consists of the log generation tier; the devices that generate data (log generators); the log collection and storage tier; the log servers that collect the log data; and the log monitoring tier, composed by the user interface. This tier is out of the scope of the proposed methodology, but it is included in the design process to facilitate the integration of the resulting log management infrastructure with log analysis or SIEM products.
Two major design decisions have to be made with regards to the architecture. The first is whether the log management infrastructure will be centrally managed, distributed or fragmented [4] .
The second decision that has to be made is whether the transmission of the log data will be performed over a separate and dedicated network, or over the normal network of the organization [2] . The output of this step of the proposed methodology is a decision on the architecture of the log management infrastructure and the type of network to be used.
F. Step 6: Log Generation Tier
The log generation tier includes the log generators that were selected during the TDBUMU process and the issues that are addressed are the log data access and transmission, and the log generation.
Log data access and transmission: One approach for accessing log files is the installation of an agent on the log generator. The agent parses and transmits the data to the collector without intervention of the hosting system [18] .
A popular means of accessing and transmitting log data is the syslog protocol [19] , which is pre-installed in most Linux distributions and is supported by network devices. It supports the transmission of messages over UDP, TCP [20] , Reliable Event Logging Protocol (RELP) [21] and Transport Layer Security (TLS), as well as storage of the log data in relational databases. Logs generated from routers and switches can also be accessed via SNMP traps, but the usage of syslog is encouraged due to its verbosity and its ability to identify more exceptions and degradation warnings in a network, as compared to SNMP [22] .
Log generation sizing: A common and consistent metric used for estimating the volume of the log data is the Events Per Second (EPS) metric, which is defmed as the number of events a device can generate or receive in a second [18] . The EPS is estimated for each category of log generators, as they were grouped in the TDBUMU Top-Down part of the methodology. Depending on the available time or other type of constraints, the log files can be collected from all the participating devices or from a single device for each category; in the latter case the estimate is accepted as valid for the whole category. The average and the maximum EPS are calculated. In [5] a data set of at least one week is recommended for the log generation sizing estimation. The following formula is applied twice, once for calculating the average and once for the maximum number of events [23] : EPS = number of events / time period in seconds
Depending on the transmission method multiplying the EPS with the maximum message length (e.g. 2048 octets for syslog [19] ), the average and maximum bandwidth is estimated using the following formula:
The output of this step is a decision on the method that will be used to access and transmit the log data, the estimates of the EPS that will be sent and the bandwidth that will be used, as well as the means of securing the log generators.
G.
Step 7: Log Collection and Storage Tier 1) Log Collection Sub-Tier: In this tier two approaches can be followed, namely the syslog based or the vendor specific approach. The latter depends on the product and its architecture. When following the syslog based approach, the second tier is composed of the log servers that receive the log data. A log server can be assigned the role of originator, cache/relay or collector/aggregator [2], [19] , [24] . An originator generates log files concerning its function, which can be locally stored or transmitted to one or more destinations. A cache/relay log server collects data from log sources and forwards them to other log servers. A collector/aggregator receives and stores log data either locally or on separate storage media and is usually mapped to a group of originators and/or cache servers.
Placement and Roles: As the components of each commercial product depend on the vendor, the proposed methodology focuses in syslog implementations. Nonetheless, an agent can be considered as an originator and the component that collects the events can be considered as a collector, thus fitting the architecture of the specific product to the proposed methodology.
The architecture of the log management infrastructure has already been decided upon in a previous step, imposing restrictions and placement criteria. The placement criteria that are considered by the proposed methodology are the following [22] :
• Geographic location: For a WAN that extends across multiple locations the placement of a collection point to each region is proposed.
• Collectors close to their originators: The collectors have to be placed close to their originators. This is desired as a network problem or the spread of a 978-1-4799-1812-6/14/$31.00 ©2014 IEEE malware infection could disrupt the log collection process.
• Hub-and-spoke architecture: Many originators forward the log data to a collector and many collectors forward them to a central point or in the case of multiple layers to a central collection point at the following layer.
•
The social network is constructed based on the network topology diagram. The log sources are the actors/nodes and the network connections among them are the social ties/links of the social network. One relation is constructed resulting in the respective adjacency matrix, where the presence or the absence of a link among two nodes is denoted by a binary value in the corresponding cell.
A node is identified as important when it is close to other nodes (geographic location and closeness to the originators) and when it connects many other nodes (hub-and-spoke fashion). For the purposes of the analysis, the total degree, the closeness, the eigenvector and the betweenness centrality [25] are selected among the available centrality measures.
Total degree centrality is the number of links a node has. We distinguish "in" and "out" degree, when the links are directed to or from the node, respectively. The Total Degree Centrality of a node is its normalized "in" plus "out" degree. A node with high degree centrality is a well-connected node and can potentially directly influence many other nodes [10] .
Closeness centrality is the average geodesic distance of a node from all other nodes in the network. The geodesic distance is the length of the shortest path between two nodes [26] . The closest a node is to others, the fastest its access to information and greater its influence to other nodes [27] .
Eigenvector centrality is a measure of the node's connections with other highly connected nodes. It corresponds to the eigenvector of the largest positive eigenvalue of the adjacency matrix representation of the square network.
Betweenness centrality: is defmed, for a node v, as the percentage of the shortest paths, between node pairs, that pass through v. IT is used to identify the nodes that hold a critical position and can consequently affect the social network, if removed.
Having performed the centrality measurements, the nodes are sorted based on their total degree centrality in descending order. When a node is highly ranked, it means that it has many connections with other nodes with distance one; hence, it is appropriate to place a collector at this location. A cache server could also intermediate at this node between the log sources and the collector. The analyst then identifies where the total degree centrality decreases suddenly. This sudden drop can be used to separate the nodes into layers. The low ranked nodes could form a layer that would forward its log data to a higher-ranked node, in a hub-and-spoke mode. The same process is repeated for the closeness centrality. When a node is highly ranked, it means that it can be reached from other nodes with a few hops; hence it is appropriate to place a log collector at this location. The process is repeated once more for the eigenvector centrality. A highly ranked node is a node that has a lot of links with nodes that are well connected too; hence, it is a suitable location for the placement of a collector or for the central collection point.
The analysis continues with the identification of the nodes that, if removed, would increase the number of the social network components (maximal connected sub networks), the "boundary spanners" (or gatekeepers) [25] . These nodes hold a critical position in a social network as their removal would result into sub-networks that do not link to each other. The value of each node is calculated as the ratio of the betweenness centrality to the total degree centrality of the node. Nodes with high betweenness centrality and low total degree centrality are identified as boundary spanners. If a router is a boundary spanner and for some reason fails to route the traffic, the result will be the partitioning of the log sources to sub-networks unable to communicate outside their subnet. As a result, a collector placed in the same location would fail to communicate with its originators. Placing the equipment of the log management infrastructure on such nodes should be avoided.
The originators have to be divided into groups, each of which will forward its log data to the same collector or cache server (more than one destination can be assigned). To achieve this, the Newman algorithm is employed [28] .
The grouping that the Newman algorithm outputs assists the analyst to assign the originators to collectors or cache servers, as well as to validate the placement, by checking whether a collector has been placed close to each group. On the other hand, having placed many collectors into a small group may indicate an error in the placement.
Log Collection Sizing: The amount of log data that each originator transmits is already available as the output of the log generation tier, thus the estimated EPS that each collector will receive and/or transmit can be calculated. A collector that has been assigned five log originators will receive the sum of their corresponding EPS. The bandwidth calculation has been addressed in a preceding step of the methodology and the necessary volatile memory can be calculated as follows:
Volatile memory= EPS x event size (3)
978-1-4799-1812-6/14/$31.00 ©2014 IEEE where event size is the size of each event that is transmitted or received by the collector. The output of the log collection sub-tier step is the placement of the log servers, the role that each one will be assigned, the assignment of originators to collectors and the log collection sizing (the EPS each server is estimated to receive), the required bandwidth and the volatile memory that is required. The necessary security measures for the protection of the log data are also included in the output.
2) Log Storage Sub-Tier Log data life-cycle management process: Log storage is a critical component of the log management infrastructure and the proposed methodology approaches it with the design of log data life-cycle management process. For such a process the data stages, the storage mechanisms, the amount of log data and the functions that will be performed on the data need to be considered. The log data go through four stages [4] , namely Production/live data; Back up data; Archive data; and Disposed data.
Depending on the data access requirements on-line, near line and off-line storage mechanisms can be employed [3] . These mechanisms can be implemented using either raw files or databases.
Log storage sizing: Having defmed the life-cycle management process, and the placement and the sizing of the log collectors, the log storage sizing can be estimated. Assuming a syslog collector is expected to receive an average rate of 1000 EPS of estimated event size 1024 bytes and a requirement for 15 months of retention would result into 36. 21 Terabytes of required storage.
The output of the log storage sub-tier section is the log data life-cycle management process, the log storage sizing, the storage mechanisms and the necessary security measures.
H Step 8: Time Synchronization
The recommended solution is the employment of time synchronization technologies such as the Network Time Protocol (NTP) [29] or the Precision Time Protocol (PTP) [30] . It offers the client/server, symmetric and broadcast/multicast modes of operation, which can be combined to a flat peer, hierarchical or star structure [29] , [31] .
The proposed methodology uses again the already available SNA measurements to derive the NTP servers' locations. The closeness and the betweenness centrality are combined to derive the NTP strata. In the case of flat peer architecture, the highest ranked nodes are connected to each other and some of them access a reference clock, while in the star architecture the highest ranked node or a few highly ranked ones will be accessed for time data by all others. If a hierarchical architecture is chosen, then the nodes need to be divided into groups to form the corresponding strata.
The nodes are sorted in descending order, based on their closeness and betweenness centrality. Those that are highly ranked in both metrics form stratum 1; selecting at least three nodes for this stratum is advised as best practice. Then the measurements are examined for sudden decreases in their values. These patterns are used to separate the nodes into strata.
The output of this step is the NTP network architecture; the locations and the devices where the NTP servers will be installed; their separation into strata; the modes of operation; and the security settings.
1.
Step 9: Log Data Preprocessing
Preprocessing tasks on the log data include data transformation, data filtering based on the facility or the priority, data aggregation of frequently appearing records, as well as data reduction, when not all of the available data are necessary for the analysis tasks. The log data can be processed on the log source, on transit or while in storage.
The output of this step is the preprocessing tasks to be performed and the corresponding devices.
J.
Step 10: Scalability
The scalability of the log management infrastructure needs to be evaluated since the organization may expand, modify its security policy or a security incident may drive the need for more accurate and voluminous log data collection. Scalability is evaluated against [32] the ability to handle a large increase in the number of events, to update the assets inventory, to support new geographic locations, to expand the storage capacity, to perform real-time analysis.
K.
Step 11: Performance Measurement
The methodology concludes with the development of performance metrics to monitor certain activities and to apply corrective actions if needed. In [13] the metrics are categorized into implementation, effectiveness/efficiency and impact metrics, to measure the progress of a task, the outcome of an action and the impact of a task, respectively. In order to develop the metrics that will be used to measure the performance of the log management infrastructure a four step approach is followed [12], [13] , that first states the goal of the measurement program and breaks it down into objectives. Next, metrics that apply either to individual actions or to the whole program are defmed. Following this, the data that will be used for the measurements/metrics are selected and their sources and access methods are defmed. Finally, the metrics / measurement program is reviewed, to determine the accuracy of the measurements/metrics, the effort they require and the value they add to the organization.
IV. CASE STUDY
The methodology was applied to a real network, the Greek Research & Education Network (GRNET network) as it was on July 29, 2013 [33] . The network connects all major cities in Greece and was composed of partial MANs. In terms of assets, it is composed of 17 routers and 51 switches from various vendors [34] - [36] connected with 75 links. The log requirements include the logging of the execution of privileged actions, invalid access attempts and security system events, as well as the protection of the log data, 978-1-4799-1812-6/14/$31.00 ©2014 IEEE specific retention periods and the need for scalability. The TDBUMO process was applied to map the requirements to specific log files.
An architectural decision of combining distributed collection points to a centrally managed one, where all the log data would be available for analysis was made. Due to the extent of the network and the limited budget, only the critical equipment was decided to be connected over a separate logical network, while the rest of the log data would be transmitted over the normal network.
It was decided that the log files were to be transmitted to the log collectors using the rsyslog [37] implementation of the syslog protocol, as supported by the devices. The log generation sizing was estimated based on [22] and resulted to 10 EPS per router and 5 EPS per switch. Even though the security policy of the organization was not available, it was assumed that the equipment was adequately protected against unauthorized access.
The SNA measurements were performed using CASOS ORA version 2.3.6, a software tool by Carnegie Mellon University [38] . The GRNET.SA network was modeled as G=(V,E), were 1V1=68 (68 nodes) and IEI=75. For each centrality measurement the top ranking nodes were identified as important and the sudden decreases in their values were used to separate them into layers. The separation of nodes into layers and consequently the placement of the syslog servers were further assisted by the use of visualizations.
The originators were assigned to the collectors separating the social network into seven node groups. The assignment of the originator to collectors was close to what intuitively would have been decided.
Regarding the log collection size estimate, for each collector, the EPS that the collector was expected to receive was the sum of the EPS that the assigned originators would generate.
For the compilation of a log data life-cycle management process four data stages were identified (live, back up, archive and disposed data); the functions to be performed on them were log rotation, retention, compression and integrity check. Based on the requirements for log retention and the log collection sizing, the necessary storage, for each data stage and collector, was estimated. Defming a process that would meet the requirements was facilitated by the availability of the log collection sizing.
The synchronization of the logging equipment was approached through the implementation of a hierarchy of NTP servers. The placement of the NTP strata was close to what intuitively might have been chosen.
The resulting log management infrastructure was evaluated against the five scalability dimensions. An increase in the volume of the generated log data could be alleviated by changing the configuration of the syslog servers (for a temporary increase) or by adding more collectors (for a long term increase) and with the addition of storage space. Due to the distributed architecture of the infrastructure, expanding to a new geographic location may require the addition of collectors for the new originators. Depending on its impact on the network topology, the separation of the nodes into layers may have to be reiterated. Tracking the available assets is effective with the use of software tools and is not expected to affect the infrastructure's scalability.
A performance measurement program was compiled, stating the goal of the log management infrastructure to "provide real-time security monitoring of the GRNET.SA network." This goal was broken down into objectives and resulted into metrics.
V. CONCLUSIONS AND FUTURE WORK
We have proposed a structured methodology for implementing a log management infrastructure, targeting large communication infrastructures. Existing methods have been integrated and adjusted where applicable, while social network analysis algorithms were used to justify and document the processes and the decisions taken. The workings of the methodology were demonstrated through its application to a real-world network.
Our work covers the implementation of a log management infrastructure from the log source through to the log data collection and storage in a central point. The analysis and visualization of log data are left as future work, along with the possible integration of the methodology with a SIEM product. The implementation of the infrastructure in the cloud can also been examined, following an Infrastructure as a Service (IaaS) approach. Finally, although the case study design was performed on a real network, the resulting log management infrastructure needs to be implemented and evaluated in a real operational environment.
