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Laburpena
Korreferentzia-ebazpena testuko bi aipamenek mundu errealeko entitate bera
erreferentziatzen dutela identifikatzeari deritzo. Lan honetan, korreferentzia-ebazpena
sekuentziatik sekuentziara lantzeko hurbilpen berri bat aurkezten da. Sekuentziatik
sekuentziarako ataza burutzeko Transformer arkitektura neuronala erabili da.
Transformerrak ikasketarako darabiltzan sekuentzien luzera mugatzeko, dokumentu
etiketatuak zatitu eta elkartzeko algoritmo bat sortu da. Euskararako
korreferentzia-ebazpena helburu izanik, euskararako emaitzak hobetzeko datu
gehikuntzako teknikak eta BPE segmentazioa gehitu zaizkio hurbilpenari eta tex2kor
sistema eraiki dugu. Testu hutsetik korreferentzia-kateak eskuratzeko sistemak, CoNLL
metrikan 37,14 puntuko F1 balioa lortu du. Honenbestez, euskararako
korreferentza-ebazpenerako zeuden emaitzak hobetzerik lortu ez den arren,
korreferentzia-ebazpena lantzeko hurbilpen orokor berri bat aurkeztu da.
Abstract
Coreference resolution is the task of identifying the mentions that refer to the same real
world entity. In this work, we present a novel sequence to sequence approach for
coreference resolution, for which we use a Transformer. To limit the length of the
sequences for the training of the Transformer, we create an algorithm to divide and
merge the labeled documents. As our aim is the coreference resolution for Basque, we
added some data augmentation techniques and BPE segmentation to build our tex2kor
system. The system which converts raw text into coreference-chains, gets F1 37.14 points
on CoNLL metric. Therefore, although we did not improve the results of the state of the
art system for coreference resolution for Basque, we present a new general approach for
coreference resolution.
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Glosategia
aipamen
Testuan zehar entitate bati erreferentzia egiten dion espresio testuala.
atentzio mekanismo
Token batek, sekuentzia baten baitako tokenei jarritako arreta.
autoatentzio
Token batek, bere sekuentziaren baitako tokenetan atentzio mekanismoa aplikatzea.
entitate
Mundu errealeko pertsona, objektu edo erakunde bat.
hizkuntzaren prozesamendua
Hizkuntzaren tratamendu automatikoaren inguruko ikerketa-lerroa.
korreferentzia-ebazpen (KE)
Testu bateko bi aipamenek entitate bera erreferentziatzen dutenean, bien artean
korreferentzia-erlazio bat dago, horrelakoak ebaztearen atazari korreferentzia-ebazpen de-
ritzo.
korreferentzia-erlazio
Testu bateko bi aipamenek mundu errealeko entitate bera erreferentziatzen dutenean,
bien artean korreferentzia-erlazio bat dago.
korreferentzia-kluster
Testu batean entitate berari erreferentzia egiten dioten aipamenek osatzen duten mul-
tzoa.
token
Hizkuntzaren prozesamenduaren arloan testu zatituaren unitate bat da. Orokorrean
hitzaren baliokidea da, baina hitz-zatia edo karakterea ere adieraz dezake.
sare neuronal / neurona sare
(Neural Network, NN), informazioa prozesatzeko adimen artifizialaren arloan erabiltzen
den eredu matematiko bat.
sasi-etiketatzea
Corpus bat automatikoki etiketatzea (pseudo-labeling).
singleton
Korreferentzia-erlaziorik ez duen aipamena.
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Transformer
Autoarretan oinarritutako sekuentziatik sekuentziarako arkitektura neuronala.
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1 Sarrera
Adimen artifizialaren barnean kokatutako hizkuntzaren prozesamenduaren arloak, Natural
Language Processing ingelesez, hainbat problema ezberdin biltzen ditu, tartean, hemen
landu den korreferentziarena. Labur esanda, korreferentzia-ebazpena testu batean pertsona
edo objektu berbera erreferentziatzen duten espresio testualak identifikatzeri deritzo.
1.1 Motibazioa
Korreferentzia-ebazpena (KE) zer den ulertzeko, atazaren definizioa eta inguruko termi-
nologia azaldu aurretik jo dezagun ataza honek zertarako balio duen eta hizkuntzaren
prozesamenduko beste atazetan duen eragina ikustera.
Hizkuntzaren prozesamenduko ataza ezagunenetako bat itzulpen automatikoa dugu.
Sarean eskuragarri dagoen itzultzaile automatiko batekin1 ondorengo esaldia itzuli dugu
euskaratik gaztelaniara:
(1)
EU: Irakaslearen senarra ezagutu nuen, eta erizaina zela esan zidan.
ES: Conoc´ı al esposo de la maestra y e´l me dijo que era enfermera.
Adibide honetan ikus dezakegunez, euskarazko erizain hitza itzultzean, gaztelaniaz
beharrezkoa den genero marka erabakitzeko garaian, bi aukeren artean, femeninoa auke-
ratzen du. Pertsona batek, aldiz, senarrari buruz ari garela jakinda, maskulinoa erabiliko
luke.
Pentsa liteke, ikasketa prozesuan barneratutako genero aurreiritziek (gender bias) era-
gindako akatsa dela honakoa, hitz-bektoreetan zein ikasketa sakoneko sistemetan aztertu
den moduan, datuetatik ikasten duten sistema horiek, gizakiok idatzitako testuetatik ikas-
tean gure gizarteko hainbat aurreiritzi barneratzen baitituzte (Bolukbasi et al., 2016; Garg
et al., 2018). Baina kasu honetan horrelakorik ez dela gertatu ikus genezake esaldia sinpli-
fikatuta:
(2)
EU: Bere senarra erizaina zen.
ES: Su esposo era enfermero.
Itzulpen automatikorako sistema gai da erizaina itzultzerakoan generoa egoki eslei-
tzeko, senarrari dagokion enfermero, maskulinoan erabiliz. Beraz, ondoriozta genezake,
lehenengo adibidean, itzulpen sistema ez dela gai ulertzeko erizaina, aurrez aipatutako se-
narra bera dela. Hau da, ez da gai senarra eta erizainaren arteko korreferentzia-erlazioa
ulertzeko, pertsona berari egiten diotela erreferentzia, alegia, eta horren arabera itzulpen
zuzena egiteko.
Hizkuntzaren prozesamenduaren beste aplikazio orokor eta ezagunenetako bat elkarriz-
keta sistemak (chatbot-ak) dira.
Korreferentzia lantzen ez duten elkarrizketa sistemek, elkarrizketan zehar aurrez aipa-
tutakoak, uneko elkarrizketarekin lotzeko gaitasuna falta dute. Kode irekiko, ingelesezezko
elkarrizketa sistema batek2 honako elkarrizketa ematen digu:
1https://translate.google.com/
2http://www.square-bear.co.uk/mitsuku/chat.htm
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(3)
Human: Hi Mitsuku.
Mitsuku: Hi there.
Human: What is your favorite movie?
Mitsuku: My favourite movie is Terminator. Have you seen it?
Human: No.
Mitsuku: I would recommend you check it out.
Human: Who directed it?
Mitsuku: No idea. I will guess at Steven Spielberg.
Human: Who directed Terminator?
Mitsuku: James Cameron.
Adibide honetan ikus dezakegunez, elkarrizketa sistemari filmaren zuzendaria zein den
galdetuz, erantzun zuzena emateko gai den arren, galdera hori aurretik aipatutako pelikula
bati buruzkoa bada, ez da gai erantzun zuzena emateko. Akats hori, izenordainak (it) eta
aurrez agertutako filmeak (Terminator) duten korreferentzia-erlazioa ez harrapatu izanak
eragin du. Hori dela eta, ez da gai it agertzen denean Terminator filmari buruz galdetzen
ari garela ondorioztatzeko eta filmaren zuzendaria zein den esateko.
Informatikaren hastapenetan, 1950ean, Alan Turingek konputagailuen adimena eba-
luatzeko plazaratutako Turingen Testa (Turing, 2009) bera hobetzeko proposatutako Wi-
nograden eskema probak (Levesque et al., 2012) ere korreferentzia-ebazpena du muinean.
Identitate faltsu bat eraikiz, edota galdera zailak erantzutea txantxak eginez saihestuz
Turingen testa gaindi daiteke benetako adimenik izan gabe (Levesque et al., 2012). Wino-
graden eskema probak, horrelakoak saihesteko, egitura honetako esaldi pareak ditu ardatz:
(4) Garaikurra ez da maleta marroian sartzen hura txikiegia delako. Zer da txikiegia?
A: Garaikurra
B: Maleta
(5) Garaikurra ez da maleta marroian sartzen hura handiegia delako. Zer da handiegia?
A: Garaikurra
B: Maleta
Galdera horiek zuzen erantzun ahal izateko, hura garaikurrari ala maletari dagokion
jakin behar dugu lehenik, eta korreferentzia-erlazio anbiguo hori ebazteko testuinguruaren
eta mundu errealaren ezagutza ezinbestekoa da. Honenbestez, azken adibide horrek mahai
gainean jartzen du korreferentzia-ebazpenaren zailtasuna.
Korreferentzia-ebazpena oso garrantzitsua da hizkuntzaren ulermen sakona eskatzen
duten hizkuntzaren prozesamenduko edozein azken helburuko aplikaziotan. Besteak beste,
itzulpen automatikorako (Werlen eta Popescu-Belis, 2017; Ohtani et al., 2019), elkarrizketa-
sistemetarako (Agrawal et al., 2017; Zhu et al., 2018), testuen laburpen automatikorako
(Steinberger et al., 2016; Kopec´, 2019), sentimenduen analisirako (Krishna et al., 2017) edo
informazio erauzketarako (Wang et al., 2018; Singh, 2018) onuragarria da korreferentzia-
ebazpena. Erregelatan oinarritutako hizkuntzaren prozesamenduko sistemetan, korrefe-
HAP/LAP masterra
Tex2kor: seq2seq euskararako korreferentzia-ebazpena 15/68
rentziaren ataza esplizituki landu beharreko alor bat da. Sare neuronaletan oinarritu-
tako hizkuntzaren prozesamenduko sistemek, berriz, testu hutsezko corpus handietatik
korreferentzia-ebazpena inplizituki ikasteko gai direla erakutsi dute beste ataza batzueta-
rako entrenatu bitartean (Clark et al., 2019; Tenney et al., 2019). Guk dakigula, ordea,
oraindik ez da aztertu ea itzulpen automatikoa edo elkarrizketa-sistemak bezalako ata-
zetarako sistema neuronaletan, korreferentzia-ebazpenean inplizituki ikasketa gehigarririk
egiteak hobekuntzarik ekarriko lukeen.
1.2 Atazaren definizioa
Korreferentzia-ebazpena (KE) terminoaren esanahia Message Understanding Conference
(MUC-6, 1995) konferentzian zehaztu zen hizkuntzalaritza konputazionalaren ikuspuntu-
tik. Eta orduz geroztik, ataza hori ebazteko sistema automatikoen garapenean aurrera-
pauso handiak egin dira.
Korreferentzia-ebazpena honela definitzen da (Hirschman eta Chinchor, 1998):
”Testu bateko bi espresio testualek mundu errealeko pertsona, erakunde edo objektu
berbera adierazi edo erreferentziatzen dutenean, bi espresio horien artean korreferentzia-
erlazio bat dagoela esan ohi da. Testu batean ager daitezkeen espresio testual horien arteko
korreferentzia-erlazioak ebaztea helburu duen atazari korreferentzia-ebazpena deritzo”.
Adibidez:
(6) Lujanbiok lortu du Bertsolari Txapelketa Nagusiko txapela, Mendiluzeri gailenduta
irabazi du Maialenek eta berak irabazitako txapela etorkizuneko bertsolariei eskaini die.
Lujanbiok, Maialenek eta berak espresio testualek korreferentzia-erlazioa dutela
edo korreferenteak direla esan dezakegu, mundu errealeko pertsona berari egiten diotelako
erreferentzia. Mendiluzeri espresio testualak ere, mundu errealeko pertsona bati egiten dio
erreferentzia, baina pertsona berbera ez denez, aurreko hiru aipamenekin korreferentzia-
erlaziorik ez du, edota ez da korreferentea.
Ataza honetan sarri erabiltzen diren beste hiru termino entitatea, aipamena eta sin-
gletona dira. Entitatea mundu errealeko pertsona, objektu edo erakunde bat litzateke.
Aipamena, berriz, testuan zehar entitate bati erreferentzia egiten dion espresio testuala
da. Azkenik, korreferentzia-erlaziorik ez duten aipamenei singleton deritze.
Termino horiek hobeto ulertzeko, azter dezagun sakonago 6. adibideko esaldia:
(7) [Lujanbiok ] lortu du [[Bertsolari Txapelketa Nagusiko] txapela ], [Mendi-
luzeri ] gailenduta irabazi du [Maialenek ] eta [[berak ] irabazitako txapela ] [etorki-
zuneko bertsolariei ] eskaini die.
7. adibidean, kortxete artean ikus ditzakegunak aipamenak izango lirateke, tartean,
erabat ohikoa den moduan, aipamen batek beste aipamen luzeago baten parte izan dai-
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tekeela ikus daiteke, [[Bertsolari Txapelketa Nagusiko] txapela ] kasu. [Lujan-
biok ], [Maialenek ] eta [berak ] aipamenek entitate berari egiten diotenez, erreferen-
tzia korreferentzia-erlazio bat dute eta korreferentzia kluster edo multzoa osatzen dute.
Bestalde, [Bertsolari Txapelketa Nagusiko txapela ] eta [berak irabazitako txa-
pela ] aipamenek ere entitate berari erreferentzia egiten diotenez, korreferentzia-erlazioa
dute, beste korreferentzia kluster bat osatuz. Azkenik, testuko gainontzeko aipamenek
([Bertsolari Txapelketa Nagusiko], [Mendiluzeri ] [etorkizuneko bertsolariei ])
bakoitzak entitate ezberdin bati egiten diote erreferentzia, eta horregatik ez dute gainerako
aipamenekin korreferentzia-erlaziorik, beraz, hauek singletonak lirateke.
1.3 Proiektuaren helburuak
Korreferentzia-ebazpenaren arloan egindako ikerketaren gehiengoa hizkuntza bakarraren
bueltan izan da, ingelesarenean. Atazarako corpus handienak eta anitzenak izatearekin ba-
tera, arloko aurrerapen gehienak ere ingeleserako sistementzat egin dira. Kasu gehienetan
sistema horiek beraiek, zuzenean erabili edo egokitu daitezke beste hizkuntza batzuetara.
Sare neuronalek KEeko atazara ekarritako aurrerapenekin ere joera berdina izan da, hiz-
kuntza bakoitzerako eskuragarri dagoen datu kopuruak are garrantzi handiagoa duelako,
baliabide gehien duten hizkuntzetan bildu da ikerketa, nagusiki ingelesean. Gainontzeko
hizkuntzak gutxiago landu dira, eta zer esanik ez baliabide gutxiko hizkuntzak, hiztun
gutxi dituztenak edo hizkuntza gutxituak.
Master amaierako lan honetan, euskararako korreferentzia-ebazpenean egindako lanari
(Soraluze, 2017) jarraipena eman nahi zaio, sare neuronalen bidea jorratuz. Orain ar-
te, euskararako korreferentzia-ebazpena erregela eta ikasketa automatikoaren bidez landu
da nagusiki, eta sare neuronalekin egindako saiakerek (Urbizu et al., 2019a,b) ez dute
arrakastarik izan, besteak beste euskararako erabilgarri dagoen corpusaren tamaina muga-
tuarengatik.
Lan honen aurretik landutako euskararako korreferentzia-ebazpen neuronalak, errege-
latan oinarritutako aipamen-detektatzailea darabil, eta aipamen-bikote eredu sinplea eta
neurona sare arrunt bat konbinatzen ditu.
Haatik, lan honetan, korreferentzia-ebazpenerako muturretik muturrerako (end2end)
sistema bat eraikiko da, sarreran testu gordina hartu eta, ezaugarri linguistiko gehigarri-
rik gabe, korreferentzia-ebazpena gauzatzeko. Horretarako, sekuentziatik sekuentziarako
(seq2seq) eredu bat eraiki da, Transformer (Vaswani et al., 2017) arkitektura erabiliz, eta
datu eskasiari aurre egiteko datu gehikuntzako hainbat teknika erabili dira.
Honela, euskararako korreferentzia-ebazpenerako sistema ez neuronalen emaitzak hobe-
tzea da helburua. Aurrez eraikitako euskararako sistema neuronaletan ateratako ondorio
nagusia, ikasketa sakoneko teknikak erabiltzeko datu kopuru handiagoa behar dela izan
da, eta lan honetan, hurbilpena aldatu eta arkitektura konplexuagoak erabiltzeaz gain,
euskarazko sasi-etiketatutako eta baliabide handiagoko hizkuntzetako corpusak erabiliz,
euskararako korreferentzia-ebazpenerako sistema neuronal bat eraiki da.
Gainera, lan honetan planteatutako hurbilpenak, beste hizkuntza batzuetara, zein
korreferentzia-ebazpeneko azpi-atazetara aplikatzeko aukera ematen du, hizkuntza edo ata-
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za horretarako etiketatutako corpusa izanez gero. Bestalde, baliabide gutxiko hizkuntzeta-
ra ere zabal liteke sistema, eta hau entrenatzeko datu nahikoa izan ezean, hizkuntza arteko
transferentzia bidezko ikasketako teknikak jorratu daitezke.
Master amaierako lan hau honela dago egituratua: 2. atalean aurrekariak aurkeztuko
dira, eta artearen egoera aztertuko da. 3. atalean erabilitako metodologia azalduko da,
erabilitako corpusak (3.1. atalean), sekuentziatik sekuentziarako hurbilpena (3.3. atalean)
eta erabilitako Transformer arkitektura (3.4. atalean) azalduko dira besteak beste. 4. ata-
lean egindako esperimentu ezberdinak azalduko dira. 5. atalak, lortutako emaitzak biltzen
ditu, eta azkenik, 6. atalean master amaierako lan honen ondorioak eta etorkizunerako
lana aurkeztuko dira.
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2 Aurrekariak
2.1 Korreferentzia-ebazpenaren hastapenak
Ataza honen hastapena 60-90eko hamarkadetan kokatzen da, garai hartako lan esangu-
ratsuenen artean “Resolving Pronoun References”(Hobbs, 1978), “A Shallow Processing
Approach to Anaphor Resolution”(Carter, 1986) eta “Algorithm for Pronominal Anaphora
Resolution”(Lappin eta Leass, 1994) artikuluak azpimarra ditzakegu.
Korreferentzia-ebazpena seigarren eta zazpigarren Message Understanding Conference
konferentzietan (Grishman and Sundheim, 1995; Hirschman, 1997) hasi zen lantzen espre-
suki, ordura arte itzulpen-automatikoko edo beste problema batzuen azpiatazatzat hartzen
baitzen. Ordutik hainbat teknika aplikatu dira ataza ebazteko, erregelatan oinarritutakoak,
ikasketa automatikokoak eta ikasketa sakonekoak.
Kasu askotan, KEaren beharrean, bere azpi-ataza den anafora-ebazpena landu izan
da; testuko korreferentzia kate guztiak topatu beharrean, izenordain edo izen-sintagma
batek osatutako aipamena, dagokion aurrekari korreferentearekin lotzean datzana. Beste
batzuetan, korreferentzia-erlazio mota jakin batzuk bakarrik landu izan dira, adibidez,
izenordainen ebazpena, edota entitate mota bakarrari dagokiona (pertsonak, lekuak,...).
2.2 Korreferentzia-ebazpen ez neuronala
Korrefentzia-ebazpena bi azpi-atazatan banatu ohi da, alde batetik aipamen-detekzioa, eta
beste aldetik erreferentzien ebazpena (Pradhan et al., 2011). Lehenik aipamen-detekzioa
egiten da, testuan zehar entitateren bati erreferentzia egiten dioten espresio testualak iden-
tifikatuz. Ondoren, aipamenak korreferentzia klusterretan multzokatu behar dira, entitate
berberari erreferentzia egiten diotenak elkartuz. Berriki, sare neuronalen teknologiare-
kin, biak aldi berean lantzea ari da nagusitzen, baina, hala ere, ingeleserako sistema ez-
berdinak konparatzeko erabiltzen den CoNLL-2012 corpusak ez du singletonik, eta beraz
korreferentzia-erlazioren bat duten aipamenak detektatu eta hauek egoki multzokatzea da
ikasi eta ebaluatzen dena sistemarik onena zein den konparatzeko.
Aipamen-detekziorako, erregelatan oinarritutako sistemak erabili dira nagusiki, aipame-
nak multzokatzeko erregelatan oinarritutako hurbilpenetan ez ezik, ikasketa automatikoan
oinarritutako hurbilpenetan ere bai. Sistema bat nabarmentzearren, Stanforden errege-
latako aipamen-detektatzailea (Lee et al., 2011) azpimarratuko genuke. Berriki, ikasketa
sakonaren arrakastak, eta sare neuronalak muturretik muturrera entrenatzeak joera alda-
keta bat ekarri du aipamen-detekziora.
Korreferentzia klusterrak sortzeko berriz denetariko hurbilpenak aztertu eta baliatu
dira. Lehen urteetan, erregelatan oinarritutako sistemak izan ziren nagusi, horiek Mit-
kov (1999) berrikuspen bibliografiak daude bilduta. Ordutik hona, aurkeztutako sistemen
artean bat aipatzearren, Lee et al. (2013) nabarmenduko genuke, ordurarteko emaitzarik
onenak lortu baititu. Hala ere, ikasketarako eskuragarri dagoen corpus etiketatuaren ta-
maina eta ordenagailuen konputazio gaitasuna handitu ahala, erregelatan oinarritutako
sistemek beste domeinu eta hizkuntza batzuetara egokitzeko duten zurruntasuna medio,
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ikasketa automatikoko eta, berriki, ikasketa sakoneko sistemak gailendu dira arloan.
Ikasketa automatikoko sistemen artean, hurbilpen ezberdinak proposatu dira. Soon
et al. (2001) lanean aurkeztutako ikasketa automatikoko lehen sistema arrakastatsuak bidea
zabaldu zuenetik, ikasketa automatikoko sistema ugari aurkeztu dira. Gehienek, aipamen-
detektatzaile automatikoren bat darabilte, ondoren aipamen horiek sailkatzaile edo mul-
tzokatze algoritmoren baten bitartez multzokatzeko. Algoritmo horiek honakoetan sailka
genitzake: Aipamen-bikote eredua, entitate-aipamen eredua, aipamen-mailakatze eredua
eta multzo-mailakatze eredua.
• Aipamen-bikote eredua (mention-pair model):
Eredu honetan sailkatzaile bat entrenatzen da aipamen bikote bat korreferente den
edo ez erabakitzeko. Lehenik aipamen bikoteak korreferente edo ez-korreferente gisa
sailkatzen dira, eta gero aipamen bikoteak multzokatzen dira algoritmo ezberdine-
kin. Testu batean dauden aipamen-bikote posible guztietatik gutxiengoak direnez
korreferenteak, sailkatzailea entrenatzeko garaian bikote negatiboak gutxitze aldera,
metodo ezberdinak aplikatu izan dira, nabarmenenak Soon et al. (2001) eta Sapena
et al. (2011).
• Entitate-aipamen eredua (entity-mention model):
Eredu honetan aipamen bat aurretik sortutako aipamen multzo batekin korreferen
tea den edo ez erabakitzen da. Ikasketarako, aipamenak, klusterrak eta klaseak (ea
korreferenteak diren edo ez) osatutako hirukoteak erabiltzen dira (Luo et al., 2004;
Yangy et al., 2004).
• Aipamen-mailakatze eredua (mention-ranking model):
Entrenamendu garaian aipamen bakoitza aurreko bi aipamenekin lotzen da, bata ko-
rreferentea eta bestea ez-korreferentea izanik. Instantziaren klaseak bi hautagaietatik
onena zein den adierazten du, ebaluazio garaian berriz, bi hautagaietatik aurrekaria
izateko zein den probableena aukeratzen da, bestea baztertuz, txapelketa (tourna-
ment) eredua deritzonean (Connolly et al., 1997; Yang et al., 2003).
• Multzo-mailakatze eredua (cluster-ranking model):
Eredu hau aurreko bi ereduen (entitate-aipamen eta aipamen-mailakatze) arteko kon-
binazio bat da, eta bakoitzak dituen abantailak konbinatzen ditu (Rahman eta Ng,
2009).
Ikasketa automatikoan oinarritutako sistema esanguratsuenak Ng (2010), Ng (2017) eta
Sukthanker et al. (2020) berrikusketa bibliografikoetan daude bilduta. Bat aipatzearren,
Versley et al. (2008) lanean aurkeztutako BART sistema azpimarratuko genuke, duen arki-
tektura modularra dela eta, beste hizkuntza batzuetara egokitu delako: italierara (Poesio
et al., 2010), alemaniarrera (Broscheit et al., 2010), polonierara (Kopec eta Ogrodniczuk,
2012), arabierara eta txinerara (Uryupina et al., 2012), euskarara (Soraluze et al., 2017a)
eta Indiako zenbait hizkuntzatara (Sikdar et al., 2016).
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2.3 Korreferentzia-ebazpen neuronala
Azken urteeetan, adimen artifizialeko gainontzeko alorretan bezala, datu kopuru eta konpu-
tazio gaitasun handiak eskura izateak, ikasketa sakonaren iraultza ekarri du hizkuntzaren
prozesamendura. Edozein atazatan, aurrez finkatutako emaitza gehienak hobetzea lortu
da, kasu askotan, modu nabarmen batean gainera. Ikasketa automatikoko sistema kla-
sikoek erabiltzen dituzten ezaugarri linguistikoen beharrik gabe, testu hutsetik abiatuz,
neurona sareetan oinarritutako sistemak ari dira gailentzen ataza gehienetan.
2.3.1 Ingeleserako korreferentzia-ebazpen neuronala
Korreferentzia ebazpenerako sare neuronalak arrakastaz erabiltzen lehenek, ikasketa au-
tomatikoko hurbilpenak baliatu dituzte, aipamenak multzokatzeko erabiltzen diren sailka-
tzaile eta multzokatze algoritmoak neurona sare trinko batez ordezkatuz (Wiseman et al.,
2015, 2016; Clark eta Manning, 2016a,b). Sistema horiek, erregela bidezko aipamen auto-
matikoak eta aurreprozesatutako ezaugarri linguistikoak baliatzen dituzte oraindik.
Aurreprozesatutako ezaugarri linguistikoak erabiltzea, ordea, Lee et al. (2017) eta Lee
et al. (2018) lanetan aurkeztutako muturretik muturrerako sistemekin amaituko da. Siste-
ma horiek aipamen eta ezaugarri linguistikoen beharrik gabe, testu hutsetik abiatuta, gai
dira korreferentzia-ebazpena burutzeko, eta emaitzetan hobekuntza handiak lortzen dituzte
gainera. Horrela, aurreprozesaketan eskuratutako ezaugarrietan dagoen erroreen propaga-
zioa saihestuz. Horretarako, lehenik, Lee et al. (2017) lanean aipamen-ranking ereduaren
antzeko bat darabilte, hitz-bektoreak, BiLSTM geruza bat eta atentzio-mekanismoak kon-
binatuz aipamenak detektatzeko eta multzokatzeko. Lee et al. (2018) lanean, hobekuntzak
proposatzen dituzte, ELMo hitz-bektore testuingurudunak (Peters et al., 2018) erabiliz, eta
multzokatze ereduan hobekuntzak eginda. Gerora, sistema horri hobekuntzak proposatu
zaizkio, aipagarriena errefortzu bidezko ikasketa gehitzen diona (Fei et al., 2019).
Berriki, hizkuntzaren prozesamenduko ia ataza oro asaldatu duen teknika berri bat, tes-
tu gordinaren gainean aurre-ikasketa ez gainbegiratua egin eta ondoren edozein atazetara
ikasitakoa transferitzen duena (Devlin et al., 2019), aplikatu da KEaren atazan. Kantor eta
Globerson (2019) eta Joshi et al. (2019b) lanetan, aurre-ikasketako BERT (Devlin et al.,
2019) eredua Lee et al. (2018) arkitekturaren sarreran txertatuz, hobekuntza nabarmenak
lortzen dira. Joshi et al. (2019a) lanean ere, aurre-ikasketako eredu bat gehitu zaio Lee
et al. (2018) arkitekturari, kasu honetan ordea, BERT eredua erabili beharrean, Span-
BERT eredua proposatzen dute. SpanBERT, KEean zein hizkuntzaren prozesamenduko
beste ataza batzuetan emaitza hobeak ematen dituen BERTen aldaera bat da, ikasketako
garaian ondoz-ondoko hitzak maskaratzen (ezkutatzen) dituena. Horrela, aurreko siste-
mek baino emaitza hobeak lortzen dituzte, alde nabarmenarekin gainera. Berriki, Hourali
et al. (2020) lanean, gaur egungo emaitzarik onenak plazaratu dituzte, RoBERTa (Liu
et al., 2019) eredu aurre-ikasiaren hitz-bektoreak erabiliz, eta MCDM neuronal batekin
korreferentzia-ebazpena egiteko. Ingeleserako CoNLL-2012 ingeleseko corpusean sistema
ezberdinek lortutako emaitzak CoNLL metrikan, lehenengo taulan daude ikusgai.
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Sistema F1
(Versley et al., 2008)1 56,1
(Lee et al., 2011) 58,3
Wiseman et al. (2016) 64,2
Clark eta Manning (2016b) 65,7
Lee et al. (2017) 68,8
Lee et al. (2018) 73,0
Fei et al. (2019) 73.8
Kantor eta Globerson (2019) 76,6
Joshi et al. (2019b) 77,1
Joshi et al. (2019a) 79,6
Hourali et al. (2020) 80,0
1Uryupina et al. (2012)k aurkeztutako emaitzak
Taula 1: Ingeleserako korreferentzia-ebazpenaren artearen egoera: CoNLL-2012 corpusean
lortutako CoNLL metrikaren F1 balioak.
2.3.2 Korreferentzia-ebazpen neuronala ingelesetik at
Korreferentzia-ebazpen neuronalaren arloan, ingelesa ez beste hizkuntza batzuk ere landu
dira, besteak beste, poloniera (Niton´ et al., 2018), koreera (Park et al., 2016), txinera (Park
et al., 2016), japoniera (Shibata eta Kurohashi, 2018), frantsesa (Grobol, 2019), telugua
(Annam et al., 2019), nederlandera (Allein et al., 2020), errusiera (Sboev et al., 2020) eta
euskara (Urbizu et al., 2019a,b). Guk dakigula, gaur gaurkoz, euskaraz gain, Indiako telegu
hizkuntza da KEerako sistema neuronala duen baliabide gutxiko hizkuntza bakarra.
Sistema elebakar horietaz gain, elearteko transferentzia bidezko ikasketa ere landu da
KE neuronalerako, hizkuntzaren prozesamenduko beste ataza batzuetan, itzulpen automa-
tikoan eta hizkuntza ereduan adibidez (Lample eta Conneau, 2019), emaitza onak eman
ondoren. Cruz et al. (2018) lanean, portugeserako KE neuronalerako sistema bat garatu
dute, elearteko hitz-bektoreak erabilita espainierako corpusetik ikasiz, bi hizkuntzak ger-
tukoak direla baliatuz. Kundu et al. (2018) lanean, antzeko hurbilpena erabiltzen dute,
ingeleseko corpus handietatik, gaztelaniako eta txinerarako KEa ikasteko.
2.4 Euskararako korreferentzia-ebazpena
Euskarazko testuetan KE automatikoan egindako lana, Soraluze (2017) tesi lanean dago
bildua. Euskararako, gainontzeko hizkuntzetan bezala, hainbat teknika ezberdin ikertu dira
ataza lantzeko. Lehenik aipamen-detektatzaile automatiko bat garatzen dute, erregelatan
oinarritzen dena eta euskarazko aipamenen egiturak kontuan hartzen dituena, (Soraluze
et al., 2017b). Aipamen-detektatzaile hori darabilte gaur gaurkoz, lan honen aurretik eus-
kararako sortutako KEerako sistema guztiek. Soraluze et al. (2015) lanean, ingeleserako
diseinatutako erregela bidezko Stanfordeko sistema (Lee et al., 2013) egokitu da KEa eus-
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karazko testuetan egiteko. Stanfordeko sistema 10 bahez osatua dago, baheak doitasun
handienekotik hasi eta txikienekora aplikatzen dira, hasieran hartutako erabakiak ahalik
eta ziurrenak izan daitezen, eta erabakirik zailenak amaierarako utziz. Bahe horiek 3 mul-
tzotan sailkatzen dira: string-parekatzean oinarritzen direnak, egitura bereziak tratatzen
dituztenak eta izenordainen ebazpena egiten dutenak. Stanfordeko sistemak dituen 10
baheak euskararen ezaugarrietara moldatu dituzte; euskaraz elipsiari aurre egiteko, bahe
bat gehitu zaio sistemari elipsia behar den moduan tratatzeko. Egokitutako sistemak, nahi-
koa ditu Ixa taldean garatutako analisi-katearen (Aduriz et al., 2006; Otegi et al., 2016)
eta euskararako sortutako aipamen-detektatzailearen irteera jasotzea euskarazko testueta-
ko korreferentzia-ebazpena gauzatzeko. CoNLL metrikan 55,74ko F1 balioa lortzen dute
horrela.
Gerora, erregelatan oinarritutako sistema horren errore-analisi sakona burutu eta hobe-
kuntzak proposatzen dituzte (Soraluze et al., 2017a, 2019). Errore-analisia egitean “Osa-
suna” eta “Talde Gorritxoa” bezalako aipamenak lotzeko arazoak azaleratzen dituzte, eza-
gutza semantikoaren beharra azpimarratuz. Hori konpontzeko helburuarekin, Wikipedia
eta Wordnet baliabide semantikoak ustiatuz sistemari bi bahe gehitzen dizkiote. Ondorioz,
korreferentzia-ebazpenean CoNLL metrikan 55,98ko F1 balioa (0,24 puntuko hobekuntza)
lortzen dute aipamen automatikoak erabiliz.
Soraluze et al. (2016) lanean, ikasketa automatikoan oinarritutako sistema bat plaza-
ratzen da, ingeleserako diseinatutako BART korreferentzia-ebazpenerako sistema (Versley
et al., 2008) euskararen ezaugarrietara egokituz (besteak beste lema-parekaketa eta distan-
tzia ezaugarriak gehitu dira). Horretarako, testuen aurreprozesaketa egiteko Ixa taldean
garatutako analisi-katea erabiltzen da analisi morfologikoa, analisi sintaktikoa, entitate
izendunak eta chunkak eskuratzeko eta aipamen-detektatzaile automatikoaren aipamenak.
Sistema euskarara egokitu, eta EPEC-KORREF corpusean ebaluatzen da 53,72 puntuko
F1 balioa lortuz CoNLL metrikan. Azkenik, (Soraluze et al., 2017a) lanean, Wikipediatik
erauzitako ezaugarri semantikoak gehitu zaizkio ikasketa automatikoko sistemari. CoNLL
metrikan 54,21 puntuko F1 balioa lortu da.
Azken urteetan KEean hizkuntza gehienetan hartutako bideari segika, euskararako
KEean ere sare neuronalak ikertzeari ekin zaio. Urbizu et al. (2019b) lanean, polonierarako
eraikitako aipamen-bikote eredua darabilen sare neuronala (Niton´ et al., 2018) egokitu da
euskararako. Sistemak, erregelatan oinarritutako aipamen-detektatzailearekin (Soraluze
et al., 2015) detektatutako aipamenak korreferentzia klusterretan biltzen ditu, ezaugarri
linguistiko gehigarrien beharrik gabe. CoNLL metrikan 41,20 puntuko F1 balioa lortzen
du, sistema ez neuronalek baino baxuagoa. Euskararako eskuragarri dagoen corpusaren
tamaina txikiagatik sistemak korreferentzia-erlazio gutxi sortzen dituela ondorioztatu da.
Urbizu et al. (2019a) lanean, euskararako eskuragarri dagoen KEerako corpusaren ta-
maina ikusita, elearteko sistema batek baliabide gutxiko hizkuntzetarako KEa gauzatzen
lagun dezaketen aztertu da. Bertan, Urbizu et al. (2019b) lanean erabilitako arkitektura
mantendu da, eta ingeleserako KEerako corpus handiago batetik ikasi da euskararako ataza
burutzen, elearteko hitz-bektoreak erabiliz (Artetxe et al., 2017, 2018).
Euskararako eraiki diren sistemen emaitzak 2. taulan daude ikusgai (metrikei buruzko
xehetasun gehiago 5.1. atalean). Orain arteko emaitzarik onenak erregelatan oinarritu-
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Sistema AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
Soraluze et al. (2019)1 73,79 42,95 62,97 61,56 62,04 43,48 49,26 55,98
Soraluze et al. (2017a)2 73,79 40,98 61,66 59,82 60,00 43,48 45,97 54,21
Urbizu et al. (2019b)3 73,79 9,32 58,40 53,28 55,87 29,41 35,79 41,20
1erregelatan oinarritua 2ikasketa automatikoan oinarritua 3ikasketa sakonean oinarritua
Taula 2: Euskararako korreferentzia-ebazpenerako sistemen konparaketa. EPEC-
KORREF corpusean lortutako CoNLL metrikaren F1 balioak.
tako sistemak (Soraluze et al., 2019) lortu ditu, CoNLL metrikan 55,98ko F1 balioarekin.
Ikasketa automatikoko sistema (Soraluze et al., 2017a), erregelatatan oinarritutakoen emai-
tzetatik gertu gertatzen da, eta ikasketa sakoneko teknikekin eraikitako sistemak (Urbizu
et al., 2019b), beste bi hurbilpenen emaitzetatik urrun geratu da.
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3 Metodologia
3.1 Erabilitako corpora
Jarraian, egin diren esperimentuetan erabili diren corpora azaltzen dira. Batetik, euskara-
rako eskuz etiketatutako EPEC-KORREF corpusa, eta bestetik automatikoki etiketatuta-
ko Elhuyar Web eta Elhuyar QTleap corpora, eta ingeleserako eskuz etiketatutako PreCo
corpusa.
3.1.1 EPEC-KORREF corpusa
EPEC-KORREF3 (Ceberio et al., 2018) corpusa, EPEC (Aduriz et al., 2006) corpusa-
ren azpi-corpusa da eta euskarazko Egunkaria egunkariko albisteez osatuta dago. Cor-
pus horrek eskuz etiketatutako aipamenak eta korreferentzia-erlazioak ditu, korreferentzia-
ebazpenerako baliagarriak izan daitezkeen beste ezaugarri askorekin batera. Corpusak
61.281 hitz ditu eta 16.881 aipamen dauzka etiketatuta, singletonak barne. 3. Taulan ikus
daitekeen moduan, ikasketa, garapena eta ebaluazioa ataletan banatua dator.
Dokumentuak Hitzak Aipamenak Klusterrak Singletonak
Ikasketa 97 27.611 7.613 1.151 4.062
Garapena 41 11.948 3.282 496 1.759
Ebaluazioa 75 21.722 5.986 904 3.194
Guztira 213 61.281 16.881 2.551 9.015
Taula 3: EPEC-KORREF corpusa
EPEC-KORREF corpusaren ikasketa atala neurona-sarea entrenatzeko erabili da, ga-
rapeneko atala, garapenean zehar arkitekturaren doiketa egin eta esperimentu ezberdinen
emaitzak konparatzeko eta corpusaren ebaluazio atala bukaerako sistemaren ebaluazioa
egiteko utzi da.
3.1.2 Elhuyar Web corpus sasi-etiketatua
Elhuyar Web Corpusa, sarean euskaraz idatzita dagoen testu guztia biltzen duen corpusa
da (189 miloi hitz). Corpusaren zati bat euskararako korreferentzia-ebazpenerako sistema
onena (Soraluze et al., 2019) erabilita automatikoki etiketatu dugu. Testu gordin horre-
tatik, 50 esaldiko dokumentu artifizialak sortu dira, eta erregelatan oinarritutako sistema
pasa zaio. Sistemak eskatzen duen denbora dela eta, ez da corpus osoa etiketatu, eta
guztira, 360.000 hitz dituen korreferentzia automatikoki etiketatutako corpusa lortu dugu.
3http://ixa.si.ehu.es/node/4487
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3.1.3 Elhuyar QTleap corpus sasi-etiketatua
Elhuyar QTleap corpusa, itzulpen memorietako testu elebakarrek osatzen dute, guztira 10
miloi hitz, eta hauek dagoeneko korreferentzia-ebazpena automatikoki eginda dute, Ixa-Kat
tresnarekin (Aduriz et al., 2004; Otegi et al., 2016). Ixa-Katek euskararako korreferentzia-
ebazpena egiteko darabilen sistema, Soraluze et al. (2019) lanean plazaratutakoan oina-
rrituta dago, baina azkarragoa izan dadin, ez ditu bahe guztiak integratuta, eta ondorioz
emaitza kaxkarragoak ematen ditu. Hori dela eta, aipamen-detekzioa nahiko ondo egin
arren, korreferentzia-erlazio gutxi ditu sortuak corpus horrek.
3.1.4 PreCo corpusa
PreCo (Chen et al., 2018) korreferentzia-ebazpenerako ingelesezko corpus handi bat da.
38K dokumentuk eta 12,5M hitzek osatzen dute corpus erraldoi hau, eta hiztegi aldetik,
nagusiki, lehen hizkuntza ingelesa duten haurren lexikoarekin osatua dago, beste corpus ba-
tzuk baino hitz arraroen proportzio txikiagoa duelarik. Korreferentzia-ebazpenean gehien
erabiltzen den CoNLL-2012 (Pradhan et al., 2011) corpusean ez bezala, singletonak eti-
ketatu dira, horiek ez etiketatzeak, aipamen-detekzioa eta korreferentzia-kateak lotzearen
arteko eragina ikertzea zailtzen du eta bi atazak corpus berdinean aldi berean ikastea ga-
larazten du. Corpusa ikasketa eta garapena ataletan dago banatuta, garapenerako 500
dokumenturekin, eta gainontzekoa ikasketarako. Ingeleserako KEerako egindako esperi-
mentuetan, neurona-sarea ikasketa atalean entrenatu da, eta garapena atalean doitu eta
ebaluatu.
3.2 Corpusaren formatua
Korreferentzia-ebazpena, sarritan, hizkuntzaren prozesamenduko hainbat atazatan era-
biltzen den zutabekako CoNLL formatuan adierazi izan da, zutabeetako batean,
korreferentzia-ebazpenaren etiketa parentesi bidezko notazioarekin adierazita.
Formatu horretan, testu gordina tokenizatuta agertzen da ezkerreko zutabean, erren-
kada bakoitzeko hitz edo token bat eta honi dagozkion ezaugarri linguistikoak ditugularik.
Ezaugarri horien artean, ataza eta beharraren arabera, token bakoitzari dagokion katego-
ria gramatikala (POS), lema, esaldia eta paragrafoa bezalako informazioa gehi dakizkioke.
Lan honetan, bi zutabe soilik erabiliko dira: ezkerreko zutabean tokenak, eta eskuinekoan
korreferentzia kateei dagokien informazioa parentesi bidezko egitura batean kodetuta:
Parentesiek aipamena noiz hasi eta noiz amaitzen den adierazten dute; parentesi arteko
zenbakiak aipamena zein korreferentzia klusterraren parte den. Testuko token bat aipamen
bati baino gehiagori badagokio (adibidez, [bere] tokena), korreferentzia-kluster ezberdinei
dagokien etiketa ezberdinak “ | ” ikurraz bereizten dira: (1)|(2 . Aipamen baten parte ez
diren tokenak azpimarra batekin adieraziko dira. singletonen kasuan, testu osoan aipamen
bakarrak izango du kluster horri dagokion zenbakia etiketan. Korreferentzia-erlazioa dute-
nek, zenbaki bera izango dute etiketan. Bestalde, EPEC-KORREF euskarazko corpusean,
“Euskal Herria” edo “hori dela eta” bezalako hitz anitzeko unitate lexikaleen (HAUL) tra-
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Testua: Korreferentzia:
Jonek (1)
bere (1)|(2
ama 2)
maite
du
.
tamendua egiten da, “Euskal Herria” eta “hori dela eta” bezalako tokenak sortuz. Lan
honetarako, eta neurona-sareetan oinarritutako hurbilpena dela eta, tratamendu hori de-
segitea erabaki da, HAULaren hitz bakoitza bere horretan utziz.
HAULak tratatuz: HAULak tratatu gabe:
Hori dela eta Hori
, dela
Euskal Herria (5) eta
,
Euskal (5
Herria 5)
3.3 Sekuentziatik sekuentziarako hurbilpena
Korreferentzia-ebazpena, token bakoitzari dagokion korreferentzia-katearen etiketa eslei-
tze moduan uler genezake, sekuentzia-etiketatzea (sequence labeling) hain zuzen. KEaren
atazak ordea, POS edo NER etiketatzearen aldean, arazo bat du, etiketa kopurua ez de-
la mugatua. Gainera, aurrez aipatutako errepresentazioa erabiltzen bada, testu bateko
korreferentzia-kate bera, hainbat etiketa baliokideren bidez adieraz daiteke.
Murriztapen horiek, sekuentzia-etiketak bikote moduan tratatu beharrean, korreferen-
tzia kateei dagozkien etiketak domeinu ireki bat izango den sekuentziatik sekuentziara
modura tratatzeko beharra eskatzen du.
Sekuentziatik sekuentziarako (sequence to sequence, seq2seq) hurbilpena, hizkuntzaren
prozesamenduko hainbat atazatan arrakastaz erabiltzen den hurbilpena da, guk dakigunez,
gaurdaino, inork ez du korreferentzia-ebazpena lantzeko erabili. Berriki, Raffel et al. (2019)
artikuluan proposatu bezala, hizkuntzaren prozesamenduko edozein ataza (sailkatzea, eti-
ketatzea, edota testu-sorkuntza) testutik-testurako problema batean bilakatu daiteke, eta
sekuentziatik sekuentziarako edozein ataza balitz moduan landu. Seq2seq hurbilpena dara-
bilen atazarik ezagunena itzulpen automatikoa da, baina testuen laburpen automatikorako
eta elkarrizketa eta galdera-erantzun sistemetarako ere erabili izan da. Itzulpen automati-
koko adibide bat 1. irudian dugu ikusgai.
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Irudia 1: Itzulpen automatikorako sekuentziatik sekuentziarako hurbilpena.
Beraz, master amaierako lan honetan proposatzen den hurbilpena honako hau da, ai-
pamenak detektatu eta korreferentzia klusterrak sortzeko korreferentzia-erlazioak dituzten
aipamenak sailkatzaile edo multzokatze algoritmo tradizionalekin elkartzen ikasi beharrean,
testu hutseko sekuentziatik, korreferentzia kateak kodetuta dituzten sekuentziak ikastea
zuzenean. Beste era batera esanda, testu hutsezko jatorri-sekuentziatik, dagozkion korre-
ferentzia kateak kodetuta dituen helburu-sekuentziara bihurtzea edo “itzultzea” izango da
sare neuronalak ikasi beharreko ataza:
Jatorri-sekuentzia: Jonek bere ama maite du .
Helburu-sekuentzia: (1) (1)|(2 2)
Sekuentziatik sekuentziarako hurbilpenean, sarreran sekuentzia bat hartzen du neu-
rona sareak, eta irteeran beste sekuentzia bat itzuli. Itzulpen automatikoaren kasuan,
sarrerako sekuentzia jatorri-hizkuntzako testua izaten da, eta irteeran duguna, itzulpenari
dagokion helburu-hizkuntzako testua. Korreferentzia-ebazpenaren kasuan, sarreran testu
hutsa izango dugu, eta irteeran parentesi bidezko egiturarekin kodetutako korreferentzia
kateen sekuentzia (Ikus 2. irudia). Gainera, jatorri-sekuentziak eta helburu-sekuentziak
luzera berbera izango dute eta lerrokatuta egongo dira, sarrerako hitz bakoitzaren parean,
dagokion korreferentzia etiketa izango da.
Irudia 2: Korreferentzia-ebazpenerako sekuentziatik sekuentziarako hurbilpena.
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3.3.1 Kodetzaile-deskodetzaile arkitektura
Hizkuntzaren prozesamenduko sekuentziatik sekuentziarako hurbilpenerako, sare neurona-
lak hainbat arkitektura ezberdin eduki ditzake, baina, gehienek, kodetzaile-deskodetzaile
(encoder-decoder) bana izaten dute, 3. irudian ikus daitekeen bezala.
Kodetzaileak sarrera-sekuentziako hitzak (x1, ..., xn) barne errepresentazio jarrai ba-
tean (z1, ..., zn) bilakatzen ditu. Deskodetzaileak, z hartuta, irteerako sekuentziako etiketak
(y1, ..., yn) sortzen ditu, aldiko elementu bat sortuz. Sekuentziako etiketa bakoitza (yn)
sortzeko pausu bakoitza, aurrez sortutako irteera-sekuentzia (y1, ..., yn−1) kontuan hartuta
egiten da.
Irudia 3: Kodetzaile-deskodetzaile arkitektura.
Sekuentziatik sekuentziarako arkitektura neuronal esanguratsuenak hiru motatakoak
dira: neurona-sare errepikakorretan (Recurrent Neural Network, RNN) oinarritutakoak
(Sutskever et al., 2014; Bahdanau et al., 2015; Luong et al., 2015), neurona-sare konbu-
luzionaletan (Convolutional neural network, CNN) oinarritutakoak (Gehring et al., 2017)
eta Transformerra (Vaswani et al., 2017). Hiru arkitekturak, kodetzaile-deskodetzaile ar-
kitekturan oinarritzen dira.
Guk, “Attention is all you need” artikuluan (Vaswani et al., 2017) plazaratutako aten-
tzioan oinarritutako Transformer arkitektura erabiliko dugu, aurreko bi arkitekturen emai-
tzak hobetzea lortu duelako sekuentziatik sekuentziarako atazetan, oro har.
3.4 Transformer arkitektura
Transformerra (Vaswani et al., 2017), sekuentziatik sekuentziarako ikasketa burutzeko
neurona-sareen arkitektura bat da. Horretarako, Transformerrak, auto-atentzioan (self-
attention) oinarritutako kodetzaile-deskodetzaileak darabiltza.
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3.4.1 Atentzioa eta auto-atentzioa
Hizkuntzaren prozesamenduaren arloan, atentzio-mekanismoa (attention-mechanism), ize-
nak iradokitzen duen moduan, sekuentzia batean token jakinetan arreta jartzeari deritzo.
Atentzio-mekanismo hori, sare neuronalen bitartez ikasten den atentzio-funtzio bat da,
sekuentzia jakin batean, garrantzi handieneko hitzei pisu handiagoa eskaintzen diena.
Auto-atentzioa (self-attention), edo barne-atentzioa, sekuentzia batek bere buruaren
gainean arreta jartzeari deritzo. Sekuentzia baten errepresentazioa kalkulatzeko, token
bakoitzarentzat sekuentziaren posizio ezberdinen gainean aplikatutako atentzio-mekanismo
bat da.
3.4.2 Buru-anitzeko atentzioa
Atentzio-mekanismo gisa, atentzio-funtzio bakarra ikasi beharrean, hainbat atentzio-funtzio
edo buru aldi-berean ikasteak, emaitza hobeak ematen ditu. Paraleloan ikasitako atentzio-
funtzio ezberdinak uztartu egiten dira gero. Atentzio buru bat baino gehiago izateak, buru
bakoitzak posizio ezberdinetako errepresentazio ezberdinetan arreta jartzea ahalbidetzen
du. Buru-anitzeko atentzioa erabiltzean, atentzioaren buru bakoitzaren dimentsioak txikitu
ohi dira, kostu konputazional totala handitu ez dadin.
Transformer arkitekturan, buru-anitzeko atentzio hau, kodetzaileko eta deskodetzaileko
auto-atentzioan eta kodetzailetik deskodetzailera doan atentzioan aplikatzen da.
3.4.3 Kodetzailea
Transformerraren kodetzaile geruza (encoder layer), bi azpi-geruzek osatzen dute. Lehe-
nengoa, buru-anitzeko auto-atentzio (multi-head self-attention) mekanismo bat dugu, eta
bigarrena aurreranzko neurona-sare (NS) trinko (fully-connected feed-forward network) sin-
ple bat da (4. Irudia).
Geruza horien artean, sarrerako informazioa bidean galdu ez dadin, hondar-konexioak
(residual connections) daude, eta jarraian geruza-normalizazioa (layer-normalization) egi-
ten da. Hori posible izateko, sarrerako hitz-bektoreen, geruzen arteko errepresentazioen
eta irteerako bektoreeen dimentsioek berdinak izan behar dute.
Irudia 4: Kodetzaile-deskodetzaile geruzen barne arkitektura.
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3.4.4 Deskodetzailea
Transformerraren deskodetzaile geruzak (decoder layer), kodetzailearen antzeko egitura
du. Buru-anitzeko auto-atentzio mekanismoa eta aurreranzko neurona-sare trinkoaren
geruzak ditu, baina bi azpi-geruza horien artean, kodetzaileko irteeraren gaineko buru-
anitzeko atentzio-mekanismoa du (4. irudia). Deskodetzaile geruzan ere, kodetzailean be-
zala, hondar-konexioak erabiltzen dira azpi-geruzen artean, jarraian geruza-normalizazioa
eginez.
Gainera, deskodetzailearen auto-atentzio azpi-geruzak uneko posizioko tokena edo au-
rrerago (edo eskuinerago) dauden irteerako tokenen berri izan ez dezan, sekuentzian
oraindik ezagunak ez diren tokenak maskaratzen (masking) edo ezkutatzen dira. Auto-
atentzioko maskaratze horrekin, posizio bakoitzeko irteerako tokenak, kodetzaileko sarrera-
ko tokenen, eta dagoeneko kalkulatu diren irteerako tokenen berri soilik izan dezan lortzen
da.
3.4.5 Hitz-bektoreak eta posizio-kodeketa
Transformerrak sarrera-irteeran hitz-bektoreak ikasten ditu corpusetik ataza orokorra ikas-
teko prozesuan. Jatorri-sekuentziako sarrerako tokenak eta helburu-sekuentziako irteerako
tokenak d dimentsiotako errepresentazio bektorialetan bilakatzen dira.
Sarrerarako aurre-ikasitako hitz-bektoreak erabil zitezkeen arren, hitz-bektoreak ata-
zan bertan ikastea erabaki da. Proba esploratorioetan euskarazko fasttext hitz-bektoreak
(Bojanowski et al., 2017) probatu dira eta emaitzetan hobekuntza nabarmenik ez da iku-
si. Gainera, gerora lan hau BERT aurre-ikasitako hizkuntza ereduarekin (Devlin et al.,
2019), edota honen aldaeretakoren batekin, konbinatzeko asmoa dagoenez, bide horretan
sakontzeko beharrik ez da ikusi.
Irudia 5: Transformerraren hitz-bektoreak eta posizio-kodeketa.
Neurona-sare errepikakorretan (RNN) eta konbuluzionaletan (CNN) ez bezala, auto-
atentzioa erabiltzean, sekuentziako tokenen ordena adierazteko posizio erlatibo edota ab-
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solutuari buruzko informazio gehigarria esplizituki eman behar zaio ereduari. Horretarako,
dagokion posizioaren kodeketa gehitzen zaio sarrerako hitz-bektore bakoitzari (5. irudia).
Posizioa modu ezberdinetan kodetu daiteke, alde batetik, hitz-bektoreekin egiten den mo-
duan, posizioari dagozkien bektoreak ikas daitezke; beste aldetik, posizio kodeketa finkoak
erabil daitezke, adibidez, sinuaren eta kosinuaren funtzioen arteko konbinaziotik ateratzen
diren funtzioak. Lan honetarako eraikitako transformerrean, posizioa kodetzeko bektoreak
ikasi egin dira hitz-bektoreekin batera. Ondoren, posizio-kodeketa hau dimentsio bere-
koa izan behar duen hitz-bektoreari gehitzen zaio, tokenaren eta posizioaren informazioa
bektore bakarrean biltzeko.
3.4.6 Kodetzaile-deskodetzaile geruzen pila
Aurrez aipatu bezala, kodetzaile eta deskodetzaileen sarrera eta irteerako bektoreak (hitz-
bektoreak edo barne errepesentazioak) dimentsio berdinekoak direnez, honek kodetzaile-
deskodetzaile geruzak bata bestearen gainean pilatzea ahalbidetzen du (Ikus 6. irudia).
Geruzak pilatze hori praktika ohikoa da, Transformerraren eredu normalak 6na kodetzaile-
deskodetzaile geruza pilatzen (encoder-decoder stacking) dituzte, eta BERT eredu handiak,
adibidez, 24na geruza.
Irudia 6: Transformerreko kodetzaile-deskodetzaile geruzen pila.
3.5 Dokumentuaren eta Transformerreko sekuentzien luzera
Transformer arkitekturak aipatu gabeko arazo bat dakarkigu ordea, darabilen atentzioak
paralelizatzeko aukera ematen duen arren, testuko token guztien gaineko eragiketa iza-
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nik, prozesatu beharreko testuaren luzera handitzearekin batera, prozesatzeko kostua, eta
eredua gordetzeko GPUaren memoria beharra handitu egingo da. Hori dela eta, Transfor-
merraren sarreran dokumentuak osorik sartu beharrean, zatika egingo da.
3.5.1 Zatitze algoritmoa
Sarrerako dokumentuak zatitzeko, dokumentua esaldi baten erditik banatuz gero, ai-
pamen bat bi sekuentzia ezberdinetan zati genezake, eta horrek, helburu-sekuentzian
korreferentzia-kateak ondo ireki edo itxi gabe geratzea ekarriko luke. Honenbestez, doku-
mentuak esaldika bereizi dira, baina sarrera-irteerako sekuentziak zenbat esaldiz osatuko
diren erabakitzea geratzen da oraindik. Horren aurretik azter dezagun zatitze prozesu hori
nola egiten den.
Har dezagun honako testu sintetiko hau:
Ni nator . Hark daki . Zuk daukazu . Nik zure anaia jo dut .
(40) (12) (8) (40) (6|(8) 6)
Demagun lau esaldi laburrez osatutako testu hori sekuentzia laburragoetan zatitu nahi
dugula eta esaldiak hirunaka prozesatzea erabakitzen dugula. Dokumentua banatzeko
garaian, esaldi bakoitza, ondorengo bi esaldirekin elkartuko genuke (Ikus 4. taula): e1-e3,
e2-e4, e3-e5, ..., en−2-en.
Ni nator . Hark daki . Zuk daukazu . Nik zure anaia jo dut .
(40) (12) (8) (40) (6|(8) 6)
Ni nator . Hark daki . Zuk daukazu .
(40) (12) (8)
Hark daki . Zuk daukazu . Nik zure anaia jo dut .
(12) (8) (40) (6|(8) 6)
Taula 4: Zatitze algoritmoa.
Jarraian, esaldi hirukote bakoitzeko korreferentzia-etiketak berridazten dira, etiketaren
zenbakizko balioak hasieratuz, beti ere, hirukote barneko korreferentzia-erlazioak manten-
duta. (Ikus 5. taula).
Horretarako, sekuentziaren ezkerretik hasita, korreferentzia-etiketako zenbakiak zenba-
ki txikiagoekin ordezkatuko dira (1etik hasita), beti ere, sortu dugun sekuentzian dauden
korreferentzia-erlazioak mantenduz. Horrela, sekuentzia guztiak 1etik sekuentziako kluster
kopururainoko zenbakiak dituzten korreferentzia-etiketez osatuko dira, eta hauek, posizioa-
rekiko gorakorrak izango dira, aurrez agertutako aipamen batekin korreferentzia-erlazioa
duten aipamenei dagokienak salbuespen izanik.
Berridazketa honek, neurona-sarearen ikasketa prozesua erraztuko du, sekuentzia guz-
tietan patroi gorakor berdina dagoelako. A eranskinean benetako dokumentu baten zati
bati dagokion adibide osatuagoa dago.
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Ni nator . Hark daki . Zuk daukazu . Nik zure anaia jo dut .
(40) (12) (8) (40) (6|(8) 6)
Ni nator . Hark daki . Zuk daukazu .
(1) (2) (3)
Hark daki . Zuk daukazu . Nik zure anaia jo dut .
(1) (2) (3) (4|(2) 4)
Taula 5: Etiketen berridazketa zatitze algoritmoan.
3.5.2 Elkartze algoritmoa
Transformer ereduak N esaldiko luzerako sekuentzietatik ikasiko du korreferentzia-
ebazpena egiten, eta sare neuronalak sarrerako sekuentziari dagokion korreferentzia-kateen
inferentzia (I) itzuli ondoren, N esalditako zati horiek elkartu beharko dira azkeneko emai-
tzan (E), non dokumentu osoaren korreferentzia-ebazpena gordeko den.
Elkartze algoritmoa hobeto ulertzeko itzul gaitezen zatitze algoritmoa azaltzean aipatu
dugun adibidera. Dokumentua banatzeko garaian, esaldiak hirunaka hartu ditugu, aldiko
esaldi berri bat hartuz, e1-e3, e2-e4, e3-e5,... Behin neurona sarean ikasketa eta inferentzia
(I) eginda, esaldi horiek berriro ere elkartu egin beharko dira. Horretarako, lehenik, lehen
sekuentziako esaldiak (e1-e3) bere horretan hartuko genituzke eta azken emaitzan (E) idatzi
(Ikus 6. taula).
Ni nator . Hark daki . Zuk daukazu .
I1: (1) (2) (3)
E: (1) (2) (3)
Taula 6: Elkartze algoritmoaren hasiera.
Hortik aurrera, sekuentzia berri bat daukagunean, (e2 - e4), azken esaldia (e4) soilik
erantsiko diogu aurrez prozesatutako emaitzari (7. taulan letra lodiz), eta beste 2 esal-
diak (e2 - e3), korreferentzia-erlazioak lotzeko bakarrik erabiliko dira. Sekuentzien arteko
korreferentzia-erlazioen elkartze hori nola egiten den hobeto ulertzeko, azter dezagun 7.
taulako adibidea.
e2 - e4 sekuentziaren inferentzia (I2) egin ostean, lehen bi (N-1) esaldietan (e2 - e3), au-
rrez emaitzan (E) idatzitako aipamen berdinik dagoen aztertu behar da lehenik. Aipamen
berdinak izateko, aipamen bakoitzaren muga diren tokenak sekuentziako posizio berdinetan
egon behar dute lerrokatuta. Horien kasuan, inferentzian dauden korreferentzia klusterrak,
emaitzan idatzitakoekin lotzen dira ( [ Hark: (1)I2 − (2)E ] ; [ Zuk: (2)I2 − (3)E ] ), eta
ordezkapen hori inferentziako sekuentziako azken esaldiko korreferentzia-etiketa guztietan
egiten da [ zure: (2)I2 − (3)E ]. Korreferenteak ez diren klusterren kasuan, kluster zenbaki
berri bat esleitzen zaio, azken esaldiko “Nik” hitzaren kasuan (3)I2−(4)E aldaketan bezala.
Lortzen den emaitza (E), 8. taulako adibidearen beheko aldean ikus dezakegun urre-
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Ni nator . Hark daki . Zuk daukazu .
I1: (1) (2) (3)
E: (1) (2) (3)
Hark daki . Zuk daukazu . Nik zure anaia jo dut .
I2: (1) (2) (3) (4|(2) 4)
E: (1) (2) (3) (4) (5|(3) 5)
Taula 7: Elkartze algoritmoa.
patroiaren (U) oso antzekoa da. Akats bat dago, lehen esaldiko Ni eta azken esaldiko Nik
aipamenak, biak korreferenteak izan beharko lukete (urre-patroian (40) etiketarekin). Bai-
na, algoritmoak etiketa eta, beraz, korreferentzia kluster ezberdinak, esleitu dizkie, (1) eta
(4), sekuentziaren luzeratik at geratzen delako haien arteko erlazioa. Salbuespen horrekin,
gainontzekoan emaitza zuzena izango litzateke, korreferentzia kluster berak adierazteko
korreferentzia-etiketa ezberdinak (baina baliokideak) erabiltzen diren arren.
Ni nator . Hark daki . Zuk daukazu .
I1: (1) (2) (3)
E: (1) (2) (3)
Hark daki . Zuk daukazu . Nik zure anaia jo dut .
I2: (1) (2) (3) (4|(2) 4)
E: (1) (2) (3) (4) (5|(3) 5)
Ni nator . Hark daki . Zuk daukazu . Nik zure anaia jo dut .
U: (40) (12) (8) (40) (6|(8) 6)
Taula 8: Elkartze algoritmoaren emaitza eta urre-patroiaren konparaketa.
3.5.3 Sekuentzien luzera (N) finkatzea
Eredua ikasteko dokumentuak N esaldika banatu aurretik, Nren balioa erabaki behar dugu.
N txikia hartuta, demagun 2, transformerrean ez dugu memoria arazorik izango, baina
esaldiak elkartzeko garaian, ondoz ondoko esaldietan dauden korreferentzia-erlazioak soilik
hartuko dira kontuan, eta hori baino distantzia luzeagoko korreferentzia-erlazioak galdu
egingo dira, tartean zubi-lanak egingo dituen korreferentzia-kluster bereko aipamenik ez
badago.
N oso handia hartuko bagenu, dokumentuak osorik, edo ia osorik tratatu ahalko geni-
tuzke, korreferentzia-erlazioen distantzia posiblea asko handituz, baina segituan memoria
arazoak izango genituzke transformer eredu osoa sekuentzia luzeekin GPU bakarrean ikas-
teko.
Nren balioa erabakitzeko, EPEC-KORREF euskarazko corpusean, garapenerako ata-
larekin, proba batzuk egitea erabaki da. Dokumentua N esalditan banatu da, eta eredua
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ikasi eta inferentzia egin beharrean, urre-patroiko korreferentzia kateak erabili dira berri-
ro elkarketa egiteko. Horrela, banatze-elkartze algoritmo honekin zenbateko galera dugun
aztertu da.
N 2 eta 14 zenbakien artean probatu da: 2 zenbakia, esaldien artean korreferentzia-
kateak lotzeko, gutxienez bi esaldi behar direlako, eta 10 esaldiko langa igaro ondoren,
aldiko ia dokumentu osoak diren sekuentziak prozesatzen ari garenez gero, F1 balioa kon-
bergitzen hasten da. 14.era iristean esplorazioa moztea erabaki da.
Lortutako emaitzak, 9. taulan daude. Aipamen-detekzioan (AD) %100 zuzen dago,
aipamenak urre patroitik hartutakoak direlako, eta elkartze algoritmo honetan aipamenen
galerarik ez dagoelako. CoNLL metrika orokorrean, berriz, banatze-elkartze algoritmoko
sekuentziaren luzera handitu ahala, F1 balioak gorantz egiten du.
N AD CoNLL
2 100 81,41
3 100 86,49
4 100 90,22
5 100 91,56
6 100 92,83
7 100 94,60
8 100 95,33
9 100 95,82
10 100 97,18
11 100 97,31
12 100 97,24
13 100 97,41
14 100 98,01
Taula 9: Nren eragina
zatitze-elkartzean. Irudia 7: Esaldi kopuruaren eragina zatitze-elkartzean grafikoki.
9. taulan, zein 7. irudian ikus dezakegun bezala, esaldiak binaka (N = 2) soilik banatu-
ta CoNLL metrikan (grafikoan lerro eten beltzez) 81 F1 puntutik gora lor ditzakegu (hau
urre-patroia izanik, benetako eredu bat ikastean goi-sabaitzat har genezake). N handitu
ahala, CoNLL metrikak gorantz nabarmen egiten duela ikus daiteke, distantzia luzeagoko
korreferentzia-erlazio gehiago lotzen direlako. N = 4, N = 7 eta N = 10 esaldi hartzean au-
rrekoekiko CoNLL metrikan hobekuntza nabarmena lortzen da, beraz Transformer eredua-
ren memoria mugak baimentzen badigu hautagai aproposak izan litezke azken sistemarako,
beti ere emaitza hauek garapenerako corpusari lotutakoak direla jakinda.
3.6 Inplementazioa eta baliabide konputazionalak
Egin diren esperimentu ezberdinetarako, 3.4. atalean azaldu den Transformer arkitektura,
2 esalditako luzerako sekuentziekin entrenatu da. Transformer arkitektura, python pro-
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gramazio lengoaiako ikasketa sakonerako Pytorch (Paszke et al., 2019) ingurunean kodetu
da.
Adam optimizatzailea erabili da (0,0005 ikasketa-erritmoarekin) Transformerretan era-
bili ohi den Noam (Adam-en bertsio hobetua baina ezegonkorragoa, ikasketa-erritmo al-
dakorra duena) erabili beharrean, hiper-parametroien doiketa errazteko. Bestalde funtzio
sinusoidaletan oinarritutako posizio-kodeketa finkoa erabili beharrean, posizio-kodeketa
ikasi egin da. Oinarrizko Transformerraren arkitekturari bi aldaketa hauek egin zaizkio,
BERTen Devlin et al. (2019) familiako Transformerrek optimizatzaile eta posizio kodeketa
hori erabiltzen baitute.
Transformerra bezalako eredu neuronal handiak datu-multzo handietatik ikasteak, kos-
tu konputazional handia dakar. Sare neuronalak entrenatzeko, grafikoak prozesatzeko uni-
tateak (GPUak) erabiltzen dira, ikasketa prozesua azkartuz. Lan honetarako Transformer
ereduaren garapenerako eta ikasteko 12GBeko memoria duen TITAN Xp GPU bat erabili
da. Garapena azkartzeko, corpusen garapen atalak erabili dira ikasketa noiz moztu (early
stopping) erabakitzeko.
Sekuentziaren esalditako luzera handitu ahala, emaitza hobeak lortzen dira, baina
GPUen memoria handiagoa eskatzen du. Esaldiak binaka bakarrik elkartuta ere KEaren
ataza neurri batean ikas daitekeela ikusita (CoNLL metrikan 81 puntuko goi-sabaiarekin),
hasiera batean N = 2 finkatu da. Hori, KEa sekuentziatik sekuentziara ikasteko Trans-
former eredu bat erabiltzeak zentzurik baduen ikusteko, eta arkitektura honen bideraga-
rritasuna aztertzeko nahikoa izango da. Horrela, denbora eta memoria aldetik ikasketa
eta esperimentazioa erraztuko dira. Gerora hau handitzeko muga bakarra eredua GPUen
memorian sartzea izango litzateke.
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4 Esperimentazioa
Atal honetan, egin diren esperimentu ezberdinak azalduko dira. Lehenik, Transformer
arkitekturak KEean zer nolako portaera eta joera duen aztertzeko, ingeleserako KEa PreCo
corpusa erabili da (esp0). Hurrengo esperimentua, euskararako egin da eta horretarako
EPEC-KORREF corpusa erabili da (esp1). Jarraian datu gehikuntzako teknika ezberdinak
aztertu dira euskararako: ausazko esaldi parekaketa (esp2), sasi-etiketatzea (esp3-6) eta
hizkuntza arteko ikasketa (esp7) landu dira. Azkenik, euskararako emaitza onenak eman
dituen sistemari, BPE segmentazioa aplikatu zaio (esp8).
4.1 0 esperimentua: ingeleserako korreferentzia-ebazpena
Aurrez euskararako korreferentzia-ebazpena hurbilpen neuronalekin aztertu denean (Urbi-
zu et al., 2019b,a), ez dira emaitza onak lortu, eta hori atazan ikasketarako eskuragarri
dagoen corpusaren tamaina txikia delako gertatzen dela ondorioztatu da. Beraz, hurbilpen
honetan ere, gauza bera gerta daitekeela aurreikusita, lehenik eta behin, 3. atalean azaldu-
tako sekuentziatik sekuentziarako hurbilpena KEerako erabilgarria den edo ez aztertzeko,
baliabide askoko hizkuntza batetara jo da, ingelesera, lortutako emaitzek, datu-eskasiaren
eraginik izan ez dezaten. Horretarako, ingelesezko corpus handi bat, PreCo corpusa erabili
da ikasketarako.
Hiper-parametroen esplorazioa eginda, 128 dimentsiotako hitz-bektoreak, 512 dimen-
tsiotako aurreranzko azpi-geruza, 2 kodetzaile-deskodetzaile geruza, 4 buruko atentzioa eta
256ko batch tamaina finkatu dira. Transformer eredua GPUaren memorian sar zedin, sa-
rrerako hiztegia mugatu egin behar izan da (64K token), irteerakoa aldiz osorik mantendu
da (37K token). Guztira 19 miloi parametroko neurona-sarea entrenatu da.
Ingeleserako KEeko atazan entrenatutako ereduak inferentzian itzultzen dituen sekuen-
tziak ikusita, Transformer arkitektura KEaren ataza ikasteko gai dela ikus dezakegu, ai-
pamen ia denak egoki identifikatuz, eta sekuentzia barneko korreferentzia-erlazio gehienak
egoki lotuz. Hona garapen atalerako inferentzian lortutako adibide bat:
jatorria = Divorced from my mother when I was 11 , my dad
helburua = _ _ (1|(2) 1) _ (2) _ (3) _ (2)|(4 4)
iragarpena = _ _ (1)|(2 2) _ (1) _ (3) _ (1)|(4 4)
could n’t be around his kids as often as he would have liked .
_ _ _ _ (5|(4) 5) _ _ _ (4) _ _ _ _
_ _ _ _ (4)|(5 5) _ _ _ (4) _ _ _ _
Money was also tight ; even weekend visits were rare .
(6) _ _ _ _ _ (7|(8) 7) _ _ _
(6) _ _ _ _ _ (7|(8) 7) _ _ _
PreCo corpusaren garapenerako azpi-atal osoko inferentzia egin eta sekuentziak doku-
mentuka elkartu ondoren, 10. taulako emaitzak lortu dira (metrikak 5.1. atalean azaltzen
dira). Ikus dezakegunez, emaitza nahiko onak lortu dira, CoNLL metrikan 59 puntuko
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F1 balioa lortuz. Emaitza hori, bi esaldiko sekuentziak banatu eta elkartzetik lor ge-
nezakeen emaitza hoberenetik (urre-patroitik) 13 puntutara geratzen da. Honenbestez,
korreferentzia-ebazpenerako sekuentziatik sekuentziarako hurbilpen hau bideragarria dela,
eta Transformer arkitektura erabiliz, KEa ikertzen jarraitzea zentzuzkoa dela ondorioztatu
dugu.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp0 (EN) 87,52 45,13 66,50 59,04 65,61 44,17 51,52 59,08
goi-sabaia 97,27 58,92 79,01 70,69 79,55 56,98 66.62 72,49
Taula 10: Ingeleserako sekuentziatik sekuentziarako KE.
4.2 1. esperimentua: euskararako korreferentzia-ebazpena
Proba batzuk egin ondoren, ingeleserako erabilitako hiper-parametro berberak erabili dira
euskararako, sarrerako hiztegia (8.000 token) eta irteerakoa (400 token) osorik erabiliz,
mugatu beharrik gabe. Guztira 2,4 miloi parametroko neurona-sarea entrenatu da.
Neurona-sarea EPEC-KORREF corpusetik ateratako sekuentzietan (1.600 sekuentzia)
entrenatu ondoren, garapena atalean inferentzia egin da. Oraingoan, ordea, euskarazko
corpusean lortutako emaitzak oso bestelakoak izan dira, ondorengo corpuseko adibidean
ikus daitekeen bezala:
jatorria = Finalerdietan , berriz , Arroxela kanporatu zuen , 14-12 irabazita .
helburua = (1) _ _ _ (2) _ _ _ (3) _ _
iragarpena = (1 1) _ _ _ _ _ _ _ (2 2)
Asko kosta zitzaien lapurtarrei garaipena lortzea , eta 6-6 heldu ziren atsedenaldira .
_ _ _ (4) (5) _ _ _ (6) _ _ (7) _
_ _ _ _ _ _ _ _ _ _ _ _ _
Lehen begiradan ikus dezakegunez, euskararako KEerako entrenatutako Transformerra
ez da gai KEaren ataza egoki egiteko. Ereduak itzulitako sekuentziak elkartu ondoren
metrika ezberdinetan lortutako F1 balioak, 11. taulan daude bilduta. CoNLL metrikan,
2,23ko F1 balioa lortu da, banatze-elkartze algoritmoak 2 esaldiko sekuentzientzat urre-
patroiarekin lortutako goi-sabaitik oso urrun.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp1 (EU) 3,64 0 2,75 3,59 3,92 0,04 2,11 2,23
goi-sabaia 100 69,93 88,72 85,58 82,24 72,62 76,62 81,41
Taula 11: Euskararako sekuentziatik sekuentziarako KE.
Laburbilduz, euskararako KEerako ereduarekin lortutako emaitzak oso kaxkarrak dira,
Transformerra, ez da gai ataza ikasteko. Emaitza horiek, euskararako KEerako dauden
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baliabide eskasiak eraginda dela ondorioztatu da, 12,5 miloi hitzeko corpusarekin emai-
tza onak ematen dituen hurbilpen honek, ez duelako funtzionatzen 61.000 hitzeko corpus
txikiarekin.
4.3 2-7 esperimentuak: datu gehikuntza
Euskararako eta ingeleserako lortutako emaitzen arteko aldea ikusita, esan bezala, hurbil-
pen honek ikasketarako datu gehiago behar dituela ondorioztatu da. Datu eskasiari aurre
egiteko, datu gehikuntzako (data augmentation) hainbat teknika proposatuko dira atal
honetan.
4.3.1 2. esperimentua: ausazko esaldi-parekaketa (AEP)
Lehenik eta behin, euskararako EPEC-KORREF corpusa hartu, eta dokumentu bakoi-
tzean, esaldiak binaka ondoz ondokoarekin elkartzeaz gain, dokumentuko gainontzeko esal-
di guztiekin ere parekatu dira, bien arteko ordena mantenduz. Horrela, ikasketarako 1.600
sekuentzia izan beharrean, 18.000 sekuentzia ditugu. Hori eginik, sarrerako testu eta hiz-
tegi berririk ikasiko ez duen arren, korreferentzia etiketak zuzenago osatzen ikas dezake
sistemak. Horrela lortutako emaitzak (12. taulan ikusgai), zer edo zer hobeak diren arren,
(aipamen-detekzioan 3 puntu, eta CoNLL metrikan puntu bat), gure helburutik oso urrun
daude.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp1 (EU) 3,64 0 2,75 3,59 3,92 0,04 2,11 2,23
esp2 (EU+AEP) 6,27 0 4,56 6,00 5,90 0,18 3,09 3,49
Taula 12: Datu gehikuntza: ausazko esaldi-parekaketaren (AEP) emaitzak.
Ausazko esaldi parekaketarekin ikasketarako sekuentzia kopurua handituz lortutako
emaitzak, oraindik ere kaxkarrak diren arren, zertxobait hobeak dira, aipamen-detekzioan
3 puntuko igoerarekin eta CoNLL metrikan puntu batekoarekin.
4.3.2 3-6 esperimentuak: sasi-etiketatzea (SE)
Datu gehikuntzarako aztertu den bigarren hurbilpena, sasi-etiketatzea (pseudo-labeling)
deritzon erdi-gainbegiratutako teknika izan da. Sasi-etiketatzearen teknika, dauzkagun da-
tuekin ikasketa automatikoko (sakonekoak barne) eredu bat atazan entrenatzean datza, ge-
ro eredu horrekin automatikoki etiketatutako instantzia berriak ikasketan erabiltzeko. Pro-
zesu hori iteratiboki aplika daiteke, bootstraping deituriko teknika aplikatuz. Gaur egun,
itzulpen automatikoko sistemak entrenatzeko, antzeko zerbait egiten da, back-translation
izeneko teknikarekin (Sennrich et al., 2016a). KEaren atazan sasi-etiketatzea aplikatzeko
orduan, daukagun datuetatik ikasitako Transformer eredua erabili beharrean corpus berria
sortzeko (bootstrapping teknika), erregelatan oinarritutako euskararako KEerako sistema
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(Soraluze et al., 2019) erabili da. Alde batetik, emaitzarik onenak ematen dituen sistema
delako, eta bestetik, urre-patroia oinarri izanda datu berdinen gainean behin eta berriz ika-
sita baino, giza ezagutzan oinarritutako erregelatan ikasitako sistemarekin lortutako corpus
sasi-etiketatua, eta EPEC-KORREF corpusa konbinatuz emaitza hobeak espero direlako.
Modu horretan, KEa automatikoki etiketatuta duten bi corpus sortu dira: Elhuyar
Web corpusa (ikus 3.1.2. atala) eta Elhuyar QTleap corpusa (3.1.3. atala), SE1 eta SE2
hurrenez hurren.
Sasi-etiketatzearekin egin den lehen esperimenturako (esp3), ausazko esaldi-parekaketa
eginda duen EPEC-KORREF eta sasi-etiketatutako Elhuyar Web corpusa elkartu eta ikas-
ketarako erabili dira (39K sekuentzia). Aurreko esperimentuetako Transformer arkitektu-
ra eta hiper-parametro berdinak mantendu dira. Datu horietatik ikasita, 1. esperimen-
tuko (EU) emaitzak hobetu diren arren, EPEC-KORREF corpusarekin ausazko esaldi-
parekaketa egindakoaren (esp2, +AEP) antzekoak dira lortutako emaitzak (13. taula).
Hurrengo esperimenturako (esp4), EPEC-KORREF eta sasi-etiketatutako Elhuyar Web
corpusa elkartu dira ikasketarako, bi corpusetan ausazko esaldi-parekaketa egin ondoren.
Hori eginda, ikasketarako instantzia kopurua asko handitu da (591K sekuentzia), eta emai-
tzak askoz hobeak dira, 13. taulan ikus daitekeen moduan. Aipamen-detekzioan 42 puntu-
ko hobekuntza, eta CoNLL metrikan 22 puntukoa lortu dira. Hala ere, Transformerrak me-
trika gehienetan hobekuntza handiak izan dituen arren, MUC metrikak adierazten duenez,
korreferentzia-erlaziorik ez du sortzen. Hori, datu-gehikuntzako hurbilpen ezberdinekin
sortutako sekuentzietan, korreferentzia-erlazio oso gutxi daudelako izan daiteke.
Jarraian, esperimentu berri batean (esp5), EPEC-KORREF (+AEP) eta sasi-
etiketatutako Elhuyar QTleap corpusa elkartu dira (521K sekuentzia). Corpus handiagoa
erabiltzearekin batera, jatorri-sekuentzien hiztegia ere handitu egin da, eta hiztegi hori
mugatu den arren (70K), batch tamaina erdira murriztu behar izan da, ikasketa mantso-
tuz, eredua GPUaren memorian sartzeko. Hori eginik, laugarren esperimentuko antzeko
emaitzak lortu dira, puntu t’erdiko irabaziarekin (ikus 13. taula).
Sasi-etiketatzearen atal honetan egin den azken esperimentuan (esp6), EPEC-KORREF
(+AEP), sasi-etiketatutako Elhuyar Web corpusa (+AEP) eta sasi-etiketatutako Elhuyar
QTleap corpusa elkartu dira (1,1M sekuentzia). Euskararako eskura ditugun corpus guztiak
elkartuta, aurreko esperimentuetan baino emaitza hobeak lortu dira, CoNLL metrikan 4
puntuko hobekuntzarekin.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp1 (EU) 3,64 0 2,75 3,59 3,92 0,04 2,11 2,23
esp2 (EU+AEP) 6,27 0 4,56 6,00 5,90 0,18 3,09 3,49
esp3 (SE1) 6,54 0 5,07 6,41 6,54 0,24 3,72 3,87
esp4 (SE1+AEP) 48,83 0 38,74 37,82 39,03 12,36 25,45 25,92
esp5 (SE2) 52,88 0,36 41,60 39,38 40,32 14,55 26,49 27,43
esp6 (SE) 60,75 0,53 47,84 44,02 45,70 18,83 30,41 31,35
Taula 13: Datu gehikuntza: sasi-etiketatzearen (SE) emaitzak.
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Datu gehikuntzaren bitartez, eredua ikasteko erabilitako sekuentzia kopurua handi-
tzearekin batera emaitzetan hobekuntzak lortu dira. EPEC-KORREF corpusean ausazko
esaldi parekaketa eginda (esp2) eta Elhuyar Web corpusa sasi-etiketatua gehituta (esp3),
emaitzetan hobekuntza txikia lortu den arren, datu-gehikuntzarako bi teknikak konbina-
tzean (esp4), ikasketarako datu-kopurua handitzearekin batera, lehen aldiz, emaitzetan
igoera handiak lortu dira (aipamen-detekzioan 45 puntuko igoera, eta CoNLL metrikan
23koa). Antzeko emaitzak lortu dira EPEC-KORREF corpusaz gain sasi-etiketatutako
Elhuyar QTleap corpusa erabiltzean (esp5). 4. eta 5. esperimentuetako ikasketarako da-
tuak elkartuz, igoera nabarmen bat lortu da, aipamen-detekzioan 60,75 puntuko F1 balioa
lortu da eta CoNLL metrikan 31,35 puntuko F1 balioa.
4.3.3 7. esperimentua: hizkuntza-arteko ikasketa
Sasi-etiketatutako corpusarekin, datu kopurua handitu dugu. Baina, sarrerako jatorri-
sekuentzien kalitatea ona izan arren, helburu-sekuentziari dagokion sekuentziak kalitate
eskasa dute, automatikoki lortutakoak baitira. Transformerrak helburu-sekuentziak sortze-
ko duen gaitasuna hobetzeko asmoz, baliabide gehiagoko beste hizkuntza bateko corpusak
ere ikasketarako erabiltzea aztertu da.
Ingelesezko corpusak askoz ere handiagoak izanik, PreCo corpusa aukeratu da, corpus
handia delako, singletonak ere etiketatuak dituelako (CoNLL-2012k ez bezala), eta corpusa
eskuraerraza delako.
Beste hizkuntza bateko corpusetik euskararako korreferentzia-ebazpena ikasi ahal izate-
ko, lehenik erdarazko corpusa itzulpen automatikoa erabiliz euskaratzea aztertu da. Hur-
bilpen hori, ordea, ez da bideragarria, esaldiak osorik itzuliz gero, testuak korreferentzia-
ebazpenari dagokion etiketekin duen lerrokatzea hautsiko litzatekeelako. Esaldien itzulpe-
na aipamenen mugak errespetatuz zatika egitea, berriz, ez da lan erraza.
Gaur egun, neurona-sareetan elearteko hurbilpenetan, elearteko hitz-bektoreak, edota
elearteko hizkuntza ereduak erabiltzen dira. Lan honetarako, halaber, etorkizunean bide
hori jorratzeko asmoa dagoen arren, master amaierako lan honetan ingelesezko corpusa bere
horretan erabili da, elearteko aurre-ikasitako hitz-bektore edo hizkuntza ereduen azterketa
etorkizunerako lanerako utziz.
Ingelesezko corpusa, 6. esperimentuan erabilitako sasi-etiketatutako euskarazko cor-
pusekin (SE1 eta SE2) eta EPEC-KORREF corpusarekin (+AEP) konbinatu da (1,2M
sekuentzia). Bi hizkuntzetako hiztegiak konbinatu ahal izateko, neurona-sarearen hiztegia-
ren tamaina handitu egin da, eta eredua memorian sartu zedin batch tamaina 64ra txikitu.
Horrela, 14. taulan ageri diren emaitzak lortu dira. Euskarazko datu gehikuntzarekin soilik
baino emaitza hobeak lortu dira metrika guztietan, hala ere, elearteko sistema, oraindik ez
da gai korreferentzia-erlazioak zuzen lotzeko.
4.4 8. esperimentua: BPE segmentazioa
Sasi-etiketatzearen atalean dagoeneko Transformerraren sarrerako testuaren hiztegia mu-
gatu behar izan da, eredua GPUaren memorian sartu ahal izateko. Irteerako sekuentzien
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esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp6 (SE) 60,75 0,53 47,84 44,02 45,70 18,83 30,41 31,35
esp7 (SE+EN) 64,41 1,61 50,92 46,46 48,25 21.68 32,47 33,59
Taula 14: Datu gehikuntza: sasi-etiketatuari (SE), ingelesezkoa (EN) gehituta lortutako
emaitzak.
etiketen hiztegiarekin ez da arazorik egon, kopuruz mugatuagoak dira eta. Bi hizkuntze-
tako corpusetatik aldi berean ikastean, hiztegia handitu da, bi hizkuntzetako hiztegia ikasi
ahal izateko. Hori egiteak memoria gehiago eskatzen du, baina hizkuntzaren prozesamen-
duko beste ataza batzuetan egin ohi den moduan, hiztegi zabalagoa barne hartzeko, BPE
segmentazioa erabil dugu.
BPE (Byte Pair Encoding) teknikak (Sennrich et al., 2016b), testuko hitzak segmen-
tuetan banatzen ditu, testuko hiztegi osoa ikasteko aukera emanez. BPE segmentazioak,
euskara bezalako hizkuntza eranskarien kasuan, emaitza hobeak ematen ditu, hitz barruko
lema eta atzizkiak bereizteko gai delako (nahiz eta maiztasun handieneko konbinazioak
osorik azalduko diren).
BPE segmentazioa, itzulpen automatikoa bezalako atazetan sarrerako zein irteerako
hiztegiei aplikatzen zaie. KEerako sekuentziatik sekuentziarako hurbilpen honetan, ordea,
irteerako hiztegia (korreferentzia-etiketak) handiegia ez denez, sarrerako testuan soilik apli-
katzea erabaki da. Hona BPEk egiten duen hitzen segmentazioaren adibide bat:
Espainiako estatuan , garapen txikiena duten herrialdeen artean
Andaluz@@ ia , Asturias , Kan@@ ariar irl@@ ak , Kantabr@@ ia ,
Gaztela , Valentzia , Extrem@@ adura , Galizia , Murtz@@ ia ,
Ce@@ uta eta Mel@@ illa daude .
Hasiera batean jatorri-sekuentzian BPE aplikatu eta helburu-sekuentzia bere horretan
utzi da, sekuentziatik sekuentziarako atazetan ohikoa da eta luzera ezberdinetako sekuen-
tzia bikoteak lantzea. Egin diren esperimentuetan ordea, BPE aplikatu gabekoetan baino
emaitza nabarmen okerragoak lortu dira. Hori, jatorri-sekuentziako hitzak banatzean, eta
helburu-sekuentziak bere horretan uztean, haien arteko lerrokatzea galdu delako gertatu
dela ondorioztatu da. Horregatik, helburu-sekuentziei, jatorri-sekuentziei dagokien bana-
keta berdina aplikatu zaie:
BPE gabe:
... Kanariar irlak , Kantabria ...
(1 1) _ (2)
BPErekin:
... Kan@@ ariar irl@@ ak , Kantabr@@ ia ...
(1 _ _ 1) _ (2 2)
Helburu-sekuentziei jatorri sekuentzien banaketa berdina aplikatzean, lerrokatuta gera-
tzen dira, eta Transformerrak hobeto ikasten du sekuentziatik sekuentziarako ataza. Datu
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gehikuntzako teknika guztiak (ausazko esaldi parekaketa, sasi-etiketatzearena eta elearte-
koa) konbinatzen dituen esperimentuari BPE segmentazioa aplikatu zaio.
BPE segmentazioa ikasteko, euskarazko eta ingelesezko corpusak nahastu dira, baina
euskarazkoari pisu handiagoa eman zaio. Euskara hizkuntza eranskaria izanik, ingelesak
baino hiztegi zabalagoa du, eta corpus ez orekatuaren gainean BPE segmentazioa ikasita,
hiztegi komunean bi hizkuntzak neurri berean ikastea bultzatzen da horrela. Guztira 50.000
segmentuko hiztegia ikasi da. BPE segmentazioa hori zazpigarren esperimentuari aplikatuz
lortutako emaitzak 15. taulan daude.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp7 64,41 1,61 50,92 46,46 48,25 21.68 32,47 33,59
esp8 (+BPE) 71,89 2,76 56,69 50,75 53,39 26,55 36,11 37,61
Taula 15: BPE segmentazioarekin lortutako emaitzak.
Lehenengo esperimentuan euskararako lortutako emaitzetatik 35 puntuko igoera lortu
da datu gehikuntzako teknikak eta BPE segmentazioa aplikatuta. Hala ere, ikasitako
eredua korreferentzia-kateak zuzen lotzeko gai ez dela ikusita, ez da sekuentzien esaldi
kopuru handituta probarik egin. Esaldi bikoteen barnean, korreferentzia-ebazpena egiten
ez denean, esaldiz kanpoko loturak lotzerik ez baitago.
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5 Emaitzak
5.1 Metrikak
Korreferentzia-ebazpenean, sistema automatikoak itzulitako erantzunak urre-patroiarekin
konparatzen dira ebaluatzeko. Korreferentzia-ebazpenerako sistemen kalitatea neurtzeko,
eta sistema ezberdinen arteko konparaketa egin ahal izateko ebaluazio metrika ezberdinak
erabili dira azken hamarkadetan. Proposatutako metrika berriek, aurretik proposatutakoen
gabeziak konpontzeko helburua dute.
Gaur egun, KEaren atazan sistemak ebaluatzeko honako metrika hauek erabiltzen dira:
MUC (korreferentzia-loturetan oinarritua, Vilain et al. (1995)), B3 (aipamenetan oinarri-
tua, Bagga eta Baldwin (1998)), CEAFe (φ antzekotasuna entitateetan, Luo (2005)) eta
CEAFm (φ antzekotasuna aipamenetan, Luo (2005)), BLANC (korreferentzia-loturak eta
ez-loturak erabiliz, Recasens eta Hovy (2011)) eta LEA (entitateak eta hauen garrantzia
erabiliz, Moosavi eta Strube (2016)).
MUC, B3 eta CEAFe neurrien batezbesteko aritmetikoa den CoNLL neurria ere (Denis
eta Baldridge, 2009) ohikoa da korreferentzia-ebazpenerako sistemen kalitatea neurtzeko
eta konparatzeko.
Neurona-sareak itzulitako sekuentziak dokumentu mailan elkartu ondoren, KEeko me-
trika nagusi horiek biltzen dituen erreferentziazko tresna (Pradhan et al., 2014) erabili da
sistema ebaluatzeko.
5.2 Garapenean lortutako emaitzak
Korreferentzia-ebazpenerako eraikitako Transformerra euskarazko eta ingelesezko corpu-
sekin entrenatu da lehen bi esperimentuetan (esp0 eta esp1). Ingeleserako PreCo corpu-
sa (12,5M hitz) erabili da ikasketarako, euskararako, berriz, tamaina txikiagoko EPEC-
KORREF corpusa (27K hitz).
Bi hizkuntzen kasuan emaitzak garapeneko atalean kalkulatu dira, 16. taulan daude
ikusgai. Ingelesez, lortutako emaitzak nahiko onak dira, Transformer ereduak aipamenak
detektatu eta korreferentzia-ebazpena kasu gehienetan zuzen egiten du. Korreferentzia-
ebazpena egiteko gai da sistema, baina oraindik, goi-sabaitzat hartu den N=2rekin lortu
zitekeen emaitza hoberenetik 13 puntura dago CoNLL metrikan. Gainera, distantzia luzeko
korreferentzia-kateak lotu gabe geratu dira, N=2 finkatu delako eta ez delako sekuentzien
esaldi kopurua handitu. Beraz, ingeleserako baliabide askorekin hurbilpen hori noraino
irits daitekeen ikertu eta artearen egoerako gainontzeko lanekin konparatuz non dabilen
ikusteko beharra ikusten da.
Euskaraz, aldiz, oso emaitza txarrak lortu dira, eta Transformer ereduak ez du ia ezer
ikasten. Sistema ez da gai aipamen-detekzioa ere egiteko, eta metrika bakar batean ere, ez
da lau puntura iristen.
Esperimentu horietatik ateratako ondorio garbiena da, euskararako daukagun corpu-
sa baino askoz ere handiagoa behar dela hurbilpen hau KEean erabiltzeko. Euskararako
KEerako horrelako corpus handi bat etiketatzeak, ordea, kostu handia izango luke. Horre-
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Sistema AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp 0 (EN) 87,52 45,13 66,50 59,04 65,61 44,17 51,52 59,08
esp 1 (EU) 3,64 0 2,75 3,59 3,92 0,04 2,11 2,23
Taula 16: KEerako ingeleserako (esp0) eta euskararako (esp1) lortutako emaitzak.
gatik, lan honetan datu-gehikuntzarako hainbat ideia proposatu dira, batzuk etorkizuneko
lanerako utziz.
Datu-gehikuntzaren atal horretan, lehenik EPEC-KORREFeko esaldiak dokumentuko
gainontzeko guztiekin elkartu dira. Horrela corpus sintetiko handiagoa lortu da. Honek
emaitzak hobetu dituen arren, oraindik oso baxuak dira (ikus 17. taula, esp2). Aipamen-
detekzioan 3 puntutik 6 puntura igo da, eta honek metrika guztien igoera ekarri du, MUC
metrikaren salbuespenarekin. MUCek 0 F1 balioa izateak, korreferentzia-erlaziorik ez dela
lotu adierazten du.
Jarraian, sasi-etiketatzearen bidea jorratu da. Horretarako, automatikoki etiketatutako
Elhuyar Web Corpusa (360K hitz) eta Elhuyar QTleap corpusa (10M hitz) erabili dira.
EPEC-KORREF corpusa eta sasi-etiketatutako Elhuyar Web Corpusa corpusaren (SE1)
gainean ikasketa egin ondoren, ausazko esaldi parekaketarekin lortutako antzeko emaitzak
lortzen dira 17. taulan ikus dezakegunez (esp3).
Laugarren eta bosgarren esperimentuetan, SE1 ausazko esaldi parekaketaren (AEP)
konbinatuta edo, Elhuyar QTleap corpusa (SE2) erabiliz, ikasketarako sekuentzia kopu-
rua miloi erdira handituz, emaitza hobeak lortzen hasi gara. Sistemek aipamen-detekzioa
egiten ikasi dute, 48,83 eta 52,88 puntu lortuz, eta honek eraginda, metrika gehienetan,
hobekuntza handiak lortu dira, CoNLL metrikan barne: 25,92 puntuko F1 balioa (esp4)
eta 27,43 puntukoa (esp5) lortu dira, hurrenez hurren. Metrika gehienetan aurreko espe-
rimentuekin konparatuz hobekuntza nabarmena lortu den arren, MUC metrikan oso balio
baxua lortzen da, eta, beraz, sare neuronala korreferentzia-erlazioak lotzeko gai ez de-
la esan genezake. Hori, sasi-etiketatutako eta artifizialki handitutako corpusak aipamen
erlazio oso gutxi dituelako da. 4. eta 5. esperimentuetan erabilitako corpusak konbina-
tuz (SE1+AEP + SE2), milioitik gora ikasketarako sekuentziekin entrenatu da eredua 6.
esperimentuan (esp6). Horrela, 17. taulan ikus dezakegunez, datu gehikuntzaren atale-
ko emaitzarik onenak lortu dira aurreko esperimentuetan erabilitako corpusak konbinatuz
(EU+AEP + SE1+AEP + SE2). Aipamen-detekzioan 60,75 puntu lortu dira, eta CoNLL
metrikan 31,35 puntu. Hala ere, aurreko esperimentuen emaitzetan bezalaxe, MUC metri-
kak korreferentzia-loturarik ia ez dela sortzen adierazten digu.
Euskararako korreferentzia-ebazpena helburu izanik ere, sistemak ingeleseko corpuse-
tik helburu-sekuentzietan etiketak zuzen sortzen ikas zezakeelakoan behintzat, euskarazko
sasi-etiketatutako corpusari, ingelesekoa gehitu zaio. Elearteko ikasketa gehituta, metrika
guztietan hobekuntzak lortu dira (ikus 17. taula), CoNLL metrikan pare bat puntukoak.
Gainera, MUC metrikan gora egin du 0,5etik 1,6ra, askorik ez izan arren, ingeleseko cor-
pusean aipamenak korreferentzia-kate ugari daudenez, euskarazkoan ere aipamenen arteko
korreferentzia-lotura gehiago sortzen dira.
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esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp1 (EU) 3,64 0 2,75 3,59 3,92 0,04 2,11 2,23
esp2 (+AEP) 6,27 0 4,56 6,00 5,90 0,18 3,09 3,49
esp3 (SE1) 6,54 0 5,07 6,41 6,54 0,24 3,72 3,87
esp4 (SE1+AEP) 48,83 0 38,74 37,82 39,03 12,36 25,45 25,92
esp5 (SE2) 52,88 0,36 41,60 39,38 40,32 14,55 26,49 27,43
esp6 (SE) 60,75 0,53 47,84 44,02 45,70 18,83 30,41 31,35
esp7 (SE+EN) 64,41 1,61 50,92 46,46 48,25 21.68 32,47 33,59
Taula 17: Datu gehikuntzako esperimentuekin lortutako emaitzak.
Azkenik, datu gehikuntzan sasi-etiketatutako corpusa erabiltzeak, eta batez ere ikaske-
tarako bi hizkuntza erabiltzeak sarrerako hiztegia asko handitu du. Horri aurre egiteko,
hizkuntzaren prozesamenduko hainbat atazatan erabiltzen den BPE segmentazioa erabili
da, testuko hitzen segmentazioa eginez, segmentu-hiztegi mugatu batekin testuko hiztegi
osoa barne hartzeko. BPE teknikak gainera oraindik eta onuragarriagoak dira euskara
bezalako hizkuntza eranskarietan, lemak eta morfemak hobeto tratatzen laguntzen duela-
ko. Datu gehikuntzako konbinazio onenari (esp7) BPE segmentazioa gehituta, 18. taulan
ikusgai dauden emaitzak lortu dira. Metrika guztietan hobekuntzak lortu dira, aipamen-
detekzioan 7 puntuko igoera egon da, MUC metrikan puntu batekoa, eta gainontzekoetan
4-6 puntukoa. Horrela aipamen-lotura gehiago sortzen diren arren, oraindik ere MUC me-
trika ez da 3 puntuko F1 baliora iristen, eta hori, aurrez datu gehikuntzan aipatu bezala,
datu gehikuntzarako erabilitako teknikek, helburu-sekuentzian korreferentzia-kate gutxiko
sekuentziak sortu dituztelako, eta bertatik ikasi dugulako.
esperimentua AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
esp7 64,41 1,61 50,92 46,46 48,25 21.68 32,47 33,59
esp8 (+BPE) 71,89 2,76 56,69 50,75 53,39 26,55 36,11 37,61
Taula 18: BPE segmentazioa eginda lortutako emaitzak.
5.3 Azken sistemaren ebaluazioa
Euskararako egindako esperimentu guztietan EPEC-KORREF corpusaren garapen ata-
la erabili da emaitzak lortu eta hurbilpen ezberdinak konparatzeko. Gainera, ikasketa
noiz gelditu erabakitzeko (early stopping) ere garapenen atal hori erabili da. Esperimen-
tu guztien ondoren, ondoen dabilen corpus eta tekniken konbinazioa aukeratu da (esp 8),
EPEC-KORREF corpuseko ebaluazio atalarekin probatzeko. Sistema horri tex2kor izena
jarri diogu eta horrekin lortutako emaitzak 19. taulan ikus daiteke. Garapenean eta eba-
luazioan lortutako emaitzak antzekoak dira; aipamen-detekzioan 2 puntu gutxiago lortzen
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ditugun arren, CoNLL metrikan puntu erdiko aldea dago soilik. Beraz, lan honetan eus-
kararako korreferentzia-ebazpenerako sekuentziatik sekuentziarako tex2kor hurbilpenean
CoNLL metrikan 37,14 puntuko F1 balioa lortu da.
azpi-corpusa AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
garapena (esp8) 71,89 2,76 56,69 50,75 53,39 26,55 36,11 37,61
ebaluazioa (tex2kor) 69,53 2,67 55,60 50,59 53,16 24,33 37,07 37,14
Taula 19: Tex2kor sistemarekin lortutako emaitzak EPEC-KORREF corpuseko garapen
eta ebaluazio azpi-ataletan.
Jarraian, inferentzian Transformer ereduak itzulitako sekuentzia bat dugu ikusgai,
tex2kor sistemak KEaren atazan zer nolako emaitzak lortzen dituen metriketatik at az-
tertzeko.
jatorria = BAI Marokoko Gobernuak bai Fronte Pol@@ is@@ arioak
helburua = _ (1 1) _ (2 _ _ 2)
iragarpena = _ (1 1) _ (2 _ _ 2)
Mendebaldeko Saharako gatazka autodetermin@@ azioari buruzko erreferendu@@ m batekin
(3 _ 3) (4|(5 5) _ _ _ 4)
_ _ (3 _ 3) _ _ _ (4)
konpontzea hitzartu zuten hamarkada hasieran . Nazio Batuen Erakundea izan zen
_ _ _ (6 6) _ (7 _ 7) _ _
_ _ _ (5 5) _ (6|(7) _ 6) _ _
bitartekari eta hark hartu zuen prozesua zaintzeko ardura .
(7) _ (7) _ _ (8|(9) _ 8) _
(8 _ 8) _ _ (9) _ _ _
Adibidea aztertuta, tex2kor sistemak lehen lerroan korreferentzia-ebazpena zuzen egi-
ten duela ikus dezakegu. Bigarrengoan aldiz, aipamenak egoki detektatzeko ere ez da gai
izan, aipamenen mugak non daudenaren nozioa baduen arren. Hirugarren lerroan behar
baino aipamen bat gehiago (Nazio) sortzen du, baina gainontzekoa zuzen egiten du. Lau-
garren lerroan berriz, aipamen bat zuzen hartzen du, beste bi elkarrekin elkartzen ditu, eta
azkena berriz ez du detektatzen. Horretaz gain, hirugarren eta laugarren lerroen arteko
korreferentzia-erlazioa (Nazio Batuen Erakundea, bitartekari eta hark) ez du lotzen.
Emaitzen azterketa sakonagoa behar izan arren ondorio zuzenak ateratzeko, esan de-
zakegu, eraiki den tex2kor sistemak, korreferentzia-ebazpena, erdizka bada ere, egiteko
gai dela. Aipamen-detekzioan nahiko ondo dabil, aurreko sistemetatik ez oso urrun.
Korreferentzia-erlazioak lotzeari dagokionez, ordea, irteerako adibideek eta MUC metri-
kak adierazten duten moduan, sistema ez da gai korreferentzia-kateak zuzen sortzeko.
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5.4 Emaitzen konparaketa
Transformer arkitektura erabilita sekuentziatik sekuentziarako eraiki den sistemak
(tex2kor), artearen egoerako gainontzeko sistemekin konparatuz emaitza eskasak lortu di-
tu (ikus 20. taula). Erregelatan (Soraluze et al., 2019), ikasketa automatikoan (Soraluze
et al., 2017a) eta ikasketa sakonean (Urbizu et al., 2019b) oinarritutako euskararako KEe-
rako orain arteko sistemek, erregelatan oinarritutako aipamen-detektatzailea darabilte (F1
73,79). Lan honetan, berriz, aipamen-detekzioa burutzen ere ikasi da; aurreko sistemarekin
konparatuz erregelatako aipamen-detektatzaileak baino 4 puntu gutxiago lortzen ditu (F1
69,53). Korreferentzia-ebazpenari dagokionez, CoNLL metrikan, aurreko hiru sistemek bai-
no emaitza baxuagoak lortu dira (F1 37,14), sistema neuronalarekin konparatuz, 4 puntu
gutxiago lortu dira (LEA metrikan 2 puntuko hobekuntza lortu den arren) eta erregelatan
oinarritutako sistemarekin konparatuz, tex2kor sistemak 19 puntu gutxiago lortu ditu.
Sistema AD MUC B3 CEAFm CEAFe BLANC LEA CoNLL
Soraluze et al. (2019)1 73,79 42,95 62,97 61,56 62,04 43,48 49,26 55,98
Soraluze et al. (2017a)2 73,79 40,98 61,66 59,82 60,00 43,48 45,97 54,21
Urbizu et al. (2019b)3 73,79 9,32 58,40 53,28 55,87 29,41 35,79 41,20
tex2kor 69,53 2,67 55,60 50,59 53,16 24,33 37,07 37,14
1erregelatan oinarritua 2ikasketa automatikoan oinarritua 3ikasketa sakonean oinarritua
Taula 20: Euskararako korreferentzia-ebazpenerako sistemen konparaketa. EPEC-
KORREF corpusean lortutako CoNLL metrikaren F1 balioak.
Lan honetan aurkeztutako euskararako KEerako sekuentziatik sekuentziarako hurbilpe-
narekin, tex2kor sistemarekin, espero baino emaitza baxuagoak lortu dira. Hasiera batean,
EPEC-KORREF corpusean soilik ikasiz emaitza txarrak lortzen zirelako, datu gehikuntza-
ko hainbat teknika erabili dira.
Sortutako corpus artifizialetatik testutik korreferentziarako eredua ikasita, 2,23tik 37,61
punturako igoera lortu da CoNLL F1 metrikan. Aplikatutako datu gehikuntzarako teknika
bakoitzarekin eta BPE segmentazioarekin hobekuntza nabarmenak lortu dira. Aipamen-
detekzioan erregelatan oinarritutako sistematik gertu geratu da sistema, 4 puntura, baina
korreferentzia-kateak egoki lotzeko ez da gai tex2kor sistema, eta aipamenak singleton
bezala uzten ditu, MUC metrikan lortutako 2,67 puntuko F1 balioak adierazten duen
bezala. Sasi-etiketaren bitartez sortutako corpus artifizialak berak korreferentzia-kate oso
gutxi dituela etiketatuta izan daiteke emaitza horien arrazoia.
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6 Ondorioak eta etorkizuneko lana
6.1 Ondorioak
Master amaierako lan honetan, korreferentzia-ebazpenaren ataza lantzeko hurbilpen neu-
ronal berri bat aurkeztu da. Orain arteko korreferentzia-ebazpenerako hurbilpenak mul-
tzokatze algoritmo ezberdinetatik eratorriak dira nagusiki, lan honetan, berriz, lehen aldiz,
korreferentzia-ebazpena sekuentziatik sekuentziarako ataza modura lantzea planteatzen da.
Horretarako hizkuntzaren prozesamenduko sekuentziatik sekuentziarako hainbat atazatan
arrakastaz erabili den Transformer arkitektura erabili da.
Transformer arkitektura erabiltzeak dokumentu osoak sekuentzia bakar modura lantze-
ko memoria arazoak dakartzanez, korreferentzia-ebazpenerako dokumentuak sekuentziatan
zatitzeko eta inferentziaren ostean berriro elkartzeko algoritmo bat aurkeztu da. Algorit-
mo horretan, dokumentua zer luzeratako sekuentzietan banatzeak emaitzetan duen eragina
aztertu da.
Arkitekturaren bideragarritasuna aztertu asmoz, korreferentzia-ebazpenerako diseina-
tutako sekuentziatik sekuentziarako hurbilpen hori, ingeleserako probatu da. PreCo cor-
pusean lortutako emaitzak nahiko onak dira, CoNLL metrikan 59,08 puntuko F1 balioa
lortu da, eta eredua gai dela korreferentzia-ebazpena egiteko ondorioztatzera eraman gaitu.
Tratatu diren sekuentzien luzera (2 esaldi) handitu ahala eta BPE segmentazioa aplikatuz
edota aurre-ikasitako beste ereduren batekin konbinatuz, emaitza hori hobetzeko tartea
dagoela aurreikusten da.
Hurbilpena bera euskararako EPEC-KORREF corpusean soilik ikasketa egiteko erabi-
lita, berriz, oso emaitza txarrak lortu dira, CoNLL metrikan 2,23 puntuko F1 balioa. En-
trenatutako Transformer eredua ez da gai ataza ikasteko. Lortutako emaitzak corpusaren
tamaina txikiak eragindakoak direla ondorioztatu da, bi hizkuntzen arteko ezberdintasunak
tamaina berdineko corpusarekin entrenatu balira, ez luke-eta handiegia izan behar.
Lan honek Euskararako korreferentzia-ebazpena duenez helburu, euskararako ikaske-
tarako corpusa handitzeko datu gehikuntzako hainbat teknika aplikatu dira. Ikasketa-
rako jatorri-helburu sekuentzia bikote gehiago izateko, ausazko esaldi parekaketa, sasi-
etiketatutako corpusak, eta hizkuntza arteko ikasketa landu dira. Ondoren, landutako
hurbilpen bakoitzak emaitzen hobekuntza nabarmena ekarri du; datu gehikuntzako hiru
teknikak konbinatuz, emaitzak hobetzea lortu da, CoNLL metrikan 33,59 puntuko F1 ba-
lioa lortuz. Transformer ereduak aipamen-detekzioa egiten ikasi du, (64,41 F1), baina MUC
metrikan lortutako balio baxuak sistemak korreferentzia-kateak sortzeko arazoak daudela
adierazten du.
Datu gehikuntzako konbinazio onena ematen duen sistemari BPE hitzen segmenta-
ziorako teknika aplikatuz, emaitzak hobetzea lortu da, aipamen-detekzioan 71,89 pun-
tu eta CoNLL metrikan 37,61 puntuko F1 balioa lortuz. Sistemak aipamenen arteko
korreferentzia-kateak behar bezala sortu gabe jarraitzen duen arren, aipamen-detekzioan
emaitza onak lortzen ditu.
Garapenean ikasketarako sasi-etiketatutako eta ingelesezko corpusak gehitzeak eta BPE
segmentazioa aplikatzeak, 2 puntutik 37 punturainoko hobekuntza ekarri dute CoNLL
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metrikan.
Korreferentzia-ebazpenerako sekuentziatik sekuentziarako Transformerra darabilen eus-
kararako tex2kor sistemak, EPEC-KORREFen ebaluazio ataleko corpusean CoNLL metri-
kan 37,14 puntu lortzen ditu, garapenerako atalarekin lortutakoaren antzekoak. Lortutako
emaitzak aurreko sistemekin lortutakoak baino nabarmen baxuagoak dira. Tex2kor siste-
mak aipamen-detekzioa nahiko ondo egin arren, MUC metrikak adierazten duen moduan,
sistema ez da gai korreferentzia-kateak zuzen lotzeko, eta aipamen gehienak singleton mo-
duan uzten ditu. Hori, Transformer ereduaren ikasketan erabilitako corpusak etiketatuta
korreferentzia-erlazio gutxi dituelako gertatu dela ondorioztatu da, datu gehikuntzarako
erabilitako corpusen kalitateak eraginda.
6.2 Etorkizuneko lana
Etorkizunerako lanen artean, lehenik eta behin, korreferentzia-ebazpenerako hurbilpena
ingelesa bezalako baliabide askoko hizkuntza batetan sakonki ikertu nahi da. Horretara-
ko ARRAU (Uryupina et al., 2020) eta CoNLL-2012 corpusak erabiltzeko asmoa dago,
lortutako emaitzak artearen egoerako gainontzeko sistemekin konparatu ahal izateko.
Horretaz gain, hemen planteatzen den sekuentziatik sekuentziarako hurbilpena, aurre-
ikasketa ez-gainbegiratuko ereduekin konbinatu nahi da (BERT (Devlin et al., 2019), ...),
eredu hauek korreferentzia-ebazpena modu ez-gainbegiratuan ikasteko gai direla jakina da
eta (Clark et al., 2019; Tenney et al., 2019).
Euskarari dagokionez, lortutako emaitzetan, aipamen-detekzioaren azpi-atazan nahiko
emaitza onak lortu dira, sistemarik onenetik 4 puntutara geratuz. Hemen aurkeztutako
hurbilpen bera korreferentzia-ebazpenerako beharrean aipamen-detekziorako landuz emai-
tzak hobetu litezkeen aztertu nahi da. Sasi-etiketatutako corpusaren aipamen-detekzioaren
etiketatzea kalitate onekoa da; korreferentzia-etiketetatik klusterrei dagokien zenbakiak
kenduta eta parentesiak soilik utziz, helburu-hiztegi txikiagoa izango genuke, eta honek
aipamen-detekzioa ikastea erraztuko luke.
Euskararako korreferentzia-ebazpenari dagokionez, sasi-etiketatzearen bidetik, bes-
te saiakera bat egin nahi da, erregelatan oinarritutako euskararako korreferentzia-
ebazpenerako sistemarekin (Soraluze et al., 2019). Lan honetan tresna horrekin sasi-
etiketatu den corpusa baino corpus handiago bat eraiki nahi da. Testu garbiagoa, do-
meinu berekoa eta dokumentuka antolatua dagoena oinarri hartuz, kalitate altuagoz sasi-
etiketatutako corpus batetatik korreferentzia-ebazpena ikastea errazagoa izango delakoan
gaude. Bestalde, ereduak aipamen-loturak sortzera bultzatzeko, esaldiak norbere burua-
rekin elkartuta (tartean ausazko esaldiak sartuz, agian, zarata sartzearren) sortutako se-
kuentziak erabiltzea aztertu nahi da. Teknika sinplea izan arren, ikasketarako sekuentzietan
aipamen-lotura gehiago egotea ekarriko luke.
Bestalde, ingeleserako bezala, euskararako ere aurre-ikasitako ereduekin konbinatzeak
(izan Transformerraren kodetzailean txertatuta, edota hitz-bektore modura) emaitzak ho-
betuko lituzkeela espero da. Gainera, aurre-ikasitako ereduak jatorri-sekuentziak kodetze-
ko erabiltzeak, elearteko eredu bat ikasteko aukera emango luke, ingelesaz gain gaztelania,
frantsesa edo beste edozein hizkuntzetatik ikasiz, deskodetzaileak ikasi beharreko ataza
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komuna delako hizkuntza guztietan. Elearteko hurbilpen honek euskara bezalako baliabi-
de gutxiko hizkuntzetan korreferentzia-ebazpena sare neuronalen bitartez lantzeko bidea
emango lukeela uste da.
Aurre-ikasitako eredu ez-gainbegiratu hauek ingeleserako korreferentzia-ebazpenerako
sistemetan txertatuak daude dagoeneko, eta lan honetan aurkeztutako hurbilpena ere,
BERT (Devlin et al., 2019), SpanBERT (Joshi et al., 2019a), RoBERTa (Liu et al., 2019),
aurre-ikasitako transformer eleanitza (Liu et al., 2020), eta antzekoekin elkartzeko apro-
posa dela uste da, guzti horiek, auto-kodetzaile, edo kodetzaile-deskodetzaile arkitekturak
dituztelako.
Horretaz gain, hurbilpen honek izan dezakeen arazo nagusiari, sekuentzien luzera mu-
gatu beharrari, aurre egiteko, sparce-attention (Child et al., 2019), transformer-XL (Dai
et al., 2019) eta Reformer (Kitaev et al., 2020) bezalako arkitekturak aztertzeko asmoa da-
go. Horiekin, sekuentzien luzera maximoak luzatu eta dokumentuak zatitzea saihestu edo
horren eragina murriztuko genuke, zatitze-elkartze algoritmoak dakarren galera txikituz.
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