Abstract The paper presents propagation rules that are common to the minimum constraint family and to the number of distinct values constraint family. One original contribution is to provide a geometrical interpretation of these rules that can be used by a generic sweep pruning algorithm. Finally one practical interest of the paper is to describe an implementation of the number of distinct values constraint. This is a quite common counting constraint that one encounters in many practical applications such as timetabling or frequency allocation problems.
Introduction
The purpose of this paper is to present propagation rules for the minimum constraint family that was introduced in [1] . The minimum constraint family has the form
,.., , , minimum 1 where M is a variable, r is an integer value ranging from 0 to 1 − n , and { } n V V ,.., 1 is a collection of variables. Variables take their value in a finite discrete set of items. The constraint holds if M corresponds to the item of rank r according to a given total ordering relation ℜ between the items assigned to variables n V V ,.., 1 1 . If there is no such item of rank r , M takes the maximum possible value over all items. Relation ℜ is defined in a procedural way by the following functions that will be used in order to make our propagation algorithms generic: − min_item returns an item that corresponds to a value that is less or equal than all items that can be taken by variables n V V ,.., 1 , − max_item returns an item that corresponds to a value that is greater or equal than all items that can be taken by variables Defining a member C of the minimum constraint family will be achieved by providing the previous set of functions for the total ordering relation ℜ that is specific to constraint C. This has the main advantage that one can introduce a new member of the family without having to reconsider all the propagation algorithms. The complexity results about the algorithms of this paper assume that all functions used for defining ℜ are performed in O(1).
The next section presents some instances of the minimum constraint family. Sections 3 and 4 present two algorithms that are used several times by the different pruning algorithms. These algorithms provide a lower bound for the minimum number of distinct values and for the ( ) 1 + r th smallest distinct value. Section 5 shows how to reduce the domain of variable M , while Section 6 explains how to shrink domains of variables n V V ,.., 1 . Section 7 shows how to reinterpret the deduction rules of the previous section in order to define the minimum constraint family in terms of forbidden regions [2] . Finally, the last section indicates how to use the algorithms of this paper in order to implement the propagation for the number of distinct values constraint.
The minimum Constraint Family
This section lists some instances of the minimum constraint family and provides the corresponding functions, which define the total ordering relation ℜ , for two of the specified instances. . and y . indicate respectively the first and second attribute of a pair, while MIN_Y and MAX_Y are the minimum and maximum value for the y . attribute. MININT and MAXINT correspond respectively to the minimum and maximum possible integers. min_var( V ) (respectively max_var( V )) returns the minimum (respectively maximum) value of the domain variable V . remove_val_var( V , I ) removes value I from variable V . adjust_min_var( V , I ) (respectively adjust_max_var( V , I )) adjusts the minimum (respectively maximum) value of variable V to value I . will be strictly greater than the quantity ndistinct returned by the algorithm. This is because we would get ndistinct+1 pairwise non-intersecting variables: the "ndistinct" The complexity of lines 1 to 21 is still in O( n ), while the complexity of lines 22 to 29 is proportional to the number of values we remove from the domain of variables n U U ,.., 1 . If we run this algorithm on the example of Figure 1 , we get three intervals kinf [1] ..ksup [1] , kinf [2] ..ksup [2] and kinf [3] ..ksup [3] that respectively correspond to 1..1, 3..3 and 4..5. The lower and upper limits of interval 1..1 were respectively obtained by the minimum value of 5 U (see lines 14,15: 5 U is a variable for which ( ) ( ) 3 min max 6 5 = < U U ) and the maximum value of 2 U (see line 16). From this we deduce that, if we don't want to have more than three distinct values, all variables 9 1 ,..,U U should be greater or equal than 1, less or equal than 5, and different from 2. according to the following priority rule: we select the variable with the smallest minimum value and with the minimum largest value in case of tie (line 6). The key point is that at iteration k we consider the minimum value of all remaining variables to be at least equal to the (k-1) th smallest value min produced so far (or to min_item if k=1). When r is equal to 0, the maximum value of M is equal to the smallest maximum value of variables n V V ,.., 
Computing a Lower Bound of the ( )
. We then use a binary search that starts from interval 1..9 and produces the following sequence of queries: − inf=1, sup=9, mid=5;
( )
returns 2 that is less or equal than 11 Some languages such as Prolog for instance offer unification as a basic primitive. If this is not the case then one has to find a way to simulate it. This can be achieved by using equality constraints. 
( ) ( )
V is the set of variables i V that may be less than M (i.e.
is the set of variables i V that may be greater or equal than M (i.e.
V is the set of variables i V that may be greater than M (i.e.
> V denotes the number of variables in > V . We also introduce the four following algorithms that take a subset of variables V of )
is the size of the maximum matching of the following bipartite graph: the two classes of vertices correspond to the variables of V and to the union of values, less or equal than a given limit vmax , of the variables of V ; the edges are associated to the fact that a variable of V takes a given value that is less or equal than vmax ; when we consider only intervals for the variables of V , it can be computed in linear time in the number of variables of V with the algorithm given in [9] . − ( )
,vmax V rune matching_p removes from the bipartite graph associated to V and vmax all edges that do not belong to any maximum matching (this includes values which are greater than vmax ); for this purpose we use the algorithm given in [4] or [8] .
We now restate the deduction rules in the following way: 
Defining the minimum Family Constraint in Terms of Forbidden Regions
In [2] we have introduced a generic geometrical pruning technique that is based on the aggregation of several constraints that share some variables in common. In order to be used, this technique requires defining the set of forbidden regions associated to a constraint. We first recall what a forbidden region is, and then show how to use the pruning rules introduced in the previous sections in order to define the minimum family constraint in terms of forbidden regions. This corresponds to another more indirect way of interpreting and using the pruning rules. For each rule there are two different ways of using it in order to define forbidden regions:
− a first way consists to keep the rule as it is and to construct the forbidden regions associated to the constraint that is enforced in the "then" part of the rule. Since we generally 13 impose inequality or disequality constraints this is straightforward. − a second more indirect way is as follows. Typically, the "if" part of all deduction rules checks that the cardinality of a given set of variables SET is equal to some given fixed number fix . Getting more information about forbidden regions for two variables requires using the rules in an anticipated mode where we trigger the rule one step earlier. and M are reduced. We then try to combine the premise and conclusion of the rule in order to get a forbidden condition involving two variables.
We now restate the deduction rules in terms of forbidden regions. We only consider rules 1 to 3, since rule 4 is similar to rule 2, and rule 5 is similar to rule 3. Parts (A) and (B) of Figure 2 will respectively correspond to the first and second way of defining forbidden regions. 
Translation of rule 2 Figure 3 can be interpreted as follows: if the number of variables that may be less or equal than M is equal to 1 + r , then all the variables that may be less or equal than M should all be pairwise different. For such pairs i V , j V of variables we forbid both variables to take the same value. Figure 4 assumes the kernel to be constituted from intervals 4..6 and 9..10.
14 For the notion of kernel refer to Section 3. 15 Since the following property holds: if the number of intervals of the kernel is equal to the maximum number of distinct values to produce then for each interval of the kernel only one single value has to be selected.
.. and .. 
Conclusion
We have presented generic propagation rules for the minimum and nvalue constraints families and two algorithms that respectively compute a lower bound for the minimum number of distinct values and for the ( ) 1 + r th smallest distinct value. These algorithms produce a tight lower bound when each domain consists of one single interval of consecutive values. However there should be room for improving these algorithms in order to try to consider holes in the domains of variables. One should also provide for small values of r an algorithm for computing the r th smallest distinct value of a set of intervals for which the complexity depends of r . We did not address any incremental concern since it would involve other issues like maintaining a list of domain variables sorted on their minimum, or like regrouping all propagation rules together in order to factorize common parts. Finally one original contribution of this paper is to show how to characterize a global constraint in terms of forbidden regions that can be used by the sweep algorithm introduced in [2] . Deriving global forbidden regions should also be systematically investigated for other families of global constraints.
