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NORMALISING PHYLOGENETIC NETWORKS
ANDREW FRANCIS, DANIEL H. HUSON AND MIKE STEEL
Abstract. Rooted phylogenetic networks provide a way to de-
scribe species’ relationships when evolution departs from the sim-
ple model of a tree. However, networks inferred from genomic data
can be highly tangled, making it difficult to discern the main retic-
ulation signals present. In this paper, we describe a natural way to
transform any rooted phylogenetic network into a simpler canoni-
cal network, which has desirable mathematical and computational
properties, and is based only on the ‘visible’ nodes in the original
network. The method has been implemented and we demonstrate
its application to some examples.
Address:
Andrew Francis
Centre for Research in Mathematics and Data Science
Western Sydney University, Australia
A.Francis@westernsydney.edu.au
Daniel H. Huson
Algorithmen der Bioinformatik
Universita¨t Tu¨bingen, Germany
daniel.huson@uni-tuebingen.de
M. Steel (corresponding author):
Biomathematics Research Centre,
University of Canterbury, Christchurch, New Zealand
Tel.: +64-3-364-2987 ext 7688
Fax: +64-3-364-2587
mike.steel@canterbury.ac.nz
Keywords: phylogenetic network, visible vertex, normal network, tree,
hierarchy
Date: August 19, 2020.
1
ar
X
iv
:2
00
8.
07
79
7v
1 
 [q
-b
io.
PE
]  
18
 A
ug
 20
20
2 ANDREW FRANCIS, DANIEL H. HUSON AND MIKE STEEL
1. Introduction
Rooted phylogenetic trees are the most widely used means to repre-
sent evolutionary relationships among species, under simple processes
of speciation and extinction. However, phylogenetic trees have their
limitations: when reticulate processes such as hybridisation or lateral
gene transfer have also been involved, rooted phylogenetic networks
provide a more accurate and complete representation of evolutionary
history. Various methods exist for building phylogenetic networks, and
these networks can sometimes be very complex and tangled [2]. Unlike
phylogenetic trees, where the number of interior vertices and edges is
bounded above (linearly) by the number of leaves, phylogenetic net-
works can have an unbounded number of interior vertices and edges.
Thus, it is useful to try to summarise a phylogenetic network with
a simpler graphical structure, that still captures the most important
features.
One option is to summarise a network by a tree that represents some
central tendency or underlying tree pattern [3, 10]. However, such an
approach discards all the reticulation signals; moreover, the resulting
tree is often poorly resolved.
In this paper, we describe the construction of a canonical ‘normal’
network N˜ associated with any rooted phylogenetic network N (the
word canonical here refers to the absence of any arbtirary choices in
the construction of N˜ from N). We call N˜ the ‘normalisation’ of N .
This normalization is structurally and computationally tractable, and
captures the phylogenetic information that can reliably be discerned
from the data at the leaves, by focussing on the ‘visible’ vertices of N .
Our approach is consistent with the philosophy that it is futile to try
to distinguish among phylogenetic networks that are essentially non-
distinguishable from the data available at the present (as articulated in
[9], in a setting where the data consisted of pairwise distances between
species).
The structure of the paper is as follows. We begin by recalling some
key definitions concerning phylogenetic networks, and describe classes
of networks and their relationships to each other. In Section 2, we
formally define the normalisation of a network and illustrate it with a
simple example. In Section 3, we establish the main properties of this
construction (Theorem 3.3), which also provides a characterisation for
the types of networks that have a tree as their normalisation. We then
discuss the implications of this construction, provide a short application
to a previous data set, and end with some brief concluding comments.
1.1. Definitions. A (rooted) phylogenetic network for a setX of species,
is a finite acylic directed graph N = (V,A) with a single vertex of in-
degree 0 (called the root and denoted ρ) and for which the remaining
vertices in V fall into two disjoint classes:
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• vertices of in-degree 1 and out-degree 0 (the leaf set of N), which
comprise the set X;
• vertices of in-degree 1 and out-degree at least 2, or of in-degree
at least 2 and out-degree 1.
We let RPN(X) denote the set of rooted phylogenetic networks on
leaf set X up to equivalence (two networks are regarded as equivalent
if there is a digraph isomorphism between them that maps leaf x in the
first network to leaf x in the second, for all x ∈ X). Further details on
phylogenetic networks can be found in [5] and in Chapter 10 of [12].
For N ∈ RPN(X) and two vertices u, v ∈ V (N), write u −→
N
v if
there is a path from u to v in N . The interior of a path is the set of
vertices in the path without the endpoints included.
We will say that a vertex in a directed graph is subdividing if its
in-degree and out-degree both equal 1.
A vertex v in N is said to be visible (in N) if there is a leaf x ∈ X so
that every path from the root vertex ρ of N to leaf x includes v. The
biological relevance of visibility arises from the desire to reconstruct
evolutionary history from data at the present (e.g. from the genomes
of the species in X); if a vertex in a network is not visible, then it may
be impossible to detect this vertex in a network, since the evolutionary
pathway carrying traces of the genomic information in each species may
have simply bypassed that vertex.
We will let V(N) denote the set of visible vertices of N . Note that
V(N) always includes the set X of leaves of N , as well as the root of
N .
For a vertex v, let I(v) be the set of leaves x with the property that
ρ and x are disconnected in the digraph obtained from N by deleting
v and its incident arcs. Thus v is visible if and only if I(v) 6= ∅. We
say that any leaf in I(v) identifies v in N .
For v ∈ V (N), let C(v) denote the set of leaves descended from v,
referred to as the cluster corresponding to v. Clearly, I(v) ⊆ C(v) for
each v, and I(v) = C(v) for all v if N is a tree.
1.2. Subclasses of networks. Apart from trees, there are three other
subclasses of RPN(X) that are relevant to this paper. Each of these
classes can be defined in various (equivalent) ways; here, we have chosen
the simplest or most relevant definition.
We begin with the class of ‘tree-child’ phylogenetic networks, intro-
duced by Cardona et al. [1]. A network is said to be tree-child precisely
if every vertex is visible (i.e. I(v) 6= ∅ for all v ∈ V ).
A network is normal if it is a tree-child network that has the addi-
tional property of containing no ‘shortcuts’ (i.e. arcs (u, v) for which
there is already a path from u to v) [13].
A network is tree-based if it has a rooted spanning tree with leaf set
X [4].
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The nesting of these various classes of networks is indicated in Fig. 1.
Figure 1. The nested relationships of the sub-classes
of networks described.
2. The normalisation of a network
Given N , consider the partial order ≤N on the set V(N) of visible
vertices of N defined by v ≤N v′ if v −→
N
v′, and let:
• Cov(N) be the cover digraph (Hasse diagram) of V(N) under
the partial order ≤N ; and
• N˜ be obtained from Cov(N) by suppressing each subdividing
vertex.
We call N˜ the normalisation of N , and write ϕ : RPN(X) →
RPN(X) for the normalisation function N 7→ N˜ .
Note that the root of N˜ may have out-degree 1, even if the root of N
has a higher out-degree (as in Fig. 2). Notice also that the vertex set
V (N˜) of N˜ is a subset of V(N), and the inclusion can be strict because
in moving from Cov(N) to N˜ , subdividing vertices that are visible are
suppressed.
An example is provided in Fig. 2, which involves a network from Fig
3 of [4] that is not tree-based (but satisfies a certain ‘antichain-to-leaf’
property).
3. Properties of the normalisation construction
In order to state our main result, we first need to establish some
basic properties, summarised in two lemmas.
Lemma 3.1. Suppose that there is a path p from u to v in N˜ . In that
case, there is a path in N from u to v that includes all the vertices in
p (and possibly additional vertices).
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Figure 2. The normalisation of the non-tree-based net-
work N , produces a tree (N˜). Vertices labelled i∗ in N
are not visible in N ; the other vertices in N (labelled v∗,
together with the root ρ and the leaves x, y, z) are visible.
Proof. Suppose that (u, v) is an arc in N˜ . There is then a path in N
from u to v, by the definition of the cover digraph. Repeated applica-
tion of this argument establishes the lemma. 
The proof of the second lemma is provided in the Appendix.
Lemma 3.2.
(a) The network obtained from Cov(N) by suppressing subdividing
vertices results in no ‘shortcuts’ (arcs (u, v) for which there is
already a path from u to v).
(b) For any network N ∈ RPN(X), the normalisation network N˜
lies in RPN(X).
We can now state our main result, the proof of which is provided in
the Appendix. For Part (iv), recall that a hierarchy on X is a collection
of subsets of X that satisfies the property that any two sets are either
disjoint, or one is a subset of the other.
Theorem 3.3.
(i) For any N ∈ RPN(X), N˜ is a normal network in RPN(X).
Moreover, N˜ = N if and only if N is a normal network, and
the normalisation function ϕ is idempotent (i.e.
˜˜
N = N˜).
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(ii) For any two vertices u, v of N˜ , u ≤N˜ v if and only if u ≤N v.
(iii) Let v be a vertex of N˜ . The cluster CN˜(v) is then identical to
the cluster CN(v).
(iv) N˜ is a tree if and only if {CN(v) : v ∈ V(N)} forms a hierarchy
on X.
Remarks
(1) Clearly, N˜ can be constructed quickly (i.e. in polynomial time)
from N , making it applicable to large rooted networks (binary
or non-binary), even for thousands of taxa. The algorithm for
constructing the normalisation of a network has been imple-
mented in an open-source program called PhyloSketch [6].
(2) If N(X) ⊆ RPN(X) denotes the set of normal networks on X,
then Theorem 3.3(i) states that the normalisation function ϕ
can be viewed as a type of retraction from RPN(X) onto N(X).
However, the map N 7→ N˜ is not a connected surjective digraph
map (CSD) in the sense of Willson [14] because the edges in N˜
are not a subset of the edges in N .
(3) Since every normal network is tree-based, the map N 7→ N˜ as-
sociates a canonical tree-based network to any network. More-
over, since normal networks are of the tree-child type and are
thus stack-free (i.e. no reticulate vertex has a reticulate parent)
it follows that if all reticulations in N˜ have in-degree 2, there
always exists at most two trees that cover every edge of N˜ (due
to a result in [11]).
(4) The condition that the set {CN(v) : v ∈ V (N)} forms a hier-
archy on X does not imply that N is a tree (Fig. 2 provides a
counterexample); however, this condition suffices for N˜ to be a
tree (by Part (iii) of the previous theorem, since any subset of
a hierarchy is a hierarchy). On the other hand, the condition
that {I(v) : v ∈ V(N)} forms a hierarchy does not suffice for N˜
to be a tree; an example illustrating this is provided in Fig. 3.
Moreover, in this example, the network N˜ is not displayed1 by
N , and a tree displayed by N˜ (namely, (ab)(cd)) is not displayed
by N .
(5) Since N˜ is a tree-child network, N˜ has at most n−1 reticulations
where n = |X| by a result in [1]; in fact, since N˜ is normal, this
bound improves to n − 2 ([12], p. 252). Moreover, if N˜ is
also binary then it displays exactly 2r trees (by Corollary 3.4 of
1Given two networks N,N ′ ∈ RPN(X) with V (N ′) ⊆ V (N), we say that N
displays N ′ if (i) for each arc (u, v) of N ′, there is an associated path p(u, v) in
N (consisting of at least one arc) from u to v; and (ii) for any two arcs (u, v)
and (u′, v′), there is no vertex of N common to to the interior of both p(u, v) and
p(u′, v′).
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ρ
i
a b c d
N
ρ
a b c d
N˜
Figure 3. The network N (left) has all its vertices vis-
ible except for vertex i. This network has the property
that {I(v) : v ∈ V(N)} is a hierarchy on X, yet N˜ is not
a tree.
[15], which provides a more general result in the case where N˜
is non-binary).
(6) One can define two binary operations ⊕ and ⊗ on rooted phylo-
genetic networks as follows: N1⊕N2 is the phylogenetic network
consisting of disjoint copies of N1 and N2 (which have disjoint
leaf sets) whose roots are incident with a new root vertex, and
N1 ⊗ N2 is the phylogenetic network obtained by identifying
each leaf of N1 with the root of a copy of N2 (again with disjoint
leaf sets). The operation ⊕ is commutative but not associative,
whereas ⊗ is associative but not commutative. Moreover, the
distributive law also applies:
(M ⊕M ′)⊗N = (M ⊗N)⊕ (M ′ ⊗N).
It can be checked that N 7→ N˜ respects these operations. In
other words: ϕ(N ⊕ N ′) = ϕ(N) ⊕ ϕ(N ′) and ϕ(N ⊗ N ′) =
ϕ(N)⊗ ϕ(N ′).
3.1. Application. In Fig. 4, we illustrate the computation of the nor-
malisation of a biological network involving reticulate evolution in a
study of the Viola genus from [8]. This network N was investigated in
[7] as an example of a network for which the pattern of reticulation is
such that the original network is not even tree-based. The network N˜
is produced using PhyloSketch [6].
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Andinium
Leptidium
Rubellium
Tridens
Chilenium
Erpetion
Chamaemelanimum
Xylinosium
Viola s.str.
Plagiostigma
Nosphinium s.lat.
Sclerosium
Delphiniopsis
Melanium
Sect. nov. B
Sect. nov. A
Andinium
Leptidium
Rubellium
Tridens
Chilenium
Erpetion
Chamaemelanimum
Xylinosium
Viola s.str.
Plagiostigma
Nosphinium s.lat.
Sclerosium
Delphiniopsis
Melanium
Sect. nov. B
Sect. nov. A
Figure 4. Top: A rooted phylogenetic network N from
[7] based on a study from [8] with the visible vertices
highlighted. Bottom: The normalisation N˜ of N . The
labelling of the leaves in N˜ (from top to bottom) matches
that in N .
4. Concluding comments
Theorem 3.3 suggests a natural question: For a given normal network
N ′, what properties do networks that normalise to N ′ have? When
N ′ is a tree, Theorem 3.3(iii) provides a precise answer. However,
more generally, for a general N ′ what can we say about the preim-
age ϕ−1(N ′)? That is, can one characterise the set {N ∈ RPN(X) :
ϕ(N) = N ′}? This question suggests a natural equivalence relation
on networks: N1 ∼= N2 if and only if N˜1 ≡ N˜2 (phylogenetic network
isomorphism).
The question above is basically asking how we can describe these
equivalence classes of network. One feature that is easy to see is that
any such equivalence class of a non-trivial network will have infinitely
many networks in it, i.e., |{N ∈ RPN(X) : ϕ(N) = N ′}| = ∞. This
can be seen as follows. Take any network in the fiber (the equivalence
class), and select any edge in the network. Subdivide it into 5 parts
with new vertices a, b, c, d; add edges (a, c) and (b, d); now add edges
NORMALISING PHYLOGENETIC NETWORKS 9
‘parallel’ to (b, d) from the edge above b to the edge below d, as many as
you like. No visibility of vertices from the original network is changed,
and the normalization clearly gives the same network.
A further question is how the approach described in this paper might
be extended to deal with unrooted phylogenetic networks.
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Appendix A. Proof of Lemma 3.2 and Theorem 3.3.
Proof of Lemma 3.2.
Part (a): Let N ′ be the network obtained by suppressing all subdi-
viding vertices in Cov(N), and let (u, v) be an edge in N ′. Let p be a
path from u to v of length > 1 in N ′. We will derive a contradiction.
Note that (u, v) cannot be an edge of Cov(N) otherwise Cov(N)
would have a shortcut (not possible by definition of the cover digraph).
Thus, (u, v) must correspond in Cov(N) to a path p′ from u to v the
interior of which consists only of (one or more) subdivision vertices.
Select the subdivision vertex on p′ that is closest to v and call it
w. Since w is a visible vertex in N , it cannot be a reticulate vertex,
otherwise the path p would provide a path between the root of N and
the leaves descended from w but which avoids w. Thus, there are arcs
(w,w1), . . . , (w,wk) (k ≥ 1) in N , where wi are visible vertices of N .
Moreover, since w is a subdivision vertex of Cov(N), for each such arc
(w,wi) there is (at least) one path pi in N from v to wi (else the arc
(w,wi) would appear in Cov(N) and so w would not be a subdivision
vertex). It follows that w is not a visible vertex of N , since any path
from a leaf to the root that goes via w can be avoided by using the
paths pi and p. This establishes the required contradiction.
Part (b): First, observe the following:
(i) N˜ has the same root vertex as N (having in-degree 0 in N˜) and
each element of X is a leaf of N˜ (i.e. the root and leaves of X
are always visible vertices and not subdividing);
(ii) N˜ contains no vertex of out-degree 0 that is not in X and no
vertex of in-degree 0 except the root;
(iii) N˜ has no subdividing vertices (since these have been removed
in the construction).
There is one further condition to check to ensure that N˜ ∈ RPN(X):
(iv) N˜ has no vertex of in-degree and out-degree both at least 2.
To establish Part (iv), suppose that v is a vertex of N˜ for which the
in-degree and out-degree of v are both at least 2 (we will derive a
contradiction). Let xv be a leaf in I(v). In N , the vertex v either has
out-degree 1 (Case (a)) or in-degree 1 (Case (b)). In Case (a), let w
denote the (unique) child of v; in Case (b), let w denote the (unique)
parent of v. In either case, w is a visible vertex of N (since xv ∈ I(w)).
Thus, in Cov(N), v has out-degree 1 (in Case (a)) or out-degree 2
(in Case (b)) and suppressing any subdividing vertices in converting
Cov(N) to N˜ does not alter this conclusion, thereby contradicting the
assumption regarding v. 
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Proof of Theorem 3.3.
Part (i): First we establish that each vertex v of N˜ is visible in N˜ .
Since v is visible in N (by definition of the vertex set of N˜), there is a
leaf x = xv for which each path from ρ to x includes v. Let p be any
path in N˜ from ρ to leaf x. By Lemma 3.1, p corresponds to a path
p′ in N from ρ to x. Since v is visible, p′ includes the vertex v. This
holds for all choices of p, so v is a visible vertex in N˜ , as claimed.
Since all vertices of N˜ are visible, this network is tree-child. Further-
more, by Lemma 3.2, N˜ lies in RPN(X) and has no shortcuts, so it is
a normal network in RPN(X).
Part (ii): The implication ⇒ follows from Lemma 3.1. For the
converse, suppose that u ≤N v for u, v. Then there is a path from u
to v in N , and so there is a path in Cov(N) from u to v. Suppressing
any subdividing vertices does not eliminate any path from u to v.
Part (iii): Suppose that x ∈ CN˜(v). There is then a path in N˜
from v to x and so, by Part (ii), there is a path from v to x in N , and
therefore x ∈ CN(v). The same argument applies if x ∈ CN(v) (by the
other direction in Part (ii)).
Part (iv): By Part (iii), we have:
{CN˜(v) : v ∈ V (N˜)} = {CN(v) : v ∈ V (N˜)}.
Moreover,
{CN(v) : v ∈ V (N˜)} = {CN(v) : v ∈ V (Cov(N))},
since a vertex of in-degree and out-degree 1 has the same cluster as its
child (i.e. such vertices do not introduce new clusters, nor are clusters
lost when such vertices are removed in the construction of N˜ from
Cov(N)). If we observe that V (Cov(N)) = V(N) (the set of visible
vertices in N), we then have:
{CN˜(v) : v ∈ V (N˜)} = {CN(v) : v ∈ V(N)},
and thus the former set is a hierarchy if and only if the latter set is also
a hierarchy. Since N˜ is a normal network, it is a tree if and only if its
cluster set {CN˜(v) : v ∈ V (N˜)} = {CN(v) : v ∈ V(N)} is a hierarchy,
as required. 
