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THE CAUCHY PROBLEM FOR FRACTIONAL CAMASSA-HOLM EQUATION IN
BESOV SPACE
LILI FAN, HONGJUN GAO, JUNFANGWANG, AND WEI YAN†
ABSTRACT. In this paper, we consider the fractional Camassa-Holm equation modelling the prop-
agation of small-but-finite amplitude long unidirectional waves in a nonlocally and nonlinearly
elastic medium. First, we establish the local well-posedness in Besov spaceB
s0
2,1 with s0 = 2ν−
1
2
for ν > 3
2
and s0 =
5
2
for 1 < ν ≤ 3
2
. Then, with a given analytic initial data, we establish the
analyticity of the solutions in both variables, globally in space and locally in time.
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1. INTRODUCTION
This paper is concerned with an evolution equation, named fractional Camassa-Holm
(fCH) equation, which models the propagation of small-but-finite amplitude, long unidi-
rectional waves in a one-dimensional infinite, homogeneous medium made of nonlocally
and nonlinearly elastic material [18]
ut + ux + uux +
3
4
(−∂2x)
νux +
5
4
(−∂2x)
νut
+
1
4
[
2(−∂2x)
ν(uux) + u(−∂
2
x)
νux
]
= 0, x ∈ R, t > 0, (1.1)
where ν ≥ 1 is a constant which may not be an integer. It is remarkable that when ν = 1,
(1.1) reduces to the following classical Camassa-Holm (CH) equation
ut + k1(ux − uxxx) + 3uux − uxxt = k2 (2uxuxx + uuxxx) . (1.2)
This prominent CH equation, for which the ratio of the nonlinear terms of (1.2) being
3 : 2 : 1, was first derived formally by Fuchssteiner and Fokas [22] as a bi-Hamiltonian
equation and later derived in the context of water waves as a model for unidirectional
propagation of shallow water waves of moderate amplitude by Camassa and Holm [5]
(see also the alternative derivation in [8, 14, 30]). The CH equation has been studied
extensively in the last twenty years because of its many remarkable properties: infinitely
many conservation laws and complete integrability [5, 19], existence of peaked solitons
and multi-peakons [1, 5], well-posedness and breaking waves [3, 4, 9, 11, 12, 13, 15, 16,
27], just to mention a few.
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Recent years, increasing attention has been paid to the fractional equations. For in-
stance, the fractional Korteweg-de Vries (fKdV) equation and the fractional Benjamin-
Bona-Mahony (fBBM) equation have been obtained and studied in [18, 29, 37], the
Camassa-Holm equations with fractional dissipation and the Camassa-Holm equations
with fractional laplacian viscosity have been investigated in [24, 25]. Concerning the fCH
equation (1.1), the local well-posedness for initial data u0 ∈ H
s(R), s > 5
2
has been
established by employing a semigroup approach due to Kato [31] in [34], which, to our
knowledge, is the only result on the Cauchy problem for the fCH equation.
In this paper, we refine the corresponding result in [34] by investigating the local well-
posedness of the Cauchy problem for (1.1) in Besov spaceBs02,1 with s0 = 2ν−
1
2
for ν > 3
2
and s0 =
5
2
for 1 < ν ≤ 3
2
. By virtue of the Littlewood-Paley decomposition, nonhomoge-
neous Besov spaces and iterative method, the methods proposed in [15, 16, 17] have been
applied with success when studying the well-posedness of various shallow water wave
equations in Besov space (see for example [20, 21, 23, 28, 32, 35, 36, 39]). To obtain our
result, we felicitously recast the equation (1.1) in a form of nonlocal conservation law
ut +
3
5
(1 + u)ux = −
(
1 +
5
4
(−∂2x)
ν
)−1(
2
5
ux +
2
5
uux +
1
4
[u, (−∂2x)
ν ]ux
)
, (1.3)
where [, ] denotes the usual commutator of the linear operators. Then another difficulty
arises as the appearance of commutator estimates of [u, (−∂2x)
ν ]ux in B
s0
2,1 and B
s0−1
2,∞ . By
the Bony decomposition, we break up the commutator term into the paraproduct terms
and the remainder terms, which is beneficial to employing their continuity properties,
and hence the desired estimates are obtained as presented in Lemma 3.4. Then we can
establish a uniform bound for the approximate solutions on a sufficiently small time-
interval by employing the mean value theorem for integrals. This opens the path to obtain
convergence and thus existence and uniqueness and continuous dependence on the initial
datum are treated in separate steps of the proof.
Furthermore, provided that the initial profile u0 is an analytic function on the real line
R, we obtain the analyticity of the corresponding solutions in both variables, with x ∈ R
and t in an interval around zero. Analyticity is inherent to travelling water waves (see
[10]).
We supplement (1.1) with the initial data
u(x, 0) = u0(x), x ∈ R. (1.4)
To introduce the main results, we define
Es02,1(T ) = C([0, T ];B
s0
2,1) ∩ C
1([0, T ];Bs0−12,1 ).
The main results of this paper are as follows:
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Theorem 1.1. Let u0 ∈ B
s0
2,1 with s0 = 2ν −
1
2
for ν > 3
2
and s0 =
5
2
for 1 < ν ≤ 3
2
.
There exists a time T > 0 such that the problem (1.1) and (1.4) has a unique solution in
Es02,1(T ). Moreover, the solution depends continuously on the initial data, i.e., the mapping
Φ : u0 7→ u is continuous from a neighborhood of u0 ∈ B
s0
2,1 into E
s0
2,1(T ).
Remark 1.1. We obtain the local well-posedness of equations (1.1) and (1.4) in the case
Bs02,1. However, this is not true in the case B
s0
2,∞ in view of the proof of Proposition 4 in
[16]. Noting that Bs02,1 →֒ H
s0 →֒ Bs02,∞, one can see that s = s0 is the critical index.
Referring to the definition of the space Es in (5.1), we present the following analytic
result.
Theorem 1.2. If the initial data u0 is real analytic on the line R and belongs to a space
Es for some 0 < s ≤ 1, then there exist an ε > 0 and a unique solution u to the problem
(1.1) and (1.4) that is analytic on R× [0, ε).
Remark 1.2. A rereading of the proof of Theorem 1.1 and Theorem 1.2 yields that there
exists a real analytic extension of u to (−ε, ε).
In the sequel, we will, for notational convenience, deal with the following initial value
problem with different coefficients, which implies the Theorem 1.1-Theorem1.2 as the
concrete values of the coefficients have no impact on the results.ut + (1 + u)ux = ∂xP (D)f1(u) + P (D)f2(u, ux),u(0, x) = u0(x), (1.5)
with the operator P (D) = − (1 + (−∂2x)
ν)
−1
, and
f1(u) = u+ u
2, f2(u, ux) = [u, (−∂
2
x)
ν ]ux. (1.6)
The rest of this paper is organized as follows. In Section 2, we give some preliminar-
ies. Section 3 concentrates on the primary commutator estimates needed in the proof of
Theorem 1.1 and Theorem 1.2. Section 4 aims at proving the local well-posedness for the
Cauchy problem (1.1) and (1.4) in Besov space Bs02,1. Section 5 is devoted to studying the
analyticity of the Cauchy problem (1.1) and (1.4) based on a contraction type argument
in a suitably chosen scale of the Banach spaces.
2. PRELIMINARIES
For convenience of the reader, we recall some conclusions on the properties of Littlewood-
Paley decomposition, the nonhomogeneous Besov spaces and the theory of the transport
equation. One may check [2, 15, 16, 17, 33] for more details.
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Lemma 2.1. (Littlewood-Paley decomposition). There exist two smooth radial functions
(χ, φ) valued in [0, 1], such that χ is supported in the ball B = {ξ ∈ Rn, |ξ| ≤ 4
3
} and φ
is supported in the ring C = {ξ ∈ Rn, 4
3
≤ |ξ| ≤ 8
3
}. Moreover,
∀ξ ∈ Rn, χ(ξ) +
∑
q≥0
φ(2−qξ) = 1
and
Supp φ(2−q·) ∩ Supp φ(2−q
′
·) = ∅, if |q − q′| ≥ 2,
Supp χ(·) ∩ Supp φ(2−q·) = ∅, if |q| ≥ 1.
Then for u ∈ S ′(Rn), the nonhomogeneous dyadic operators are defined as follows:
△qu = 0, if q ≤ −2,
△−1u = χ(D)u = F
−1
x χFxu,
△qu = φ(2
−qD)u = F−1x φ(2
−qξ)Fxu, ifq ≥ 0.
Thus u =
∑
q≥0△qu in S
′(Rn).
Remark 2.1. The low frequency cut-off Sq is defined by
Squ =
q−1∑
p=−1
△pu = χ(2
−qD)u = F−1x χ(2
−qξ)Fxu, ∀q ∈ N.
It is easily checked that
△p△q ≡ 0, |p− q| ≥ 2,
△q(Sp−1u△pv) ≡ 0, |p− q| ≥ 5, ∀u, v ∈ S
′(Rn)
as well as
‖△qu‖Lp ≤ ‖u‖Lp, ‖Squ‖Lp ≤ C‖u‖Lp, ∀1 ≤ p ≤ +∞
with the aid of Young’s inequality, where C is a positive constant independent of q.
Definition 2.1. (Besov spaces). Let s ∈ R, 1 ≤ p ≤ +∞. The nonhomogeneous Besov
space Bsp,r(R
n) is defined by
Bsp,r(R
n) = {f ∈ S ′(Rn) : ‖f‖Bsp,r = ‖2
qs△qf‖lr(LP ) = ‖(2
qs‖△qf‖Lp)q≥−1‖lr <∞}.
In particular,B∞p,r =
⋂
s∈RB
s
p,r.
Lemma 2.2. Let s ∈ R, 1 ≤ p, r, pj, rj ≤ ∞, j = 1, 2, then:
(1) Topological properties: Bsp,r is a Banach space which is continuously embedded in S
′.
(2) Density: C∞c is dense in B
s
p,r ⇔ 1 ≤ p, r <∞.
(3) Embedding: Bsp,r →֒ B
s˜
p,r˜, if s˜ < s or s˜ = s and r˜ ≥ r. B
s
p1,r1
→֒ B
s−n( 1
p1
− 1
p2
)
p2,r2 , if
p1 ≤ p2 and r1 ≤ r2 and B
0
p,1 →֒ L
p →֒ B0p,∞.
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(4) Algebraic properties: ∀s > 0, Bsp,r ∩ L
∞ is a Banach algebra. Bsp,r is a Banach
algebra ⇔ Bsp,r →֒ L
∞ ⇔ s > 1
p
or ( s ≥ 1
p
and r = 1 ). In particular, B
1/2
2,1 is
continuously embedded in B
1/2
2,∞ ∩ L
∞ and B
1/2
2,∞ ∩ L
∞ is a Banach algebra.
(5) 1-D Moser-type estimates:
(i) For s > 0,
‖fg‖Bsp,r ≤ C(‖f‖Bsp,r‖g‖L∞ + ‖g‖Bsp,r‖f‖L∞).
(ii) ∀s1 ≤
1
p
< s2 ( s2 ≥
1
p
if r = 1 ) and s1 + s2 > 0, we have
‖fg‖Bs1p,r ≤ C‖f‖Bs1p,r‖g‖Bs2p,r .
(6) Complex interpolation:
‖f‖
B
θs1+(1−θ)s2
p,r
≤ ‖f‖θ
B
s1
p,r
‖f‖1−θ
B
s2
p,r
, ∀f ∈ Bs1p,r ∩B
s2
p,r, ∀θ ∈ [0, 1].
(7) Real interpolation: ∀θ ∈ (0, 1), s1 < s2, s = θs1 + (1 − θ)s2, there exists a constant
C such that
‖u‖Bsp,1 ≤
C(θ)
s2 − s1
‖u‖θ
B
s1
p,∞
‖u‖1−θ
B
s2
p,∞
, ∀u ∈ Bs1p,∞.
In particular, for any 0 < θ < 1, we have
‖u‖
B
s0−1
2,1
≤ ‖u‖
B
s0−θ
2,1
≤ C(θ)‖u‖θ
B
s0−1
2,∞
‖u‖1−θ
B
s0
2,∞
. (2.1)
(8) Fatou lemma: if (un)n∈Nis bounded in B
s
p,r and un → u in S
′, then u ∈ Bsp,r and
‖u‖Bsp,r ≤ lim infn→∞
‖un‖Bsp,r .
(9) Let m ∈ R and f be an sm -multiplier (i.e., f : Rn → R is smooth and satisfies that
∀α ∈ Nn, ∃ a constant Cα, s.t. |∂αf(ξ)| ≤ Cα(1 + |ξ|)
m−|α| for all ξ ∈ Rn). Then the
operator f(D) is continuous from Bsp,r to B
s−m
p,r .
(10) The paraproduct is continuous from B
−1/p
p,1 × (B
1/p
p,∞ ∩ L∞) to B
−1/p
p,1 , i.e.,
‖fg‖
B
−1/p
p,∞
≤ C‖f‖
B
−1/p
p,1
‖g‖
B
1/p
p,∞∩L∞
.
(11) A logarithmic interpolation inequality
‖f‖Bsp,1 ≤ C‖f‖Bsp,∞ ln(e+
‖f‖Bs+1p,∞
‖f‖Bsp,∞
).
Lemma 2.3. Let 1 ≤ p, r ≤ ∞ and s > −min(1
p
, 1 − 1
p
). Assume that f0 ∈ B
s
p,r,
F ∈ L1(0, T ;Bsp,r) and ∂xv belongs to L
1(0, T ;Bs−1p,r ) if s > 1 +
1
p
or to L1(0, T ;B
1/p
p,r ∩
L∞) otherwise. If f ∈ L∞(0, T ;Bsp,r) ∩ C([0, T ];S
′(R)) solves the following 1-D linear
transport equation: {
ft + vfx = F,
f |t=0 = f0.
(T)
then there exists a constant C depending only on s, p, r such that the following statements
hold:
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(1) If r = 1 or s 6= 1 + 1
p
, then
‖f‖Bsp,r ≤ ‖f0‖Bsp,r +
∫ t
0
‖F (τ)‖Bsp,rdτ + C
∫ t
0
V ′(τ)‖f(τ)‖Bsp,rdτ,
or
‖f‖Bsp,r ≤ e
CV (t)(‖f0‖Bsp,r +
∫ t
0
e−CV (τ)‖F (τ)‖Bsp,rdτ) (2.2)
holds, where V (t) =
∫ t
0
‖vx(τ)‖B1/pp,r ∩L∞dτ if s < 1 +
1
p
and V (t) =
∫ t
0
‖vx(τ)‖Bs−1p,r dτ
else.
(2) If s ≤ 1 + 1
p
, f ′0 ∈ L
∞, fx ∈ L
∞((0, t)× R) and Fx ∈ L
1(0, T ;L∞), then
‖f(t)‖Bsp,r + ‖fx(t)‖L∞
≤ eCV (t)(‖f0‖Bsp,r + ‖f0x‖L∞ +
∫ t
0
e−CV (τ)[‖F (τ)‖Bsp,r + ‖Fx(τ)‖L∞ ]dτ)
with V (t) =
∫ t
0
‖vx(τ)‖B1/pp,r ∩L∞dτ .
(3) If f = v, then for all s > 0, the estimate (2.2) holds with V (t) =
∫ t
0
‖vx(τ)‖L∞dτ .
(4) If r <∞, then f ∈ C([0, T ];Bsp,r). If r =∞, then f ∈ C([0, T ];B
s′
p,r) for all s
′ < s.
Lemma 2.4. (Existence and uniqueness) Let p, r, s, f0 and F be as in the statement of
Lemma 2.3. Assume that v ∈ Lρ(0, t;B−M∞,∞) for some ρ > 1 and M > 0 and vx ∈
L1(0, T ;Bs−1p,r ) if s > 1 +
1
p
or s = 1 + 1
p
and r = 1 and vx ∈ L
1(0, T ;B
1/p
p,∞ ∩ L∞) if
< 1 + 1
p
. Then the transport equation (T) has a unique solution f ∈ L∞([0, T ];Bsp,r) ∩
(
⋂
s′<sC([0, T ];B
s′
p,1) and the inequalities in Lemma 2.3 hold true. Moreover, if r < ∞,
then we have f ∈ C([0, T ];Bsp,r).
Lemma 2.5. ([16]) Denote N = N∪∞. Let (v(n))n∈N be a sequence of functions belong-
ing to C([0, T ];B
1/2
2,1 ). Assume that v
(n) is the solution to∂tv(n) + a(n)∂xv(n) = f,v(n)|t=0 = v0 (2.3)
with v0 ∈ B
1/2
2,1 , f ∈ L
1(0, T ;B
1/2
2,1 ) and that for some α ∈ L
1(0, T ),
sup
n∈N
‖∂xa
(n)(t)‖
B
1/2
2,1
≤ α(t).
If in addition a(n) tends to a(∞) in L1(0, T ;B
1/2
2,1 ) then v
(n) tends to v(∞) in C(0, T ;B
1/2
2,1 ).
3. COMMUTATOR ESTIMATES
This section is devoted to the vital commutator estimates needed in the proof of Theo-
rem 1.1 and Theorem 1.2. To begin with, we give the definition of the Bony decomposi-
tion.
FRACTIONAL CAMASSA-HOLM EQUATION 7
Definition 3.1. [2] The nonhomogeneous paraproduct of v by u is defined by
Tuv
def
=
∑
j
Sj−1u∆jv, (3.1)
and the nonhomogeneous remainder of u and v is defined by
R(u, v) =
∑
|k−j|≤1
∆ku∆jv. (3.2)
Then the Bony decomposition is given by
uv = Tuv + Tvu+R(u, v). (3.3)
or
uv = Tuv + T
′
vu with T
′
vu
def
=
∑
j
Sj+2v∆ju. (3.4)
The required properties which will be used in the proof the commutator estimates are
given by the following lemmas.
Lemma 3.1. [2] Let f be a smooth function on R. Assume that f is homogeneous of
degree m away from a neighborhood of 0. Let ρ be in (0, 1), s be in R, and (p, r) be
in [1,∞]2. There exists a constant C, depending only on s and ρ, such that if (p1, p2) ∈
[1,∞]2 satisfies 1
p
= 1
p1
+ 1
p2
, then the following estimate holds true:
‖[Ta, f(D)]u‖Bs−m+ρp,r ≤ C‖∂xa‖Bρ−1p1,∞
‖u‖Bsp2,r . (3.5)
In the limit case ρ = 1, we have
‖[Ta, f(D)]u‖Bs−m+1p,r ≤ C‖∂xa‖Lp1‖u‖Bsp2,r . (3.6)
Lemma 3.2. [2] There exists a constant C > 0, such that for any s ∈ R, σ > 0 and
1 ≤ p, r1, r2 ≤ ∞, it holds that
‖Tuv‖Bsp,r ≤ C
|s|+1‖u‖L∞‖v‖Bsp,r , (3.7)
and
‖Tuv‖Bs−σp,r1,2
≤
C |s−σ|+1
σ
‖u‖B−σ∞,r1
‖v‖Bsp,r2 , with
1
r1,2
= min
(
1,
1
r1
+
1
r2
)
. (3.8)
Lemma 3.3. [17, 33] Let s1, s2 ∈ R and 1 ≤ p, p1, p2, r1, r2 ≤ ∞. Assume that
1
p
≤
1
p1
+
1
p2
≤ 1, σ1,2 −
d
p
=
(
s1 −
d
p1
)
+
(
s2 −
d
p2
)
. (3.9)
Then there exists a constant C > 0 such that
(1) If
s1 + s2 > 0,
1
r1
+
1
r2
def
=
1
r
≤ 1, (3.10)
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then we have
‖R(u, v)‖
B
σ1,2
p,r
≤
C |s1+s2|+1
s1 + s2
‖u‖Bs1p1,r1
‖v‖Bs2p2,r2
. (3.11)
(2) If
s1 + s2 = 0,
1
r1
+
1
r2
= 1, (3.12)
then we have
‖R(u, v)‖
B
σ1,2
p,∞
≤ C |s1+s2|+1‖u‖Bs1p1,r1‖v‖B
s2
p2,r2
. (3.13)
Now we are in the position to give the desired commutator estimates.
Lemma 3.4. There exists a constant C > 0 such that
‖[f, (−∂2x)
ν ]g‖
B
s0−2ν
2,1
≤ C‖f‖Bs02,1‖g‖Bs0−12,1
for f ∈ Bs02,1, g ∈ B
s0−1
2,1 , (3.14)
‖[f, (−∂2x)
ν ]g‖
B
s0−1−2ν
2,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−1
2,1
for f ∈ Bs0−12,1 , g ∈ B
s0−1
2,1 , (3.15)
and
‖[f, (−∂2x)
ν ]g‖
B
s0−1−2ν
2,∞
≤ C‖f‖Bs02,1‖g‖Bs0−22,1
for f ∈ Bs02,1, g ∈ B
s0−2
2,1 , (3.16)
where s0 = 2ν −
1
2
for ν > 3
2
and s0 =
5
2
for 1 < ν ≤ 3
2
.
Proof. We write [f, (−∂2x)
ν ]g = F +G with
F
def
= [Tf , (−∂
2
x)
ν ]g + T(−∂2x)νgf − (−∂
2
x)
νT ′gf, (3.17)
and
G
def
= R(f, (−∂2x)
νg). (3.18)
First, we give the proof of (3.14). Taking s = s0−1, m = 2ν, p = 2, r = 1, p1 =∞, p2 =
2 in (3.6), we have
‖[Tf , (−∂
2
x)
ν ]g‖
B
s0−2ν
2,1
= ‖[Tf , (−∂
2
x)
ν ]g‖
B
s0−1−2ν+1
2,1
≤ C‖fx‖L∞‖g‖Bs0−12,1
≤ C‖f‖Bs02,1‖g‖Bs0−12,1
, (3.19)
where the algebraic properties (4) in Lemma 2.2 have been used. Taking s = s0, σ =
2ν, p = 2, r1 = 1, r2 =∞ in (3.8), we obtain
‖T(−∂2x)νgf‖Bs0−2ν2,1
≤ C‖(−∂2x)
νg‖B−2ν∞,∞‖f‖B
s0
2,1
≤ C‖g‖L∞‖f‖Bs02,1 ≤ C‖f‖B
s0
2,1
‖g‖
B
s0−1
2,1
, (3.20)
where the property L∞ →֒ B0∞,∞ has been used. By (3.7) and (3.11), we get
‖(−∂2x)
νT ′gf‖Bs0−2ν2,1
≤ C‖T ′gf‖Bs02,1 ≤ C‖Tgf‖B
s0
2,1
+ C‖R(f, g)‖Bs02,1
≤ C‖g‖L∞‖f‖Bs02,1 ≤ C‖f‖B
s0
2,1
‖g‖
B
s0−1
2,1
. (3.21)
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Taking s1 = s0, s2 = −
3
2
, p = 2, p1 = 2, p2 = 2, r = 2, r1 = 2, r2 = 2, σ1,2 = s0 − 2 in
(3.11), we obtain
‖R(f, (−∂2x)
νg)‖
B
s0−2ν
2,1
≤ C‖R(f, (−∂2x)
νg)‖
B
s0−2
2,1
≤ C‖f‖Bs02,2‖(−∂
2
x)
νg‖
B
−32
2,2
≤ C‖f‖Bs02,1‖g‖Bs0−12,1
. (3.22)
Combing (3.17)-(3.22) leads to (3.14). Now, we turn to the proof of (3.15) and (3.16).
Taking s = s0 − 2, m = 2ν, p = 2, r =∞, p1 =∞, p2 = 2 in (3.6), we have
‖[Tf , (−∂
2
x)
ν ]g‖
B
s0−1−2ν
2,∞
= ‖[Tf , (−∂
2
x)
ν ]g‖
B
s0−2−2ν+1
2,∞
≤ C‖fx‖L∞‖g‖Bs0−22,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−2
2,1
. (3.23)
Taking s = s0 − 1, σ = 2ν, p = 2, r1 =∞, r2 =∞ in (3.8), we obtain
‖T(−∂2x)νgf‖Bs0−1−2ν2,∞
≤ C‖(−∂2x)
νg‖B−2ν∞,∞‖f‖Bs0−12,∞
≤ C‖g‖L∞‖f‖Bs0−12,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−2
2,1
. (3.24)
By (3.7) and (3.11), we get
‖(−∂2x)
νT ′gf‖Bs0−1−2ν2,∞
≤ C‖T ′gf‖Bs0−12,∞
≤ C‖g‖L∞‖f‖Bs0−12,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−2
2,1
. (3.25)
This completes the estimate of the term F , and we now give the estimate of the term G.
(1) Assume ν > 3
2
and thus s0 = 2ν −
1
2
.
(i) Taking s1 = s0 − 1, s2 = −
3
2
, p = 2, p1 = 2, p2 = 2, r = ∞, r1 = ∞, r2 =
∞, σ1,2 = s0 − 3 in (3.11), we obtain
‖R(f, (−∂2x)
νg)‖
B
s0−1−2ν
2,∞
≤ C‖R(f, (−∂2x)
νg)‖
B
s0−3
2,∞
≤ C‖f‖
B
s0−1
2,∞
‖(−∂2x)
νg‖
B
−32
2,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−1
2,1
. (3.26)
(ii) Taking s1 = s0, s2 = −
5
2
, p = 2, p1 = 2, p2 = 2, r1 =∞, r2 =∞, σ1,2 = s0 − 3 in
(3.11), we obtain
‖R(f, (−∂2x)
νg)‖
B
s0−1−2ν
2,∞
≤ C‖R(f, (−∂2x)
νg)‖
B
s0−3
2,∞
≤ C‖f‖Bs02,∞‖(−∂
2
x)
νg‖
B
−52
2,∞
≤ C‖f‖Bs02,1‖g‖Bs0−22,1
. (3.27)
(2) Assume 1 < ν ≤ 3
2
and thus s0 =
5
2
.
(i) Taking s1 =
3
2
, s2 = −
3
2
, p = 2, p1 = 2, p2 = 2, r1 = 1, r2 = ∞, σ1,2 = −
1
2
in
(3.12), we obtain
‖R(f, (−∂2x)
νg)‖
B
3
2−2ν
2,∞
≤ C‖R(f, (−∂2x)
νg)‖
B
− 12
2,∞
≤ C‖f‖
B
3
2
2,1
‖(−∂2x)
νg‖
B
−32
2,∞
≤ C‖f‖
B
s0−1
2,1
‖g‖
B
s0−1
2,1
. (3.28)
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(ii) Taking s1 =
5
2
, s2 = −
5
2
, p = 2, p1 = 2, p2 = 2, r1 = 1, r2 = ∞, σ1,2 = −
1
2
in
(3.12), we obtain
‖R(f, (−∂2x)
νg)‖
B
3
2−2ν
2,∞
≤ C‖R(f, (−∂2x)
νg)‖
B
− 12
2,∞
≤ C‖f‖
B
5
2
2,1
‖(−∂2x)
νg‖
B
−52
2,∞
≤ C‖f‖Bs02,1‖g‖Bs0−22,1
. (3.29)
Combing (3.23)-(3.25) with (3.17), (3.18), (3.26), (3.28) yields (3.15) and combing (3.23)-
(3.25) with (3.17), (3.18), (3.27), (3.29) yields (3.16). This completes the proof of Lemma
3.4. 
4. PROOF OF THEOREM 1.1
In this section we aim to prove Theorem 1.1 with the aid of the following six steps.
First step: Approximate solution. We use a standard iterative process to build a solution.
Starting from u(0) := 0, by induction we define a sequence of smooth functions (u(n))n∈N
by solving the following linear transport equation:u
(n+1)
t +
(
1 + u(n)
)
u
(n+1)
x = ∂xP (D)f1(u
(n)) + P (D)f2(u
(n), u
(n)
x ),
u(n+1)(0, x) = u
(n+1)
0 (x) = Sn+1u0.
(4.1)
Since Sn+1u0 belongs to B
∞
2,r, by using Lemma 2.4, with the aid of induction, we show
that for all n ∈ N, the above equation has a global solution which belongs to C(R+, B∞2,r).
Second step: Uniform bounds. Applying (2.2) of Lemma 2.3 to (4.1), we obtain
‖u(n+1)(t)‖Bs02,1 ≤ e
C
∫ t
0
‖u(n)‖
B
s0
2,1
dt′
‖u0‖Bs02,1
+
∫ t
0
e
C
∫ t
τ ‖u
(n)‖
B
s0
2,1
dt′
‖∂xP (D)f1(u
(n)) + P (D)f2(u
(n), u(n)x )‖Bs02,1dτ. (4.2)
As P (D) is a S−2ν -multiplier and Bs2,r →֒ B
s−1
2,r , we have that
‖∂xP (D)f1(u
(n))‖Bs02,1 ≤ ‖f1(u
(n))‖
B
s0−2ν+1
2,1
≤ ‖f1(u
(n))‖
B
s0−1
2,1
≤
C
2
(
‖u(n)‖Bs02,1 + ‖u
(n)‖2
B
s0
2,1
)
, (4.3)
and by (3.14) of lemma 3.4 and B
1/2
2,1 →֒ L
∞, we have
‖P (D)f2(u
(n), u(n)x )‖Bs02,1 ≤ C‖[u
(n), (−∂2x)
ν ]u(n)x ‖Bs0−2ν2,1
≤
C
2
‖u(n)‖2
B
s0
2,1
. (4.4)
Inserting (4.3) and (4.4) into (4.2) yields for all n ∈ N:
‖u(n+1)(t)‖Bs02,1 ≤ e
C
∫ t
0
‖u(n)(t′)‖
B
s0
2,1
dt′
‖u0‖Bs02,1
+
C
2
∫ t
0
e
C
∫ t
τ
‖u(n)(t′)‖
B
s0
2,1
dt′
(
‖u(n)‖Bs02,1 + ‖u
(n)‖2
B
s0
2,1
)
dτ. (4.5)
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Let us choose a T > 0 such that
T ≤ min{
1
C
,
1
8C‖u0‖Bs02,1
}, (4.6)
and suppose by induction that for all t ∈ [0, T ]
‖u(n)(t)‖Bs02,1 ≤
2‖u0‖Bs02,1
1− 4C‖u0‖Bs02,1t
. (4.7)
Indeed, one obtains from (4.5) and (4.7) that
exp{C
∫ t
τ
‖(u(n))(t′)‖Bs02,1dt
′} ≤ exp{
∫ t
τ
2C‖u0‖Bs02,1
1− 4C‖u0‖Bs02,1t
′
dt′}
= exp{−
1
2
∫ t
τ
d(1− 4C‖u0‖Bs02,1t
′)
(1− 4C‖u0‖Bs02,1t
′)
}
= exp{
1
2
ln(
1− 4C‖u0‖Bs02,1τ
1− 4C‖u0‖Bs02,1t
)}
= (
1− 4C‖u0‖Bs02,1τ
1− 4C‖u0‖Bs02,1t
)
1
2 . (4.8)
When τ = 0, we have
e
C
∫ t
0
‖(u(n))(t′)‖
B
s0
2,1
dt′
≤
1
(1− 4C‖u0‖Bs02,1t)
1
2
. (4.9)
Then combining (4.7) and (4.8), we have
C
2
∫ t
0
e
C
∫ t
τ ‖(u
(n))(t′)‖
B
s0
2,1
dt′
(‖u(n)‖Bs02,1 + ‖u
(n)‖2
B
s0
2,1
)dτ
≤
‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1t)
1/2
×
∫ t
0
(1− 4C‖u0‖Bs02,1τ)
1
2
(
C
(1− 4C‖u0‖Bs02,1τ)
+
2C‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1τ)
2
)
dτ
=
‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1t)
1/2
∫ t
0
(
C
(1− 4C‖u0‖Bs02,1τ)
1/2
+
2C‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1τ)
3/2
)
dτ
=
‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1t)
1/2
(
Ct
(1− 4C‖u0‖Bs02,1ξ2)
1/2
+ (1− 4C‖u0‖Bs02,1τ)
−1/2
∣∣∣∣∣
t
0
)
≤
‖u0‖Bs02,1
(1− 4C‖u0‖Bs02,1t)
1/2
(
CT + 1
(1− 4C‖u0‖Bs02,1t)
1/2
− 1
)
, (4.10)
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where the mean-value theorem for the integral has been employed with 0 < ξ1 < t.
Inserting (4.9) and (4.10) into (4.5), we get that
‖u(n+1)‖Bs02,1 ≤
(1 + CT ) ‖u0‖Bs02,1
1− 4C‖u0‖Bs02,1t
≤
2‖u0‖Bs02,1
1− 4C‖u0‖Bs02,1t
. (4.11)
Thus, (u(n))n∈N is uniformly bounded in C([0, T ];B
s0
2,1). Using equation (4.1), one can
easily prove that (∂tu
(n))n∈N is uniformly bounded in C([0, T ];B
s0−1
2,1 ). Consequently,
(u(n))n∈N ⊂ C([0, T ];B
s0
2,1) ∩ C
1([0, T ];Bs0−12,1 ).
Third step: Convergence. We first show that (u(n))n∈N is a Cauchy sequence inC([0, T ];B
s0−1
2,∞ ),
then by using (2.1) we prove that (u(n))n∈N is a Cauchy sequence in C([0, T ];B
s0−1
2,1 ). For
(m,n) ∈ N2, we have[
∂t +
(
1 + u(n+m)
)
∂x
]
(u(n+1+m) − u(n+1))
= −
(
u(n+m) − u(n)
)
u(n+1)x + ∂xP (D)
[(
u(n+m) − u(n)
)
+
(
(u(n+m))2 − (u(n))2
)]
+ P (D)
(
[u(n+m), (−∂2x)
ν ]u(n+m)x − [u
(n), (−∂2x)
ν ]u(n)x
)
:= S1(x, t) + S2(x, t) + S3(x, t). (4.12)
We define
wn,m = ‖(u
(n+m) − u(n))(t)‖
B
s0−1
2,∞
(4.13)
and
wn(t) = sup
m∈N
wn,m(t) (4.14)
as well as
w˜(t) = lim sup
n→∞
wn(t). (4.15)
We will show w˜(t) = 0, for t ∈ [0, T ]. By (4.6), (4.7) and (4.9), we have that
‖u(n)(t)‖Bs02,1 ≤ 4‖u0‖B
s0
2,1
(4.16)
and
e
C
∫ t
0
‖(u(n))(t′)‖
B
s0
2,1
dt′
≤ 2. (4.17)
Using (2)-(5) and (10) of Lemma 2.2 as well as (3.15)-(3.16) of Lemma 3.4 and the above
inequality, we obtain
‖(u(n+m) − u(n))u(n+1)x ‖Bs0−12,∞
≤ C
(
‖u(n+m) − u(n)‖
B
s0−1
2,∞
‖u(n+1)x ‖L∞ + ‖u
(n+1)
x ‖Bs0−12,∞
‖u(n+m) − u(n)‖L∞
)
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
‖u(n+1)‖Bs02,1 ,
‖∂xP (D)
(
u(n+m) − u(n)
)
‖
B
s0−1
2,∞
≤ ‖u(n+m) − u(n)‖
B
s0−2ν
2,∞
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
,
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‖∂xP (D)
(
(u(n+m))2 − (u(n))2
)
‖
B
s0−1
2,∞
≤ C‖(u(n+m))2 − (u(n))2‖
B
s0−2ν
2,∞
≤ C‖(u(n+m) − u(n))(u(n+m) + u(n))‖
B
s0−1
2,∞
≤ C
(
‖u(n+m) − u(n)‖
B
s0−1
2,∞
‖u(n+m) + u(n)‖L∞ + ‖u
(n+m) + u(n)‖
B
s0−1
2,∞
‖u(n+m) − u(n)‖L∞
)
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
(
‖u(n+m)‖Bs02,1 + ‖u
(n)‖Bs02,1
)
,
‖P (D)
(
[u(n+m), (−∂2x)
ν ]u(n+m)x − [u
(n), (−∂2x)
ν ]u(n)x
)
‖
B
s0−1
2,∞
= ‖P (D)
(
[(u(n+m) − u(n)), (−∂2x)
ν ]u(n+m)x − [u
(n), (−∂2x)
ν ]
(
u(n+m)x − u
(n)
x
))
‖
B
s0−1
2,∞
≤ ‖[u(n+m) − u(n), (−∂2x)
ν ]u(n+m)x ‖Bs0−1−2ν2,∞
+ ‖[u(n), (−∂2x)
ν ]
(
u(n+m)x − u
(n)
x
)
‖
B
s0−1−2ν
2,∞
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
‖u(n+m)x ‖Bs0−12,1
+ C‖u(n)‖Bs02,1‖u
(n+m)
x − u
(n)
x ‖Bs0−22,1
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
(
‖u(n+m)‖Bs02,1 + ‖u
(n)‖Bs02,1
)
.
We define
M = 24‖u0‖Bs02,1 + 2, (4.18)
then we have from above inequalities and (4.16) that
‖S1(x, t) + S2(x, t) + S3(x, t)‖Bs0−12,∞
≤ C‖u(n+m) − u(n)‖
B
s0−1
2,1
(
1 + ‖u(n+m)‖Bs02,1 + ‖u
(n)‖Bs02,1 + ‖u
(n+1)‖Bs02,1
)
≤ C
M
2
‖u(n+m) − u(n)‖
B
s0−1
2,1
. (4.19)
Note that
‖u
(n+1+m)
0 − u
(n+1)
0 ‖Bs0−12,∞
= ‖(Sn+1+mu0 − Sn+1u0)‖Bs0−12,∞
= ‖
n+m∑
q=n+1
△qu0‖Bs0−12,∞
= sup
k≥1
2(s0−1)k‖△k(
n+m∑
q=n+1
△qu0)‖L2
= sup
n+1≤k≤n+m+1
2−k2s0k‖△k−1△ku0 +△k+1△ku0‖L2
≤ sup
n≤k≤n+m
2−k2s0k‖△ku0‖L2 ≤ C2
−n‖u0‖Bs02,1 . (4.20)
Applying (2.2) of Lemma 2.3 and using (4.17)-(4.20), we have for t ∈ [0, T ],
‖(u(n+1+m) − u(n+1))(t)‖
B
s0−1
2,∞
≤ e
C
∫ t
0
‖u(n+m)(t′)‖
B
s0−1
2,∞
dt′
‖u
(n+1+m)
0 − u
(n+1)
0 ‖Bs0−12,∞
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+
∫ t
0
e
C
∫ t
τ ‖u
(n+m)(t′)‖
B
s0−1
2,∞
dt′
‖S1(x, t) + S2(x, t) + S3(x, t)‖Bs0−12,∞
dτ
≤ CM2−n + CM
∫ t
0
‖u(n+m) − u(n)‖
B
s0−1
2,1
dτ. (4.21)
Combing (4.21), (4.13) and (11) of Lemma 2.2, we know that for ∀(n,m) ∈ N2
wn+1,m = ‖u
(n+1+m) − u(n+1)‖
B
s0−1
2,∞
≤ CM
(
2−n +
∫ t
0
‖(u(n+m) − u(n))‖
B
s0−1
2,1
dτ
)
≤ CM
[
2−n +
∫ t
0
‖(u(n+m) − u(n))‖
B
s0−1
2,∞
ln
(
e+
‖(u(n+m) − u(n))‖Bs02,∞
‖(u(n+m) − u(n))‖
B
s0−1
2,∞
)
dτ
]
≤ CM
[
2−n +
∫ t
0
wn,m(τ) ln
(
e+
M
wn,m(τ)
)
dτ
]
. (4.22)
By (4.14) and (4.22), we have
wn+1 ≤ CM
[
2−n +
∫ t
0
wn(τ) ln
(
e+
M
wn(τ)
)
dτ
]
. (4.23)
Letting n→ +∞ in (4.23) yields
w˜(t) ≤ CM
∫ t
0
w˜(τ) ln(e+
M
w˜(τ)
)dτ. (4.24)
Because for x ∈ (0, 1] and α > 0, we have
ln(e+
α
x
) ≤ ln(e+ α)(1− ln x). (4.25)
Then the inequality (4.24) can be rewritten as
w˜(t) ≤ CM
∫ t
0
w˜(τ) ln(e +M)(1− ln w˜(τ))dτ (4.26)
provided that w˜(t) ≤ 1 on [0, T ]. Using a Gronwall type argument (see e.g. Lemma 5.2.1
in [7]) yields w˜(t) = 0 for t ∈ [0, T ].
Now we claim that (u(n))n∈N is a Cauchy sequence in C([0, T ];B
s0−1
2,1 ). Using (2.1) of
Lemma 2.2, we have that
‖(u(n+1+m) − u(n+1))(t)‖
B
s0−1
2,1
≤ C(θ)‖(u(n+1+m) − u(n+1))(t)‖θ
B
s0−1
2,∞
‖(u(n+1+m) − u(n+1))(t)‖1−θ
B
s0
2,∞
≤ C(θ)‖(u(n+1+m) − u(n+1))(t)‖θ
B
s0−1
2,∞
(
‖u(n+1+m)(t)‖Bs02,1 + ‖u
(n+1)(t)‖Bs02,1
)1−θ
≤ C(θ)(CM)1−θ‖(u(n+1+m) − u(n+1))(t)‖θ
B
s0−1
2,∞
= C(θ)(CM)1−θwθn+1,m(t). (4.27)
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For ∀t ∈ [0, T ],m ∈ N, we get from (4.27) that
lim sup
n→∞
‖(u(n+1+m) − u(n+1))(t)‖
B
s0−1
2,1
= 0.
Thus, (u(n))n∈N is a Cauchy sequence in C([0, T ];B
s0−1
2,1 ), whence (u
(n))n∈N converges to
some limit u ∈ C([0, T ];Bs0−12,1 ).
Fourth step: Existence and continuity of solution in Es02,1(T ). Now we have to check
that u belongs to Es02,1(T ) and satisfies (1.5). Since (u
(n))n∈N is uniformly bounded in
L∞([0, T ];Bs02,1). From (8) of Lemma 2.2, we have that u ∈ L
∞([0, T ];Bs02,1). From (1.5),
we can easily prove that ut ∈ L
∞([0, T ];Bs0−12,1 ). It is easily checked that u is indeed a
solution to (1.5) by passing to the limit in (4.1). Using similar proof to [15], we can obtain
that u ∈ Es02,1(T ).
Fifth step: Uniqueness. Uniqueness is a corollary of the following result.
Proposition 4.1. Let v, u be solutions to the problem (1.5) with initial data v0, u0, respec-
tively. Let w(t) := v − u. Obviously, w(0) := v0 − u0. There exists a constant C such
that if for some T⋆ ≤ T
sup
t∈[0,T⋆]
(
e
−C
∫ t
0
‖u(τ)‖
B
s0−1
2,∞
dτ
‖w(t)‖
B
s0−1
2,∞
)
≤ 1,
then the following inequality holds true for t ∈ [0, T⋆]:
‖w(t)‖
B
s0−1
2,∞
≤ e
(
1+C
∫ t
0
‖u(τ)‖
B
s0−1
2,∞
dτ
)(
‖w(0)‖
B
s0−1
2,∞
e
)exp[−CtZ ln(e+Z)]
, (4.28)
where Z is defined as
Z = 4‖u0‖Bs02,1 + 4‖v0‖B
s0
2,1
+ 1.
Furthermore , if
‖w(0)‖
B
s0−1
2,∞
≤ e1−exp[CTZ ln(e+Z)], (4.29)
then (4.28) is valid on [0, T ]. In particular, when w(0) = 0, then u(x, t) = v(x, t).
Proof. Obviously, w solves the following Cauchy problem for the transport equation:
wt + (1 + u)wx
= −wvx + ∂xP (D) (w + w(v + u)) + P (D)
(
[w, (−∂2x)
ν ]vx − [u, (−∂
2
x)
ν ]wx
)
:= S˜1(x, t) + S˜2(x, t) + S˜3(x, t). (4.30)
Using (2.2) of Lemma 2.3 and (4.30), we have
‖w(t)‖
B
s0−1
2,∞
≤ ‖w(0)‖
B
s0−1
2,∞
e
C
∫ t
0 ‖u(τ)‖Bs0−1
2,∞
dτ
+
∫ t
0
e
C
∫ t
τ ‖u(t
′)‖
B
s0−1
2,∞
dt′
‖S˜1(x, t) + S˜2(x, t) + S˜3(x, t)‖Bs0−12,∞
, dτ. (4.31)
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Following the proof of (4.19), we obtain
‖S˜1(x, t) + S˜2(x, t) + S˜3(x, t)‖Bs0−12,∞
≤ CZ‖w‖
B
s0−1
2,1
. (4.32)
Inserting (4.32) into (4.31) yields
‖w(t)‖
B
s0−1
2,∞
≤ ‖w(0)‖
B
s0−1
2,∞
e
C
∫ t
0
‖u(τ)‖
B
s0−1
2,∞
dτ
+ CZ
∫ t
0
e
C
∫ t
τ
‖u(t′)‖
B
s0−1
2,∞
dt′
‖w‖
B
s0−1
2,1
dτ
≤ ‖w(0)‖
B
s0−1
2,∞
e
C
∫ t
0 ‖u(τ)‖Bs0−1
2,∞
dτ
+ CZ
∫ t
0
e
C
∫ t
τ ‖u(t
′)‖
B
s0−1
2,∞
dt′
‖w‖
B
s0−1
2,∞
ln(e+
‖w‖Bs02,∞
‖w‖
B
s0−1
2,∞
)dτ
≤ CZ
∫ t
0
e
C
∫ t
τ ‖u(t
′)‖
B
s0−1
2,∞
dt′
‖w‖
B
s0−1
2,∞
ln
e+ Z
e
−C
∫ τ
0 ‖u(t
′)‖
B
s0−1
2,∞
dt′
‖w‖
B
s0−1
2,∞
 dτ
+ ‖w(0)‖
B
s0−1
2,∞
e
C
∫ t
0
‖u(τ)‖
B
s0−1
2,∞
dτ
. (4.33)
Denote
W (t) = e
−C
∫ t
0
‖u(τ)‖
B
s0−1
2,∞
dτ
‖w‖
B
s0−1
2,∞
.
Inequality (4.33) can be rewritten as
W (t) ≤ W (0) + CZ
∫ t
0
W (τ) ln(e +
Z
W (τ)
)dτ (4.34)
In light of the hypothesis and using a Gronwall type argument [39] yields
W (t)
e
≤ (
W (0)
e
)exp[−CtZ ln(e+Z)],
implying the desired result. (4.29) implies that (4.28) is valid with T⋆ = T . 
Sixth step: Continuity with respect to the initial data in Bs02,1.
Proposition 4.2. For any u0 ∈ B
s0
2,1, there exist a T > 0 and a neighborhood V of u0 in
Bs02,1 such that the map
Φ :
V ⊂ B
s0
2,1 → C([0, T ];B
s0
2,1),
v0 → v solution to (1.5) with initial datum v0
is continuous.
Proof. Motivated by [16], we prove Proposition 4.2 by using Lemma 2.5.
First step: Continuity in C([0, T ];Bs0−12,1 ). For u0 ∈ B
s0
2,1 and r > 0, we claim that there
exist a T > 0 and a M > 0 such that for any u′0 ∈ B
s0
2,1 with ‖u0 − u
′
0‖Bs02,1 ≤ r, the
solution u′ = Φ(u′0) of (1.5) associated with u
′
0 belongs to C([0, T ];B
s0
2,1) and satisfies
‖u′‖L∞(0,T ;Bs02,1) ≤M.
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Indeed, from
‖u′‖Bs02,1 ≤
2‖u′0‖Bs02,1
1− 4C‖u′0‖Bs02,1t
,
we know that T < 1
4C‖u′0‖Bs02,1
. Thus we can choose
T =
1
8C
(
(‖u0‖Bs02,1 + r) + r
) , M = 4‖u0‖Bs02,1 + 4r.
Then
T ≤
1
8C(‖u′0‖Bs02,1 + r)
,
and
‖u′‖Bs02,1 ≤
2‖u′0‖Bs02,1
1−
‖u′0‖Bs0
2,1
2(‖u′0‖Bs0
2,1
+r)
≤ 4‖u′0‖Bs02,1 ≤M.
Combining the above uniform bounds with Proposition 4.1, we infer that
‖Φ(u′0)− Φ(u0)‖L∞(0,T ;Bs0−12,∞ )
≤ e(1+CMT )(
‖u′0 − u0‖Bs0−12,∞
e
)exp[−CTZ ln(e+Z)]
provided that
‖u′0 − u0‖Bs0−12,∞
≤ e1−exp[CTZ ln(e+Z)].
In view of the uniform bounds in C([0, T ];Bs02,1) and an interpolation argument, we infer
the map Φ is continuous from Bs02,1 into C([0, T ];B
s0−1
2,1 ).
Second step: Continuity in C([0, T ];Bs02,1). Let u
(∞)
0 ∈ B
s0
2,1 and (u
(n)
0 )n∈N tend to u
(∞)
0
in Bs02,1. We denote by u
(n) the solution with the initial data u
(n)
0 . From the first step, we
can find T ,M > 0 such that for all n ∈ N, u(n) is defined on [0, T ] and
sup
n∈N
‖u(n)‖L∞(0,T ;Bs02,1) ≤M.
Thanks to step one, proving that u(n) tends to u(∞) in C([0, T ];Bs02,1) amounts to proving
that v(n) = ∂xu
(n) tends to v(∞) = ∂xu
(∞) in C([0, T ];Bs0−12,1 ). Notice that v
(n) solves the
following linear transport equations∂tv(n) +
(
1 + u(n)
)
∂xv
(n) = f˜ (n),
v(n)|t=0 = ∂xu
(n)
0 ,
with
f˜ (n) = −(u(n)x )
2 + ∂2xP (D)f1(u
(n)) + ∂xP (D)f2(u
(n), u(n)x )
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Following the method in [31], we decompose v(n) = v
(n)
1 + v
(n)
2 with∂tv
(n)
1 +
(
1 + u(n)
)
∂xv
(n)
1 = f˜
(n) − f˜ (∞),
v
(n)
1 |t=0 = ∂xu
(n)
0 − ∂xu
(∞)
0 ,
and ∂tv
(n)
2 +
(
1 + u(n)
)
∂xv
(n)
2 = f˜
(∞),
v
(n)
2 |t=0 = ∂xu
(∞)
0 .
On the other hand, we have
‖(u(n)x )
2‖
B
s0−1
2,1
≤ ‖u(n)x ‖
2
B
s0−1
2,1
≤ ‖u(n)‖2
B
s0
2,1
,
‖∂2xP (D)f1(u
(n))‖
B
s0−1
2,1
≤ ‖u(n) + (u(n))2‖
B
s0+1−2ν
2,1
≤ ‖u(n) + (u(n))2‖
B
s0−1
2,1
≤ ‖u(n)‖Bs02,1 + ‖u
(n)‖2
B
s0
2,1
,
‖∂xP (D)f2(u
(n), u(n)x )‖Bs0−12,1
≤ ‖[u(n), (−∂2x)
ν ]u(n)x ‖Bs0−2ν2,1
≤ ‖u(n)‖Bs02,1‖u
(n)
x ‖Bs0−12,1
≤ ‖u(n)‖2
B
s0
2,1
,
and thus (f˜ (n))n∈N is uniformly bounded in C([0, T ];B
s0
2,1). A similar argument yields the
following inequalities
‖f˜ (n) − f˜ (∞)‖
B
s0−1
2,1
≤ C
(
1 + ‖u(n)‖Bs02,1 + ‖u
(∞)‖Bs02,1
)(
‖u(n) − u(∞)‖Bs02,1 + ‖u
(n)
x − u
(∞)
x ‖Bs0−12,1
)
.
Applying Lemma 2.3, one can deduce that
‖v(n)1 (t)‖Bs0−12,1
≤ e
C
∫ t
0 ‖u(τ)‖Bs0
2,1
dτ
‖∂xu
(n)
0 − ∂xu
(∞)
0 ‖Bs0−12,1
+ C
∫ t
0
e
C
∫ t
τ ‖ux(τ
′)‖
B
s0−1
2,1
dτ ′
‖f˜ (n) − f˜ (∞)‖
B
s0−1
2,1
dτ
≤ e
C
∫ t
0 ‖u(τ)‖Bs02,1
dτ
‖∂xu
(n)
0 − ∂xu
(∞)
0 ‖Bs0−12,1
+ C
∫ t
0
e
C
∫ t
τ
‖ux(τ ′)‖
B
s0−1
2,1
dτ ′ (
‖u(n) − u(∞)‖
B
s0−1
2,1
+ ‖u(n)x − u
(∞)
x ‖Bs0−12,1
)
×
(
1 + ‖u(n)‖Bs02,1 + ‖u
(∞)‖Bs02,1
)
dτ. (4.35)
Applying similar arguments as in [16] on P. 441 to (4.35), we have
∂xu
(n) → ∂xu
(∞) in Bs0−12,1 .
We have completed the proof of Proposition 4.2. 
Summing up the above six steps, we get Theorem 1.1.
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5. PROOF OF THEOREM 1.2
In this section, we are devoted to establishing the existence and uniqueness of analytic
solutions to the system (1.5) on the line R.
The proof of Theorem 1.2 needs a suitable scale of Banach spaces as follows. For any
s > 0, we set
Es =
{
u ∈ C∞(R) : |||u|||s = sup
k∈N0
sk‖∂kxu‖Bs02,1
k!/(k + 1)2
<∞
}
, (5.1)
where N0 is the set of nonnegative integers. We take note that the above space is similar
to the one introduced in [26], where Bs02,1 is replaced by H
2. It is easy to verify that
Es equipped with the norm |||·||| is a Banach space and that for any 0 < s
′ < s, Es is
continuously embedded in Es′ with
|||u|||s′ ≤ |||u|||s. (5.2)
By this definition, one can easily get that u in Es is a real analytic function on R and
what is crucial for our purposes is the fact that each Es forms an algebra under pointwise
multiplication of functions.
Lemma 5.1. (1) Let 0 < s < 1. There is a constant C > 0, independent of s, such that
for any u and v in Es we have
|||uv|||s ≤ C|||u|||s|||v|||s. (5.3)
(2) There is a constant C > 0 such that for any 0 < s′ < s < 1, we have
|||∂xu|||s′ ≤
C
s− s′
|||u|||s, (5.4)
|||P (D)u|||s ≤ C|||u|||s, |||∂xP (D)u|||s ≤ C|||u|||s,
∣∣∣∣∣∣∂2xP (D)u∣∣∣∣∣∣s ≤ C|||u|||s, (5.5)
and ∣∣∣∣∣∣P (D)[u, (−∂2x)ν ]vx∣∣∣∣∣∣s ≤ C|||u|||s|||v|||s. (5.6)
Proof. The properties (5.3) and (5.4) follow directly from analogous ones found in [26]
just by replacing H2 with Bs02,1 and we then prove (5.5). Since
‖∂kx∂
2
xP (D)u‖Bs02,1 ≤ C‖∂
k
xu‖Bs0−2ν+22,1
≤ C‖∂kxu‖Bs02,1,
then it follows that ∣∣∣∣∣∣∂2xP (D)u∣∣∣∣∣∣s = sup
k∈N0
sk‖∂kx∂
2
xP (D)u‖Bs02,1
k!/(k + 1)2
≤ sup
k∈N0
sk‖∂ku‖Bs02,1
k!/(k + 1)2
= |||u|||s.
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The other estimates in (5.5) can be obtained similarly as above. Now we prove (5.6). As
‖∂kxP (D)[u, (−∂
2
x)
ν ]vx‖Bs02,1
≤ ‖∂kx
(
[u, (−∂2x)
ν ]vx
)
‖
B
s0−2ν
2,1
=
k∑
l=0
(
k
l
)
‖[∂k−lx u, (−∂
2
x)
ν ](∂lxv)x‖Bs0−2ν2,1
≤ C
k∑
l=0
(
k
l
)
‖∂k−lx u‖Bs02,1‖∂
l
xv‖Bs02,1
= C‖∂kxu‖Bs02,1‖v‖B
s0
2,1
+ C
k∑
l=1
(
k
l
)
‖∂k−lx u‖Bs02,1‖∂
l
xu‖Bs02,1
≤ C|||v|||s‖∂
k
xu‖Bs02,1 + C
k∑
l=1
(
k
l
)
‖∂k−lx u‖Bs02,1‖∂
l
xu‖Bs02,1 .
Then proceeding a similar argument as the proof of Lemma 2.1 in [38], we complete the
proof of Lemma 5.1. 
Theorem 5.1. ([6]) Let {Xs}0<s<1 be a scale of decreasing Banach spaces, namely for
any s′ < s we have Xs ⊂ Xs′ and |||·|||s′ ≤ |||·|||s. Consider the Cauchy problemdudt = F (t, u(t)),u(0) = 0. (5.7)
Let T,R andC be positive constants and assume that F satisfies the following conditions:
(1) If for 0 < s′ < s < 1 the function t 7→ u(t) is real analytic in |t| < T and
continuous on |t| ≤ T with values in Xs and
sup
|t|≤T
|||u|||s < R, (5.8)
then t 7→ F (t, u(t)) is a real analytic function on |t| < T with values in Xs′ .
(2) For any 0 < s′ < s < 1 and any u, v ∈ Xs with |||u|||s < R, |||v|||s < R,
sup
|t|≤T
|||F (t, u)− F (t, v)|||s′ ≤
C
s− s′
|||u− v|||s. (5.9)
(3) There existsM > 0 such that for any 0 < s < 1
sup
|t|≤T
|||F (t, 0)|||s ≤
M
1− s
. (5.10)
Then there exists a T0 ∈ (0, T ) and a unique function u(t), which for every 0 < s < 1 is
real analytic in |t| < (1−s)T0 with values inXs, and is a solution to the Cauchy problem
(5.7).
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To prove Theorem 1.2, we need to show that all three conditions of the abstract version
of the Cauchy-Kowalevski theorem (Theorem 5.1) hold for system (1.5) on the scale
{Xs}0<s<1. To this end, we restate the Cauchy problem (1.5) in a more convenient form.
Let u1 = u, u2 = ux, then the problem (1.5) is transformed in a system for u1 and u2.
∂tu1 = −u2 −
1
2
∂x(u
2
1) + ∂xP (D)f1(u1) + P (D)f2(u1, u2) = F1(u1, u2),
∂tu2 = −∂x(u2 + u1u2) + ∂
2
xP (D)f1(u1) + ∂xP (D)f2(u1, u2)
= F2(u1, u2),
u1(x, 0) = u0(x), u2(x, 0) = u
′
0(x).
(5.11)
Proof of Theorem 1.2. Let u = (u1, u2), F = (F1, F2) in (5.11) and Xs be a scale of
decreasing Banach spaces defined as Xs = Es × Es. Since the map F (u1, u2) does not
depend on t explicitly, we just need to verify the first two conditions of Theorem 5.1.
Obviously, t 7→ F (t, u(t)) = (F1(u1, u2), F2(u1, u2)) is real analytic if t 7→ u1(t)
and t 7→ u2(t) are both real analytic. Hence, the verification of the first condition of the
abstract theorem needs only to show that for s′ < s, F1(u1, u2) and F2(u1, u2) are in Es′
for u1, u2 ∈ Es. By Lemma 5.1, we can get the estimates of F1 and F2 as
|||F1(u1, u2)|||s′ =
∣∣∣∣∣∣∣∣∣∣∣∣−u2 − 12∂x(u21) + ∂xP (D)f1(u1) + P (D)f2(u1, u2)
∣∣∣∣∣∣∣∣∣∣∣∣
s′
≤
C
s− s′
(
|||u1|||s + |||u1|||
2
s
)
+ C
(
|||u1|||s + |||u1|||
2
s
)
, (5.12)
and
|||F2(u1, u2)|||s′
=
∣∣∣∣∣∣−∂x(u2 + u1u2) + ∂2xP (D)f1(u1) + ∂xP (D)f2(u1, u2)∣∣∣∣∣∣s′
≤
C
s− s′
(
|||u2|||s + |||u1|||s|||u2|||s + |||u1|||
2
s
)
+ C
(
|||u1|||s + |||u1|||
2
s
)
. (5.13)
We proceed to verify the second condition of the abstract theorem. Employing the triangle
inequality and Lemma 5.1, we have
|||F1(u1, u2)− F1(v1, v2)|||s′
≤
∣∣∣∣∣∣∣∣∣∣∣∣(v2 − u2) + 12∂x(v21 − u21)
∣∣∣∣∣∣∣∣∣∣∣∣
s′
+ |||∂xP (D) (f1(u1)− f1(v1)) + P (D) (f2(u1, u2)− f2(v1, v2))|||s′
≤ C|||u2 − v2|||s +
C
s− s′
|||u1 − v1|||s|||u1 + v1|||s
+ |||∂xP (D) ((u1 − v1) + (u1 − v1)(u1 + v1))|||s′
+
∣∣∣∣∣∣P (D) ([u1 − v1, (−∂2x)ν ]∂xu1 − [v1, (−∂2x)ν ](v1 − u1)x)∣∣∣∣∣∣s′
≤ C|||u2 − v2|||s +
C
s− s′
|||u1 − v1|||s(|||u1|||s + |||v1|||s) + C|||u1 − v1|||s
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+ C|||u1 − v1|||s(|||u1|||s + |||v1|||s)
≤
C
s− s′
|||u− v|||Xs. (5.14)
Similarly, we can show that
|||F2(u1, u2)− F2(v1, v2)|||s′ ≤
C
s− s′
|||u− v|||Xs (5.15)
holds. The conditions (1)-(3) are now easily verified once our system (5.11) is trans-
formed into a new system with zero initial data as in (5.7). This completes the proof of
Theorem 1.2. 
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