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Abstract
In linear multistep methods with variable step size, the method’s coefﬁcients are functions of the step size ratios. The coefﬁcients
therefore need to be recomputed on every step to retain the method’s proper order of convergence. An alternative approach is to
use step density control to make the method adaptive. If the step size sequence is smooth, the method can use constant coefﬁcients
without losing its order of convergence. The paper introduces this new adaptive technique and demonstrates its feasibility with a
few test problems.
The techniqueworks in perfect agreementwith theory for a given step density function. For practical use, however, the densitymust
be generated with data computed from the numerical solution. We introduce a local error tracking controller, which automatically
adapts the density to computed data, and demonstrate in computational experiments that the technique works well at least up to
fourth-order methods.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We shall consider initial value problems
y˙ = f (t, y), y(0) = y0 (1.1)
solved by linear multistep methods on non-uniform grids {tn}, i.e., with variable time steps. The generalization of
multistep methods to variable step size normally requires that the method’s coefﬁcients be recomputed on every step
for the method to retain its proper order of convergence [2,4]. Although the cost of computing such coefﬁcients is
technically negligible, the problem as such is a mathematical difﬁculty, simply because multistep methods generally
do not have unique extensions from uniform to non-uniform grids. As a result, there are several different ways to make
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a multistep method adaptive, see [5] and the recent special study [1]. For the classical Adams–Moulton and BDF
methods, which are both collocation methods, the collocation condition provides a “natural” extension, but one cannot
in general devise a unique or preferred form of the method on a non-uniform grid.
In this paper we propose an alternative approach based on step density control for varying the step size [3]. Rather
than varying the step size h, one instead varies the step density r along the solution y(t), and takes h= /r for a small,
constant value of the accuracy parameter . We will show that if this approach generates smooth step size sequences,
the multistep method can be used with constant coefﬁcients without loss of convergence order.
Introduce a differentiable time transformation t = () with differential
dt = ′() d.
Here, prime denotes derivative with respect to , whereas dot denotes derivative with respect to the original time variable
t. To relate derivatives with respect to  to time derivatives, we introduce the density function
r() = 1/′()
and require it to be positive; the function  (corresponding to the time transformation  → t) is therefore invertible.
For the differentiation operators we now have the relation
d
dt
= r d
d
.
This implies that the original differential equation (1.1) is transformed into
y′ = f (t, y)/r , (1.2)
to which we add the time recovery equation
t ′ = 1/r, t (0) = 0. (1.3)
Finally, we may study various differential equations
r ′ = g(y, r), (1.4)
where g(y, r) is a (feedback) control function yet to be speciﬁed, and which is used to generate the function r and the
corresponding time transformation.
The time transformation is used so that equidistant samples of  correspond to a non-equidistant grid in t, via
tn = (n). Deﬁne = n+1 − n =: , with  constant for all n. It then follows that
tn = tn+1 − tn(n+1) − (n) ≈ n+1 − n
r(n+1/2)
= 
r(n+1/2)
. (1.5)
In actual computations,wegenerate a sequence {rn+1/2}of numerical approximations to the density samples {r(n+1/2)}.
This is accomplished by a proper selection of the control function g(y, r). The scalar dynamical system (1.4) then acts
as a (continuous) control system for generating the grid, as it varies the step density and consequentially also the step
size. When this differential equation is discretized, it produces a discrete control generating the sequence {rn+1/2}.
This approach is especially important as it admits a theoretical study of adaptivity. Convergence and error bounds
can be studied as  → 0, while the step density r() accounts for step size variation. Thus—even in the adaptive
case—convergence only depends on the single scalar parameter , just like it only depends on a scalar step size
parameter h when the step size is constant. Moreover, for general step size sequences, a multistep method’s “zero
stability” depends on the step size ratios, but here this problem too is circumvented as the step size ratios tend to unity
for every smooth step density function r(), sampled at a sufﬁciently high frequency (i.e.,  → 0+).
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1.1. Multistep discretization
Collecting (1.2)–(1.4), we consider the augmented system
y′ = f (t, y)/r , (1.6)
r ′ = g(y, r), (1.7)
t ′ = 1/r . (1.8)
We apply a multistep method (, ) to (1.2) and (1.3), and a suitable explicit LM method (ˆ, ˆ) of the same order to
(1.4). The latter method could, for example, be the predictor associated with (, ). Using the constant step size = ,
we then get
k∑
j=0
k−j yn−j = 
k∑
j=0
k−j f (tn−j , yn−j )/rn−j , (1.9)
k∑
j=0
ˆk−j rn−j = 
k∑
j=1
ˆk−j g(yn−j , rn−j ), (1.10)
k∑
j=0
k−j tn−j = 
k∑
j=0
k−j /rn−j . (1.11)
This now corresponds to a varying step size t = /r() in the original variable.
If the augmented system is sufﬁciently regular to admit a p + 1 times continuously differentiable solution (y, r, t),
then it immediately follows that the application of two convergent pth-order methods (, ) and (ˆ, ˆ) will produce a
pth-order convergent numerical solution. In other words,
‖yn − y(n)‖ = O(p), (1.12)
|rn − r(n)| = O(p), (1.13)
|tn − (n)| = O(p). (1.14)
Note that as the procedure computes both y and the “independent” variable t numerically there will be a truncation
error also in tn, but that the numerical approximation (yn, tn) remains a pth-order approximation to y(t).
1.2. Computational procedure
The computational procedure works as follows. As the method (ˆ, ˆ) is explicit, it corresponds to using an explicit
controller, i.e., from the state of the previous step, we must be able to decide on the step size for the next step. Thus,
rn = 
ˆk
k∑
j=1
ˆk−j g(yn−j , rn−j ) −
1
ˆk
k∑
j=1
ˆk−j rn−j . (1.15)
Next, we compute tn from (1.11). No matter if (, ) is implicit, this can be done explicitly, as
tn = 
k
k∑
j=0
k−j /rn−j −
1
k
k∑
j=1
k−j tn−j (1.16)
reconstructs original time. It should also be noted that as (1.11) is merely a plain integration it is possible to replace
the time reconstruction by any quadrature rule of the same order of accuracy.
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Finally, the reconstructed time tn and step density rn are used to solve for yn from (1.9), which takes the “usual”
form for implicit methods, i.e.,
kyn − kf (tn, yn)/rn = 	, (1.17)
where the vector 	 depends only on previously computed quantities. This implies that the overall method in practice
has the same complexity as an implicit linear multistep method applied to the original equation, but without the need
to recompute method coefﬁcients every step.
1.3. Outline of the paper
The paper is organized as follows. The technique outlined above is tested for the BDF and Adams methods, ﬁrst
in a theoretical setting, where we demonstrate the proper order of convergence when the step density function is
given. Further, we demonstrate the importance of smoothness, by introducing various non-smooth perturbations, and
showing how this affects convergence. Finally, we construct a local error tracking algorithm, in order to generate the
density functions from computed data. Experiments are encouraging for low-order methods, but also reveal that further
elaboration of the controllers are needed in order to make the technique provide adaptive codes with a proven order of
convergence in real computational problems.
2. Convergence of BDF methods: computational results
Before addressing the problem of how to design a proper controller and control function, we shall demonstrate the
feasibility of the technique by solving a simple linear differential equation for prescribed step density functions. Thus,
rather than computing the sequence {rn}, we generate it by equidistant sampling of a given function r(). In addition,
we will demonstrate the effect of the smoothness of {rn} on the convergence order; lack of smoothness will cause
various forms of “order reduction,” implying that the design of the controller is of crucial importance.
We choose to work with the Backward Differentiation Formulas, as these pose the greatest challenge to the approach.
In (1.9) we see that the step density variation only affects the  coefﬁcients, and for the BDF methods there is just a
single  coefﬁcient, k . The step density approach is therefore equivalent to varying the step size without any change
to the coefﬁcients at all while claiming that convergence order is unaffected.
2.1. A linear test problem
In order to test the theory numerically, we have chosen a linear problem of Prothero–Robinson type:
y˙ = A(y − w − v · sin t) + v · cos t, y(0) = y0. (2.1)
Its solution is y(t)=w + v sin t + etA(y0 −w). There are several reasons for this choice. First, it is of importance that
the problem is non-autonomous, as our computational procedure also computes the independent variable t. Second,
at this stage we do not want to include errors caused by predictors and termination criteria for the iterative solver.
Choosing a linear problem allows us to compute each new solution point to full precision. Consequently, the results
only contain the method’s truncation errors and effects caused by the step density control. All numerical solutions are
computed on the interval [0, 2
] using BDF methods of orders 1–6, implemented in MATLAB.
2.2. Classical convergence test
In order to demonstrate the correct convergence order we took
A =
(−1 −3
6 −200
)
and the vectors v = (1 2)T and w = 3v, with initial condition y0 = 4v. This implies that we start near the particular
solution. As the two eigenvalues ofA are approximately−1 and−200 the tests are in practice run in the non-stiff regime.
In addition, we prescribed a smooth step density function r() = 1 + 0.2 sin2 . Finally,  was chosen as  = 2−m, for
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Fig. 1. Convergence of BDF methods. A Prothero–Robinson problem is solved by the BDF methods of orders 1–6 using a prescribed, smooth step
density r() = 1 + 0.2 sin2 , sampled equidistantly with  = . Although method coefﬁcients are constant, the global error remains O(p). The
error graphs virtually coincide with those obtained if the step size had been kept constant, at t =  (not shown).
m = 10(1)13. The global error y was computed by taking the Euclidean norm in space, and the discrete L2 norm in
time, i.e.,
‖y‖2 = 1
2
N
N∑
1
|yn − y(tn)|22 ≈
1
2

∫ 2

0
|yn − y(tn)|22 dt .
The error was plotted vs.  to verify that the convergence order is not impaired by using a smooth step density variation
while the method’s coefﬁcients are kept constant. The results are shown in Fig. 1. Moreover, as these error graphs are
extremely close to those obtained with a similar, constant step size, one can conclude that a smooth step size variation
is harmless even though the method has constant coefﬁcients.
2.3. Smooth and non-smooth step size sequences
The next test serves to illustrate the importance of a smooth step size change. Here we solve the same problem using
the BDF4 method and = 2−m, for m = 10(1)14, but the basic step density is a little more challenging,
r() = 1 + 0.4 sin4 + 0.1 sin20 ,
where the last term makes the step density increase especially at  = 
/2 and 3
/2. This density is used as is
(“deterministic,” smooth case), as well as with a multiplicative noise, r˜() = (1 + s())r(). We take
s(n) = 1 + a · n,
with amplitude a = 0.05 and n a random variable, with a rectangular distribution on [−1, 1] (“random,” non-smooth
case). This produces a non-smooth step size sequence, and order reduction is also clearly observed in Fig. 2.
In this example, we ﬁnally take
s() = 2a sin,
with frequencies = 2 · 103, 4 · 103 and 8 · 103 (“trigonometric” perturbations). If = is small enough, the sampled
density function appears to be regular (smooth) and should not cause any order reduction. On the other hand, when
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Fig. 2. Smoothness and order reduction. The test problem (see text) is solved using BDF4 and the density r() = 1 + 0.4 sin4  + 0.1 sin20 . The
dash-dotted graph at the bottom is the unperturbed, smooth case with classical order 4 convergence. The dashed center curve corresponds to a
randomly perturbed step density. The solid graphs are step densities with trigonometric perturbations of frequency = 8 · 103, 4 · 103, and 2 · 103
(top to bottom at = 10−4). Order reduction is observed when irregular densities are used. In the random case the proper order is never observed,
while in the trigonometric case it is observed for small  only.
 =  is large (here > 10−4), the sequence {s(n)} will start behaving irregularly as the sampling theorem is then
violated. In Fig. 2, the classical convergence order is eventually observed as  → 0, but an order reduction is observed
for large .
3. Local error tracking
Unlike in the tests above, where the step density was prescribed, an adaptive method must generate its own step
size sequence. This can be done by creating a differential equation (1.4) whose solution determines the density. This
technique has been used with considerable success for reversible, Hamiltonian systems [3].
A similar approach will be used here, with the objective of keeping the local error equal to a prescribed tolerance.
Thus, we want to choose the step density r such that
|cp|
( 
r
)p+1‖y(p+1)‖2 = TOL, (3.1)
where cp is the local error constant of a pth-order method. We choose the Euclidean norm for its differentiability.
A conventional step size control scheme computes an embedded local error estimate en = hp+1n n, and compares it
to the tolerance TOL. In case there is a discrepancy between en and TOL, a controller adapts the step size to the principal
error function n by computing the new step size hn+1 from the “control error” TOL/en. Our approach differs from this
by using (3.1) directly.
Assuming that the principal error function can be computed, a “tracking” algorithm will be used to select r so that
(3.1) holds. Let Dt denote the differentiation operator with respect to original time t. Taking logarithms, we have
log |cp| + (p + 1) · (log − log r) + 12 log Dp+1t yTDp+1t y = log TOL. (3.2)
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By differentiating with respect to t, we ﬁnd
Dt log r = 1
p + 1
Dp+2t yTD
p+1
t y
Dp+1t yTD
p+1
t y
:= g(y), (3.3)
implying that our desired differential equation (1.4) is r ′ = g(y), although we will make use of its logarithmic form
(3.3). We will assume that the function g(y) can be evaluated at any numerically computed point yn. Although this may
not always be possible in practical computations, it is generally possible whenever automatic differentiation software
can be employed.
3.1. Discrete control
In a computational step-by-step procedure, we need a discrete tracking algorithm that allows us to compute a smooth
sequence {rn} through an explicit recursion. This is obtained by discretization of (3.3). The simplest possible recursion
would be to use the explicit Euler method, which leads to
log
rn+1
rn
= 
rn
g(yn). (3.4)
Taking exponents yields the multiplicative recursion
rn+1 = rn exp(g(yn)/rn). (3.5)
As an alternative, by integrating r ′ = g(y) over a step  =  using the explicit Euler discretization, we obtain the
additive tracking algorithm,
rn+1 = rn + g(yn). (3.6)
As  → 0+ we note that both algorithms will produce almost the same result. In our tests, we have only observed very
small differences between the two. Nevertheless, we prefer the multiplicative recursion for its robustness: even if g(y)
should become large and negative, (3.5) guarantees that r remains positive.
We have emphasized the importance of regularity, and in theory we would also need higher order integration of (3.3).
This is straightforward: a second order discrete integrator such as the explicit Adams–Bashforth AB2 method results
in the controller rn+1 = rn + (3g(yn) − g(yn−1))/2. In the tests we report below, however, we have not been able to
obtain signiﬁcantly better results with such a controller. Further modiﬁcations of the recursions may include moving
average digital ﬁlters [6,7] in order to enhance the regularity of the sequence {rn}.
From a control perspective, the schemes above are integrating controllers. In such controllers it is common to be
able to adjust the integral gain. It is done by replacing g(y) in the formulas above by g(y), where a reduced gain
(< 1) can beneﬁt stability and robustness. Its effect is to slow the density’s dynamic response to variations in g(y).
But it can also be interpreted as corresponding to a modiﬁed tracking criterion, where r instead tracks the variations of
‖y(p+1)‖2, cf. (3.1).
3.2. Implementation
The techniques outlined above and implemented along the lines presented below should only be considered as a ﬁrst
attempt to use step density control for general purpose computations in initial value ODEs. In the implementation we
have also taken several precautions.
For testing purposes, the BDF and Adams–Moulton methods were used. Both (3.5) and (3.6) were implemented,
with analytic computation of the derivatives in g(y), which was evaluated at numerically computed solution points.
Protection against divide by zero in (3.3) was achieved by modifying g slightly, to
gˆ(y) := 
p + 1
Dp+2t yTD
p+1
t y
‖Dp+1t y‖22 + 10−2
, (3.7)
where  provides an option to select an arbitrary integral gain as described above. Both of these options turn out to be
of importance in the tests.
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Fig. 3. Step density control. The BDF methods of orders 2–4 solve a non-stiff test problem (see text) using multiplicative step density control,
tracking the local error. Left graph shows global errors as a function of , while the right graph shows computed step densities as a function of time.
As multistep methods may suffer instability if the step density ratio qn = rn+1/rn is too large, a limiter was included
as an extra safety measure in the multiplicative controller. This is a simple map of the form
qˆn := 1 +  arctan((qn − 1)/),
which has no effect when qn is near 1. Large deviations are prevented by the parameter , which determines the upper
and lower limits. These are sharper for smaller values of , [8], and the value  = 0.1 was used. In practice this had
no observable effects, and the controllers (both multiplicative and additive) were successfully run without any signs of
instability also when the limiter was disengaged.
3.3. Computational test of controllers
The step density controllers described above were tried on non-stiff linear Prothero–Robinson problems of the same
type as before, but with the matrix
A =
(−2 −3
−2 −4
)
and over the interval [0, 4
], while the other parameters were unchanged. Writing the problem in the form Dt yA(y −
) + Dt, higher derivatives can be directly computed analytically, as Dt yA(y − ) + Dt. This formula was used
to evaluate g(y) at the numerically computed solution {yn}.
Fig. 3 shows a test of the BDF2–BDF4 methods using the multiplicative controller for local error tracking. The step
density was initialized at r(0) = 0.3, and an integral gain of  = 15 was used. The computed results show an excellent
agreement with theory, and the observed orders of convergence are the expected O(p). Work scales very well and is
O(−1).
We next tried the same problem, using the Adams–Moulton methods of step number k = 1.3 (corresponding to
orders 2–4). The results presented in Fig. 4 were obtained using the same initial density and integral gain as before. In
this experiment, which naturally produces higher accuracy, we again observe perfect orders of convergence. The step
densities are, as expected, similar to those obtained for the BDF methods. Work too scales as O(−1).
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Fig. 4. Step density control. The AM methods of orders 2–4 solve a non-stiff test problem (see text) using multiplicative step density control, tracking
the local error. Left graph shows global errors; right graph shows step densities.
These experiments were repeated with additive control, and with various settings of the integral gain. The choice of
additive or multiplicative controller had little effect, but the integral gain was seen to have a positive effect; a small
integral gain produced perfectly regular error graphs, while an integral gain of = 1 caused minor irregularities.
For higher order methods (orders 5–6 for BDF and 5–7 for AM) we have not been able to obtain fully satisfactory
results. Although convergencewas clearly observed, it was somewhat irregular, and oftenwould not signiﬁcantly exceed
the clean fourth-order convergence observed in Figs. 3 and 4. We attribute these difﬁculties mainly to four issues:
• The higher order methods are more sensitive to the smoothness of the density function and no higher order methods
(apart from AB2) were used to generate the density functions.
• The local error control quantity (3.1) has a similar smoothness for all derivatives, but high-order methods may require
more smoothness than low-order methods.
• Possibly related to the ﬁrst two items is the fact that the amplitude of the transient in the solution to the test problem
(2.1) affects the regularity of the error graphs. With initial conditions near the particular solution, the results were
closer to the theoretical orders.
• At the present state of knowledge, the understanding of how various parameter settings in the controllers affect the
result is incomplete.
Nevertheless, as we have seen in Section 2, a smooth prescribed density function does produce the correct orders, even
for p = 6. As the controllers used so far only represent a ﬁrst, simple choice of control structure, we expect to be able
to improve on the performance for higher order methods.
4. Conclusions
This paper has shown that one may use variable steps in multistep methods, without recomputing the method
coefﬁcients, provided that the step size sequence is smooth.
By writing the step size as hn = /rn, convergence is demonstrated as  → 0+ while a given smooth step density
function {rn} accounts for step size variation. This offers an interesting possibility to prove that an actual adaptive
implementation of a multistep method is convergent.
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In computations with a simple test problem, the order of convergence is O(p) for a pth-order method, while work
is O(−1).
An elementary integrating control based on tracking the magnitude of the local error has been introduced for the
automatic generation of {rn} from computed data. Experiments with this procedure indicate that the technique is feasible
in practical computation, with perfect O(p) convergence for low-order methods. For higher order methods the results
are as yet inconclusive.
The step density approach depends on the idea that one uses a step size parameter, , as the external accuracy control
parameter, rather than a local error tolerance, TOL. It might be possible to use density control also in a more conventional
setting, with data based on an embedded error estimate compared to a tolerance, but preliminary experiments with such
a technique indicate that it is more difﬁcult to maintain sufﬁcient smoothness than with the approach taken in this
paper.
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