Piecewise constant reconstruction of damaged color images by Cristoferi, Riccardo & Fonseca, Irene
ar
X
iv
:1
71
2.
10
03
3v
2 
 [m
ath
.O
C]
  2
9 M
ar 
20
18
PIECEWISE CONSTANT RECONSTRUCTION OF
DAMAGED COLOR IMAGES
RICCARDO CRISTOFERI, IRENE FONSECA
Abstract. A variational model for reconstruction of damaged color
images is studied, in particular in the case where only finitely many
colors are admissible for the reconstructed image. An existence result
and regularity properties of minimizers are presented.
1. Introduction
The aim of this paper is to study a variational model for the reconstruction
of color images when information on the color is available everywhere except
in a damaged region, where only a grey level function is known.
The variational approach we consider here has been introduced by For-
nasier in [16], as part of a project aimed at restoring the Mantegna’s fresco in
the Ovetari Chapel of Italian Eremitani’s Church in Padua. The model is in-
spired by the famous ROF model for denoising, introduced by Rudin, Osher
and Fatemi in the context of grey level functions (see [24]): to minimize
v ∈ BV (Ω) 7→ |Dv|(Ω) + λ‖v − v0‖
2
L2(Ω) , (1.1)
where Ω ⊂ R2 denotes the image domain, v0 ∈ L
2(Ω) is the given image,
and λ ≥ 0 is a tunning parameter. In order to be able to reconstruct edges
in the image, the space of functions of bounded variations BV is typically
used for representing an image.
When dealing with color images, there are two preferred ways to represent
them mathematically. The first one is the RGB (red, green, blue) model,
where an image is represented via its three channels uR, uG and uB , with u ∈
BV (Ω;R3) defined as u = (uR, uG, uB). The other way to represent an image
is called Chromaticity/Brightness, where a RGB image u ∈ BV (Ω ; R3) is
decomposed into two components: its chromaticity u/|u| and its brightness
|u|. The main idea of this model is to reconstruct the two parts independently
(see, for instance, [13] and [19]).
The total variation model introduced by Fornasier in [16] is a variant of
(1.1), and it appeals to the RGB model to represent the image. The grey
level information in the damage region D ⊂ Ω is modeled as a nonlinear
distortion of the colors, L : R3 → R. Often L is taken to be of the form
L(v) := L(v · e) ,
where e ∈ R3 is a unit vector and L : R → [0,∞) is an increasing function
(usually neither concave nor convex). Usually, both e and L are chosen based
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on the given image in order to best fit (i.e., with minimal total variance) the
distribution of data from the real color (see [17]). The functional to be
minimized is
F(u) := |Du|(Ω) + λ
ˆ
Ω\D
|u− f |p dx+ µ
ˆ
D
∣∣L(u · e)− L(f · e) ∣∣p dx ,
where p ≥ 1, f ∈ Lp(Ω ; RM ) is the given image, and λ, µ ≥ 0 are tuning
parameters. Since the restored image will be colored everywhere, the problem
we consider can be seen as a generalization of inpainting (see [3, 4, 7, 8, 9,
10]). Note that here, for the sake of mathematical abstraction, we consider
the target space to be RM , for M ∈ N, in place of R3 as in the description
of the RGB model.
We note that in the literature there are other approaches to the reconstruc-
tion of an image when information of the colors is not everywhere available
(see, for instance, [18, 21, 25, 26, 27]).
Numerical experiments, as well as a first study of the model, are present
in the work of Fornasier and March (see [17]). Subsequently, a rigorous ana-
lytical study in the case of perfect reconstruction (i.e., when λ = µ =∞) has
been carried out by Fonseca, Leoni, Maggi and Morini in [15]. In particular,
the authors provide a characterization of the piecewise constant functions
f that can be obtained as minimizers of F , whose jump set is the union of
finitely many Lipschitz curves. Furthermore, in [15] the authors study the
minimizers in the case in which the damaged region is uniformly distributed
in Ω.
In this paper we pursue the study initiated in [15], working in the general
case where u ∈ BV (Ω ; RM), with Ω ⊂ RN a bounded connected open set
with Lipschitz boundary, and where we fix apriori the number of colors that
we are allowed to use, say k ∈ N, but the color spectrum is not restricted,
i.e., we consider the minimization problem
min
{
F(u) : u ∈ BV (Ω ; A) , A ⊂ RM with H0(A) = k
}
. (1.2)
Notice that if A = {a1, . . . , ak} ⊂ R
M it is possible to write a function
u ∈ BV (Ω ; A) as
u =
k∑
i=1
aiχΩi , (1.3)
where Ωi := {x ∈ Ω : u(x) = ai}, and the functional F becomes
F(u) =
k∑
i=2
∑
j<i
|ai − aj |H
N−1(∂∗Ωi ∩ ∂
∗Ωj ∩ Ω) + λ
k∑
i=1
ˆ
Ωi\D
|ai − f |
p dx
+ µ
k∑
i=1
ˆ
Ωi∩D
|L(ai · e)− L(f · e)|
p dx , (1.4)
where ∂∗Ωi denotes the reduced boundary of the set Ωi (see Definition 2.6),
that coincides with the topological boundary ∂Ωi in the case it is Lipschitz,
and HN−1 is the (N−1)-dimensional Hausdorff measure (see Definition 2.7).
The minimization problem (1.2) can be thought both as a combination of
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an inpainting and a segmentation problem, or as a partition problem with
weighted perimeter and volume terms.
A popular way to segment an image is by using the Mumford-Shah func-
tional, introduced in [23]. The functional is defined over couples (v,Γ), where
Γ ⊂ Ω is a closed set, and v ∈ C1(Ω \ Γ), and reads as
MS(v,Γ) :=
ˆ
Ω\Γ
|∇v|2 dx+ α
ˆ
Ω
|v − f |2 dx+ βHN−1(Γ) , (1.5)
where α, β > 0 are tuning parameters. The set Γ represents the set of edges
of the objects in the image, and this is assumed to be closed. Existence for
the minimization problem
min{MS(v,Γ) : Γ ⊂ Ω is a closed set , v ∈ C1(Ω \ Γ) } , (1.6)
has been proved by De Giorgi, Carriero e Leaci in [12] via the following
relaxed version of the functional (1.5),
M˜S(w) :=
ˆ
Ω\Jw
|∇w|2 dx+ α
ˆ
Ω
|w − f |2 dx+ βHN−1(Jw) , (1.7)
where w ∈ SBV (Ω) (the space of special functions with bounded variation,
see [2, Chapter 4]) and Jw denotes the jump set of w (see Definition 2.3).
Existence of a solution to the minimization problem
min{M˜S(w) : w ∈ SBV (Ω) } (1.8)
can be obtained via the Direct Method of the Calculus of Variations. In order
to get a solution to the minimization problem (1.6), a solution w to the mini-
mization problem (1.8) is a solution of the original problem (1.6) provided the
jump set Jw of w is essentially closed, namely that H
N−1
(
(Jw \ Jw) ∩Ω
)
=
0, in which case we set Γ := Jw and v := w. The proof of the fact that the
jump set is essentially closed relies on delicate density estimates for the jump
set of a solution w to the minimization problem (1.8). Once that property
is establish, regularity theory allows to conclude that w ∈ C1(Ω\Jw).
Subsequently, Congedo and Tamanini proved existence and regularity
properties of minimizers to the minimization problem (1.5) in the case where
∇v = 0 in Ω\Γ (see [11], [29]):
min{MS(v,Γ) : Γ ⊂ Ω is a closed set , ∇v = 0 in Ω \K } . (1.9)
Inspired by [12], the main idea in [29] is to rephrase the problem in the
space of Caccioppoli partitions (see Definition 6.4), namely to consider the
functional
G(W, w) :=
∞∑
i=2
∑
j<i
HN−1(∂∗Wi∩∂
∗Wj∩Ω)+α
∞∑
i=1
ˆ
Wi
|wi−f |
p dx (1.10)
where W := {Wi}i∈N is a partition of Ω (see Definition 6.4), and w ∈
SBV (Ω) is given by w :=
∑
i∈NwiχWi , for some wi ∈ R. Notice that
here countably many partitions are allowed. If (W, w) is a solution to the
minimization problem
min{G(W, w) :W partition of Ω, w ∈ SBV (Ω) ,∇w = 0 on Ωi, for all i ∈ N} ,
(1.11)
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and if
HN−1
(
(Jw \ Jw) ∩ Ω
)
= 0 (1.12)
then w is also a solution to the minimization problem (1.11). In order to
obtain (1.12), the argument is anchored to an elimination lemma proved by
Congedo and Tamanini (see [29, Lemma 5.3]).
Lemma 1.1. Let p ≥ 1 and let (W, w) be a solution to the minimization
problem (1.11), and assume that f ∈ LNploc (Ω). Then for all m ∈ N, there
exists η > 0 such that for all x ∈ Ω there exists r0 > 0 with the following
property: if ∣∣∣Br(x) \ m⋃
i=1
Wi
∣∣∣ ≤ ηrN
for some 0 < r < r0, then |Br/2(x) \
⋃m
i=1Wi| = 0.
The importance of Lemma 1.1 relies on the fact that it allows to locally
reduce the complexity of the partition W. Indeed, using Lemma 1.1 one
can prove that for HN−1-a.e. x ∈ Jw, there exists a ball Br(x) such that
Br(x) = Wi ∩ Wj ∩ Jw, for some i, j ∈ N. Thus, in Br(x) the partition
problem becomes a problem of least area with a volume term, leading to
(1.12), as well as to regularity properties of the interfaces ∂∗Wi. In the case
where the measure of the interfaces is weighted (as in the first term of (1.4)),
a similar result as Lemma (1.1) holds under the additional assumption that
|ai− aj | < |ai− ak|+ |ak − aj |, whenever the indexes i, j, k are different (see
[20]).
The main result of the paper is the following existence and regularity
result for a solution to the minimization problem (1.2).
Theorem 1.2. Let Ω ⊂ RN be an open connected set with Lipschitz bound-
ary. Let p ≥ 1 and f ∈ Lp(Ω;RM ) be such that L(f · e) ∈ Lp(Ω). Then
the minimization problem (1.2) admits a solution u ∈ BV (Ω ;A), where
A := {a1, . . . , ak} ⊂ R
M , i.e.,
u =
k∑
i=1
aiχΩi ,
with Ωi = Ωi(1) (the points of density 1 for Ωi, see Definition 2.5), for every
i = 1, . . . , k.
Assume, in addition, that
(H1) f ∈ Lq(Ω;RM ),
(H2) L(f · e) ∈ Lq(Ω;RM ),
for some q ≥ N(p−1). If a solution u is such that |ai−aj | < |ai−ak|+|ak−aj|
whenever the indexes i, j, k are different, then the following hold:
(i) Ωi is open, for every i = 1, . . . , k, and thus Ju = Ju ∩ Ω,
(ii) each ∂∗Ωi is the union of relatively open sets of class C
1,α, where
α := 12
(
1− N(p−1)q
)
and a closed singular set of HN−1 measure
zero,
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(iii) there exists β > 0, depending on Ω,D,N, λ, µ, ‖f‖Lq , ‖L(f · e)‖Lq ,
such that
lim inf
ρ→0
HN−1(Ju ∩Bρ(x))
ρN−1
≥ β ,
for every x ∈ Ju ∩ Ω.
Remark 1.3. The additional regularity assumptions on f and on L(f · e)
that we require in Theorem 1.2, (H1) and (H2) respectively, are similar
in spirit to the ones required by Congedo and Tamanini in [29] for partial
regularity of the interfaces for the minimization problem (1.11). In their
case they have to require f ∈ LNp(Ω), and they provide a counterexample
to the regularity of interfaces if f is less integrable. Here we need lower
integrability of f and of L(f · e) due to the fact that our functional has a
weighted perimeter term rather than just the perimeter itself.
In order to get the regularity properties claimed in Theorem 1.2, we first
consider the case in which the set A = {a1, . . . , ak} ⊂ R
M is fixed apriori. By
rephrasing the problem in the space of Caccioppoli partitions of Ω, we obtain
in Theorem 6.2 the existence of solutions for the minimization problem
min {F(u) : u ∈ BV (Ω ; A) } ,
by using the lower semi-continuity result for functionals defined on partitions
due to Ambrosio and Braides (see [1]). This framing of the problem allows
us to prove regularity properties of a minimizer (see Theorem 6.2). The
main technical result of this paper is Theorem 6.10, that extends to (1.4)
the elimination lemma proved by Leonardi in the case λ = µ = 0 (see [20,
Theorem 3.1]).
We also present two results of independent interest: in Theorem 4.2 we
prove the existence of a solution to the minimization problem
min
{
F(u) : u ∈ BV (Ω ; RM )
}
,
thus extending the one of Fornasier and March (see Theorem 4.2) since we
don’t assume any apriori bound on the given image f . Finally, in Proposition
5.1 we characterize the functions L : R→ [0,∞) for which the functional F
is non trivial.
Further regularity properties of minimizers for the functional (1.4) in the
case where no restrictions on the class of minimizers, as well as in the par-
ticular case of finitely many admissible colors for the reconstruction, are
currently under investigation. Also a characterization of the piecewise con-
stant functions f that can be obtained as minimizers of F , whose jump set is
the union of finitely many Lipschitz curves in the spirit of the result of [15],
is being undertaken. Finally, a study of the model where the total variation
is replaced by an anisotropic functional of the total variation of u will be
carried out in a future work.
The paper is organized as follows. After recalling basic notions and back-
ground in Section 2, an existence result for the minimization problem is
presented in Section 4, while non triviality is studied in Section 5. Finally,
Section 6 is devoted to the study of the existence and regularity properties
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of minimizers in the case in which only finitely many colors are allowed for
the reconstructed image.
2. Preliminaries
In this section we recall some basic notions on BV functions and sets of
finite perimeter. For a reference see, for instance, [2].
Definition 2.1. Let A ⊂ RN be an open set. A function u ∈ L1(A ; RM) is
said to be of bounded variation if
|Du|(A) := sup
{ˆ
A
u · divϕ dx : ϕ ∈
[
C∞c (A ; R
N )
]M
, |ϕ|L∞ ≤ 1
}
<∞ .
We write u ∈ BV (A ; RM).
Remark 2.2. For a Borel set B ⊂ A, the function B → |Du|(B) is a
finite Radon measure that is lower semi-continuous with respect to the L1
convergence of sets.
Definition 2.3. Let u ∈ BV (Ω;RM ) and x ∈ Ω. We say that x is an
approximate jump point of u if there exists a, b ∈ RM , with a 6= b, and
ν ∈ SN−1 such that
lim
r→0
1
|B+r (x, ν)|
ˆ
B+r (x,ν)
|u(y)− a| dy = 0 ,
lim
r→0
1
|B−r (x, ν)|
ˆ
B−r (x,ν)
|u(y)− b| dy = 0 ,
where B±r (x, ν) := {y ∈ R
N : 〈y − x,±ν〉 > 0}. We denote by Ju, the jump
set of u, the set of points of Ω where this property does not hold.
A special case of functions of bounded variation are those that are char-
acteristic functions of sets of finite perimeter.
Definition 2.4. Let A ⊂ RN be a Borel set. A measurable set E ⊂ RN ,
with |E ∩ A| < ∞, is said to have finite perimeter in A if χE ∈ BV (A). In
this case, we denote by P(E ;A) the total variation of χE in A, |DχE|(A).
In order to state the structure theorem for sets of finite perimeter, we first
need some definitions.
Definition 2.5. Let E ⊂ RN be a Borel set, and let t ∈ [0, 1]. We say that
x ∈ RN is a point of density t for E if
lim
r→0
|E ∩Br(x)|
ωNrN
= t .
The set of points of density t of E will be denoted by E(t).
Definition 2.6. Let E ⊂ RN be a set of finite perimeter in some open set
A ⊂ RN . We define the reduced boundary ∂∗E of E as the set of points
x ∈ supp|DχE | ∩A such that the limit
νE(x) := lim
r→0
DχE(Br(x))
|DχE |(Br(x))
exists and |νE(x)| = 1. Here supp|DχE| denotes the support of the measure
|DχE|. We call νE(x) the generalized inner normal to E at x.
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Definition 2.7. Let k ∈ N. With Hk(E) we denote the kth-Hausdorff
measure of a set E ⊂ RN .
Definition 2.8. Let E ⊂ RN be an Hk-measurable set. We say that E
is countably Hk-rectifiable, if Hk(E) < ∞ and there exist {fn}n∈N, with
fn : R
k → RN a Lipschitz function for all n ∈ N, such that
Hk
(
E \
⋃
n∈N
fn(R
k)
)
= 0 .
The following structure theorem for sets of finite perimeter is due to De
Giorgi (see, for instance, [2, Theorem 3.59])
Theorem 2.9. Let E ⊂ RN be a set of finite perimeter in an open set A ⊂
R
N . Then ∂∗E ∩A is HN−1-rectifiable and |DχE∩A| = H
N−1 ¬ (∂∗E ∩A).
3. Setting of the Problem
Let Ω ⊂ RN be a bounded connected open set with Lipschitz boundary,
and let D ⊂ Ω be a Borel set with non empty interior and such that |Ω\D| >
0. For M ∈ N fixed, define the functional F : BV (Ω;RM )→ [0,+∞] by
F(u) := |Du|(Ω)+λ
ˆ
Ω\D
|u− f |p dx+µ
ˆ
D
∣∣L(u · e)−L(f · e) ∣∣p dx , (3.1)
where λ, µ > 0, p ∈ [1,+∞) and e ∈ RM , with |e| = 1, are the parameters
of the model. The function f ∈ Lp(Ω;RM ) is the given image, and L : R→
[0,+∞) is a continuous function. Here u 7→ L(u · e) plays the role of a
nonlinear distortion. We consider the minimization problem
min
u∈BV (Ω;RM )
F(u) . (3.2)
When relevant, we will stress the dependence of F and of the above mini-
mization problem on the initial data f , by referring to it as the functional
and minimization problem relative to f .
4. Existence of a solution for the minimization problem
This section is devoted to showing that the minimization problem (3.2)
admits a solution. The proof relies on the following Poincaré type of inequal-
ity.
Lemma 4.1. There exists C = C(Ω,D) > 0 such that for all v ∈ BV (Ω;RM )
it holds
‖v‖BV (Ω;RM ) ≤ C
[
|Dv|(Ω) + ‖v‖L1(Ω\D;RM )
]
.
Proof. By arguing component by component, it suffices to prove the result
in the case M = 1.
Assume that the statement of the lemma does not hold. Then, there would
exists a sequence {vn}n∈N ⊂ BV (Ω;R
M ) such that
‖vn‖BV (Ω;RM ) > n
[
|Dvn|(Ω) + ‖vn‖L1(Ω\D)
]
. (4.1)
In particular, ‖vn‖L1(D) > 0. Set
v¯n :=
vn
‖vn‖L1(D)
.
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Then (4.1) becomes
|Dv¯n|(Ω) + 1 + ‖v¯n‖L1(Ω \D) > n
[
|Dv¯n|(Ω) + ‖v¯n‖L1(Ω\D)
]
,
and so
|Dv¯n|(Ω) + ‖v¯n‖L1(Ω\D) <
1
n− 1
, (4.2)
and since ‖v¯n‖L1(D) = 1, we obtain
|Dv¯n|(Ω) + ‖v¯n‖L1(Ω) < 1 +
1
n− 1
.
Hence, up to a (not relabeled) subsequence, it holds that v¯n → v¯ in L
1(Ω)
for some v¯ ∈ BV (Ω;RM ). By (4.2), we have
|Dv¯|(Ω) = 0 , ‖v¯‖L1(Ω\D) = 0 ,
thus v¯ ≡ 0. But this is in contradiction with the fact that ‖v¯n‖L1(D) ≡ 1 for
all n ∈ N implies ‖v¯‖L1(D) = 1. 
Theorem 4.2. The minimization problem (3.2) admits a solution.
Proof. Let {un}n∈N be a minimizing sequence. Without loss of generality,
we can assume that
Λ := lim
n→+∞
F(un) < +∞ .
Then
sup
n∈N
|Dun|(Ω) < +∞ , (4.3)
andˆ
Ω\D
|un| dx ≤
ˆ
Ω\D
|f | dx+
ˆ
Ω\D
|un − f | dx
≤ |Ω\D|
1
p′
[(ˆ
Ω\D
|f |p dx
) 1
p
+
(ˆ
Ω\D
|un − f |
p
) 1
p
]
≤ |Ω \D|
1
p′
[
‖f‖Lp(Ω) +
(
Λ
λ
) 1
p
]
. (4.4)
Applying Lemma 4.1 and using (4.3) and (4.4), we get
sup
n∈N
‖un‖BV (Ω;RM ) < +∞ ,
and so there exists u ∈ BV (Ω;RM ) such that, up to a (not relabeled) sub-
sequence, un → u in L
1(Ω;RM ). The lower semicontinuity of the total
variation, together with (4.3), yields
|Du|(Ω) ≤ lim inf
n→+∞
|Dun|(Ω) < +∞ , (4.5)
so that u ∈ BV (Ω;RM ). Up to extracting a further (not relabeled) subse-
quence, we can also assume that un → u pointwise a.e. in Ω. Using Fatou’s
lemma, we get ˆ
Ω\D
|u− f |p dx ≤ lim inf
n→+∞
ˆ
Ω\D
|un − f |
p dx , (4.6)
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and, recalling that the continuity of L yields that L(un·e)→ L(u·e) pointwise
a.e. in D,ˆ
D
∣∣L(u · e)− L(f · e) ∣∣p dx ≤ lim inf
n→+∞
ˆ
D
∣∣L(un · e)− L(f · e) ∣∣p dx . (4.7)
Hence, by (4.5), (4.6) and (4.7), we obtain
F(u) ≤ lim inf
n→+∞
F(un) = inf
BV (Ω;RM )
F ,
so that u is a solution of the minimization problem (3.2). 
Remark 4.3. The above existence theorem extends the one obtained in
[17], since we do not assume apriori bounds on ‖un‖L∞ nor any particular
behavior of the function L at infinity.
5. Non triviality of the functional
In this section we seek to characterize when the functional F is trivial,
i.e. F ≡ +∞, in terms of properties of the nonlinear distortion L.
Theorem 5.1. The following two conditions are equivalent:
(i) for every f ∈ Lp(Ω;RM ) there exists u ∈ BV (Ω;RM ) such that
F(u) < +∞, where F is the functional relative to f ,
(ii) it holds
lim sup
|t|→+∞
L(t)
|t|
< +∞ . (5.1)
Proof. Step 1. We start by proving the implication (ii)⇒ (i). Let
L∞ := lim sup
|t|→+∞
L(t)
|t|
.
Fix ε > 0 and let t¯ > 0 be such that
L(t) ≤ (L∞ + ε)|t| , (5.2)
for every t ∈ R with |t| ≥ |t¯|. Let K := max{L(t) : |t| ≤ |t¯|}. We haveˆ
D
|L(f · e)|p dx =
ˆ
D∩{|f ·e|<t¯}
|L(f · e)|p dx+
ˆ
D∩{|f ·e|≥t¯}
|L(f · e)|p dx
≤ |D|Kp + (L∞ + ε)
p‖f‖pLp , (5.3)
where in the last step we used (5.2). Taking u = 0 and using (5.3) we
conclude that
F(u) = λ
ˆ
Ω\D
|f |p dx+ µ
ˆ
D
∣∣L(f · e) ∣∣p dx
≤ λ‖f‖pLp + µ( |D|K
p + (L∞ + ε)‖f‖
p
Lp ) ,
and so F(u) <∞.
Step 2. We now prove that (i) ⇒ (ii). Assume that (ii) fails, i.e., there
exists {tn}n∈N with |tn| ≥ 1, |tn| → ∞, such that
lim
n→+∞
an = +∞ , where an :=
Lp(tn)
|tn|p
. (5.4)
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Choose nk ր∞ such that ank ≥ 4
k for every k ∈ N, and define
bn :=
{
2−k n = nk ,
0 otherwise .
Then it holds that
∞∑
n=1
bn = 1 , (5.5)
and
∞∑
n=1
anbn =
∞∑
k=1
ankbnk ≥
∞∑
k=1
2k =∞ . (5.6)
Without loss of generality, we can assume that e = e1, where (e1, . . . , eN )
is the canonical basis of RN , and that, in view of the fact that int(D) 6= ∅,
Q := (0, 1)N ⊂ D. By (5.5), and because |tn| ≥ 1, it is possible to choose
non-overlapping intervals In ⊂ (0, 1) such that
|In| =
bn
|tn|p
. (5.7)
Define the function f : Ω→ RM as
f(x) := (f˜(x1), 0, . . . , 0)χQ(x) ,
where x = (x1, . . . , xN ), and f˜ : R→ R is given by
f˜(s) :=
∞∑
n=1
tnχIn(s) .
Using (5.7) and(5.5) in this order, we getˆ
Ω
|f |p dx =
ˆ 1
0
|f˜(s)|pds =
∞∑
n=1
|In||tn|
p =
∞∑
n=1
bn = 1 .
Let u be an arbitrary function in BV (Ω;RM ). We claim thatˆ
D
|L(u · e)− L(f · e)|p dx =∞ .
Write
Q = (0, 1) × (0, 1)N−1 .
It is well known that for LN−1-a.e. x′ ∈ (0, 1)N−1, the function u|x′ : (0, 1)→
R given by
u|x′ (x) := u(x, x
′)
is of bounded variation (see [2, Section 3.11]), thus bounded, and henceˆ 1
0
|L(e · u|x′ )|
p dx < +∞ . (5.8)
On the other hand, using (5.4), (5.7) and (5.6) in this order, we have thatˆ 1
0
|L(f˜)|p ds =
∞∑
n=1
an|tn|
p|In| =
∞∑
n=1
anbn =∞ . (5.9)
Invoking Tonelli’s theorem and the inequality
|a+ b|p ≤ 2p−1(|a|p + |bp|) , (5.10)
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we get that
ˆ
D
|L(f · e)− L(u · e)|p dx ≥
ˆ
Q
|L(f · e)− L(u · e)|p dx
=
ˆ
(0,1)N−1
[ˆ 1
0
|L(f˜)− L(u|x′ · e)|
p ds
]
dx′
≥
ˆ
(0,1)N−1
[
21−p
ˆ 1
0
|L(f˜)|p dx−
ˆ 1
0
|L(u|x′ · e)|
p dx
]
dx′
= +∞ ,
where in the last step we used (5.8) and (5.9). This proves that the functional
F relative to f is such that
F(u) = +∞ ,
for any u ∈ BV (Ω;RM ), therefore (i) fails. 
In the case N = 1 it is possible to obtain a sharper result (see Remark
5.3). Notice that, for N = 1, we have e ∈ {±1}. For simplicity, we will
assume e = 1, so that f · e reduces to f .
Proposition 5.2. Assume that N = 1, and let f ∈ Lp(Ω). Then, the
following are equivalent:
(i) there exists u ∈ BV (Ω;RM ) such that F(u) < +∞, where F is the
functional relative to f ,
(ii) it holds ˆ
D
|L(f)|p dx < +∞ .
Proof. The validity of the implication (ii)⇒ (i) can be seen by taking u = 0.
To show (i) ⇒ (ii), we recall that a function of bounded variation in one
dimension is bounded. Since Ω ⊂ R is bounded, we have that
ˆ
D
|L(u)|p dx < +∞ (5.11)
for every u ∈ BV (Ω;RM ). Assume that
ˆ
D
|L(f)|p dx = +∞ .
In view of (i) choose u ∈ BV (Ω;RM ) such that F(u) < +∞, and note that,
by (5.11),
F(u) ≥ λ
ˆ
D
|L(f)− L(u)|p dx
≥ 21−p
ˆ
D
|L(f)|p dx−
ˆ
D
|L(u)|p dx = +∞ ,
and we reached a contradiction. 
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Remark 5.3. In the case N > 1, while the implication (ii)⇒ (i) is clearly
valid, it turns out that (i)⇒ (ii) is false. Indeed, consider the function
f(x) :=

e
|x|α
|x| ≤ 1 ,
0 otherwise ,
for α ∈ (0, N − 1), so that f ∈ BV (Ω;RM ). Now take L(s) := s
N
αp , Ω :=
B(0, 2) and D := B(0, 1). Thenˆ
D
|L(f · e)|p dx =∞ ,
while we clearly have F(f) <∞.
6. Piecewise constant admissible functions
In this section we study the minimization problem for the functional F in
two particular cases restricting the admissible class of minimizers: when we
fix apriori a finite number of admissible colors, and when we fix apriori the
number of colors that we are allowed to use but the color spectrum is not
restricted. We start with the former case.
Definition 6.1. Fix k ∈ N and let A := {a1, . . . , ak} ⊂ R
M . We define
AA :=
{
u ∈ BV (Ω;RM ) : u(x) ∈ A for a.e. x ∈ Ω
}
.
A function u ∈ AA will be written as
u =
k∑
i=1
aiχΩi , (6.1)
where Ωi = Ωi(1) (the points of density 1 for Ωi, see Definition 2.5), for
every i = 1, . . . , k.
Consider the minimization problem
min
u∈AA
F(u) . (6.2)
Theorem 6.2. Let Ω ⊂ RN be an open connected set with Lipschitz bound-
ary. Let p ≥ 1 and f ∈ Lp(Ω;RM ) be such that L(f · e) ∈ Lp(Ω). Then, the
minimization problem (6.2) admits a solution. Assume, in addition, that,
for some q ≥ N(p− 1),
(H1) f ∈ Lq(Ω;RM ),
(H2) L(f · e) ∈ Lq(Ω;RM ),
(H3) |ai−aj| < |ai−ak|+|ak−aj| whenever the indexes i, j, k are different,
Let u ∈ AA be a solution of (6.2). Then,
(i) Ωi is open, for every i = 1, . . . , k, and thus Ju ∩Ω = Ju ∩ Ω,
(ii) each ∂∗Ωi is the union of relatively open sets of class C
1,α, where
α := 12
(
1− N(p−1)q
)
and a closed singular set of HN−1 measure
zero,
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(iii) there exists β > 0, depending on Ω,D,N, λ, µ, ‖f‖Lq , ‖L(f ·e)‖Lq and
A, such that
lim inf
ρ→0
HN−1(Ju ∩Bρ(x))
ρN−1
≥ β ,
for every x ∈ Ju ∩ Ω.
Remark 6.3. Notice that condition (H2) is automatically satisfied if (H1)
and (5.1) hold.
The hypothesis (H3) requires triples of ai’s to not be aligned, and is
believed to be necessary for having regularity (see [20]). From the technical
point of view, it is needed in order to prove Lemma 6.13.
Notice that hypotheses (H1), (H2) and (H3) are not needed for obtaining
existence of a solution to the minimization problem (6.2) (see Proposition
6.9).
The general strategy we adopt to prove Theorem 6.2 is similar to the one
used by Tamanini and Congedo in [29]. The idea is to recast the minimization
problem (6.2) in the setting of Caccioppoli partitions.
Definition 6.4. A k-finite Caccioppoli partition of Ω is a finite collection
U = (U1, . . . , Uk) of measurable subsets of Ω satisfying the following proper-
ties:
(i) each Ui has finite perimeter in Ω,
(ii) Ui = Ui(1),
(iii) |Ui ∩ Uj | = 0 if i 6= j,
(iv)
∣∣Ω\∪ki=1Ui ∣∣ = 0.
Define the perimeter of the partition U in Ω as
Per(U ; Ω) := HN−1
(
k⋃
i=1
∂∗Ui ∩ Ω
)
.
Denote by Ck(Ω) the family of all k-finite Caccioppoli partitions of Ω.
Remark 6.5. Notice that condition (ii) of Definition 6.4 is imposed to guar-
antee a well defined representative of each measurable set in the partition.
Indeed, it holds that A(1) = B(1) for every sets A,B ⊂ RN with |A△B| = 0,
where A△B := (A \ B) ∪ (B \ A). Moreover, conditions (iii) and (iv) as-
sert that the Ui’s are pairwise disjoint and cover Ω, in a measure theoretical
sense.
We recall the following structure theorem for k-finite Caccioppoli parti-
tions (for a proof, see [11]).
Theorem 6.6. Let U = (U1, . . . , Uk) be a k-finite Caccioppoli partition of
Ω. Then
HN−1
Ω \
 k⋃
i=1
Ui ∪
k⋃
i<j=1
[Ui (1/2) ∩ Uj (1/2)]
 = 0 ,
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where we recall that Ui(1/2) denotes the sets of points of density 1/2 of Ui
(see Definition 2.5). In particular, the perimeter of the interfaces is given by
Per(U ; Ω) =
1
2
k∑
i=1
P(Ui ; Ω) =
1
2
k∑
i=1
∑
j 6=i
HN−1(∂∗Ui ∩ ∂
∗Uj ∩ Ω) . (6.3)
In order to recast our minimization problem in terms of Caccioppoli par-
titions, observe that for u ∈ AA it holds
F(u) =
k∑
i=1
∑
j>i
|ai − aj |H
N−1(∂∗Ωi ∩ ∂
∗Ωj ∩ Ω) + λ
k∑
i=1
ˆ
Ωi\D
|ai − f |
p dx
+ µ
k∑
i=1
ˆ
Ωi∩D
|L(ai · e)− L(f · e)|
p dx .
We are led to the following definition.
Definition 6.7. Let λ, µ > 0, f ∈ Lp(Ω; RM ) and L : R→ R be a continu-
ous function. We define the functional G : Ck → [0,∞] as
G(U) :=
k∑
i=1
∑
j>i
αijH
N−1(∂∗Ui ∩ ∂
∗Uj ∩ Ω) + λ
k∑
i=1
ˆ
Ui\D
|ai − f |
p dx
+ µ
k∑
i=1
ˆ
Ui∩D
|L(ai · e)− L(f · e)|
p dx .
where αij := |ai−aj| > 0, for i ∈ {1, . . . , k} and j > i, and U = (U1, . . . , Uk).
Moreover, for U ∈ Ck(Ω) and a Borel set A ⊂ Ω we define the weighted
perimeter of the partition U in A as
WPer(U ;A) :=
k∑
i=1
∑
j>i
αijH
N−1(∂∗Ui ∩ ∂
∗Uj ∩A) . (6.4)
We then consider the minimization problem
min
U∈Ck
G(U) . (6.5)
The equivalence between the minimization problems (6.2) and (6.5) now
follows.
Lemma 6.8. Let u ∈ AA be a solution to the minimization problem (6.2).
Then O := (Ω1, . . . ,Ωk) ∈ Ck is a solution to the minimization problem (6.5),
where Ω1, . . . ,Ωk are given by (6.1).
Conversely, if U := (U1, . . . , Uk) ∈ Ck is a solution to the minimization
problem (6.5), then the function
u :=
k∑
i=1
aiχUi
belongs to AA and is a solution to the minimization problem (6.2).
We now focus on the study of the minimization problem (6.5).
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Proposition 6.9. Assume (H3) of Theorem 6.2 holds true. Then the min-
imization problem (6.5) admits a solution.
Proof. Let {Un}n∈N ⊂ Ck be a minimizing sequence, where Un := (U
n
1 , . . . , U
n
k ).
Without loss of generality, we can assume that supn∈N G(Un) < ∞. Since,
for every i = 1, . . . , k and every n ∈ N it holds that
P(Uni ; Ω) = H
N−1(∂∗Uni ∩ Ω) =
∑
j 6=i
HN−1(∂∗Unj ∩ ∂
∗Uni ∩ Ω) ,
using the fact that αij > C for some C > 0, and that
k∑
i=1
∑
j>i
HN−1(∂∗Uni ∩ ∂
∗Unj ∩ Ω) = H
N−1
(
k⋃
i=1
∂∗Uni ∩Ω
)
, (6.6)
we get supn P(U
n
i ; Ω) <∞ for all i = 1, . . . , k. A diagonalization argument
yields a subsequence (not relabeled), verifying
χUni → χUi in L
1 , P(Ui ; Ω) ≤ lim inf
n→∞
P(Uni ; Ω) , (6.7)
for some sets U1, . . . , Uk of finite perimeter in Ω. By replacing, if needed,
each Ui with Ui(1), it is easy to see that U = (U1, . . . , Uk) ∈ Ck. Using the
lower semi-continuity result by Ambrosio and Braides (see [1, Theorem 2.1]),
we obtain
WPer(U ; Ω) ≤ lim inf
n→∞
WPer(Un ; Ω) .
Finally, by Lebesgue’s dominated convergence theorem, we deduce thatˆ
Uni \D
|ai − f |
p dx→
ˆ
Ui\D
|ai − f |
p dx ,
as n→∞, and, by Fatou’s lemma, thatˆ
Ui∩D
|L(ai · e)− L(f · e)|
p dx ≤ lim inf
n→∞
ˆ
Uni ∩D
|L(ai · e)− L(f · e)|
p dx ,
for every i = 1, . . . , k. 
The following elimination theorem is the fundamental tool we will use to
establish regularity properties of solutions to the minimization problem (6.5).
Our result extends the one proved by Leonardi in [20] for the functional G
with λ = µ = 0.
Theorem 6.10. Let U = (U1, . . . , Uk) ∈ Ck be a solution to the minimization
problem (6.5), and assume that hypotheses (H1), (H2) and (H3) of Theorem
6.2 hold. Set V := U3 ∪ · · · ∪ Uk. Then there exist η, r0 > 0 such that if
x ∈ Ω, Br0(x) ⊂⊂ Ω, and if
|V ∩Br(x)| ≤ ηr
N (6.8)
for some 0 < r < r0, then |V ∩Br/2(x)| = 0.
Remark 6.11. Theorem 6.10 holds also in the case where U is a local
minimizer of G, i.e., if there exists a ball BR(x¯) ⊂⊂ Ω
G(U) ≤ G(V)
16 RICCARDO CRISTOFERI, IRENE FONSECA
for every V ∈ Ck with Ui△Vi ⊂ BR(x¯), for i = 1, . . . , k. Moreover, the result
continues to be satisfied when
V := Uσ(1) ∪ · · · ∪ Uσ(k−2) ,
where σ : {1, . . . , k} → {1, . . . , k} is a permutation.
Our strategy to prove Theorem 6.10 is similar to the one used by Leonardi
in [20]. The idea is the following: let U = (U1, . . . , Uk) be as in the statement
of the theorem. For a.e. r ∈ (0, r0) we seek for a variation U˜ of U such that
the difference of the energy of the two configurations is controlled by the
perimeter of V . The family of perturbations we consider is the one where we
locally divide the partition U in two classes, i.e., we consider U1 := {Ui}i∈I
and U2 := {Ui}i∈{1,...,k}\I , for some set of indexes I ⊂ {1, . . . , k} with 1 ∈ I,
2 6∈ I, and we glue together all the sets in the first class with U1 and all
the others with U2. To be more precise, following [20], we introduce the
following notation.
Definition 6.12. Let k ∈ N and let I1 ⊂ {1, . . . , k} with 1 ∈ I1 and 2 6∈ I1.
Set I2 := {1, . . . , k} \ I1. For x ∈ Ω let r > 0 be such that Br(x) ⊂ Ω. If
U = (U1, . . . , Uk) ∈ Ck(Ω), define U
r
I1
= (U˜1, . . . , U˜k) ∈ Ck(Ω) as
U˜i :=

Ui \Br(x) if i > 2 ,
Ui ∪
⋃
j∈Ii
(Uj ∩Br(x)) if i = 1, 2 .
(6.9)
Moreover, define
∆rWPer(U) := WPer(U
r
I1 ;Br(x)) −WPer(U ;Br(x)) .
In order to prove the elimination Theorem 6.10, we need to invoke a result
proved by Leonardi in [20]. This is the technical point where condition (H3)
of Theorem 6.10 is needed.
Lemma 6.13. Let U = (U1, . . . , Uk) ∈ Ck(Ω) be a solution to the minimiza-
tion problem (6.5), and assume that hypothesis (H3) of Theorem 6.2 holds.
Let x ∈ Ω and R > 0 be such that BR(x) ⊂⊂ Ω. Then, for almost all
r ∈ (0, R) there exists Ir1 ⊂ {1, . . . , k} with 1 ∈ I
r
1 , and 2 6∈ I
r
1 , such that
∆rWPer(U) ≤ −C1P(V ;Br(x)) , (6.10)
where V := U3 ∪ · · · ∪ Uk and C1 > 0 is a constant depending only on U .
Lemma 6.13 allows us to prove the elimination property for a solution of
the minimization problem (6.5).
Proof of Theorem 6.10. Let r0 > 0 be such that Br0(x) ⊂⊂ Ω. For r ∈
(0, r0) define α(r) := |V ∩ Br(x)|. Then α is a non-decreasing function.
Using the coarea formula (see [2, Theorem 2.93]) and the differentiability
a.e. of monotone functions we obtain that for a.e. r ∈ (0, r0) it holds
α′(r) =
ˆ
∂Br(x)
χV dH
N−1 . (6.11)
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Since for every i ∈ {1, . . . , k} the set Ui has finite perimeter in Ω, for a.e.
r ∈ (0, r0) we have that
P(Ui ; ∂Br(x)) = 0 . (6.12)
For a.e. r ∈ (0, r0) we have that (6.11) and (6.12) hold and that Lemma
6.13 provides a set of indexes Ir1 relative to U for which (6.10) is satisfied.
Fix one of these r ∈ (0, r0).
Our goal is to get an estimate of G(UrIr1
)−G(U) in terms of α(r) and α′(r).
Step 1. Estimate of the weighted perimeter. We have
∆r0 WPer(U) = WPer(U
r
Ir1
; Br0(x)) −WPer(U ; Br0(x))
= WPer(UrIr1 ; Br0(x) \ B¯r(x)) +WPer(U
r
Ir1
; ∂Br(x))
+WPer(UrIr1 ; Br(x)) −WPer(U ; Br0(x) \ B¯r(x))
−WPer(U ; ∂Br(x))−WPer(U ; Br(x)) . (6.13)
The fact that UrIr1
and U coincide in Br0(x) \ B¯r(x) yields
WPer(UrIr1 ; Br0(x) \ B¯r(x)) −WPer(U ; Br0(x) \ B¯r(x)) = 0 . (6.14)
Moreover, by (6.12) we have that (see [2, Remark 3.57])
WPer(UrIr1 ; ∂Br(x)) ≤Mα
′(r) , (6.15)
where M := maxi,j αij . In view of (6.13), (6.14), and (6.15), we get
∆r0 WPer(U) ≤ ∆rWPer(U) +Mα
′(r) . (6.16)
Step 2. Estimate of the volume terms. Using the inequality (see [14,
Proposition 4.64])∣∣|a|p − |b|p∣∣ ≤ 2p−1p|a− b|(|a|p−1 + |b|p−1) , (6.17)
and the definition of U˜i (see (6.9)), for i = 1, 2 we have thatˆ
U˜i∩Br(x)\D
|ai − f |
p dx−
∑
j∈Iri
ˆ
Uj∩Br(x)\D
|aj − f |
p dx
=
∑
j∈Iri
ˆ
Uj∩Br(x)\D
( |ai − f |
p − |aj − f |
p ) dx
≤ 2p−1p
∑
j∈Iri
|ai − aj |
ˆ
Uj∩Br(x)\D
(
|ai − f |
p−1 + |aj − f |
p−1
)
dx
≤ diam(A)2p−1p
∑
j∈Iri
(
‖ai − f‖LN(p−1)(Uj∩Br0 (x)\D;RM )
+ ‖aj − f‖LN(p−1)(Uj∩Br0 (x)\D;RM )
)
|Uj ∩Br(x) \D|
N−1
N , (6.18)
where in the last step we used Hölder inequality together with the fact
that f ∈ Lq(Ω;RM ) with q ≥ N(p − 1) (see hypothesis (H1)). Here
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diam(A) := max{|ar − as| : r, s ∈ {1, . . . , k}} denotes the diameter of
the set A. Similarly, we deduce that
ˆ
U˜i∩Br(x)∩D
|L(ai · e)− L(f · e)|
p dx−
∑
j∈Iri
ˆ
Uj∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
≤ diam(L(A · e))2p−1p
∑
j∈Iri
(
‖L(ai · e)− L(f · e)‖LN(p−1)(Uj∩Br0 (x)∩D;RM )
+ ‖L(aj · e)− L(f · e)‖LN(p−1)(Uj∩Br0 (x)∩D;RM )
)
|Uj ∩Br(x) ∩D|
N−1
N ,
(6.19)
where we have used the fact that L(f · e) ∈ Lq(Ω;RM ) with q ≥ N(p − 1)
(see hypothesis (H2)). Here diam(L(A · e)) := max{|L(ar · e) − L(as · e)| :
r, s ∈ {1, . . . , k}}. Thus, we obtain that there exists a constant C2(r0), with
C2(r0)→ 0 as r0 → 0 such that, for i = 1, 2, it holdˆ
U˜i∩Br(x)\D
|ai − f |
p dx−
∑
j∈Iri
ˆ
Uj∩Br(x)\D
|aj − f |
p dx
≤ C2(r0)
∑
j∈Iri
|Uj ∩Br(x) \D|
N−1
N , (6.20)
and ˆ
U˜i∩Br(x)∩D
|L(ai · e)− L(f · e)|
p dx
−
∑
j∈Iri
ˆ
Uj∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
≤ C2(r0)
∑
j∈Iri
|Uj ∩Br(x) ∩D|
N−1
N . (6.21)
Using (6.9), (6.20) we get
λ
k∑
j=1
[ˆ
U˜j∩Br(x)\D
|aj − f |
p dx−
ˆ
Uj∩Br(x)\D
|aj − f |
p dx
]
= λ
∑
i=1,2
 ˆ
U˜i∩Br(x)\D
|ai − f |
p dx−
∑
j∈Ir
i
ˆ
Uj∩Br(x)\D
|aj − f |
p dx

≤ λC2(r0)
∑
i=1,2
∑
j∈Iri
|Uj ∩Br(x)\D|
N−1
N
≤ λC2(r0)k
1
N |V ∩Br(x)\D|
N−1
N , (6.22)
where in the last step we used the definition of V and the inequality
k∑
i=1
|pi|
N−1
N ≤ k
1
N
(
k∑
i=1
|pi|
)N−1
N
, (6.23)
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that results from the concavity of the function |p| 7→ |p|
N−1
N . With a similar
argument, and by (6.21) and (6.23), we obtain
µ
k∑
j=1
[ˆ
U˜j∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
−
ˆ
Uj∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
]
≤ µC2(r0)k
1
N |V ∩Br(x) ∩D|
N−1
N . (6.24)
Thus, (6.22) and (6.24) yield
λ
k∑
j=1
[ˆ
U˜j∩Br(x)\D
|aj − f |
p dx−
ˆ
Uj∩Br(x)\D
|aj − f |
p dx
]
+ µ
k∑
j=1
[ ˆ
U˜j∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
−
ˆ
Uj∩Br(x)∩D
|L(aj · e)− L(f · e)|
p dx
]
≤ C3(r0)|V ∩Br(x)|
N−1
N
= C3(r0)α(r)
N−1
N , (6.25)
where we used again inequality (6.23). Here C3(r0)→ 0 as r0 → 0.
Step 3. Conclusion. The minimality of U , together with (6.10), (6.16) and
(6.25), yields
0 ≤ G(UrIr1 )− G(U)
≤ ∆rWPer(U) +Mα
′(r) +C3(r0)α(r)
N−1
N
≤ −C1P(V ; Br(x)) +Mα
′(r) + C3(r0)α(r)
N−1
N
≤ −C1Nω
1
N
N α(r)
N−1
N +Mα′(r) + C3(r0)α(r)
N−1
N ,
where the last inequality follows from the isoperimetric inequality and the
definition of α. Here C1 is the constant given by Lemma 6.13. We then
deduce that
(α
1
N (r))′ =
1
N
α′(r)α
1−N
N (r) ≥
C1Nω
1
N
N − C3(r0)
MN
,
and integrating this inequality from r/2 to r yields
α
1
N (r)− α
1
N
(r
2
)
≥
r
2
C1Nω
1
N
N − C3(r0)
MN
. (6.26)
Choosing r0 sufficiently small in such a way that C3(r0) <
C1Nω
1
N
N
2 , from
(6.26) we get
α
1
N (r)− α
1
N
(r
2
)
≥
r
2
η
1
N ,
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where we set
η :=
 C1ω 1NN
4M
N .
In view of (6.8) we now take 0 < r < r0 such that α(r) ≤ ηr
N , by (6.26) we
get
α
(r
2
)
≤ 0 .
Since α(r/2) ≥ 0, we conclude that α(r/2) = 0. 
The proof of Theorem 6.2 hinged on two results. The first is a general
isoperimetric inequality (see [29, Lemma 4.2]).
Lemma 6.14. There exist two constants γ1, γ2 > 0, depending only on N ,
with the following property: consider a ball Br ⊂ R
N , a finite set A ⊂ RM ,
and let u ∈ BV (Br;A) satisfy
HN−1(Ju ∩Br) < γ1 r
N−1 .
Then there exists i ∈ {1, . . . , k} such that
|Br \ Ωi|
N
N−1 ≤ γ2H
N−1(Ju ∩Br) ,
where we write u as in (6.1).
The second result is a well-known regularity property of almost-minimal
sets, due to Tamanini (see [28, Theorem 1]).
Theorem 6.15. Let U ⊂ RN be an open set, and let E ⊂ RN be a set
of finite perimeter with the following property: there exist constants C > 0,
R > 0, and α ∈ (0, 1), such that for every x ∈ U and every r ∈ (0, R), it
holds
HN−1(∂∗E ∩Br(x) ∩ U) ≤ H
N−1(∂∗F ∩Br(x) ∩ U) + Cr
N−1+2α ,
for every set F ⊂ RN of finite perimeter with F△E ⊂⊂ Br(x). Then ∂
∗E∩U
is a C1,α-hypersurface up to a closed HN−1-negligible set.
We are now in position to prove Theorem 6.2.
Proof of Theorem 6.2. The existence of a solution u ∈ AA to the minimiza-
tion problem (6.2) follows from Lemma 6.8 and Proposition 6.9.
Let U = (Ω1, . . . ,Ωk) ∈ Ck(Ω) be the corresponding solution of the mini-
mization problem (6.5) given by Lemma 6.8, where we write
u =
k∑
i=1
aiχΩi .
Step 1: Proof of (i). Assume that (H1), (H2) and (H3) hold. By defini-
tion of Caccioppoli partition, for every i = 1, . . . , k, we have that Ωi coincides
with its set of points of density 1. Let η be the constant given by Theorem
6.10. Then, for every x ∈ Ωi it is possible to find r > 0 such that
|Br(x) \ Ωi| < ηr
N .
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Applying Theorem 6.10 and using Remark 6.11, we get that |V ∩Br/2(x)| = 0
for every
V :=
⋃
j∈{1,...,k}\{i}
Ωσ(j) ,
where σ : {1, . . . , k} \ {i} → {1, . . . , k} \ {i} is a permutation. Thus, we
obtain that
|Br/2(x) ∩Ωj | = 0 (6.27)
for all j ∈ {1, . . . , k}\{i}. Assume there exists y ∈ Br/2(x) such that y 6∈ Ωi.
Since Ωi = Ωi(1), there exists j ∈ {1, . . . , k}\{i} and a sequence {ρn}n∈N
with ρn → 0 as n→∞ such that
lim
n→∞
|Ωj ∩Bρn(x)|
ωNρNn
> 0 .
This contradicts (6.27). Thus Br/2(x) ⊂ Ωi, and in turn Ωi is open. In
particular, we conclude that Ju is a closed set.
Step 2: Proof of (ii). Since u is of bounded variation, by a standard
result (see [2, Theorem 3.78]) we have that HN−1-a.e. x ∈ Ju belongs to
Ωi(1/2) ∩ Ωj(1/2), for just one pair of indexes i, j. Fix
x¯ ∈ Ju ∩ Ωi(1/2) ∩ Ωj(1/2) \
⋃
l 6=i,j
Ωl(1/2) .
Using Definition 2.5 we have that
lim
ρ→0
|Ωi ∩Bρ(x¯)|
ωNρN
=
1
2
, lim
ρ→0
|Ωj ∩Bρ(x¯)|
ωNρN
=
1
2
.
Thus, there exists ρ > 0 such that
|Ωs ∩Bρ(x¯)| ≤ ηρ
N ,
for all s ∈ {1, . . . , k}\{i, j}, where η > 0 is the constant given by Theorem
6.10. Setting r := ρ/2, and arguing as we did in Step 1, we get that Br(x¯) ⊂
Ωi ∪ Ωj ∪ Ju.
We claim that there exists a constant C > 0 such that
HN−1(∂∗Ωi ; Br(x¯)) ≤ H
N−1(∂∗E ; Br(x¯)) + Cr
N−1+
(
1−
N(p−1)
q
)
, (6.28)
for any set E ⊂ Br(x¯) of finite perimeter, with E△(Ωi ∩ Br(x¯)) ⊂⊂ Br(x¯).
If (6.28) holds, then using the regularity results by Tamanini (see Theorem
6.15) we obtain that ∂∗Ωi is, up to a closed H
N−1-negligible set, a relatively
open hypersurface of class C1,
1
2p .
We now prove (6.28). Let E ⊂ Br(x¯) be a set of finite perimeter with
E△(Ωi ∩Br(x¯)) ⊂⊂ Br(x¯). Define the function
v(x) :=
 ai if x ∈ Vi ,aj if x ∈ Vj ,
u(x) otherwise ,
(6.29)
where Vi := E∩Br(x¯) and Vj := Br(x¯)\E, and we recall that u ∈ BV (Ω;A),
where A := {a1, . . . , ak} ⊂ R
M . The minimality of u yields
F(u) ≤ F(v) ,
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from which we get
αijH
N−1(∂∗Ωi ; Br(x)) ≤ αijH
N−1(∂∗E ; Br(x)) +R , (6.30)
where
R := λ
ˆ
Br(x¯) \D
(|u− f |p − |v − f |p) dx
+ µ
ˆ
Br(x¯)∩D
(|L(u · e)− L(f · e)|p − |L(v · e)− L(f · e)|p) dx .
(6.31)
We want to estimate R. For the sake of simplicity, in what follows C > 0 will
denote a constant that might change from line to line. Using the definition
of v (see (6.29)) and arguing as in (6.18), we get∣∣∣∣∣
ˆ
Br(x¯) \D
(|u− f |p − |v − f |p) dx
∣∣∣∣∣ (6.32)
≤ C
ˆ
[(Ωi△Vi)∪(Ωj△Vj)]\D
[
|u− f |p−1 + |v − f |p−1
]
dx ≤ Cr
N
(
1− p−1
q
)
,
where in the last step we used the fact that Ωi△Vi ⊂⊂ Br(x¯) and Ωj△Vj ⊂⊂
Br(x¯). A similar argument yields∣∣∣∣∣
ˆ
Br(x¯)∩D
(|L(u · e)− L(f · e)|p − |L(v · e)− L(f · e)|p) dx
∣∣∣∣∣ ≤ CrN
(
1− p−1
q
)
.
(6.33)
Using (6.30), (6.32), (6.33), and the fact that mini,j αij > 0, we deduce that
HN−1(∂∗Ωi ; Br(x)) ≤ H
N−1(∂∗E ; Br(x)) + Cr
N
(
1− p−1
q
)
,
and this proves (6.28).
Step 3: Proof of (iii). Let
β := min
{
γ1,
η
N−1
N
γ2
}
, (6.34)
where γ1, γ2 > 0 are the constants given by Lemma 6.14 and η > 0 is the
one given by Theorem 6.10. Let x ∈ Ju ∩Ω, and assume that
lim inf
r→0
HN−1(Ju ∩Br(x))
rN−1
< β . (6.35)
Find r ∈ (0, r0), where r0 > 0 is given by Theorem 6.10, such that
HN−1(Ju ∩Br(x))
rN−1
< γ1 .
By Lemma 6.14 there exists an index j¯ ∈ {1, . . . , k} such that
|Br(x) \ Ωj¯|
N−1
N ≤ γ2H
N−1(Ju ∩Br(x)) . (6.36)
Using (6.34), (6.35) and (6.36), we get
|Br(x) \ Ωj¯| ≤ γ
N
N−1
2
(
HN−1(Ju ∩Br(x))
) N
N−1 ≤ (γ2β)
N
N−1 rN ≤ ηrN .
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Applying Theorem 6.10 and using Remark 6.11, we get that |V ∩Br/2(x)| = 0
for every
V :=
⋃
j∈{1,...,k}\{j¯}
Ωσ(j) ,
where σ : {1, . . . , k} \ {j¯} → {1, . . . , k} \ {j¯} is a permutation. Thus, we
obtain that
|Br/2(x) ∩Ωj | = 0
for all j ∈ {1, . . . , k} \ {j¯}. Arguing as we did in Step 1, we obtain that
Br/2(x) ⊂ Ωj¯. Thus, x 6∈ Ju ∩ Ω. This contradicts our initial assumption.
In particular, we conclude (iv). 
We are now in position to prove the main result of this paper.
Proof of Theorem 1.2. Notice that the minimization problem (1.2) can be
written as
inf
a1,...,ak∈RM
inf
u∈BV (Ω;{a1,...,ak})
F(u) .
Let {(an1 , . . . , a
n
k )}n∈N and {u
n}n∈N be minimizing sequences for the mini-
mization problem (1.2), i.e., un ∈ BV (Ω; {an1 , . . . , a
n
k}) and
lim
n→∞
F(un) = inf
a1,...,ak∈RM
inf
u∈BV (Ω;{a1,...,ak})
F(u) .
Without loss of generality, we can assume that
lim
n→∞
F(un) <∞ . (6.37)
Step 1. We claim that there exists j¯ ∈ {1, . . . , k} such that
sup
n∈N
|anj¯ | <∞ .
Indeed, write
un =
k∑
i=1
ani χΩni .
Since for every n ∈ N it holds that |Ω \ ∪ki=1Ω
n
i | = 0, it is possible to find
j¯ ∈ {1, . . . , k} and δ > 0 such that (up to a not relabeled subsequence),
|Ωnj¯ \D| ≥ δ , (6.38)
for all n ∈ N. We have
|anj¯ | ≤
1
|Ωn
j¯
\D|
1
p
[
‖anj¯ − f‖Lp(Ωnj¯ \D;R
M ) + ‖f‖Lp(Ωn
j¯
\D ;RM )
]
≤
1
δ
1
p
[
1
λ
F(un) + ‖f‖Lp(Ω ;RM )
]
.
We conclude using (6.37) and the fact that f ∈ Lp(Ω ; RM ).
Step 2. We claim that, up to a (not relabeled) subsequence, for every
i ∈ {1, . . . , k} the following holds: either {ani }n∈N is bounded or |Ω
n
i | → 0 as
n→∞.
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Indeed, consider the sequence of sets {Ωn
j¯
}n∈N, where j¯ ∈ {1, . . . , k} is
an index found in Step 1. We have two cases: either there exists a (not
relabeled) subsequence for which
HN−1(∂∗Ωnj¯ ∩Ω) ≥ δ˜ , (6.39)
for every n ∈ N and for some δ˜ > 0, or HN−1(∂∗Ωn
j¯
∩ Ω) → 0 as n → ∞.
In the latter case, from (6.38) and the isoperimetric inequality in Ω (see [22,
Remark 12.38]), we get that χΩn
j¯
→ χΩ in L
1(Ω), and the claim is proved.
Assume that (6.39) holds. Since
HN−1(∂∗Ωnj¯ ∩ Ω) =
∑
i 6=j¯
HN−1(∂∗Ωnj¯ ∩ ∂
∗Ωni ∩ Ω) ,
we can find, up to a (not relabeled) subsequence, an index i ∈ {1, . . . , k}\{j¯}
such that
inf
n∈N
HN−1(∂∗Ωnj¯ ∩ ∂
∗Ωni ∩Ω) > 0 .
Using (6.37) and the fact that {an
j¯
}n∈N is bounded (see Step 1), we deduce
that also {ani }n∈N is bounded.
We then proceed by induction as follows: assume that we found indexes
j1, . . . , js ∈ {1, . . . , k}, for some s ∈ {1, . . . , k}, such that, for all i = 1, . . . , s,
{anji}n∈N is bounded. Consider the sequence of sets {Vn}n∈N, where
Vn :=
s⋃
i=1
Ωnji .
Then, either there exists a (not relabeled) subsequence for which
HN−1(∂∗Vn ∩Ω) ≥ δ˜
for every n ∈ N and for some δ˜ > 0, or HN−1(∂∗Vn ∩ Ω) → 0 as n → ∞.
Reasoning as above, in the former case we get that |Ωni | → 0 as n → ∞
for all i ∈ {1, . . . , k} \ {j1, . . . , js}, while in the latter case we find an index
i ∈ {1, . . . , k} \ {j1, . . . , js} such that {a
n
i }n∈N is bounded. Since k ∈ N is
finite, this proves the claim.
Step 3. We now conclude as follows. Denote by I ⊂ {1, . . . , k} the set of
indexes i ∈ {1, . . . , k} for which the sequence {ani }n∈N is bounded. Using a
diagonalizing argument, and up to a subsequence (not relabeled), we have
that
ani → ai , (6.40)
as n→∞, for all i ∈ I. Set ai := 0 for all i ∈ {1, . . . , k} \ I.
Case 1. Assume that ai 6= aj if i, j ∈ I with i 6= j. In this case, we have
that infn∈N |a
n
i − a
n
j | > 0, for all i, j ∈ I with i 6= j. Using (6.37) we obtain
sup
n∈N
HN−1 ( ∂∗Ωni ∩ Ω ) <∞ .
Hence, for all i ∈ I, due to the compactness for sets of finite perimeter (see
[2, Theorem 3.23]) up to a subsequence (not relabeled),
χΩni → χΩi in L
1(Ω)
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for some set of finite perimeter Ωi ⊂ Ω. On the other hand, we know
that |Ωni | → 0 as n → ∞ for all i ∈ {1, . . . , k} \ I. Define the function
u ∈ BV (Ω ; {a1, . . . , ak}) as
u :=
k∑
i=1
aiχΩi ,
where we set Ωi := ∅ for all i ∈ {1, . . . , k}\I. We claim that u is a solution to
the minimization problem (1.2). Indeed, setting αnij := |a
n
i − a
n
j | for i, j ∈ I
and n ∈ N, we get
lim inf
n→∞
F(un) ≥ lim inf
n→∞
[ ∑
i<j∈I
αnijH
N−1(∂∗Ωni ∩ ∂
∗Ωnj ∩ Ω)
+ λ
∑
i∈I
ˆ
Ωni \D
|ani − f |
p dx
+ µ
∑
i∈I
ˆ
Ωni ∩D
|L(ani · e)− L(f · e)|
p dx
]
≥
∑
i<j∈I
αijH
N−1(∂∗Ωi ∩ ∂
∗Ωj ∩ Ω) + λ
∑
i∈I
ˆ
Ωi\D
|ai − f |
p dx
+ µ
∑
i∈I
ˆ
Ωi∩D
|L(ai · e)− L(f · e)|
p dx
= F(u) ,
where in the last inequality we used the lower semicontinuity result by Am-
brosio and Braides (see [1, Theorem 2.1]), together with the facts that
ˆ
Ωni \D
|ani − f |
p dx→
ˆ
Ωi\D
|ai − f |
p dx ,
and ˆ
Ωni ∩D
|L(ani · e)− L(f · e)|
p dx→
ˆ
Ωi∩D
|L(ai · e)− L(f · e)|
p dx ,
as n → ∞, for every i ∈ I. This proves the existence of a solution to the
minimization problem (1.2) in this case.
Case 2. Assume that ai = aj for some i, j ∈ I with i 6= j. We reason
as follows. Without loss of generality, we can suppose that there exist s ∈
{1, . . . , k} and b1, . . . , bs ∈ {1, . . . , k} with
1 = b1 < b2 < b3 < · · · < bs = k
such that ai = aj for all i ∈ {bj , . . . , bj−1 − 1}. Consider the sequence
{(V n1 , . . . , V
n
k )}n∈N of k-finite Caccioppoli partitions defined as
V ni := Ω
n
bi ∪ Ω
n
bi+1 · · · ∪ Ω
n
bi+1−1 ,
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if i ∈ {1, . . . , s}, and V ni := ∅ for i ∈ {s, . . . , k}, and the sequence of functions
{vn}n∈N given by
vn :=
k∑
i=1
bni χV ni ,
where bni := a
n
i , for all n ∈ N and all i = 1, . . . , s, while we set b
n
i := 0 for all
i = s, . . . , k. Applying the reasoning of Case 1 to the sequences {bn1 , . . . , b
n
k}
and {vn}n∈N, we get the existence of a solution of the minimization problem
(1.2).
Step 4. Let u ∈ BV (Ω; {a1, . . . , ak}) be a solution to the minimization
problem (1.2). In particular, u is a solution to the minimization problem
min
v∈BV (Ω;{a1,...,ak})
F(v) .
Thus, under the additional hypotheses (H1), (H2) and (H3), Theorem 6.2
yields the regularity result. 
Remark 6.16. We remark that, as it is well known in the literature, if in
the minimization problem (1.2) we allow countably many colors, then, in
general, the problem does not admit a solution. Indeed, let f ∈ L∞(Ω;RM )
be an initial datum for which any solution of the minimization problem (3.2)
is not piecewise constant. Let u denote one of these solutions. If there
was a solution v to the minimization problem (1.2) when countably many
colors are allowed, we would have F(u) < F(v). Since the class of piecewise
constant functions is dense in the set of bounded functions with bounded
variation with respect to the Lp topology, for any p ≥ 1, it is possible to find
a sequence {un}n∈N of bounded piecewise constant functions converging in
L1 to u, with |Dun|(Ω)→ |Du|(Ω) as n→∞. In particular, F(un)→ F(u).
Thus, for n large we would have F(un) < F(v), contradicting the minimality
of v.
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