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摘　要:详细地分析了语音识别的过程 ,给出了相应的算法描述 ,并分析了语音识别并行化的可能性。 将并行计
算的思想应用于语音识别的算法中 ,使用多线程技术 ,并引入避免竞争条件的机制 , 在多核计算机上并行地计算 HMM
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现有的大 词汇量连 续语音识 别 (LargeVocabulary
ContinuousSpeechRecognition, LVCSR)系统大都采用连续密
度 的 HMM (Continuous Density Hidden Markov Model,
CDHMM)来实现语音的声学建模 , 其模型的状态数约在 2000
到 6 000之间 , 每个状态一般由含有 8到 64个高斯分量的高斯
混合模型(GaussianMixtureModel, GMM)来表述。在识别
时 , 需要计算每个语音帧在所有有效状态上的似然率 , 这是一
个非常耗时的过程 , 其花费的时间通常占总的识别时间的
30%到 70%[ 1] 。为了进一步提高识别准确率 , 模型须采用更
多的高斯分量 , 这使得用于高斯估计的时间在总体识别时间
中占有更大的比例 , 严重地影响了语音识别的实时性能。因





的方法 [ 1-4]来降低语音数据的识别时间 , 但是该方法有一个









案 [ 6] 。然而可以借鉴其并行计算的思想 ,将并行计算应用到
语音识别中来。本文研究了基于多核计算机的语音识别并行





究提供了一个方便的平台 , 并且可在 http://htk.eng.cam.ac.
uk下载到 HTK源码 , 因此我们在 HTK源码的基础上分析语
音识别的过程。





















n2t, … , n
N
t}表示 Ot对应的所有可能的HMM模型节点的集合 ,

















1) 计算节点 nit声学模型概率 p→ P(Ot n
i
t);















1) 将 nit的 token复制到 temp;
2) temp.like→ temp.like+logPik;
3) IFtemp.like>nkt+1当前的似然率 likeTHEN
①将 temp复制给 nkt+1 的token;
②更新 nkt+1的 token的路径信息及其他信息;
ENDIF









。实际上 , token传播算法中使用了剪枝技术 [ 8, 10] 来避免
搜索所有可能的节点空间 , 因此只有似然率大于某个剪枝阈








2) FOR每个 nit∈ NtDO
StepInst1(nit, Ot);
ENDFOR
3) 设置剪枝阈值 Gthresh→ GLIKE-Beam;
4) 初始化 Nt+1为空;







(TwoPass)的过程 ,分别为算法中的第 2)步和第 5)步 ,为了后面




在 ProcessObservation算法中 , HMM模型节点的数量一般
都非常的大 , 在实验中出现的个数有几万个 , 这意味着 Pass1







30%到 70%[ 1] ,因此降低声学模型概率的计算时间是降低语
音识别时间的关键之一。另外 , 从第 1章的分析可知 ,计算语
音向量在每个 HMM模型节点上的声学模型概率是独立进行
的 ,这就为本文并行计算所有 HMM模型节点上语音向量的






可能的小。 目前大多数 Linux系统中使用的是 NPTL[ 11]
(NativePOSIXThreadLibrary)。 NPTL实现了一对一的线程














音识别并行化过程中并行粒度的选择。令 B=(B1 , B2), 其中






总时间 , S表示并行化计算 AB的加速比。
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表 1　非并行化和并行化矩阵相乘性能比较
N T/s Tp/s S
10 0.000013 0.000332 0.04
20 0.000084 0.000349 0.24
50 0.001219 0.001775 0.69
100 0.010835 0.011213 0.97
200 0.085924 0.056525 1.52
500 2.222347 1.127801 1.97
1000 22.149351 11.291114 1.96
从表 1可以看出 ,在并行化矩阵相乘中 , 当 N较小即运算
量较小时 , 其所花费的时间远大于非并行化的时间。随着N的
增大 , 运算量越来越大 , 并行化计算 AB的加速比也越来越




从上面的分析可知 , 在语音识别的并行化过程中 , 为了达
到最大的并行性能 , 需要选择较大的并行粒度以减少线程创
建和调度的影响 , 这也正是选择并行化 Pass1的原因。实际












t, … , N
p
t,每份的大小为 m/p;
















· t+Δt1 +Δt2 +Δt3 (2)
其中 Δt1表示ParalelPass1-1算法中第 1)步所消耗的时间 , 其






修改全局变量如 GLIKE的值引起的。为了消除竞争条件 , 使用
为每个线程分配一个局部变量LIKE,并将 LIKE作为StepInst1







1) 计算节点 nit声学模型概率:p→ P(Ot n
i
t);






行化 Pass1算法 2如下 。
2.2.3　ParalelPass1-2算法
　BEGIN




t, … , N
p
t,每分的大小为 m/p;
2) 创建 p个线程:t1 , t2 , … , tp;分配并初始化 p个局部变




















Δt′2 +Δt3 , 其中 Δt′2为第 4)步所消耗的时间 ,在 CPU核数较


















由于 Δt3与线程的创建和调度有关 , 所以该项不能忽略。




, … , t
p
的时间
开销 Δt3 =0, 则并行化算法 ParallelPass1-2加速比为:
S′(p)=p (5)






1) 初始化 GLIKE和 Beam等;
2) ParalelPas1-2();









　INPUT:语音数据 O=O1 , O2 , … , OT;
BEGIN











化算法 , 涉及到的文件主要有 HVite、HRec等 , 主要修改了
HRec中的 StepInst1、ProcessObservation等函数从而完成了语
音识别的并行化。
本文在一台 1 GB内存 、2.8 GHz主频的 Del320双核计
算机上测试了以上实现的并行化算法的性能 , 使用的模型是
在 WSJ0语料库上训练得到的从 8到 128高斯的 HMM模型 ,




表 2给出了 Pass1和 ParalelPass1-2的比较结果 , 其中T、
Tp分别表示在识别 500个语音数据的过程中 Pass1 和
ParalelPass1-2所花费的总时间 , S表示ParalelPass1-2的加速
比。从表中可以看出随着高斯数的增加 , Pass1的运算量越来
越大即并行的粒度越大 , 所花费的时间也越多 , ParallelPass1-2
的加速比也越大 , 在 128高斯的 HMM模型下加速比达到了
1.33。
表 2　ParallelPass1-2算法的加速比
高斯数 T/s Tp/s S
8 7 158.3197 5982.0444 1.20
16 7 636.0642 6140.4462 1.24
32 8 276.8726 6611.3664 1.25
64 9 293.8828 7007.3606 1.33
128 9 791.4761 7354.3755 1.33








表 3描述了在不同高斯数下总体识别的性能 , f表示总
体识别时间中 Pass1所占比例 , S
0
和 S分别表示理想情况和实






从表中可以看出 ,在只并行化 Pass1的情况下 , 高斯数为
128时总体识别的加速比达到了 1.21。因此我们相信在实现












高斯数 f S0 S
8 0.39 1.24 1.07
16 0.44 1.28 1.10
32 0.53 1.36 1.13
64 0.66 1.49 1.21
128 0.77 1.63 1.21
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