Efficient inspection and maintenance of complex industrial systems subject to degradation effects, such as corrosion, is important for safety and economic reasons. With appropriate statistical modelling, the utilisation of inspection resources and the quality of inferences can be greatly improved. We develop a suitable Bayesian spatio-temporal dynamic linear model for problems such as wall thickness monitoring. We are concerned with problems where the inspection method used collects transformed data, for example minimum regional remaining wall thicknesses. We describe how the model may be used to derive efficient inspection schedules by identifying when, where and how much inspection should be made in the future.
Introduction
Many large industrial systems including pipes, vessels,tanks and furnaces corrode. It is important to predict accurately the state of the system for repair, replacement and safety reasons. Inspections are often expensive and the accuracy of the forecasts must be balanced against the cost of making additional inspections.
Industry Inspection Practice
By carefully modeling dynamic industrial processes it is possible to evaluate the strengths and weaknesses of different inspection schemes that could be used to monitor the system. Modelling the remaining wall thickness of large tanks provides a good example of the issues involved.
There are many different non-intrusive methods used to collect data on remaining wall thickness including Magnetic flux, Ultrasound and Pigs. For more information on these different types of non-intrusive inspection see [Terpstra, ] ???. Thousands of complex systems may be inspected each week at a single oil refining plant.
Many inspection methods widely applied in industry record only summary statistics for the area inspected rather than full spatial information. Additionally, these inspections often only cover a small proportion of a system. A common example is where only the regional minima and maxima are recorded or the proportion of the area that has passed a given threshold (for instance, a protective coating). These functional outputs may be due to the design of the data collection device, the time taken to record more extensive details or the requirements placed on the contractor. The savings made by measuring or recording only partial transformed data across an entire system should be compared to the savings that could be made if the whole system was accurately observed.
Current protocol often checks the observations made against a predetermined criteria (for example minimum allowed wall thickness) and declares the system to pass or fail accordingly. These data values are then not stored and no direct consideration is given to (i) the areas not inspected, (ii) the current corrosion rate.
Background
Historically the use of statistical modelling for dealing with wall thickness measurements in particular has been rather limited. The application of extreme value analysis for localised corrosion, however, is relatively common. The estimation of corrosion rate is treated very generally in industry guidelines, for example those issued by UK Health and Safety Executive [UK Health And Safety Executive, 2002] and [ASTM Standard G16, ] . No specific advice on modelling is given, however, these guidelines warn of the problems of changing parameters over time. Due to the lack of statistical modelling rigour, Tallin and Conley [Tallin and Conley, 1994] note that, the outcomes of inspections are often inconclusive. They advise the incorporation of expert opinion and historical evidence using Bayes theorem as well as for updating beliefs following inspection.
The extreme value literature is extensive especially focusing on temporal extremes given an extensive historical data set of regular observations, for example [Coles and Tawn, 1994 ] consider a multivariate model while [Coles and Tawn, 1996] apply Bayesian methods to the extreme value problem. Spatio-temporal extremes are considered in [Barão and Tawn, 1999] in the context of a bivariate model which uses multivariate observations to make a single prediction. Censored observations are considered in [Weissman, 1978] using an asymptotic approach but not in a spatial environment. An extreme value analysis is carried out on corrosion data in [Laycock et al., 1990] where measurements are of maximum pit depths.
Environmental problems which are commonly temporally rich in data have motivated an extensive spatio-temporal literature. A dynamic linear model (DLM) framework is a common approach used in these circumstances to update uncertainties about general model parameters as observations are made e.g. [Shaddick and Wakefield, 2002] and [Stroud et al., 2001] .
Spatial inferences are often made using Kriging. For example [Mardi et al., 1998 ] and [Huang and Cressie, 1995] demonstrate the use Kriging in spatial temporal problems. A DLM is used directly in time but only a restricted number of spatial points are modelled in [Stroud et al., 2001] . Kriging is then used to make inferences for intermediate points. A particular advantage of this approach is that the updates have a relatively low computational load and data is not restricted to a lattice framework. However it is likely to be more difficult to accurately model localised spatial variation.
Possible ways of reducing the computational load of the DLM have been considered by many authors. Reducing the number of dimensions by constructing the update using summary variables for instance is a widely used approach. Systems that are strongly spatially correlated and hence are relatively smooth across space are best suited to this sort of technique. [Wilke and Cressie, 1999] is of particular interest. Based on the model constructed in [Oehlert, 1993] , where inspection locations are fixed, [Oehlert, 1996] considers the reducing of the number of inspections made in a spatio-temporal problem.
Outline of the paper
In section 2 we introduce our motivating example -a cylindrical tank used to store dimethyl ketone. In section 3 we consider a spatio-temporal dynamic linear model which can be used to model continuous systems. We also describe the effects of different parameters of the model. In section 4 we discuss some of the problems of working with transformed data and key issues about how to do this. In section 5 we consider a simplified problem and compare a full Bayesian solution to the computationally reduced Bayes linear approach. In section 6 we consider the application to the motivating example using Bayes linear techniques. In our final section we discuss the benefits of the model and the potential extensions to our work.
Motivating example
This paper aims to demonstrate the benefits of careful modelling and analysis of spatio-temporal phenomena such as wall thickness. In the following description we explain some of the problems with making spatio-temporal inferences from data recorded for general inference only.
We consider two cylindrical tanks (tank ref 3005 and 3006) . The first of these tanks is used to store caustic soda (10% NaOH -a strong alkaline commonly used in the manufacture of other chemicals). The second tank is used to store crude dimethyl ketone (more commonly known as acetone -widely used in industry as a solvent for numerous organic substances). Caustic soda and dimethyl ketone both have relatively low corrosion properties, hence the tanks do not need frequent internal inspection and have a long expected life. The tanks are built on a raised concrete foundations and are approximately 30' (10 m) tall with a diameter of approximately 20' (7 m). The sides of the tanks are constructed from 36 plates welded together in the form of 6 rings (strakes) each about 5' high. Each strake is constructed from 6 identical parts (hexicircles) which are welded together. The top and bottom are similarly constructed from numerous plates welded together. There are also 2 manways (inspection hatches) located close to the floor, an earthing conductor and a set of stairs leading to the roof of the tank. These fixed points can be used to calibrate spatial locations but are not thought to significantly alter the risk associated with any particular parts of the tanks. The tanks were commissioned in the 1940s and are still in use at the current time.
It is known that the lower part of these tanks will be more prone to internal corrosion, because of the buildup of sludge, than other parts of the tanks and so more inspections have been carried out on this part of the tanks. We model only the lower part of the first strake assuming all other parts of the tank will be less seriously corroded; however the methods applied could easily be extended.
There have been four inspections of each tank. Each inspection measures the wall thickness at a range of locations, to assess vessel integrity at the time of the inspection and in the future. The earliest inspection (26/6/1970) for tank 3005 has 32 measurements in the first strake with a total of 29 further measurements in the second and subsequent strakes. Wall thickness measurements of higher strakes are generally made along the line of the stairs -avoiding the need for scaffolding. The second inspection (2/3/1979) is in the form of three equally spaced inspection rings on the lower strake, each with 18 regularly spaced measurement and a further 31 measurements in the second and subsequent strakes. The third inspection (30/5/1991) provides no spatial information although 19 measurements appear to have been taken in the first strake and 14 in subsequent strakes. The most recent inspection (May 2002) has 12 minima from different regions towards the bottom of the first strake. These regions were approximately 1' by 2' and were located equally spaced around the tank.
The earliest inspection (2/5/1969) for tank 3006 has 28 measurements in the first strake with a total of 15 further measurements in subsequent strakes. The second inspection (March 1980) is in the form of three equally spaced rings on the lower strake each with 18 regularly spaced measurements and a further 32 measurements in the second and subsequent strakes. The third inspection (9/7/1992) has four regional minima and maxima, while the most recent inspection (May 2002) has twelve minima from different regions towards the bottom of the first strake.
Corrosion can be either internal or external. External corrosion is mainly due to rain and can be seen as small patches of external rust. This is found using regular external visual inspections and is then patched externally as necessary and painted over. The resulting wall may be thicker than might otherwise be expected. We do not have spatial details of the external repairs carried out. However all the repairs are small (less then 2" high) and located just above the floor. Internal corrosion will generally be more serious and require more substantial repairs -no repairs have been carried out following internal corrosion on either tank.
Particular problems with this data include:
1. The loss of almost all prior information and experts from whom it could be elicited.
2. The lack of detailed information about the inspection methods used especially for the early inspections.
3. Considerable evolution of inspection the techniques used.
4. Lack of accurate spatial information for spatial data.
5. Irregularly spaced observations. 6. High observational noise.
These problems emphasis the importance of having a flexible model. The model we present can cope with all these problems but as would be expected gives rise to a very wide confidence bound. We focus attention on future inspection schemes based on current expert opinion about the tanks and current inspection technologies.
Spatio-Temporal Dynamic Linear Models
A Bayesian spatio-temporal model is a natural way to model many industrial systems with a continuous spatial element that develops in time, where there is extensive experience on the part of the operators but a relatively small amount of data. We develop our approach using a multivariate spatiotemporal dynamic linear model (DLM). The DLM is developed extensively in [West and Harrison, 1996] and we follow their notation as far as possible.
To predict the remnant life of a system the point with shortest predicted time until failure must be found. The inspection burden can be reduced by exploiting the spatial strength of the system. If there is corrosion with no spatial covariance, 100% inspection may be the only option.
Experts believe, if conditions remain constant, current corrosion rate is an unbiased estimator of future corrosion rate, and that it is reasonable to assume that the system will deteriorate continuously while the tank is in use, so we model the corrosion with a locally linear trend. We model the system with 3 coupled equations. We have an observation equation, a system equation and a system slope equation.
ω 2ts ∼< 0, W 2s > where y ts is the observed wall thickness value, θ ts is the actual wall thickness and β ts is the corrosion rate all at time t and location s . In this example V s , W 1s and W 2s are constant in time but dependance on t can be introduced if it is considered appropriate. We further assume, given V , ν ts is correlated over s for a given t but is independently and identically distributed (IID) for different values of t. Similarly, given W 1s , ω 1ts is correlated over s, but IID over t and, given W 2s , ω 2ts is correlated over s, but IID over t. Given V s , W 1 and W 2 , ν ts , ω 1ts and ω 2ts are all mutually independent. ν ts represents observation and calibration errors which will not have any effect on the actual wall thickness, ω 1ts represents shocks in wall thickness, for example due to mishaps in operation and ω 2ts represents changes in corrosion rate, for example due to long term changes in operating conditions. V , W 1 and W 2 can either be considered known, and then ω 1ts , ω 2ts and ν ts can be modelled using the Gaussian distribution, or we may take the Bayes linear approach, considering V , W 1 and W 2 as quantities for which we have beliefs about their means and variances. For more information about the Bayes linear approach, see [Goldstein, 1998] .
The system update variance matrix of a DLM may be constructed from a sum of suitable variances and covariances.
In our example we use a variation on
where Θ j is a measure of importance, c > 0 is a relative scaling parameter controlling spatial correlation and d is a transformed measure of distance between s and s . Using our model we can now work out beliefs at any point at the current time and in the future. When data are in the form of a functional output we must decide whether to model and update beliefs directly from the observed function to forecast function, or from observed function to unobserved data to forecast data and hence forecast function, or with a combination of both parts. The most suitable solution will depend on the situation and simulation can be used to evaluate the merits of the different techniques.
Model parameters
We briefly describe the parameters used in our model. In subsequent sections we analyse and discuss the sensitivity of our model to changes in these parameters.
An arbitrary initial wall thicknesses and initial corrosion rate may be chosen. Combined with a minimum allowed wall thickness this gives the expected life of the vessel.
Observation error (noise), V s is modelled as independently and identically distributed in line with common thinking. However, correlation between the observation errors could easily be included in the structure.
A covariance matrix for the system levels (W 1 ) is built and then the same structure used (with a re-scaled variance) in the covariance of the system slope (W 2 ), and in specifying prior variance (C 0 ). Were more detailed belief structures become available for W 2 and C 0 they will be used instead. It is assumed that there is no correlation between these 4 sets of parameters.
Eliciting beliefs about spatial covariances is also difficult. Experts agreed with the following statement:
Covariance between '2 points at the same height but k units apart' will be 10 times more strongly correlated than '2 points differing in height by k units'.
Thus the covariance between any two points (p i , h i ) and (p j , h j ) in the tank may be described using:
where h i = height, p i = clockwise circumference distance from north, P is the total circumference and Υ gives an overall weighting depending an wether we are specifying level or slope, and prior or update variance. All other values are suitable constants.
When data is observed the number of standard deviations of the predicted value of the observation from the observed value may be used as a crude diagnostic warning of poor model fit.
Hence there are four parameters with strong influence over the model: observation noise (V s ), prior variance (Υ C 0 ), spatial strength (A) and update variance (Υ W ).
Working with transformed data
Modelling problems with transformed data is challenging because transformed observations are often associated with distributions which are analytically intractable. We calculate the correlation between the observed value and the rest of the system, and then update the experts prior beliefs about the system using, for example, a Bayes linear framework. Critical issues such as identifying when and where future inspections should be made and, questions about our confidence in the system's integrity in the future can be addressed.
In this section we discuss two possible methods which allow us to forecast a future transformed output (e.g. regional minima) at time t+k when transformed observation values are observed at time t.
In the first method, beliefs about the underlying model at time t are updated to reflect the observed data, and then the underlying model is stepped forward to time t + k and then the transformed forecast required is estimated. In the alternative direct method the covariance between the observation at time t and the required forecast at time t + k is calculated and then updated directly using the Bayes linear update.
The indirect approach would be expected to be less accurate than the direct approach due to the additional approximations that have to be made. Using a fully Bayesian update on the direct approach is very computationally demanding and the results of this approach are compared to the less demanding Bayes linear approach in section 5.
Were full data to be observed we would expect both methods to produce equivalent predictions. There is no requirement to have the same data transformations for the observation and the forecast but both transformations should be known.
Simulation
Simulation may be used to construct a collection of data consistent with given prior beliefs. Simulated data can be used to estimate expectations, variances and covariances where it would be difficult or impossible to calculate these by analytical means. For example, if we want to know the k step ahead covariance between two regional minima we can simulate full data sets repeatedly and hence estimate the covariance between the minima of the two regions.
Data with a given covariance structure is simulated by calculating the Eigenvectors and Eigenvalues of the covariance matrix and then multiplying their product by a vector of IID N(0,1) draws and adding this to the expectation. The computational load may be reduced by removing those elements of the simulation with a very small contribution. In our example 50% of the rows of matrix A = evec * eval typically have a maximum value less than 10 −10 and removing these rows can halve the computational time with a very small knock on effect for the final result.
Forecasting through the underlying model
The underlying beliefs at time t are updated by first simulating from the underlying model and estimating the distribution of the transformed observations. The covariance between the observed values and the underlying model can then be estimated. Beliefs about the underlying model can then be updated using a Bayes
† cov(D, X). The underlying model may then be stepped forward to time t + k. Further simulations can then be run to forecast future observations (and variances) at time t + k.
Forecasting directly
A better approach is to directly adjust the forecast values following an observation. The covariance between the transformed data values at time t and the expected transformed data values at time t + k may be calculated. This covariance is calculated using a joint simulation between locations and times, based on the underlying model for both times, followed by a calculation of the transformed observations. The covariance between the system values at time t and those at time t + k is a combination of prior uncertainty (C 0 ) and update uncertainty (W ) . Using the standard notation from [West and Harrison, 1996] where G is the update matrix the variance/covariance structure between 2 points is:
A suitable update (for example a Bayes linear update) can then be used to adjust the forecast mean and variance at time t + k given the observations at time t.
Comparing full Bayesian modelling to the Bayes linear update
In this section the Bayes linear approach with a direct forecast is compared to the full Bayes model with full observation to see how much information is lost. A very simple example is considered where a full Bayesian calculation on full data is possible. A full inspection at time t and a full Bayesian update is used as a gold standard for the prediction of the global minimum, and compared to the prediction error when full data, regional or global minima are observed and updates are made via a Bayes linear approximation. Because of the high computational load associated with full Bayesian calculations attention is restricted to a four by four grid where update covariances follow W 1t (s, s ) = a 2 e −b|d| where d is a measure of distance between the two locations s and s . Observational errors V are IID N (0, ν 2 ). We assume no prior uncertainty and an initial wall thickness of 12 mm and corrosion rate of 1 mm pa, with variance W 2 = rW 1 .
We set a = 0.05, b = 1, ν 2 = 0.001 and r = 1/4. A fully Bayesian approach on the full data is compared to a Bayes linear approach on the full data, the global minima and the regional minima. Applying a full Bayesian approach to the minima observations would be more computationally demanding and since (as we see) the results from all four techniques are similar significant advantages are unexpected. In figure 1 we plot the global minimum for 1000 simulations of our grid over six time points. The linear link between the observation at time four and that at time six makes the Bayes linear approach well suited. One-step-ahead linearity becomes more pronounced as we step further into the future.
Full Observation
Full Table 1 shows how doing a full Bayesian update reduces the variance in this example when we have full data by 2.64% over a Bayes linear model. Such a small decrease in variance may be felt not to warrant the vast increase in computational resource required especially as the problems get larger and more complex. Applying full Bayesian updates to regional and global minima observation is even more computationally demanding.
The sensitivity of the model may be assessed by changing the input parameters. We consider changing our parameters to have a higher observational variance and lower spatial correlation e.g. a = 0.05, b = √ 4, ν = 0.1 and r = 1/4. We also change our parameters to have a very low observational variance and high spatial correlation e.g. a = 0.05, b = √ 0.1, ν = 0.0001 and In this section, we consider constrains that govern when and where summary observations should be made for optimal inspection. The true wall thickness is continuous and we model this continuum with a finite set of correlated points.
Fewer points results in a lower model accuracy but faster computations. Similarly, higher correlations also reduce the number of points required to gain a given confidence level in the summary observations. The accuracy of the approximation made when modelling a continuous system with a discrete grid will increase as a higher density of points are modelled. High correlation and low observation noise will also help. For any set of parameter values the sensitivity to changes in the density of points should be investigated. There are two possible approaches for evaluating possible sampling schemes. Locations of direct interest for a particular sampling scheme can be modelled. These limited beliefs are quick to calculate but are only of help in evaluating a single model. Alternatively, detailed beliefs across the entire space and time system may be constructed and a range of possible sampling schemes and their effect on system beliefs considered. Carrying extra points in the model where no information is obtained does not affect posterior beliefs at any other points. The second option while slow to setup is much quicker when we are evaluating a range of possible inspection schemes.
We consider 600 locations in the horizontal plane, 10 in the vertical plane and either three or four time points. Each observation is a minimum of a 5 by 10 grid which includes point by point IID observational noise. Modelling all 6000 spatial points and their covariances across all possible times simultaneously would be very computationally demanding. The computations may be simplified by calculating the covariance between each pair of regional minima and updating these directly. We constrain our search for optimal inspection locations to be rotationally symmetric with n equally spaced inspections around the tank. We consider n = 2, 4, 8 and 16 for every inspection.
Minima
There are many problems associated with data in the form of minima. As can be shown by simulation, the distribution of the minimum of n independent N(0,1) draws is skew. Fortunately this skewness often becomes less severe if the data points are correlated, as we expect them to be in many of the problems we consider. Analytical distributions can be calculated for the minimum of 2 points however calculations are more difficult for 3 or more points. In our example a sample that covers only a small fraction of the system is used as a basis for establishing the entire systems integrity. Greater inspection will be required when there is a lower correlation across the system. Prior beliefs will generally be harder to elicit and use because of the extreme value nature of the problem.
If we consider the minimum of a positively correlated spatio-temporal random process over a grid where there is no observation noise and no trend term, we will expect the minimum to fall between the following two extremes: If correlation is very high we effectively have a single point random walk which will be on average expected to maintain its initial starting value. If instead all points on the grid are independent then the minimum on average will be expected to become smaller for every subsequent time iteration and, moreover, we will expect this change to be become smaller at every step. These properties can be easily demonstrated using simulation. Intuitively, the more points there are close to the previous minimum, the more we expect the minimum to decrease at the next iteration, hence an earlier jump will have the biggest decrease in minimum (since following a jump we expect the points to have higher variance and hence the current minimum point to be more isolated).
The local computation approach
We calculate the covariance between observed transformed data and forecast transformed data by simultaneously simulating data and hence the transformed values for the observation and forecast times. Using the full covariance structure between all the points transformed to create the observations we may independently calculate a covariance between any pair of observations. Starting with uniform beliefs about uncertainty across the entire vessel and in the one step ahead forecast, the number of calculations needed may be reduced by exploiting the symmetry between equally spaced points. If two regional minima are observed and there are r locations which could potentially be the location of each observed minimum, finding the covariance between the two minima requires the inversion of a 4r by 4r matrix (including the slope term). Calculating the full covariance for all possible minima will impose a considerable computational burden. The covariance between any two minimums must be calculated for every time and space interval and hence a full covariance matrix built. A full Bayesian update would be computationally intractable for large problems, fortunately covariances are sufficient when using a Bayes linear update.
Locally computing the covariance between two minima via simulation results in errors in the covariance structure possibly resulting in the covariance structure not being positive definite. Increasing the number of simulations helps to reduce this problem. If smaller simulations produced biased results the Eigenstructure would change as the number of simulations increased. Comparing the principal Eigenvectors for different numbers of simulations we find that in general they are fairly constant. Positive definiteness is equivalent to all Eigen-values being positive. These negative Eigenvalues can only be due to rounding errors and will be relatively small for a sufficiently large simulation, see 4.1. Covariance matrices may be reconstructed with the negative Eigenvalues removed (i.e. a closed positive definite approximation). The critical number of simulations is best assessed in consideration with its effect on our final decision given the parameter values. Reconstructing the matrix from its Eigen-components destroys the symmetry between equally spaced points. We crudely estimate the true value as a mean of all the possible values and then repeat the procedure to remove the negative eigenvalues. A possible problem with this proceedure is none convergence, e.g. if the off diagonal terms become larger than the diagonal terms. Positive definiteness may also be guaranteed if the diagonal is sufficiently large. This has the effect of increasing our uncertainties about each point and is a much more conservative procedure than removing negative Eigenvalues.
Inspections which take place at regular time intervals have a potentially lower computational load. This reduction is possible since there will be multiple occasions where two minima are d units apart and separated by time t and hence have the same correlation within our framework.
Criteria
There are many possible criteria that can be optimised over, for example minimising the mean or maximum variance. In general, if there are two locations with the same variance it is preferable to gain information about the location where the wall is believed to be at greatest risk. A suitable heuristic criteria which may be considered is, for example h (s, t, k 
, where c s is the minimum allowed wall thickness, and we aim to maximise the mean (or minimum) of h(s, t, k) over its parameters. We consider future inspection schemes where as yet there are no observations and the initial wall thickness, critical wall thickness and corrosion rate are constant across the system and hence this heuristic simplifies to optimising over the variance.
Were only the risk at a particular time considered the best approach would be to make as much inspection as possible just before that time. Clearly it is necessary to maintain a certain level of confidence in the systems integrity at all times. As an alternative we consider the mean of the one step ahead uncertainties based upon the inferences made following each inspection. A more sophisticated approach would be to consider a weighted mean where weights are based upon the inverse of mean (or minimum) expected remaining wall thickness.
Application to planning
In this section we consider forward planning good inspection schemes and their sensitivity to prior belief specification. We assume throughout exchangeable prior beliefs with respect to location. Suppose k sets of inspections are made at equally spaced times with n regional minima observed during each inspection. Table 3 : Temporal and spatial correlation with level:slope = 1000:1
We consider n = 2, 4, 8 and 16. Having made the first inspection the location of subsequent inspections may then be calculated on the assumption that no significant corrosion has been found. If clear evidence of corrosion were found it would be modelled separately. Two limiting cases are generally apparent. If temporal strength is sufficiently high it will be most efficient to have inspections evenly spaced as far as possible. If spatial strength is sufficiently high it will be most efficient to make the next inspections midway between the previous inspections, hence the third inspection will be at the same location as the first. Where different values of n are considered for a fixed set of parameters both these behaviours may be seen at the respective extremes.
More generally, the best location for the third inspection location will be closer to the first inspection than the second because the information obtained from the first inspection will be more out of date. Assessing optimal inspection locations accurately is difficult because of the large number of possibilities, the time taken to do the calculations for each possibility and the error within the calculation.
Within the framework we have discussed where the prior uncertainty and update uncertainty have the same correlation structure, the maximum temporal correlation is restricted by the slope uncertainty. Fixing the ratio slope certainty to level certainty at 10:1 the maximum temporal correlation over eight time updates is about 0.4. That is, even with no update uncertainty our prior uncertainty about the corrosion rate is critical for accurate forecasting of future wall thicknesses. Increasing the ratio to 100:1 the maximum correlation reaches about 0.8 while at ratio of 1000:1 the correlation can reach almost 1 (see table 3) .
These values are quite extreme and reflect very little knowledge, some knowledge and detailed knowledge. We now consider the effect of finer changes in knowledge level based around the middle value in table 3. Our mid point with a temporal strength of 1 and a spatial strength of 0.001 has a spatial and temporal correlation of about 0.7. Correlations of 0.87 and 0.5 will give variances equivalent to 50% more and 50% less respectively. In table 4 we give the spatial and temporal correlation of these values.
In figure 2 we consider all possible combinations of three spatial and three Full data is then generated given these parameter values and the covariance structure between regional minima calculated based upon 40 000 simulations. Five different inspection schemes are then considered:
Whenever an inspection is made either 1, 2, 4, 8, or 16 equally spaced minima are inspected. The maximum one step ahead variance is calculated for each time given all the inspections made up to and including that time. The mean of these seven values is then standardised by the variance at time eight assuming no inspections are made. Taking this proportion of uncertainty remaining away from one gives the proportion of information gained by the inspection scheme as shown in figure 2 .
The increase in information from more inspections (both temporally and spatially) is clearly visible for all parameter values shown clearly by the larger values in the top right of each square.
Finding the optimal scheme
Where we consider making eight inspections equally spread over four different times where there are 80 possible locations for each inspection, the total number of different inspection schemes is 40 4 . Extending this to 8 time points gives 6.5 × 10 12 distinct inspection schemes to be considered. 
Constraining the search for efficiency
It can immediately be seen that with uniform beliefs the location of the first set of equally spaced inspections can be arbitrarily fixed. The symmetry of the problem may be exploited for subsequent time points to reduce the number of calculations in any problem by a further factor of up to 36. First, we assume that without loss of generality that the first inspections are at points 0 and 1. The limiting cases for the second inspection are 1/3 and 1/2 for strong temporal and strong spatial dependance respectively, and we can reasonably assume the best (or joint best) location for a second inspection will fall in this range. Given a second inspection in this range, the third inspection has limiting cases 2/3 and 1 for strong temporal and strong spatial dependance respectively and again we may expect the optimal location for the third inspection to be in this range. The limiting cases for the forth inspection are 0 and 1/2 suggesting a range [0,1/2]. Restricting the fifth inspection in general is more difficult and will have less effect. These ranges are illustrated in figure 3. For problems with more time points this intuitive approach will probably not provide sufficient rationalisation.
Possible search strategies
Having restricted attention to the areas outlined in the previous section for small problems a full search can be made. In larger problems further load reducing strategies are required.
A sensible search procedure is to initially considering a courser grid. Only considering every r th location reduces the load by a factor of approximately r t−1 . Additional more detailed calculations can then be made around any possible minima. For many problems however the resulting problem is either still quite intensive or carries a significant risk of missing an optimal solution (r is large). For example, in the problem where we have 40 locations to choose between, using a 1 in 10 grid still leaves 65 000 calculations and significantly restrains possible inspection locations.
We may exploit the temporal aspect of the model and optimise points between times 2 and k + 1 then take the inspection location at time 2 as fixed and optimise inspections between time 3 and k+2 until we have optimised across the entire system. The larger k is better this scheme will be, but also, the greater the computational load. An increase in time points will only increase computational load linearly. This type of search procedure will be most effective when the temporal component is not too strong.
An alternative possibility is a 'tentacle' search from likely solutions where we allow any inspection location to change a small amount. Allowing eight points to increase, decrease or stay the same gives about 2000 possible scenarios for each iteration and a significant number may be required to converge.
These methods can and should be combined to produce an efficient search for a good inspection.
Sensitivity
The effect of prior uncertainty on the optimal model should be assessed. If feasible changes in the parameters of the model do not significantly change the optimal inspection locations for a given inspection budget the model is robust to changes in parameters. A sensitive model will require consideration of the potential risk and may suggest a more extensive inspection is required. 
