Disorder-induced Majorana zero modes in a dimerized Kitaev
  superconductor chain by Hua, Chun-Bo et al.
Disorder-induced Majorana zero modes in a dimerized Kitaev superconductor chain
Chun-Bo Hua,1 Rui Chen,1 Dong-Hui Xu,1 and Bin Zhou1, ∗
1Department of Physics, Hubei University, Wuhan 430062, China
(Dated: July 23, 2019)
Motivated by the recent experimental observation of the topological Anderson insulator in disordered atomic
wires based on the Su-Schrieffer-Heeger (SSH) model, we study disorder effects on a dimerized Kitaev super-
conductor chain which is regarded as the superconductor version of the SSH model. By computing the real-space
winding number and the zero-bias differential conductance, we analyze the topological phase transitions occur-
ring in a dimerized Kitaev superconductor chain with disorder. It is found that disorder can induce a topologi-
cally nontrivial superconductor phase hosting Majorana zero modes (MZMs). We can regulate the appearance
of disorder-induced MZMs by adjusting the dimerization parameter. Finally, we use the self-consistent Born
approximation method to verify the numerical results.
I. INTRODUCTION
One of recent research interests in condensed matter physics
is to realize topological superconductors (TSCs) with Majo-
rana zero modes (MZMs) [1–12], which provide a platform for
fault-tolerant quantum computation [13–19]. A well-known
simplest toy model of TSCs is the Kitaev chain model [2],
which describes a one-dimensional (1D) spinless p-wave su-
perconductor chain that, under certain parameters, exhibits
MZMs localized at its two ends. Up to present, various ex-
perimental suggestions have been projected to achieve 1D
TSCs, including semiconductor-superconductor heterostruc-
tures [20–30], and magnetic atomic chain [31–33] or atomic
ring with an external magnetic field [34] on the surface of su-
perconductor.
In recent years, the Kitaev chain model has also been in-
tensively investigated in the theoretical side. It is noted that
Wakatsuki et al. [35] proposed a tight-binding model for hy-
brid system, known as the dimerized Kitaev chain model, con-
sisting of the Su-Schrieffer-Heeger (SSH) model [36] and the
Kitaev chain model [2]. They studied the topological phase
transitions of the dimerized Kitaev chain model by calculating
the k-space winding number and the zero-bias differential con-
ductance (ZBDC) [35]. Since then, a collection of studies on
the dimerized Kitaev chain model has been reported [37–43],
such as the interacting dimerized Kitaev chain model [37, 38]
and the quasi-1D dimerized Kitaev chain model [39].
On the other hand, the interplay between topology and dis-
order plays an important role in the recent research of topo-
logical matters and has been extensively investigated [44–62].
Generally known, the topologically nontrivial phase is robust
against weak disorder. When disorder is strong enough, the
topologically nontrivial phase vanishes, and a topologically
trivial phase appears. Interestingly, over the past decade, it
has been found that disorder can switch a topologically triv-
ial phase to a topologically nontrivial phase. The pioneering
work of such disorder-induced topological phase is the discov-
ery of the topological Anderson insulator [63]. Very recently,
the experimental observation of the topological Anderson in-
sulator has been reported in 1D disordered atomic chain based
∗ binzhou@hubu.edu.cn
on the SSH model [64] and optical lattices [65]. In addition,
the disorder-induced topological phases in TSCs have also at-
tracted much attention [66–69]. Analogous to the topological
Anderson insulator, Borchmann et al. proposed the concept of
the Anderson topological superconductor, a disorder-induced
topological state in superconductor systems [66]. Recently,
Lieu et al. studied disorder effects on Kitaev chain model
with longer-range hopping and pairing terms, and presented
the transformation of phase boundaries under the influence of
disorder [68]. Moreover, the combined effects of disorder and
interaction in the Kitaev chain model have also been investi-
gated by several research groups [70–74].
Motivated by the recent experimental observation of the
topological Anderson insulator in disordered atomic wires
based on the SSH model [64], in this paper, we study disor-
der effects on a dimerized Kitaev superconductor chain which
is regarded as the superconductor version of the SSH model.
The dimerized Kitaev chain model with disorder belongs to the
class BDI in the classification table [75–79]. In the clean limit,
the dimerized Kitaev superconductor chain supports the topo-
logically nontrivial and trivial phases depending on the model
parameters. The topologically nontrivial phase is character-
ized by one pair of MZMs located at the ends of the chain. We
focus on the topological properties of the dimerized Kitaev su-
perconductor chain when Anderson-type disorder is turned on.
We investigate the topological phase transitions by applying
three different methods, which include the real-space winding
number (RSWN), the ZBDC, and the self-consistent Born ap-
proximation methods. We uncover rich phase diagrams under
the influence of disorder and find that the MZMs are stable for
weak disorder but strong disorder takes MZMs away. Interest-
ingly, based on the computations of the RSWN and the ZBDC,
it is observed that a topologically nontrivial superconductor
phase can be induced by disorder at a certain parameter values
in the dimerized Kitaev superconductor chain, companied with
the disorder-induced MZMs located at the ends of the chain.
Finally, the self-consistent Born approximation method is used
to confirm our numerical results for weak disorder.
The rest of the paper is organized as follows. In Sec. II, we
introduce a dimerized Kitaev chain model with disorder and
give the details of numerical methods. Then, we provide nu-
merical results for studying the topological phase transitions
of the system in Sec. III, and confirm the numerical results
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2in weak disorder by the self-consistent Born approximation
method in Sec. IV. Finally, we summarize our conclusions in
Sec. V.
II. MODEL AND METHOD
We start with the Hamiltonian of the dimerized Kitaev chain
model [35] with Anderson-type disorder. Here we assume that
the lattice cell number is L and the lattice constant is equal to
one. The Hamiltonian is written as
H =−
L∑
j=1
µj
(
c†a,jca,j+c
†
b,jcb,j
)
− t
L−1∑
j=1
[
(1+η) c†b,jca,j+(1−η) c†a,j+1cb,j+H.c.
]
+∆
L−1∑
j=1
[
(1+η) c†b,jc
†
a,j+(1−η) c†a,j+1c†b,j+H.c.
]
,
(1)
where j is the lattice coordinate, a and b denote the sublattice
indices, c†a/b,j (ca/b,j) is the creation (annihilation) fermionic
operator on site (a/b, j), t is the hopping amplitude, and
∆ is the strength of p-wave superconducting pairing. The
dimerization parameter η (|η| < 1) is the space-dependent
variable of hopping and pairing terms. The disorder term is
µj = µ + Wωj , where µ is the chemical potential, ωj is the
uniform random variable chosen from [−0.5, 0.5], and W is
the disorder strength. In subsequent calculations, the energy
unit is set as t, and the chemical potential µ is fixed as 0.
The Hamiltonian (1) has the time-reversal, the particle-hole
and the chiral symmetries, and belongs to the class BDI of the
Altland-Zirnbauer classification table [75–79]. The class BDI
is characterized by the Z index, and its topological invariant is
the winding number in 1D TSCs.
Before studying disorder effects on the system, we first re-
view the phase diagram of the clean dimerized Kitaev chain
model (W = 0) [shown in Fig. 1], which is obtained by calcu-
lating the k-space winding number [35]. The phase boundaries
are |∆/t| = |η|. When |∆/t| > |η|, the phase is topologically
nontrivial, and it indicates that there exists one pair of MZMs
at the ends of the chain. But when |∆/t| < |η|, the phase is
the topologically trivial superconducting phase, and there is
no MZMs at the ends of the chain.
The phase diagrams of the disordered Kitaev chain can be
obtained by the RSWN method [64, 69, 80, 81]. The RSWN
is given by
ν = −Tr {Q−+ [X,Q+−]} , (2)
whereQ+− = C+QC−,Q−+ = C−QC+, andX is the posi-
tion operator. HereQ is the homotopically equivalent flat band
Hamiltonian and Q = P+ − P−, where P± are the projection
operators onto the positive or negative energy of the Hamilto-
nian H . C is the chiral symmetry operator of the model and
C = τx⊗I2L, where τx is the Pauli matrix and I2L is a 2L×2L
FIG. 1. (Color online) Phase diagram of clean dimerized Kitaev chain
model on the η-∆/t plane. The yellow and blue regions represent
the topologically nontrivial and trivial phases, respectively. The red
point A and white point B correspond to (η,∆/t) = (0.4, 0.5) and
(0.6, 0.5), respectively. Here µ = 0.
unit matrix. The eigenvalues of C are ±1, and C can be writ-
ten as C = C+ − C−, where C± are the projection operators
of these eigenvalues. The case with ν = 0 corresponds to
the topologically trivial phase, and the one with ν = 1 corre-
sponds to the topologically nontrivial phase.
To check the result of the RSWN method, we also study
transport properties of the disordered system. The setup is
assumed that one semi-infinite normal metal lead is attached
to one end of the superconductor chain. The normal metal
lead is described by Eq. (1) by installing ∆, W and η to
zero. We calculate the scattering matrix S of the normal
metal-superconductor (NS) junction by adopting the recursive
Green’s function method [82–85], and the scattering matrix S
is given by [86, 87]
Sαβ = −δα,β + i [Γα]1/2Gr
[
Γβ
]1/2
, (3)
where α and β denote the electron (e) or hole (h) channels.
Sαβ is an element of the scattering matrix and expresses the
scattering amplitude of a outgoing β particle caused by the
incoming α particle. Gr is the retarded Green’s function of
the superconductor. Γα = i (Σαr − Σαa ) is the linewidth func-
tion of α particle, where Σαr/a is the retarded (advanced) self-
energy of α particle for the lead. The average current I¯ is rep-
resented by the scattering matrix as [84, 88, 89]
I¯ =
e
h
∫ eV
0
∑
α
Tr
[
I2 − sgn (α)S†eα (E)Seα (E)
]
dE,
(4)
where sgn (e) = 1, sgn (h) = −1, and I2 is a 2×2 unit matrix.
The ZBDC of the NS junction is calculated by dI¯/dV . At
the interface of the NS junction, the local Andreen reflection
occurs [90]. When the MZMs exist at the ends of the chain,
the MZMs-induced resonant Andreev reflection occurs [91].
The ZBDC is 2e2/h if there is one pair of MZMs located at
the ends of the chain, and dI¯/dV = 0 if no MZMs [91, 92].
3III. NUMERICAL RESULTS
In this section, we numerically investigate disorder effects
on the topological phase transitions of the dimerized Kitaev
chain model. The topological phase diagrams with different
parameters will be presented. First of all, based on the compu-
tation of the RSWN and the ZBDC, we study disorder effects
on the topological phase transitions at several parametric spa-
tial points near the phase boundary of the clean phase diagram
[marked by the red point A and the white point B in Fig. 1].
The corresponding model parameters of points A and B in
Fig. 1 are (η,∆/t) = (0.4, 0.5) and (η,∆/t) = (0.6, 0.5),
respectively.
The RSWN (ν) and the ZBDC (dI/dV ) of the two points as
a function of the disorder strength are shown in Fig. 2. When
η = 0.4 and ∆/t = 0.5, the chain without disorder is the
topologically nontrivial phase. With the disorder strength in-
creasing, as shown in Fig. 2(a), it is found that the topologically
nontrivial phase remains stable in the case of weak disorder,
which is characterized by ν = 1. Meanwhile, the ZBDC is
2e2/h, and the quantized conductance indicates the appear-
ance of the MZMs-induced resonant Andreev reflection [91].
Further increasing W/t, a topological phase transition occurs
at W/t = 5.8, beyond which both the RSWN (ν) and the
ZBDC (dI/dV ) decay to zero, and the system is transformed
into a topologically trivial phase.
For the point B (η = 0.6 and ∆/t = 0.5) in Fig. 1, the cor-
responding phase is topologically trivial in clean limit. When
Anderson-type disorder is turned on, with the disorder strength
increasing, as shown in Fig. 2(b), it is interesting to observe
that the RSWN changes from ν = 0 to ν = 1 at W/t = 2.6
and return to ν = 0 at W/t = 4.8. A plateau of the RSWN
(ν = 1) maintains in a certain range of disorder strength
(2.6 ≤W/t ≤ 4.8). The plateau indicates that a topologically
nontrivial phase is induced by disorder. On the other hand, the
variation of the ZBDC with the disorder strength is similar to
that of the RSWN. With the disorder strength increasing, the
ZBDC jumps from dI/dV = 0 to 2e2/h at W/t = 2.6, and
goes back to 0 at W/t = 4.8. It is obvious that the conduc-
tance plateau can match well with the plateau of the RSWN.
Thus, it means that in the dimerized Kitaev chain (with model
parameters η = 0.6, ∆/t = 0.5, and µ = 0) the MZMs can be
induced by disorder when the disorder strength is in the region
of 2.6 ≤W/t ≤ 4.8.
Additionally, the topological phase diagram for the dimer-
ized Kitaev chain with disorder in the (W/t, η) space is plotted
in Fig. 3, where ∆/t = 0.5 and µ = 0. The color map shows
the values of the RSWN ν. It is necessary to point out that in
numerically calculating the RSWN the size of the supercon-
ductor chain should be taken enough long to avoid the finite
size effect of MZMs [93]. Here we take L = 1000. Each
point in Fig. 3 corresponds to a single realization of the dis-
order potential, which turns out to be sufficient for determin-
ing the region of the topologically nontrivial phase. The red
region corresponds to the topologically nontrivial phase char-
acterized by ν = 1, and the white region corresponds to the
topologically trivial phase with ν = 0. In absent of the dimer-
ization effect in the chain (η = 0), figure 3 shows that the topo-
FIG. 2. (Color online) The RSWN (ν) and the ZBDC (dI/dV ) as a
function of the disorder strength for (a) η = 0.4 and (b) η = 0.6. We
take the parameters ∆/t = 0.5 and µ = 0. In calculating the RSWN
(the ZBDC), the size of the superconductor chain is taken asL = 500
(1000), and the error bar indicates standard deviation of 500 (1000)
samples.
logically nontrivial phase remains stable up to the maximum
disorder strength about W/t ≈ 8. While with the increasing
of the dimerization parameter, the maximum disorder strength,
beyond which the topologically nontrivial phase is destroyed,
gradually decreases. And the disorder-induced topologically
nontrivial phase regions in a range of parameters W/t and η
are distinctly presented in the phase diagram shown by Fig. 3.
FIG. 3. (Color online) Phase diagram in (W/t, η) space for the
dimerized Kitaev chain with disorder obtained by calculating the
RSWN. We take the parameters ∆/t = 0.5 and µ = 0. The red
region denotes the topologically nontrivial phase (ν = 1), and the
white region denotes the topologically trivial phase (ν = 0). The
black dashed lines are determined by the self-consistent Born approx-
imation method. The size of the superconductor chain is taken as
L = 1000.
Figures 4(a) and 4(b) show two phase diagrams in the
(W/t, ∆/t) space with η = 0 and η = 0.5, respectively. The
phase diagram of Fig. 4(a) obtained by the RSWN method co-
incides with the phase diagram in the literature [45] obtained
4by the transfer matrix method. In Fig. 4(a), we find that the
RSWN ν changes from ν = 1 to ν = 0 with increasing of the
disorder strength. Further, in the case without the dimeriza-
tion effect (η = 0), it is shown that the larger the strength of
p-wave superconducting pairing ∆ is, the more robust against
disorder the topologically nontrivial phase is. As shown in
Fig. 4(b), the dimerization effect suppresses the topologically
nontrivial phase, however, dimerization and disorder have a
combined influence on topological properties of the Kitaev
chain. In the present of the dimerization effect (η = 0.5),
the disorder-induced topologically nontrivial phases are ob-
served in Fig. 4(b). In this case, the dimerized Kitaev chain
with Anderson-type disorder becomes the the Anderson topo-
logical superconductor [66].
FIG. 4. (Color online) Phase diagram in (W/t, ∆/t) space for the
dimerized Kitaev chain with disorder obtained by calculating the
RSWN. We take the parameter (a) η = 0 and (b) η = 0.5. The
red region denotes the topologically nontrivial phase (ν = 1), and
the white region denotes the topologically trivial phase (ν = 0). The
black dashed lines are determined by the self-consistent Born approx-
imation method. The size of the superconductor chain is taken as
L = 1000. Here µ = 0.
IV. SELF-CONSISTENT BORN APPROXIMATION
Another approach that is often used to understand the phase
transitions induced by disorder is the self-consistent Born ap-
proximation method. Through this method, the role of disor-
der can be seen as the self-energy, and the disorder-induced
self-energy can renormalize the model parameters. In the k-
space, the Bogoliubov-de Gennes Hamiltonian in the clean
limit is [35]
H0 (k) =
 −µ z 0 wz∗ −µ −w∗ 00 −w µ −z
w∗ 0 −z∗ µ
 , (5)
where z (k) = −p+ − p−e−ik, and w (k) = −q+ + q−e−ik,
with p± = t (1± η) and q± = ∆ (1± η).
The disorder-induced self-energy in the self-consistent Born
approximation method reads [66, 67, 94]
Σ (ω) =
W 2
12
1
2pi
∫
FBZ
dk (τz ⊗ σ0)
× [ω + iζ −H0 (k)− Σ (ω)]−1 (τz ⊗ σ0) , (6)
where the self-energy can be expressed as Σ = Σ0 (τz ⊗ σ0)+
Σ1 (τz ⊗ σx)+Σ2 (τy ⊗ σy). Here ω is the frequency, and we
employω = 0 with focusing on the static limit. The coefficient
of integral comes from the variance of the random potential.
τi and σi are the Pauli matrices acting on the sublattice and the
particle-hole degrees of freedom, respectively. In the Hamil-
tonian (5), the dimerization parameter η is coupled with the
pairing strength ∆ and the hopping amplitude t. Since the self-
energy is independent of the momentum [66, 67], the possible
renormalization parameters are µR = µ−Σ0, p+R = p+−Σ1
and q+R = q+ + Σ2.
The k-space winding number of the renormalized Hamilto-
nian H (k) = H0 (k) + Σ is given as
νk ≡ −Tr
∫ pi
−pi
dk
2pii
A−1k ∂kAk
= −
∫ pi
−pi
dk
2pii
∂k ln [det (Ak)] , (7)
and
Ak =
( −µR zR − wR
w∗R + z
∗
R −µR
)
, (8)
where zR = z + Σ1, and wR = w − Σ2. By calculating the
k-space winding number as functions of (W/t, η) and (W/t,
∆/t), we obtain the black dashed lines in Fig. 3 and Fig. 4,
respectively. The black dashed lines denotes the phase bound-
ary line of the k-space winding number between νk = 1 and
νk = 0. In Fig. 3, the region inside two black dashed lines is
determined by νk = 1, while in Fig. 4, the region inside two
black dashed lines corresponds to the case with νk = 0. It
is found that the results based on the self-consistent Born ap-
proximation method can match well with the numerical ones
for the case of weak disorder.
V. CONCLUSION
In this paper, we investigate the topological phase transi-
tions of a dimerized Kitaev chain model with Anderson-type
5disorder. To determine the topological phase of the system,
we numerically calculate the RSWN and the ZBDC of the fi-
nite chain, and observe a phase transition from a topologically
trivial phase to a topologically nontrivial phase hosting MZMs
located on the ends of the chain at a finite disorder strength. We
present the phase diagrams based on the numerical results of
the RSWN as functions of the disorder strength and the dimer-
ization strength (the superconducting pairing strength), and it
is shown that the interplay between dimerization and disorder
has an interesting influence on topological properties of the
Kitaev chain. Finally, we find that the result obtained by the
effective medium theory based on the self-consistent Born ap-
proximation can confirm the numerical results of the RSWN
for weak disorer.
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