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Thinking about data strategically is a challenge for many organisations today. 
Governing data has become vital in running a business successfully. In recent years, 
the volume of data used within organisations has increased dramatically, playing a 
critical role in business operations. The implementation of data governance remains 
problematic for the majority of organisations. Data governance is considered to be 
a relatively emerging subject, and several researchers have proposed different 
models that help in understanding the concepts related to it. Reviewing the 
literature, however, reveals a lack of research into the critical success factors (CSFs) 
for data governance, which shows a need for further studies aimed at understanding 
the success factors in governing an organisation’s data.   
This research study aims to identify the critical success factors for data governance 
that enable organisations to introduce an effective data governance programme. The 
research follows the building theory from case studies approach by conducting two 
in-depth case studies in Saudi Arabia. To gather the data, a CSF approach is 
employed in order to conduct the interviews. The data are then analysed using open, 
axial, and selective coding techniques in order to inductively identify the CSFs for 
data governance along with the recommended actions associated with each CSF. 
This study contributes to data governance research by providing nine CSFs for data 
governance, as well as identifying a list of recommended actions for putting the 
CSFs into practice. In addition, follow a rigorous inductive research approach, two 
theoretical models emerged: 1) a data governance activities model, which helps in 
better understanding the activities related to data governance that are reported in 
the literature; and 2) an open, axial, and selective coding framework, which helps 





1. Introduction  
1.1 Introduction to the Study 
This chapter presents an introduction to the research study. It aims to provide a 
summary of each section of this research study, as this thesis is structured as a 
collection of papers, with an introductory chapter and a discussion conclusion 
chapter. Hence, this chapter outlines the rationale behind the study (section 1.2). It 
then presents the research objective and research questions in section as well as a 
summary of the research contributions to information systems (IS) research and 
practice is given in section. Section 1.3 outlines the plan of this research, which 
includes the thesis structure, a summary of each chapter and the papers included. 
Section 1.4 then introduces the concept of data governance that sets the scope for 
the meaning of data governance as identified in this research. Section 1.5 presents 
the research approach, including an introduction to the research strategy, the case 
selection, and the data gathering and analysis techniques followed in this research. 
Section 1.6 brings the chapter to a conclusion. 
1.2 Rationale behind the Study and Thesis Contributions  
Thinking about data strategically is a challenge for many organisations today. 
Governing data has become vital in running a business successfully, in order for 
data to be treated as a valuable asset (Khatri & Brown, 2010; Otto, 2015). In recent 
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years, the volume of data used within organisations has increased dramatically, play 
a critical role in business operations (Tallon, Ramirez, & Short, 2013). However, 
the implementation of data governance remains a problem for the majority of 
organisations (Cousins, 2016). 
It is argued that a lack of trust in data can lead to the wasting of up to 50% of 
knowledge workers’ time spent “hunting for data” (Redman, 2013, p. 4), whereas, 
when “data is trusted, it gets shared”, which can drive higher returns on data 
investments (Information Builders, 2014, p. 8). Hence, the question arises: How do 
we ensure we are building trusted data? A recent study by Holt, Ramage, Kear, and 
Heap (2015) indicated that 45% of the participants, who were from the global 
community of database and data professionals, did not have data governance 
policies in place. Therefore, data governance requires more attention from 
stakeholders. 
Although data governance is considered to be a relatively recent area (Kamioka, 
Luo, & Tapanainen, 2016; Rasouli, Eshuis, Trienekens, Kusters, & Grefen, 2016), 
several researchers have proposed different data governance models (c.f. Khatri & 
Brown, 2010; Otto, 2011; Panian, 2010; Weber et al., 2009; Wende, 2007). These 
researchers have helped our understanding of the data governance subject and in 
shaping its boundaries. However, more theoretical studies are needed to explore 
how organisations can implement data governance (Cousins, 2016). Furthermore, 
only a limited number of papers have examined the critical success factors (CSFs) 
for data governance. 
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Research shows that the failure rate for the development and implementation of an 
information system project remains high (Cecez-Kecmanovic, Kautz, & Abrahall, 
2014; Doherty, Ashurst, & Peppard, 2012). The rate of failure suggests the need to 
focus the attention of IS professionals and academics on addressing and developing 
a list of the critical success factors that will enable the successful development and 
implementation of a new IS project (Doherty, Ashurst, & Peppard, 2012). However, 
providing a list of CSFs is only a partial aid to success; more is required on the 
implementation actions required around the list of CSFs stated (King & Burgess, 
2006; Remus & Wiener, 2010; Ram & Corkindale, 2014). In terms of data 
governance, successful implementation can lead to the optimisation of data usage 
(Rifaie, Alhajj, & Ridley, 2009), which, as a consequence, delivers reliable and 
usable business information (CDI Institute, 2006) that enables better decision 
making. Having a successful data governance programme in place also supports 
organisations’ efforts to survive by ensuring they are compliant with regulatory 
frameworks and able to safeguard data, particularly when a company handles 
sensitive material (Russom, 2008; Otto, 2011c). 
Therefore, this research study aims to contribute to the IS community by filling the 
above-mentioned gap and identifying the CSFs for data governance, while also 
identifying actions that are recommended for the CSFs to be successfully put into 
practice. The next section outlines the research objective and research questions.  
1.2.1 Research Objective and Research Questions 
Given the absence of prior literature addressing the CSFs explicitly for data 
governance, as well as the activities included in data governance, the objective of 
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this research study is “to identify the critical success factors for data governance 
that enable organisations to introduce an effective data governance programme”. 
In order to address this research objective, two research questions have been 
formulated as follows: 
RQ1: What are the CSFs for data governance? 
RQ2: What are the recommended actions for putting the CSFs for data governance 
into practice? 
A comprehensive review of the literature was performed and resulted in analysis of 
more than 80 scientific and 76 practice-oriented publications that relate to data 
governance. None of them explicitly study the CSFs for data governance or the data 
governance activities related to them. However, these publications were used to 
better understand data governance-related concepts and models. Therefore, it was 
decided to conduct an exploratory study to answer the research questions.  
1.2.2 Overview of the Main Contributions 
Given that this study was conducted by following the approach of building theory 
from case studies (c.f. Eisenhardt, 1989) within the research study journey, this 
research offers different contributions to data governance and IS research and 
practice. However, the main contribution is that this research study inductively 
identifies nine CSFs for data governance by analysing two case studies. A list of 
the recommended actions that should be taken in order to put the CSFs identified 
into practice successfully is provided (see Table 1-1).  
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During the process of conducting this research study, two additional theoretical 
models emerged: 1) a data governance activities model that helps to better 
understand the tasks that relate to data governance that are reported in the literature 
(see Chapter 2, paper 1); and 2) an open, axial, and selective (OAS) coding 
framework, which helps in understanding how to use OAS coding techniques for 
analysing qualitative data (see Chapter 2, paper 2). 
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Table 1-1 Summary of the actions recommended for the CSFs identified. 
CSF Define Implement Monitor 
Employee data 
competencies 
The required skills and competencies 
for dealing with the data for each role 
and responsibility. 
Education and training for employees 
in ‘how to deal with data’, as well as 
‘increasing awareness of the 
importance of data’. 
Employee activities and performance 
when using data. 
Flexible data tools and 
technologies 
 
Data life cycle requirements to do for 
integration technical needs. 
An appropriate technical architecture to 
meet integration and the data life cycle 
needs. 
Data life cycle, and data integration. 
Clear data processes 
and procedures 
Data capture and retrieval processes for 
all organisational data. 
Data capture and automated validation 
by embedding them into business 
systems. 
The data flow and data use.  
Clear, inclusive data 
requirements 
Data requirement standards and 
structure template.  
An appropriate data requirement 
standards template.  
The communication between parties 
regarding data requirements 
specification. 
Standardised easy-to-
follow data policies 
The data regulations, access rights and 
privileges. 
The data policies within the business 
systems. 
The compliance with external and 
internal data regulations. 
Established data roles 
and responsibilities 
The data governance position and data 
decision rights. 
The assignment of data roles to 
decision areas. 
The clarity of data responsibilities. 
Focused and tangible 
data strategies 
Data value and objectives.   The overall data governance model. 




The data integration objectives. 
The data infrastructure to fulfil the data 
integration needs. 




The key performance indicators (KPIs) 
for data. 
Data monitoring tools within each 
business system. 




1.3 Plan of the Research 
The plan for this research study was driven by the road map of the building theory 
from case study research strategy. Eisenhardt (1989) identifies eight steps within 
the road map for executing theory-building from case study research: 1) Getting 
started, 2) Selecting cases, 3) Crafting instruments and protocols, 4) Entering the 
field, 5) Analysing the data, 6) Shaping a hypothesis, 7) Enfolding the literature, 
and 8) Reaching closure.  
Table 1-2 illustrates the plan of this research study within the road map steps of the 
building theory from case study approach. Table 1-2 includes the main research 
activities for each step. Some of the activities overlap between many of the sections. 
This is due to the nature of the thesis structure, which is explained in detail in the 











Table 1-2 Research plan steps. 
Step * Research activities Presentation section 
Getting started 
Identify the research gap, 
objective, and research questions. 




Justify the case selection Introduction chapter 
Case one background Paper 3 




Analysis of the CSF approach and 
identifying the data collection 
procedure. 




Data collection and preparation 
for the analysis 
Paper 3, paper 4 
Analysing the 
data 
Understanding the use of open, 
axial and selective coding 
Paper 2 
Analysis of case one Paper 3 
Analysis of case two Paper 4 
Shaping a 
hypothesis 
Cross-case analysis illustrating 





Exploring data governance 
activities from the literature. 
Paper 1 
Comparing the resulting actions 






Description of the CSFs identified 
and the recommended actions. 
Presenting the possible 
interconnectedness of the CSFs. 
Discussion and 
conclusion chapter 




1.3.1  Thesis Structure 
This research study is structured using a series of papers. It includes three main 
chapters: a chapter that introduces the overall thesis. The second chapter includes a 
collection of four papers, which aim to present a review of the literature, the 
research methodology, the first case study, and the second case study. The thesis 
concludes with a discussion and conclusion chapter, in which the results are 
presented and discussed. A summary of each chapter/paper is presented in the 
following. 
This research study starts with the current chapter, which introduces the structure 
of this study as well as the study objective and research questions. The remainder 
of this chapter covers some introductory elements of the research background and 
methodology that are not fully covered within the series of papers due to limits on 
the number of pages in the papers. The next subsections provide a brief description 
of each paper, followed by an outline of the discussion and conclusion chapter.  
The second chapter consists of a collection of papers that aim to provide structure 
to the thesis. The chapter includes four papers that present the literature review, the 
research methodology, the first case study, and the second case study. The 
following subsections provide a summary description of each paper.   
1.3.2 Paper 1: The Literature Review  
Title: Data governance activities: a comparison between scientific and practice-




The first paper reviews the prior research on data governance programmes and aims 
to identify the data governance activities that are reported in the literature. This 
paper contributes to the IS community by filling the gap identified in the literature 
through a categorisation of current scientific and practice-oriented publications in 
the domain of data governance. This categorisation is undertaken in order to 
understand the activities involved in data governance and to compare scientific with 
practice-oriented publications in terms of the activities reported. 
The above research concludes with a comparison of the data governance activities 
that are reported in scientific publications with those that appear in practice-
oriented publications. It then presents a data governance activities model (see 
Figure 1-1) that consists of three constructs: 1) action, plus 2) area of governance, 
plus 3) decision domain. The proposed data governance activities model (see 
Chapter 2, paper 1) can support practitioners when organising or auditing a data 
governance programme by helping them understand the activities involved, as well 
as the priorities for each activity. Furthermore, the model can be used as a 




Figure 1-1 Data governance activities model. 
 
1.3.3 Paper 2: The Research Method 
Title: The use of open, axial, and selective coding techniques in IS research: a 
literature analysis. Under review by the European Journal of Information Systems. 
This paper aims to investigate the use of OAS coding and is based on reviewing 
and analysing IS studies that have operationalised the techniques. The motivation 
for conducting this research was driven by the confusion that the researcher has 
faced while using OAS coding techniques. Hence, it is considered as a methodology 
paper that fits into this research study. This paper follows the structural steps taken 
in content analysis in order to select, review and analyse relevant literature. 
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The paper is intended to contribute to the IS research community by providing 
recommendations that will enable novice researchers to undertake OAS coding 
techniques proposed by Strauss and Corbin (1990). The use of coding by IS scholars 
has increased in recent years. However, there has been some vagueness in 
describing how the OAS coding techniques are executed. The paper concludes with 
a coding framework (see Figure 1-2) that supports the decision-making of novice 
researchers pursuing OAS coding as part of their qualitative data analysis. 
Furthermore, a list of seven items of recommended reading are presented that 






Figure 1-2 OAS coding framwork .
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1.3.4 Paper 3: Case study one 
Title: Critical success factors for data governance: a theory building approach. 
Accepted (with major revision) by Information Systems Management. 
This paper presents the first case considered in this research study: Arajhi Bank. It 
aims at identifying the CSFs for data governance that emerged from analysing the 
first case. The data were gathered through semi-structured interviews following the 
CSF approach and analysed by applying open, axial, and selective coding 
techniques. This is considered as a within-case analysis. The findings of this 
research are presented as seven CSFs for data governance, which are ranked in 
order of importance according to the frequency count (the number of associated 
concepts) for each CSF. These CSFs are:  
1. Employee data competencies. 
2. Clear data processes and procedures. 
3. Flexible data tools and technologies. 
4. Standardised easy-to-follow data policies. 
5. Established data roles and responsibilities. 
6. Clear inclusive data requirements. 
7. Focused and tangible data strategies. 
This paper includes a full description of the CSFs identified from the standpoint of 
the first case study. The description includes the actions that are recommended to 
put the CSFs into practice. Finally, it highlights the relationships between the CSFs 
identified in order to understand their possible interconnectedness.  
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1.3.5 Paper 4: Case Study Two 
Title: Critical success factors for data governance in the telecommunications 
industry. Under review for Information and Management. 
This paper presents the second case considered in this research study: the Saudi 
Telecom Company (STC). It aims at identifying the CSFs for data governance that 
emerged from analysing the second case. The data were gathered through semi-
structured interviews following the CSF approach and analysed by applying open, 
axial, and selective coding techniques. This is considered as a within-case analysis. 
The findings of this research are presented as nine CSFs for data governance, which 
are ranked in order of importance according to the frequency count (the number of 
associated concepts) for each CSF. These CSFs are: 
1. Proper data integration strategies. 
2. Employee data competencies. 
3. Flexible data tools and technologies. 
4. Clear, inclusive data requirements. 
5. Clear data processes and procedures. 
6. Focused and tangible data strategies. 
7. Established data roles and responsibilities. 
8. Accountable data access and availability. 
9. Effective data monitoring and feedback. 
This paper presents a full description of the CSFs identified from the standpoint of 
the second case. The description includes the actions that are recommended to put 
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the CSFs into practice. Finally, it highlights the relationships between the CSFs 
identified in order to understand their possible interconnectedness. 
1.3.6 Discussion and Conclusion  
The discussion and conclusion chapter presents a cross-case analysis and a final list 
of the CSFs reported by both case studies. A final list of nine CSFs is presented and 
each factor described. Within each CSF description, the associated recommended 
actions are presented and mapped to three action verbs: ‘define’, ‘implement’, and 
‘monitor’.  
In this chapter, the research objective of identifying the critical success factors for 
data governance that enable organisations to introduce an effective data governance 
programme is achieved by answering the two research questions: RQ1: What are 
the CSFs for data governance? RQ2: What are the recommended actions for putting 
the CSFs for data governance into practice? 
The discussion section concludes with a comparison of the literature and compares 
the recommended actions with the data governance activities reported from Paper 
1. The chapter then presents the study conclusion by summarising the findings and 
the contributions to theory and practice. Finally, it outlines the study limitations and 




1.4 Data Governance 
Data governance has received much attention in both the academic and practitioner 
communities. The concept has been developed over the last ten years, and data are 
now considered as valuable assets and as a strategic function within an 
organisation’s structure (Vayghan et al., 2007; Wende, 2007). Data governance 
focuses on who holds the decision rights related to the data assets in an organisation 
(Khatri & Brown, 2010; Otto, 2011) in order to ensure the quality, consistency, 
usability, security, privacy, and availability of the data (Cohen, 2006; Panian, 
2010).  
Rau (2004, p. 35) refers to governance as “the way the organization goes about 
ensuring that strategies are set, monitored, and achieved”. Horne (1995) connects 
governance with the optimal use of assets and outlines how data as an asset drive 
the importance of the governance of data within an organisation. The concept of 
data as an asset emerged with a report by the Hawley Committee in 1994, which 
defines data assets as “data that is or should be documented and that has value or 
potential value” (Oppenheim, Stenson, & Wilson, 2003, p. 159). Therefore, the 
main driver of data governance is the consideration of data as an asset in an 
organisation (Panian, 2010). 
It can be argued that data governance, from both the academic and practitioner 
points of view, should be a universal approach to data accountability, fitting all the 
data aspects and needs of an organisation (Weber et al., 2009; Wende, 2007). A 
recent study by Holt, Ramage, Kear, and Heap (2015) indicates that 45% of their 
participants within the global community of database and data professionals did not 
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have data governance policies in place. A study by Nagle and Sammon (2017) also 
shows that data governance is a problem area for the majority of organisations. 
Hence, data governance continuously requires more attention from stakeholders 
(Fisher, 2006). 
It can be argued that ‘data governance’ is a new term with novel implications for 
perceiving data as an asset. Several data governance models have been proposed 
that enable us to understand the boundaries of data governance and its related 
functions (Cheong & Chang, 2007; Guetat & Dakhli, 2015; Khatri & Brown, 2010; 
Lajara & Maçada, 2013; Otto, 2011b; Vayghan, Garfinkle, Walenta, Healy, & 
Valentin, 2007; Wende & Otto, 2007).  
In the context of data governance, the term ‘governance’ should be defined and 
distinguished from the term ‘management’ in order to better understand the term 
‘data governance’. The main difference, therefore, between the terms ‘governance’ 
and ‘management’ is that governance refers to the decisions that should be made 
and who makes them in order to ensure the effective management and use of 
resources, whereas management involves implementing those decisions (Fu, 
Wojak, Neagu, Ridley, & Travis, 2011; Khatri & Brown, 2010). Hence, 
management is influenced by governance (Otto, 2011c) and, therefore, the activities 
for data governance can be distinguished from those required for data management. 
In terms of a data governance definition, this has been presented several times in 
the literature (Cohen, 2006; Khatri & Brown, 2010; Loshin, 2007; Otto, 2011b; 
Panian, 2010; Tallon et al., 2013). However, there are differences in the definitions 
due to the nature of the papers’ purposes in defining the term ‘data governance’, 
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Table 1-3 displays different definitions proposed in scientific and practice-oriented 
publications. The definitions are sorted according to the date of publication. 
 






It is the process by which a company manages the 
quantity, consistency, usability, security and 




It is being expected to address issues of data 
stewardship, ownership, compliance, privacy, data 
risks, data sensitivity, metadata management, master 
data management and even data security. 
Practitioner 
IBM (2007) 
A quality control approach for adding new rigour 
and discipline to the process of managing, using, 





The exercise of authority and control (planning, 
monitoring, and enforcement) over the management 




The processes, policies, standards, organisation, and 
technologies required to manage and ensure the 
availability, accessibility, quality, consistency, 





Relates to who holds the decision rights and is held 
accountable for an organisation’s decision-making 
about its data assets. 
Academic 
Otto (2011b) 
A companywide framework for assigning decision-
related rights and duties in order to be able to handle 
data adequately as a company asset. 
Academic 
Tallon et al. 
(2013) 
A collection of capabilities or practices for the 
creation, capture, valuation, storage, usage, control, 
access, archiving, and deletion of information over 
its life cycle. 
Academic 
Hall (2017) 
The execution and enforcement of authority over the 






In the light of the above definitions, it seems that data governance initiatives can be 
seen from different points of view. For example, Cohen (2006) narrows data 
governance to the processes of managing data. IBM (2007) also regards data 
governance as a quality control approach. With the same logic, the definition by 
Tallon et al. (2013) limits data governance to certain activities, rather than an 
overall framework for controlling data. However, decision-assigning rights is a core 
component of a data governance programme that supports the concept of 
considering data as an asset that is missing from many of the definitions.   
On the other hand, Panian (2010) and Loshin (2007) generalise the data governance 
scope by considering different areas, such as the stewardship, processes, policies, 
standards, organisation, and technologies of the data. Some researchers (Khatri & 
Brown, 2010; Otto, 2011b; DAMA, 2009) comprehensively relate data governance 
to decision-holders and the authority for controlling data in an organisation. In 
addition, an important component and aspect of the meaning of data governance is 
mentioned in the definitions given by DAMA (2009), Khatri and Brown (2010) and 
Otto (2011b), who consider data as an organisation’s asset. 
Reviewing the definitions in Table 1-3, it would seem that data governance plays a 
fundamental role in the data and information within an organisation: it concerns the 
processes, policies, procedures, standards, and technology for the data aspects. It 
can also be noted that the purpose of a data governance programme is to manage 
and ensure the quality dimensions of data, such as consistency, usability, security, 
availability, and privacy. Such a programme also plays a role in controlling data 
stewardship and ownership, as well as assigning rights for whom should be acting 
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and making decisions with regard to any aspects of the data in an organisation. 
Finally, one of the most important components of data governance is considering 
the data in an organisation as an asset that drives value.  
1.5 Research Approach 
In this section, an introduction to the research approach is outlined and includes the 
research strategy followed. The subsections discuss and outline the case selection, 
data gathering, and data analysis techniques.  
1.5.1 Research Philosophy  
This section attempts to highlight the different views of research philosophy, 
starting with a discussion of the role of theory within the information systems 
discipline, as theory plays a fundamental role in any social science research. In the 
IS discipline, theory has been defined from different perspectives, summarised by 
Gregor (2006) as follows: 
1. Theory as statements that say how something should be done in practice.  
2. Theory as statements providing a lens for viewing and explaining the world. 
3. Theory as statements of relationships that can be tested.  
These differences in views on theory depend on philosophical and disciplinary 
orientations (Gregor, 2006). In the above views, theory can be seen as providing an 
explanation of a natural or social behaviour, event, or phenomenon (Bhattacherjee, 
2012). Generally, theory is about connecting phenomena with each other, 
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generating a story about why acts, events, structures, and thoughts occur (Sutton & 
Staw, 1995). 
In IS studies, research is frequently differentiated as following positivist and 
interpretivist/post-positivist paradigms, or using qualitative and/or quantitative 
methods (Gregor, 2006). The qualitative method is usually associated with 
interpretivism or  post-positivism, whereas the quantitative method is more 
positivist; researchers usually use either form (Bryman, 1984). The interpretivist or 
post-positivist paradigm starts from the position that knowledge of reality, 
including the domain of human action, is a social construction by human actors 
(Walsham, 2006). Therefore, a post-positivist paradigm makes reasonable 
interpretations about a phenomenon by combining empirical data and observations 
of logical events, which leads to a better understanding of a social reality 
(Bhattacherjee, 2012).    
On the other hand, the positivist paradigm treats social observations as entities in 
much the same way that physical scientists treat physical phenomena (Johnson & 
Onwuegbuzie, 2004). It has also been said that the positivist paradigm leads to a 
blind faith in observed data and a rejection of any attempt to extend or reason 
beyond observable facts (Bhattacherjee, 2012). In the IS field, the interpretivist 
paradigm has grown in importance (Walsham, 2006). 
In addition to the first classification of research design methods, qualitative and 
quantitative methods are well-known classifications in any research. Both methods 
can be found in IS field studies, as well as mixed-methods research being used in 
IS research. Qualitative research methods were developed in the social sciences to 
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enable researchers to study social and cultural phenomena (Myers, 1997). In 
contrast, quantitative methods are used when the effects of an intervention on 
dependent variables are statistically assessed (Kaplan & Duchon, 1988). Mixed-
methods research is defined by Johnson and Onwuegbuzie (2004, p.17) as “the class 
of research where the researcher mixes or combines quantitative and qualitative 
research techniques, methods, approaches, concepts or language into a single 
study”. 
In this research study, it was decided to employ an explanation theory in order to 
analyse the data qualitatively, initially by the analysis of previous literature in a 
rigorous approach considered to be content analysis. This enabled the researcher to 
review the literature comprehensively and suggest a lens for further research, as can 
be seen from the data governance activities model and the contribution of the data 
analysis framework presented in this paper. In addition, a qualitative approach was 
followed for the further analysis of the empirical data that were collected following 
a critical success factors approach.   
1.5.2 Research Strategy 
This research study aims to identify the CSFs for data governance inductively by 
conducting in-depth case studies. A case study is a research strategy that focuses 
on understanding the dynamics present within single settings (Eisenhardt, 1989). 
Benbasat, Goldstein and Mead (1987) define case study research as a process that 
“examines a phenomenon in its natural setting, employing multiple methods of data 
collection to gather information from one or a few entities (people, groups, or 
organizations)” (p. 370).  
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Case study is one of the most commonly used strategies in IS research, particularly 
for qualitative data (Darke, Shanks, & Broadbent, 1998). Research within a case 
study can be undertaken for either testing theory or building theory. Case study can 
involve a single case or multiple case studies (Eisenhardt, 1989; Yin, 2009). In a 
multi-case study, the results can be combined by conducting a single ‘cross-case’ 
analysis and conclusion (Yin, 2009).   
Benbasat, Goldstein, and Mead (1987) have summarised the reasons for conducting 
case study research, in that the case study allows researchers to study a phenomenon 
in a natural setting, and enables them to generate theories from practice. In addition, 
case study research allows researchers to answer ‘how’ and ‘why’ questions, in 
order to understand the nature of the processes taking place. Finally, case study 
research is an appropriate strategy for searching an area in which limited studies 
have been carried out.  
In order to accomplish the objective of this research study, the researcher followed 
the road map of building theory from case study research proposed by Eisenhardt 
(1989). Building theory from case study is a research strategy, for which Eisenhardt 
(1989) stated a clear process for conducting research that aimed to build theories. 
However, several other researchers had discussed different aspects of theory-
building research prior to Eisenhardt (1989), such as Glaser and Strauss (1967), 
when initially proposed the grounded theory research as well as the development 
of their theory in Strauss and Corbin (1990). In addition, Yin (2009) described in 
depth the design of case study research as being more appropriate for a deductive 
research approach. However, Eisenhardt (1989) provided a road map for the 
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process of conducting inductive research by creating the steps and activities 
involved. The main driver for building theory from case study, according to 
Eisenhardt (1989), is when little is known about phenomena, because building 
theory from case studies does not rely on previous literature or prior empirical 
evidence. 
The road map proposed by Eisenhardt (1989) involves eight steps that enable 
researchers to carry out rigorous research using clear processes. The eight steps are: 
1) Getting started, 2) Selecting cases, 3) Crafting instruments and protocols, 4) 
Entering the field, 5) Analysing data, 6) Shaping hypotheses, 7) Enfolding 
literature, and 8) Reaching closure. 
In the first step, ‘Getting started’, it is important to reach an initial definition of the 
research objective and questions, even in broad terms, in order to avoid being 
overwhelmed by the volume of data (Eisenhardt, 1989). The ‘Selecting cases’ step 
is a critical aspect of building theory from case study, as the case defines the set of 
entities from which to draw the research sample. Selecting an appropriate case study 
also controls unimportant variation and helps to define the limits for generalising 
the findings (Eisenhardt, 1989). Step three is ‘Crafting instruments and protocols’ 
and includes identifying the data gathering techniques that are to be used in order 
to collect the data. Qualitative data are mostly gathered in case studies by 
conducting interviews as gathering techniques. Both qualitative and quantitative 
data can be used for conducting case study research (Eisenhardt, 1989; Darke, 
Shanks, & Broadbent, 1998). 
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Step four is ‘Entering the field’, which includes an overlap between data gathering 
and analysis. This is important in building theory approaches, as overlapping data 
analysis with data collection not only gives researchers a head start but, more 
importantly, allows them to take advantage of flexible data collection. Flexibility 
enables researchers to make adjustments during the data collection processes 
(Eisenhardt, 1989). Therefore, this is followed by the fifth step, ‘Analysing data’, 
which considers the analysis within the case study. However, in the context of data 
analysis, Eisenhardt (1989) states: “In fact, there are probably as many approaches 
as researchers” (p. 540). Iteratively with step five, the sixth step is ‘Shaping 
hypotheses’, in which the emergent constructs are compared systematically with 
evidence from each case in order to assess how well they fit with the data. In this 
way, emergent constructs are measured and verified with the data (Eisenhardt, 
1989).  
Step seven is ‘Enfolding literature’, whereby the constructs that emerged are 
compared with the literature in order to understand the similarities and differences 
and why differences have accrued. The eighth and final step, ‘Reaching closure’, 
occurs when researchers stop adding more data and reach the desired theory.  
In this research study, the research objective and research questions were clearly 
stated before starting the data collection. However, following the building theory 
approach does not require the prior specification of constructs. Therefore, in this 
research study, reviewing the prior literature was only undertaken for the purpose 
of understanding the boundaries and meanings of data governance programmes.  
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In terms of the following step, ‘Selecting cases’, this is presented in the following 
subsection, in which the justification for the case selection procedure is given. The 
third and fourth steps, ‘Crafting instruments and protocols’ and ‘Entering the field’, 
are then driven by the critical success factors approach (c.f., Rockart, 1979), which 
enables researchers to collect rigorous data that will help identify the CSFs for a 
phenomenon from a case study. More about the CSF approach is given in section 
1.5.3 (data gathering). 
Step five is ‘Analysing data’. This research study uses open, axial, and selective 
(OAS) coding to analyse the qualitative data gathered (c.f. Strauss & Corbin, 1990). 
This approach enables phenomena to emerge by following the OAS coding 
technique. See Chapter 2, paper 2, in which the researcher investigates the use of 
the OAS coding technique and concludes with the framework used to conduct the 
analysis of the data in this research study.   
The sixth step; ‘Shaping hypotheses’, involves iterative processes that compare the 
emergent constructs systematically with evidence from the data. These processes 
are presented within the results for each case study (see Chapter 2, papers 3 and 4). 
The processes are also presented within the cross-case analysis (see Chapter 3), in 
which the final list of CSFs is presented. Following this stage, the seventh step aims 
at ‘Enfolding literature’ by comparing the case study result with the literature, 
which involves asking what is this similar to, what does it contradict, and why. In 
this research study, the literature review was conducted with the aim of identifying 
the data governance activities presented in Chapter 2, paper 1, which concludes 
with a data governance activities model. Finally, ‘Reaching closure’ is discussed in 
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the final chapter (Chapter 3), in which the final list of CSFs is presented with the 
actions recommended for putting the CSFs identified into practice.  
1.5.3 Case Selection 
Case selection is a critical decision within any case study research. The researcher 
should decide whether to carry out research with a single case or a multi-case study 
(Darke, Shanks, & Broadbent, 1998). However, multiple case selection allows for 
cross-case analysis and the extension of theory, as well as yielding more general 
research results (Benbasat, Goldstein, & Mead, 1987).  
In this research study, the researcher decided to study the critical success factors for 
data governance in the largest industries that deal with critical data within the 
context of Saudi Arabia. Hence, cases were considered for inclusion in this research 
if they met the criteria of case selection, which were a) operating in a regulated 
industry, and b) having familiarity with governance practices. In general, it was 
found that communications and banking are the two main industries that are likely 
to deal with a large amount of data, and to consider data as the most critical in 
comparison with other sectors in Saudi Arabia. A list of cases that could be 






Table 1-4 List of cases considered for this research study. 
# Name Industry 
1 Alrajhi Bank Banking 
2 Alahli Bank (NCB) Banking 
3 Aljazira Bank Banking 
4 Saudi Investment Bank Banking 
6 Saudi Telecom Company Telecommunications 
7 Mobily Telecommunications 
 
Of the seven companies nominated, it was decided to select one from the banking 
industry and a second case from the telecommunications sector. This enabled the 
researcher to conduct in-depth case study research and form a comprehensive list 
of CSFs for each case study.  
Therefore, when comparing the list of banking industry companies, it was found 
that Alrajhi Bank was the most suitable case for studying CSFs for data governance. 
This decision was due to several factors. Mainly, Alrajhi Bank had recently 
approached a critical data cleansing project that involved several data governance 
practices. This project was aimed at complying with international regulations and 
requirements regarding data. Having such a project increased the awareness around 
data governance activities, as well as making the employees familiar with data 
governance practices. In addition, Alrajhi Bank is considered one of the largest 
banks in Saudi Arabia and has the highest number of current accounts and branches 
compared with other banks in the kingdom. The bank also deals with different kinds 
of customer relationships, which makes the customer database more complex. The 
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bank deals with customers as current account, investment, and remittance clients. 
Therefore, Alrajhi Bank seemed to be the most suitable case from the banking 
industry to investigate the CSFs for data governance.  
For the second industry, two companies were initially considered: the Saudi 
Telecom Company (STC) and Mobily. It was decided to carry out the second case 
with STC for several reasons. Mainly, STC recently dealt with legacy data that were 
not governed and had attempted to integrate these with the new systems and 
architecture. This enabled the employees to become more familiar with the 
importance of data governance practices, as well as understanding the value of the 
data. The complexity of the data within the organisation’s products and services 
also requires some form of data governance activities to enable the company to be 
effective at dealing with such complex information. STC is the largest 
telecommunications company in the region and serves all the cities and urban areas 
in Saudi Arabia. It also provides a full range of telecommunications services, which 
requires the management of different data infrastructures as well as mindsets. The 
company also recently established different services and bundles that target 
customers by studying their behaviour; this was enabled through a data governance 
programme. As part of our observations during a series of interview sessions, we 
could see that a data governance programme was not fully established across every 





1.5.4 Data Gathering  
The data gathering process in this research was inspired by the CSF approach. The 
CSF approach was introduced by Rockart (1979), who defines CSFs as “areas of 
activity that should receive constant and careful attention from management” (p. 
85). The CSF approach has been widely investigated and used in IS research and in 
practice over the last three decades (Shah et al., 2007; Tan et al., 2009) and is still 
a valid research method for making sense of a problem by identifying potential 
factors that influence business (Caralli et al., 2004; Lam, 2005). 
The CSF approach is a procedure that attempts to explore and identify those areas 
that are dictated by managerial or organisational success (Boynton & Zmud, 1984). 
In terms of identifying CSFs, Rockart (1979) suggests conducting two or three 
separate interviews with executives individually. The first round of interviews aims 
to identify the business goals that indicate the CSFs. Then, after analysing these 
goals, a set of CSFs is identified and related to the goals. The second round is used 
to review the CSFs identified, as well as to discuss the measures in greater depth. 
Finally, a third session might be required in order to obtain final agreement on the 
CSF measures and reporting sequence. 
In addition, interviews are considered the most appropriate data gathering technique 
for collecting rich and detailed research material from industry experts (Koh et al., 
2011). Interviews are subject to the amount of control utilised by the researcher 
during the interview and the degree of structure required (Esterberg, 2002).  
The objective of semi-structured interviews is to explore a topic more openly and 
allow interviewees to express their opinions and ideas in the area being researched 
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(Esterberg, 2002). A semi-structured interview contains a set of key questions and 
the interviewer is then free to follow up with queries that relate to the studied field 
(Arksey & Knight, 1999). The researcher has a limited understanding or 
expectation of what the responses are going to be. Therefore, the ideas and areas 
that are covered by respondents are valuable for the researcher in this kind of data 
collection.   
The interviews conducted for this research were aimed at identifying the business 
goals that indicate CSFs. Therefore, this research employed semi-structured 
interviews, which enabled the researcher to explore the CSFs for data governance. 
A data collection procedure was developed based on the CSF approach in Rockart 
(1979), as shown in Figure 1-3. Fifteen individual interviews were conducted in 
each case with personnel at the managerial levels of both the business and 
IT/operations departments (see Chapter 2, Papers 1 and 2 for a list of the 
interviewees’ positions and the duration of the interviews). These interviews were 
conducted in two different periods. The researcher decided to stop interviewing 
more people at the point at which information started to be repeated and the material 





Figure 1-3 Data gathering approach (Rockart,1979).
34 
 
Figure 1-3 shows six sets of activities that were followed by the researcher. The 
process started prior to the interviews by understanding the nature of the industry 
of which the case is a part as well as the case company itself. During this stage, the 
researcher identified the key people from each case who should be interviewed. 
This was done initially by searching on LinkedIn for key people at the managerial 
level in both the business and IT departments. Then followed by the 
recommendations of the interviewees.  
All the interviews started with an introduction to the research objective. Each 
interviewee was then asked to begin talking about the data-related activities in 
his/her department. Then, during the interviews, we identified the CSFs related to 
data governance. In many cases, the interviewer explained the data governance 
programme from the perspective of the five decision domains to verify that the 
interviewee had understood the meaning of data governance. The interviewer 
attempted to keep the discussion to data-governance-related topics in order to 
concentrate the interviews around the research subject. In the second round of 
interviews, some of the interviewees were interviewed again in order to clarify 
some points from the first meeting. More participants were added in the second 
round based on the analysis of the first round of interviews. The individual results 
from each interview were also shared with them individually by email in order to 
be clarified.  
Some of the interviews were conducted in Arabic and others in English, depending 
on the English-language level of the interviewee. In order to prepare the collected 
data for analysis, the researcher has undertaken certain steps for the data to be 
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analysed (see Table 1-5). All the interviews were transcribed word-by-word and 
those conducted in Arabic were translated into English by a third party in order to 
avoid bias. The transcripts were then reviewed with the recording in order to supply 
any missing words. Finally, due to the transcripts having been translated, they were 
reviewed to ensure that they were true to the meaning of the original interview. 
Table 1-5 Data preparation steps for analysis. 




All the interviews were recorded with the 







The interviews were listened to and the 
content transcribed in English. There were 
clear instructions written by the researcher to 
standardise the method for transcribing the 
interviews. This was done by a third party in 






The researcher listened to the interview 
recordings again and reviewed the transcript 
word-by-word to add any missing 
vocabulary, as well as changing or 
correcting phrases in order to reflect the 









The third party re-read the transcripts, 
proofread them, and reorganised them into 







1.5.5 Data Analysis  
Data analysis may follow or overlap with data collection (Bhattacherjee, 2012), 
whereas following the road map referred to above (Eisenhardt, 1989) means that 
data collection and analysis overlap in iterative processes, as a result of which each 
analysis can be used for subsequent data collection in order to build a theory. It is 
important to consider the statement that qualitative data analysis is not well 
formulated (Miles, 1979) and that there are probably as many approaches as 
researchers (Eisenhardt, 1989). In addition, the emphasis of qualitative data 
analysis is on “sense making” (Bhattacherjee, 2012), so a coding technique was 
adopted in this research in a way that would serve the research objective. 
Coding is one of the techniques widely used in analysing qualitative data in the IS 
discipline (Tallon et al., 2013). OAS coding techniques were introduced by Strauss 
(1987) and developed over time by Strauss and Corbin (1990, 1998, 2008) as part 
of the grounded theory method (Seidel & Urquhart, 2013). The coding techniques 
aim to generate concepts from field data (Walsham, 2006). According to Strauss 
and Corbin (1990, p. 57), coding “represents the operations by which data are 
broken down, conceptualized, and put back together in new ways”.  
Open coding is a process that aims to identify the concepts or key ideas that are 
hidden within data that are likely to be related to the phenomenon of interest 
(Bhattacherjee, 2012). Concepts and categories are generated in the open coding 
stage (Glaser, 1992). Strauss and Corbin (1990) state that the concepts that appear 
to be similar are grouped together under a higher-order, more abstract concept 
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called a category. When the categories are developed, their properties and the 
dimensions of these properties should also be identified (Strauss & Corbin, 1990). 
The second phase in coding data is axial coding, which is the second reading of the 
data (Dezdar & Sulaiman, 2009). During this stage, the categories that emerged in 
the open coding stage are refined in order for them to be linked in the form of 
relationships. Importantly, axial coding is performed simultaneously with open 
coding (Strauss & Corbin, 1990; Dezdar & Sulaiman, 2009). Strauss and Corbin 
(1990) suggest that, in order to identify the relationships between categories, a 
paradigm model should be used that consists of the following elements: causal 
conditions, the phenomenon, the context, intervening conditions, action/interaction 
strategies, and consequences. Using this model enables the researcher to think 
systematically about the data in order to relate them (Strauss & Corbin, 1990).  
Developing a paradigm model goes beyond simply developing properties and 
dimensions, as in the open coding stage, as the data are broken apart as concepts 
and become categories that have properties and dimensions; the intention is then to 
put the data back together in a relational form (Strauss & Corbin, 1990). 
Selective coding aims to identify the core category that is the central phenomenon 
around which all the categories are integrated. In this stage, the analyst should be 
able to develop a clear storyline about the area of study (Strauss & Corbin, 1990).  
Although OAS coding techniques are widely used in analysing qualitative data in 
the IS discipline, researchers find the use of coding both confusing and vague. 
Therefore, in order to evaluate the coding processes identified, the researcher 
conducted two different workshops that involved different levels of coding skill, 
38 
 
from senior lecturers at the highest level to junior PhD students at the lowest. The 
workshops were aimed at evaluating the coding processes. Different examples 
(excerpts) of the interviews were provided and the participants were asked to code 
each excerpt by allowing them to code all the concepts related to ‘data’ individually. 
The concepts that emerged for each excerpt were then discussed. After that, the 
participants started to categorise the concepts, then mapped the categories to the 
paradigm model in order to define the relationships and core categories.  
In general, it was found that the initial results for all the participants were different 
in terms of labelling the concepts, as they used their own language. However, the 
meaning of the concepts was similar for each excerpt. In addition, there was 
agreement regarding the method for categorising the concepts and the paradigm 
model. However, there was variation in the number of concepts that emerged from 
each excerpt from the different participants. For example, some of the participants 
identified five concepts from one of the excerpts but others only found one concept 
in the same excerpt.  
In addition to the workshops, the researcher conducted a full study that analysed 
the use of OAS within IS research (see Chapter 2, paper 2). Within this study, 59 
papers that used OAS were analysed in order to generate the proposed framework, 
to map the processes for using OAS coding techniques and assist the researchers 
who intend to code their qualitative data using OAS coding techniques. Figure 1-2 




1.6 Conclusion  
This introductory chapter sets the research scope and boundaries. This chapter 
introduced the main elements of this research study by outlining the research 
objective and research questions, as well as a summary of the study contributions. 
This chapter also introduced the data governance concept as well as the research 
approach, including the research strategy, case selection, data gathering, and data 
analysis techniques followed.  
The remainder of this thesis is structured as a collection of papers that outline the 
story of the research, including a review of the literature and the research 
methodology, in particular the data analysis; a paper that presents the findings of 
the first case; and a paper containing the findings of the second case. The study ends 





2. Collection of Papers  
This chapter consists of a collection of papers that aim to provide structure to the 
thesis. The chapter includes four papers that present the literature review (Paper 1), 
the research methodology (Paper 2), the first case study considered (Paper 3), and 
the second case study (Paper 4). 
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2.1 Paper 1 
Data governance activities: a comparison 




Purpose: This paper explores the current literature on data governance in scientific 
and practice-oriented publications, and is intended to provide a comparative 
analysis of the activities reported for data governance. Data has become a key 
organisational asset and data governance both a necessary and critical activity. 
Design/methodology/approach: A comprehensive literature review is conducted 
in order to identify the published material that reflects the current state of 
knowledge. A systematic procedure was followed that identified 61 publications 
that explicitly mention data governance activities. Open coding techniques were 
applied to conduct content analysis, resulting in the identification of 591 concepts. 
A critical analysis also identified gaps in the literature. 
Findings: Our analysis identified 120 data governance activities which are 
understood as: ‘action’ plus ‘area of governance’ plus ‘decision domain’ (e.g., 
define data policies for data quality). We define and present a data governance 
activities model based on our analysis. Our analysis also shows a higher volume of 
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data governance activities reported by practice-oriented publications that are 
associated with the ‘implement’ and ‘monitor’ actions of the areas of governance 
across the decision domains compared with scientific publications. Whereas, we 
found that the scientific publications focus more on defining activities. The results 
contribute to identifying research gaps and concerns on which ongoing and future 
research efforts can be focused.  
Research limitations/implications: This paper is of interest to both academics and 
practitioners, as it helps them understand the activities associated with a data 
governance programme. Current literature fails to provide a comprehensive 
understanding of the data governance activities that are required when considering 
a data governance programme. Therefore, the proposed model for data governance 
activities can be used to give insights into these activities.  
Originality/value: To the knowledge of the authors, this study is the first to 
explicitly consider data governance activities from both an academic and practice-
oriented perspective.  
Paper type: Literature review. 
2.1.2 Keywords:  
Data governance; data governance activities; content analysis; open coding
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2.1.3  Introduction 
Governance is a well-known term in business and emphasises the role of executives 
in representing and protecting the interests of the stakeholders (Kooper, Maes, & 
Lindgreen, 2011). Hence, the main role of governance is to monitor and control the 
behaviour of management (Kooper et al., 2011). The initial and most widely known 
use of the term governance within an organisation is at the corporate level, where 
‘corporate governance’ is the set of processes, customs, policies, and laws that 
direct the way the business is administered or monitored to ensure that objectives 
are met (Porter, 2009; Kooper et al., 2011). In the field of information systems (IS), 
the term ‘IT governance’ was established (Weill & Ross, 2004) in order to apply 
the concept of governance to IT practices, as well as to fulfil a set of corporate 
governance attributes. Hence, IT governance is considered to be a subset of overall 
corporate governance (Wende, 2007) that focuses on information technology 
aspects that ensure the control and monitoring of activities in order to manage the 
risk that might be driven by the IT in the organisation (Kooper et al., 2011). In 
addition, according to Kooper et al. (2011), IT governance is partially aimed at 
compliance with related regulations for IT, such as Sarbanes-Oxley (USA) and 
Basel II (Europe).  
In recent years, with the enormous increase in the use of data within organisations 
and those data being considered a strategic asset, the governance of data has become 
an initiative that should be considered by the organisation (Panian, 2010). With a 
similar framework to Weill and Ross (2004) on IT governance, Khatri and Brown 
(2010) introduced the design of a data governance framework (see Table 2-1). It 
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was felt that data governance and IT governance should follow principles from 
corporate governance (Lajara & Maçada, 2013).  However, it is essential to 
emphasise that, in the context of governance functions in an organisation, data 
governance should be considered as a subset of the broader corporate governance 
function and aligned with IT governance (c.f. Cheong & Chang, 2007; Wende 
2007; DAMA, 2009; Guetat & Dakhli, 2015). 
The absence of a data governance programme may cause failure in the running of 
an organisation, as the worth of an organisation’s data cannot be determined 
precisely. To know what data are worth, an organisation is required to know where 
the data are, how they are used, and where and when they are integrated. In recent 
years, the volume of data used within organisations has increased dramatically, 
playing a critical role in business operations (Tallon, Ramirez, & Short, 2013). In 
particular, data influence both operational and strategic decisions. The governance 
of these data has also become critical, where data are treated as a valuable asset 
(Khatri & Brown, 2010). Data governance has rapidly gained in popularity (Cheong 
& Chang, 2007; Khatri & Brown, 2010; Weber, Otto, & Österle, 2009) and is 
considered to be an emerging subject in the information systems (IS) field 
(Hagmann, 2013; Kamioka, Luo, & Tapanainen, 2016; Rasouli, Eshuis, 
Trienekens, Kusters, & Grefen, 2016). Practitioners also consider data governance 
a promising approach for enterprises to improve and maintain the quality and use 
of their data (Otto, 2011a). 
It can be argued that data governance, from both the academic and practitioner 
points of view, should be a universal approach to data accountability, fitting all data 
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aspects and needs of an organisation (Weber et al., 2009; Wende, 2007). A survey 
of 200 organisations (Pierce, Dismute, & Yonke, 2008) found that 58% recognised 
data as a strategic asset. Whereas a recent study by Holt, Ramage, Kear, and Heap 
(2015) indicated that 45% of their participants within the global community of 
database and data professionals did not have data governance policies in place. 
Hence, data governance continuously requires more attention from stakeholders 
(Fisher, 2006). 
Academics and practitioners have developed several data governance models that 
enable us to understand the boundaries of data governance (Cheong & Chang, 2007; 
Guetat & Dakhli, 2015; Khatri & Brown, 2010; Lajara & Maçada, 2013; Otto, 
2011b; Vayghan, Garfinkle, Walenta, Healy, & Valentin, 2007; Wende & Otto, 
2007) and part of the associated activities (DAMA International, 2009; Panian, 
2010; Rifaie, Alhajj, & Ridley, 2009; Thomas, 2006; Weber et al., 2009). For 
example, Weber et al. (2009) proposed a contingency model for data governance 
and Otto (2011b) contributed a data governance organisation framework. However, 
none of these models mentioned explicitly consider data governance activities, 
although these might form part of the activities that support the proposed models. 
In addition, to our knowledge, few, if any publications have the activities associated 
with data governance with the aim of benefiting academics and practitioners in 
carrying out a data governance programme.   
Therefore, this paper aims to contribute to the IS community by filling the gap 
identified in the literature through a categorisation of current scientific and practice-
oriented publications in the domain of data governance. This categorisation is 
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undertaken in order to understand the activities involved in data governance and to 
compare scientific with practice-oriented publications in terms of the activities 
reported. These activities highlight the tasks that need to be performed in order to 
carry out a data governance programme. Three constructs emerged inductively, 
representing each of the data governance activities: 1) action, plus 2) area of 
governance, plus 3) decision domain. The paper concludes with a proposed data 
governance activities model composed of all the activities, including their order of 
priority. 
This paper is organised as follows: section 2.1.4 presents an overview of the data 
governance literature and concludes with the research questions considered in this 
paper; section 2.1.4 describes the research approach used to conduct the literature 
review, including the publication selection strategy and the data analysis techniques 
applied; and section 2.1.6 presents the results of our analysis of the reported data 
governance activities from both scientific and practice-oriented publications 
including the data governance activities model. We conclude by addressing the 
limitations in this study and making recommendations for future work in the area. 
2.1.4 Data governance background 
Data governance is defined as ‘a companywide framework for assigning decision-
related rights and duties in order to be able to adequately handle data as a company 
asset’ (Otto 2011b, p. 47). The main driver for data governance is considering data 
as an asset of the firm (Panian, 2010). Horne (1995) connected governance with 
optimal uses of assets, then treated data and information as an asset, which drives 
the importance of the governance of the data within an organisation. The concept 
47 
 
of data as an asset was developed in a report by the Hawley Committee in 1994, 
which defined data assets as ‘data that is or should be documented and that has 
value or potential value’ (Oppenheim, Stenson, & Wilson, 2003. p. 159).  
It can be argued that ‘data governance’ is a new term with novel implications for 
data as an asset. However, there are many terms and approaches in the academic 
literature that deal with data and information under the IS field, such as total data 
quality management (TDQM) (Wang, 1998), data quality management (DQM) 
(Wang & Strong, 1996), among many different approaches and terms (Lucas, 2010; 
Otto, Wende, Schmidt, & Osl, 2007). 
The main difference between the terms ‘governance’ and ‘management’ is that 
governance refers to the decisions that must be made and who makes these 
decisions in order to ensure effective management and use of resources, whereas 
management involves implementing decisions (Fu, Wojak, Neagu, Ridley, & 
Travis, 2011; Khatri & Brown, 2010). Hence, management is influenced by 
governance (Otto, 2011c). Therefore, we can distinguish between the activities for 
data governance and the activities required for data management.  
The definition of data governance indicates who holds the decision rights and 
accountability regarding an enterprise’s data assets. Therefore, the decision 
domains should be identified in order to assign the right responsibilities and duties. 
In reviewing the literature relating to data governance frameworks, the framework 
proposed by Khatri and Brown (2010) was selected to present the decision domains 
that should be considered for data governance. The framework contains five 
interrelated decision domains: 1) data principles, 2) data quality, 3) metadata, 4) 
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data access, and 5) data lifecycle as shown in Table 2-1. These five decision 
domains follow a similar pattern to the IT governance decision domains proposed 
by Weill and Ross (2004). Each of the five decision domains address a set of core 
issues which are explained below. 







According to Khatri and Brown (2010), data principles are shown at the top of the 
framework as they are intended to establish the direction for all other decision 
domains. Hence, the principles set the boundary requirements for the use of data 
assets, which in turn addresses the enterprise’s standards for data quality. The data 
quality then refines the basis for how data are interpreted (metadata) as well as 
accessed (data access) by users. Finally, the data lifecycle decision defines the 
production, retention and retirement of data assets which plays a fundamental role 
in operationalising the data principles into the IT infrastructure. 
The purpose of this study is to identify and categorise the literature that explicitly 
mentions data governance activities in scientific publications and practice-oriented 
publications as well as comparing the different perspectives in order to formulate a 





RQ1: What data governance activities have been reported around the five decision 
domains in scientific and practice-oriented publications?  
RQ2: What are the most important data governance activities presented in the 
scientific and practice-oriented publications? 
2.1.5 Research approach 
Given that the goal of this study is to gain an in-depth understanding of data 
governance activities, as reported in scientific and practice-oriented publications, 
content analysis was deemed an appropriate analysis approach. Content analysis is 
a frequently used technique when analysing texts (written or visual sources) 
especially where the meaning of the text is relatively straightforward and obvious 
(Myers, 2009). Content analysis requires the researcher to code the texts in a 
systematic way; therefore, through searching for ‘structures and patterned 
regularities in the text’ (c.f. Myers, 2009) the researcher applies a code to a unit of 
text that seeks to demonstrate the meaning of that text. Once coded, the resulting 
output can be both quantified and interpreted. Therefore, in effect, content analysis 
is best understood as “a quantitative method of analysing the content of qualitative 
data” (Myers, 2009, p.172). Similar to Finney and Corbett (2007) this research 
adopted eight coding steps in order to conduct content analysis on a selection of 
scientific and practice-oriented publications. These steps consist of data collection 
and coding procedures which enable researchers to ensure clarity and transparency 
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in the processes undertaken. These steps and the associated decisions are explained 
below. 
Step 1: Decide the level of analysis 
This step involves deciding what level of analysis should be conducted. The level 
of analysis can be a single word, a set of words, phrases, or an entire document 
(Finney & Corbett, 2007). The level of analysis in this research considered the 
entire publication in order to identify which of the publications were addressing 
data governance-related concepts. Therefore, the data collection phase followed a 
systematic literature review and was initiated by collecting publications through 
searches of the following databases: the AIS Electronic Library, CiteSeerX, 
EBSCO Online, Emerald Insight, ScienceDirect, and the ACM Digital Library. 
These six databases cover the majority of IS journals and conferences (Otto, 2011a). 
Search criteria were established in each database using the advanced search 
function. The keyword search criterion of having ‘data governance’ or ‘information 
governance’ in either the title or abstract was applied on 10th April 2017, followed 
by a systematic review of the references and citations of the scientific publications 
that resulted from the initial research. The overall data collection resulted in a total 
of 307 publications. The scientific publications were published in peer-reviewed 
academic journals and for conferences, while practice-oriented publications were 
published by industry associations, software vendors and analysts. 
The abstracts of these publications were reviewed in order to enable the researchers 
to classify them in terms of scientific or practice-oriented publications, as well as 
to identify publications that could be excluded or included (see Table 2-2). Of the 
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307 publications, 151 were excluded and 156 included. The majority of the 
excluded publications were not related to the data governance domain. They had 
been published to serve a different interest of study that was not related to data 
governance, although they mentioned data governance in the abstract. For example, 
the Martin, Simons, Craven, and Betton (2014) publication, where data governance 
is mentioned in the context of ‘there is a need for data governance in healthcare’, 
was not considered to be directly related to the data governance domain or focusing 
on the study of data governance activities. 




Scientific publication Include 80 
Practice-oriented publications Include 76 
Not related to the data governance domain Exclude 126 
Not in English Exclude 5 
Duplicates Exclude 20 
 
Step 2: Decide how many concepts to code for 
Here, researchers should decide whether to code text using a predefined set of 
concepts or develop a list of concepts incrementally during the process of coding 
(Finney & Corbett, 2007). For this research, the researchers decided to code 
concepts inductively that could be interpreted as data governance activities. 
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Therefore, all the concepts emerged incrementally through the processes of open 
coding. Each of these concepts was then categorised as a data governance activity.  
Step 3: Decide whether to code for the existence or frequency of a concept 
After a certain number of concepts have emerged, researchers should decide 
whether to code the concepts for existence or frequency (Finney & Corbett, 2007). 
If the concepts are coded for existence, this involves listing only the concepts that 
emerge. However, coding for frequency makes possible a discussion of saliency 
and emphasis (Finney & Corbett, 2007). For this research, it was decided to code 
for frequency in order to gain a deeper insight into the concepts that emerged, as 
well as to enable the researchers to compare the results between scientific and 
practice-oriented publications. 
Step 4: Decide on how you will distinguish between concepts 
During this step, researchers should decide whether to code the concepts exactly as 
they appear, or if they can be coded in some altered or collapsed form (Finney & 
Corbett, 2007). For this research, it was decided to follow open coding analysis 
techniques suggested by Corbin and Strauss (1990), whereby concepts that appear 
to be similar are grouped together under a higher-order, more abstract concept 
called a category. 
Step 5: Develop rules for coding your text  
It is necessary to define certain translation rules in order to ensure the consistency 
of the coding procedures (Finney & Corbett, 2007). The following translation rules 
were established and applied during the coding procedure: 
53 
 
• All publications were read the first time in order to code data governance 
activities. There should be an imperative verb that indicates that an action 
should be taken around data governance.  
• All the concepts that emerged from the publications were compared to 
identify similarities and differences in order for them to be labelled together 
in categories. 
• Once all the publications had been coded, the researchers examined the 
concepts that emerged and their properties within the actual text in order to 
ensure that they reflected the meaning of the text and that they were being 
related to the correct category. 
Step 6: Decide what to do with ‘irrelevant’ information   
This stage involves determining what to do with information in the text that was 
not coded (Finney & Corbett, 2007). Carley (1993) suggested that deleting 
irrelevant information can facilitate content analysis procedures by generating 
simplified text. In this research, the 156 publications initially included received a 
more in-depth review in order to identify which of the publications explicitly 
mention data governance activities. Of the 156 publications, only 61 explicitly 
mention the required or recommended data governance activities. These activities 
are the conditions or things that need to be performed in order to be considered as 
doing data governance. In order to be coded as concepts, the sentence had to contain 





Step 7: Coding the text 
Once the decision relating to irrelevant information is made, the coding procedure 
should start following the translation rules identified in step 5 (Finney & Corbett, 
2007). As mentioned earlier, this research adopted an open coding analysis 
technique, which is part of a grounded theory approach (Corbin & Strauss, 1990). 
Open coding analysis is widely applied in conducting content analysis for a set of 
publications (Finney & Corbett, 2007; Goode & Gregor, 2009; Grahlmann, Helms, 
Hilhorst, Brinkkemper, & van Amerongen, 2012) and is described as ‘the process 
of breaking down, examining, comparing, conceptualising, and categorising data’ 
(Corbin & Strauss, 1990, p. 61). Analysing the publications using open coding 
enables identification of the related concepts that can be considered as emerging 
activities for data governance within the text of each publication within a 
recognised procedure. 
Open coding is a process that aims to identify the concepts or key ideas that may 
be hidden within data and are likely to be related to a phenomenon of interest 
(Bhattacherjee, 2012). Concepts and categories are generated in the open coding 
stage (Glaser, 1992) and, when the categories are developed, their properties and 
the dimensions of the properties are identified (Corbin & Strauss, 1990). Table 2-3 
shows the terms that are involved in open coding relevant to this study as defined 




Table 2-3 Definitions of the terms that are included in open coding (adapted from Corbin 
& Strauss, 1990, p. 61). 
Term Definition 
Concept 
Conceptual labels placed on discrete happenings, events, and other 
instances of phenomena. 
Category 
A classification of concepts. This classification is revealed when 
concepts are compared one against another and appear to pertain to a 
similar phenomenon. Thus, the concepts are grouped together under a 
higher-order, more abstract concept called a category. 
Coding The process of analysing data. 
Properties Attributes or characteristics pertaining to a category. 
 
Step 8: Analysing the results 
After coding the data, researchers should decide how to review and present the 
results (Finney & Corbett, 2007). For this research, a frequency count was the 
principal method of representing the data governance activities. However, in order 
for the results to be compared fairly, they were translated to a scale reflecting levels 
of reporting namely: none, low, medium, and high. The scale levels were calculated 
by applying the “percentile” (Anderson, Sweeney et al. 2011) which provides 
information about how the data are spread over the interval from the smallest value 
to the largest value. The scale was for four levels for the scientific publications and 
other scale for the practice-oriented publications. Table 2-4 show the frequency 
scale for each of the levels. 
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Table 2-4 Scale of the levels of the frequency count for each type of publication. 
  
  
Scientific publications Practice-oriented publications 
From To From To 
None 0 0 0 0 
Low  1 3 1 3 
Medium 4 7 4 7 
High 8 18 8 14 
 
2.1.6 Data governance activities analysis 
A total of 156 publications were reviewed, 61 of which explicitly mention data 
governance activities. The 61 publications were classified by publication type: 
either scientific publications, including peer-review publications, or practice-
oriented publications, including publications by industry associations, software 
vendors and analysts. The 61 publications are listed in Table 2-5.  
While reviewing and applying the open coding analysis procedure to the 61 selected 
publications, an MS Excel spreadsheet was developed. The spreadsheet was 
constructed to include a reference to each open coding stage, including referencing 





Table 2-5 List of publications selected. 
Scientific 
publications 
(35 in total) 
Al-Ruithe, Benkhelifa, & Hameed (2016); Becker (2007); 
Cheong & Chang (2007); Cousins, (2016); Donaldson & 
Walker (2004); Elliott et al., (2013); Fu et al. (2011); Gillies 
& Howard (2005); Guetat & Dakhli (2015); Kersten (2013); 
Khatri & Brown (2010); Kooper, Maes, & Lindgreen (2011); 
Lajara & Maçada (2013); Larkin (2008);  Lomas (2010); 
Meyers, C. (2014); Otto (2011a, 2011b, 2011c, 2012); 
Palczewska et al. (2013); Panian (2010); Rickards & Ritsert 
(2012); Rifaie et al. (2009); Rosenbaum (2010); Shaw-
Taylor (2014); Silic & Back (2013); Tallon, Ramirez, & 
Short (2013); Tallon, Short, & Harkins (2013); Vayghan et 
al (2007); Watson, Fuller, & Ariyachandra (2004); Weber et 





(26 in total) 
Alderson (2014); Bach (2006); Blair (2010); Bowen & Smith 
(2014); CDI Institute (2006); Cohen (2006); DAMA 
International (2009); Dember (2006); Dyché (2007); 
Economist Intelligence Unit (2008); Hutchinson & Sharples 
(2006); IBM (2007); Informatica (2013); Information 
Builders (2011); Khatcherian & Jefferson (2009); Loshin 
(2013); Moghe (2009); Nwolie (2011); Oracle (2011); 
Reeves & Bowen (2013); Russom (2008); Sheridan & 
Watzlaf (2016); Suer & Nolan (2015); The Data 
Warehousing Institute (2010); Thomas (2006); Wood (2013). 
 
The open coding analysis procedure was conducted in an iterative manner (as 
described in step 7), starting with reading each publication and searching for any 
actions (imperative verbs) (see step 6). These concepts were then compared for 
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similarities and differences in order to categorise them into higher abstracted 
categories which are considered as data governance activities. Reviewing the 
concepts that emerged allowed us to maintain their meaning by deconstructing each 
of the concepts to consist of three constructs: 1) action, plus 2) area of governance, 
plus 3) decision domain. These constructs were later considered as the constructs 
of the abstracted categories (data governance activities). The actions are imperative 
verbs that should be undertaken within an activity, whereas the areas of governance 
are those aspects or functions that should have an action around them. Finally, the 
decision domains are one of the five referred to by Khatri and Brown (2010) in 
which activities are performed.  Table 2-6 shows the terms used in the coding 
procedure associated with the number of results counted after reviewing the 61 
publications. This is followed by an explanation of the three constructs. 
Table 2-6 Terms included in coding procedures and the total number of results. 
Term Count Coding example 
Concept 591 Define guidelines for data quality management 
Action 3 Define 
Area of governance 8 Data guidelines 
Decision domain 5 Data quality 
Category / DG activity 120 Define data guidelines for data quality 
Reviewing the 591 concepts, three ‘actions’ across the ‘areas of data governance’ 
emerged. These ‘actions’ indicated the doing of data governance, and were named 
as follows: 1) define, 2) implement, and 3) monitor. The researchers found that all 
the imperative verbs in the concepts could be turned into one of these three actions. 
For example, according to Cheong and Chang (2007, p. 1007), ‘The first step to 
59 
 
setting up a formal data governance programme is to determine a Data Governance 
structure’, in which the verb ‘determine’ can be interpreted as ‘define’. Another 
example comes from Weber et al. (2009, p. 4:2): ‘It establishes organisation wide 
guidelines and standards’, in which the verb ‘establish’ can be deemed to mean 
‘define’.   
However, an interpretation of these actions relies upon the context itself. Therefore, 
each imperative verb could be interpreted as one of the three actions in one case 
and to another action in others, such as the verb ‘develop’ in some contexts means 
to ‘define’ and in others can mean ‘implement’. For example, in an excerpt from 
Weber et al. (2009, p. 4:6), ‘data governance develops and implements corporate-
wide data policies’, the verb ‘develop’ means to ‘define’. In contrast, in an excerpt 
from Panian (2010, p. 943), ‘to establish data definitions and taxonomies, define 
master data, develop enterprise data models’, the verb ‘develop’ can be interpreted 
as ‘implement’, as it is related to implementing a data model.  
Eight ‘areas of governance’ emerged inductively during the comparison procedure 
for the concepts that were then categorised as follows: 1) data roles and 
responsibilities, 2) data policies, 3) data processes and procedures, 4) data 
standards, 5) data strategy, 6) data technologies, 7) data guidelines, and 8) data 
requirements. Each of the 591 concepts could be placed into one of these areas of 
governance.  
The third construct is the ‘decision domain’. The analysis found that honouring the 
five decision domains defined by Kathri and Brown (2010) gave in-depth insights 
into the actual focus of the activity. However, some of the 591 concepts were 
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reported to cover more than one decision domain, and in some instances all the five 
decision domains. For example, a concept labelled as ‘define data policies’ without 
any specified domain was considered to cover all five domains.  
The illustrative example below shows how the concepts were placed into a category 
which was considered to be a data governance activity that consisted of the three 
constructs. Wende (2007, p. 417) stated that ‘data governance defines roles, and it 
assigns responsibilities for decision areas to these roles. It establishes organisation-
wide guidelines and standards for DQM’. Through coding this excerpt, four 
concepts emerged, which were placed into categories of data governance activities. 
Table 2-7 illustrates the four concepts and the breakdown of the constructs. 







Defines roles Define 
Data roles and 
responsibilities 
For all decision 
domains 
Assigns responsibilities 
for decision areas 
Implement 
Data roles and 
responsibilities 
For all decision 
domains 
Establishes guidelines for 
data quality management 
Define Data guidelines For data quality 
Establishes standards for 
data quality management 
Define Data standards For data quality 
During the comparison procedure, using the schema as outlined in Table 2-7, the 
591 concepts were categorised into 120 data governance activities from either a 
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scientific or practice-oriented point of view. Figure 2-1 illustrates the three 














Data roles and 
responsibilities 
Data policies 














Figure 2-1 illustrates the three data governance activities constructs, including possible 
values. 
2.1.6.1 Findings 
In order to answer the first research question, Table 2-8 illustrates the results of the 
open coding analysis, including the level of frequency reported for the ‘areas of 
data governance’ under each respective ‘action’ across the five ‘decision domains’ 
for the scientific (S) publications compared with the practice-oriented (P) 
publications. In the event that a publication mentioned an activity more than once, 
the frequency was noted as ‘1’, unless that same area was mentioned with different 


























Data roles and responsibilities           
Data policies           
Data processes and procedures           
Data standards           
Data strategy           
Data technologies           
Data guidelines           






Data roles and responsibilities           
Data policies           
Data processes and procedures           
Data standards           
Data strategy           
Data technologies           
Data guidelines           






Data roles and responsibilities           
Data policies           
Data processes and procedures           
Data standards           
Data strategy           
Data technologies           
Data guidelines           
Data requirements           
S: Scientific publications 
P: Practice-oriented publications 




Our analysis shows a considerable degree of ambiguity on the data governance 
activities, as none of the publications explain in detail the activities that are required 
to conduct a data governance programme. The actions that are reported are mostly 
mentioned as part of a definition of data governance or in the context of the roles 
and responsibilities of data governance stakeholders. Therefore, from a 
comprehensive view, it was found that the highest frequency count was for the area 
of ‘data roles and responsibilities’ under the ‘define’ and ‘implement’ actions 
across the five ‘decision domains’ from both scientific and practice-oriented 
publications. Hence, it can be argued that to ‘define’ and ‘implement’ ‘data roles 
and responsibilities’ across the five ‘decision domains’ is seen as the initial activity 
for conducting a data governance programme, as stated by Cheong and Chang 
(2007, p. 1007): ‘The first step to setting up a formal data governance program is 
to determine a Data Governance structure. The structure provides escalation 
authority and a basis for a transparent decision making process’. The assigned roles 
and responsibilities will, in turn, influence how the other activities will be 
performed within the structure of the data governance programme..  
Another noticeable finding is that the majority of the publications report activities 
under the ‘define’ action. Significantly less publications consider the ‘implement’ 
action, and only a few reported activities under the ‘monitor’ action. This is 
especially so in the scientific publications. As can be seen in Figure 2-2, the 591 
concepts that emerged were classified into the three actions - ‘define’, ‘implement’ 
and ‘monitor’ - in the scientific and practice-oriented publications. There is a 





Figure 2-2 Comparison of the total number of concepts that emerged classified into the 
three actions. 
 
In comparison, for the eight ‘areas of governance’ across the five ‘decision 
domains’, the ‘define’ action was reported more frequently by scientific 
publications than by practice-oriented publications. However, for the ‘implement’ 
and ‘monitor’ actions, it was observed that the practice-oriented publications 
focused more on these two actions compared with scientific publications. 
Therefore, this indicates a higher level of maturity by scientific publications in 
terms of defining the areas of governance across the five ‘decision domains’. It can 
also be argued that the practice-oriented publications, particularly those from 
traders (such as Loshin, 2013; Russom, 2008; and Thomas, 2006), focus more on 
the operations aspects of a data governance programme, which are mostly under 
the actions of ‘implement’ and ‘monitor’. This argument is also applicable in the 
case of ‘data technology’, as this receives more in-depth focus from practice-
Define Implement Monitor
Scientific Publications Practice-oriented Publications
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oriented publications compared with scientific publications. On the other hand, 
‘data requirements’ under the ‘monitor’ action receive more attention from both 
types of publication compared with other ‘areas of governance’. This could be due 
to the actual components of the ‘data requirements’, as compliance to internal and 
external regulations is categorised under ‘data requirements’. Therefore, because of 
the nature of governance, monitoring compliance with regulations is a fundamental 
activity for any governance type.  
Additionally, as can be seen in Figure 2-2, although the total number of reported 
activities for the ‘define’ action is higher than for other actions in the practice-
oriented publications, the difference is not as dramatic as in the scientific 
publications. Upon examining the 591 concepts that emerged in more detail, it was 
found that the majority of publications that report activities with ‘implement’ and 
‘monitor’ actions had already reported the ‘define’ action in the same publication 
(such as DAMA International, 2009; Panian, 2010; Russom, 2008; and Wende, 
2007). This comprehensive perspective provides a direction for conducting a data 
governance programme by focusing initially on defining the areas of governance 
across the five decision domains and then implementing and monitoring them.  
When considering the five decision domains, many of the publications mention 
such activities without specifying the decision domain. For example, according to 
Panian (2010, p. 942), ‘It establishes the rigorous data standards’, whereby 
establishing data standards is considered to be the case for all the five decision 
domains. However, some of the reported activities explicitly focus on one of the 
decision domains, such as Weber et al. (2009), who mention the need to ‘develop a 
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corporate data quality strategy’ in order to develop a data strategy for data quality 
as a decision domain. Figure 2-3 shows the level of focus for each of the five 
decision domains from scientific and practice-oriented publications. 
 
Figure 2-3 Comparison of the total number of concepts that emerged classified into the 
five decision domains. 
 
It can clearly be seen in Figure 2-3 that the majority of reported activities are placed 
explicitly under ‘data quality’ as a decision domain, which is not surprising as data 
quality plays a fundamental role in conducting a data governance programme. It 
can also be argued that one of the motivations for having a data governance 
programme is to increase the data quality level (Otto, 2011c). However, ‘data 
access’, ‘data lifecycle’, and ‘metadata’ have been reported by practice-oriented 
publications more frequently than scientific publications as they are considered a 
technical part and more the remit of IT function. For example, Khatri and Brown 




(2010, p. 149) refer to the data lifecycle as ‘Determining the definition, production, 
retention and retirement of data’. Therefore, the data lifecycle as a decision domain 
includes the technical processes (definition, production, retention, retirement of 
data, and more) that determine how data are treated. 
2.1.6.2 Data governance activities model 
The previous arguments led to the identification of data governance activities that 
are recommended in conducting a mature data governance programme in any 
organisation. This also answers the second research question: What are the most 
important data governance activities presented in the scientific and practice-
oriented publications? 
Figure 2-4 presents the data governance activities model, which consists of the three 





Figure 2-4 Data governance activities model. 
 
The model recommends beginning with the activities by defining the eight areas of 
governance across the five decision domains. These areas of governance can then 
be implemented and monitored. Nevertheless, at a high level, the model suggests 
the priority for the areas of governance based on the frequency count from both 
scientific and practice-oriented publications.  
The main areas of governance that overweigh the other areas from the perspective 
of the frequency count of the reported activities around the eight areas of 
governance from both scientific and practice-oriented publications are ‘data 
policy’, ‘data standards’, and ‘data roles and responsibilities’. These areas are 
reported in greater depth compared with other areas of governance. DAMA 
International (2009) considers data policies and data standards to be the primary 
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deliverables in a data governance programme. In addition, many of the publications 
such as (Weber et al., 2009; Wende, 2007) consider determining data roles and 
responsibilities as the initial activities for conducting a data governance 
programme. For example, the data governance model by Wende (2007) focuses 
only on the data roles and responsibilities in a data governance programme.  
Having said that, the other areas of governance should be in place in order to 
conduct a data governance programme. For example, data technologies is an area 
of governance that receives more attention from practitioners as it is related more 
to the technology artefact. For example, the CDI Institute (2006, p. 12) stated that, 
in the context of performing data governance from an IT perspective, it involves 
‘developing architecture best practices and standards’ and ‘building governance 
infrastructure, technology and supporting organization’ that emphasise the 
importance of considering the technologies that relate to conducting a data 
governance programme.   
2.1.7 Conclusions and Research Implications  
Research in the data governance domain is growing in IS, as is the need for research 
in this area as more organisations consider data as a valuable asset. A review of the 
data governance literature shows that there is a lack of research that explicitly 
studies activities for governing data. Nevertheless, there is some research that 
contributes to our understanding of data governance through modelling (Khatri & 
Brown, 2010; Otto, 2011b; Tallon, Ramirez, & Short, 2013). These studies reveal 
some progress in exploring the activities that are required for governing data. 
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According to Rowe (2014) there is a need within the IS community to publish more 
literature reviews. He argues that “literature reviews can be highly valuable” and 
“every researcher looks for [a literature review] when starting a research study” 
(Rowe, 2014, p.242). So where the main goal of a literature review is “to classify 
what has been produced by the literature” (Rowe, 2014, p.243) we believe that we 
have achieved this for data governance activities and mapped the territory (see 
Table 2-8) using the defining structure provided for a data governance activity (see 
Figure 2-1). 
Rowe (2014, p.246) suggests that “the quality of a literature review depends on its 
systematicity, since systematicity implies reproducibility through documenting the 
search process and potentially indicates comprehensiveness”. This research study 
identified and analysed 61 scientific and practice oriented-publications that focus 
on data governance activities. Using a systematic approach, through the eight 
coding steps of content analysis, the selection process yielded 307 publications that 
were subjected to selection and exclusion criteria, which led to the exclusion of 151. 
Following a more in-depth review of the remaining 156 publications, 61 were found 
to serve the research purpose explicitly. These 61 publications were analysed using 
an open coding analysis technique suggested by Corbin and Strauss (1990). This 
technique was selected to conduct an in-depth content analysis of the data 
governance activities mentioned in these publications. Therefore, we believe that 
we have achieved the systematicity required to ensure the reproducibility of our 
work by others.   
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2.1.7.1 Implication to theory and practice     
This research concluded with a comparison of the data governance activities that 
are reported in scientific publications with those reported by practice-oriented 
publications. It was found that the scientific publications focus more on defining 
activities, whereas the practice-orientated publications consider the implementation 
and monitoring of activities. Therefore, more academic research is needed around 
the ‘implement’ and ‘monitor’ actions in data governance. This research concluded 
by presenting a data governance activities model which consists of the three 
constructs of data governance activities: 1) action, plus 2) area of governance, plus 
3) decision domain. The proposed data governance activities model (see Figure 2-
4) can support practitioners when organising or auditing a data governance 
programme by helping them understand the activities involved as well as the 
priorities for each activity. Furthermore, the model can be used as a conceptual 
framework for future field study research on data governance activities.  
One of the main contributions of this research is the defining structure provided for 
a data governance activity. We argue that a data governance activity is best 
understood as a combination of ‘action’ plus ‘area of governance’ plus ‘decision 
domain’ (see Figure 2-1). This defining structure is a step forward in helping 
academics and practitioners examine the realities of data governance activities.  For 
example, defining the data policies for data quality is very different to defining the 
data roles and responsibilities for data quality; therefore, our analysis and resulting 
activities model allows for a greater depth of understanding across data governance.   
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2.1.7.2 Limitations and future work  
This research has two key limitations. Firstly, the research presented in this paper 
concluded with a frequency count of data governance activities and a data 
governance activities model. There is no detailed description of each of the 120 
activities identified in this paper due to page length limitations. Secondly, due to 
the nature of this research, (a literature review), the data governance activities 
model that emerged has not been tested and validated through empirical research. 
Therefore, as a recommendation for further research, we suggest that the data 
governance activities should be validated by conducting field studies, as well as 
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2.2 Paper 2 
The use of open, axial, and selective coding 
techniques in IS research: a literature analysis 
 
2.2.1 Abstract 
Qualitative data analysis plays a critical role in academic research. Open, axial, and 
selective (OAS) coding techniques are widely associated with qualitative data 
analysis in information systems (IS) research. Therefore, this paper aims to 
investigate the usage of OAS coding techniques and is based on reviewing and 
analysing 59 published IS studies that have operationalised the techniques. This 
research follows the structural steps taken in content analysis in order to select, 
review and analyse relevant literature. The research intends to contribute to the IS 
research community by providing recommendations that will enable novice 
researchers to undertake OAS coding techniques proposed by Strauss and Corbin. 
Our analysis shows that the use of coding by IS scholars has increased in recent 
years. However, we also find that there has been some vagueness in describing how 
the OAS coding techniques are executed. We conclude our analysis with a coding 
framework that supports the decision-making of novice researchers pursuing OAS 
coding as part of their qualitative data analysis. Furthermore, we present a list of 
seven items of recommended reading that clearly and explicitly explain the 
execution of OAS coding techniques as part of their data analysis. 
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2.2.2 Keywords:  
Open coding, axial coding, selective coding, data analysis, grounded theory. 
2.2.3 Introduction 
Open, axial, and selective (OAS) coding techniques are widely used in information 
system (IS) research. As part of a PhD research project there was a need to analyse 
qualitative data using OAS coding techniques. Although there is a considerable 
number of publications that explain the use of these coding techniques (c.f. Webb 
& Mallon, 2007; Urquhart et al., 2010; Birks et al., 2013; Matavire & Brown, 2013; 
Seidel & Urquhart, 2013; Urquhart & Fernandez, 2013; Wolfswinkel et al., 2013), 
mainly in the context of the grounded theory method, there are signs that the use of 
these techniques is confusing for novice researchers.   
‘Novice researchers’ in this context refers to any researchers aiming to use OAS 
coding techniques for the first time. In many cases, novice researchers need to 
establish a clear process for how their research should be conducted (Berg, 2001) 
and are often unsure of how to analyse their data (Heath & Cowley, 2004). As stated 
by Given (2008, p. 186), “For novice researchers, data analysis may seem like the 
most enigmatic and daunting aspect of qualitative research”. Hence, when novice 
researchers decide to conduct data analysis using OAS coding techniques, they are 
unsure about the procedure for operationalising these techniques, as there is 
confusion in this area (Eaves, 2001). 
This research aims to provide recommendations to help novice researchers 
undertake OAS coding techniques by reviewing and analysing IS studies in top 
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journals (Senior Scholars' Basket of Journals)1 that have used the techniques in 
different contexts. The aim of reviewing and analysing the studies is to answer the 
following question: How have IS scholars operationalised these coding procedures? 
Answering this question could help in forming recommendations for conducting 
OAS coding techniques. 
This paper is organised as follows. It starts with an explanation of OAS coding 
proposed by Strauss and Corbin (1990) and concludes with a summary framework 
of these techniques. This is followed by the research method, whereby the research 
steps for content analysis are described and applied. Then, our findings are 
presented and the operationalisation of the OAS coding techniques is then 
considered. The concluding remarks are presented in the final section. 
2.2.4 Strauss and Corbin (1990, 1998, 2008): coding techniques 
Coding is one of the techniques widely used in analysing qualitative data in the IS 
discipline (Tallon et al., 2013). OAS coding techniques were introduced by Strauss 
(1987) and developed over time by Strauss and Corbin (1990, 1998, 2008) as part 
of the grounded theory method (Seidel & Urquhart, 2013).  
The coding techniques referred to above aim to generate concepts from field data 
(Walsham, 2006). According to Strauss and Corbin (1990, p. 57), coding 
“represents the operations by which data are broken down, conceptualized, and put 
                                                 
 
1   Web link for Senior Scholars' Basket of Journals http://aisnet.org/?SeniorScholarBasket  
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back together in new ways”. Table 2-9 illustrates the definitions of open, axial, and 
selective coding according to Strauss and Corbin (1990). 





“The process of breaking down, examining, comparing, 
conceptualizing, and categorizing data” (p. 61). 
Axial coding 
“A set of procedures whereby data are put back together in 
new ways after open coding, by making connections between 
categories. This is done by utilizing a coding paradigm 
involving conditions, context, action/interactional strategies 
and consequence” (p. 96). 
Selective 
coding 
“The process of selecting the core category, systematically 
relating it to other categories, validating those relationships, 
and filling in categories that need further refinement and 
development” (p. 116). 
 
Open coding is a process that aims to identify the concepts or key ideas that are 
hidden within data that are likely to be related to the phenomenon of interest 
(Bhattacherjee, 2012). Concepts and categories are generated in the open coding 
stage (Glaser, 1992). Strauss and Corbin (1990) state that the concepts that appear 
to be similar are grouped together under a higher-order, more abstract concept 
called a category. When the categories are developed, their properties and the 
dimensions of these properties should also be identified (Strauss & Corbin, 1990). 
The second phase in coding data is axial coding, which is the second reading of the 
data (Dezdar & Sulaiman, 2009). During this stage, the categories that emerged in 
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the open coding stage are refined in order for them to be linked in the form of 
relationships. Importantly, axial coding is performed simultaneously with open 
coding (Strauss & Corbin, 1990; Dezdar &  Sulaiman, 2009). Strauss and Corbin 
(1990) suggest that, in order to identify the relationship between categories, a 
paradigm model should be used that consists of the following elements: causal 
conditions, the phenomenon, the context, intervening conditions, action/interaction 
strategies, and consequences. Using this model enables the researcher to think 
systematically about the data in order to relate them (Strauss & Corbin, 1990).  
Developing a paradigm model goes beyond simply developing properties and 
dimensions, as in the open coding stage, as the data are broken apart as concepts 
and become categories that have properties and dimensions; the intention is then to 
put the data back together in a relational form (Strauss & Corbin, 1990). 
Selective coding aims to identify the core category which is the central phenomenon 
around which all the categories are integrated. In this stage, the analyst should be 
able to develop a clear story line about the area of study (Strauss & Corbin, 1990). 
Figure 2-5 presents a presentation of coding framework that includes the coding 
activities within each of the coding techniques. The coding framework below shows 
an iterative process between the three coding techniques, which has been visualised 
by understanding the work of Strauss and Corbin (1990, 1998, 2008). The coding 
framework is used to structure the analysis of the 59 papers reviewed as part of this 




Figure 2-5 Coding framework (after Strauss and Corbin, 1990, 1998, 2008). 
 
2.2.5 Research approach 
Given that the purpose of this study is to examine how IS scholars have 
operationalised OAS coding techniques and to provide recommendations for novice 
researchers, content analysis was deemed an appropriate analysis approach. 
Content analysis is a frequently used technique when analysing texts (written or 
visual sources) especially where the meaning of the text is relatively 
straightforward and obvious (Myers, 2009). Content analysis requires the 
researcher to code the texts in a systematic way; therefore, through searching for 
‘structures and patterned regularities in the text’ (c.f. Myers, 2009) the researcher 
applies a code to a unit of text that seeks to demonstrate the meaning of that text. 
Once coded, the resulting output can be both quantified and interpreted. Therefore, 
in effect, content analysis is best understood as “a quantitative method of analysing 
the content of qualitative data” (Myers, 2009, p.172). Similar to Finney and Corbett 
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(2007) this research adopted eight coding steps in order to conduct content analysis 
on a selection of scientific publications. These steps consist of data collection and 
coding procedures (see Table 2-10) which enable researchers to ensure clarity and 
transparency in the processes undertaken. These steps and the associated decisions 
are explained below. 
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Table 2-10 Eight steps taken in data collection and analysis (after Finney and Corbett, 2007). 
Step Description 
Step 1: Decide the level of analysis 
Researchers should decide what level of analysis should be conducted. The level of analysis can be 
a single word, a set of words, phrases, or an entire document. 
Step 2: Decide how many concepts to 
code for 
Researchers should decide whether to code text using a predefined set of concepts or develop a list 
of concepts incrementally during the process of coding 
Step 3: Decide whether to code for the 
existence or frequency of a concept 
After a certain number of concepts have emerged, researchers should decide whether to code the 
concepts for existence or frequency 
Step 4: Decide on how you will 
distinguish between concepts 
During this step, researchers should decide whether to code the concepts exactly as they appear, or 
if they can be coded in some altered or collapsed form 
Step 5: Develop rules for coding your 
text  
Researchers should define certain translation rules in order to ensure the consistency of the coding 
procedures 
Step 6: Decide what to do with 
‘irrelevant’ information 
Researchers should determine what to do with information in the text that was not coded 
Step 7: Coding the text 
Researchers should start the coding procedure after the decision related to irrelevant information 
and should follow the translation rules identified in step 5 
Step 8: Analysing the results After coding the data, researchers should decide how to review and present the results 
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Step 1: Decide the level of analysis 
In this research, the level of analysis was considered to be the entire research paper 
to identify which of the papers had either used or explained OAS coding techniques 
in order to be included in the initial analysis. The focus was then on the research 
methodology section (and specifically the data analysis section) in order to examine 
the use of the coding techniques. 
The data collection phase was initiated by collecting papers from the Senior 
Scholars' Basket of eight journals. The papers were collected using the Google 
Scholar search engine. The Advanced function was applied for each journal. The 
keywords used here were ‘open coding’ OR ‘axial coding’ OR ‘selective coding’. 
Hence, by using these keywords as our search terms, it could be guaranteed that 
every paper that had applied one of the coding techniques would appear in our 
search. The total number of results gained from all the journals searched was 192 
papers.  
The data analysis section in each paper was reviewed to identify the initial relevance 
of the paper. The related papers in this step are those that have applied at least one 
of the three coding techniques. As a result, 25 papers were excluded from the total 
of 192. Although one or more of the techniques were mentioned in these 25 papers, 
this was done in an unrelated context. For example, mentioning open coding as a 
term but not related to the data analysis. Table 2-11 illustrates the total number of 




Table 2-11 Total number of excluded/included papers for each journal. 
Journal Excluded Included 
European Journal of Information Systems 7 41 
Information Systems Journal 3 28 
Information Systems Research 0 10 
Journal of AIS 3 15 
Journal of Information Technology 2 16 
Journal of MIS 1 14 
Journal of Strategic Information Systems 2 21 
MIS Quarterly 7 22 
Total 25 167 
 
Step 2: Decide how many concepts to code for  
The papers were initially coded using the predefined concepts that are part of the 
coding framework (see Figure 2-5) and which were organised using a concept-
centric matrix (c.f. Webster & Watson, 2002). This helped to appreciate what had 
been done in each paper. However, to understand how OAS coding techniques were 
operationalised in each paper, the researchers also decided to code concepts 
inductively that could simplify the use of coding analysis. Therefore, in this stage, 
all the concepts emerged incrementally through the processes of open coding.  
Step 3: Decide whether to code for the existence or frequency of a concept 
In this research, we decided to code for frequency rather than existence in order to 
gain a deeper insight into the concepts that emerged, as well as to avoid the 
uncommon use of the coding techniques. 
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Step 4: Decide on how you will distinguish between concepts 
For this research, we decided to follow open coding analysis techniques suggested 
by Strauss and Corbin (1990), in which concepts that appear to be similar are 
grouped together under a higher-order, more abstract concept called a category. 
Step 5: Develop rules for coding your text  
The following translation rules were established and applied during our coding 
procedure: 
• All papers were read the first time in order to code any relevant information 
about OAS coding.  
• All the concepts that emerged from the papers were compared to identify 
similarities and differences in order for them to be labelled together in 
categories.  
• Once all the papers had been coded, the researchers examined the categories 
that emerged as well as their properties within the actual text in order to 
ensure that they reflected the meaning of the text concerned. 
• All the papers were coded within the coding framework (Figure 2-5) and 
organised using a concept-centric matrix. 
Step 6: Decide what to do with ‘irrelevant’ information   
The 167 papers included from step 1 underwent further review. We found that 33 
of the 167 papers do not mention Strauss and Corbin (1990, 1998, 2008). Therefore, 
those 33 papers were considered irrelevant. The remaining 134 papers were 
classified into two categories: 1) those that used the coding techniques (127 papers); 
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and 2) those that explained the coding techniques (seven papers: Webb & Mallon, 
2007; Urquhart et al., 2010; Birks et al., 2013; Matavire & Brown, 2013; Seidel & 
Urquhart, 2013; Urquhart & Fernandez, 2013; Wolfswinkel et al., 2013). The seven 
papers mainly explain the techniques within the context of the grounded theory 
approach. We also decided to exclude these papers as they do not use the 
techniques, and our focus is solely on those that have utilised the coding techniques 
in question. The remaining 127 papers, which used Strauss and Corbin’s coding 
techniques, received in-depth analysis and were classified in order to direct our 
attention to answer our research questions of understanding how IS scholars have 
operationalised OAS coding techniques. 
Step 7: Coding the text 
We adopted the open coding technique from Strauss and Corbin (1990) for the 
content analysis. Open coding was used here to code any excerpt that explains the 
coding procedure adopted in the paper. Open coding analysis is widely applied in 
conducting content analysis for a set of publications (e.g. Finney & Corbett, 2007; 
Goode & Gregor, 2009; Grahlmann et al., 2012). 
Step 8: Analysing the results 
The analysis is presented under the findings and discussion sections. The findings 
section shows how IS scholars conduct coding techniques and includes some 
descriptive statistics about the papers analysed. This is followed by the method the 
scholars used to operationalise the three coding techniques, concluding with the 
recommended list of papers and coding specifications that facilitate the conduct of 
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the three coding techniques. These recommendations rely heavily on the frequency 
and similarities of how IS scholars have operationalised the coding techniques. 
2.2.6 Findings 
2.2.6.1 Initial paper classifications 
Reviewing and analysing the initial set of papers (127 selected papers) produced 
interesting findings. First, while the coding techniques proposed by Strauss and 
Corbin are still used by IS scholars in IS studies, not all of the papers 
operationalised all three coding techniques. Table 2-12 shows the classification of 
papers in terms of their use of OAS coding techniques. It can be seen that the first 
classification, ‘OAS’, has 59 papers that have used OAS coding techniques. We 
focus on these 59 papers for the remainder of the analysis being reported in this 
paper (please see the next section). 
Table 2-12 Classification of the techniques used in the 127 papers selected. 
Classification 
Coding technique Number of 
papers Open Axial Selective 
OAS Yes Yes Yes 59 
OA Yes Yes No 24 
O Yes No No 35 
OS Yes No Yes 4 
A No Yes No 4 




Furthermore, Table 2-12 shows that the majority of the 127 papers are under the 
first three classifications in which the open coding stage is included. This is not 
surprising, as open coding is considered the first stage in coding qualitative data. 
The outcome of open coding can be considered either as the input to axial coding 
or, in many cases, as the final stage of the data analysis, such as in the work of 
Huang et al. (2003) and Benbunan-Fich and Benbunan (2007). Open coding can 
also be a form of initial coding for other analysis techniques. For example, Feldman 
and Horan (2011) conducted open coding to categorise data for the second stage of 
their analysis. In addition, papers under the ‘OA’ classification, in which no 
selective coding is conducted, mainly arrived at the results after axial coding was 
carried out (such as Olsson et al., 2008). However, some papers use the result to 
conduct a third stage of analysis that does not involve selective coding (such as 
Scott, 2000 and Furneaux and Wade, 2011).  
In the ‘OS’ classification (axial coding missing) the four papers that applied open 
and selective coding without axial coding follow Glaser’s (1992) coding techniques 
and simply mention Strauss and Corbin in order to explain open and selective 
coding techniques (such as Miranda et al., 2015). Glaser’s approach to coding 
techniques excludes axial coding, as he argues that the paradigm model forces data, 
hinders emergence, and leads to conceptual description rather than grounded theory 
(Seidel & Urquhart, 2013). 
However, although the ‘A’ and ‘S’ classifications, in which no open coding 
techniques are used, are very low volume, they do not seem to make sense initially. 
Taken for example the papers in which only axial coding taken place (c.f. Shang & 
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Seddon, 2002; Levina & Ross, 2003; Goo et al., 2009; Leonardi, 2012), the authors 
use the power of axial coding techniques to form relationships, using the results of 
the first analysis technique that was adopted. For example, one paper (Leonardi, 
2012, p. 757) states, in the context of data analysis: “In Step 3, I used the process 
of axial coding (Strauss and Corbin 1998) to create new codes that linked together 
codes from Step 1 about what informants initially heard about CrashLab to codes 
from Step 2 about how they used it for the first time”. Therefore, this shows that, 
the axial coding technique can be used to identify relationships between data that 
are analysed using different techniques (other than open coding).   
Figure 2-6 illustrates the yearly distribution of the papers included in Table 2-12 
(127 papers) with the distinction of the first classification ‘OAS’. It can be seen that 
the overall number of papers that used the coding proposed by Strauss and Corbin 
has increased over time, which is an indication of the popularity and power of these 
techniques. 
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2.2.6.2 Pursuing OAS classification 
The ‘OAS’ classification contains 59 papers in total (see Table 2-12). We analysed 
these papers using a concept-centric matrix that consists of the data gathering 
techniques, where they were published, as well as an analysis of the context of the 
coding techniques, in which there are three possible values: 
1. Grounded theory (GT) approach: in which the main theory followed is 
grounded theory and, therefore, grounded theory analysis techniques are 
used.  
2. Grounded theory (GT) analysis: in which there is no mention of the 
grounded theory approach or methodology. Grounded theory is only 
associated with the data analysis techniques.  
3. Other: in which there is no mention of grounded theory and the analysis 
approach has been called ‘coding’. 
We examined the data gathering techniques used in the 59 papers. This enabled us 
to identify the type of data being analysed using OAS coding. Table 2-13 illustrates 
the list of possible data gathering techniques and the percentages of the 59 papers 













Pauleen, 2003; Goulielmos, 2004; Kirsch & 
Haney, 2006; Smolander et al., 2008; 
Chakraborty et al., 2010; O'Reilly & Finnegan, 
2010;  Gleasure, 2015 
Documentation 44% 
Ryan & Valverde, 2006; Keil et al., 2007; 
Goode & Gregor, 2009; Maldonado, 2010  
Observations 23% Huang et al., 2001; Vaast & Walsham, 2013 
 
The majority of the 59 papers rely on interviews as the primary data gathering 
technique, while documentation is the second most commonly used technique. 
Many of the papers analysed apply both interviews and observations and some 
include case documents. However, some papers rely solely on analysing documents 
and are considered to be literature analyses (such as Goode and Gregor, 2009).  
In terms of types of analysis, the 59 papers are distributed across the three types of 
data analysis context (see Figure 2-7). Most of the papers come under the GT 
approach. However, more than one-third refer to the coding techniques as GT 
analysis and apply them in different contexts. This is an indication of the use of the 
three coding techniques in a context of non-grounded theory research. In addition, 
there are 13 papers in which there is no mention of grounded theory, either in their 
approach or analysis, but which used the three coding techniques referred to by 




Figure 2-7 Context of the coding techniques. 
 
Our findings show that the majority of the papers that used OAS coding did so in 
the context of a grounded theory approach. These 27 papers explicitly follow the 
grounded theory approach which incorporate the three coding techniques and are 
aimed at building a theory, such as Galal (2001), Huang et al., (2001) and Day et 
al. (2009). 
In addition, 19 papers did not follow a grounded theory approach or research 
methodology, although they used OAS coding and referred to them as grounded 
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to another method, such as case study research (c.f. Yin, 2003), building theory 
from case studies (c.f. Eisenhardt, 1985) or action research (c.f. Susman & Evered, 
1978). Hence, OAS coding can be used in different contexts for research 
approaches that are aimed at theory building.  
The final classification of the papers is ‘Other’. The 13 papers in this classification 
used the OAS coding techniques. However, these papers do not mention grounded 
theory, either as an approach or a data analysis technique. It can be argued that some 
of these papers are aimed at empirically building a theory (such as Tan et al., 2015). 
However, there are some papers that have used the coding techniques in order to 
test a theory empirically, such as Maldonado (2010) and Chan et al. (2011). This 
indicates the power of using the coding techniques for non-theory-building 
research.  
The following section presents a deeper analysis of how these papers 
operationalised open, axial and selective coding techniques. 
2.2.6.3 Operationalising OAS coding 
Taking into consideration the 59 papers, we analysed the research methodology 
section of each of the papers in depth. We did this in order to code all the concepts 
related to the three coding techniques to enable us to clarify how the coding was 
conducted. Initially, the 59 papers were coded according to the coding framework, 
which includes the three coding techniques and the activities involved (see Figure 
2-5). We were able to classify the papers on a scale with (Explicit) material at one 
end and reference-only material (Hints) at the other end (c.f. Seidel & Urquhart, 
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2013). ‘Explicit’ material indicates papers that explicitly mention the three coding 
techniques as stated in the coding framework and fully explain the operationalising 
processes, whereas ‘Hints’ indicates papers that only refer to the three coding 
techniques without specifying the processes or the activities involved.   
Table 2-14 shows the classification of the 59 papers according to the coding 
framework. There are three possible scenarios for each of the coding activities:  
1. Activities explicitly explained. In this case, a tick is placed under the 
activity. 
2. Mentioning the activity but with a different meaning, such as ‘discovering 
categories’, which is in many cases considered as an activity for axial 
coding, instead of ‘Linking categories in sets of relationships’. In this case, 
therefore, an activity is left blank. 
3. Following Strauss and Corbin without specifying (hints); the columns for 
these papers are left blank. 
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Galal, 2001; Huang et al., 2001; Work, 2002; Baskerville & Pries‐Heje, 2004; Day et al., 2009; Palka et 
al., 2009; Maldonado, 2010 
7 √ √ √ √ √ √ 
2 
Keil et al., 2007; Xu & Ramesh, 2007; Goode & Gregor, 2009; Ramesh et al., 2010; Walsh et al., 2010; 
Chang et al., 2011; Kane & Labianca, 2011; Clemmensen, 2012; Mattarelli et al., 2013; Morgan et al., 
2013  
10 √ √ √   √ √ 
3 Strong & Volkoff, 2010; Zahedi & Bansal, 2011; Williams & Karahanna, 2013 3 √   √ √ √ √ 
4 Feller et al., 2008; O'Reilly & Finnegan, 2010 2 √ √ √ √     
5 
Kock, 2001; Goulielmos, 2004; Berente et al., 2011; Berente & Yoo, 2012; Vaast & Walsham, 2013; 
Huang et al., 2014; Strong et al., 2014; Gleasure, 2015; Karoui et al., 2015 
9 √   √   √ √ 
6 Kirsch, 2004; Smolander et al., 2008; Petrini & Pozzebon, 2009; Feller et al., 2012; Bagayogo et al., 2014 5 √ √ √       
7 
Kirsch, 1997; Pauleen & Yoong, 2001; Kirsch & Haney, 2006; Berente et al., 2010; Chan et al., 2011; 
Holmström & Sawyer, 2011; Tallon et al., 2013; Tan et al., 2015  
8 √       √ √ 
8 Pauleen, 2003; Abraham et al., 2013 2 √   √ √     
9 Ransbotham & Mitra, 2009; Lederman & Johnston, 2011; Leonardi, 2014 3 √   √       
10 
Lindgren et al., 2004; Ryan & Valverde, 2006; Hackney et al., 2007; Vaast, 2007; Butler & Murphy, 
2008; Matsuo et al., 2008; Chakraborty et al., 2010; Jenkin & Chan, 2010; Vannoy & Salam, 2010; 
Butler, 2011  
10             
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From Table 2-14, it can be seen that 24 papers (see classifications 1,2,4, and 6) 
conduct open coding for the purpose of ‘labelling concepts’ and ‘discovering 
categories’ from data in order for these to be used for axial coding, such as O'Reilly 
and Finnegan (2010) and Morgan et al. (2013). This can be considered the ideal 
method of using open coding. However, different terms are used to refer to concepts 
and categories. For example, one paper (Smolander et al., 2008) calls the concepts 
‘seed categories’ and the categories ‘super categories’, which reflects the original 
meaning of the concepts and categories in open coding. In open coding, the 
concepts and categories emerge from the data. In terms of labelling concepts and 
categories, it is also recommended that these be taken from the actual named in the 
data where possible (c.f. Petrini & Pozzebon, 2009; Strong & Volkoff, 2010), 
although predefined categories from the literature can also be used, as in Huang et 
al. (2014).  
From Table 2-14, we can also observe that 22 papers (see classifications 5,7,8, and 
9) only use open coding to label concepts. The majority of these papers overlap 
between open and axial coding and discovering categories was considered in the 
axial coding phase. For example, Kirsch (1997), Holmström and Sawyer (2011) 
and Abraham et al. (2013) label concepts during open coding, then compare the 
concepts for similarities and differences in order to discover higher-level categories 
during the axial coding stage. The original open coding by presented Strauss and 
Corbin considers this action to be part of the open coding stage. Therefore, we can 
see how the operationalisation causes confusion around coding. 
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In terms of axial coding, our analysis shows 14 papers (see classifications 1,3,4, 
and 8) are considered to demonstrate the ideal operationalisation of axial coding, as 
they have linked categories in sets of relationships as well as using a paradigm 
model as their main focus in axial coding. However, we observed that, in the axial 
coding stage, the majority of the papers consider that the linking of categories in 
sets of relationships is the main action that should be conducted, without specifying 
the paradigm model, such as Goulielmos (2004), Berente and Yoo (2012) and 
Strong et al. (2014). These papers have lost the advantages and the flavour of axial 
coding.  
In terms of applying paradigm models, the majority of the papers do not mention a 
paradigm model at all, even if they have followed Strauss and Corbin for axial 
coding. We found that only 15 papers mention a paradigm model and apply the 
concepts of forming relationships between categories. The remainder of the papers 
do not mention a paradigm model, which shows a lack of understanding in 
operationalising axial coding as it was not fully conducted. Axial coding should be 
associated with a paradigm model, which is the main distinction between Strauss 
and Corbin (1990) and Glaser (1992) in terms of coding techniques, this argument 
also is made by (Seidel & Urquhart, 2013). 
In addition, our analysis shows that not all of a paradigm model’s elements have to 
be used during axial coding. For example, Chakraborty et al. (2010) and Williams 
and Karahanna (2013) use elements of their ‘own paradigm model’, whereas, in 
contrast, Day et al. (2009) and Strong and Volkoff (2010) use the same elements of 
the original paradigm model as prescribed by Strauss and Corbin (1990). 
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In terms of their use of selective coding, the majority of the papers (37) (see 
classifications 1,2,3,5, and 7) undertake the selection of core categories and identify 
a story as stated in the coding framework, such as Keil et al. (2007), Day et al. 
(2009) and Morgan et al. (2013), which can be considered as ideal use of selective 
coding. However, some of the papers, such as Feller et al. (2008) and O'Reilly and 
Finnegan (2010), conduct selective coding simply by re-doing axial coding and 
identifying causal relationships between categories. Others, such as Huang et al. 
(2001) and Kirsch (2004), re-do open coding by generating categories or comparing 
them in terms of similarities and differences.  
Finally, there are a number of papers that do not specify any of the three coding 
techniques or are missing a part (see classification 10), such as Lindgren et al. 
(2004), Ryan and Valverde (2006) and Jenkin and Chan (2010). These papers 
explicitly mention that they ‘are following Strauss and Corbin’s coding techniques’, 
although there is no further explanation of how they used the coding. This is, 
therefore, considered an implicit (hints) use of coding techniques. 
2.2.7 Discussion and recommendations for novice researchers 
In this section, we discuss the findings from our analysis of the 59 coded papers in 
order to clarify some of the confusion regarding the use of OAS coding that exists. 
We argue that this confusion is not helpful for novice researchers. Initially, we 
found that the use of OAS coding is increasing within IS academic publications. 
However, we observe different usage patterns and flexibility in using open, axial 
and selective coding. From our point of view, these differences are driven by the 
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nature of the research strategy; however, it can also be considered a 
misunderstanding of how to operationalise the OAS coding techniques themselves.  
In addition, we observe that many of the coded papers have not explained how they 
used the coding techniques, which creates more confusion for novice researchers. 
However, some of the papers are more explicit and comprehensive in explaining 
the process of operationalising the coding of their data. We argue that these papers 
constitute a list of recommended readings for novice researchers. Therefore, our 
recommendation for novice researchers is to review further the seven papers (top 
row of Table 2-14) that explicitly explain the use of the three coding techniques. 
Thereafter, novice researchers can review those papers that have explained one or 
more of the activities for the three coding techniques. 
In terms of open coding, we found that the primary tasks to be undertaken are 
labelling the concepts based on the data, then discovering categories by comparing 
the concepts and creating an abstracted layer of similar concepts. Labelling the 
concepts should be driven by the research objectives and what the data are 
revealing, and hence is considered to be the seed for the resulting data and helping 
to make sense of the data collected. However, the process of labelling concepts and 
discovering categories is iterative, as, in most cases, the concepts emerge from the 
data, which helps to shape the final categories. Therefore, we argue that this type 
of coding requires a high level of coding skill.  
In axial coding, the categories that result from open coding are compared for 
similarities and differences in order to make causal relationships between them. 
Here, we found many of the researchers misunderstand this kind of activity by only 
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re-grouping categories at a higher level, whereas they should be related to causal 
relationships. In many cases, it requires the researcher to return to the original text 
(the data collected) of the categories and the associated concepts in order to 
understand the actual relationships. Therefore, we argue that having a paradigm 
model helps to operationalise the right approach to axial coding (see Figure 2-8, an 
example of the relationships between the elements of the paradigm model). In fact, 
not being able to visualise what constitutes the workings of a paradigm model might 
also explain why it is not that prominent a feature of axial coding in the papers 
reviewed. 
 
Figure 2-8 Example of the relationships between the paradigm model's elements. 
In terms of a paradigm model, we found that, although there are suggested elements 
for such a model to help shape the causal relationships between categories, 
researchers can create a paradigm to fit their own research objectives. The 
relationships between the categories within the paradigm model should be shaped 
from the actual data, and can also be shaped from the literature in some cases. 
Selective coding aims to form a theoretical framework by selecting core categories 
(the central phenomenon of the theoretical model) which result from the paradigm 
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model. Then, as a final stage, after comparing the core categories with the original 
data, a story is built that fulfils the research objectives and answers the research 
questions, if any. This is achieved by stating with what the data reveal after the 
coding. Therefore, we argue that selective coding is used as a final stage to form 
the final theoretical framework.  
Finally, Figure 2-9 shows the OAS coding framework with our recommendations 




Figure 2-9 The OAS Coding Framework. 
107 
 
From the OAS coding framework in Figure 2-9, it can be seen that the three coding 
techniques are executed iteratively rather than in a linear fashion. The activities 
included within each coding technique are also iterative. For example, researchers 
can start discovering categories after labelling some of the concepts, although the 
activity of labelling concepts is still being developed. This iterative manner is 
applicable across all the activities within OAS coding.  
In open coding, it is recommended to decide to use predefined concepts which are 
driven by either the literature or a research model, or labelling the concepts 
incrementally from the data. In some cases, the researcher can have a list of 
predefined concepts and have new concepts emerge from the data. As a second 
activity within open coding, these concepts should be compared and those that are 
similar grouped into categories. Naming the categories can involve using either one 
of the concept labels or a name that reflects the meaning of the concepts contained 
within the category.  
In axial coding, the categories that are discovered can be linked in the form of 
relationships using the concept of a paradigm model in which causal relationships 
are the initial step in linking the categories. Here, the researcher is required to 
review the concepts contained in each category in order to form better relationships. 
Although the paradigm model has certain elements that can be used to classify the 
categories, the researcher can select the most useful element of the paradigm model, 




Finally, after comparing the categories and identifying the relationships during the 
selective coding stage, the researcher should select core categories that fulfil the 
research objective or answer the research questions, if any. By selecting core 
categories, the researcher will be able to build a theoretical model and then explain 
the model according to the categories it contains in order to provide a narrative and 
highlight the novelty of the research.  
2.2.8 Concluding remarks 
According to Rowe (2014) there is a need within the IS community to publish more 
literature reviews. He argues that “literature reviews can be highly valuable” and 
“every researcher looks for [a literature review] when starting a research study” 
(Rowe, 2014, p.242). So where the main goal of a literature review is “to classify 
what has been produced by the literature” (Rowe, 2014, p.243) we believe that we 
have achieved this for OAS coding techniques and mapped the territory (see Table 
2-14) using our OAS coding Framework (see Figure 2-9).  
Rowe (2014, p.246) suggests that “the quality of a literature review depends on its 
systematicity, since systematicity implies reproducibility through documenting the 
search process and potentially indicates comprehensiveness”. This research study 
identified and analysed 59 published IS studies that have operationalised OAS 
coding techniques. Using a systematic approach, through the eight coding steps of 
content analysis, the selection process yielded 192 publications that were subjected 
to selection and exclusion criteria, which led to the exclusion of 25. Following a 
more in-depth review of the remaining 167 publications, 59 were found to serve the 
research purpose explicitly. These 59 publications were analysed using an open 
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coding analysis technique suggested by Corbin and Strauss (1990). This technique 
was selected to conduct an in-depth content analysis of the OAS coding techniques 
mentioned in these publications. Therefore, we believe that we have achieved the 
systematicity required to ensure the reproducibility of our work by others.       
The motivation for writing this paper is that the three coding techniques to which it 
refers are a powerful means of analysing qualitative data. However, our analysis 
clearly shows that the descriptions of the three coding techniques used by IS 
scholars have been rather vague. We observed many overlapping activities between 
the three coding techniques. For example, some papers conducted axial coding with 
open coding activities. The majority of the papers also missed the core value of the 
paradigm model during axial coding. Our analysis also shows that there is 
uncertainty in conducting the three coding techniques. This causes confusion for 
novice researchers when they come to conduct the three coding techniques.   
We have, therefore, listed papers we recommend (Galal, 2001; Huang et al., 2001; 
Work, 2002; Baskerville & Pries‐Heje, 2004; Day et al., 2009; Palka et al., 2009; 
Maldonado, 2010), as they are explicit and comprehensive in the way they conduct 
the three coding techniques in different research contexts. This list of papers is 
intended to act as a recommended reading list (the must reads) for novice 
researchers or indeed any researcher looking to execute a qualitative data analysis 
strategy. In fact, we can go one step further and recommend that all research 
methods modules, associated with graduate research programmes, incorporate these 
seven papers as part of their reading lists. Indeed, a further invaluable teaching and 
learning exercise would be for novice researchers to compare the papers classified 
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in row 1 of Table 2-14 with those classified in row 10; thereby creating a compare 
and contrast of the ‘explicit’ and the ‘hints’ approaches used to narrate the 
operationalisation of OAS coding techniques.   
We found that a coding framework can be useful in following appropriate activities 
when operationalising coding. The list of recommended papers was analysed to 
enable us to identify specifications for each of the activities in order to create a 
roadmap that would enable novice researchers to undertake the three coding 
techniques (see Figure 2-9). The list of the remaining papers in Table 2-14 can also 
be used for further understanding aspects of the use of coding techniques. Finally, 
our analysis indicates that the coding techniques can be useful for a variety of 
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2.3 Paper 3 
Critical Success Factors for Data Governance: 
A Theory Building Approach 
 
2.3.1 Abstract  
The objective of this research study is to present the critical success factors (CSFs) 
for data governance (DG). This paper reports on a single case study where data are 
gathered through semi-structured interviews following the CSF approach and 
analysed by applying open, axial, and selective coding techniques. The findings of 
this research are presented as seven CSFs, which are ranked in order of importance. 
Based on our case analysis, employee data competencies were the most important 
factor for data governance. Furthermore, we highlight the relationships between the 
CSFs in order to understand their possible interconnectedness. 
2.3.2 Keywords:  
Data governance, CSFs, case study, open coding, axial coding, selective coding 
2.3.3 Introduction 
Thinking about data strategically is a problem for many organisations today. 
Governing data has become vital in running a business successfully, in order for 
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data to be treated as a valuable asset (Khatri & Brown, 2010; Otto, 2015). In recent 
years, the volume of data used within organisations has increased dramatically, 
playing a critical role in business operations (Tallon, Ramirez, & Short, 2013). In 
particular, data influence both operational and strategic decisions. It is argued that 
a lack of trust in data can lead to the wasting of up to 50% of knowledge workers’ 
time, spent “hunting for data” (Redman, 2013, p. 4), whereas, when “data is 
trusted, it gets shared”, which can drive higher returns on data investments 
(Information Builders, 2014, p. 8). Hence, the question arises: how do we ensure 
we are building trusted data? A recent study by Holt, Ramage, Kear, and Heap 
(2015) indicated that 45% of the participants, who were from the global community 
of data-base and data professionals, did not have data governance policies in place. 
Hence, data governance requires more attention from stakeholders. 
Although data governance is considered to be a relatively emerging subject 
(Kamioka, Luo, & Tapanainen, 2016; Rasouli, Eshuis, Trienekens, Kusters, & 
Grefen, 2016), several researchers have proposed different data governance models 
(c.f. Khatri & Brown, 2010; Otto, 2011; Panian, 2010; Weber et al., 2009; Wende, 
2007). These researchers help in our understanding of the data governance subject 
and in shaping its boundaries. However, only a limited number of papers have 
examined the critical success factors (CSFs) for data governance. This research 
aims to contribute to the body of knowledge by inductively identifying the CSFs 
for data governance, following the building theory from case study research 
approach proposed by Eisenhardt (1989).  
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The remainder of this research paper is organised as follows. Section 2.3.4 
highlights the literature related to data governance to aid understanding of its 
concepts. Section 2.3.5 outlines the research methodology and explains the research 
approach and data gathering and analysis techniques used. Section 2.3.6 presents 
the CSFs identified for data governance, together with detailed descriptions, 
followed by a section on the possible interconnectedness of the CSFs. Finally, 
section 2.3.8 presents the concluding remarks and areas of further research. 
2.3.4 Data Governance Background 
Data governance has received much attention in both academic and practitioner 
communities. The concept has been developed over the last ten years whereby data 
are considered as valuable assets and as a strategic function within the 
organisation’s structure and are thus placed under corporate governance (Vayghan, 
Garfinkle, Walenta, Healy, & Valentin, 2007; Wende, 2007). Data governance 
focuses on who holds the decision rights related to data assets in an organisation ( 
Khatri & Brown, 2010; Otto, 2011)  in order to ensure the quality, consistency, 
usability, security, privacy, and availability of the data (Cohen, 2006; Panian, 
2010).  
Rau (2004, p. 35) refers to governance as “the way the organization goes about 
ensuring that strategies are set, monitored, and achieved”. Horne (1995) connected 
governance with the optimal use of assets and outlined how data as an asset drives 
the importance of the governance of data within an organisation. The concept of 
data as an asset emerged with a report by the Hawley Committee in 1994, which 
defined data assets as “data that is or should be documented and that has value or 
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potential value” (Oppenheim, Stenson, & Wilson, 2003, p. 159). Therefore, the 
main driver of data governance is the consideration data as an asset in an 
organisation (Panian, 2010). 
Several data governance models have been proposed which enable us to understand 
the boundaries of data governance and related functions (Cheong & Chang, 2007; 
Guetat & Dakhli, 2015; Khatri & Brown, 2010; Lajara & Maçada, 2013; Otto, 2011; 
Vayghan et al., 2007; Wende & Otto, 2007). 
In our recent study (Chapter 2, paper 1), we analysed academic and practitioner 
publications on data governance and proposed a universal data governance 
activities model. We identified a set of data governance activities that interconnect 
three main constructs: 1) action (plus) 2) area of governance (plus) 3) decision 
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Figure 2-10 Illustrates the three data governance activities’ constructs, including 




From the above model, it can be seen that there are eight areas of governance 
reported in the literature across the five decision domains suggested by Khatri and 
Brown (2010) for which the data governance function should contain decisions 
around defining, implementing, and monitoring in order to ensure a successful data 
governance programme. Our analysis shows a lack of research around data 
governance, particularly in the implementation and monitoring actions. There is 
more focus in the literature on the defining action, which indicates a somewhat 
embryonic understanding of data governance.  
However, the activities are considered universal data governance activities and can 
vary from one organisation to another. These can be a guide to understanding data 
governance-related concepts and boundaries, as they are a collection of the 
activities reported in different publications. As a result, we needed to understand 
how governance is actually executed within practice. Therefore, we decided to 
follow an indicative approach to build theory from a case study. In the next section, 
we provide a detailed description of our research approach to building theory.  
2.3.5 Research methodology  
The theory building research strategy proposed by Eisenhardt (1989) provides a 
clear process for conducting research that aims to build theories from one or more 
case studies. According to Eisenhardt (1989), the main driver for building theory 
from a case study is when little is known about a phenomenon and, therefore, the 
process does not rely on previous literature or prior empirical evidence. Hence, 
interpretive qualitative research is an appropriate research design to apply when 
exploring CSFs by conducting a case study (Koh et al., 2011). Many scholars have 
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investigated and explored CSFs in certain IS domains and applied qualitative 
methods using either single case or multiple case study designs (e.g., Butler & 
Fitzgerald, 1999; Guynes & Vanecek, 1996; Sammon & Adam, 2008).  
2.3.5.1 Case Background 
Al Rajhi Bank was founded in 1957 and is considered to be one of the largest 
Islamic banks in the world, with total assets of US$80 billion, paid-up capital of 
US$4.33 billion and an employee base of over 9,600 associates. With over 58 years 
of experience in banking and trading activities, the various individual 
establishments under the Al Rajhi name were merged under the umbrella of 'Al 
Rajhi Trading and Exchange Corporation' in 1978 and it was in 1988 that the bank 
was established as a Saudi share-holding company. With an established base in 
Riyadh, Saudi Arabia, Al Rajhi Bank has a vast network of over 500 branches, over 
118 dedicated women’s branches, more than 4,100 ATMs, 46,000 point-of-sale 
terminals installed with merchants, and the largest customer base of any bank in the 
Kingdom of Saudi Arabia, in addition to 170 remittance centres across the kingdom. 
Al Rajhi Bank recorded net income profits of US$2,166 million in 2016. The bank 
operates in multiple segments and continues to grow through the diversification of 
income resources and development of the investment and corporate banking 
sectors, which are built on a strong retail banking base.  
Internationally, Al Rajhi Bank currently has 24 branches in Malaysia. It also started 
operations in Kuwait in 2010 with a fully-fledged branch offering retail and 
corporate banking solutions. In addition, the bank started activities in Jordan in 
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2011, offering its customers innovative and comprehensive banking products and 
services to help them enhance their lifestyles. The bank now has six branches in 
Jordan, through which it serves the top three occupied districts in Jordan. 
This case was selected because Al Rajhi bank deals with massive amounts of data 
which is distributed between different systems. Also, in the banking industry, data 
governance is considered to be a vital function in the organisation as they deal with 
financial data as well as sensitive customer data. Within Al Rajhi bank, some stories 
were considered to be successes and others as failures, which can be valuable to our 
research. 
2.3.5.2 Data gathering 
The CSF approach was introduced by Rockart (1979), who defined CSFs as the 
“areas of activity that should receive constant and careful attention from 
management” (p. 85). The CSFs approach has been widely investigated and used 
in information systems (IS) research and in practice over the last three decades 
(Shah et al., 2007; Tan et al., 2009) and remains a valid research method for making 
sense of a problem by identifying potential factors that influence a community of 
practice (Caralli et al., 2004; Lam, 2005).  
Interviews are considered the most appropriate data gathering technique for 
collecting rich and detailed data from industry experts (Koh et al., 2011). Interviews 
are subject to the amount of control utilised by the researcher during the interview 
and the degree of structure required (Esterberg, 2002). In terms of identifying CSFs, 
Rockart (1979) suggests conducting separate interviews with executives 
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individually. The interviews conducted for this research were aimed at identifying 
the business goals that indicate CSFs. Therefore, this research employed semi-
structured interviews, which enabled the researchers to explore the CSFs for data 
governance. We developed a data collection procedure based on the CSF approach 




Figure 2-11 Data gathering approach. 
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Semi-structured interviews were the method used for data gathering. Fifteen 
individual interviews were conducted at Al Rajhi Bank with personnel at the 
managerial levels of both business and IT departments (see Table 2-15 for a list of 
the interviewees’ positions and the duration of the interviews). These interviews 
were conducted in two different periods. The researchers decided to stop 
interviewing more people at the point at which information started to be repeated 
and the material collected was sufficiently rich to cover the majority of the data 
governance aspects.  
All the interviews were started with an introduction of the research objective. Each 
interviewee was then asked to begin talking about the data-related activities in 
his/her department. Then, during the interviews, we identify the related CSFs for 
data governance. In many cases, the interviewer explained the data governance 
programme from the perspective of the five decision domains to make sure the 
interviewee understood the meaning of data governance. During the interviews, the 
interviewer attempted to keep the discussion to data-governance-related topics in 
order to concentrate the interviews around the research subject.  
Some of the interviews were conducted in Arabic and others in English, depending 
on the English-language level of the interviewee. All the interviews were 
transcribed word-by-word and those conducted in Arabic were translated into 
English by a third party in order to avoid bias. The transcripts were then reviewed 
with the recording in order to supply any missing words. Finally, due to the 
transcripts having been translated, they were reviewed to ensure that they were true 










Product Manager for Mobile Banking Business 60 
Head of Remittance Business 70 
Head of Government Relations Department Business 30 
Head of Alternative Channels Business 50 
Head of Call Centre Business 60 
Head of Data Cleansing Project Business 70 
Head of Internet and Mobile Banking Business 60 
Product Manager  Business 40 
Head of MIS & HR Payments Business 70 
Head of Risk Systems & Data Governance Business 70 
(1) Senior Systems Analyst (Data Warehouse)  IT 40 
(2) Senior Systems Analyst (Data Warehouse) IT 40 
Senior Systems Analyst (Internet Banking) IT 60 
Oracle Analyst IT 60 
Head of IT Risk IT 30 
 
2.3.5.3 Data analysis  
Qualitative data analysis is not well formulated (Miles, 1979), and there are 
probably as many approaches as there are researchers (Eisenhardt, 1989). In 
addition, the emphasis of qualitative data analysis is on “sense making” 
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(Bhattacherjee, 2012, p. 113), so a coding technique by Strauss and Corbin (1990) 
was adopted in this research in a way that serves the purpose of the research 
objective. Coding is one of the techniques widely used in analysing qualitative data 
in order to build theory from a case study (Buchwald et al., 2014; Tallon et al., 
2013; Tan et al., 2015). In the following data analysis, there are, as outlined by 
Strauss and Corbin (1990), three types of coding: open, axial, and selective (see 
Table 2-16). These coding techniques aim to generate concepts from field data 
(Walsham, 2006). According to Strauss and Corbin (1990, p. 57), coding 
“represents the operations by which data are broken down, conceptualized, and put 
back together in new ways”.   





“The process of breaking down, examining, comparing, 
conceptualizing, and categorizing data” (p. 61). 
Axial coding 
“A set of procedures whereby data are put back together in 
new ways after open coding, by making connections between 
categories. This is done by utilizing a coding paradigm 
involving conditions, context, action/interactional strategies 
and consequence” (p. 96). 
Selective 
coding 
“The process of selecting the core category, systematically 
relating it to other categories, validating those relationships, 
and filling in categories that need further refinement and 
development” (p. 116). 
 
Open coding is a process that aims to identify the concepts or key ideas that are 
hidden within data that are likely to be related to the phenomenon of interest 
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(Bhattacherjee, 2012). Concepts and categories are generated in the open coding 
stage (Glaser, 1992). Strauss and Corbin (1990) state that the concepts that appear 
to be similar are grouped together under a higher-order, more abstract concept 
called a category. 
The second reading of the data is considered during axial coding (Dezdar & 
Sulaiman, 2009), which is performed simultaneously with open coding 
(Bhattacherjee, 2012; Strauss & Corbin, 1990). During this stage, the categories are 
refined in order to be linked in the form of relationships. Strauss and Corbin (1990) 
suggest that, in order to identify the relationship between data, a paradigm model 
should be used that consists of causal conditions, the phenomenon, the context, 
intervening conditions, action/interaction strategies, and consequences. Using this 
model enables the researcher to think systematically about the data in order to relate 
them (Strauss & Corbin, 1990).  
Finally, selective coding begins when researchers identify a potential core category 
(Tan et al., 2015), focusing then on the core categories and related categories that 
accrued in the axial coding. This involves comparing the core categories with the 
raw data by telling the story of the core categories that emerge (Strauss & Corbin, 
1990). 
For this research, after preparing all the interview transcripts, the data analysis was 
commenced by reading each transcript sentence by sentence and following an open 
coding technique. After coding the first two interviews, axial coding was 
commenced in an iterative manner as categories started to emerge (see Figure 2-
12). The five decision domains identified by Khatri and Brown (2010), were used 
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to break down the phenomenon into paradigm models (see Figure 2-13: Paradigm 
model constructs) in order to clarify the relationships between the categories that 
emerged during the open coding analysis.  Therefore, the axial coding procedure 
resulted in five paradigm models that identify the relationships between the 
categories. The researchers were then able to identify selective coding for the core 
categories and validate the concepts that emerged in an iterative manner. The core 
categories are considered later as CSFs for data governance. 
 
Figure 2-12 Open, axial, and selective coding iterative process. 
The five decision domains identified by Khatri and Brown (2010), namely, 1) data 
principles, 2) data quality, 3) metadata, 4) data access, and 5) data life cycle (see 
Table 2-17) are used as an initial lens to identify the CSFs for data governance. 
Table 2-17 Decision domains for data governance (Khatri & Brown, 2010). 
Data principles “Clarifying the role of data as an asset” 
Data quality 
“Establishing the 
requirements of intended 




“content” of data so that 
it is interpretable by the 
users” 
Data life cycle 
“Determining the 
definition, production, 
retention and retirement 
of data” Data access 
“Specifying access 
requirements of data” 
 





Figure 2-13 Paradigm model constructs. 
 
Some of the categories that emerged are associated with more than one decision 
domain, due to the context of the original concepts. For example, the category 
‘Employee awareness’ was associated as a causal condition of ‘Data principles’ 
where one of the interviewees stated the following in a general comment about data 
governance: “Our people here are well educated, but do they have the concepts of 
how to work on data governance? No, they don’t”.  In contrast, in another interview, 
the category ‘Employee awareness’ was associated with ‘Data quality’ when the 
interviewee stated in the context of the data quality level that “there was no 
awareness and 90% of the problem is that the employee doesn’t have awareness”. 
From coding the 15 interviews, it was found that the majority of the concepts were 
associated with ‘Data quality’ as a decision domain for data governance, as can be 
seen in Figure 2-14. This is not surprising, as data quality is considered a 
fundamental element of a data governance programme. This is followed by ‘Data 





Figure 2-14 Frequency count of the categories associated with each of the five decision 
domains. 
 
The coding procedure for the 15 interviews resulted in 345 concepts that related to 
data governance. The 345 concepts generated 89 categories. Using the paradigm 
models, the researchers identified the relationships between the 89 categories, 
which enabled the creation of seven core categories during the selective coding 
phase. Figure 2-15 illustrates the processes together with examples of concepts, 
category relationships, and the core category, namely, ‘employee data 






























Concept #1: Many of 
the employees don’t 
have a good 
understanding of the 
English language 
Excerpt: For example, the English name field is 
left to the clerk’s sensibilities in terms of the 
spelling, and many of them don’t know English very 
well. 
Concept #2: Certain 
competencies 
Excerpt: The clerk has certain competencies. 
Concept #3: Teaching 
the policy and 
procedure to 
employees 
Excerpt: So, as I said, it should be solved by 
teaching the procedures and policies to the 
employees. 
Concept #4: Educate 
business people in 
data governance 
Excerpt: Hence, the business people should do the 
governance of the data and they have to be 
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good understanding of 
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level is a causal 




Concept #3: Teaching 
the policy and procedure 
to employees. 
Concepts #4: Educate 
the business people on 
data governance. 
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Core category #1: 
Employee data 
competencies  
Cause: Employee competency level 
Actions: Employee training 





2.3.6.1 CSFs for data governance 
This subsection discusses the CSFs identified as a result of the five paradigm 
models and the selective coding findings. Seven core categories emerged that are 
considered to be CSFs for data governance: 1) Employee data competencies, 2) 
Clear data processes and procedures, 3) Flexible data tools and technologies, 4) 
Standardised easy-to-follow data policies, 5) Established data roles and 
responsibilities, 6) Clear inclusive data requirements, 7) Focused and tangible data 
strategies. 
Table 2-18 shows the seven CSFs for data governance, ranked based on the 
frequency count of the concepts they reflect. The CSFs are associated with the most 
obvious causes and subsequent actions/interactions. Causes are positive or negative 
things that specify possible to consider CSFs, whereas the actions/interactions are 
the things that are recommended to be performed in order to address the CSFs. 
These causes and actions/interactions are abstracted from the original results of the 
axial coding. In the next section, each of the seven CSFs is described in greater 

















competency level and top 
management awareness. 
Increase employee 
awareness and training. 
2 
Clear data processes 
and procedures 
Significant manual data 
entry. 
Have appropriate data 
processes and 
procedures and embed 
them into the systems. 
3 
Flexible data tools and 
technologies 
Data integration and 
ability to embed data 
policies, processes, and 
procedures. 





follow data policies 
Lack of  clear data 
policies 
Embed data policies into 
the systems. 
5 
Established data roles 
and responsibilities 
Unclear roles and 
responsibilities. 
Assign a committee for 
data governance and 
define the data owners. 
6 
Clear inclusive data 
requirements 
Understanding of data 
requirements and 
communication issues. 
Have the right data 
requirements and 
comply with regulations. 
7 
Focused and tangible 
data strategies 
Understanding the 
importance of the data. 
Consider data as a 
strategic element and 
management 






CSF #1: Employee data competencies 
The employee data competencies CSF covers data governance activities that 
involve human action and is, based on our case analysis, the highest-ranked CSF 
for data governance. Employee data competencies directly impact the defining, 
implementing, and monitoring of data processes and procedures, as well as data 
policies and data requirements. Thus, it determines an employee’s ability to handle 
these data governance activities.  
The competencies of all employees, from senior executives to entry-level workers, 
are important due to their involvement in various data governance activities at 
various points in time. For example, establishing an overall data governance 
strategy requires certain top managers to have certain competencies. Based on our 
analysis, such competencies would be needed to treat data as a strategic asset. 
Furthermore, dealing with data entry and access also requires employees to have a 
minimum set of capabilities and a certain level of awareness with regard to handling 
the organisation’s data. For example, the practice of manual data entry depends on 
a certain level of employee capabilities and awareness of data processes and 
procedures. In addition, due to the sensitivity of banking data and privacy 
requirements, our analysis highlighted the importance of increasing employee 
awareness around viewing and modifying the data from both business and IT 
departments in order to avoid the misuse of customers’ information. 
Different actions/interactions are recommended in order to ensure appropriate 
employee data competencies. The most important action/interaction is ‘training’, 
such as continuous training in dealing with and implementing data policies as well 
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as data processes and procedures, and includes internal and external training. For 
example, the bank addresses data entry problems by building up a team responsible 
for training the operations and branch managers, as stated by one of the executive 
managers of a data cleansing project: “We have built a training team from the CIF 
Department who are specialists in this field. They trained the operations managers 
and branch managers”. It is also vital to increase employees’ awareness of the 
criticality of data in terms of entering the right information, as well as when 
accessing sensitive material. 
CSF #2: Clear data processes and procedures 
Based on our analysis, clear data processes and procedures ranked second in 
importance as a CSF for data governance. This is not surprising, as the bank 
generally has data policies in place which should be detailed and operationalised 
during activities related to data processes and procedures. Therefore, clear data 
processes and procedures are evenly coded among the five decision domains, apart 
from metadata. This includes all the detailed activities related to data flow, data 
integration, data authorisation processes, data validation, and more.  
The absence of data processes and procedures resulted in doubts relating to trusting 
the data. This is due to different reasons, one of which is knowing that there are no 
clear data processes and procedures, as stated by one interviewee: “When a person 
gets the data, they assume the wrong intention, and the reason for that is that there 
are no clear procedures for the data”. Another reason is missing a part of the data 
processes and procedures, such as data testing. For example, when establishing a 
new product in the bank, the resulting data are not tested enough to have the proper 
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report, as stated by the department responsible for evaluating the result of each 
product in different branches: “our problem is that we start to use data before we 
run the right test on it”. 
Based on our analysis, different actions/interactions are recommended in order to 
achieve effective data processes and procedures in the bank. At the top of these 
actions/interactions is ‘Embedding the data processes and procedures into the 
system’, such as when an interviewee was talking about the processes of attaching 
the right documents: “That would be facilitating the processes itself, when you scan 
or photocopy the customer’s ID and then attach it to his file, it’s expected that the 
fields become embedded in the system”. This includes considering mandatory fields, 
validation methods, and other data flow requirements. Finally, the current processes 
and procedures need to be re-checked and updated, as stated by the Head of 
Alternative Channels: “Also, you will find the manual data processes require re-
checking”. 
CSF #3: Flexible data tools and technologies 
Flexible data tools and technologies consist of all the activities related to dealing 
with software and hardware that affect the data in an organisation, including the 
presentation and storage of data. Flexible data tools and technologies were, 
according to our analysis, coded among all five decision domains. However, the 
majority of the codes were associated with the data life cycle, as it involves 
decisions relevant to the operationalising and processing of the data throughout 
different systems.    
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Our analysis shows a significant impact of flexible data tools and technologies on 
other CSFs, such as data policies, as well as clear data processes and procedures in 
terms of embedding them into the right system with the correct format. This 
includes, for example, making some fields mandatory or having an automated 
validation method. The tools and technologies also involve the implementation of 
data requirements. Therefore, having strong data tools and technologies enables the 
success of other CSFs.  
Having appropriate IT infrastructure and integrated data is recommended to address 
flexible data tools and technologies. This includes setting up advanced technologies 
that enable data integration in order to automate the validation of the data. As stated 
by one interviewee: “Frankly, the solution is that we get more automated tools to 
capture this data. That way, it’s automated or verified from a reliable source”. In 
addition, it is recommended that systems should be thoroughly tested through a 
testing procedure, as well as flexible enough to incorporate future changes. Finally, 
it is important to take into account the privacy and availability of the data while 
integrating internal and external systems.  
CSF #4: Standardised easy-to-follow data policies 
Standardised easy-to-follow data policies play a fundamental role as a CSF for data 
governance. Data policies are short statements that define the high-level guidelines 
and rules necessary for dealing with data. In the context of a CSF, data policies 
should include definition, implementation and monitoring. Our analysis shows that 
standardised easy-to-follow data policies are associated with all five decision 
domains, particularly for data principles. Furthermore, data access is reliant on data 
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policies existing especially for banking data, since banks deal with critical data that 
requires a high degree of privacy. 
Based on our analysis, the absence of data policies for certain data made employees 
uncomfortable about making decisions that relied on these data due to their not 
knowing how the data were processed. Accessing unneeded data affecting privacy 
might also have an effect on business performance. Certain other characteristics of 
having data policies were also suggested by our analysis. For example, data policy 
documents should follow a certain template in order to be understood by all the 
employees who deal with them, as well as keeping the policy statements basic, 
simple and up-to-date to ensure that employees appreciate the value of following 
the guidelines. 
Several actions/interactions are recommended in order to have effective data 
policies in place, which include having a strong, clear, simple, and easy-to-follow 
data policy. However, having a defined data policy is not enough to achieve 
successful data governance. Formulating implementation methods and having them 
in place is highly recommended. For example, as drawn from our analysis, 
embedding data policies into a system is strongly recommended and involves 
having mandatory fields for data entry and a validation method especially for 
sensitive data, such as, in our case, recording the mobile number of the customer 
whereby the customer receives encrypted data via text message. Monitoring 
policies and updating them is another of the essential activities related to this CSF 
that are highly recommended following our analysis. For example, in the context 
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of data policies, the Head of Internet Banking stated: “after that, what you need to 
do is to do a periodic audit on it”. 
CSF #5: Established data roles and responsibilities 
Established data roles and responsibilities should also be considered in the context 
of data governance. It is important to identify the individual(s) responsible for the 
data-related activities in the organisation, such as who defines the policies and 
processes for the data as well as assigning the duties for the actions related to data. 
In addition, from a strategic point of view, established data roles and responsibilities 
include the data governance function in the organisation. Therefore, established 
data roles and responsibilities categories are mainly coded under data principles as 
the decision domain. 
Our analysis shows that the employees in the bank experienced imprecise roles and 
responsibilities that were caused either by the roles being unclear or having unclear 
assignments. This confirms established data roles and responsibilities as a CSF for 
data governance. For example, having good processes in place without clear roles 
and responsibilities leads to mistakes in dealing with data, as stated by one of the 
interviewees: “This dual control process is implemented as written in the 
procedures, but who is the monitor? Who edits these fields? Mistakes happen 
unfortunately on an ad hoc basis”. Therefore, unclear data roles and responsibilities 
has a negative effect on the success of data governance.  
Different actions/interactions are recommended from our analysis, such as setting 
up a committee for data governance as well as identifying data owners. For 
example, it was stated by an interviewee that “there should be a committee so you 
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can formulate this”. It is recommended, therefore, to assign a committee to deal 
with all data governance activities. The Head of the Call Centre also remarked: “So, 
we are the decision-maker in the call centre, what data can be shown?  But at the 
bank level, no, there are different departments for different systems”. This indicates 
the need for a clear definition of data owners. 
CSF #6: Clear inclusive data requirements 
In the context of data governance, data requirements are the needs that are initially 
requested by business of IT with regard to data. Clear inclusive data requirements 
define all aspects of data implementation, such as data flow and integration. Our 
analysis shows that the business owner should initially understand the data 
requirements and then communicate properly with IT in order to explain the data 
needs clearly.  
The largest element of data requirements in our analysis are those associated with 
the data regulations that come from either external regulators, such as the central 
bank or other corresponding banks; for example, one interviewee stated that “we 
got regulations from the central bank enforcing us to make the changes”, or internal 
regulations, such as the Compliance Department at the bank. These regulations are 
considered the main part of the data requirements for data governance due to the 
banking industry being well regulated. In addition, the clear inclusive data 
requirements include how data are used for different types of reports. As stated by 
one of the IT developers, this means “how they want their data to be presented and 
calculated in their way”. Therefore, based on our analysis, the IT Department in the 
bank suffers from a lack of clear data requirements from the business owner of the 
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data, as can be seen from a comment by one of the developers: “I only add what I 
expect I will need in the reports, and what other departments and authorities may 
need, in a way that I think is correct, unless I have clear requirements”. 
There is a clear relationship between clear inclusive data requirements and 
employee data competencies, as understanding the right requirements is considered 
the main action/interaction to address data requirements. This is heavily based on 
employee data competencies. The data owners should also communicate with the 
implementers in a formal and detailed method for each and every data requirement, 
including the data flow as well as mandatory fields and validation methods.  
CSF #7: Focused and tangible data strategies 
Focused and tangible data strategies include planning for data governance in order 
to achieve its goals, as well as the main activities related to considering data as 
assets. Furthermore, the short and long term objectives that relate to data 
governance are included. Therefore, based on our analysis, data strategy categories 
are mainly related to data principles as a decision domain.  
Understanding the importance of the data and considering them as assets confirms 
focused and tangible data strategies as a CSF for data governance. For example, 
one of the team members in the data cleansing project stated that “data cleansing 
is one of the projects considered strategic in the bank”. Our analysis also shows 
that poor planning for the future negatively impacts on data when focused and 
tangible data strategies are absent, as stated in this excerpt: “Also, there was poor 
planning for the future needs, we are talking about 20 years ago”. However, based 
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on our analysis, the bank recently started to consider data as strategic elements, 
which has an influence on the success of data governance.  
In contrast, based on our analysis, considering data as strategic elements is the main 
recommended action for addressing focused and tangible data strategies. Top 
management enforcement should also be taken as an action, as stated by the Head 
of IT Risk: “you need enforcement from top to bottom”. This includes considering 
the assignment of a top committee for data governance. 
2.3.7 Possible interconnectedness of CSFs 
As an outcome of our analysis, the possible interconnectedness of the CSFs is also 
explored. This enables a better understanding of the multiplicity of effects of each 
CSF. The interconnections articulate the existing impact of the absence/presence of 
one of the CSFs on each other. Table 2-19 presents the possible interconnectedness 
between the CSFs. 
For example, ‘employee data competencies’ defines the competency requirements 
for each role, which impacts the CSF relating to ‘established data roles and 
responsibilities’. Therefore, a failure to have employee data competencies may 
cause a failure in establishing data roles and responsibilities. On the other hand, 
‘established data roles and responsibilities’ directly impact all the other CSFs, as 
all the other CSFs are performed within the data governance structure in which 
organised roles and responsibilities are required. Hence, a failure to establish data 
roles and responsibilities directly impacts the performance of the other CSFs.  
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Table 2-19 Possible interconnectedness of CSFs. 
CSF Has an impact on Interconnection 
Employee data 
competencies 
Established data roles and 
responsibilities 
Defines the competency 
requirements for each 
role 
Flexible data tools and 
technologies 
Clear data processes and 
procedures 
Embeds the data 
processes and procedures 
into the systems 
Standardised easy-to-
follow data policies 
Embeds the data policies 
into the systems 
Established data roles 
and responsibilities 
All CSFs 
Defines who does what 
and assigns 
responsibilities for each 
activity 
Clear inclusive data 
requirements 
Flexible data tools and 
technologies 
Drives the required tools 
and technologies for data 
governance 
 
The absence of one of the CSFs not having a direct impact on other CSFs, such as 
‘standardised easy-to-follow data policies’, does not mean that the CSF is of lower 
importance compared with the others. The potential interconnectedness only shows 
the possible impact of the presence or absence of one CSF on another.  
2.3.8 Concluding Remarks and Further Research   
This research has attempted to contribute to the existing knowledge of data 
governance by addressing the CSFs for data governance. This research followed 
the approach of theory building by conducting several semi-structured interviews 
within a single case study organisation. The interviews were transcribed and 
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prepared for analysis by applying open, axial, and selective coding. Seven CSFs for 
data governance have been identified based on our analysis of the case data. These 
CSFs are associated with recommended actions/interactions in order to enable 
organisations to have successful data governance. Possible interconnectedness 
between the CSFs found has also been presented.  
We found that establishing a successful data governance programme requires a high 
level of attention from the stakeholders with regard to employee competencies, as 
well as a need to start by establishing data roles and responsibilities. These two 
CSFs enable the activities around the other CSFs to be established successfully and 
reflect the value of having a successful data governance programme.  
Certain limitations in this research could be addressed in a future study. One of the 
limitations is that this research was based on a single case study, which can only 
show part of the picture. Conducting another case study in a different industry is 
recommended, in order to have a universal model of CSFs for data governance. It 
is also recommended that further research examine the interconnectedness between 
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2.4 Paper 4 
Critical success factors for data governance in 
the telecommunications industry 
 
2.4.1 Abstract  
The objective of this research study is to present the critical success factors (CSFs) 
for data governance. This paper reports on a single case study in a large 
telecommunications service provider in Saudi Arabia. The data are gathered 
through semi-structured interviews that follow the CSF approach and analysed by 
applying open, axial, and selective coding techniques. The findings of this research 
are presented as nine CSFs, which are ranked in order of importance. Based on our 
case analysis, having ‘proper data integration strategies’ was the most important 
factor for data governance.  
2.4.2 Keywords: 





The ability to govern data is playing an increasingly critical role in big organisations 
in order for them to drive business success. A recent study by Nagle and Sammon 
(2017) shows that data governance is, however, a problem area for the majority of 
organisations. The successful implementation of a data governance programme 
would give an organisation a competitive advantage, as well as protecting it from 
incidents that could affect the entity (Hassan & Chindamo, 2017). Data governance 
has the aim of considering data as strategic assets and driving the value of the 
business.   
Although data governance is considered a relatively new and emerging subject 
(Kamioka, Luo, & Tapanainen, 2016; Rasouli, Eshuis, Trienekens, Kusters, & 
Grefen, 2016), several researchers have proposed different data governance models 
(c.f. Khatri & Brown, 2010; Otto, 2011; Panian, 2010; Weber et al., 2009; Wende, 
2007). These researchers help in our understanding of the data governance areas 
and in shaping its boundaries. However, only a limited number of papers have 
examined critical success factors (CSFs) for data governance. This research aims 
to contribute to the body of knowledge by inductively identifying the CSFs for data 
governance, following the approach of building theory from case study research 
proposed by Eisenhardt (1989).  
The remainder of this research paper is organised as follows. Section 2.4.4 
highlights the literature related to data governance, to aid understanding of its 
concepts. Section 2.4.5 outlines the research methodology and explains the research 
approach and data gathering and analysis techniques used. Section 2.4.6 presents 
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the findings and the CSFs identified for data governance, together with detailed 
descriptions, followed by a section on the possible interconnectedness of the CSFs. 
Finally, section 2.4.7 presents the concluding remarks and areas of further research. 
2.4.4 Background to data governance  
Data governance has received much attention in both academic and practitioner 
communities. The concept has been developed over the last ten years whereby data 
are considered as valuable assets and as a strategic function within the 
organisation’s structure and are thus placed under corporate governance (Vayghan 
et al., 2007; Wende, 2007). Data are increasingly being considered as strategic 
resources and organisations seek to have a data governance programme so that 
businesses can generate value from their data assets (Khatri & Brown, 2010).  
Data governance focuses on who holds the decision rights related to data assets in 
an organisation (Khatri & Brown, 2010; Otto, 2011) in order to ensure the quality, 
consistency, usability, security, privacy, and availability of the data (Cohen, 2006; 
Panian, 2010).  
Rau (2004, p. 35) refers to governance as “the way the organization goes about 
ensuring that strategies are set, monitored, and achieved”. Horne (1995) connected 
governance with the optimal use of assets and outlined how data as an asset drives 
the importance of the governance of data within an organisation. The concept of 
data as an asset emerged with a report by the Hawley Committee in 1994, which 
defined data assets as “data that is or should be documented and that has value or 
potential value” (Oppenheim, Stenson, & Wilson, 2003, p. 159). Therefore, the 
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main driver of data governance is the consideration of data as an asset in an 
organisation (Panian, 2010). 
In our recent study (Chapter 2, paper 1), we analysed academic and practitioner 
publications on data governance and proposed a data governance activities model. 
We identified a set of data governance activities that interconnect three main 
constructs: 1) action (plus) 2) area of governance (plus) 3) decision domain. These 














Data roles and 
responsibilities 
Data policies 














Figure 2-16 illustrates the three data governance activities’ constructs, including 
possible values (Chapter 2, paper 1). 
 
From the above model, it can be seen that there are eight areas of governance 
reported in the literature across the five decision domains suggested by Khatri and 
Brown (2010) for which the data governance function should contain decisions 
around defining, implementing, and monitoring in order to ensure a successful data 
governance programme. Our analysis shows a lack of research around data 
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governance, particularly in the implementation and monitoring actions. There is 
more focus in the literature on the defining action (e.g. define data policies for data 
quality), which indicates a somewhat embryonic understanding of data governance 
(Chapter 2, paper 1).  
However, while the activities are considered universal data governance activities 
they can vary from one organisation to another. These can be a guide to 
understanding data governance-related concepts and boundaries, as they are a 
collection of the activities reported in different publications. As a result, we needed 
to understand how governance is actually executed in practice. Therefore, we 
decided to follow an inductive approach to build theory from a case study. In the 
next section, we provide a detailed description of our research approach to building 
theory. 
2.4.5 Research methodology 
The theory building research strategy proposed by Eisenhardt (1989) provides a 
clear process for conducting research that aims to build theories from one or more 
case studies. According to Eisenhardt (1989), the main driver for building theory 
from a case study is when little is known about a phenomenon and, therefore, the 
process does not rely on previous literature or prior empirical evidence. 
Furthermore, interpretive qualitative research is an appropriate research design to 
apply when exploring CSFs using a case study (Koh et al., 2011). Many scholars 
have investigated and explored CSFs in certain IS domains and applied qualitative 
methods using either single case or multiple case study designs (e.g., Butler & 
Fitzgerald, 1999; Guynes & Vanecek, 1996; Sammon & Adam, 2008). 
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2.4.5.1 Case background  
The Saudi Telecom Company (STC) is the leading telecommunications service 
provider in Saudi Arabia and the largest telecom provider in the Middle East and 
North Africa region. It was established on 1998 as the first for-profit 
telecommunications company in the Kingdom. Before that, telecommunications 
services were provided by the Ministry of Communication and Information 
Technology. STC is one of the largest companies listed on the Saudi stock market, 
with authorised capital of SR 20,000 million ($5,333 million). STC provides all the 
telecommunications services, such as landlines, mobiles, internet, and television, 
for the entire country. STC also invests in the telecommunications markets in other 
countries, such as Indonesia, India, and Kuwait.  
We regard STC as an appropriate case for studying a data governance programme 
for various reasons. Firstly, it is the largest telecom company in the region and 
serves all the cities and urban areas in Saudi Arabia. Secondly, it provides a full 
range of telecommunications services, which require different data infrastructures 
as well as mindsets to manage. Thirdly, the company recently established different 
services and bundles targeting each customer by studying the behaviour of the 
customer; this would not have been possible without a proper data governance 
programme. Within our observations during a series of interview sessions, we can 
see that a data governance programme is not fully established across every area of 




2.4.5.2 Data gathering  
The data gathering was guided by the approach outlined by Rockart (1979), who 
suggests conducting separate interviews with executives individually in order to 
identify CSFs. According to Rockart (1979), CSFs are “areas of activity that should 
receive constant and careful attention from management” (p. 85). The CSF 
approach has been widely investigated and used in information systems (IS) 
research and practice over the last three decades (Shah et al., 2007; Tan et al., 2009) 
and remains a valid research method for making sense of a problem by identifying 
potential factors that influence a community of practice (Caralli et al., 2004; Lam, 
2005). 
This research employed semi-structured interviews, which enabled the researchers 
to identify and explore the CSFs for data governance. We developed a data 
collection procedure based on the CSF approach in Rockart (1979) referred to 
above (see also Figure 2-17 below). Fifteen individual interviews were conducted 
at STC with personnel at the managerial level of both business and operation 
departments (see Table 2-20 for a list of the interviewees’ positions and the duration 
of the interviews). These interviews were conducted in two different periods. The 
researchers decided to stop interviewing more people at the point at which 
information started to be repeated and the material collected was sufficiently rich 




Figure 2-17 Data gathering approach.
159 
 
All the interviews began with an introduction to the research objective. Each 
interviewee was then asked to begin talking about the data-related activities in 
his/her department. Then, during the interviews, we identified the CSFs related to 
data governance. In many cases, the interviewer explained the data governance 
programme from the perspective of the five decision domains (c.f. Khatri & Brown, 
2010) to ensure the interviewee shared the meaning of data governance. During the 
interviews, the interviewer attempted to keep the discussion to data-governance-
related topics in order to concentrate the interviews around the research subject. 
Some of the interviews were conducted in Arabic and others in English, depending 


















Core and Messaging Services Solutions Director Operation 60 
Voice and Add-ons Director Business 60 
(1) Network Support Application Manager Operation 45 
(2) Network Support Application Manager Operation 50 
Fault Management Systems Manager Operation 60 
Business Partner -HR   Business 60 
Unified Communication Section Manager Operation 80 
Messaging and Roaming Services Manager Operation 45 
Sales and Support Director Business 60 
Sales Supervisor - Senior Expert Business 40 
Indirect Sales Manager Business 40 
Virtual Sales Director Business 60 
Sales Support Manager Business 40 
Broadband Services Development Manager Operation 80 
Data Mining and Development Manager Operation 60 
Total 15 interviewees 840 minutes 
 
Table 2-21 illustrates the data preparation steps undertaken for the data to be 
analysed. All the interviews were transcribed word-for-word and those conducted 
in Arabic were translated into English by a third party in order to avoid researcher 
bias. The transcripts were then reviewed with the recording in order to supply any 
missing words. Finally, the transcripts that had been translated were reviewed to 
ensure that they were true to the meaning of the original interview. 
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Table 2-21 Data preparation steps for analysis. 










The interviews were listened to and the content transcribed in 
English. There were clear instructions written by the researcher to 
standardise the method for transcribing the interviews. This was 
done by a third party in order to avoid researcher bias. 
Transcribed with 70% accuracy 
Review Researcher 
The researcher listened to the interview recordings again and 
reviewed the transcript word-by-word to add any missing 
vocabulary, as well as changing or correcting phrases in order to 
reflect the meaning when comparing Arabic and English. 
Transcribed with 100% accuracy 
Data cleaning Third party 
The third party re-read the transcripts, proofread them, and 
reorganised them into paragraphs in order to make more sense of 
the data. 
Ready for coding 
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2.4.5.3 Data analysis 
Open, axial, and selective coding techniques described by Strauss and Corbin 
(1990) were adopted in this research in a way that serves the purpose of the research 
objective. Coding is one of the techniques widely used in analysing qualitative data 
in order to build theory from a case study (c.f. Buchwald et al., 2014; Tallon et al., 
2013; Tan et al., 2015). In the following data analysis, there are, as outlined by 
Strauss and Corbin (1990), three types of coding: open, axial, and selective (see 
Table 2-22). These coding techniques are aimed at generating concepts from field 
data (Walsham, 2006). According to Strauss and Corbin (1990, p. 57), coding 
“represents the operations by which data are broken down, conceptualized, and put 
back together in new ways”. 





“The process of breaking down, examining, comparing, 
conceptualizing, and categorizing data” (p. 61). 
Axial coding 
“A set of procedures whereby data are put back together in 
new ways after open coding, by making connections between 
categories. This is done by utilizing a coding paradigm 
involving conditions, context, action/interactional strategies 
and consequence” (p. 96). 
Selective 
coding 
“The process of selecting the core category, systematically 
relating it to other categories, validating those relationships, 
and filling in categories that need further refinement and 




Open coding is a process aimed at identifying the concepts or key ideas that are 
hidden within data that are likely to be related to the phenomenon of interest 
(Bhattacherjee, 2012). Concepts and categories are generated in the open coding 
stage (Glaser, 1992). Strauss and Corbin (1990) state that the concepts that appear 
to be similar are grouped together under a higher-order, more abstract concept 
called a category. 
The second reading of the data is considered during axial coding (Dezdar & 
Sulaiman, 2009), which is performed simultaneously with open coding 
(Bhattacherjee, 2012; Strauss & Corbin, 1990). During this stage, the categories are 
refined in order to be linked in the form of relationships. Strauss and Corbin (1990) 
suggest that, in order to identify the relationships between data, a paradigm model 
should be used that consists of causal conditions, the phenomenon, the context, 
intervening conditions, action/interaction strategies, and consequences. Using this 
model enables the researcher to think systematically about the data in order to relate 
them (Strauss & Corbin, 1990).  
Finally, selective coding begins when researchers identify a potential core category 
(Tan et al., 2015), focusing then on the core categories and related categories that 
emerged during the axial coding. This involves comparing the core categories with 




2.4.5.4 Data analysis coding procedure  
After preparing all the interview transcripts, the data analysis was commenced by 
reading each transcript sentence-by-sentence and following an open coding 
technique. After coding the first two interviews, axial coding was commenced in 
an iterative manner as categories started to emerge (see Figure 2-18). 
 
Figure 2-18 Open, axial, and selective coding iterative process. 
 
The five decision domains identified by Khatri and Brown (2010) (see Table 2-23) 
were used to break the phenomenon down into paradigm models (see Figure 2-19: 
Paradigm model constructs) in order to clarify the relationships between the 
categories that emerged during the open coding analysis. The axial coding 
procedure resulted in five paradigm models that identify the relationships between 
the categories. The researchers were then able to employ selective coding for the 
core categories and validate the concepts that emerged in an iterative manner. The 
core categories are considered later as CSFs for data governance. 
 
 




Table 2-23 Decision domains for data governance (Khatri & Brown, 2010). 
Data principles “Clarifying the role of data as an asset” 
Data quality 
“Establishing the 
requirements of intended 




“content” of data so that 
it is interpretable by the 
users” 
Data life cycle 
“Determining the 
definition, production, 
retention and retirement 
of data” Data access 
“Specifying access 
requirements of data” 
 
 
Figure 2-19 Paradigm model constructs. 
The coding procedure for the 15 interviews resulted in 325 concepts that related to 
data governance. The 325 concepts generated 84 categories. Using the paradigm 
models, the researchers identified the relationships between the 84 categories, 
which enabled the creation of nine core categories during the selective coding 
phase. Figure 2-20 illustrates an example the processes, together with examples of 
the concepts, category relationships, and the core category, namely, ‘Clear, 












Concept #1: Data 
owner defines the 
reporting 
requirements 
Excerpt: “he is looking for a function or a 
feature, not data; they need the report to be 
done a certain way, or data in a certain 
way”. 
Concept #2: Business 
is not defining the 
reporting 
requirements 
Excerpt: “the business is not doing their duty 
the right way. They are not asking for the 
right information”. 
Concept #3: Be very 
specific in the 
requirements 
Excerpt: “the more specific you are in your 
requirements, the more accurate the 
outcome” 
Concept #4: Precise 
data requirements 
Excerpt: “The more accurate you are in your 
requirements, they will implement it 
correctly”. 









Category #1: Data 
reporting 
requirements 
Concept #1: Data 




Business is not 




requirements are a 
causal condition for 
data principles 
Category #2: Clearly 
specify the data 
requirements 
Concept #3: Be very 
specific in the 
requirements  
















Core category #1: 
Clear, inclusive data 
requirements 
Cause: Data reporting requirements 
Actions: Clearly specify the data 
requirements 





From our interviews, and observations made during the interviews, we found that 
STC did not have a well-established data governance programme for all employees 
to follow. However, there are many well-defined activities that can be considered 
as part of a data governance programme, such as having clear data processes and 
procedures within new systems development, as well as respecting roles and 
responsibilities in terms of the data. Thus, the business personnel rely heavily on 
the data provided by the IT department, but there is no opportunity for the business 
personnel to judge the results.  
In the following subsection, a list of the CSFs that emerged from the case study is 
presented, followed by a description of each. We found nine core categories that 
can be considered CSFs for data governance from the perspective of 
telecommunications enterprises.  
2.4.6.1 CSFs for data governance  
This subsection discusses the CSFs for data governance that emerged from our 
analysis of the case study. We found nine interrelated core categories that resulted 
from the selective coding we applied to the paradigm models. These core categories 
and their properties can be considered CSFs for data governance. The following 
descriptions of each of the CSFs are ordered based on a frequency count of the 





CSF 1: Proper data integration strategies 
Having proper data integration strategies as a CSF for data governance was referred 
to by many of the interviewees, so we can argue that this factor plays a critical role 
in the ability of our case (STC) to increase the success of its data governance 
programme. This CSF consists of different elements, including a unified database 
for products and services as well as the overall direction of the data integration. 
Furthermore, of the elements included, many of the interviewees emphasised the 
integration between data quality and the advantages presented to the beneficiaries 
(employees, customers, suppliers, etc.). One of the examples of this is that, in order 
to have medical insurance, an employee should update his/her information on the 
human resource (HR) system correctly. As reported by one of the HR managers, 
“The employee has to update their information every six months or every year or 
whenever they have something new, like degrees, CV, kids, or wife. Wife and kids 
are included in insurance”. 
This CSF emerged due to current practices in terms of the integration between 
services and products within the system infrastructure. This is not only a technical 
issue, but the strategy and direction of the data integration are a problem within 
STC. One of the interviewees summarised the current issue by stating: “We need to 
do something to unify the database of customers, and then we cleanse it. For 
example, let’s talk about the customers’ database. We also have a million databases 
for other things, but talking about the customers’ database, it’s too big and too 
many, with one for cell phone and one for landline, and one for each service”. 
Hence, the issue becomes critical, with the customer database.  
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A number of actions are recommended for accomplishing this CSF, which include 
deciding to make a unique interface that contains all the customer data across the 
company’s products and services. This would enable the company to change 
practice by assigning an account manager for each customer, instead of the current 
approach of assigning an account manager for each customer for each service. In 
addition, data integrity should be integrated with another entity that the person 
doing the data entry or the manager should consider, thus forcing the beneficiary to 
insert relevant data to receive a benefit, such as linking the updating of employee 
data with the insurance offered. Updating and maintaining network data are also 
connected with employees’ key performance indicators (KPIs). 
CSF 2: Employee data competencies 
The employee data competencies factor covers data governance activities that 
involve human activity, as well as employees’ skills and capabilities. The 
competencies of all employees, from senior executives to entry-level workers, are 
important due to their involvement in various data governance activities at various 
points in time. For example, during a discussion on the topic of dealing with 
different types of data, one of the interviewees stated: “We have experts in each 
domain, and in each domain we have specialists for each system”. At the executive 
level, establishing an overall data governance strategy requires top managers to 
have certain competencies. Based on our analysis, such competencies would be 
needed to treat data as a strategic asset. 
Employee data competencies are considered as CSFs due to the direct involvement 
of the employees during the data life cycle, starting with data entry and including 
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data governance activities. For example, within the context of the reasons for not 
having a proper data governance programme, one of the interviewees stated: “but I 
see that the issues mainly come from the human use, not from the systems”. Dealing 
with data entry and data access also requires employees to have a minimum set of 
capabilities and a certain level of awareness in order to handle the organisation’s 
data. For example, the practice of manual data entry depends on a certain level of 
employee capabilities and awareness of data processes and procedures. 
In order to ensure appropriate employee data competencies, the most important 
actions are ‘training’ and ‘awareness’, such as continuous training in dealing with 
and implementing data processes and procedures, and includes internal and external 
training. Many of the interviewees emphasised the need to educate the people who 
are dealing with the data, starting at the data entry level. For example, as stated by 
one interviewee, “As for the solution, I believe the reason for the problem is the 
people, so we need to educate the people”. It is also vital to increase employees’ 
awareness of the criticality of data in terms of entering the right data, as well as 
when accessing and sharing sensitive data. 
CSF 3: Flexible data tools and technologies 
Flexible data tools and technologies were found to be one of the highest reported 
critical factors for governing data successfully. This includes the different elements 
that enable some of the other CSFs to be performed successfully, and, for example, 
the data integration infrastructures that enable the better use of data due to the 
different services provided to each customer. For example, as stated by one of the 
interviewees: “We have fibre, access, mobile, many things. If you work with each 
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and every one, this is not handy, as some of them are very old and you can’t get 
benefit from them”. Hence, data integration is recommended in order to have 
accurate information about each customer across all services. 
Considering the flexible data tools and technologies as CSFs for data governance 
is not surprising in the telecommunications industry. Today, technologies relating 
to telecommunications services are rapidly changing and being updated with more 
innovative features. Hence, telecommunications companies should keep updating 
new services in order to compete in the market. However, frequent updating 
requires flexible tools and technologies, in order to migrate and integrate data 
within different systems.  
Having appropriate IT infrastructure and integrated data are recommended to 
address the need for flexible data tools and technologies. This includes achieving a 
strategy by setting up advanced technologies that enable data integration in order 
to automate the validation of the data. It is also recommended that systems are able 
to deal with live big data to enable the micro-segmentation of customer behaviour 
to support the business need for monitoring customers’ activities, as stated, for 
example, by one of the interviewees: “So always do the micro-segmentation, and 
we can’t do it unless we have a strong data warehouse”. Finally, it is important to 
take into account the privacy and availability of data while integrating internal and 
external systems. 
CSF 4: Clear, inclusive data requirements 
Data requirements play a critical role in any data governance programme and 
include those relating to gathering behaviour, which consists of the use of 
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standardised language and methods for collecting data. This process shapes all the 
business requirements within the data flow and presentation. Our analysis shows 
that many of the interviewees focus on data presentation requirements, including 
analytics. For example, one interviewee reported on the context of data reporting 
as follows: “Sometimes it does not make sense, it gives a wrong reading, but the 
data is correct and it’s just the way of analysing it”. 
Our analysis shows that one of the elements of the data requirements highlighted 
are the communication processes within a project. These processes clarify the data 
requirements so that they can be understood by the implementers and the correct 
implementation of the requirements is followed. As stated by one of the data 
business owners, “The more accurate you are in your requirements, they will 
implement it correctly”. Therefore, from our analysis, we find that there is a clear 
two-way communication procedure embedded into the project management tools 
within the organisation. This enables the requesters (business data owners) to 
ensure that their requirements are communicated well and implemented in the right 
way.  
A number of actions are recommended within the ‘Clear, inclusive data 
requirements’ CSF that are mainly associated with employee knowledge and 
behaviour when establishing new requirements by stating detailed and 
comprehensive conditions related to data storage, structure, and presentation. 
However, in contrast, failing to have clear data requirements opens the door for the 
implementers to substitute any missing instructions in accordance with their scope 
of understanding. As stated by one of the interviewees in the IT sector, they work 
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“According to what we get, and sometimes we got unclear requirements, so if it 
wasn’t explained to us we just implemented it the way we understood it”.  
CSF 5: Clear data processes and procedures 
Clear data processes and procedures are considered one of the CSFs for data 
governance among telecommunications companies. This seems obvious, as the 
nature of telecommunications companies means they deal with a very high volume 
of data coming from different sources. In order to govern these data, a company 
should have clear processes and procedures within the data life cycle stages. 
Having clear data processes and procedures enables the building of trust in data 
quality, as the beneficiaries of the data know exactly how the data are processed. 
For example, one of the interviewees clearly stated that “Whenever you have 
processes to maintain, you will be fine with the data”. 
Embedded data processes and procedures are considered to be the main 
recommended action for this CSF, due to the high volume of data entries and the 
thousands of employees entering the data initially. Hence, these processes and 
procedures should be embedded in the systems to eliminate the possibility of 
entering inaccurate data. For example, as stated by one of the interviewees, “a 
certain process is defined, but it has to be translated into applications, not just on 
paper”. 
CSF 6: Focused and tangible data strategies 
Focused and tangible data strategies include planning for data governance in order 
to achieve its goals, as well as the main activities related to considering data as 
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assets. Furthermore, this includes the short- and long-term objectives that relate to 
data governance. Furthermore, our analysis shows that the return on investment in 
data should be calculated in order to persuade the top managers to consider data as 
assets.  
One of the main causal conditions for requiring this CSF is the practice of not 
considering data as a strategic element, as this indicates that executives do not 
recognise the value of such governance. For example, one interviewee stated that 
“Data governance and data integrity are tools to help reach the right approach, in 
their plan for higher revenues. Their revenues are going up and down and affecting 
the marketing, so they are focusing on this and their least priority is this governance 
part”. 
Some actions are recommended in order to address this CSF include understanding 
the importance of data and considering them as assets. For example, as stated 
directly by one of the interviewees, “Data is the most important thing in any 
organisation and any system”. In addition to the recommended actions is 
calculating the return on investment and considering the consequences of having a 
proper data governance programme. 
CSF 7: Established data roles and responsibilities 
Established data roles and responsibilities should also be considered in the context 
of data governance. It is important to identify the individual(s) responsible for the 
data-related activities in an organisation, such as who should be accountable for the 
data processes and the requirements for the data, as well as assigning duties in 
relation to undertaking actions related to data. From a strategic point of view, 
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establishing data roles and responsibilities is included in the data governance 
function in an organisation, as well as defining who owns the data.  
Our analysis shows that data roles and responsibilities are established within STC 
and we see that many of the interviewees indicate this by mentioning some of the 
roles and responsibilities involved. For example, one of the interviewees who 
benefits from data stated: “From my side, I’m not in the position to judge their way. 
They give me the data and they are responsible for that”. However, although there 
are clear data roles and responsibilities, this does not mean the data are trusted in 
terms of quality. Many of the interviewees argued that the people responsible for 
the data are not doing their job as they should, due to their responsibilities not being 
outlined fully in their job description and associated with their KPIs, particularly in 
the context of the level of the data quality. For example, in the context of data 
quality, one interviewee stated that “The current problem is that when the job 
description is not well established, he doesn’t know what he should do. Currently 
it has only a general statement, which says that you need to do anything related to 
your work”. 
From our analysis, we recommend setting up a committee for data governance, as 
well as identifying data owners. For example, as stated by one interviewee, “the 
suggestion for data governance success is that there should be a data governance 
owner, data owners or a high committee between the business and the IT and people 
who are involved in it should be from different backgrounds, IT and business”. It is 




CSF 8: Accountable data access and availability 
Accountable data access and availability consists of data access privileges, as well 
as data availability at the right time and in the right format. Our analysis shows 
emphasis on this CSF from different interviewees, as a telecommunications 
company deals with sensitive and personal data. Hence, having a policy for data 
access is required to prevent data leakage.  
One of the conditions that causes this CSF to accrue and be considered part of a 
successful data governance programme is the availability of data for the decision 
maker at the right time and in the right format, which enables better decisions. For 
example, when targeting the right customers for promotions relating to current 
services based on their service usage, one of the marketing managers reported the 
following: “When you design promotions or services, they know the targeted 
segment, and know if they are heavy users of the internet, so the designer of the 
services does segmentation”. Therefore, having data available in the right format 
enables marketing activities segmentation.  
Data availability should also be aligned with the data access regulations to prevent 
data leakages. Therefore, as personnel are required to be accountable for and 
safeguard data assets. Additional recommended actions are defining who can access 
the data as well as implementing the right technologies to enable data to be available 





CSF 9: Effective data monitoring and feedback 
Effective data monitoring and feedback consists of data auditing and tracking. In 
order to conduct a data governance programme successfully, data should be 
monitored and audited. Our analysis stresses the need to implement a data auditing 
tool. For example, one of the interviewees within the context of governing data 
reported that “each system in the network has a performance tool connected to it”.  
This CSF is accrued as the feedback from the data monitoring team is used for the 
continuous improvement of data quality. This is important for telecommunications 
enterprises, as they provide and sell data in the form of calls, data, and text 
messages. These services require continuous monitoring and improvement of the 
accuracy of the data concerned, an example of which was provided by one of the 
interviewees, who described “monitoring data, detecting team, a big team with 
authority to monitor data from A to Z and revisit data from time to time in order to 
make it accurate”. 
However, having effective data monitoring and feedback requires certain tools and 
technologies that enable the data to be tracked and auto-auditing activities and 
improvement to be supported, as well as monitoring systems that possess proper 
data. 
2.4.6.2 Possible interconnectedness of CSFs 
As an outcome of our analysis, the possible interconnectedness of the CSFs is also 
explored. This enables a better understanding of the multiplicity of effects of each 
CSF. The interconnections articulate the existing impact of the absence/presence of 
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one of the CSFs on each other. Table 2-25 presents the possible interconnectedness 
between the CSFs. However, the absence of one of the CSFs not having a direct 
impact on other CSFs, such as ‘Proper data integration strategies’, does not mean 
that the CSF is of lower importance compared with the others. The potential 
interconnectedness only shows the possible impact of the presence or absence of 
one CSF on another. 
Table 2-24 Possible interconnectedness of CSFs. 
CSF Has an impact on Interconnection 
Employee data 
competencies 
Established data roles 
and responsibilities 
Defines the competency 
requirements for each role in 
order to perform the other 
CSFs 




Enables the implementation 
of data integration strategies 
Clear data processes 
and procedures 
Embeds the data processes 





Enables the establishment of 
data monitoring and reporting 
tools 
Clear, inclusive data 
requirements 
Flexible data tools and 
technologies 
Defines the data tools and 
technologies required 
Established data roles 
and responsibilities 
All CSFs 
Defines who does what and 






From Table 2-25, it can be seen that the CSF ‘Employee data competencies’ has a 
direct impact on ‘Established data roles and responsibilities’, as each data role and 
responsibility requires certain employee competencies in order to be performed 
successfully. In turn ‘Established data roles and responsibilities’, has a direct 
impact on the other CSFs, as the absence of data roles and responsibilities has a 
direct impact on conducting the other CSFs. Therefore, without paying attention to 
the level of importance of the CSFs reported within our analysis, the actions related 
to the CSF ‘Established data roles and responsibilities’ should be considered the 
first action to be taken in order to perform the other CSFs. 
In addition, ‘Flexible data tools and technologies’ has an impact on three of the 
CSFs, as shown in Table 2-25, due to the governing of data relying heavily on the 
technologies that are involved. For example, ‘Proper data integration strategies’ is 
impacted along with the current tools and technologies, as these strategies need to 
be implemented within the IT infrastructure. Finally, ‘Flexible data tools and 
technologies’ is interconnected with ‘Clear, inclusive data requirements’, as this 
defines the data tools and technologies required within the data governance 
programme.  
2.4.7 Concluding remarks and future research 
This research has attempted to contribute to the knowledge base by identifying 
CSFs for data governance. This research followed a theory building technique by 
conducting several semi-structured interviews guided by the CSF approach within 
a single case study organisation. The interviews were transcribed and prepared for 
analysis by applying open, axial, and selective coding. 
180 
 
Nine CSFs emerged from the single case study: 1) Proper data integration 
strategies; 2) Employee data competencies; 3) Flexible data tools and technologies; 
4) Clear, inclusive data requirements; 5) Clear data processes and procedures; 6) 
Focused and tangible data strategies; 7) Established data roles and responsibilities; 
8) Accountable data access and availability; and 9) Effective data monitoring and 
feedback. 
The CSFs identified above were ordered depending on the frequency count (number 
of associated concepts) reported by the interviewees. We found that ‘Proper data 
integration strategies’ was the highest reported CSF and was referred to by all the 
interviewees, albeit with different emphases, due to the current issue in the 
company related to data integration, particularly customers’ data. Our analysis 
shows that the interviewees associate the success of a data governance programme 
within their organisation with decisions related to data integration initiatives that 
lead to a proper data governance programme. We also found that ‘Employee data 
competencies’ was considered to be one of the highest-ranked critical factors for 
successful data governance. This is not surprising, as employees handle all the other 
factors and activities related to data governance. Therefore, considering employees’ 
competencies, including their skills, training, and awareness, is vital for the success 
of the other CSFs. In addition, we highlighted the possible interconnectedness of 
CSFs, which articulates the existence of an impact of the absence/presence of one 
of the CSFs on each of the others.  
Certain limitations are present in any piece of research. The main limitation of this 
research is that the CSFs reported came from a single case study, which means that 
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they are may not represent an extensive list of CSFs for data governance. The CSFs 
identified may, however, be useful in providing guidelines for those who want to 
conduct a data governance programme within a large telecommunications 
enterprise. Hence, it is recommended that further research examines the CSFs and 
the activities involved within each one in order to better understand the 
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3. Discussion and Conclusion 
3.1 Introduction   
Building on the previous chapters, this chapter combines the results from the two 
case studies to formulate a final list of CSFs for data governance. The final CSFs 
are explained in detail and associated with actions recommended from our analysis. 
The research objective is “to identify the critical success factors for data 
governance that enable organisations to introduce an effective data governance 
programme”. This is achieved by answering the following research questions:  
RQ1: What are the CSFs for data governance? 
RQ2: What are the recommended actions for putting the CSFs for data governance 
into practice? 
This chapter also considers why these factors are critical for data governance and 
the possible interconnectedness of the CSFs, which articulates the impact of the 
absence/presence of one of the CSFs on the others. 
The remainder of this chapter is organised as follows. Section 3.2 presents a 
comparison between the CSFs for data governance identified in each case study and 
includes a final list of the CSFs for data governance that resulted from the both case 
studies. Section 3.3 answers RQ1 by providing a full description of each of the nine 
CSFs identified. This is followed by section 3.4, which aims to answer RQ2 and 
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includes the recommended actions for putting the nine CSFs into practice. Section 
3.5 explores the possible interconnectedness of the various CSFs. Section 3.6 
discusses and compares the actions associated within a data governance programme 
reported in the literature with the CSFs for data governance identified in this 
research study. Section 3.7 presents concluding remarks for the entire research 
study and a summary of the findings. The subsections include the theoretical 
contributions of the research, its practical contributions, limitations and suggestions 
for future research. 
3.2 Comparison between the Case Studies 
In this section, a comparison between the CSFs reported in each case study outlined 
in the previous chapter (Chapter 2, papers 3 and 4) is presented. The first case 
(Alrajhi Bank) identified seven CSFs for data governance, and the second (STC) 
identified nine. When compared, six of the CSFs were identified in both cases: 1) 
Employee data competencies, 2) Clear data processes and procedures, 3) Flexible 
data tools and technologies, 4) Established data roles and responsibilities, 5) Clear, 
inclusive data requirements, and 6) Focused and tangible data strategies. The 
remaining CSFs were identified in one of the cases. These CSFs are as follows: 
from the first case, 7) Standardised easy-to-follow data policies; from the second 
case, 8) Proper data integration strategies, 9) Accountable data access and 
availability, and 10) Effective data monitoring and feedback. 
The difference between the CSFs identified in each case is due to the data maturity 
level and the motivation for having an effective data governance programme within 
each case. For example, in the second case (STC), the top CSF is ‘Proper data 
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integration strategies’, which was not reported by the first case (Alrajhi Bank). As 
explained previously (see Paper 4), there is a clear problem within STC with regard 
to its integration practices of the business data and it requires a strategic direction 
to solve this issue, thereby needing an effective data governance programme. 
Therefore, this was considered the highest CSF prioritised in STC.  
However, the ‘Accountable data access and availability’ CSF reported by the 
second case (STC) can be considered part of the ‘Standardised easy-to-follow data 
policies’ CSF reported in the first case (Alrajhi Bank). This is because there is a 
focus on data policies by Arajhi Bank due to the nature of banking data, which 
includes data access and availability policies. However, in the second case (STC), 
there is no focus on the data policies in general. The focus is only on the data access 
and availability policies and these are not reported very frequently. Therefore, 
within the cross-case analysis, it was decided to include the ‘Accountable data 
access and availability’ CSF within the ‘Standardised easy-to-follow data policies’.  
The final list of CSFs is illustrated in Figure 3-1 and includes nine CSFs for data 
governance. The CSFs in the figure are ranked based on the total number of 
concepts included in each of the CSFs accumulated across both case studies. In 
addition, Figure 3-1 also shows the percentage of each CSF associated with each 
case. For example, for CSF 1: Employee data competencies, 44% of the concepts 




Figure 3-1 The CSFs identified, including the percentage of each CSF in each case 
study. 
 
In general, of the CSFs identified in both cases, it is evident that, the majority of 
the CSFs receive more focus in the first case (Alrajhi Bank). However, two CSFs 
(CSF 8 and CSF 9) are only associated with the second case. Furthermore, CSF 4, 
‘Clear, inclusive data requirements’, has more focus from the second case (STC) in 
comparison with the first (Alrajhi Bank). From our observations during the two 
case studies, the data requirements are clearly identified and have matured in the 
first case (Arajhi Bank) as they are part of their internal regulations.  
In addition, there was a lack of focus on the strategic elements related to data 
governance in the first case (Alrajhi Bank) in comparison with the second (STC). 
It can be seen that the CSF ‘Focused and tangible data strategies’ was ranked as the 

















CSF1: Employee data competencies
CSF2: Flexible data tools and technologies
CSF3: Clear data processes and procedures
CSF4: Clear inclusive data requirements
CSF5: Standardized easy-to-follow data policies
CSF6: Established data roles and responsibilities
CSF7: Focused and tangible data strategies
CSF8: Proper data integration strategies
CSF9: Data monitoring and feedback
First case study: Alrajhi Bank Second case study: STC
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were strong statements by some of the interviewees, the majority did not mention 
any kind of strategic elements needed for governing data. On the other hand, in the 
second case (STC), the majority of the interviewees discussed some of the strategic 
elements related to data governance and, due to considerable focus on the strategic 
elements, ‘Proper data integration strategies’ are considered as an independent CSF 
and ranked as the highest reported CSF.   
Ultimately, we can argue that, from both case study perspectives, the CSFs related 
to employee data competencies and data roles and responsibilities, as well as data 
tools and technologies, are equally important and all receive the same focus. 
However, it can also be argued that the first case (Alrajhi Bank) focuses more on 
the regulations and policies for data governance, whereas the second case (STC) 
has greater focus on the strategic elements of data governance. However, both 
perspectives were driven by current practices and the need to govern data. 
The following section presents a detailed explanation of the nine CSFs for data 
governance identified within the cross-case analysis. As part of the explanations, 
an attempt is made to outline the following: What are the CSFs? Why are they 




3.3 CSFs for Data Governance 
3.3.1 CSF #1: Employee data competencies 
The ‘Employee data competencies’ factor covers data governance activities that 
involve human activity, as well as employees’ skills and capabilities. This factor 
includes the competencies of all employees who are involved in the various data 
governance activities, from senior executives to entry-level workers. Therefore, 
employee data competencies should be identified for each of the established data 
roles and responsibilities, in order for the nominated employee to undertake the task 
successfully.  
The ‘Employee data competencies’ factor is considered the most critical from both 
case studies, due to the involvement of employees in executing all the activities 
required for data governance, as well as the direct impact this has on the other CSFs, 
as it determines an employee’s ability to handle the actions specified. For example, 
establishing an overall data governance strategy requires certain upper-level 
managers to have certain competencies. Such competencies would also be needed 
to treat data as a strategic asset. Furthermore, dealing with data entry and access 
also requires employees to have a minimum set of capabilities and a certain level 
of awareness with regard to handling the organisation’s data. 
In order to ensure appropriate employee data competencies, a number of actions are 
recommended following the analysis. The recommended actions start with defining 
the required skills and competencies for dealing with the data for each data role and 
responsibility. This enables the decision maker to nominate the right person for the 
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right position, as well as facilitating actions related to implementing the required 
competencies. The implementation action is followed by conducting training for 
those employees in relation to the data policies and procedures, as well as increasing 
awareness of the importance of data and considering them as part of the 
organisation’s assets. Finally, in terms of monitoring these actions, it is 
recommended to monitor employee activities and performance regarding data in 
order to plan the right training and encourage awareness. Table 3-1 summarises the 
actions recommended for the three actions (‘define’, ‘implement’, and ‘monitor’) 
required for increasing employee data competencies. 
Table 3-1 Summary of the actions recommended for the ‘Employee data competencies’ 
CSF. 
 
3.3.2 CSF #2: Flexible data tools and technologies 
Flexible data tools and technologies are intended to handle all the technical 
elements within a data governance programme, including software and hardware, 
that enable data processing, storage, integration, and presentation. This CSF also 
includes the different elements that empower other CSFs to be successful through 
embedding them into systems.  
Recommended actions for ‘Employee data competencies’ 
Define 
The required skills and competencies for dealing with the data for 
each role and responsibility. 
Implement 
Education and training for employees in ‘how to deal with data’, as 
well as ‘increasing awareness of the importance of data’. 
Monitor Employee activities and performance when using data. 
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‘Flexible data tools and technologies’ is considered to be one of the highest-
reported CSFs for having a proper data governance programme, as it directly 
impacts the performance of other activities within each CSF, such as enabling the 
embedding of data processes and procedures into the business systems, as well as 
embedding data policies that include monitoring user activities. From our analysis, 
this CSF occurred due to issues that relate to data integration and legacy systems. 
In addition, flexible data tools and technologies are required in order to address data 
entry errors by enforcing the correct data format and values.  
Hence, many of the actions that are recommended from our analysis address CSF 
#2 (see Table 3-2). These actions include defining the data life cycle requirements, 
together with the data format and metadata, to ensure the consistency and 
readability of the data, as well as meeting the technical data integration needs. 
Embedding data processes and procedures is also recommended to eliminate the 
possibility of entering incorrect data, as well as implementing an appropriate 
technical architecture for meeting data integration requirements.  Finally, it is 
recommended to have data tools that monitor data use, data life cycle, and data 
leakage to minimise the chances of data losing value.  
Table 3-2 Summary of the actions recommended for the ‘Flexible data tools and 
technologies’ CSF. 
Actions recommended for ‘Flexible data tools and technologies’ 
Define Data life cycle requirements to do for integration technical needs. 
Implement 
An appropriate technical architecture to meet integration and the data 
life cycle needs. 
Monitor Data life cycle, and data integration. 
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3.3.3 CSF #3: Clear data processes and procedures 
‘Clear data processes and procedures’ is considered as a CSF for data governance, 
particularly in large organisations that deal with a high volume of data. Data 
processes and procedures include all the detailed activities related to data capture, 
retrieval, flow, integration, authorisation processes, validation, and more, which are 
related to the data life cycle through the system and manual procedures.  
The employment of clear data processes and procedures enables the building of 
trust in data quality, as the beneficiaries of the data know exactly how the data are 
processed. However, the absence of data processes and procedures, resulting from 
a lack of data integrity, can cause part of the data processes and procedures to be 
missed, such as data testing. Our analysis also shows that one of the reasons for 
having low data quality is a lack of data processes and procedures for users who 
entering data manually, as well as the validation of the data in the system. 
Hence, in order to address this CSF, some actions are recommended while it is 
employed (see Table 3-3). The actions include defining how the data are captured, 
either manually or from another system, as well as specifying the data retrieval 
processes. In addition, embedding data processes and procedures into the business 
systems is recommended in order to automate data validation and force data entry 
users to enter the right data in the correct format. Furthermore, data processes and 
procedures should be defined by the data owner of each data set in order for this 
definition to be implemented and monitored correctly.  
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Table 3-3 Summary of the actions recommended for the ‘Clear data processes and 
procedures’ CSF. 
 
3.3.4 CSF #4: Clear, inclusive data requirements 
Data requirements play a critical role in any data governance programme; these are 
the requests that are initially made by business to IT with regard to data. Data 
requirements include those relating to the gathering method, which consists of the 
use of standardised language and templates for building business data requirement 
documents. This process shapes all the business requirements within the data flow 
and presentation. It also includes the communication practices between the data 
owners and the systems’ developers.  
The ‘Clear, inclusive data requirements’ CSF accrued due to the need to clarify the 
communication between the data business owner and the systems’ developers with 
related to data needs. The data requirements also impact the implementation actions 
of the other CSFs, as these actions need to be defined in standards and structured 
template, as well as communicated properly with the developers in order to address 
the other CSFs successfully. 
Actions recommended for ‘Clear data processes and procedures’ 
Define Data capture and retrieval processes for all organisational data. 
Implement 
Data capture and automated validation by embedding them into 
business systems. 
Monitor The data flow and data use. 
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Different actions are recommended to address this CSF (see Table 3-4). These 
actions include those associated with employee knowledge and behaviour when 
establishing new requirements, by stating detailed and comprehensive conditions 
related to data storage, structure, and presentation. In many cases, the defining of 
data requirements should also involve data access and availability policies, as well 
as the data life cycle. These elements can be ensured by defining data requirement 
standards and structure templates. Data requirements also need to be tracked and 
monitored by continuous communication between all the parties concerned, in 
order to ensure the correct implementation of the data.  
Table 3-4 Summary of the actions recommended for the ‘Clear, inclusive data 
requirements’ CSF. 
 
3.3.5 CSF #5: Standardised easy-to-follow data policies 
‘Standardised easy-to-follow data policies’ play a fundamental role as a CSF for 
data governance. Data policies are short statements that define the high-level 
guidelines and rules necessary for dealing with data. In the context of data 
governance, data policies include the policies for data regulations, as well as data 
Actions recommended for ‘Clear, inclusive data requirements’ 
Define Data requirement standards and structure template. 
Implement An appropriate data requirement standards template. 
Monitor 




access rights and privacy. In addition, the internal and external regulations for data 
should be addressed within the scope of the data policies. 
Standardised easy-to-follow data policies have accrued as a CSF for data 
governance as, within the data governance context, data are considered assets that 
are required to be treated carefully and safeguarded. This can be achieved by 
considering standardised data policies and by making sure there is no leakage of 
data by allowing access to the data without following well-established data policies.  
Our analysis suggests that different actions are recommended to put this CSF into 
practice (see Table 3-5). The actions include having a strong, clear, simple, and 
easy-to-follow data policy that follows standards that fit the organisation’s needs, 
and a definition of the data regulations, access rights and data privileges. 
Considering the implementation of the data policies by embedding them into the 
business system is also recommended, such as by creating different data access 
policies with different privileges to ensure data are safe and available when needed. 
Finally, internal and external data regulation within data policies are recommended 
to enable the monitoring of data and to ensure compliance with the regulators.  
Table 3-5 Summary of the actions recommended for the ‘Standardised easy-to-follow 
data policies’ CSF. 
 
Actions recommended for ‘Standardised easy-to-follow data policies’ 
Define The data regulations, access rights and privileges. 
Implement The data policies within the business systems. 
Monitor The compliance with external and internal data regulations. 
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3.3.6 CSF #6: Established data roles and responsibilities 
‘Established data roles and responsibilities’ mainly include identifying the 
individual(s) responsible for the data-related activities in the organisation, such as 
who defines the policies and processes for the data, as well as assigning duties 
regarding the actions related to the data. In addition, from a strategic point of view, 
established data roles and responsibilities include the data governance function 
position in the organisation, as well as defining who owns the data.  
Many causal conditions confirm ‘Established data roles and responsibilities’ as a 
CSF for data governance. For example, having good processes in place without 
clear roles and responsibilities leads to mistakes in dealing with data. Imprecise 
roles and responsibilities caused either by the roles being unclear or having unclear 
assignments can also result in an overlapping between the tasks related to data.  
Actions recommended to address the above CSF include defining the data 
governance position and data decision rights by identifying the roles and 
responsibilities for data-related tasks, as well as setting the boundaries and scope of 
the data owners’ responsibilities. It is also recommended that the assignment of 
data-related roles to the appropriate decision areas is implemented, as well as 
ensuring the clarity of the assignments for each of the roles. Table 3-6 summarises 






Table 3-6 Summary of the actions recommended for the ‘Established data roles and 
responsibilities’ CSF. 
 
3.3.7 CSF #7: Focused and tangible data strategies 
The ‘Focused and tangible data strategies’ CSF includes planning for data 
governance in order to achieve its goals, as well as ensuring that the main activities 
related to considering data as assets, including the short- and long-term objectives 
that relate to data governance, are included. Consideration of the return on 
investment in data assets should be part of the data strategy.  
Understanding the importance of data and considering them as assets confirms 
‘Focused and tangible data strategies’ as a CSF for data governance. Hence, the 
governance of the data should drive value for the organisation and a clear return on 
the investment in its data assets. Our analysis also shows that poor planning 
negatively impacts data when focused and tangible data strategies are absent. 
Considering data as strategic elements is the main action recommended for 
addressing focused and tangible data strategies. This can be achieved by defining 
the data value and objectives. Top management enforcement should also be taken 
as an action and includes considering the assignment of a top committee for data 
Recommended actions for ‘Established data roles and responsibilities’ 
Define The data governance position and data decision rights. 
Implement The assignment of data roles to decision areas. 
Monitor The clarity of data responsibilities. 
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governance. In addition, it is recommended to review the return on investment in 
data assets, as well as the value of the data for the organisation, in order to enable 
better decisions related to these assets. Finally, an overall data governance model 
should be implemented to enable strategic data plans to be converted into tactical 
plans. Table 3-7 summarises the actions recommended for the define, implement, 
and monitor actions. 
Table 3-7 Summary of the actions recommended for the ‘Focused and tangible data 
strategies’ CSF. 
 
3.3.8 CSF #8: Proper data integration strategies 
‘Proper data integration strategies’ as a CSF for data governance was the main focus 
of the second case (STC), so we can argue that this factor plays a critical role in the 
ability of this particular case (STC) to increase the success of its data governance 
programme. This CSF consists of different elements, including a unified database 
for products and services and the overall direction of the data integration. 
Furthermore, of the elements included, the integration between data quality and the 
advantages presented to the beneficiaries (employees, customers, suppliers, etc.), 
such as the employee benefit of having health insurance, is linked with accurate 
employee data.  
Actions recommended for ‘Focused and tangible data strategies’ 
Define Data value and objectives.   
Implement The overall data governance model. 
Monitor The value of the data and the return on investment. 
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This CSF emerged due to current practices in terms of the integration between 
services and products within the system infrastructure. This is not only a technical 
issue; the strategy and direction of the data integration are also a problem within 
the second case (STC). As explained in (Chapter 2, paper 4), STC is facing issues 
not only with too many databases, but also databases that are too big, which are 
servicing different products without a proper integration strategy. Hence, the issue 
has become critical, starting particularly with the customer database, and then the 
products and services data.  
A number of actions are recommended for the employment of this CSF (see Table 
3-8), which defining the data integration objectives such as making a unique 
interface that contains all the customer data across the company’s products and 
services. This would enable the company to change practice by assigning an 
account manager for each customer, instead of the current approach of assigning an 
account manager to each customer for each service. In addition, data integrity 
should be integrated with another entity that the person doing the data entry or the 
manager needs to consider, thus forcing the beneficiary to insert relevant data to 
receive a benefit, such as linking the updating of employee data with the insurance 
offered. Furthermore, implementing an appropriate data infrastructure that fulfils 
the data integration strategy needs is recommended. The final recommendation is 
to ensure the value of implementing such infrastructure integration by considering 




Table 3-8 Summary of the actions recommended for the ‘Proper data integration 
strategies’ CSF. 
 
3.3.9 CSF #9: Effective data monitoring and feedback 
Effective data monitoring and feedback consists of data auditing and tracking. In 
order to have a successful data governance programme, data should be monitored 
and audited. Our analysis stresses the need to implement a data auditing tool that is 
included in each implemented system. 
CSF #9 accrued as the feedback from the data monitoring team of the second case 
(STC) is used for the continuous improvement of data quality. This is important for 
telecommunications enterprises, as they provide and sell data in the form of calls, 
data, and text messages. These services require continuous monitoring and 
improvement of the accuracy of the data concerned within the organisation.  
In terms of the actions recommended (see Table 3-9), these include defining the 
key performance indicators (KPIs) for data, as well as having tools and technologies 
that enable data to be tracked. Auto-auditing activities and improvement should be 
supported in order to have effective data monitoring and feedback, and monitoring 
systems should possess proper data. Finally, among the data monitoring tools, data 
Actions recommended for ‘Proper data integration strategies’ 
Define The data integration objectives. 
Implement The data infrastructure to fulfil the data integration needs. 
Monitor The value of data integration. 
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KPIs should be monitored in order to track the data performance effectively across 
all systems.  
Table 3-9 Summary of the actions recommended for the ‘Effective data monitoring and 
feedback’ CSF. 
 
3.4 Summary of the Actions Recommended for the CSFs 
Identified 
From a presentation perspective, we combined the recommended actions into one 
assessment matrix that considers the outcomes of the CSFs that emerged. Table 3-
11 illustrates these actions among the related CSFs and across the three action verbs 
considered: define, implement, and monitor. This matrix can be used as an action- 
oriented CSF template to assess the current practice of the data governance 
programme within an organisation.  
In order to obtain the maximum benefit from this assessment tool, it is 
recommended that the current practice among each of the recommended actions is 
evaluated by identifying the level of that practice. This can be done using one of 
the IS maturity assessment levels, such as Control Objectives for Information and 
Related Technologies (COBIT) (Simonsson, Johnson, & Wijkström, 2007), 
Recommended actions for ‘Effective data monitoring and feedback’ 
Define The key performance indicators (KPIs) for data. 
Implement Data monitoring tools within each business system. 
Monitor The data performance against the KPIs for data. 
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Capability Maturity Model Integration (CMMI) (Team, C.P.D, 2000), or the 
Strategy Alignment Maturity Model (SAMM) (Luftman, 2004). Hence, the scale 
can be translated into different levels, such as: from 0 to 5; or Initial, Committed, 
Established, Improved, and Optimised. Table 3-10 offers examples of maturity 
using the levels in the strategy alignment maturity model (Luftman, 2004) for the 
CSF ‘Clear data processes and procedures’ utilising the recommended actions. 
Each level is represented by a statement that describes the stage of maturity for the 
data processes and procedures in the context of the data governance programme in 
an organisation. These statements should be taken further and certain practices 
developed for each level in order to guide the evaluation process. 
Table 3-10 Illustrative examples of the maturity levels for the CSF 'Clear data processes 
and procedures' 
Maturity level Statement 
Initial The data processes and procedures are not established. 
Committed The capture and retrieval of critical data are defined and there 
is a commitment to put them in place. 
Established The data capture and retrieval processes are well defined for 
all organisational data. 
Improved  The defined data processes and procedures are embedded in 
the business systems.  
Optimised The data flow complies with the defined processes and 




For further research, using one of the maturity models for each of the identified 
CSFs utilising the recommended actions would enable the assessor to question and 
visualise the current practice of data governance, as well as to understand the 
actions that are missing but that should be carried out in order to have an effective 
data governance programme. However, the three actions are not always undertaken 
in sequence; in some cases, some actions are implemented but are not well defined. 
The case of a missing defined action would require more effort from the 
implementers, as they would be implementing something that had not been fully 
defined. 
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Table 3-11 Summary of the actions recommended for the CSFs identified. 
CSF Define Implement Monitor 
Employee data 
competencies 
The required skills and competencies 
for dealing with the data for each 
role and responsibility. 
Education and training for 
employees in ‘how to deal with 
data’, as well as ‘increasing 
awareness of the importance of data’. 
Employee activities and performance 
when using data. 
Flexible data tools and 
technologies 
 
Data life cycle requirements to do for 
integration technical needs. 
An appropriate technical architecture 
to meet integration and the data life 
cycle needs. 
Data life cycle, and data integration. 
Clear data processes and 
procedures 
Data capture and retrieval processes 
for all organisational data. 
Data capture and automated 
validation by embedding them into 
business systems. 
The data flow and data use.  
Clear, inclusive data 
requirements 
Data requirement standards and 
structure template.  
An appropriate data requirement 
standards template.  
The communication between parties 
regarding data requirements 
specification.  
Standardised easy-to-
follow data policies 
The data regulations, access rights 
and privileges. 
The data policies within the business 
systems. 
The compliance with external and 
internal data regulations. 
Established data roles 
and responsibilities 
The data governance position and 
data decision rights. 
The assignment of data roles to 
decision areas. 
The clarity of data responsibilities. 
Focused and tangible 
data strategies 
Data value and objectives.   The overall data governance model. 
The value of the data and the return 
on investment. 
Proper data integration 
strategies 
The data integration objectives. 
The data infrastructure to fulfil the 
data integration needs. 
The value of data integration. 
Effective data 
monitoring and feedback 
The key performance indicators 
(KPIs) for data. 
Data monitoring tools within each 
business system. 
The data performance against the 
KPIs for data. 
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3.5 Possible Interconnectedness of the CSFs Identified 
The possible interconnectedness of the CSFs identified enables better 
understanding of the multiplicity of effects of each CSF. Figure 3-2 illustrates a 
causal map of the possible interconnectedness of the nine CSFs identified as an 
outcome of the within-and cross-case analysis conducted for each of the case 
studies. The relationships in the causal map represent logical links between the 
CSFs that interpret the impact of the presence or absence of one CSF on another. 
However, where a CSF does not have a direct impact on the other CSFs does not 
mean that the CSF is of lower importance compared with the others. Potential 
interconnectedness only shows the possible impact of the presence or absence of 
one CSF on another. 
 




The causal map of the possible interconnectedness of CSFs provides insights for a 
data governance committee to understand the sequence of establishing a data 
governance programme. Although the causal relationships above do not 
demonstrate the importance of one CSF over another, they illustrate the impact of 
the presence or absence of one CSF on another. Hence, utilising the causal map 
(Figure 3-2) suggests a road map for a data governance committee of the sequence 
of areas or actions that should be considered when establishing a data governance 
programme.  
For example, the causal map shows greater interconnectedness of the CSF 
‘Establish data roles and responsibilities with other CSFs’. This suggests 
commencing a data governance programme by establishing the data governance 
structure and introducing the various roles and responsibilities, although this should 
be aligned with identifying the skills required for each. This would encourage other 
interrelated CSFs, such as ‘Clear data processes and procedures’, to be established 
in a more effective manner. In addition, the CSF ‘Flexible data tools and 
technologies’ relies on the CSF ‘Clear inclusive data requirements’, as it drives the 
tools and technologies required for data governance.  
On the other hand, focusing on the CSF 'Clear data processes and procedures' 
without considering the data roles and responsibilities required might suggest a 
difficulty or failure in defining and implementing the data processes and 
procedures, as not establishing data roles and responsibilities leads to uncertainty 
regarding who should define the data processes and procedures, who should 
implement them, and who can modify them. The areas of interconnection are 
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further articulated in Table 3-12, which presents a description of the main areas of 
impact that the absence/presence of one of the CSFs would have on each of the 
others. 
Table 3-12 Areas of interconnection and possible interconnectedness of the nine CSFs 
identified. 
CSF Has an impact on Interconnection 
Employee data 
competencies 
Established data roles 
and responsibilities 
Defines the competency 
requirements of each role. 
Flexible data tools 
and technologies 
Clear data processes and 
procedures 
Embeds the data processes and 
procedures into the systems. 
Standardised easy-to-
follow data policies 
Embeds the data policies into 
the systems. 
Proper data integration 
strategies 
Enables the implementation of 
data integration strategies. 
Effective data monitoring 
and reporting 
Enables the establishment of 






Defines who does what and 
assigns responsibilities for each 
activity. 
Clear inclusive data 
requirements 
Flexible data tools and 
technologies 
Drives the tools and 
technologies required for data 
governance. 
 
From Table 3-12, it can be seen that the ‘Employee data competencies’ CSF has a 
direct impact on ‘Established data roles and responsibilities’, as each data role and 
responsibility requires certain employee competencies in order to be performed 
successfully. This has an impact on ‘Established data roles and responsibilities’, 
209 
 
which has a further direct impact on the all of the other CSFs. Therefore, without 
paying attention to the level of importance of the CSFs reported within our analysis, 
the actions related to the ‘Established data roles and responsibilities’ CSF should 
be considered the first action to be taken in order to guarantee the effective of the 
other CSFs. 
In addition, as shown in Table 3-12, ‘Flexible data tools and technologies’ has an 
impact on four of the CSFs due to the governing of data relying heavily on the 
technologies that are involved. For example, ‘Clear data processes and procedures’ 
is impacted along with the current tools and technologies, as these processes and 
procedures need to be embedded within the business systems as well as along the 
data life cycle. ‘Flexible data tools and technologies’ is also interconnected with 
‘Clear, inclusive data requirements’, as this defines the data tools and technologies 
required within the data governance programme. Finally, in addition to any direct 
interconnectedness, there is another possible form of connectedness between parts 
of each CSF with other parts of other CSFs, which can be presented as the 
interconnectedness between the actions.   
3.6 Comparison with the Literature 
As stated in the introductory chapter (Chapter 1), there is a limited number of 
studies that focus on the critical success factors for data governance. However, there 
are many studies that provide data governance models with a certain focus that can 
be used to understand part of the actions required for having an effective data 
governance programme. Therefore, in this section, as recommended by Eisenhardt 
(1989), an attempt is made to identify and compare similarities and differences, and 
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what has been reported in the literature as the actions or activities required for 
conducting a data governance programme, with the CSFs for data governance that 
emerged from the case studies reported in this research.   
In general, the activities reported for data governance programmes in the literature 
support the CSFs for data governance that were identified from analysing the two 
case studies. However, the level of the strength of the support varies from one CSF 
to another. When comparing the frequency count of the reported activities (see 
Chapter 2, paper 2) for data governance with the level of importance of the 
recommended actions within the CSFs for data governance, it can be seen that there 
is a clear difference in focus and importance. For example, the activities related to 
the area of governance regarding ‘Data roles and responsibilities’ from the literature 
point of view have the highest number of reported activities compared with the 
other areas of governance. On the other hand, from the results of the case studies, 
the ‘Established data roles and responsibilities’ CSF is ranked sixth in importance 
based on the frequency count of the concepts generated during analysis.   
From the case studies analysed, the ‘Employee data competencies’ CSF was the 
most critical success factor for data governance and includes different 
recommended actions. From the literature point of view, however, we can see that 
there is a lack of reported actions related to employee competencies, such as the 
training, awareness, and skills required for each role and responsibility. Of the 
publications analysed (see Chapter 2, paper 2) related to data governance activities, 
none of the publications focused mainly on employee data competencies, although 
some publications report a single sentence recommending conducting part of these 
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activities (such as Cheong and Chang, 2007) within the context of explaining the 
responsibilities of the role of ‘Data Steward’, stating that “They manage user group 
meetings, train and educate data users” (p. 1005).   
Furthermore, the literature reports more ‘define’-related activities for data 
governance, whereas our analysis of the case studies shows a different focus, in 
particular on the implementation-related actions within each CSF. For example, the 
implementation of data processes and procedures is shown in the data governance 
activities model (see Chapter 2, paper 1) as being between medium and low, 
whereas there is a high volume of actions/ interactions, which indicates that 
‘implement’ actions for data processes and procedures emerged from coding the 
interviews across both cases. This argument is also applicable within the area of 
data policies. Hence, it can be argued that, in order to have successful data 
governance, there is a need to focus on the implementation activities of each of the 
CSFs identified. 
To summarise, comparing the CSFs identified for data governance in this research 
with findings in the literature cannot be conducted in full due to the limitation of 
the CSFs reported for data governance in past research. However, the above is an 
attempt to compare the activities reported for data governance that were identified 
inductively (see Chapter 2, paper 1) with the actions that are associated with each 
CSF. We find that there is a high level of similarity in the reported activities, 
particularly those associated with the ‘define’ action, as well as in some of the areas 
of governance, such as ‘Data processes and procedures’ and ‘Data strategies’. 
However, some of the core elements of data governance found, following analysis 
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of the cases studies, are infrequently reported in the literature, such as activities 
related to employee data competencies. This can be taken as an area of research that 
needs further investigation in a different context in order to demonstrate the actions 
required related to employee data competencies. 
In addition, the CSFs presented can be taken further by categorising them around 
different possible categories in order to be more valuable and abstracted, such as 
the categorisation by Lam (2005), in which CSFs are assigned to four areas: 
Business, Organisation, Technology, and Project, Figure 3-3 illustrates an example 
of the categorisation of the identified CSFs following (Lam, 2005) categories. 
Another simple form of categorisation is processes, people, and technology (Fisher, 
2006). Categorisation can also indicate the areas of each CSF or the importance 




Figure 3-3 Categorisation example of the nine CSFs identified. 
 
3.7 Conclusions and Research Implications  
Research in the data governance domain is growing in IS, as is the need for research 
in this area, as more organisations consider data as a valuable asset (Khatri & 
Brown, 2010; Otto, 2015). A review of the data governance literature shows that 
there is a lack of research that explicitly studies the critical success factors for 
governing data and the activities they include. Nevertheless, there is some research 
that contributes to our understanding of data governance through modelling (c.f. 
Khatri & Brown, 2010; Otto, 2011b; Tallon, Ramirez, & Short, 2013). These 
studies reveal some progress in exploring the activities that are required for 
• CSF #6 Established data roles and responsibilities 
• CSF #7 Focused and tangible data strategies
• CSF #8 Proper data integration strategies 
Business
• CSF #3 Clear data processes and procedures
• CSF #4 Clear, inclusive data requirements
• CSF #5 Standardised easy-to-follow data policies 
Organisation
• CSF #2 Flexible data tools and technologies Technology
• CSF #1 Employee data competencies  




governing data. Therefore, it was decided to conduct this research by following the 
research strategy of building theory from case study. 
This research identified the CSFs for data governance inductively by following a 
grounded theory approach to theory building. Three main sources to shape the 
research methodology: 1) The Eisenhardt (1989), approach to building theory from 
a case study. This approach informed the theory-building road map used in this 
research; 2) the Rockart (1979) CSF approach. This approach enabled the 
researcher to follow a data collection procedure within the context of identifying 
the CSFs for data governance; and 3) the Strauss and Corbin (1990), open, axial, 
and selective coding approach. This approach provided detailed explanations of 
how open, axial, and selective coding should be conducted as part of a grounded 
theory approach. Although Strauss and Corbin’s (1990) work formed the 
researcher’s initial of how to operationalise open, axial, and selective coding, there 
was a need to conduct further research in order to clarify the processes and establish 
an easy-to-follow framework for conducting these types of coding. 
This PhD research study is based on a series of papers (see Chapter 2) that provide 
an account of the pursuit of a research objective to identify the CSFs for data 
governance that enable organisations to introduce an effective data governance 
programme. It started with a chapter that introduced the research road map and 
research objective and the research motivation, and provided a summary of each of 
the research components: a literature review, the research methodology, and the 
findings. The introduction also included descriptions of the topics that are not fully 
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served within the series of publications included. For example, there is further 
description of the CSF approach, as well as a definition of data governance.  
After the introduction chapter, four papers are organised in the following order. 
Paper 1 is the literature review chapter and comprehensively reviews the data 
governance literature (academic and practitioner) for the reader to understand the 
data governance activities that are reported in the literature. Paper 1 follows a 
systematic literature review procedure. Paper 2 focuses on the research 
methodology, specifically on the use of open, axial, and selective (OAS) coding. It 
investigates the use of OAS coding techniques and the paper is based on reviewing 
and analysing IS studies that have operationalised the techniques. 
The third and fourth papers report the critical success factors for data governance 
by following an inductive approach aimed at building theory from case study, 
undertaking a CSF approach to data collection and using OAS coding techniques 
to conduct the data analysis. Paper 3 identifies the CSFs for data governance that 
emerged from the first case (Alrajhi Bank). Paper 4 identifies the CSFs for data 
governance that emerged from the second case (Saudi Telecom Company (STC)).  
Drawing on the four papers, this research ends with a discussion and conclusion 
chapter, in which cross-case analysis is conducted in order to arrive at a final list of 
CSFs for data governance. This chapter provides a full description of the CSFs 
identified and presents actions recommended within each CSF. It concludes with 
an action-oriented CSF template to assess the current state of a data governance 
programme within an organisation, therefore, understanding the action undertaken 
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around data governance. The final section presents a comparison of the results of 
this research with the existing literature on data governance.  
The remainder of this conclusions and research implications section highlights the 
research study contributions for researchers and data governance practitioners, then 
draws attention to the research implications for theory and practice. Finally, the 
chapter provides a subsection outlining the research limitations and 
recommendations for future research.  
3.7.1 Research Contributions 
This research study offers a number of contributions to both academia and to 
practice by way of not only what was achieved, but also how this result was 
accomplished. This section offers a summary of the main contributions form this 
research (see Table 3-13), as already explained within the conclusions of each of 
the four papers presented in Chapter 2. In terms of the main contributions to data 
governance research, this research proposed nine CSFs for data governance. The 
nine CSFs identified are as follows: 1) Employee data competencies, 2) Flexible 
data tools and technologies, 3) Clear data processes and procedures, 4) Clear, 
inclusive data requirements, 5) Standardised easy-to-follow data policies, 6) 
Established data roles and responsibilities, 7) Focused and tangible data strategies, 
8) Proper data integration strategies, and 9) Effective data monitoring and feedback.  
In addition to its contributions to data governance research, this study details the 
possible interconnectedness of the CSFs identified and suggests areas impacted by 
the presence/absence of each CSF on the others. This helps to prioritise the 
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implementation of the CSFs in order to have an effective data governance 
programme.   
From the critical success factors identified, this study highlights the recommended 
actions that should be taken to put the CSFs into practice. These actions are mapped 
against three action verbs: ‘define’, ‘implement’, and ‘monitor’. The combining of 
these three actions makes a contribution to practice by producing a data governance 
assessment matrix that can be considered as a template for assessing the current 
practice of the data governance programme within an organisation.   
Furthermore, this study analysed the data governance literature in order to generate 
a data governance activities model based on the actions reported in academic as 
well as practice-oriented publications. This model is intended to help researchers 
understand the activities involved in conducting a data governance programme, as 
well as the priorities for each activity. 
Finally, this study contributes to IS research by providing a coding framework that 
supports the decision-making of novice researchers intending to conduct open, 
axial, and selective coding as part of their qualitative data analysis. This framework 
was achieved by reviewing and analysing previous IS studies that have 
operationalised the OAS coding techniques.  
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Table 3-13 Summary of the contributions of the study. 




Identifies nine CSFs for data governance 
Identifies nine CSFs for data governance by analysing two case studies. 
Recommended actions for each CSF 
Identifies a list of recommended actions for each CSF that emerged from analysing the two case studies and maps 
them against three action verbs: ‘define’, ‘implement’, and ‘monitor’. 
Interconnectedness of the CSFs identified 
Depicts the possible interconnectedness of the CSFs identified by showing the areas impacted by the 
presence/absence of each of the CSFs on the others. 
Data governance activity model 




OAS coding framework 
Investigates the usage of open, axial, and selective (OAS) coding techniques by reviewing and analysing IS studies 
that have operationalised the techniques in order to generate an OAS coding framework. 
Practice 
Data governance assessment matrix 
Provides a template for assessing the current practice around a data governance programme within an organisation. 
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3.7.2 Implications for Theory and Practice 
The contributions outlined in the previous subsection have implications for future 
research, as well as the practitioner community. The CSFs identified for data 
governance should enable researchers to better understand the areas that need to be 
considered when conducting a data governance programme. However, due to the 
CSFs having emerged from case studies, it could be argued that there is an 
opportunity to extend the factors identified by conducting a field study to 
investigate measures that could shape and evaluate the current practice within each 
CSF.  
In addition, as stated previously, this study contributes to data governance research 
by highlighting the possible interconnectedness of the CSFs identified. However, 
in order to have a universal model of CSFs for data governance, it is recommended 
that further research examine the interconnectedness between the factors in order 
to better understand the implications of the presence or absence of each one. This 
would create an opportunity for researchers to test and evaluate propositions that 
can be made by connecting each of the CSFs. For example, one possible research 
route would be to test and evaluate whether the ‘Clear data processes and 
procedures’ CSF has an impact on the employment of ‘Clear, inclusive data 
requirements’. 
Furthermore, in terms of the data governance activity model, as stated in (Chapter 
2, paper 1), the activities reported in the scientific publications focus more on 
‘defining’ activities, whereas practice-oriented publications consider the 
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‘implementation’ and ‘monitoring’ of activities. Therefore, more academic research 
is needed around the ‘implement’ and ‘monitor’ actions in data governance. 
Finally, in terms of practice implications, this study is intended to serve 
practitioners who are working in different data governance roles by enabling them 
to better understand the actions that are recommended to be undertaken in order to 
have an effective data governance programme. The matrix (see Table 3-11) to 
assess the current data governance practices within an organisation, that emerged 
from our case study analysis can be taken further and used as an auditing tool for 
data governance. The assessment matrix includes areas that could be enhanced for 
a specific organisation or industry that would help to shape the full picture of the 
data governance programme within that organisation or industry.  
3.7.3 Limitations and Future Research 
Although this research study endeavoured to achieve the highest levels of 
objectivity, accuracy and validity, the study is not without limitations. Indeed, 
despite the best efforts of scholars, research studies will often be constrained by one 
or more factors, such as time and resources. Any piece of research has limitations. 
This study has several limitations, which can be addressed by future research.  
As this research study was aimed at building theory from case studies, this shows a 
natural limitation, as the results presented specifically reflect the situation of the 
selected cases and show only part of the wider picture. The CSFs identified may, 
however, be useful in providing guidelines for those who want to conduct a data 
governance programme within a large enterprise. Hence, it is recommended that 
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further research examine the CSFs identified and the activities involved within each 
in order to better understand the implementation road map of each factor. 
In addition, the possible interconnectedness of the CSFs identified, which 
articulates the existence of an impact of the presence/absence of every CSF on each, 
requires further investigation and study in order to specify the interconnectedness 
of the actions within each CSF. This can be done by further testing the propositions 
that link the CSFs, as well as the actions included.  
Finally, as shown in (Chapter 2, paper 2), this research provides an OAS coding 
framework and a list of recommendations for novice researchers who intend to use 
open, axial, and selective coding for analysing content. The framework was built 
inductively by reviewing how senior IS scholars have used OAS coding. This 
presents an opportunity for further research to test the framework in different 
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