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In parallel to the growth in bioscience databases, biomedi-
cal publications have increased exponentially in the past
decade. However, the extraction of high-quality informa-
tion from the corpus of scientiﬁc literature has been
hampered by the lack of machine-interpretable content,
despite text-mining advances. To address this, we propose
creating a structured digital table as part of an overall effort
in developing machine-readable, structured digital litera-
ture. In particular, we envision transforming publication
tables into standardized triples using Semantic Web
approaches. We identify three canonical types of tables
(conveying information about properties, networks, and
concept hierarchies) and show how more complex tables
can be built from these basic types. We envision that
authors would create tables initially using the structured
triples for canonical types and then have them visually
rendered for publication, and we present examples for
converting representative tables into triples. Finally, we
discuss how ‘stub’ versions of structured digital tables
could be a useful bridge for connecting together the
literature with databases, allowing the former to more
precisely document the later.
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Introduction
With the advent of high-throughput experimentation, a deluge
of biomedical data of diverse types (e.g. sequences, genes,
proteins, and pathways) has been generated in different
formats (e.g. eXtensible Markup Language (XML), tabular,
and proprietary formats) and stored in numerous public
and private databases. In addition, there is a large bulk of
unstructured data that is deeply buried in the literature (e.g.
journal papers) and as a result, is not readily accessible for
inclusion in additional analyses. Given the tremendous growth
of data in the form of databases and literature, data and text
miningpresentspromiseaswellaschallengesinbioinformatics
and computationalbiology. Forexample,asdescribedinJensen
et al (2006), there is great potential for enabling biological
discoveries by integrating literature and databases. Smith et al
(2007a) demonstrate how to leverage the Semantic Web graph
structure (linking protein identiﬁers between different papers)
to improve information retrieval in the proteomic domain. A
small number of known gold-standard examples were used to
improve supervised exploration of unclassiﬁed documents.
Although database mining has been enhanced by machine-
friendly standards such as minimum information about a
microarray experiment (MIAME) (Brazma et al, 2001) and
MIAPE (Taylor et al, 2007), literature mining has been
hampered by the inability to make use of these standards.
To help reconcile the dichotomy between database mining
and literature mining, the structured digital abstract (SDA)
(Gerstein et al, 2007) has been proposed as a ﬁrst step toward
using a database-like format to ease literature mining. This
proposal has stirred up debate and several discussions in the
scientiﬁc community (Editorial, 2007; Leitner and Valencia,
2008). It suggests that a machine-readable structure is
provided for summarizing the paper. The structured abstract
consists of three main elements:
1. Theﬁrstelementisatranslationtableor‘castofcharacters,’
which lists allnamed biological entities like genes,proteins,
metabolites,andotherobjectsinthearticle,andrelatestheir
human-readable names to precise database identiﬁers.
2. The second element is a list of the main results described
in simple ontologies using a controlled vocabulary—for
example, interactions (‘protein A binds to protein B’),
phenotypes (‘mutation C suppresses deletion D’), and
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3. The third element is standard evidence codes for the main
techniques underlying the results—for example, ‘afﬁnity
puriﬁcation’ or ‘mass spectrometry.’ Variants of experimental
techniques are numerous and the design of such an ontology
is beyond the scope of this proposal, but rather propose the
use of general, high-level terms such as ‘afﬁnity puriﬁcation’
or ‘mass spectrometry’ to describe data acquisition.
FEBS Letters (http://www.elsevier.com/wps/ﬁnd/journal
description.cws_home/506085/description#description), one
of the leading journals for short reports in molecular
biosciences, has recently launched an experiment to add the
SDAasanenhancement toitsarticles (http://www.eurekalert.
org/pub_releases/2008-04/e-ﬂs040208.php).
Although the SDA is being adopted on a pilot basis, this
paper provides a perspective as to how to incrementally
expand the SDA concept to capture data and results presented
in the tabular format. This expansion helps pave the way for a
structured digital literature project where abstracts and tables
are the ﬁrst components of the paper to be digitized. A
prototype version of a structured digital paper including
citations has been described and demonstrated (Shotton et al,
2009). Tables (including those that are exposed to the Web in
HTML format) are very common presentation schemes for
researchers to describe biological entities and their relation-
ships, organize data, summarize experimental results, etc.
They have been a target of text mining (Tengli et al, 2004;
Gatterbauer and Bohunsky, 2006). The accuracy of table
extraction, however, has been limited by the heterogeneity of
table formats. To this end, we will describe how to use the
Semantic Web (Berners-Lee et al, 2001) as a standard way to
express table contents as machine-readable triples.
The Semantic Web (Berners-Lee et al, 2001; Feigenbaum
et al, 2007) transforms the Web into a global database or
knowledge base by providing: (1) globally unique names
through the uniform resource identiﬁers (URIs) (http://
www.w3.org/Addressing/), (2) standard languages including
the resource description framework (RDF) (http://www.w3.
org/TR/REC-rdf-syntax/), RDF schema (RDFS) (http://www.
w3.org/TR/rdf-schema/), and the Web Ontology Language
(OWL)(http://www.w3.org/TR/owl-features/)formodelingdata
and creating ontologies, and (3) a standard query language—
SPARQL (http://www.w3.org/TR/rdf-sparql-query/). There is a
strong interest in exploring the intersection between Semantic
Web and life science data integration (Sagotsky et al, 2008).
TheRDFprovidesatripleformat for representinga statement
that consists ofsubject, property,a n dobject. Each component of
thetripleisidentiﬁedbyaURI.Forexample,thefollowingtriple
(statement) asserts that the ‘Wnt signaling pathway’ (subject)
‘has a participant’ (property) ‘frizzled’ (object).
Subject: http://en.wikipedia.org/wiki/Wnt_signaling_
pathway
Property: http://www.obofoundry.org/ro/#OBO_REL:has_
participant
Object: http://en.wikipedia.org/wiki/Frizzled
Notice in the above example that URLs (subtype of URIs)
are used to locate the subject and object (this is only for
demonstration purposes). The relationship (identiﬁed by a
URI) between the subject and the object is explicitly speciﬁed
as ‘has participant.’As indicated by its URI, this relationship is
deﬁned in the Relation Ontology developed by the Open
Biomedical Ontology Foundry based on community standards
and best practices. There are other triple-based data models.
Among them, the entity-attribute-value (EAV) model has been
used in building biomedical and neuroscience databases
(Nadkarni et al, 1998; Marenco et al, 2003) in circumstances
wherethe numberof attributes (properties or parameters) that
can be used to describe an entity (or object) is potentially very
large, but the number that will actually apply to a given entity
isrelatively modest(i.e. the relationship matrixis sparse). One
of the common examples of EAV modeling is seen with the
clinicalﬁndings(e.g.pasthistory,presentcomplaints,physical
examination, laboratory tests, special investigations, and
diagnoses) that can apply to a patient. Across all specialties
of medicine, these can range in the hundreds of thousands
(with new tests still being developed).The majorityof patients
who visit a doctor, however, have relatively few ﬁndings.
A collection of RDF triples/statements forms a ‘directed
acyclic graph.’ Such a graph can be identiﬁed by a URI. Named
graphs (Carroll et al, 2005) allow provenance (metadata) to be
associated with an entire RDF graph structure by treating the
graph as a subject that can have one or more properties. For
example, the RDF statement above can be treated as an RDF
graph identiﬁed by a URI (g1). Then we can deﬁne a new RDF
statement as follows:
Subject:g 1
Property: http://purl.org/dc/terms/source
Object: http://www.genome.jp/kegg/pathway/hsa/hsa04310.
html
The above statement asserts that the source (which is a
standard term of the Dublin Core Metadata Initiative (http://
dublincore.org/)) of the statement: ‘Wnt_signaling_pathway,
has-participant, frizzled’ comes from KEGG (Kanehisa
and Goto, 2000) that provides information about the Wnt
signaling pathway (http://www.genome.jp/kegg/pathway/
hsa/hsa04310.html).
Several named graph syntaxes have been proposed, which
include TriX (http://www.w3.org/2004/03/trix/), RDF/XML
(http://www.w3.org/TR/rdf-syntax-grammar/), and TriG
(http://www4.wiwiss.fu-berlin.de/bizer/TriG/) that is an
extension of Turtle (http://www.w3.org/TeamSubmission/
turtle/).
To capture richer data semantics to support inferencing and
reasoning, RDFS and the OWL have been used to encode
expressiveontologiesinthelifesciences(Golbreichetal,2006;
Lam et al, 2006; Smith et al, 2007b; Bug et al, 2008). RDFS
provides constructs to deﬁne classes and their subclass
relationships. A resource may be deﬁned as a class (e.g.
protein) that can include other resources (e.g. ‘frizzled’ and
‘ﬁbronectin’)asitsmembers.Asanexampleofclasshierarchy,
Glycoprotein is a subclass of Protein. Most of the RDFS
components are included in the more expressive language
OWL. OWL has the ‘same as’ property that allows a
synonymous relationship to be deﬁned between resources
(e.g. ‘Fz-3,’ ‘hFz3,’ and ‘frizzled 3’). Also, cardinality con-
straints can be applied to properties (e.g. the has_participant
property can have a minimum cardinality of one and a
maximum cardinality of some positive integer). Although
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expressed using the RDF syntax. In other words, an OWL
ontology can be written in the form of RDF triples.
In a scientiﬁc paper, tables are often used to present results
including summarized data and observations obtained from
a study. A table typically consists of the following elements:
(1) a title that provides a brief description of the table, (2)
column headers and values, and (3) an optional caption or
legend giving a more detailed explanation (including annota-
tion) of the table. We generally classify tables into the
following canonical types, as shown in Figure 1A and B.
1. Properties table. This type of table is commonly found in
the biomedical literature. It is used to describe the proper-
ties (or attributes) of a particular type of biological entity
(e.g.geneorprotein).Forexample,agenetablemayconsist
of properties including symbol, name, chromosomal loca-
tion, biological function, and so on. In this case, each row
corresponds to a gene, whereas each column corresponds
to a property.
2. Network table. This represents interactions between biolo-
gical entities, which form a network. Biological networks
constitute an important type of data in the ﬁeld of systems
biology. A network may involve a single type of entity (e.g.
proteins) or two different types of entities (e.g. protein
kinases and substrates). One common representation of a
network is achieved in the form of a matrix table where the
ﬁrst row and column of the matrix are used to indicate the
entities involved, whereas other matrix elements are used
to indicate the degrees of interaction. An alternative table
Example complex table (network + properties) B
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Aa Ab
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Figure 1 (A) Three types of canonical tables. (B) A complex table consisting of network and properties tables. (C) Stub tables: a small one (listing the top 50 rows of
the full table) for reading in paper and a medium one (consisting of 10000 randomly selected rows from the full table) for scripting purposes.
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action, where the third column indicates the degree of
interaction.
3. Hierarchical table. This type of table is an outgrowth of
outline structure. For example, a table may be used to
outline families and subfamilies of genes (e.g. cytochrome
P450 families and its subfamilies).
4. Complex table. This represents an ontological structure
involving complex relationships among different types
of biological entities. In some cases, a complex table
represents a combination of properties, network, and
hierarchical tables.
In addition, an important aspect of structured digital tables
is the concept of a ‘stub’ table, as shown in Figure 1C.
Increasingly, people want to publish extremely large data sets
comprising millions of entries and potentially billions and
even trillions of bytes. These huge tables are often kept in
databases and dealt with separately from publications. This
often causes the precise conclusions and speciﬁc numbers in
publications to become out of sync with what exactly is in the
big data table. Structured digital tables can help bridge this
divide. One can, in a sense, put all of the information in a huge
table into a structured format, very similar to that in the
smaller structured digital tables discussed above with, for
instance, an overall canonical table layout and standardized
columns. Then for the actual publication of a paper one can
have a particular subsampling of this huge table displayed, for
instance the ﬁrst 50 rows or the top 50 entries, in a visually
appealing way. This would allow the publication to serve as a
precise documentation of the actual database data. A second
subsampling of the table is often useful for developing
computer scripts. One can, for instance, have a subsampling
of a randomly chosen 1000 or 10000 rows, which are good for
quickly prototyping scripts that would then run in a long
period of time over a whole table with millions of rows.
A multiplicity of formats has been used to publish tables of
different types. Although these table formats are readable by
humans, they are not readily parseable by machines. To
address this problem, we propose a common machine-read-
able table format for each of the table types shown in Figure 1.
Such a common table format is readable by both humans and
computer. A similar approach called ‘MAGE-TAB’ (Rayner
et al, 2006) has been applied as a canonical table format for
representing and sharing DNA microarray data. To further
enhance machine readability, we convert the common table
format into the triple format for supporting data mining on the
Semantic Web.
Table tripliﬁcation
In this section, we discuss how to transform published tables
into a standard digital format using the Semantic Web. We call
this process ‘table tripliﬁcation.’ To this end, we leverage the
work that has been done in thecontextof translating relational
tables into the Semantic Web format. Various tools such as
triplify (http://triplify.org), D2R Map (http://www4.wiwiss.
fu-berlin.de/bizer/d2rmap/D2Rmap.htm), and FeDeRate
(http://www.w3.org/2007/05/SPARQLfed) have been devel-
oped to convert relational databases into the RDF structure.
At the community level, the RDB2RDF (conversion from
relational database to RDF) (http://www.w3.org/2005/
Incubator/rdb2rdf) is an incubator activity that has been
carried out as part of the World Wide Web Consortium (W3C)
activities. Our approach introduces machine-readable table
formatstowhichpublishedtablesaremapped.Thesecommon
table formats can be implemented using the relational
database technology as well as other technologies including
the XML. Below we describe the steps to convert tables into
Semantic Web triples.
1. Map the published table to the corresponding canonical
table format. There are two scenarios for mapping a
published table to its canonical table counterpart.
a. The mapping is simple in the sense that the published
tableandthecanonicaltablehavethesamestructure(the
column names may differ).
b. The mapping is more complicated in the sense that some
restructuring is reﬂected in the machine-readable table
(e.g. additional columns may be introduced to capture
more semantics needed for tripliﬁcation).
2. Translate the canonical table into triples. How to convert
from the canonical table to triples depends on the types of
the common tables.
a. Properties table. Work has been done to convert a
properties table in the EAV model (Marenco et al,
2003). In this case, each row is mapped to an entity,
each column header is mapped to an attribute, and each
column value is mapped to an attribute value. The EAV
model corresponds naturally to the subject–property–
object triples of RDF.
b. Network table. For converting this type of table into
triples, we create an ‘Interaction’ class with the following
properties: entity1 (holding a value from the ﬁrst
column), entity2 (holding a value from the ﬁrst row),
and interaction value (holding the value of the cell that
entity1 and entity2 intersect).
c. Hierarchical table. The common format of a hierarchical
table consists of columns corresponding to the super
types and subtypes of entities. For example, the ‘families’
and ‘subfamilies’ columns may be used to indicate the
superfamilies and subfamilies of genes in a gene table.
These additional columns are used to automatically
construct the hierarchy of classes to which the resulting
triples belong.
d. Complex table. A complex table is formed based on some
combination of the properties, network, and hierarchical
tables. Although properties, network, and hierarchical
tables can be syntactically converted into triples, the
conversion of complex tables into ontologies needs to be
done semantically. This often involves a manual process.
In other words, the conversion code is table speciﬁc.
3. Use named graph to store provenance and metadata. This is
the last step of table tripliﬁcation in which provenance and
metadata associated with the tables arestoredusing named
graphs. Some representative types of provenance and
metadata include the following:
a. Creator (who created the triples).
b. Creation date (when the triples were obtained).
c. Source (e.g. the source publication containing the table).
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e. Table captions or legends (they serve as a detailed
description and annotation of the table).
f. Summary information (size of the table including
number of rows and number of columns).
g. Table type (e.g. properties table, network hierarchical
table, or complex table).
h. Types of entities represented by the table.
i. Interpretation of nulls—what do missing values really
mean? For example, they may refer unknown or
uncertain values. Their meaning may be speciﬁc to
individual columns.
j. Column-speciﬁc metadata (footnotes):
  Precision—mathematically, it refers to the number of
digits to which a column value may be measured
reliably. It also reﬂects the ability of a measurement to
be reproduced consistently.
  Units of measurement (e.g. mg and mg are units of
mass measurement).
  Footnotes may sometimes be applied to an individual
column value instead of a whole column. This is
particularly true if these individual values represent
outliners or exceptions.
Below we provide a number of examples to illustrate how
different types of tables are tripliﬁed.
Properties table
Table I is an example of a properties table (its canonical table
counterpart has the same structure). This table was obtained
from a study to test whether the yeast gene, MDM20, is
necessary for mitochondrial inheritance and organization of
the actin cytoskeleton (Hermann et al, 1997). It lists the
different yeast strains that were used in the study. The table
has three columns (name, genotype, and source). Each table
row corresponds to a speciﬁc yeast strain. We can apply the
following rules to convert this table into RDF triples:
1. Each row is mapped to a subject
2. Each column header is mapped to a property
3. Each column value (cell) is mapped to a property value
Figure2depictsthemappingprocessandsomeofthemapping
results. For the subject of each triple, we may check to see if it
is an instance of an existing ontology class (represented using
OWL or RDFS). For example, each subject (e.g.‘FY10’) derived
from Table I is an instance of (represented bya dotted line) the
class ‘yeast strain’ in some organism ontology. Although the
column name can be used to name the property, we may want
to map it to some standard property name, if available. The
generated triples represent a RDF graph. To this end, we use
the named graph technique to identify the RDF graph
generated from the table and to store the provenance
information including the title, description (e.g. the table
caption), creator, source (e.g. the paper), and so on. The
properties (e.g. title, description, creator and source) are
derived from the Dublin Core metadata standard (http://
dublincore.org/).
Although Table I can be converted into the canonical form
without restructuring, there are canonical tables that are
created by restructuring the published tables. Figure 3 depicts
howsuchatablerestructuringtakesplace.Thepublishedtable
shown in Figure 3A lists several of the palmitoylated proteins
identiﬁed by two proteomic experiments using the multi-
dimensional protein identiﬁcation technology (MudPIT)
(Martin and Cravatt, 2009). These experiments involve
different numbers of fractionations. In the ﬁrst experiment
(number of fractions¼6), cells treated with the reagent 17-
ODYA (labeled cells) were compared with those treated with
the reagent palmitate (controlled cells). In the second
experiment (number of fractions¼5), the cells labeled with
17-ODYA were compared with those treated with hydroxyla-
mine. The amounts of protein (protein abundance) were
estimated by spectral counting. These spectral counts are listed
under the columns: ‘17-ODYA’ and ‘palmitate’forexperiment 1;
‘17-ODYA’ and ‘hydroxylamine’ for experiment 2. Although the
grouping of columns is shown visually, it needs to be
represented in the canonical table in a machine-readable way.
To this end, additional columns are created in the canonical
table, as shown in Figure 3B, for explicitly describing each
experiment (e.g. experiment ID and number of fractions) and
the experimental results (e.g. label/control reagents used in
each experiment and the spectral counts corresponding to each
protein). In addition, a new column named ‘N-Met-Gly’ is
created to identify proteins that have a consensus myristoyla-
tion site (such proteins are annotated in the published table—
the annotation is described in the table caption). The mappings
betweenthepublishedtableandcanonicaltablearerepresented
by the dotted lines. For converting into triples, the same rules
thatwereappliedinthepreviousexamplecanthenbeappliedto
the canonical table here. The difference is that two named
graphs (one for each experiment) are generated in this case.
Figure 3C shows one of the named graphs.
Table I Yeast strains used in the study by Hermann et al (1997)
Name Genotype* Source
FY10 MATa leu2D1 ura3-52 F Winston
FY22 MATa his3D200 ura3-52 F Winston
GHY1 MATa leu2D1 his3D200 ura3-52 mdm20-1 This study
JSY707 MATa his3D200 ura3-52 tpm1D::HIS3 This study
JSY948 MATa leu2D1/leu2D1 ura3-52/ura3-52 This study
JSY999 MATa leu2D1 his3D200 ura3-52 This study
JSY1065 MATa leu2D1 his3D200 ura3-52 mdm20D::
LEU2
This study
JSY1084 MATa leu2D1 his3D200 ura3-52 tpm1D::HIS3 This study
JSY1138 MATa leu2D1/leu2D1 his3D200/his3D 200
ura3-52/ura3-52 tpm1D::HIS3/+
mdm20D::LEU2/+
This study
JSY1285 MATa leu2D1 his3D200 ura3-52 tpm2D::
HIS3
This study
JSY1340 MATa leu2D1 his3D200 ura3-52 mdm20D::
LEU2
This study
JSY1374 MATa leu2D1/leu2D1 his3D200/his3D200
ura3-52/ura3-52 tpm2D::HIS3/+ mdm20D::
LEU2/+
This study
ABY1249 MATa leu2-3,112 ura3-52 lys2-801 ade2-101
ade3 bem2-10
A Bretscher
IGY4 MATa leu2-3,112 his3D200 ura3-52 lys2-801
ade2 sac6D::LEU2
A Adams
SLY63 MATa leu2-3,112 ura3-52 trp1-1 his6 myo2-66 S Brown
Reproduced with permission r The Journal of Cell Biology.
*All of the GHYand JSY strains used in this study are isogenic to FY10 (Winston
et al, 1995).
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Figure 4 gives an example illustrating how a network table is
converted into triples. Figure 4A depicts a table representing
the interactions between two types of entities: proteins and
neuroreceptor subunits. The ﬁrst column lists the PDZ-
containing proteins, whereas the column headers (columns
two to ﬁve) represent different NMDA receptor subunits.
These are part of the results generated by a study that
investigates the molecular interactions between PDZ domains
ofPSD-95proteinsandCterminiofNMDAreceptorsubunitsin
neuronal synapses (Cui et al, 2007). Such interactions may
have a function in downstream neurotoxic signaling mole-
cules.Figure4Bdepictsasetoftriplesrepresentingaparticular
interaction (between TIP1 and NR2B). An interaction subject
has the following properties: entity1, entity2, and value. In this
case, entity1 and entity2 belong to two different entity types.
The dotted lines show how some of the triples correspond to
the table elements.
Hierarchical table
Figure 5 depicts how a hierarchical table is tripliﬁed into
the corresponding hierarchy. The table lists the caterpiller
subfamiliesofproteinsthathavebeenidentiﬁedtobeinvolved
in inﬂammation (Tschopp et al, 2003). As shown in Figure 5A,
the synonyms column contains multiple types of information:
subfamily names, common protein names, and synonyms.
Such composite information is decomposed into multiple
columns (caterpiller subfamilies, protein, and synonyms)i n
the canonical table, as shown by the dotted lines in Figure 5B.
On the basis of the hierarchically related columns caterpiller
subfamilies and protein (enclosed by a dotted rectangle), the
protein family hierarchy is automatically constructed, as
shown in Figure 5C.
Complex table
Figure 6 depicts how an ontology (which can be viewed as a
set of interrelated triples) is created based on the semantic
relationships between different entities represented in a
complex table. The table shown in Figure 6A captures
information about different types of receptors (in the Type
column), drugs, and drug actions on the receptors. This
complex table is composed of a hierarchical table (receptor
hierarchy), network table (interactions between drugs and
receptors), and properties table (properties related to the
interactions). This table is part of an article that gives a
comprehensive review of different drugs and their different
types of targets including receptors (Imming et al, 2006).
FY10 F Winston
Source
SLY63 S Brown
Source
Yeast strains used in
the study by Hermann et al. 
Named graph
Title
All of the GYH and JSY strains used 
in this study are isogenic to FY10 
(Winston et al, 1995.) 
Description
K Cheung
Creator
MATc leu2Δl
ura3-52
Genotype
Organism
Yeast
Yeast strain
Has-strain
Is-a
Herman et al, J Cell 
Biol 137(1): 141– 153
Source
Entity type
Table type
Table 1
Yeast strain
Properties
table
Ontology
Figure 2 Conversion of Table I into triples contained in a named graph. Source data is available for this ﬁgure at www.nature.com/msb.
Figure 3 (A) A published table featuring a repeated group of columns (experiment 1 and experiment 2; Martin and Cravatt, 2009, reproduced with permission, Nature
Methods r 2009). (B) The corresponding canonical tables featuring some restructure of the published table. For example, two canonical tables are derived from the
single-published tableaccording to the two experiments. As described in the paper, 17-ODYA isthe name ofthe reagent that wasused forlabeling the sample, whereas
palmitate andhydroxylamine are the names of the reagents used for treating the controls, additional columns are created in the canonical table for storing these reagent
names.(C)Triplegraphrepresentationofthe commontable.Noticethatseparatenamedgraphsare deﬁnedfor thecontrolandlabelgroups(of identiﬁedproteins), with
the reagent property associating with each named graph. This approach helps reduce the number of triples (the reagent property does not need to be deﬁned for each
identiﬁed protein). Source data is available for this ﬁgure at www.nature.com/msb.
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Control
group
MudPIT
Experiment 1
MudPIT
Experiment 
Count
Count
Description
Description
CANX
CANX
Calnexin
Calnexin
Named graph
Label
group
Label
reagent
Label
reagent
Label
count
Control
count
Control
reagent
95±11
95±11 11 ± 2
13 ± 6
1 ± 1
2 ± 1
0 ± 0
4 ± 1
11 ± 2
13 ± 6
1 ± 1
2 ± 1
0 ± 0
4 ± 1
68±10
73±13
95±11
68±10
75±13
122 ±30
68±12
25±4
122 ± 30
68 ± 12
25 ± 4
11±2
17-ODYA1
1
Experiment 1
Experiment 
Experiment 
Experiment 1 (n = 6)  Experiment 2 (n = 5) 
Experiment 1 
Experiment 2 
Proteomics
Experiment 
6
No. of fractions
Number
of 
fractions
Is-a
Is-a
Ontology
Protein
Protein
name
Protein description N-
Met-
Gly
CANX
CANX
Calnexin
Calnexin
HLA-A, HLA class |
histocompatibility antigen
Calnexin
HLA class | histocompatibility antigen
HLA class |
histocompatibility antigen
HLA-B,
HLA-C
HLA-A,
HLA-B,
HLA-C
LCK
CANX
HLA-A, HLA-B,
HLA-C
LCK
Y
Y
Proto-oncogene tyrosine-
protein kinase LCK
Proto-oncogene tyrosine-protein kinase LCK
Proto-oncogene tyrosine-
protein kinase LCK
17-ODYA
17-ODYA 17-ODYA
17-ODYA
17-ODYA
17-ODYA
17-ODYA
17-ODYA
Palmitate
Palmitate
Palmitate
Palmitate
Hydroxylamine
Hydroxylamine
Hydroxylamine
Hydroxylamine 2
2
2
1
1
1 6
6
6
5
5
5
Protein name Protein description
*Proteins with a consensus myristoylation site (N-Met-Gly)
Proteins are listed according to highest total spectral counts identified in both experiment 1 and experiment 2, which compare 17-ODYA-labeled
membrane particulate proteomes to palmitic acid-treated and hydroxylamine-treated controls, respectively. Spectral count data represent average
values ± s.e.m.
A
B
C
LCK
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includes two hierarchically related columns: receptor type
and receptor (their mappings to the published table are shown
by the dotted lines). Figure 6C depicts the resulting ontology
thatincludesthereceptorhierarchyaswellastherelationships
between the receptors and drugs (through the drug–receptor
interaction class). As shown in Figure 6C, each oval represents
aclassand eacharrowrepresentsa relationship. Therearetwo
broad types of relationships: is-a relationship and user-deﬁned
relationships. For example,‘GABAA receptors’ is-a ‘G-protein-
coupled-receptors.’ In addition, the class ‘drug–receptor
interaction’ has the following properties: receptor, drug, drug
activity, and source. Unlike the previous table-to-triple
conversions, the ontological conversion here is handcrafted.
Discussion
Although we have given some representative examples
illustrating how to convert different types of tables into triples,
there are other types of tables that are not included in this
paper because of space limitation. For example, Supplemen-
tary Tables are sometimes accompanied with a paper. Unlike
published tables,Supplementary Tables areusually quite large
in size. Converting such large tables into triples requires more
storage and efﬁcient query support.
We have identiﬁed two general approaches to table
tripliﬁcation, namely, syntactic tripliﬁcation and semantic
tripliﬁcation. The former represents a bottom–up approach
with minimal or no input from existing ontologies, whereas
the latter represents a top–down approach featuring use of
available standard ontologies in directing the tripliﬁcation
process. These approaches are not mutually exclusive to each
other. Instead, they are complementary in the sense that the
bottom–upapproachcanserveasastartingpointforachieving
uniﬁcation at the syntactic level, whereas the top–down
approach can be used to implement broad semantic interoper-
ability in an incremental manner. The table shown in Figure 3
can potentially be converted into an experiment-centric
ontology based on existing ontologies such as Ontology for
Biomedical Investigations (OBI) (http://obi-ontology.org/
page/Main_Page) and EXPO (Soldatova and King, 2006). In
addition,thereisagrowingcollectionofbiomedicalontologies
that are developed by different groups based upon standard
guidelines and best practices that are set forth by the ontology
community (e.g. OBO Foundry (Smith et al, 2007b)). Such
ontologies have an important function in the semantic
tripliﬁcation of tables.
To reduce the effort of semantic table triplication, text-
mining techniques may be used to help identify mappings
between table elements and elements of existing ontologies.
For example, there are tools/services available for automati-
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
<Interaction
<Interaction
<Interaction
TIP1-NR2B’
TIP1-NR2B’
TIP1-NR2B’
entity1,
Entity1, type
Protein
Neuroreceptor
subunit
Entity2, type
PDZ domain
construct
DLG1/SAP97d1
DLG1/SAP97d2
DLG2/PSD-93d2
PSD-95d2
PSD-95d1
INADLd8
KIAA 0973
KIAA1634d1
Lim mystique
Lim RIL 1
MAGI-2d5
Outer membrane
MAST2
Syntrophin 1α
Syntrophin 1β
Syntrophin 1γ
NeDLG/SAP102d2
NR2A (Acc.
NP_000824)
NR2B (Acc.
NP_000825)
NR2C (Acc.
NP_000826)
NR2D (Acc.
NP_000827)
entity2,
value, Y>
TIP1>
NR2B>
B
A
TIP1
TIP2
Acc., GenBank accession number, Y, yes (there is an interaction). PSD-95 family members are in bold lettering.
Figure 4 (A)PDZ domain-containing protein andNMDA receptor subunitinteractions (Cui et al,2007, reproduced with permission Journalof Neuroscience r 2007).
(B) A set of triples (triple graph) corresponding to the interaction between TIP1 and NR2B. Source data is available for this ﬁgure at www.nature.com/msb.
Structured digital tables on the Semantic Web
K-H Cheung et al
8 Molecular Systems Biology 2010 & 2010 EMBO and Macmillan Publishers Limitedcally extracting concepts/relationships from text including
tables. Some of these tools (e.g. Open Biomedical Annotator
(Shah et al, 2009) developed by the National Center for
Biomedical Ontology and WikiProtein’s Knowlets (Mons et al,
2008)) can be driven by existing ontologies.
One problem that might be encountered during the
extraction of data from tables is that, for space reasons,
authors often use acronyms to refer to entities (e.g. genes and
proteins) within the tables. In many cases, these acronyms are
deﬁned locally within each publication, which would become
unintelligible outside of the context of the original document.
This problem can be addressed by using algorithms that
expand acronyms that have been deﬁned locally within the
document to their spelled-out variants. For example, the
Schwartz and Hearst algorithm (http://biotext.berkeley.edu/
software.html) could be used for this purpose quite straight-
forwardly. In addition, there are text-mining tools speciﬁcally
developed for processing biomedical literature (e.g. Chilibot
and iHOP (Chen and Sharp, 2004; Good et al, 2006)). These
tools are capable of recognizing acronyms such as gene/pro-
tein symbols. They mayaid in the automatic (semi-automatic)
conversion of published tables into canonical tables.
As more tables are available on the Web in HTML format,
technologies such as RDF attributes (RDFa) (http://
www.w3.org/TR/xhtml-rdfa-primer/) can be used to embed
RDF triples into the existing HTML-formatted tables. Such
embedded triples are invisible to humans, but they are
readable by machines. In addition, tools such as Vispedia
(Chan et al, 2008) have been developed to automatically
identify, query, and integrate table data published in different
Wikipedia articles. Such table extraction tools may be
extended to access tables published in any Web articles in
general.To integrateRDF triples derivedfromtables published
in the same paper or different papers, it is important to make
surethatglobalURIsareusedwheneverpossible.Forexample,
the same protein referenced in different tables should be
identiﬁed by the same URI. Otherwise, synonymous relation-
ships will need to be established, which may create main-
tenance and performance problems. The ‘cast of characters’
(list of canonical names) that is part of the original SDA also
partially addresses the acronym problem. The unique URIs can
beincludedamongthecastofcharactersintheSDA.Inaddition,
thenamedgraphURIidentifyingatablecanbeassociatedwitha
snippet of text describing the table in the paper.
Caterpiller_
subfamilies
Protein Synonyms No_of_LRRs
NALP
subfamily
NALP1 DEFCAP, NAC, 
CARD7
6
NALP
subfamily
NALP2 PYPAF2, NBS1, 
PAN1
12
NOD
subfamily
NOD1 CARD4 11
NOD
subfamily
NOD2 10
IPAF
subfamily
IPAF NOD3, CLAN, 
CARD12
14
IPAF
subfamily
NAIP 14
CIITA 
subfamily
CIITA 4
CATERPILLER
Family
NALP
subfamily
NOD
subfamily
IPAF
subfamily
CIITA
subfamily
NALP1
NALP2
NOD1
NOD2
IPAF
NAIP
CIITA
Is-a
Protein family
hierarchy
A
BC
93 16p13 4 CIITA
CIITA subfamily
92 Expressed in brain, lung, spleen, intestine and liver 5q13.2 14 NAIP
Expressed in colon, kidney, liver, placenta, lung, bone marrow, and 
spleen. Binds and activates caspace-1
2p22.3 14 NOD3, CLAN, CARD12 IPAF
IPAF subfamily
Expressed in PBLs(monocytes) 16q12.1 10 NOD2
42,44 Expressed in heart, skeletal muscle, spleen and ovary 7p14.3 11 CARD4 NOD1
NOD subfamily
* The PYD binds ASC, and overexpression leads to caspase-1 activation 19q13.42 12 PYPAF2, NBS1, PAN1 NALP2
39,40 Expressed in heart, thymus, spleen, kidney, liver, lung, PBLs 17p13.1 6 DEFCAP, NAC, CARD7 NALP1
NALP subfamily
References Function/interaction partners/expression Chromosomal localization No. of LRRs Synonyms
93 Lymphocytes, monocytes, dendritic cells 16p13 4 CIITA
CIITA subfamily
92 5q13.2 14 NAIP
Expressed in colon, kidney, liver, placenta, lung, bone marrow, and 
spleen. Binds and activates caspace-1
2p22.3 14 NOD3, CLAN, CARD12 IPAF
IPAF subfamily
Expressed in PBLs (monocytes) 16q12.1 10 NOD2
42,44 7p14.3 11 CARD4 NOD1
NOD subfamily
* 19q13.42 12 PYPAF2, NBS1, PAN1 NALP2
39,40 Expressed in heart, thymus, spleen, kidney, liver, lung, PBLs 17p13.1 6 DEFCAP, NAC, CARD7 NALP1
References Function/interaction partners/expression Chromosomal localization No. of LRRs Synonyms
Figure 5 (A) A published table listing the caterpiller subfamilies of proteins involved in inﬂammation. (B) A portion of the corresponding canonical tables showing the
two columns (caterpiller subfamilies and protein) extracted from the synonyms column of the published table (Tschopp et al, 2003, reproduced with permission Nat Rev
MolCellBiolr2003). (C)Thehierarchicalgraphstructureofthecaterpillerproteinfamilies/subfamilies.Sourcedataisavailable forthisﬁgureatwww.nature.com/msb.
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provided for the authors to create common tables. Some word
processors (e.g. Word) provide tools for creating tables. It
would be beneﬁcial if these table creation tools can be
extended to support the tripliﬁcation task. Recently, there is
a Microsoft Word ‘add-in’ that supports ontology recognition
(http://ucsdbiolit.codeplex.com/). It allows text to be auto-
maticallytagged with existing ontological terms. These kindof
author-oriented tools should also be helpful to achieving
table tripliﬁcation. In addition, different templates may be
provided for authors to choose to convert the canonical table
into a pretty table format for human readability. One could
imagine readers even choosing to render a set of underlying
triples in alternative visual formats, depending on the
application—in a similar way to how an underlying latex or
XML formatted table can be differently presented depending
on a style sheet.
We would like to point out that although it will be a while
before all tables in papers are laid out in a structured form,
even a small number of structured tables in the literature can
potentially be quite beneﬁcial. They can function as a gold
standard to train and test text-mining engines, which can then
be better used to classify the remaining unstructured parts of
the literature.
Althoughtablesareacommonpartofascientiﬁcpaper,there
are othercomponentsthatcanalsopotentially be tripliﬁed.One
such component is the image. For example, SLIF (Qian and
Murphy, 2008) is a system that identiﬁes panels containing
ﬂuorescence microscope images among ﬁgures in online
journalarticlesasapreludetofurtheranalysisofthesubcellular
patterns in such images. It introduces the use of a type of
probabilistic graphical model, a factor graph, to represent the
structured information about the images in a ﬁgure, and permit
more robust and accurate inference about their types. Such a
factor graph may be represented as an RDF graph.
Anothercomponentisthehypothesis.Biomedicalontologies
such as the SWAN have been developed to represent and
relate hypotheses as part of the scientiﬁc discourse (Ciccarese
et al, 2008). The SWAN ontology has been used in the
context of neurological diseases such as Alzheimer’s disease
(AD). In the SWAN model, a hypothesis contains one or
more claims. Each claim is supported by evidence (e.g.
citations and ﬁndings). A hypothesis has a descriptive title
(e.g. ‘function of intramembraneous a-Beta dimers in AD
pathogenesis’). A claim is expressed in the form of a simple
statement (e.g. ‘a-Beta peptides alter membrane properties’).
These claims/statements can potentially be broken into
related triples.
A
B
C
Receptor type
Receptor hierarchy
is-a
Direct ligand-
gated ion channel
receptors
GABAA
receptors
Barbiturate binding site
agonists
Barbiturate
Benzodiazepine binding
site agonists
Benzodiazepines
NMDA subtype
antagonists
Memantine
140
141
148
155 Pilocarpine Muscarinic receptor
agonists
GABAA
receptors
Glutamate
receptors
Acetylcholine
receptors
Direct ligand-
gated ion channel
receptors
Direct ligand-
gated ion channel
receptors
G-protein-coupled
receptors
G-protein-couped
receptors
GABAA
receptors
Glutamate
receptors
Receptor
Receptor
Acetylcholine
receptors
Drug
Drug
activity
Drug–receptor
interaction
NMDA subtype
antagonists
Source
Source
Paper 148
Drug
Drug
activity
Memantine
Direct ligand-
gated ion channel
receptors
Receptor Drug activity Drug Source
Figure 6 (A) A published table listing different drugs and their activities on different categories of receptors (Imming et al, 2006, reproduced with permission Nat Rev
Drug Discov r 2006). (B) The corresponding canonical table. (C) The ontology graph is created based on the canonical table (the RDF representation of the graph is
available in Supplementary information). Source data is available for this ﬁgure at www.nature.com/msb.
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speciﬁcations and ontologies that have been developed to
describedifferenttypesofexperiments.Forexample,theMIAME
(Brazma et al, 2001) is a standard guideline speciﬁcallydesigned
for describing microarray (transcriptomics) experiments so that
data generated from different microarray experiments can be
reproduced, compared, and integrated more easily. The MGED
ontology has been created based on the MIAME guideline as an
annotation resource for microarray data. Similar data speciﬁca-
tions and ontologies have been developed for other biomedical
domains including proteomics (e.g. MIAPE (Taylor et al, 2007))
and functional genomics (e.g. FuGO (Whetzel et al, 2006)). In
addition to domain-speciﬁc ontologies, domain-independent
ontologies have been proposed to describe scientiﬁc experi-
ments in general. Examples are EXPO (Soldatova and King,
2006) and the OBI. Distilled from these experiment ontologies,
the following concepts/terms can be used to describe experi-
ment-related elements.
  Title of the experiment
  Typeofexperiment:(e.g.high-throughputsequencing,DNA
microarray, proteomics, etc)
  Technology type/platform: (e.g. chip seq, RNA seq, mass
spectrometry)
  Instrument (e.g. oligo spotted array, affymetrix gene chip,
centrifuge)
  Experiment design (e.g. controls, variables, replication)
  Organism (e.g. NCBI taxonomy)
  Biological materials:
(a) Biological source (e.g. cell line, tissue)
(b) Sample extracted from the source. The following
sample descriptors may apply: (eukaryote prokaryote) sex,
age, developmental stage, organism part (tissue), cell type,
animal/plant strain or line, genetic variation (e.g. gene
knockout, transgenic variation), individual genetic char-
acteristics (e.g. disease alleles, polymorphisms), disease
state or normal
(c) Sample extraction/separation method (e.g. none,
trimming, microdissections, ﬂuorescence-activated cell
sorting (FACS))
  Sample treatment:
(a) Growth conditions
(b) In vivo treatment (e.g. organism or individual treat-
ments)
(c) In vitro treatment (e.g. cell culture conditions)
(d) Treatment type (e.g. small molecule, heat shock, cold
shock, food deprivation)
(e) Compound
  Experiment protocol for conducting the experiment
  Data protocol:
(a) Data pre-processing (e.g. normalization)
(b) Data analysis (e.g. principal components analysis
dimensionality reduction, mean calculation)
Recently, there have been several technological developments
that can help push the Semantic Web to a new level of data
interoperability. Among these developments, linked data
(http://linkeddata.org/) is a method of exposing, sharing,
and connecting data via dereferenceable HTTP URIs on the
Semantic Web. A dereferenceable HTTP URI serves as both an
identiﬁer and a locator. The key idea is that useful information
should be provided to data consumers when its URI is
dereferenced. For example, useful information about a protein
(e.g. amino-acid sequence and 3D structure) should be
provided by dereferencing the URI of the protein. Using the
linked data approach, not only do data providers make their
data available in the form of RDF graphs (table triples), but
data linkers can also create new RDF graphs that consist of
links between independently generated RDF graphs provided
by different sources. Examples of linked data (e.g. DBpedia
(http://dbpedia.org/)) are listed on linking open data (http://
linkeddata.org/).
Last but not least, publishing on the Semantic Web requires
a community effort. Efforts such as the Semantic Web for
Health Care and Life Sciences Interest Group (http://
www.w3.org/2001/sw/hcls/) and the National Center for
Biomedical Ontologies (http://bioontology.org/) have impor-
tant functions in advocating/promoting the use of standard
technologies in scientiﬁc data sharing. In addition, major data
providers (e.g. NCBI and EBI) and publishers (e.g. Nature
Publishing Group, Science Magazine, and Elsevier) need to
work together to come up with ways to bridge the digital gap
between databases and literature.
Conclusion
Our paper envisions the need to create an information
infrastructure that allows a gradual shift from the current
purely human-oriented reading of content to the one that
enables some machine-based interpretation. As part of this
transition, we seek ways to digitize/triplify legacy data that
have been presented in the form of human-readable tables.
Another part of the transition is that triples will be
automatically produced by using advanced editing tools as
part of the paper-writing process in the future paradigm of
semantic publishing.
We have presented approaches to turning human-readable
tables published in the literature into structured digital tables
published on the Semantic Web (in the form of machine-
readable triples). Such machine-readable tables (produced by
individual authors/curators/editors) can be automatically/
semantically linked to each other and then can be mined by
programs developed by other researchers (possibly in some
other discipline). Below are several use cases of globally
linking structured digital tables on the Semantic Web.
  Annotation. Therearetablesproviding curatedannotations
of biological entities such as genes and proteins. By
combining these annotation tables containing the same
entities, we can acquire more complete annotation for these
entities.
  Network analysis. Tables representing biological networks
(e.g. gene and protein networks) can be combined to form
more comprehensive networks for increasing the power of
network analysis.
  Integrative mining based on combining different types of
data. A large number of data-mining approaches have been
developed based on integration of different types of data.
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shown in Figure 4 can potentially be linked to the table
(drug–receptor interactions) shown in Figure 6. By linking
these two tables obtained from separate studies, we can get
more comprehensive information (drug activities and
protein interactions) about the NMDA receptor (glutamate
receptor). Someone may develop tools to mine such
integrated information to discover more drug targets
because the proteins interacting with the receptor may also
be drug targets.
These use cases demonstrate that the creation of a social
networking environment fostering collaborations that would
otherwise not have been possible. Table tripliﬁcation on the
Semantic Web makes scientiﬁc publishing more intelligent,
collaborative, and collective. Although tables are the main
discussion in this paper, other components including ﬁgures,
hypotheses,andexperimentscanpotentiallybetripliﬁedalong
the journey toward a structured digital literature. There has
been some progress in standardizing digital ﬁgures (Ahmed
et al, 2009; Chen and Murphy, 2009), and we imagine the next
components of a paper to be readily standardized would be
equations and then the methods.
Supplementary information
Supplementary information is available at the Molecular
Systems Biology website (http://www.nature.com/msb).
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