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Over the past several years, many big data statistical methods have been established rapidly. 
Currently, machine learning is a popular method of analyzing big data in various domains, and 
many researchers have shown interest in its remarkable prediction capability. Although 
forecasting by machine learning is extremely useful in practice, obtaining reasonable 
interpretations is also important, especially in social science. This could be a reason for why it is 
challenging to apply machine learning to social science research. The complexity of machine 
learning algorithms and models is termed the “black box” problem. Some machine-learning 
researchers have discussed the interpretability of machine learning, helping develop methods for 
obtaining better interpretations from complicated models. However, some studies have addressed 
bona fide social science problems; therefore, it is important that we realize the essential difference 
between social science and machine learning methods, similar to the difference between model- 
and data-driven research, when using the machine learning algorithm. 
The purpose of this study is to reconsider a traditional social science method and its 
relationship with machine learning by examining the nonlinear measurement model as a mental 
process in marketing and consumer behavior research. When measuring consumer behavior, 
many researchers prefer linear models to nonlinear ones. Although linear models can provide easy 
interpretations, they sometimes lead to misinterpretations. Therefore, we focus on the validity of 
nonlinear estimations and interpretations in the mental process of consumer evaluation and 
perception to apply nonlinear measurement models and neural networks. This thesis intends to 






I am grateful for the opportunity to study Bayesian statistics and machine learning in the seminars 
conducted by Profs. Nobuhiko Terui and Tsukasa Ishigaki. These courses were extremely 
educative, and helped me strengthen my skills and grow personally. I am also thankful to Profs. 
Hiroaki Chigira and Yoshimasa Uematsu for teaching me the essential and advanced topics of 
econometrics and statistics, when I worked together with them. Additionally, I extend my sincere 
gratitude to Prof. Akito Nakamura (The University of Nagano) for his support and supervisory 
role from my undergraduate days at Fukushima University. 
I would like to express my profound gratitude to my family and Ms. Ding Ningyuan for 
providing me with unfailing support. I owe this special life to my parents and two wonderful 
brothers. A special note of thanks to Ms. Ding, a graduate of our lab, for changing my life and 
helping me overcome various difficulties encountered during this doctoral course. There are not 
enough words to express how much I admire them. They inspire me to follow their footsteps and 
positively influence the lives of others. 
 
Toshikuni Sato 












This thesis consists of three chapters and the references are provided at the end of the paper. The 
figures, tables, and necessary appendices are placed at the end of each chapter. 
Chapter 1 deals with a threshold measurement model based on the prospect theory and zone 
of tolerance using the SERVQUAL scale to measure latent perceived service quality. The concept 
of zone of tolerance is one in which customers are willing to accept service discrepancies within 
a certain standard. The discussion focuses on the three stages of the consumers’ mental state and 
how they relate to observable perceived service quality. It then proposes a model that employs a 
threshold specification representing the acceptable limits as a zone of tolerance. Because the value 
function in prospect theory describes human perception as dependent on the evaluation of 
difference rather than on absolute magnitudes, the proposed model also integrates asymmetric 
and nonlinear properties. Empirical analysis was achieved using the data collected from several 
different service sectors, and the proposal model showed better performance when compared to 
other competitive models. The results also provide an insight into the asymmetric and nonlinear 
latent structures of consumers’ perceived service quality. Three different consumer segments were 
obtained by clustering estimated thresholds and factor scores. 
Chapter 2 refines a method to evaluate the construct validity for a nonlinear measurement 
model. Construct validation is required when applying measurement and structural equation 
models to measurement data from consumers and related social science research. However, 
previous studies have not sufficiently discussed nonlinear measurement models and their 
construct validation. This study focuses on convergent and discriminant validation as important 
processes to check whether the estimated latent variables represent defined constructs. To assess 
the convergent and discriminant validity of a nonlinear measurement model, previous methods 
were extended and new indices were investigated through simulation studies. Empirical analysis 
shows that a nonlinear measurement model is better than a linear model in both fitting and validity. 
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Moreover, a new concept of construct validation is discussed for future research. It considers the 
interpretability of machine learning (e.g., neural networks) because construct validation plays an 
important role in interpreting latent variables. 
Chapter 3 discusses interpretable neural networks for marketing and consumer behavior 
research using customer reviews instead of a measurement scale to investigate a better 
understanding of the customer’s experience. Customer ratings of service attributes are also used 
to determine overall customer satisfaction to comparing the customer experience and the service 
performance. Although many researchers have been interested in the effect of word-of-mouth 
reviews and its practical applications, the detailed contents of those reviews have been 
disregarded in many previous studies. One possible reason is the considerable amount of data that 
includes many individuals and massive volumes of textual data. To solve this problem, this study 
proposes some useful neural network methods that can make it possible to specify the expected 
assumptions based on previous knowledge or theories in consumer behavior research. Because 
neural networks also help estimate the nonlinear relationship between objective and predictive 
variables, a partial dependence plot is used to visualize the estimated functions and marginal 
effects. Empirical results not only provide a highly accurate neural network model but also 
provide better marketing implications. 
 
 





Chapter 1  




The method of measuring service quality is an essential topic in management because the 
perceived service quality influences customer satisfaction in consumer behaviors (Cronin et al. 
2000). If managers or marketers can obtain quality understanding of their consumers’ perceived 
service quality, then the company can compare their position with its competitors. In the field of 
marketing, the SERVQUAL model (Parasuraman et al. 1985, 1988) is a primary method that 
utilizes measurement scale to measure the perceived service quality. Although there are many 
theoretical and statistical issues in the SERVQUAL scale, it fundamentally contributes to the 
existing service quality models (e.g., Cronin & Taylor 1992, Rust & Oliver 1994, Brady & Cronin 
2001, Brady et al. 2002, Kang & James 2004).  
The perceived service quality in SERVQUAL is defined as a discrepancy between 
expectations and perceived performances; therefore, the measurement scale of SERVQUAL is 
called the “difference score”. Utilizing the difference score to measure perceived service quality 
is one of the issues in SERVQUAL, and the discussions have been ongoing for quite some time 
(e.g., Cronin & Taylor 1992; 1994, Parasuraman et al. 1994a; 1994b, Brady et al. 2002, Carrillat 
et al. 2007). Nearly all previous discussions regarding the issue of difference score have implicitly 
assumed linearity when observing the perceived service quality. Hence, the SERVQUAL model 
and other models are also defined within the linear measurement model based on the simple 
Classical Test Theory (CTT) (Traub 1997; Novick 1966; Lewis 2007). 




In contrast, the prospect theory represents human judgments and perceptions as attuned to 
the evaluation of changes or differences, rather than absolute magnitudes (Kahneman & Tversky 
1979, p.277), and defines value function with nonlinearity and asymmetry properties (Kahneman 
& Tversky 1979, p.279). Moreover, consumers may approve of the differences because they have 
a “zone of tolerance,” defined as the extent to which customers recognize and are willing to accept 
the service discrepancies (Zeithaml et al. 1993, p.6). Because previous studies have not 
sufficiently discussed the relationship between these topics and the measurement models, it is 
necessary to address in the nonlinear mental process for perceived service quality evaluations.  
In this study, we discuss the functional form of the measurement model for observable 
perceived service quality, and reconsider the practical applications of the SERVQUAL model with 
difference score. Section 1.2 summarizes related literatures; section 1.3 introduces several 
extended SEVQUAL models. Section 1.4 presents the empirical results using the data from 
several service industries. Finally, the results from proposed models and future scope are 
discussed in section 1.5. 
 
 
1.2. Related Literature 
1.2.1. SERVQUAL Model 
Service quality has different characteristics when compared with the quality of goods. The three 
basic characteristics of service quality are: intangibility, heterogeneity, and inseparability 
(Parasuraman et al. 1985, p.42; 1988, p.13). These characteristics make it difficult to measure 
service quality, thus inspiring many researchers to conceptualize a plethora of service quality 
models (e.g., Wolfinbarger & Gilly 2003; Parasuraman et al. 2005; Kang 2006; Lin & Hsieh 2011; 
Orel & Kara 2014; Blut 2016). The SERVQUAL method, which was developed in line with the 
expectation disconfirmation theory (Oliver 1980), is the first attempt to overcome these 
difficulties; Martínez & Martínez (2010) summarize the other representative service quality 




models (see also Grönroos 1984, Cronin & Taylor 1992, McDougall & Levesque 1995, Rust & 
Oliver 1994, Dabholkar et al. 1996, Brady & Cronin 2001; Kang & James 2004). 
The SERVQUAL scale constitutes 22 questionnaires for each expectation and actual 
perception. Difference score is then calculated by subtracting the expectation score from the 
perception score. The SERVQUAL model identified as a factor analysis model with five 
dimensions (Figure 1.1). Although Parasuraman et al. (1993, 1994a, 1994b) confirm the validity 
of the SERVQUAL scale and model, the issues in this method have been widely discussed among 
many researchers (e.g., Babakus & Boller 1992; Cronin & Taylor 1992, 1994; Brown et al. 1993; 
Peter et al. 1993; Carman 1990; Prakash 1984). Next section briefly divides these issues into two 
parts, and suggests additional problems.  
 
Figure 1.1: SERVQUAL model 
 
1.2.2. Issues in SERVQUAL 
The first issue is the measurement of service expectations. Based on the expectation 
disconfirmation theory and the assumption that consumers evaluate service quality depends on 
their subjectivity, Parasuraman et al. (1986) define perceived service quality as being result of a 
comparison between consumer expectation and the actual service performance. However, the 
difference score makes it difficult to specify the dissimilarities between service quality and 
satisfaction (Cronin & Taylor 1992), and results in a reduction of the reliability coefficient 
(Prakash 1984, Peter et al. 1993). 
The second issue is the instability of dimensions. Although a factor analysis model requires 
original dimensions when the measurement scales being used, the SERVQUAL model with the 
difference score often provides different dimensions from the original five (Babakus & Boller 
1992; Cronin & Taylor 1992,1994). This issue implies that the construct validity, such as the 
convergent and discriminant validity of SERVQUAL, is not sufficient. Therefore, Cronin and 




Taylor (1992; 1994) recommend a performance-only measurement, i.e., SERVQUAL scale 
without the expectation score, because the SERVPERF model is specified by a one-factor model 
with this measurement and reports better results when compared with the difference score (Cronin 
& Taylor 1992; 1994).  
 
1.2.3. Nonlinearity and Zone of Tolerance 
Few researchers discuss the nonlinear and asymmetric properties of perceived service quality. 
Based on the context of prospect theory, Mittal et al. (1998) examine the nonlinear effects of 
attribute-level performance on the overall satisfaction for services and products. They mention 
the possibility that the relationship between SERVQUAL dimensions and the overall quality is 
nonlinear and asymmetric (Mittal et al. 1998, p.34). Sivakumar et al. (2014) discuss the theoretical 
application of the prospect theory regarding the perceived service quality with expectations. They 
define service failure and delight as, service performances that fall below expectations and exceed 
expectations, respectively (Sivakumar et al. 2014, p.41) This is in line with expectation 
disconfirmation theory proposed by Parasuraman et al. (1985, p.48; 1988). 
According to the prospect theory, the mental process of service failure and delight 
communicate the value function of the observable perceived service quality. The function is 
defined as concave for service delights and convex for service failures; the impact of service 
failures is more than that of service delights (Sivakumar et al. 2014; Kahaneman & Tversky 1979). 
Moreover, Zeithaml et al. (1993) and Parasuraman et al (1993) discuss the zone of tolerance. It is 
defined as a mental space between the adequate and desired service, which is the standard of 
services that the customer will accept and hopes to receive. The zone of tolerance indicates that a 
consumer’s mental space of perceived service quality has thresholds where they are wiling to 
accept the discrepancy. Although Teas (1993) proposed a modified SERVQUAL scale, 
comprising the measurement of ideal points corresponding to the thresholds, it would also be 
impactful to consider specifying the zone of tolerance as a model of measurement. 




In spite of these two important mental properties, the original SERVQUAL model has been 
misspecified by linear measurement model; hence, the nonlinear measurement model should be 
investigated. The next section focuses on the nonlinearity and threshold for perceived service 
quality, and discusses the marketing applications of the SERVQUAL model with difference scores. 
A few nonlinear SERVQUAL models with threshold specifications based on the prospect theory 
and zone of tolerance are also proposed. Results of the empirical analysis provides an insight on 
the performance of proposed models and practical applications. 
 
 
1.3. Model Development 
1.3.1. Basic Concepts 
According to the CTT, the linear measurement model with a construct is defined as the following 
equation: 
 jiijji taz  , (1.1) 
where 𝑖 is the number of individuals, 𝑗 is the number of items, 𝑧𝑗𝑖 is the observed score, 𝑡𝑖 is 
the true score, 𝑗𝑖 is the measurement error, and 𝑎𝑗 is the item discrimination that indicates the 
effectiveness of the construct to the 𝑗th item. The true score replaces the latent variable, and a 
linear factor analysis is adapted to estimate this model. In contrast, we consider the latent 
nonlinear mental process between observed and latent variables as follows:  
    ji i jiz f t . (1.2) 
To introduce the properties of prospect theory and zone of tolerance to the SERVQUAL 
measurement model, the observed perceived service quality is through a nonlinear and 
asymmetric process when the latent discrepancy crosses the thresholds. Three types of difference 
scores are subsequently observed as perceived service qualities based on the value function with 
thresholds. The three types of difference score are as follows: 




i. A positive difference score is observed when the latent positive discrepancies (service 
delights) cross over the positive threshold. 
ii. A negative difference score is observed when the latent negative discrepancies (service 
failures) cross over the negative threshold. 
iii. A difference score of 0 is observed when a consumer does not recognize the discrepancies 
or the latent discrepancies within the thresholds. 
The proposed model uses the second-order SERVQUAL model (Figure 1.2) to express the 
aforementioned assumptions, and modifies this model based on a nonlinear factor analysis model 
(e.g., Zhu & Lee 1999).  
 
Figure 1.2: Second order factor model for proposed model 
 
1.3.2. Base Model for Proposed Model 
The base model for second-order SERVQUAL (for 𝑖 = 1, … , 𝑛) is defined as 
 iii εΛωy  , (1.3) 
   iii τζGω  , (1.4) 
where 𝐲𝑖 = {𝑦𝑖,1, ⋯ , 𝑦𝑖,22}
𝑇
 is a (22 × 1) random vector of observed variables for difference 
scores to measure “Tangibles (𝑗 = 1, ⋯ ,4) ,” “Reliability (𝑗 = 5, ⋯ ,9) ,” “Responsiveness 
(𝑗 = 10, ⋯ ,13) ,” “Assurance (𝑗 = 14, ⋯ ,17) ,” and “Empathy (𝑗 = 18, ⋯ ,22) ,” 𝚲  is a 
(22 × 5)  factor loading matrix, 𝛚𝑖 = {𝜔𝑖,1, ⋯ , 𝜔𝑖,5}
𝑇
  is a (5 × 1)  random vector of first-
order latent variables corresponding to “Tangible (𝑘 = 1) ,” “Reliability (𝑘 = 2) ,” 
“Responsiveness (𝑘 = 3) ,” “Assurance (𝑘 = 4) ,” and “Empathy (𝑘 = 5) ,” 𝛆𝒊 is a random 
vector of error measurements assumed as 𝛆𝒊~𝑖. 𝑖. 𝑑. 𝑁(𝟎, 𝚿𝝐), 𝚿𝝐 = 𝑑𝑖𝑎𝑔{𝜓𝜖,1, ⋯ , 𝜓𝜖,22}. For 
the second measurement equation, 𝐆( ) is a function proposed in the next sections, and 𝜻𝑖 is 
a (1 × 1) second-order latent variable defined as baseline quality that indicates a latent common 




discrepancy and assumed as 𝑖~𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎𝜁
2), 𝛕𝑖 is a random vector of error measurements 
assumed as 𝛕𝑖~𝑖. 𝑖. 𝑑. 𝑁(𝟎, 𝚫τ), 𝚫𝜏 = 𝑑𝑖𝑎𝑔{𝛿𝜏,1, ⋯ , 𝛿𝜏,5}, and 𝛜 ⊥ 𝚭 ⊥ 𝛕.  
In this model, the first corresponding elements of 𝚲 between observed variable and latent 
factor is fixed by 1, and the other corresponding and remaining elements of 𝚲 are free parameters 
and the reaming elements of 𝚲 are fixed by 0, respectively. The linear model for second-order 
equation is defined as 𝐆(𝜻𝑖) = 𝚪𝛇𝑖, where 𝚪 is a (5 × 1) matrix of factor loadings. The above-
stated model can be expressed as 
      iiiiiii εΛτζΛGετζGΛy  . (1.5) 
Equation (1.5) explains that the proposed model is modified by adding a nonlinear term instead 
of assuming the factor correlations in the original linear SERVQUAL model. The next section 
proposes a few assumptions for 𝐆. 
 
1.3.3. Proposed Model 
To express the zone of tolerance, let + and − be a positive and negative threshold parameter, 
respectively. The threshold logistic model (TLGM) is defined as 
 





























    
    
  
    
    
, (1.6) 
where 𝑰  is the indicator function taking 1 if a condition in ( )  is satisfied. 𝚪+ =
{𝛾1,𝑘
+, ⋯ , 𝛾1,5
+}
𝑇
 and 𝚪− = {𝛾2,𝑘
−, ⋯ , 𝛾2,5
−}
𝑇
 are assumed to be service delight and failure 
parameters, respectively. This model is specified by a logistic function because it uses one of the 
“S”-shaped curves as a value function, where 𝚪− is expected to be larger than 𝚪+. The estimates 
for + and −, which correspond to a lower and upper limits for zone of tolerance, represent a 
level for adequate and desired services, respectively. 




In addition, the other two threshold models and three asymmetric models are considered to 
investigate a better functional form. The threshold linear model (TLM) and threshold quadratic 
model (TQM) are defined as 
 
    
  






G ζ Γ Γ Γ ζ ζ
Γ ζ ζ
   
 
      
  
   
   
, (1.7) 
 
      
    
2
2






G ζ Γ Γ Γ ζ ζ
Γ ζ ζ
   
 
      
  
   
    
. (1.8) 
The asymmetric linear model (ALM), asymmetric quadratic model (AQM), and asymmetric 
logistic model (ALGM) are defined as 
        ; , 0 0i i i i iI IG ζ Γ Γ Γ ζ ζ Γ ζ ζ
       , (1.9) 
        2 2; , 0 0i i i i iI IG ζ Γ Γ Γ ζ ζ Γ ζ ζ
        , (1.10) 
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. (1.11) 
Table 1.1 summarizes all of the prosed models for model comparison, and Figure 1.3 shows each 
function described by the threshold and asymmetric models.  
 
Table 1.1: Summary of the proposed models 
Figure 1.3: Proposed functions 
 
 




1.4. Empirical Applications 
1.4.1. Data Description 
The data were gathered through a research company from two types of hotels, banks, and retail 
stores in Japan. The questionnaires were referred to Parasuraman et al. (1988; 1991; 1994b), and 
a total of 300 respondents were gathered in each service industry. Hotel B is a business hotel 
offering select services in low prices. Hotel A is a city hotel with some restaurants and shops 
located near a large station. Bank B is a local bank focusing on local customers and companies. 
Bank A is a megabank providing diverse services in domestic and overseas market. Retail B is a 
supermarket primarily selling commodities and food. Retail A is a department store with several 
specialty shops.  
 
1.4.2. Model Estimation 
The proposed models used the Bayesian estimation via Markov chain Monte Carlo (MCMC) 
algorithm with Gibbs sampling for estimation. In Gibbs sampling, conditional distributions for 
each random variable are considered; therefore, the algorithm of nonlinear factor analysis model 
is almost the same as that of the linear factor analysis model (Zhu & Lee 1999, Lee 2007), which 
is a major advantage of the Bayesian approach with the Gibbs sampler. However, simulating from 
p(𝛇𝑖| −) , 𝑝(
+| −) , and 𝑝( −| −) , which are nonstandard and complex, is not an easy task. 
Hence, to simulate from these distributions, the random walk Metropolis-Hastings (RW-MH) 
method is used within the MCMC algorithm. 
 
1.4.3. Model Comparison 
Tables 1.2 and 1.3 report that the model fits for each model were evaluated using the widely 
applicable information criterion (WAIC) (Watanabe 2010a, 2010b, Gelman et al. 2013) and the 
widely applicable Bayesian information criterion (WBIC) (Watanabe 2013). These indexes 
represent an information criterion for model selection in terms of prediction and the logarithm of 




Bayes marginal likelihood, respectively. The smaller WAIC indicates a more accurate model. The 
WBIC is interpreted as a minus logarithm of Bayes marginal likelihood (Watanabe 2013), so that 
the smaller WBIC also suggests a better model fitting.  
Although the TLM is supported in Bank A and Retail B by the WAIC, the TLGM displays 
better WBIC for all service industries. This result also indicates that consumers’ perceived service 
qualities are driven by latent nonlinear structure along with the thresholds. 
 
Table 1.2: WAIC 
Table 1.3: WBIC 
 
1.4.4. Estimation Results 
The Ch.1 Appendix provides the estimates of parameters in the TLGM, and Tables 1.4 and 1.5 
show the estimated asymmetric and threshold parameters. Figure 1.4 describes the estimated 
function and distribution of unique factors for each SERVQUAL dimension.  
 
Table 1.4: Estimated threshold parameters 
Table 1.5: Estimated asymmetric parameters 
Figure 1.4: Estimated function and uniqueness 
 
Table 1.4 provides estimates for threshold parameters and the ranges reveal the latent zone of 
tolerance. This result indicates that consumers evaluate perceived service quality with an 
acceptable discrepancy between expectations and perceptions. The larger the positive threshold, 
the more difficult it is for consumers to experience service delight. In contrast, at a smaller 
negative threshold, consumers find it easier to tolerate service failure. When comparing the 
absolute value of each estimated threshold parameter in Table 1.4, the negative threshold in Hotel 
A, Bank B, Retail B, and Retail A are estimated to be larger than the positive threshold. 




They ,therefore, obtained better results, while both thresholds mostly displayed similar estimates 
in Hotel B and Bank A, respectively (see also Figure 1.4). The absolute value of estimates in Bank 
A is the largest; thus, indicating that customers might accept discrepancies more easily in Bank 
A. Hotel B is required to pay more attention to service failures because of the smallest absolute 
value of the negative threshold. 
“Delight” and “Failure” in Table 1.5 indicate the estimates for delight and failure parameters, 
and the standardized coefficients are shown in std.D and std.F. According to the 95% highest 
probability density interval (HPDI), all estimates are not 0. P{D < F} shows that of the two 
parameters, failure is greater than delight. Although some failure parameters are smaller than 
delight parameters in Hotel B, Bank A, and Retail B, whereas all failure parameters are larger 
than delight parameters in Hotel A, Bank B, and Retail A, which is parallel to the assumptions of 
value function. These results indicate that delight and failure parameters primarily follow the 
prospect theory, and that service failure, which is a negative discrepancy, has significantly more 
influence on the observed perceived service quality than service delight. Therefore, consumers’ 
evaluation process of perceived service quality has an asymmetric structure. 
In Table 1.5, std.U indicates standardized estimated variances of each uniqueness factor for 
SEVQUAL dimensions that show the dependent efficacy of each SERVQUAL dimension. The 
precisions of the five dimensions’ qualities are presumed to be unequal because corresponding 
distributions look different. The distribution becomes flat if the factor’s uniqueness has a larger 
effect, whereas it becomes shaper with a smaller effect (see Figure 1.4). Smaller uniqueness 
indicates that the sub-dimension depends on the higher dimension (common factor) rather than 
on the uniqueness itself. On the contrary, larger uniqueness indicates that the sub-dimension has 
some unique features in comparison to other sub-dimensions. For example, estimates for Tangible 
in Hotel A (see Table 1.5) indicates that the Tangible factor is almost independent from the other 
factors, and has a larger effect than the baseline quality, so that it possesses larger uniqueness than 
the other factors. 




1.4.5. Segmentation for the Customer by Threshold Parameters 
Figure 5 illustrates the proportion of segments for the customers in each service industry divided 
by the threshold parameters. P.PSQ, or the top portion of the bar plots, describes the proportion 
of customers whose baseline quality (second-order factor) score exceeds the positive threshold, 
indicating that the customers perceived positive service quality. S.PSQ, in the middle of the bar 
plots, indicates the class of customers whose baseline quality score is inside both positive and 
negative threshold parameters, whereas N.PSQ, at the bottom of the bar plots, indicates the class 
of customers whose baseline quality score is less than the negative threshold parameter. These 
plots enable the comparison of potential perceived service quality for each service industry that 
does not meet customer expectations.  
For example, over 30 % of customers in Hotel A perceived that services exceeded 
expectations. Bank A achieved better service perception than other service industries; however, 
almost all customers might evaluate that the service is neither good nor bad because of highly 
proportion of S.PSQ. In Hotel B, the each segment is divided as almost equally, and the proportion 
of customers who perceived negative service quality is the largest among these industries, which 
suggests that it may be useful to improve their services. 
 
 
1.5. Implications and Conclusion 
Three possible implications from the proposed model are investigated and future research is 
discussed in this study.  
First, the common nonlinear effects and independent linear effects of each SERVQUAL 
dimension are estimated using the second-order factor analysis with nonlinear structure. In 
addition, a nonlinear structure for customers’ perceived service quality is established by 
comparing several nonlinear measurement models. Second, a comparison of different magnitudes 
of effects between service delights and failures is possible by estimating the asymmetric 




parameters. Third, considering the threshold parameter in the measurement model, it is possible 
to estimate consumers’ zone of tolerance. Moreover, the properties of the proposed model can be 
visualized by constructing a plot, as shown in Figure 1.4. The threshold parameters are also 
helpful in classifying the customers into three categories as in Figure 1.5. 
In this study, the nonlinear and asymmetric measurement model with threshold is established 
to measure the perceived service quality. Finally, the threshold logistic model is specified, and 
demonstrates better results when compared with the original SERVQUAL model and the other 
candidate models. Moreover, using the difference score enables a proper interpretation of the 
threshold logistic model because both the prospect theory and zone of tolerance assume the 
evaluation with some reference point, such as expectation. Additional work is warranted to 
develop a nonparametric measurement model to explore and estimate the functional form directly. 
Finally, the construct validation must be extended to confirm the validity for the nonlinear 


















1.6. Ch.1 Figures and Tables 
Figure 1.1: SERVQUAL model 
 
 
Figure 1.2: Second order factor model for proposed model 
 
Note: the observed variables and error variables are abbreviated. 




Figure 1.3: Proposed functions 
 




Figure 1.4: Estimated function and uniqueness 
 
 





















Table 1.1: Summary of the proposed models 
Model Nonlinearity Asymmetry Threshold Function 
1_factor No No No Linear 
Original No No No Linear 
2nd_order No No No Linear 
ALM No Yes No Linear 
AQM Yes Yes No Quadratic 
ALGM Yes Yes No Logistic 
TLM No Yes Yes Linear 
TQM Yes Yes Yes Quadratic 
TLGM Yes Yes Yes Logistic 
 
Note: 1_factor is the first-order factor analysis model with only one latent variable. Original is 
the SERVQUAL model proposed by Parasuraman et al. (1988), and 2nd_order is the linear 
second-order factor analysis model. 
 












Table 1.4: Estimated threshold parameters 
negative positive
Hotel B [ -0.191 , 0.193 ]
Hotel A [ -0.413 , 0.151 ]
Bank B [ -0.518 , 0.193 ]
Bank A [ -0.746 , 0.632 ]
Retail B [ -0.427 , 0.188 ]
Retail A [ -0.406 , 0.233 ]  
 
original 1_factor 2nd_factor ALM AQM ALGM TLM TQM TLGM result
Hotel B 15545.63 16687.35 15528.51 15515.58 15512.13 15513.99 15487.12 15528.36 15456.88 TLGM
Hotel A 14341.73 15511.40 14334.90 14317.28 14322.45 14324.11 14288.40 14321.04 14281.28 TLGM
Bank B 16057.84 17047.89 16041.60 16007.22 15997.80 16012.55 15971.49 16003.18 15968.51 TLGM
Bank A 14261.95 15428.69 14252.64 14254.08 14227.90 14273.41 14183.03 14227.22 14197.54 TLM
Retail B 15759.58 16983.10 15751.12 15741.73 15717.25 15793.99 15694.44 15721.36 15751.09 TLM
Retail A 14854.60 15787.66 14848.88 14846.96 14825.10 14850.17 14801.11 14834.09 14787.83 TLGM
original 1_factor 2nd_factor ALM AQM ALGM TLM TQM TLGM result
Hotel B 7402.83 8219.37 7420.27 7389.84 7380.46 7348.89 7361.30 7387.29 7331.83 TLGM
Hotel A 6818.23 7666.57 6812.96 6782.97 6799.91 6752.82 6789.55 6811.24 6746.56 TLGM
Bank B 7649.33 8415.56 7656.09 7618.58 7619.35 7605.23 7601.53 7615.12 7568.46 TLGM
Bank A 6756.16 7587.34 6736.31 6745.13 6733.92 6701.56 6717.43 6740.27 6682.58 TLGM
Retail B 7490.73 8380.04 7482.02 7475.15 7485.33 7476.88 7463.93 7478.27 7456.48 TLGM
Retail A 7090.21 7796.33 7069.99 7078.22 7047.49 7016.30 7043.05 7049.40 7007.85 TLGM




Table 1.5: Estimated asymmetric parameters 
Delight Failure P{D < F} std.D std.F std.U
Hotel B
Tangilbles←BQ 1.000 1.737 [ 1.019 , 2.438 ] 0.984 0.200 0.342 0.838
Reliability←BQ 1.299 [ 0.790 , 1.878 ] 1.496 [ 0.975 , 2.055 ] 0.709 0.340 0.389 0.726
Responsiveness←BQ 2.146 [ 1.539 , 2.784 ] 2.143 [ 1.568 , 2.781 ] 0.497 0.453 0.449 0.588
Assurance←BQ 2.122 [ 1.538 , 2.781 ] 1.905 [ 1.325 , 2.469 ] 0.293 0.462 0.411 0.612
Empathy←BQ 2.003 [ 1.350 , 2.648 ] 1.839 [ 1.260 , 2.553 ] 0.352 0.405 0.369 0.693
Hotel A
Tangilbles←BQ 1.000 1.745 [ 1.112 , 2.424 ] 0.993 0.245 0.374 0.796
Reliability←BQ 1.692 [ 1.215 , 2.206 ] 2.183 [ 1.631 , 2.726 ] 0.932 0.431 0.493 0.567
Responsiveness←BQ 1.987 [ 1.480 , 2.522 ] 2.818 [ 2.217 , 3.409 ] 0.993 0.435 0.547 0.508
Assurance←BQ 2.399 [ 1.740 , 3.023 ] 3.397 [ 2.704 , 4.133 ] 0.986 0.412 0.517 0.558
Empathy←BQ 1.835 [ 1.269 , 2.408 ] 2.648 [ 2.035 , 3.355 ] 0.981 0.376 0.481 0.622
Bank B
Tangilbles←BQ 1.000 1.351 [ 0.467 , 2.212 ] 0.779 0.184 0.207 0.918
Reliability←BQ 1.129 [ 0.542 , 1.685 ] 1.615 [ 0.988 , 2.280 ] 0.888 0.307 0.369 0.761
Responsiveness←BQ 1.302 [ 0.724 , 1.927 ] 2.068 [ 1.401 , 2.798 ] 0.965 0.330 0.442 0.689
Assurance←BQ 1.680 [ 1.006 , 2.409 ] 2.277 [ 1.557 , 3.072 ] 0.875 0.346 0.395 0.717
Empathy←BQ 1.366 [ 0.734 , 2.052 ] 2.239 [ 1.470 , 2.979 ] 0.966 0.298 0.412 0.734
Bank A
Tangilbles←BQ 1.000 1.882 [ 1.141 , 2.685 ] 0.990 0.185 0.322 0.858
Reliability←BQ 1.000 1.656 [ 1.114 , 2.267 ] 0.993 0.254 0.388 0.781
Responsiveness←BQ 2.608 [ 1.889 , 3.328 ] 2.659 [ 1.924 , 3.445 ] 0.544 0.434 0.413 0.636
Assurance←BQ 2.979 [ 2.114 , 3.774 ] 2.915 [ 2.065 , 3.733 ] 0.447 0.436 0.399 0.646
Empathy←BQ 2.800 [ 1.890 , 3.604 ] 3.117 [ 2.264 , 4.061 ] 0.699 0.387 0.403 0.683
Retail B
Tangilbles←BQ 1.000 1.923 [ 1.058 , 2.733 ] 0.988 0.175 0.178 0.877
Reliability←BQ 0.953 [ 0.392 , 1.553 ] 2.052 [ 1.292 , 2.876 ] 0.991 0.201 0.210 0.794
Responsiveness←BQ 1.359 [ 0.854 , 1.869 ] 1.694 [ 1.159 , 2.273 ] 0.843 0.409 0.402 0.640
Assurance←BQ 1.956 [ 1.276 , 2.637 ] 2.010 [ 1.371 , 2.677 ] 0.544 0.442 0.429 0.661
Empathy←BQ 1.490 [ 0.890 , 2.127 ] 2.057 [ 1.318 , 2.762 ] 0.898 0.328 0.332 0.723
Retail A
Tangilbles←BQ 1.000 1.499 [ 1.000 , 2.107 ] 0.970 0.282 0.383 0.769
Reliability←BQ 2.173 [ 1.530 , 2.779 ] 2.650 [ 1.951 , 3.278 ] 0.858 0.425 0.476 0.588
Responsiveness←BQ 1.892 [ 1.284 , 2.469 ] 2.302 [ 1.628 , 2.920 ] 0.852 0.417 0.466 0.603
Assurance←BQ 2.428 [ 1.788 , 3.123 ] 3.223 [ 2.483 , 3.987 ] 0.952 0.414 0.504 0.570
Empathy←BQ 1.866 [ 1.225 , 2.460 ] 2.138 [ 1.527 , 2.803 ] 0.746 0.387 0.407 0.679
95%HPDI 95%HPDI
 
Note 1: std.D, std.F, and std.U are standard coefficients for Delight, Failure, and Uniqueness, 
respectively.  
Note 2: Bank A fixed two parameters to avoid improper solutions, whereas the other industries 
fixed only one parameter in factor loadings. 




1.7. Ch.1 Appendix: MCMC Algorithm for Threshold Logistic Model 
1.7.1. Details of Second-order Measurement Equation for TLGM 
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1.7.2. Prior Distribution 
 Parameter Settings 
 
0,..0,. ,~| jjjjj HN     0 0,j , IH j 0,.  
 
0,,0,,, ,~ jjj IG    01.00,, j , 01.00,, j  
 0,,.0,. ,~| kkkkk HN     0 0,k , IH k 0,,  
 0,,0,,, ,~ kkk IG    01.00,, k , 01.00,, k  
    0 00 ,max| ~ ,trN  

Z
Z  00  , 0 1   
    0 0min ,0| ~ ,trN  

Z
Z  00  , 0 1   
 




1.7.3. Full Conditional Distribution 
[1] 
     
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      
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   
 
 (1.17) 
[2]  , , , ,| , , a , Aj j j j jN      Λ Ω Y  (1.18) 
 where,   11 0,,,A
  Tjj H ΩΩ  and  jjjjj H ΩYΛ   0.1 0,,,, Aa  .  
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jjj H ΛΛYY   

.  
Set 𝑡(= 1, ⋯ , 𝑇)  as a number of MCMC iterations and the RW-MH algorithm for 
𝑝( 𝑖|𝚪, 𝚫𝜏, 𝜎𝜁
2, 𝛚𝑖,
+, −) , 𝑝( +|𝚭, 𝚪, 𝚫𝜏, 𝜎𝜁
2, 𝛀, −) , and 𝑝( −|𝚭, 𝚪, 𝚫𝜏, 𝜎𝜁
2, 𝛀, +)  are 
following 
[4]  1 ,t ti iN ζζ ζ 

. (1.20) 
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. (1.22) 
[6]     , , 1min ,0 ,t ttrN Z    
  
. (1.23) 
The probability of accepting is 
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𝜎𝜁, 𝜈𝜂+, and 𝜈𝜂− are step-size parameters which are given so that each acceptance rate becomes 
approximately 0.25 (Gelman et al. 1995; Zhu & Lee 1999). 




[7]  , , , ,| , , , a , Ak k k k kN     

  Γ Z Ω . (1.25) 
 







  T kkkkkk H FF ,  
and   kkkkkkk H ΩFΓ 1,0.1 0,,,, Aa    . 
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kkk H ΓΓΩΩ   

.  
The above results are valid for situations where all elements of 𝚲 and 𝚪 are free parameters. 
As an example, consider that 𝚲𝑗
𝑇 and the 𝑗th row of 𝚲 contain fixed parameters. Let 𝒄𝑗 be the 
corresponding 1 × 𝑞 row vector such that 𝑐𝑗𝑘 = 0 if 𝜆𝑗𝑘 is a fixed parameter, and 𝑐𝑗𝑘 = 1 if 
𝜆𝑗𝑘 is an unknown parameter. As for 𝑗 = 1, ⋯ , 𝑝 and 𝑘 = 1, ⋯ , 𝑞, let 𝑟𝑗 = 𝑐𝑗1 + ⋯ + 𝑐𝑗𝑞 be 
the number of unknown parameters in 𝚲𝑗
𝑇, 𝚲𝑗
∗𝑇 be a 1 × 𝑟𝑗 row vector that contains the only 
unknown parameters in 𝚲𝑗
𝑇 , and 𝛀𝑗
∗  be a 𝑟𝑗 × 𝑛  submatrix of 𝛀  such that all the rows 
corresponding to 𝑐𝑗𝑘 = 0 are deleted. Let, 𝐘𝑗
∗𝑇 = (𝑦𝑗,1
∗ , ⋯ , 𝑦𝑗,𝑛
∗ ) with 
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
   . (1.27) 
Equation (27) subtracts the constant terms from 𝐘𝑗. Hence, the conditional distributions with 𝚲𝑗, 
𝐘𝑗, and 𝛀 in part of (𝚲, 𝚿𝜖) must be replaced by 𝚲𝑗
∗, 𝐘𝑗
∗, and 𝛀𝑗
∗, respectively. This procedure 
is also adapted in full conditional distribution for (𝚪, ∆𝜏) because 𝛾1,1
+  and 𝛾1,2
+  are fixed by 1 
in Bank A, and 𝛾1,1
+  is fixed by 1 in the other industries to avoid improper solutions. Moreover, 
𝜎𝜁
2, the variance of 𝑖, is fixed by 1 to identify this model. The basic and related algorithms are 
explained in Xing et al. (2016), Song & Lee (2010), and Zhu & Lee (1999). 










The psychological scale, known as the “marketing scale” in marketing and consumer behavior 
research, is an instrument used to measure latent psychological constructs by applying factor 
analysis as measurement model. Assuming some constructs for consumer psychologies and 
behaviors, structural equation modeling (SEM) is often used with these constructs specified by 
the measurement model. Before estimating by SEM, we usually evaluate reliability and validity 
to check the accuracy of the estimated constructs. Hence, construct validity is an important topic 
to estimate the causal relationship among constructs in consumer research.  
Construct validation has been discussed by a number of researchers (e.g., Cronbach & Meehl 
1955; Campbell & Fiske 1959; Bagozzi et al. 1991; Anderson & Gerbing 1992; Messick 1995; 
Hu & Bentler 1998, 1999; Edwards 2001, 2003; Malhotora & Birks 2007; MacKenzie et al. 2011; 
Hughes 2018), and the modern concepts have been established by Messick (1995). Because we 
deal with uncertain and unobserved variables, researches are concerned about reliability and 
validity of latent variables; from not only a theoretical but also an empirical perspective. Therefore, 
some statistical methods of construct validation have been discussed and developed uniquely in 
the marketing area (Hair et al. 2009; Bagozzi & Yi 1988; Fornel & Lacker 1981).  
The measurement model and validation for the constructs have a strong relationship with 
classical test theory (CTT). Although most researchers have not mentioned this relationship in 
practical research, CTT is a very important subject in psychometrics. In addition, the relationship 




between CTT and item response theory (IRT) is given Turker (1946) and Lord and Novick (1968); 
thus, IRT model is recognized as one kind of nonlinear CTT model in psychometrics (Lewis 2006). 
In consumer research, however, CTT is always assumed implicitly when using the 
measurement model with questionnaires. Besides, methods related to measuring constructs have 
been extended with a linear CTT assumption; that is, observed scores are linearly rerated to true 
scores. Although this assumption makes it easier to measure true scores and to estimate reliability, 
it is necessary to consider the possibility of measuring error problem caused by choosing an 
inappropriate functional relationship between the observed and true scores.  
The purpose of this study is to discuss a nonlinear measurement model and its construct 
validation in consumer research. First, we review the linear measurement model and the construct 
validation. Second, we discuss effective construct validation methods for a nonlinear 
measurement model. Third, the results of several simulation studies and empirical analysis using 
SERVQUAL (PZB 1985; 1988) are provided. Finally, we discuss the importance of construct 
validation and its extension to interpretable machine learning. 
 
 
2.2. Linear Measurement Model and Construct Validation 
2.2.1. Linear Factor Analysis Model and CTT 
CTT is a traditional psychological measurement theory based on the concept of a “true score” in 
psychometrics (e.g., Novick 1966; Traub 1997; Jones & Thissen 2006; Lewis 2006). In the most 
basic approach to the measurement model of CTT, the observed score Z is considered to be the 
sum of a true score T and a random error E: 
 ETZ  . (2.1) 
The standard deviation of the errors E indicates a statement of the (rack of) precision, or standard 
error, of the observed score. We want to measure the true score T, but we can only obtain the 
observed score containing the measurement error. Because the true score can be regarded as a 




latent variable, factor analysis is a standard method used to estimate the true score T, called the 
“construct” or “latent trait.” 
There are mostly three kinds of definitions for the measurement model, depending on different 
parameter assumptions (Jöreskog 1971; Novick & Lewis 1967; Rajaratnam et al. 1965); see 
Figure 1. To explain the difference among the three measurement models with factor analysis, we 
define a general equation form for independent individual 𝑖 (𝑖 = 1, ⋯ , 𝑛) and for item 𝑗 (𝑗 =
1, ⋯ , 𝑝):  
 jiijji tz   , (2.2) 
where 𝑧𝑗𝑖 is a observed or standardized observed variable, 𝜆𝑗 is a factor loading called the 
“discrimination parameter” (or “regression coefficient”) for item 𝑗, 𝑡𝑖  is a common factor or a 
latent variable corresponding to the construct as a true score, and 𝑗𝑖 is the measurement error 
assumed to be distributed as a normal distribution. The assumptions of CTT are represented by 
(2.2) with the following equations: 
   0itE  for all 𝑖, (2.3) 
   1itVar  for all 𝑖, (2.4) 
   0jiE   for any 𝑗 and all 𝑖, (2.5) 
  ji jVar    for any 𝑗 and all 𝑖, (2.6) 
   0, sijiCov   for any 𝑗 ≠ 𝑠 and all 𝑖, (2.7) 
   0, jiitCov   for any 𝑗 and all 𝑖. (2.8) 
The first, parallel measurement model is that the construct has the same degree of 
discrimination for each item and that the precision for each item is common. Hence, the following 
restrictions are additionally assumed:  
 p  21 , (2.9) 




 p  21 . (2.10) 
The second, tau-equivalent measurement model, assumes that the construct has the same 
discrimination for each item, but that all the items have a different precision. Hence, we 
additionally assume restriction (2.9) and that 𝜓𝑗 for any 𝑗 is a different parameter. The third, 
congeneric measurement model assumes that the construct has a different discrimination for each 
item and that each item has a different precision. Hence, 𝜆𝑗 and 𝜓𝑗 for any 𝑗 are treated as 
different parameters. 
Therefore, each model can be estimated by factor analysis model with setting above 
restrictions. In marketing and most the other social science areas, congeneric measurement model 
is a standard method to estimate constructs. 
 
Figure 2.1: Three different measurement equations 
 
2.2.2. Misspecification between Reflective and Formative Models 
Another kind of measurement model, the formative model, represents a principal component 
analysis (PCA) model specification. Although this model can be regarded as one kind of the factor 
analysis model from the view of probabilistic principal component analysis (PPCA), the refractive 
and formative model are treated as different specifications (see Figure 2) in consumer behavior 
research. Jarvis et al. (2003) discussed the misspecification between refractive and formative 
models in consumer behavior research. They investigated the top journals related to Marketing 
(Journal of Marketing Research, Journal of Marketing, Journal of Consumer Research, 
Marketing Science,) and found some studies in even those top journals contain the 
misspecification. Because this misspecification provides a different estimate for the parameters 
in the structure model, it is important to clarify the assumptions between observable and latent 
variables when applying the measurement model. 
 





Figure 2.2: Reflective and formative models 
 
2.2.3. Linear Factor Analysis Model and Construct Validation 
This section introduces different kinds of reliability coefficients and a method to evaluate the 
convergent and discriminant validity for construct validation. 
 
2.2.3.1. Measurement Model and Reliability Coefficient 
Reliability in CTT is defined as the proportion of observed score variance due to variance among 
individual true scores (Novic 1966; Lewis 2006; Webb et al. 2006). Coefficient alpha or 
Cronbach’s alpha (Cronbach 1951) is most frequently used in the present methods (MacKenzie 
et al. 2011). From the composite measurement (Novic & Lewis 1967) aspect, we can obtain 
another expression of Cronbach’s alpha in Eq. (2.11) and Ch.2 Appendix A.1, and it is helpful to 
understand the relationship between the measurement model and the reliability coefficient. 
Equation (2.3) indicates that Cronbach’s alpha represents a reliability coefficient when assuming 
the tau-equivalent test. In other words, this reliability estimates a coefficient to evaluating a 
measurement model with the condition that the factor ladings are equal for all observed variables. 
Therefore, when standard factor analysis is assumed, Cronbach’s alpha is not suitable to evaluate 




























Another well-known estimator for reliability is coefficient omega (McDonald 1978). As in the 
case of coefficient alpha (see Ch.2 Appendix A.2), coefficient omega can be expressed as Eq. 
(2.12). This is a reasonable estimator for the reliability of a congeneric test, which is a standard 
assumption of factor analysis. Moreover, the third entity in (12) was proposed for construct 
reliability (CR) by Fornell & Larcker (1981) in the marketing area (see also Hair et al. 2009; 




MacKenzie et al. 2011). This estimator is also valid for the parallel and tau-equivalent tests so 




























2.2.3.2.  Convergent and Discriminant Validity 
Convergent validity is a confirmation that measures for the same construct have adequate 
relationships with each other, and the measures should be distinguished from that for other 
constructs. This is called “discriminant validity.” Both validations are required for justification of 
a novel trait measure, validation of test interpretation and establishing construct validity 
(Campbell and Fiske 1959). Campbell and Fiske (1959) proposed multi trait method matrix 
(MTMM) to evaluate convergent and discriminant validity jointly. However, it is inconvenient 
for secondary users to prepare additional different measurement methods. Moreover, Bagozzi et 
al. (1991) showed that MTMM is not effective in several situations because of the limited 
assumptions. 
Confirmatory factor analysis (CFA) also provides a method for convergent and discriminant 
validation (Anderson & Gerbing 1988; Bagozzi & Yi 1988 Bagozzi & Phillips 1982). In most 
situations, applying CFA results is useful to check construct validity. However, comparison 
between the fixed correlation (equal to 1) and the unfixed CFA models for discriminant validity 
is not effective because high correlation (equal to 0.9) can still produce significant differences in 
fit between the two models (Hair et al. 2009). 
For effective judgment, average variance extracted (AVE), which was also produced by 
Fornell & Larcker (1981), can be applied to evaluate both convergent and discriminant validity 
(Fornell & Larcker 1981; Hair et al. 2009; MacKenzie et al. 2011). AVE is defined as Eq. (2.13) 




and is required to be > 0.5 for convergent validity. AVE can be regarded as an average of factor 
loadings (Hair et al. 2009) because the sum of standardized commonality and uniqueness is equal 
to 1. Compared with CR, AVE does not contain the cross terms of each factor loading because the 
square is inside the summation such that AVE indicates the average of the independent degree of 






















The criterion of discriminant validity is required so that each AVE is larger than the squared 
correlation among constructs. 
In practice, we usually estimate the true score variance; thus, CR and AVE in these formulas 
are calculated by standardized factor loadings and uniqueness with converting 𝑉(𝑡𝑖) = 1 . 
Otherwise, we use the following equations directly by replacing 𝑉(𝑡𝑖) with an estimated value. 
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2.2.3.3. Example for Problems of Invalidity 
Here, we consider the insufficient convergent and discriminant validities (see Figure. 2.3). The 
first problem is unexpected small factor loading, hence, a small AVE. The equation of the 
relationship between 𝑡1 and 𝑧1 in Figure 3 can be expressed as follows: 
  1, 1, 1, 1,0.05 ,   0,0.9975i i i iz t N   . (2.16) 
Because the measurement model represents a regression of observed variables on latent variables, 
this model cannot discriminate the answer in 𝑧1 . For example, we assume 𝑡1  indicates 




“satisfaction.” If 𝑡1,𝑖  takes 5 as strongly satisfied, then this model predicts ?̂?1,𝑖 = 0.25. If 𝑡1,𝑖  
takes −5 as strongly dissatisfied, then this model predicts ?̂?1,𝑖 = −0.25 . Hence, this model 
expresses that both satisfied and dissatisfied consumers will answer very close score in 𝑧1 even 
if they have different degrees of potential satisfaction. In addition, owing to the large measurement 
error, this model indicates that the scores in 𝑧1 will be observed randomly rather than depending 
on the satisfaction. 
 
Figure 2.3: The problem of a small factor lading and a large correlation 
 
The second problem is unexpected large correlation among constructs. In the model from 
Figure 3, AVE2̂ ≅ 0.7  is larger than ?̂?1,2
2 = 0.64  but AVE1̂ ≅ 0.26  is not. This example 
indicates that 𝑡1 has a stronger relationship with 𝑡2 than 𝑧1, 𝑧2, and 𝑧3 even if one assumed 
the exact relationship between the observed variables and the construct. Therefore, this model 
cannot distinguish the difference between 𝑡1 and 𝑡2; hence, these constructs can be regarded as 
almost the same construct. 
For instance, a price indicates the price exactly; however, the items of measurement are 
defined by the researcher with some assumptions and theories. Hence, evaluating convergent and 
discriminant validity is important for the interpretation and explanation of each construct, 
especially in consumer research when treating very similar constructs. 
 
 
2.3. Nonlinear Measurement Model and Construct Validation 
This section discusses a nonlinear measurement model and its construct validation considering a 
nonlinear process in consumers’ evaluation and decision-making. In Section 2.2, we discussed 
that the measurement model represents a generating process of observed scores so that the true 
score assumed to appear linearly by adding random errors. Several researches establish a model 




while assuming the respondents consistently understand the questions, and are able and willing 
to answer them (Fowler & Cannell 1996). However, the answering questions sometimes involves 
complex thinking, “Rater Errors” (see Mathis & Jackson 2010, pp.347-349). Although one 
expects the respondent to answer honesty, in most cases the answer might depend on individual 
standards or experiences. Respondents may determine which information they ought to provide 
by relying on relative previously formed attitudes or judgements from their memories, or 
whatever relevant accessible information, when they answer the questions (Schwarz 2007).  
 
2.3.1. Nonlinear Measurement Model 
Focusing on only linearity in the generating process of observable scores may produce improper 
estimates for the true scores. In addition, construct validation may lead to incorrect results because 
the previous method is based on the linear measurement model. Therefore, we consider the 
following nonlinear measurement model and its construct validation: 
  ji j i jiz λ f t ε  , (2.17) 
This model uses one kind of nonlinear specification that enables extension to IRT model because 
IRT model regards the observed score as probability and is specified by a logistic function or 
cumulative normal distribution function. In addition, a basic IRT model has an exact relationship 
with linear categorical factor analysis (Lewis 2006). Although above model is extended in line 
with CTT, several kinds of functions can be specified in this model. The estimation of the above 
nonlinear measurement model can be replaced to nonlinear factor analysis (e.g., Zhu & Lee 1999). 
 
2.3.2. Construct Validation for the Nonlinear Measurement Model 
In Section 2.2, we introduced CR for reliability and AVE for convergent and discriminant validity, 
which are important indexes in construct validation. Therefore, we propose CR and AVE for the 
nonlinear measurement model. The reliability coefficient can be regarded as a unit slope for the 
regression of observed scores on true scores (Novic 1966). Hence, we may replace the estimation 




of the reliability coefficient with an estimation of marginal effects of true scores on the observed 
scores. However, it is required to evaluate the true score variance with a functional transformation 
so that CR and AVE for Eq. (2.17) are approximated by the following equation with Taylor series 
approach: 
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 and 𝑓′(𝐸(𝑡𝑖)) ≠ 0. 
These estimators produce the same results of original CR and AVE in linear measurement 
model and the detail of these indexes are explained in Appendix B. In practice, Eq. (2.18) and 
(2.19) can be used by replacing 𝐸(𝑡𝑖) = 0  and 𝑉𝑎𝑟(𝑡𝑖) = 𝜎𝑡





2.4. Simulation Study 
To investigate the performance of CR´ and AVE´, we prepared the following common settings for 
simulation studies. The dataset is generated with a sample size of n = 300 from a nonlinear 
measurement model defined as 














with six observed variables that are related to two basic latent variables (𝒕(1), 𝒕(2)) , and a 










   
 
, (2.21) 
where the 1s and 0s are treated as known fixed parameters, and the 𝜆𝑗,𝑘 are unknown parameters. 
The true population values of the unknown parameters are given by 𝜆𝑗,𝑘 = 1 for all 𝑗 and 𝑘 as 
specified in Λ . The variance covariance matrix of latent variables 𝒕  is given by 
(𝜙11, 𝜙12, 𝜙22) = (1, 0.5, 1). The variance of each measurement error is given by 𝜓𝑗𝑗 = 1.5 
for all 𝑗 = 1, ⋯ ,6. Bayesian estimation is adopted to obtain estimates for the parameters (see 
Ch.2 Appendix D). 
 
2.4.1. Study 1: Logistic Function 













where 𝐶 = 7 so that (2.22) takes −3.5 and 3.5 as the minimum and maximum values of the 
curve, respectively, and 𝑓(0) = 0. Hence, CR´ and AVE´ are given by 
 
   
  
 














j k k ij
k
p p












































j k k ij
k
p p





















Table 2.1 shows the result of study 1 and indicates that each HPDI for the bias between the 
parameter and the bias contains 0 so that the estimates by proposed CR´ and AVE´ were close to 
true settings. 
 
Table 2.1: Results of the logistic function 
 
However, the maximum and minimum values of a curve are unknown in practice; hence, we 















where z∗ = 𝑚𝑎𝑥(𝐳∗) − 𝑚𝑖𝑛(𝐳∗) represents a range of standardized dataset 𝐳∗ . We used the 
dataset generated from (2.22) with common settings whereas the model was specified (25) with 
z∗ = 6.018 . To compare the estimates with true parameters, we calculated the standardized 
parameters and estimates shown in Table 2.2. The results show that CR´ and AVE´ were estimated 
nearly unbiased by proposed method. 
 
Table 2.2: Results of the logistic function in practice 
 
2.4.2. Study 2: Quadratic Function 
For the second example, consider the following quadratic function: 
        2, , , ,0 0k i k i k i k if t I t I t t    , (2.26) 




where 𝐼 is an indicator function that takes the value 1 if the condition is satisfied and 0 otherwise. 
Therefore, the model can also be expressed as 
    2 2, , , , , ,0 0ji j k k i k i j k k i k i jiz I t t I t t       . (2.27) 
In this case, it is not so difficult to derive the variance of 𝑡𝑘,𝑖
2   because of the well-known 
relationship between normal distribution and chi-squared distribution. Because 𝑦𝑖
2~𝜒2(1) with 
𝐸(𝑦𝑖
2) = 1  and 𝑉𝑎𝑟(𝑦𝑖
2) = 2  when 𝑦𝑖~𝑁(0,1)  and √𝜎
2𝑦𝑖 = 𝑡𝑖~𝑁(0, 𝜎
2) , we obtain 
𝑉𝑎𝑟(𝑡𝑖
2) = 𝑉𝑎𝑟 {(√𝜎2𝑦𝑖)
2
} = 𝜎4𝑉𝑎𝑟(𝑦𝑖
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Table 2.3 shows the results of study 2 and indicates that CR´ and AVE´ were estimated closely to 
true settings by proposed method. 
 
Table 2.3: Results of the quadratic function 
 
2.4.3. Study 3: Asymmetric Function 






















where the 1s and 0s are treated as known fixed parameters, and the 𝜆𝑗,𝑘 are unknown parameters 
given by 𝜆𝑗,𝑘 = 1  for 𝑘 = 1, 2  and by 𝜆𝑗,𝑘 = 1.5  for 𝑘 = 3, 4  as specified in Λ  as true 
population values.  
Consider the following asymmetric linear function and asymmetric logistic function: 
       , ,0 0k i i i k if t I t I t t    , (2.33) 
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. (2.34) 
where C = 7. CR´ and AVE´ for each measurement model are given by 
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and 
     
2
, , , 2 ,1 1
0 0
n p
j k k i j k k ii j
W I t I t        . (2.40) 
Table 2.4 shows the results of the asymmetric linear measurement model. Table 2.5 shows 
the results of estimates by the asymmetric logistic function defined in (2.34), and Table 2.6 shows 
the results by replacing C in function (2.34) in the same way as in study 1 with z∗ = 5.636. 𝑃(E) 
in the tables indicates the probability of event E; thus the relationship of asymmetry was estimated 




almost certainly. The results indicate that the biases of estimates by proposed method are close to 
0 in all settings  
 
Table 2.4: Results of the asymmetric linear function 
Table 2.5: Results of the asymmetric logistic function 
Table 2.6: Results of the asymmetric logistic function in practice 
 
 
2.5. Empirical Analysis 
We investigate nonlinear SERVQUAL model (PZB 1985; 1988; see also Figure 1.1) and its 
construct validation. SERVQUAL is a famous scale used in marketing to measure perceived 
service quality as the difference between consumers’ expectation and actual perception (PZB 
1985; 1988; 1993; 1994a; 1994b). Although a number of researchers conclude that the validity of 
SERVQUAL scale and model is not sufficient (e.g., Babakus & Boller 1992; Brown et al. 1993; 
Carman 1990; Cronin & Taylor 1992; 1994), they have discussed the validity under linear 
assumptions. Because consumers’ perceived service quality follows a value function according to 
prospect theory (Kahneman &Tversky 1979; Sivakumar et al. 2014), it is reasonable to assume a 
nonlinear process in the measurement model for SERVQUAL.  
The dataset (n = 300) was compiled from two companies in three industries through a 
Japanese research company. We estimate a linear measurement model with quadratic (QM), 
logistic (LGM), and their asymmetric measurement model (ALM, AQM, ALGM) by Bayesian 
estimation. To compare these models, we calculate WAIC (Watanabe 2010a; Watanabe 2010b; 
Gelman 2013) and WBIC (Watanabe 2013) shown in Tables 2.7 and 2.8, which represent 
information criteria for model selection in terms of prediction and logarithm of Bayes marginal 
likelihood, respectively. We also produce the logarithm of the Bayes factor (Lee 2007; Song & 
Lee 2012) in Table 2.9. 





Figure 1.1: SERVQUAL model 
Table 2.7: WAIC 
Table 2.8: WBIC 
Table 2.9: Logarithm of the Bayes factor (double scale) 
 
WAIC and WBIC in Tables 2.7 and 2.8 select the same model in each company except Hotel B 
and Retail A. The bold and italic numbers in Table 2.9 show the acceptable model H1 compared 
with H0 and the best model (see also Lee 2007, p.114), respectively, in each company; thus the 
logarithm of the Bayes factor indicates that the most nonlinear measurement models are supported 
strongly in each company. 
Table 2.10 and 2.11 report the estimated CR and AVE in each company. The bold and italic 
numbers show that the estimated CR and AVE are less than the criterion 0.7 for CR and 0.5 for 
AVE. The quadratic model is the best model in most companies; however, some estimated CR 
and AVE do not achieve the criterion. Moreover, the estimated CR and AVE tend to get worse 
compared with the linear model. On the contrary, we find that the logistic and asymmetric logistic 
model improves CR and AVE compared with the other models. 
 
Table 2.10: CR (reliability coefficient) 
Table 2.11: AVE (convergent validity) 
 
Tables 2.12 to 2.17 report a judgment of discriminant validity in each company. In each lower 
triangular matrix, diagonal elements show estimated AVEs and nondiagonal elements show 
squared estimated correlations among five factors. The bold and italic numbers indicate that the 
nondiagonal element is lower than the diagonal element so that the squared correlation is lower 
than AVE, meaning insufficient discriminant validity. We find that discriminant validities are 




satisfied in the logistic and asymmetric logistic model, whereas the other model does not achieve 
sufficient validity, in almost all cases. 
 
 
2.6. Concluding Remarks 
In this study, we discussed a construct validation for a nonlinear measurement model. Two indexes, 
CR´ and AVE´, were developed as an alternative to CR and AVE, which were introduced in 
marketing area by Fornell & Larcker (1981). Simulation studies showed the performance of these 
new indexes and the several illustrations to derivate CR´ and AVE´. 
We also provided a reassessment of the validity of the SERVQUAL model proposed by PZB 
(1985; 1988) to measure perceived service quality in marketing research. Five nonlinear 
SERVQUAL models were investigated in empirical analyses, including the linear model. We 
found that the logistic and asymmetric logistic model are robust among all of the industries in 
terms of construct validity. Our results indicate that observed perceived service quality is 
associated nonlinearly and asymmetrically with latent true perceived service quality following 
the prospect theory (Kahneman &Tversky 1979; Sivakumar et al. 2014). 
In future research, it might be possible to adopt the concept of construct validation to create 
interpretable machine learning with a latent variable such as a neural network model. Because the 
machine learning model, or the algorithm known as “Black Box” (Ribeiro et al. 2016a; 2016b), 
in many cases, results in a reasonable interpretation from these methods, it is an important task in 
the social science area (Park 2012). Construct validation has been discussed to provide a certain 
validity and interpretation of latent variables estimated by factor analysis as a measurement model 
with item scales. We believe that construct validation connects the knowledge of establishing a 
model between social science and machine learning in terms of better prediction with reasonable 
interpretation.  
 




2.7. Ch.2 Figures and Tables 
 
Figure 2.1: Three different measurement equations 
 
 








Figure 2.3: The problem of a small factor lading and a large correlation 
 
 
Table 2.1: Results of the logistic function 
 
Logistic Setting Bias SE
psi1 1.500 0.025 0.176 [ -0.293 , 0.396 ]
psi2 1.500 -0.183 0.192 [ -0.525 , 0.208 ]
psi3 1.500 0.168 0.211 [ -0.203 , 0.600 ]
psi4 1.500 0.052 0.179 [ -0.289 , 0.404 ]
psi5 1.500 0.075 0.201 [ -0.300 , 0.502 ]
psi6 1.500 -0.052 0.198 [ -0.398 , 0.348 ]
lam2 1.000 0.028 0.082 [ -0.125 , 0.184 ]
lam3 1.000 0.035 0.083 [ -0.107 , 0.211 ]
lam5 1.000 0.096 0.081 [ -0.063 , 0.254 ]
lam6 1.000 0.059 0.087 [ -0.100 , 0.228 ]
Phi11 1.000 -0.076 0.141 [ -0.320 , 0.197 ]
Phi22 1.000 -0.109 0.134 [ -0.354 , 0.145 ]
Phi12 0.500 -0.053 0.074 [ -0.186 , 0.088 ]
CR'1 0.860 -0.007 0.017 [ -0.041 , 0.023 ]
CR'2 0.860 -0.006 0.016 [ -0.035 , 0.029 ]
AVE'1 0.671 -0.011 0.030 [ -0.069 , 0.043 ]
AVE'2 0.671 -0.009 0.029 [ -0.059 , 0.056 ]
95%HPDI




Table 2.2: Results of the logistic function in practice
 
 
Table 2.3: Results of the quadratic function 
 
Logistic2 Setting std Bias SE
psi1 1.500 0.329 0.012 0.045 [ -0.066 , 0.105 ]
psi2 1.500 0.329 -0.053 0.048 [ -0.140 , 0.041 ]
psi3 1.500 0.329 0.016 0.052 [ -0.085 , 0.120 ]
psi4 1.500 0.329 0.007 0.054 [ -0.088 , 0.111 ]
psi5 1.500 0.329 -0.030 0.042 [ -0.115 , 0.053 ]
psi6 1.500 0.329 -0.037 0.041 [ -0.116 , 0.042 ]
lam11 1.000 0.819 -0.008 0.028 [ -0.063 , 0.043 ]
lam21 1.000 0.819 0.031 0.028 [ -0.025 , 0.081 ]
lam31 1.000 0.819 -0.011 0.032 [ -0.077 , 0.050 ]
lam42 1.000 0.819 -0.005 0.034 [ -0.071 , 0.052 ]
lam52 1.000 0.819 0.018 0.025 [ -0.033 , 0.067 ]
lam62 1.000 0.819 0.022 0.025 [ -0.026 , 0.068 ]
Phi12 0.500 0.500 0.004 0.056 [ -0.108 , 0.108 ]
CR'1 0.860 0.860 0.004 0.016 [ -0.028 , 0.033 ]
CR'2 0.860 0.860 0.010 0.016 [ -0.019 , 0.042 ]
AVE'1 0.671 0.671 0.008 0.030 [ -0.049 , 0.063 ]
AVE'2 0.671 0.671 0.020 0.030 [ -0.036 , 0.079 ]
95%HPDI
Quadratic Setting Bias SE
psi1 1.500 -0.160 0.153 [ -0.457 , 0.153 ]
psi2 1.500 -0.038 0.149 [ -0.313 , 0.243 ]
psi3 1.500 0.178 0.182 [ -0.135 , 0.553 ]
psi4 1.500 0.057 0.175 [ -0.300 , 0.387 ]
psi5 1.500 0.070 0.166 [ -0.258 , 0.377 ]
psi6 1.500 -0.031 0.153 [ -0.322 , 0.255 ]
lam12 1.000 -0.094 0.057 [ -0.208 , 0.012 ]
lam13 1.000 -0.017 0.068 [ -0.148 , 0.112 ]
lam25 1.000 0.067 0.067 [ -0.052 , 0.203 ]
lam26 1.000 0.031 0.067 [ -0.107 , 0.151 ]
Phi11 1.000 0.026 0.100 [ -0.183 , 0.195 ]
Phi22 1.000 0.012 0.093 [ -0.165 , 0.197 ]
Phi12 0.500 0.062 0.075 [ -0.078 , 0.209 ]
CR'1 0.800 -0.006 0.031 [ -0.073 , 0.050 ]
CR'2 0.800 0.008 0.029 [ -0.044 , 0.068 ]
AVE'1 0.571 -0.007 0.046 [ -0.110 , 0.074 ]
AVE'2 0.571 0.014 0.045 [ -0.072 , 0.104 ]
95%HPDI











A-L Setting Bias SE
psi1 1.500 -0.220 0.182 [ -0.548 , 0.169 ]
psi2 1.500 0.222 0.182 [ -0.164 , 0.551 ]
psi3 1.500 0.142 0.188 [ -0.197 , 0.557 ]
psi4 1.500 -0.140 0.169 [ -0.475 , 0.159 ]
psi5 1.500 -0.095 0.197 [ -0.452 , 0.276 ]
psi6 1.500 0.104 0.166 [ -0.200 , 0.439 ]
lam21 1.000 0.153 0.178 [ -0.174 , 0.505 ]
lam31 1.000 0.105 0.182 [ -0.257 , 0.450 ]
lam52 1.000 0.343 0.241 [ -0.055 , 0.834 ]
lam62 1.000 0.042 0.200 [ -0.339 , 0.436 ]
lam13 1.500 0.192 0.237 [ -0.306 , 0.575 ]
lam23 1.500 -0.029 0.233 [ -0.440 , 0.444 ]
lam33 1.500 -0.273 0.213 [ -0.681 , 0.109 ]
lam44 1.500 -0.170 0.235 [ -0.558 , 0.348 ]
lam54 1.500 0.084 0.296 [ -0.428 , 0.648 ]
lam64 1.500 -0.162 0.256 [ -0.642 , 0.318 ]
Phi11 1.000 -0.150 0.211 [ -0.467 , 0.278 ]
Phi22 1.000 -0.164 0.236 [ -0.583 , 0.291 ]
Phi12 0.500 -0.183 0.085 [ -0.341 , -0.020 ]
CR'1 0.766 -0.041 0.028 [ -0.093 , 0.017 ]
CR'2 0.763 -0.035 0.026 [ -0.086 , 0.012 ]
AVE'1 0.521 -0.048 0.035 [ -0.118 , 0.019 ]
AVE'2 0.518 -0.041 0.032 [ -0.098 , 0.024 ]


























A-LG1 Setting Bias SE
psi1 1.500 -0.045 0.179 [ -0.367 , 0.328 ]
psi2 1.500 -0.095 0.181 [ -0.404 , 0.290 ]
psi3 1.500 0.167 0.189 [ -0.238 , 0.511 ]
psi4 1.500 0.070 0.174 [ -0.243 , 0.435 ]
psi5 1.500 0.097 0.190 [ -0.272 , 0.482 ]
psi6 1.500 -0.095 0.168 [ -0.411 , 0.233 ]
lam21 1.000 0.038 0.100 [ -0.139 , 0.255 ]
lam31 1.000 0.103 0.106 [ -0.089 , 0.312 ]
lam52 1.000 0.052 0.099 [ -0.124 , 0.247 ]
lam62 1.000 0.154 0.099 [ -0.050 , 0.331 ]
lam13 1.500 0.164 0.140 [ -0.093 , 0.443 ]
lam23 1.500 0.086 0.131 [ -0.148 , 0.347 ]
lam33 1.500 0.095 0.139 [ -0.161 , 0.371 ]
lam44 1.500 -0.103 0.123 [ -0.340 , 0.134 ]
lam54 1.500 0.070 0.133 [ -0.174 , 0.341 ]
lam64 1.500 -0.133 0.123 [ -0.367 , 0.103 ]
Phi11 1.000 -0.165 0.147 [ -0.440 , 0.122 ]
Phi22 1.000 -0.005 0.193 [ -0.333 , 0.389 ]
Phi12 0.500 -0.064 0.078 [ -0.204 , 0.101 ]
CR'1 0.907 -0.005 0.012 [ -0.028 , 0.018 ]
CR'2 0.907 -0.004 0.012 [ -0.028 , 0.018 ]
AVE'1 0.764 -0.010 0.025 [ -0.055 , 0.041 ]
AVE'2 0.765 -0.008 0.025 [ -0.057 , 0.041 ]


























A-LG2 Setting std Bias SE
psi1 1.500 0.131 0.005 0.023 [ -0.042 , 0.047 ]
psi2 1.500 0.131 -0.010 0.021 [ -0.046 , 0.035 ]
psi3 1.500 0.131 0.004 0.023 [ -0.036 , 0.052 ]
psi4 1.500 0.131 0.010 0.023 [ -0.029 , 0.057 ]
psi5 1.500 0.131 -0.020 0.019 [ -0.058 , 0.012 ]
psi6 1.500 0.131 -0.021 0.018 [ -0.053 , 0.013 ]
lam11 1.000 0.517 -0.068 0.029 [ -0.123 , -0.011 ]
lam21 1.000 0.517 -0.004 0.036 [ -0.072 , 0.068 ]
lam31 1.000 0.517 0.015 0.042 [ -0.063 , 0.101 ]
lam42 1.000 0.517 0.011 0.026 [ -0.041 , 0.059 ]
lam52 1.000 0.517 0.010 0.035 [ -0.054 , 0.075 ]
lam62 1.000 0.517 0.096 0.034 [ 0.032 , 0.158 ]
lam13 1.500 0.776 0.037 0.020 [ -0.007 , 0.072 ]
lam23 1.500 0.776 0.008 0.027 [ -0.040 , 0.060 ]
lam33 1.500 0.776 -0.014 0.028 [ -0.065 , 0.044 ]
lam44 1.500 0.776 -0.015 0.022 [ -0.057 , 0.026 ]
lam54 1.500 0.776 0.005 0.024 [ -0.043 , 0.050 ]
lam64 1.500 0.776 -0.060 0.028 [ -0.112 , -0.002 ]
Phi12 0.500 0.500 -0.005 0.055 [ -0.116 , 0.091 ]
CR'1 0.907 0.907 0.003 0.012 [ -0.021 , 0.027 ]
CR'2 0.907 0.907 0.005 0.011 [ -0.018 , 0.026 ]
AVE'1 0.764 0.764 0.007 0.026 [ -0.052 , 0.052 ]
AVE'2 0.765 0.765 0.012 0.024 [ -0.036 , 0.058 ]































WAIC original QM LGM ALM AQM ALGM result
Hotel B 14,000.70 13,864.31 13881.07 14019.27 13949.86 13948.76 QM
Hotel A 13,536.59 13494.81 13,438.16 13,546.74 13,501.80 13,499.15 LGM
Bank B 14,366.11 13,085.80 14,282.70 14,393.41 14,115.11 14,339.73 QM
Bank A 14,607.09 13,510.48 14,561.77 14,687.57 13,718.13 14,657.97 QM
Retail B 14,321.25 11,849.23 14,292.65 14,336.49 14,193.31 14,349.40 QM
Retail A 13,603.49 13,375.52 13,495.42 13,623.07 13,418.68 13,588.92 QM
WBIC original QM LGM ALM AQM ALGM result
Hotel B 6,623.40 6,590.95 6,555.86 6,625.20 6,600.61 6,574.88 LGM
Hotel A 6,410.11 6394.379 6,373.68 6,420.75 6,416.31 6,383.15 LGM
Bank B 6,801.78 6,241.22 6740.022 6,818.56 6,706.92 6,783.17 QM
Bank A 6,928.36 6,442.77 6,877.27 6,903.85 6,511.96 6,875.95 QM
Retail B 6,772.41 5,607.02 6,745.82 6,758.65 6,744.35 6,769.94 QM
Retail A 6,466.98 6,385.94 6,399.78 6,444.04 6,379.74 6,420.63 AQM






















135.07 70.17 72.88 41.41
-3.60 -68.51 -138.68 -21.28 -52.75 -94.15
45.58 -19.32 -89.49 49.18 -12.40 -43.87 -85.28 8.88
97.05 32.15 -38.02 100.65 51.47 53.93 22.46 -18.94 75.21 66.33
1,121.11 971.18
123.51 -997.60 102.17 -869.01
-33.58 -1,154.69 -157.08 49.01 -922.17 -53.15
189.71 -931.40 66.21 223.29 832.79 -138.39 730.62 783.77
37.20 -1,083.91 -86.30 70.78 -152.51 104.81 -866.37 2.64 55.79 -727.98
2,330.79 162.06
53.19 -2,277.60 134.39 -27.67
27.53 -2,303.26 -25.67 45.87 -116.20 -88.53
56.13 -2,274.66 2.94 28.61 174.47 12.41 40.08 128.61






Hotel B Hotel A
Bank B Bank A











Original QM LGM ALM AQM AQMOriginal QM LGM ALM





Table 2.10: CR (reliability coefficient) 
 
 




CR original QM LGM ALM AQM ALGM original QM LGM ALM AQM ALGM
Tangibles 0.732 0.680 0.770 0.752 0.693 0.781 0.739 0.685 0.772 0.745 0.705 0.774
Reliability 0.733 0.646 0.771 0.731 0.650 0.772 0.826 0.768 0.849 0.825 0.772 0.849
Responsiveness 0.793 0.746 0.821 0.798 0.749 0.828 0.857 0.806 0.876 0.850 0.811 0.878
Assurance 0.757 0.684 0.792 0.760 0.684 0.797 0.848 0.799 0.871 0.849 0.805 0.869
Empathy 0.861 0.822 0.874 0.862 0.823 0.879 0.863 0.822 0.883 0.870 0.841 0.886
Tangibles 0.735 0.684 0.763 0.741 0.681 0.769 0.821 0.731 0.842 0.821 0.740 0.845
Reliability 0.695 0.606 0.745 0.699 0.593 0.740 0.774 0.672 0.813 0.773 0.692 0.815
Responsiveness 0.763 0.665 0.803 0.758 0.659 0.792 0.852 0.735 0.881 0.854 0.744 0.883
Assurance 0.709 0.601 0.736 0.704 0.642 0.745 0.802 0.739 0.854 0.828 0.761 0.859
Empathy 0.813 0.723 0.841 0.814 0.727 0.836 0.882 0.780 0.897 0.878 0.798 0.899
Tangibles 0.732 0.638 0.764 0.742 0.689 0.764 0.764 0.683 0.799 0.753 0.694 0.786
Reliability 0.771 0.698 0.797 0.762 0.691 0.789 0.810 0.762 0.836 0.812 0.765 0.837
Responsiveness 0.737 0.674 0.782 0.735 0.667 0.773 0.808 0.742 0.839 0.805 0.740 0.835
Assurance 0.745 0.676 0.783 0.759 0.669 0.788 0.833 0.760 0.858 0.833 0.768 0.861
Empathy 0.802 0.753 0.836 0.817 0.756 0.839 0.858 0.813 0.879 0.865 0.826 0.885
Hotel B Hotel A
Retail A Retail A
Bank A Bank A
AVE original QM LGM ALM AQM ALGM original QM LGM ALM AQM ALGM
Tangibles 0.418 0.368 0.477 0.451 0.368 0.493 0.418 0.357 0.464 0.429 0.380 0.468
Reliability 0.360 0.273 0.409 0.360 0.276 0.413 0.492 0.406 0.534 0.492 0.412 0.536
Responsiveness 0.492 0.428 0.538 0.504 0.436 0.556 0.603 0.514 0.641 0.592 0.522 0.647
Assurance 0.443 0.357 0.499 0.449 0.356 0.504 0.587 0.508 0.636 0.593 0.517 0.634
Empathy 0.558 0.486 0.584 0.560 0.489 0.597 0.563 0.490 0.608 0.582 0.523 0.618
Tangibles 0.415 0.364 0.457 0.432 0.360 0.470 0.536 0.410 0.573 0.538 0.423 0.581
Reliability 0.321 0.250 0.380 0.331 0.232 0.379 0.410 0.297 0.469 0.416 0.321 0.479
Responsiveness 0.453 0.341 0.511 0.449 0.331 0.497 0.592 0.413 0.652 0.597 0.426 0.658
Assurance 0.391 0.310 0.428 0.392 0.326 0.444 0.528 0.454 0.626 0.581 0.481 0.638
Empathy 0.475 0.359 0.525 0.480 0.355 0.520 0.606 0.423 0.642 0.598 0.451 0.647
Tangibles 0.435 0.367 0.484 0.457 0.373 0.486 0.453 0.357 0.501 0.439 0.367 0.484
Reliability 0.405 0.320 0.444 0.400 0.314 0.439 0.464 0.397 0.512 0.473 0.403 0.518
Responsiveness 0.420 0.352 0.480 0.432 0.350 0.482 0.515 0.422 0.568 0.511 0.420 0.565
Assurance 0.428 0.356 0.487 0.454 0.345 0.495 0.558 0.449 0.610 0.562 0.460 0.616
Empathy 0.464 0.401 0.527 0.493 0.395 0.533 0.552 0.471 0.596 0.567 0.491 0.611
Hotel B Hotel A
Retail B Retail A
Bank B Bank A




Table 2.12: Discriminant validity in Hotel B 
 




Responsiveness 0.323 0.423 0.492
Assurance 0.316 0.380 0.666 0.443




Responsiveness 0.325 0.446 0.428
Assurance 0.319 0.457 0.691 0.357




Responsiveness 0.232 0.276 0.538
Assurance 0.221 0.244 0.438 0.499




Responsiveness 0.374 0.442 0.504
Assurance 0.327 0.422 0.687 0.449




Responsiveness 0.383 0.478 0.436
Assurance 0.322 0.500 0.701 0.356




Responsiveness 0.303 0.344 0.556
Assurance 0.256 0.313 0.518 0.504
Empathy 0.205 0.216 0.324 0.339 0.597




Table 2.13: Discriminant validity in Hotel A 
 




Responsiveness 0.357 0.639 0.603
Assurance 0.354 0.525 0.711 0.587




Responsiveness 0.351 0.624 0.514
Assurance 0.353 0.501 0.715 0.508




Responsiveness 0.313 0.557 0.641
Assurance 0.296 0.473 0.650 0.636




Responsiveness 0.375 0.651 0.592
Assurance 0.361 0.534 0.710 0.593




Responsiveness 0.367 0.615 0.522
Assurance 0.374 0.494 0.712 0.517




Responsiveness 0.362 0.593 0.647
Assurance 0.342 0.484 0.655 0.634
Empathy 0.259 0.486 0.507 0.475 0.618




Table 2.14: Discriminant validity in Bank B 
 




Responsiveness 0.077 0.389 0.453
Assurance 0.066 0.371 0.489 0.391




Responsiveness 0.052 0.336 0.341
Assurance 0.017 0.257 0.361 0.310




Responsiveness 0.061 0.253 0.511
Assurance 0.051 0.242 0.346 0.428




Responsiveness 0.088 0.393 0.449
Assurance 0.069 0.348 0.505 0.392




Responsiveness 0.080 0.360 0.331
Assurance 0.071 0.381 0.543 0.326




Responsiveness 0.075 0.272 0.497
Assurance 0.056 0.260 0.359 0.444
Empathy 0.063 0.183 0.350 0.239 0.520




Table 2.15: Discriminant validity in Bank A 
 




Responsiveness 0.334 0.644 0.592
Assurance 0.333 0.589 0.691 0.528




Responsiveness 0.307 0.525 0.413
Assurance 0.192 0.378 0.417 0.454




Responsiveness 0.277 0.519 0.652
Assurance 0.283 0.498 0.596 0.626




Responsiveness 0.356 0.666 0.597
Assurance 0.351 0.600 0.715 0.581




Responsiveness 0.325 0.519 0.426
Assurance 0.215 0.398 0.424 0.481




Responsiveness 0.308 0.555 0.658
Assurance 0.317 0.532 0.638 0.638
Empathy 0.223 0.430 0.604 0.537 0.647




Table 2.16: Discriminant validity in Retail B 
 




Responsiveness 0.126 0.287 0.420
Assurance 0.216 0.157 0.668 0.428




Responsiveness 0.084 0.365 0.352
Assurance 0.105 0.245 0.707 0.356




Responsiveness 0.102 0.196 0.480
Assurance 0.162 0.120 0.435 0.487




Responsiveness 0.141 0.273 0.432
Assurance 0.222 0.184 0.731 0.454




Responsiveness 0.164 0.306 0.350
Assurance 0.209 0.210 0.687 0.345




Responsiveness 0.130 0.203 0.482
Assurance 0.186 0.146 0.534 0.495
Empathy 0.161 0.134 0.316 0.324 0.533




Table 2.17: Discriminant validity in Retail A 
 




Responsiveness 0.303 0.614 0.515
Assurance 0.318 0.610 0.715 0.558




Responsiveness 0.333 0.634 0.422
Assurance 0.346 0.612 0.697 0.449




Responsiveness 0.228 0.477 0.568
Assurance 0.235 0.477 0.552 0.610




Responsiveness 0.315 0.600 0.511
Assurance 0.339 0.598 0.705 0.562




Responsiveness 0.354 0.620 0.420
Assurance 0.378 0.602 0.691 0.460




Responsiveness 0.130 0.203 0.565
Assurance 0.186 0.146 0.534 0.616
Empathy 0.161 0.134 0.316 0.324 0.611




2.8. Ch.2 Appendix 
A. Relationship Between Measurement Model and Reliability Coefficient 
1. Coefficient alpha and tau-equivalent test 
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2. Coefficient omega/CR and congeneric test 
Consider a composite measure for the following congeneric measurement model: 
  
1 1 1 1
p p p p
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 (A.5) 
Coefficient omega can be expressed as the following equation, assuming a congeneric test: 
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B. Proposed Estimators for CR and AVE in the Nonlinear Measurement Model 
Consider a composite measure for the following nonlinear measurement model: 
     
1 1 1 1
p p p p
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Z z λ f t ε λ f t T E
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In practice, it is necessary to evaluate the 𝑉{𝑓(𝑡𝑖)} from the estimated variance of 𝑡𝑖. Therefore, 
adopting a linear Taylor series approximation with 𝐸(𝑡𝑖) as expansion point (see Green 2011, 
Serfling 1980), we obtain 
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where 𝑝( ) is a probability distribution function. Hence, 𝑉𝑎𝑟{𝑓(𝑡𝑖)} can be approximated by 
using the estimated mean and variance of 𝑡𝑖  and by calculating the first derivative of the 
nonlinear function, we obtain the following CR´: 
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For AVE´, assuming 𝜆𝑗𝜆𝑠 = 0 for any 𝑗 ≠ 𝑠 at (B.2) and (B.5), we obtain 
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If the measurement model is the linear model so that 𝑓(𝑡𝑖) = 𝑡𝑖, then 𝐶𝑅𝑡
′ = 𝐶𝑅𝑡 and 𝐴𝑉𝐸𝑡
′ =
𝐴𝑉𝐸𝑡 because 𝑓
′(𝑡𝑖) = 1 at any point. 
 
 
C. Additional Extension of CR and AVE in Heterogeneity 
We also provide the CR and AVE in case for measurement model with heterogeneity (individual 
parameters). Consider a composite measure for all 𝑗 and 𝑖: 
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 (C.2) 
Because 𝑗𝑖 ⊥ 𝑗𝑙 for any 𝑖 ≠ 𝑙 and 𝑉𝑎𝑟( 𝑗𝑖) = 𝜓𝑗𝑖 for any 𝑗 and 𝑖,  
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Then, because 𝑡𝑖 ⊥ 𝑡𝑙 for any 𝑖 ≠ 𝑙 and 𝑉𝑎𝑟(𝑡𝑖) = 1 for all 𝑖, 
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 (C.5) 
For AVE with heterogeneity, because AVE assumes 𝜆𝑗𝑖𝜆𝑠𝑖 = 0 for any 𝑗 ≠ 𝑠 at the second 
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 (C.6) 
We use these results to derive the CR´ and AVE´ for asymmetric function.  
 
 




If 𝜓𝑗𝑖 = 𝜓𝑗𝑙 = 𝜓𝑗 and 𝜆𝑗𝑖 = 𝜆𝑗𝑙 = 𝜆𝑗 for any 𝑖 ≠ 𝑙, 
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The last equation in C.5´and C.6´ indicate the original CR and AVE so that C.5 and C.6 can be 
widely used in general cases. 
 
 
D. MCMC Algorithm for Nonlinear Measurement Model 
We introduce the MCMC algorithm according to Zhu and Lee (1999). Consider the following 
nonlinear factor analysis model for the 𝑝 × 1 manifest random vector 𝒚𝑇 = (𝑦(1), ⋯ , 𝑦(𝑝)): 
   ,F    y   (D.1) 




where Λ is a 𝑝 × 𝑟 factor loading matrix, 𝜔 = (𝜔(1), ⋯ , 𝜔(𝑞)) is a random vector of latent 
factors with 𝑞 < 𝑝 ,   is a random vector of error measurements, and 𝐹(𝜔) =
(𝑓1(𝜔), ⋯ , 𝑓𝑟(𝜔))
𝑇
  with differentiable functions 𝑓1, ⋯ , 𝑓𝑟 , and 𝑞 ≤ 𝑟 . Similar to the usual 
assumptions for factor analysis, it is assumed that 𝜔  is distributed as 𝑁[𝟎, Φ]  and   is 
distributed as 𝑁[𝟎, Ψ], where Ψ is a diagonal matrix and 𝜔 and  are independent. 
Let 𝐘 = {𝑦𝑖 , ⋯ , 𝑦𝑛} be the observed data matrix corresponding to a random sample obtained 
from a population with model (D.1,): 𝛀 = {𝜔1, ⋯ , 𝜔𝑛} is the matrix of latent factors, and 𝐅 =
{𝐹(𝜔1), ⋯ , 𝐹(𝜔𝑛)}. We set prior distributions as follows, 
 
parameter settings 
 ,0 0| ~ ,j jj j jj jN H    0 0,j , 0 j rH I  
 , 0 0~ ,j j jIG    0 0.01j  , 0 0.01j   
 0 0~ ,qIW R   0 qIR , 0 q   
 
For posteriors, set 𝑠(= 1, ⋯ , 𝑆) as a number of MCMC iterations and generate 𝜉𝑖|Λ, Ψ, Φ, 𝑦𝑖 as 
follows 
[1]  1 2; ,s si i qN I0     
  . (D.2) 
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where 𝜎𝜉
2  is a step size parameter that is given such that each acceptance rate becomes 
approximately 0.25. For 𝑗 = 1, ⋯ , 𝑝, 
[2]  ,| , , a , Aj j j jj jNΛ Ω Y     (D.4) 
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    Y Y Λ Λ .  
[4]    0 0
TIW ,NΩ ΩΩ R    . (D.6) 
The above results are valid for situations where all elements of Λ are free parameters. Here, 
consider that Λ𝑗
𝑇, the 𝑗th row of Λ, contains fixed parameters. Let 𝑐𝑗 be the 1 × 𝑞 row vector 
such that 𝑐𝑗𝑘 = 0 if 𝜆𝑗𝑘 is a fixed parameter and 𝑐𝑗𝑘 = 1 if 𝜆𝑗𝑘 is an unknown parameter for 
𝑗 = 1, ⋯ , 𝑝 and 𝑘 = 1, ⋯ , 𝑞; 𝑟𝑗 = 𝑐𝑗1 + ⋯ + 𝑐𝑗𝑞 be the number of unknown parameter in Λ𝑗
𝑇; 
Λ𝑗
∗𝑇 be a 1 × 𝑟𝑗 row vector that contains the only unknown parameters in Λ𝑗
𝑇; 𝛀𝑗
∗ be an 𝑟𝑗 × 𝑛 
submatrix of 𝛀  such that all the rows corresponding to 𝑐𝑗𝑘 = 0  are deleted; and 𝐘𝑗
∗𝑇 =
(𝑦𝑗,1
∗ , ⋯ , 𝑦𝑗.𝑁
∗ ) with 
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For example, consider an asymmetric nonlinear measurement model with two latent factors 
as follows; 
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Hence, for 𝑗 = 1 with 𝑘 = 1 and 𝑗 = 4 with 𝑘 = 2, 
[2’]  , | , , a ,j k jj j jj jN aΩ Y      (D.9) 
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  (D.13) 
or to assume that 𝜆𝑗𝑘 follows positive truncated normal distribution with above restriction. 
We take 1,000 MCMC samples after the algorithm converged in 500 for all simulation studies 
and take 3,000 MCMC samples after the algorithm converged in 2,000 for all models in the 
empirical analysis. 










Customer experience, as proposed by Schmitt (1990), has been applied to a wide range of 
marketing areas, from retail marketing to service design and customer journey (Verhoef et al. 
2009; Grewal 2009; Teixeira et al. 2012; Lemon & Verhoef 2016). Experiential marketing aims 
to provide the desired experience for customers via goods or services based on SEMs (strategic 
experiential modules), which are constructed around the five aspects of sense, feel, think, relate, 
and act (Schmitt 1999, p.60-63). To create a better marketing experience, Schmitt (1990) 
explained the importance of utilizing ExPros (experience providers) that included key tools of 
communications, visual and verbal identity and signage, product presence, co-branding, spatial 
environments, electronic media, and people. To evaluate customer experience, measurement 
scales have been developed by several researchers (e.g., Bustamante & Rubio 2017; Pelleiter & 
Collier 2018; Bleier et al. 2019; Nikhashemi et al. 2019). Although measurement scales are useful 
to understanding customer experience, this study focuses on online reviews obtained from 
websites and social network services, such as Amazon, Trip Adviser, Facebook, and Twitter. 
Word-of-mouth (WOM) marketing is a powerful and important tool for diffusing information 
about new products, sales, and marketing campaigns (Trusov et al. 2009; Kozinets et al. 2010). 
However, online customer reviews (OCR) contain information related to customer experience 
when they consume products and receive services (Chen & Xie 2008). To utilize this kind of free-
form textual information, several topic models based on latent dirichlet allocation (LDA) have 
been proposed for marketing areas (Tirunillai & Tellis 2014; Büschken & Allenby 2016). Deep-




learning neural networks for natural language process are also popular (Collobert et al. 2010). 
Most studies for review data have focused on the relationships among words and terms, such that 
they adapt morphological analyses to divide text into effective words. They then convert text into 
high dimensional word data, and machine-learning methods are often used to analyze them. In 
contrast, many machine-learning methods have performed complicated model estimations known 
as “black box” (Larasati et al. 2011). It is important to obtain reasonable interpretations from these 
techniques in social science. 
The purpose of this study is to utilize the advantages of machine learning for online review 
data and to discuss the marketing interpretations of the results. We develop a marketing model for 
forecasting overall satisfaction using the Rakuten travel dataset (Rakuten, Inc. 2016). For 
predictors, words in text and attribute ratings are used to measure customer experience and 
attribute performance, respectively. Additionally, the proposed model adopts the interaction of 
words, because they represent customer experiences, including perceptions and feelings during 
travel. It is also important to specify the nonlinear relationship between attribute performance and 
overall satisfaction (Finn 2011; Falk et al. 2010; Lin et al. 2010; Cheung & Lee 2009; Gómez et 
al. 2004; Matzler et al. 2004; Anderson & Mittal 2000; Mittal et al. 1998; Brandt 1988). 
 
 
3.2. Related Literature 
This section reviews two marketing research areas to introduce the role of customer experience 
in marketing and consumer behavior. The first area includes customer experience studies, which 
conduct developing measurement scales and testing consumer behavior models. The second area 
includes online review studies that adopt review data for marketing models. 
 




3.2.1. Measurement Scales and Models for Customer Experience 
Many researchers have measured customer experiences and have investigated its impact on 
consumer behaviors. Table 3.1 summarizes representative studies in several areas, where 
researchers conceptualized customer experience in various unique scopes. Those studies 
commonly focus on customer feelings, emotions, perceptions, or mental states during their 
experiences.  
 
Table 3.1: Customer experience studies 
 
Novak et al. (2000) discussed online experiences before Scimitt (1999) conceptualized 
experiential marketing. Subsequently, the other researchers developed measurement scales based 
on experience types. To define brand experiences, Brakus et al. (2009) extended three basic 
experience types: product, shopping and service, and consumption (Hoch 2002, Hui & Bateson 
1991, Krein et al. 1992, Holbrook & Hirschman 1982). For measurements, they defined brand 
experiences as subjective, internal consumer responses, and behavioral responses. Although they 
specified four constructs (i.e., sensory, affective, behavioral, and intellectual), Bustamante and 
Rubio (2017) improved the work of Brakus et al. (2009) by measuring social constructs. 
For consumer behavior models, many researchers have investigated the relationship between 
customer experience and satisfaction and loyalty, proposing two different approaches 
(Bustamante & Rubio 2017). Klaus and Mklan (2012; 2013) examined service experience quality 
using a formative model and estimated indirect effects of sub-experiential dimensions on 
satisfaction. Brakus et al. (2009) and Khan and Rahman (2016) assumed direct effect of an 
essential component of sub-experiential dimensions using a reflective model. Although these 
methods differed, both approaches leveraged customer experience to derive satisfaction directly 
or indirectly. 




In addition to service experience quality, Klaus and Mklan (2012; 2013) explained the 
differences of perceived service quality as an overall judgment for excellence or superiority 
(Parasuraman et al. 1988). They defined customer experience as “a customer’s cognitive and 
affective assessment of all direct and indirect encounters with a firm relating to their purchasing 
behavior, triggering an experiential quality” (Klaus & Mklan 2013, p.228; Klaus & Mklan 2012, 
p.10). Hence, measuring service experience and quality should be distinguished from the 
measurement scales of perceived service quality (Parasuraman et al. 1985; 1988, Cronin & Tayler 
1982) or customers’ evaluation of specific services.  
Following Klaus and Mklan (2012; 2013), we specify that customer experience and quality 
are different measurements from attribute ratings, and they are predictors of overall satisfaction. 
Additionally, the attribute rating score is used to measure attribute performance, and it is an 
essential factor of overall satisfaction (Arbore & Busacca 2009, Matzler et al. 2004, Mittal & 
Kamakura 2001, Mittal et al. 1998, Brandt 1988). Hence, we assume that customer experience 
can be measured from review texts as cognitive and affective statements of customer experiences, 
and that attribute ratings for specific services take the place of attribute performances. Figure 3.1 
shows the proposed conceptualized model. 
 
Figure 3.1: Conceptualized Model 
 
3.2.2. Measurements of Online Reviews 
Table 3.2 summarizes several studies that investigated the influence of online reviews as 
marketing variables. Three variables of valance, volume, and variance were used to adopt online 
review data for marketing models (Kostyra et al. 2016, p.12-13). Chintagunta et al. (2010) 
investigated the impact of online user reviews on box-office performance using valance, volume, 
and variance as averages, numbers, and variances, respectively, for movie ratings. They found 
significant effects of valence; however, they also indicated that volume and variance were not 




effective predictors. Marchand et al. (2016) measured valence and volume from Twitter WOMs 
as a microblog and Amazon reviews as an OCR website for video games. They found that OCRs 
had long-term effects on sales, whereas microblog WOMs were effective during pre-release 
periods.  
Some studies measured online reviews as a categorical variable. Ma et al. (2014) and Wang 
and Chaudhry (2018) labeled WOMs as positive, negative, or neutral, based on the rating (e.g., 
less than 4-star = negative) or WOM contents. They investigated the influence of manager 
responses (MR), defined as the act of managers publicity replying to online reviews (Wang & 
Chaudhry 2018, p.163). Ma et al. (2014) indicated that MRs sometimes created negative effects. 
Additionally, Wang and Chaudhry (2018) recommended managing negative reviews rather than 
positive ones, because they found that MRs to positive reviews had negative impacts on later 
ratings. Kostyra et al. (2016), on the other hand, performed a conjoint experiment to analyze 
choice probability for eBook readers using categorized averages of ratings (valence), number of 
reviews (volume), and variance of ratings (variance). Their results indicated that valence and 
volume had positive effects on the choice probability and willingness-to-pay. Additionally, large 
level variance had a negative effect. They also found the OCRs decreased the effect of product 
attributes (e.g., brand, price, and technical features) by comparing two groups: review-provided 
and other. 
Apart from the three measurements and categorizing methods, Gopinath et al. (2014) 
introduced scoring for WOM contents. They graded WOMs on a scale of −2 to 2 points, based on 
three aspects: attribute, emotion, and recommendation, following the texts. They found significant 
effects of these predictors with cell-phone sales. Their results also indicated the importance of 
paying attention to contents and not just focusing on WOM volume. 
 
Table 3.2: WOM and OCR studies 
 




3.2.3. Customer Experience and Online Review Measures 
We reviewed the methods of treating online reviews as marketing variables in a previous section, 
finding three issues in the preset methods. First, volume and variance were not effective in some 
cases (Chintagunta et al. 2010). Second, many researchers did not consider the detailed contents 
of online reviews (Gopinath et al. 2014), although, some researchers categorized texts by positive 
and negative content (Ma et. 2014; Wang & Chaudhry 2018). Third, there were no exact methods 
used to judge the text contents and words. It is sometimes inconvenient to check all words without 
using effective guidelines. However, many researchers showed interest in the impact of online 
reviews and developing better methods to measure them. 
In contrast, our research measures customer experience using online reviews. On the other 
hand, perceived attribute performance is measured using attribute ratings, assuming that the text 
information in online reviews and their ratings represent a different construct. One possible 
problem is that the WOM behaviors are driven by customer satisfaction (Klaus & Maklan 2012; 
2013). However, the customer describes an event at a point in time when perceptions of their 
experiences are fresh. Concretely, we prepare two example reviews, as follows: 
i. “I was very satisfied, because the dinner was delicious, and I also like the buffet breakfast. 
Additionally, the staff was very kind to me.” 
ii. “Bad services” (lowest rating). 
These reviews mainly indicate descriptions of experiences, sometimes including a reason. Izogo 
and Jayawardhena (2018) investigated Facebook WOMs using Netnography, a qualitative 
research methodology, to study cultures and communities emerging through computer-mediated 
communications (Kozinets 2002). They indicated that several constructs related to customer 
experience could be conjectured from WOM sentence expressions. Therefore, we use word 
information directly from reviews to measure customer experience. Although Sridhar and 
Srinivasan (2012) adapted a similar method and model as our concept, our study investigates the 








3.3. Methods and Model 
3.3.1. Basic Procedure 
Our research procedure is as follows: 
i. Make a frequent-term text matrix based on morphological analysis. 
ii. Compare several neural-network models. 
iii. Visualize and estimate the marginal effects of each predictor. 
We first adapt morphological analysis to divide text samples into words and count the frequencies 
of each. Second, we propose interpretable neural-network models and compare their accuracy 
using training and testing datasets. Finally, we use a partial dependence plot (PDP) (Hastie et al. 
2009) to investigate marginal effects and to discuss marketing implications. 
 
3.3.2. Neural Network as Mental Processing 
This section introduces the basic feed-forward neural-network model and its use as a measurement 
model for mental processing. Figure 3.2 indicates the neural network as a regression model. 
 
Figure 3.2: Feed-forward neural-network model 
 
Let 𝑙 = 1, … , 𝐿 represent the number of layers. The top layer (𝑙 = 𝐿) in the network is express 
as  
        1; L l Li i iy f c
  β zx  , (3.1) 




where 𝑖 is the discrete individual, 𝑦𝑖 is the objective variable (output), 𝛃
(𝐿) is the vector of 
regression coefficients (weight parameters), z𝑖 is the vector of latent variables, and 𝑐
(𝐿) is the 
constant term (bias parameter). 𝛃(𝐿) and z𝑖
(𝐿−1)
 are thus given by 
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where g is an activation function (e.g., sigmoid), and 𝑢𝑗
(𝑙−1)






       
       
       




1 1 1 11 2
1 ,1 1 ,2 1 ,3 1 ,1 1
1 21 1 1 1
2 22 ,1 2 ,2 2 ,3 2 ,
1 21 1 1 1
3 33 ,1 3 ,2 3 ,3 3 ,
1
1 1 1 1
,,1 ,2 ,3
L L L LL L
q
L LL L L L
q
L LL L L L
q
L L
L L L L
p q
p qp p pi
b b b bu z
u zb b b b
u zb b b b
u zb b b b
    
    
    
 





































   
   
   
   
   
   
   
   




 is a latent variable (unit) formed by former latent variables transformed using the 
activation function. Rewriting Eq. (3.4), we obtain a simple expression, 
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       1 01 1 .i iU  B x c  (3.7) 
where 𝒙𝑖 is a vector of observable predictors (inputs). Eq. (3.7) indicates a formative model 
specification. Therefore, the neural network can be regarded as a type of measurement model in 




consumer behavior research if we predict some assessments or scores for the psychological 
constructs of related predictors. 
 
3.3.3. Skip-Layer Neural Network 
Several related networks are used for machine leaning. Skip-layer networks (SLNet) and residual 
learning networks (ResNet) are modeled as follows: 
    1, 1
(2) Fully connected network(1) Skip-Layer
; ; ,i i if NNβ  x x x  (3.8) 
    
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     input and output
; ; ,i i if NNI  x x x  
(3.9) 
where 𝐈 is a vector whose elements are all ones. ResNet (Eq. 3.9) is a helpful network used for 
learning deep neural networks (He et al. 2016). The network of the second term learns the 
residuals between the objective and predictive variables (𝑦𝑖 − 𝒙𝑖𝐈). The important difference of 
these two models and the next three semiparametric models is that the second term contains all 
predictors. Hence, these two models offer more complicated interpretations. 
 
3.3.4. Semiparametric Neural Network 
The essential problem of neural networks is their interpretability. Generally, network parameters 
cannot be identified, although the neural network provides better functional approximations. This 
is known as weight–space symmetry (Bishop 2006), indicating that it is nearly impossible to find 
unique solutions for parameters. However, Crane–Droesch (2017; 2018) focused on the 
approximation properties of feed-forward networks and proposed a semiparametric neural 
network. Let 𝑓 be a regression function; let 𝑁𝑁 be a function specified by a fully connected 
network containing latent variables; let 𝒙𝑖 be the predictor (input) matrix; and let 𝜽 be all 
parameters containing constant terms and regression coefficients. Crane–Droesch (2017; 2018)’s 
model (Figure 3.3) is thus given by 
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where 𝒙1,𝑖  and 𝒙2,𝑖  are sub-vectors of 𝒙𝑖 , and 𝛃1  and 𝜽2 = 𝜽 ∖ 𝛃1  are parameters 
corresponding to 𝒙1,𝑖 and 𝒙2.𝑖, respectively. This is similar specification using a partially linear 
regression model (Robinson 1988); hence, we call this model as partially linear network (PLNet). 
Crane–Droesch (2017) investigated the estimates for 𝛃1  using a Monte Carlo simulation, 
showing its unbiasedness and consistency. Note that the linear part does not contain an intercept, 
because it cannot be identified separately from the nonlinear function, 𝑁𝑁, similar to the partially 
linear model (Klemelä 2014). Additionally, Crane–Droesch (2017; 2018) adopted this model for 
panel data analysis and indicated its better prediction compared with ordinal fixed effect models, 
lasso regression, random forest, and fully connected neural networks.  
 
Figure 3.3: PLNet 
 
In our research, we extend PLNet to a nonlinearity of part or all of 𝒙1,𝑖 and propose an 
additive model learning network (AMNet) (Figure 3.4), as follows: 
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where 𝑑 = 1, ⋯ , 𝐾 represents the number of predictors; 𝑚 = 1, ⋯ , 𝑀 is the degree of the 
polynomial; and 𝑁𝑁𝑑  is an independent network of predictor 𝑑 . This model learns the 
independent networks constructed by a single predictor with polynomial transformation and 
approximates the objective variable using the sum of the independent nonlinear faction, 𝑁𝑁𝑑. 
Thus, AMNet is a kind of additive model (Hastie & Tibshirani 1986). In practice, it is possible to 
combine AMNet, PLNet, and fully connected networks using independent predictors. Similar to 
the additive model, only one 𝑁𝑁𝑑 contains the intercept, but another 𝑁𝑁𝑑 does not. 
 





Figure 3.4: AMNet 
 
If we know the relationship of some predictors from existing knowledge or theories, AMNet 
can be extended as follows: 
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x x x x  , (3.12) 
where 𝑔 = 1, … , 𝐺 is the number of independent predictor groups. For our setting, the review 
texts and attribute ratings represent a different construct. Thus, this model learns two networks 
constructed separately of words and rating scores (see Figure 3.5). This becomes a grouped 
AMNet (G-AMNet). Finally, Table 3.3 summarizes those models and their interpretability. 
 
Table 3.3: Neural Networks and Interpretability 
 
3.3.5. Partial Dependence Function and Marginal Effect 
The previous section introduced a few interpretable neural networks. However, it is still necessary 
to investigate the complicated multivariate function or fully connected network in cases such as 
G-AMNet. Estimating a partial dependence function is useful to solving this problem. The partial 
dependence function and PDP have been discussed to visualize the results given by some 
machine-learning methods (e.g., decision trees, random forests, and boosted regression) (Becker 
et al. 1996; Friedman 2001; Hasite et al. 2009; Greenwell 2017). Klemalä (2014) also discussed 
PDP in line with nonparametric regressions (Klemalä 2014, p.298-299).  
Let 𝒙 = (𝑥1, ⋯ , 𝑥𝑑) represent the predictors of a regression model whose prediction is 
𝑓(𝒙). If we divide 𝒙 into an interest set, 𝑧𝑆, and its compliment, 𝑧𝐶 = 𝒙 ∖ 𝑧𝑆, then the “partial 
dependence” of the response on 𝑧𝑆 is defined as 




         , , ,
CS S S C S C C C
f z E f z z f z z p z dz    (3.13) 
where 𝑝𝐶(𝑧𝐶)  is the marginal probability of 𝑧𝐶 : 𝑝𝐶(𝑧𝐶) = ∫ 𝑝(𝐱) 𝑑𝑧𝑆 . Eq. (14) can be 
estimated from a set training data by 
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where 𝑧𝑖,𝐶   (𝑖 = 1,2, … , 𝑛)  are the values of 𝑧𝐶  occurring in the training sample. Thus, it 
averages over the effects of all the other predictors in the model. 
To estimate the marginal effect, let 𝑧𝑖,𝑧 (𝑖 = 1,2, … , 𝑛) denote the estimates ordered points 
at which the regression function is evaluated. Applying a finite-difference estimate of the 
derivative to 𝑓𝑆(𝑧𝑆), we obtain 
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Because it is inconvenient to calculate the derivative from the neural network, we simply estimate 
the marginal effect from the above equation, like in cases of some nonparametric regressions 
(Cameron & Trivedi 2005). The partial dependence function indicates an averaged 𝑓(𝒙) with 
respect to 𝑧𝐶 at any data points of 𝑧𝑆. Thus, Eq. (3.15) indicates an averaged change of 𝑓(𝒙) 
when 𝑧𝑆 is changed. For example, assuming a simple linear regression, 𝑓(𝒙) = 𝑎 + 𝑏1𝑥1 +
𝑏2𝑥2 + ⋯ + 𝑏𝑑𝑥𝑑 , we obtain 𝑓𝑠(𝒙) = 𝑎 + 𝑏𝑑𝑥𝑑 and 𝑑𝑓𝑠(𝒙) 𝑑𝑥𝑑⁄ = 𝑏𝑑 for 𝑧𝑆 = 𝑥𝑑 . In this 
case, the marginal effect of Eq. (3.15) is the same as the analytical solution. Assuming 𝑓(𝒙) =
𝑎 + 𝑔1(𝑥1) + 𝑔2(𝑥2) + ⋯ + 𝑔2(𝑥2), which is a simple expression of AMNet, we obtain 𝑓𝑠(𝒙) =
𝑎 + 𝑔𝑑(𝑥𝑑) for 𝑧𝑆 = 𝑥𝑑 , and the marginal effect can be calculated with Eq. (3.15). Hence, 








3.4. Empirical Applications 
3.4.1. Data Description 
The data were provided by Rakuten, Inc. and contains customer reviews and ratings about 
accommodations in Japan, posted from January 1997 to November 2015 (Rakuten, Inc. 2016). 
We randomly selected 100,000 samples from the latest 2015 data, because the total sample (over 
5 million) was too large. Additionally, we deleted samples missing values and lacking reviews. 
We finally used 80,000 samples for training data, and the remaining 16,761 were used for test 
data. 
In morphological analysis, we selected the words based on parts-of-speech tags and 
truncating words whose total frequency was less than 100 to remove unusual words. Outliers (e.g., 
“am,” “is,” “are,” “do,” or “does”) were also deleted. As a result, a total of 684 words were 
gathered, including 112 adjectives, 113 adverbs, and 459 verbs. Their frequencies were used to 
measure customer experience. 
For attribute performance, the six variables of attribute rating scores (5 scales) were Location, 
Room, Meal, Bathroom (or Hot spring), Service, and Facility and Amenity (F&A). However, Meal, 
Bathroom, and F&A scales contain 0 for the guests who did not use those services or for hotels 
not providing such services. We then make dummy variables (e.g., no_Meal, no_Bathroom, and 
no_F&A) that take 1 when the ratings of Meal, bathroom, or F&A take 0, respectively. 
Additionally, because of these dummy variables, Meal, Bathroom, and F&A contain a coefficient 
dummy variable that takes 1 when no_Meal, no_Bathroom, and no_F&A are 0, respectively, and 
take 1 otherwise. 
For the other predictors, purpose (Business, Leisure, and other) and companion (Alone, 
Family, Colleague, Couple, and other) dummy variables are available. Additionally, we extracted 
the room type from room names in the dataset and created a Japanese-styled room dummy variable 
(J_room), which takes 1 for Japanese-styled rooms. Similarly, month dummies were created using 
character strings of posted dates in the dataset. Table 3.4 displays our arranged dataset. 





Table 3.4: Dataset arrangement 
 
3.4.2. Comparative Models and Optimization 
We compared the following five models using ordinal linear regression without the words. 
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     0 1 6 21 2 .G AMNetf NN Attributes DummyVariables β    (3.21) 
For simplicity, we note purpose, companion, no meal, no bathroom, no F&A, J_room, and month 
as dummy variables in the above models. FCNet is a standard feed-forward network, and PLNet 
sets linear parameters for attribute ratings and dummy variables. P-PLNet contains ninth-degree 
polynomial terms for each attribute rating, whereas the independent AMNet (I-AMNet) has six 
networks constructed by seventh-degree polynomial variables for each attribute rating with the 
word network. Grouped AMNet (G-AMNet) specifies the two networks as customer experience 
and attribute performance, constructed with words and attribute ratings, respectively. G-AMNet0 
is set without the word network to check the importance of words as predictors. 




The neural network optimization method uses Adam (Kingma & Ba 2015), and all of the 
necessary pre-parameter settings follow the default values from the original paper (see Appendix 
for a detailed algorithm). This method achieves faster convergence of optimization by adjusting 
the learning rate with the first and second moments of the gradients. To tune the units, we changed 
their number from 1 to 10, and from 10 to 100 by 10s. Then, we chose the unit number for 
minimum mean squared error (MSE), comparing the MSEs of training and test datasets among 
the different numbers of units. After unit tuning, we added the latent layer and tuned the unit again. 
We repeated this process until the MSE stopped improving. Using PLNet, we fixed the units and 
layers of the word network for the other models. We changed the degree of the polynomial for 
each attribute rating from 2 to 15 jointly and compared the MSEs. Although each predictor was 
normalized by dividing each maximum value for efficient learning, we reported the results based 
on non-normalized parameter estimates. Table 3.11 summarizes the details of each final network. 
 
3.4.3. Model and Coefficient Comparison 
Table 3.5 reports the training and test MSEs for each model, showing that G-AMNet achieves the 
lowest MSE, although, FCNet also shows better prediction when training MSE. Additionally, I-
AMNet shows a slightly better prediction capability than P-AMNet. 
Table 3.6 reports the estimates of linear parameters in each model. Note that the blanks in 
Table 3.6 indicate the parameter that cannot be identified from the nonlinear part. However, there 
is a large difference in the estimates for the coefficients of “companion” (i.e., alone, family, 
colleague, couple). Therefore, we investigate the estimates of G-AMNet to check validity. We 
repeated the estimation 50 times using different initial values generated from the standard normal 
distribution and evaluated the series of estimates via mean and standard deviation. The results of 
the validation for G-AMNet are shown in the G-AMNet (V) column of each Table. From Table 5, 
G-AMNet provides stable forecasting; however, we found that the estimates for the coefficients 
of companion depend on the initial values in Table 3.6.  





Table 3.5: MSE 
Table 3.6: Coefficient Estimates 
 
3.4.4. Partial Dependence Functions and Marginal Effects 
Table 3.7 and Figure 3.6 report the estimated partial dependence functions and marginal effects 
for the attribute ratings by G-AMNet (V). Table 3.7 shows that nearly all estimates are stable, 
although some (e.g., Meal, no_Meal, no_bathroom, and no_F&A) depend on initial values. Hence, 
we plan to address their instability in future studies. 
From the results in Table 3.7 and Figure 3.6, we found the nonlinear relationships between 
attribute ratings and overall rating so that the marginal effects of attribute ratings are not constant. 
The marginal effect decreases until the rating changes to four points in Room, Meal, Bathroom, 
and Service. It also keeps decreasing in F&A, whereas it increases in Location. When the rating 
changes from four to five, the marginal effect increases in the former four attributes (Room, Meal, 
Bathroom, and Service). However, it may not provide large contributions to overall rating. 
 
Table 3.7: Details of estimated marginal effects 
Figure 3.6: Partial dependence plots and marginal effect of each attribute rating on overall rating 
 
Table 3.8 summarizes the top-50 words ordered by the magnitudes of negative and positive 
marginal effects when the word frequency increases from zero to one. Figure 3.7 picks up the two 
words, “unfavorable” and “light,” which are the top negative and positive words among adjectives, 
respectively. Additionally, the details of estimates for partial dependence functions and marginal 
effects are reported in Table 3.9. 
In Table 3.8, we find the asymmetry effect between negative and positive words, so that the 
marginal effects of negative words are larger than that of positive words. This result indicates that 




managing the negative customer reviews is more important. This was a similar conclusion of 
Wang and Chaudhry (2018). Figure 3.7 and Table 3.9 indicate that the positive and negative 
marginal effects decrease with increasing frequencies of “unfavorable” and “light,” respectively. 
Note that these marginal effects are estimated based on overall rating. For negative words, a 
negative effect is estimated, because the word might be used frequently in customer reviews with 
lower overall ratings. Therefore, some words might appear unreasonable. 
 
Table 3.8: Top-50 negative and positive marginal effects when the word frequency changes to 
one from zero 
Figure 3.7: Partial dependence plots and marginal effect of each word on overall rating 
Table 3.9: Illustrations of partial dependence functions and marginal effect for words 
 
Comparing the marginal effects of attribute ratings and words, the overall ratings seem to be 
more affected by attribute service performance. However, we found that word frequency was 
important when the attribute ratings achieved higher points (3–5). Because we assume the review 
texts represents a customer experience, managers should pay attention to customer experiences, 
even if they obtain better service attribute assessments. Additionally, it is effective to overall 
customer satisfaction to keep providing better experiences so that the customers willingly write 
positive reviews. Therefore, it is useful to realize improvement by investigating the review text 
based on the negative words estimated by G-AMNet. 
Finally, we select the most effective two words (i.e., “never again” and “unfavorable”) and 
illustrate an example for a 2-dimensional partial dependence plot. The results are reported in Table 
3.10 and Figure 3.8. When the frequency of the phrase, “never again,” changes from zero to one, 
the marginal effects of “unfavorable” decreases. Similarly, increasing the frequency of 
“unfavorable,” the marginal effect of “never again” decreases. Focusing on the interaction effect, 
a “never again” and an “unfavorable” easily promote decreasing overall ratings. However, it needs 




four “unfavorables” to reduce the overall rating by the same magnitude as without a “never again.” 
For illustration purposes, compare the color of the heat map and the two line graphs in Figure 3.8. 
These 2-dimensional PDPs should help obtaining a proper interpretation for interaction effects. 
 
Table 3.10: Illustrations of 2-dimensional partial dependence functions and marginal effects 
Figure 3.8: Different kinds of 2-dimensional partial dependence plot example 
 
 
3.5. Conclusion and Future Research 
This study proposed a marketing model to estimate the impact of customer experience using a 
constrained neural network to process online review data. We investigated the relationship of 
overall ratings with customer experience and attribute performance. G-AMNet achieved better 
performance than a fully connected neural network, indicating that different variables types 
should need to be treated separately when applying neural networks. We attribute this to a 
technique called “dropout,” which randomly drops units and their connections from the fully 
connected neural network during training. This makes it possible to improve the accuracy while 
avoiding overfitting (Srivastava et al. 2014). G-AMNet and the other semiparametric neural 
networks can be regarded as special cases of dropout.  
Social science data is often handled differently from those of natural science or machine 
learning. Thus, it might be important to consider the model-driven approach of machine-learning 
algorithms for social science applications. In this study, we assumed that customer reviews and 
attribute ratings represent different constructs, then the G-AMNet learns the variables as separate 
networks. Additionally, the PDP estimated by this model provides natural interpretations for 
customer experience and attribute performance. The results indicate that the impactful words are 
useful to finding implementations of customer experience and services, and the negative words 




are especially important, because the customer might be more sensitive to the negative experience 
than the positive one. 
For future research, there are three main limitations and issues. First, it is necessary to develop 
a measuring and validation method to specify the psychological variables from the text data 
posted by customers. According to Izogo and Jayawardhera (2018), customer reviews and 
experiences have a strong relationship. However, there are no systematic methods to measure the 
constructs from the textual data. Toubia et al. (2019) estimated latent topics based on 
psychological theory, and Humphreys and Wang (2018) called the latent topic a construct and 
discussed the applications of LDA in social science. For neural networks, CR and AVE (Fornell 
& Larcker 1981) can be extended, because Chapter 2 proposed the construct validation for a 
nonlinear measurement model and discussed the reliability coefficient with the marginal effect 
estimation.  
Second, the setting of our conceptualized model requires more strict causal relationships, 
because our model is very simple. For example, the relationship between customer experience 
and attribute performance should be estimated. However, we did not achieve this with our neural 
network. Moreover, past reviews might provide customer expectations or ideal points, affecting 
customer experience. Therefore, specifying causal relationships among predictors and 
introducing dynamic effects in the network should improve the accuracy and validity of our model. 
The heterogeneity of consumers, hotels, and regions having high dimensional word data is an 
important remaining issue. Additionally, it requires specifying the context of the words and 
discussing how to find and visualize important interaction effects among the words. 
Third, we should investigate the theoretical property of neural networks and apply it to the 
Bayesian neural-network method (e.g., Gaussian process regression model (Lee et al. 2018)). 
Because some estimates were unstable in G-AMNet, discovering this reason is very important for 
neural network interpretations in the social sciences. Additionally, the stochastic model for high 
dimensional data, such as Gaussian process regression, provides probabilistic inferences for the 




estimated parameters and functions. This is an advantage of the Bayesian neural network. 
Combining other Bayesian methods, we expect to resolve the sparsity of marketing data, which 




























3.6. Ch.3 Figures and Tables 
 
Figure 3.1: Conceptualized Model 
Customer Experience/Quality





















































































Figure 3.8: Different kinds of 2-dimensional partial dependence plot example 
 
 




Table 3.1: Customer experience studies 
Author (year) Type of CX Constructs
Novak et al. (2000) Online Experience
Flow, Arousal, Challenge, Control, Focused Attention, Interactivity,
Speed, Involvement, Importance, Skill, Telepresence, Time
Distortion
Brakus et al. (2009) Brand Experience Sensory, Affective, Behavioral, Intellectual
Klaus & Maklan (2012; 2013) Service Experience
Product experience, Outcome focus, Moments-of-truth, Peace-of-
mind
Khan & Rahman (2016)
Retail Brand
Experience
Brand name influence, Customer billing, order & application forms,
Mass media impression, Point-of-sales assistance, Recommendation
by a salesperson, Emotional event experience, Brand stories
connectedness
Bustamante & Rubio (2017)
In-Store Customer
Experience
Cognitive,  Affective, Physical, Interaction with customers,
Interaction with employees, Social
Pelletier & Collier (2018)
Experiential
Purchases
Fun, Escapism, Servicescape quality, Social congruence, Uniqueness
 
 
Table 3.2: WOM and OCR studies 
Author (year) Data Category Type of WOM Variable Objective Variable Method/Model






Multiple Regression estimated by
GMM (generalized method of
moments)




Recommendation with Score (-2~+2




Ma et al. (2015)








Kostyra et al. (2016)






Conjoint Analysis by MMNLM
(mixed multinomial logit model)




OLS & 3SLS (three-stage least
squares regression)




Categorized by Negative/Positive Rating DID (deference in differences)
 
 








Venables & Ripley (2002)
impossible complicated
Resdual Learning  Network (ResNet) He et al. (2016) impossible complicated
Partially Linear Neural Network (PLNet) Crane-Droesch (2017; 2018) partially partially linear








Table 3.4: Dataset arrangement 
Word1 Word2 ・・・ Word684 Location Room Meal Bathroom Service A & F Business Leisure
User1 0 0 0 4 3 0 3 3 3 0 1
User2 1 0 0 4 3 3 2 3 3 1 0
User3 0 2 0 4 5 4 4 5 4 0 1
User4 0 0 0 5 4 5 4 4 4 0 1 ・・・
User5 0 1 0 5 3 0 3 3 3 0 0
User6 0 0 1 5 4 5 4 5 5 0 1
・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・
・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・
・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・
Alone Family Colleague Friend Couple no_Meal no_Bath no_A & F J_room Jan Feb ・・・ Oct Overall（Y）
0 0 0 0 1 1 0 0 1 1 0 0 4
1 0 0 0 0 0 0 0 0 0 0 0 3
・・・ 0 0 0 1 0 0 0 0 1 0 1 0 4
0 1 0 0 0 0 0 0 0 0 0 0 5
1 0 0 0 0 1 0 0 0 0 0 0 4
1 0 0 0 0 0 0 0 0 0 0 0 5
・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・
・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・











Table 3.5: MSE 
Model LR FCNet PLNet P-PLNet I-AMNet G-AMNet0 G-AMNet
Training 0.24730 0.20327 0.22452 0.21942 0.21579 0.21451 0.20321 0.20188 (0.001)




Table 3.6: Coefficient Estimates 
PLNet P-PLNet I-AMNet G-AMNet0 G-AMNet
Intersept -0.166 (0.023) ***
Location 0.116 0.586 (0.012) ***
Room 0.256 1.418 (0.012) ***
Meal 0.139 0.775 (0.012) ***
Bathroom 0.087 0.445 (0.011) ***
Service 0.269 1.635 (0.013) ***
F & A 0.095 0.445 (0.014) ***
Business 0.014 -0.002 -0.003 0.001 -0.004 0.003 (0.005) 0.022 (0.009) **
Leisure 0.024 0.011 0.010 0.006 0.004 0.011 (0.005) 0.016 (0.008) *
Alone -0.160 0.066 -0.006 0.117 0.162 0.020 (0.125) 0.045 (0.020) *
Family -0.177 0.054 -0.016 0.099 0.145 0.004 (0.124) 0.012 (0.020)
Colleague -0.156 0.078 0.006 0.131 0.177 0.031 (0.126) 0.056 (0.022) **
Friend -0.144 0.090 0.023 0.143 0.183 0.043 (0.125) 0.054 (0.021) **
Couple -0.165 0.074 0.002 0.125 0.167 0.024 (0.125) 0.027 (0.021)
no_Meal 0.525 0.910 0.684 0.588 (0.010) ***
no_Bathroom 0.284 0.766 0.485 0.290 (0.012) ***
no_F & A 0.148 0.034 0.396 0.075 (0.021) ***
J_room -0.007 -0.003 0.000 -0.008 -0.011 -0.011 (0.001) -0.011 (0.005) *
Jan 0.010 0.015 0.014 0.009 0.012 0.012 (0.001) 0.002 (0.009)
Feb 0.014 0.022 0.018 0.016 0.020 0.020 (0.002) 0.010 (0.009)
Mar 0.005 0.010 0.010 0.010 0.012 0.011 (0.002) 0.004 (0.009)
Apr -0.006 0.002 -0.001 0.002 0.004 0.003 (0.002) -0.009 (0.009)
May 0.020 0.021 0.022 0.019 0.017 0.018 (0.002) 0.024 (0.008) **
Jun 0.020 0.025 0.023 0.024 0.025 0.023 (0.002) 0.027 (0.008) **
Jul 0.012 0.014 0.013 0.016 0.013 0.013 (0.002) 0.019 (0.008) *
Aug 0.009 0.011 0.009 0.008 0.009 0.009 (0.001) 0.011 (0.008)
Sep 0.007 0.008 0.008 0.006 0.006 0.008 (0.001) 0.007 (0.008)
Oct 0.012 0.015 0.011 0.007 0.010 0.009 (0.001) 0.014 (0.008) .
R2 Adj.R2 RSE










Table 3.7: Details of estimated marginal effects 
1 3.760 (0.034) 2.987 (0.051) 3.620 (0.174) 3.749 (0.077) 2.606 (0.045) 3.665 (0.055)
2 3.862 (0.022) 3.610 (0.031) 3.886 (0.177) 3.938 (0.039) 3.555 (0.042) 3.882 (0.028)
3 3.955 (0.022) 3.920 (0.023) 4.074 (0.172) 4.053 (0.029) 3.937 (0.023) 4.026 (0.021)
4 4.062 (0.021) 4.123 (0.021) 4.223 (0.176) 4.132 (0.034) 4.109 (0.022) 4.120 (0.021)
5 4.186 (0.020) 4.338 (0.022) 4.395 (0.174) 4.241 (0.030) 4.338 (0.022) 4.210 (0.022)
1-2 0.102 (0.025) 0.623 (0.036) 0.266 (0.069) 0.189 (0.053) 0.949 (0.040) 0.217 (0.038)
2-3 0.093 (0.007) 0.310 (0.019) 0.188 (0.012) 0.115 (0.015) 0.381 (0.034) 0.143 (0.016)
3-4 0.106 (0.005) 0.204 (0.008) 0.150 (0.011) 0.079 (0.012) 0.172 (0.012) 0.094 (0.008)
4-5 0.125 (0.004) 0.215 (0.007) 0.172 (0.009) 0.109 (0.015) 0.229 (0.010) 0.090 (0.010)
0 3.962 (0.168) 4.065 (0.028) 4.078 (0.020)
1 4.376 (0.415) 4.449 (0.448) 4.583 (0.109)
0-1 0.414 (0.582) 0.385 (0.466) 0.505 (0.110)
Partially Dependence Function (PDF)
Marginal Effect
no_Bathroomno_Meal
Location Room Meal Bathroom
Partially Dependence Function (PDF)
Marginal Effect

















Table 3.8: Top-50 negative and positive marginal effects when the word frequency changes 
to one from zero 
term POS max term POS max
never again Adverb -0.505 (0.030) 2 utilize/use Verb 0.144 (0.023) 2
unfavorable Adjective -0.196 (0.029) 3 save Verb 0.124 (0.021) 2
sting Verb -0.170 (0.023) 2 suitable/exactly Adverb 0.120 (0.013) 2
somehow/manage to Adverb -0.142 (0.026) 2 elaborate Verb 0.111 (0.017) 1
throw Verb -0.142 (0.016) 3 not crowded Verb 0.108 (0.015) 2
believe Verb -0.135 (0.013) 2 rather Adverb 0.103 (0.016) 1
raise/wake Verb -0.134 (0.020) 3 never Adverb 0.097 (0.012) 2
pay Verb -0.131 (0.021) 3 really/please Adverb 0.096 (0.006) 2
sink Verb -0.127 (0.013) 2 completely Adverb 0.093 (0.012) 2
return Verb -0.124 (0.017) 3 excel Verb 0.093 (0.009) 2
arrive Verb -0.124 (0.016) 2 smooth/slippy Adverb 0.091 (0.011) 3
noisy Adjective -0.124 (0.009) 3 apparently Adverb 0.090 (0.011) 2
stand/get Verb -0.122 (0.011) 2 light Adjective 0.085 (0.013) 2
black Adjective -0.120 (0.020) 2 simmer Verb 0.083 (0.014) 2
give up Verb -0.119 (0.014) 3 boil Verb 0.080 (0.013) 3
lower/reduce Verb -0.119 (0.013) 2 spread Verb 0.079 (0.014) 1
offer Verb -0.116 (0.014) 2 futhermore Adverb 0.077 (0.013) 2
lukeworm Adjective -0.116 (0.010) 2 stretch Verb 0.077 (0.010) 3
raise/increase Verb -0.113 (0.015) 2 mostly Adverb 0.077 (0.013) 2
dry Verb -0.112 (0.017) 2 so/that much Adverb 0.077 (0.010) 2
pay Verb -0.112 (0.018) 9 really/please Adverb 0.076 (0.004) 3
peel off Verb -0.111 (0.013) 2 contrary Adverb 0.072 (0.019) 1
wake Verb -0.111 (0.012) 2 bring/report Verb 0.070 (0.014) 2
hurry Verb -0.110 (0.017) 3 forcibly Adverb 0.070 (0.007) 2
make a nise Verb -0.109 (0.009) 2 get bored/tired Verb 0.069 (0.007) 2
strange/suspicious Adjective -0.108 (0.019) 2 face/touch Verb 0.069 (0.016) 3
horrible Adjective -0.108 (0.013) 5 take Verb 0.069 (0.014) 3
be cut off Verb -0.107 (0.015) 2 narrow/limit Verb 0.068 (0.013) 1
go to/visit Verb -0.106 (0.015) 2 entirely Adverb 0.068 (0.016) 1
float Verb -0.105 (0.016) 2 pretty/cute Adjective 0.066 (0.010) 3
somehow/manage to Adverb -0.104 (0.013) 2 take out Verb 0.065 (0.016) 3
cloud/mist Verb -0.102 (0.023) 2 please Adverb 0.065 (0.004) 2
build up Verb -0.102 (0.022) 3 can staty Verb 0.065 (0.003) 3
stop Verb -0.101 (0.024) 1 always Adverb 0.064 (0.007) 2
divide Verb -0.100 (0.008) 2 sufficiently Adverb 0.063 (0.007) 2
dirty Adjective -0.099 (0.010) 4 read Verb 0.063 (0.013) 3
have a shower/bath Verb -0.099 (0.016) 4 pass Verb 0.063 (0.019) 2
at least Adverb -0.098 (0.011) 2 stick/keep to Verb 0.062 (0.015) 3
clog up/choke Verb -0.097 (0.022) 2 sometimes Adverb 0.062 (0.009) 2
probably Adverb -0.095 (0.015) 1 watch Verb 0.061 (0.012) 5
tell Verb -0.095 (0.009) 5 shrink Verb 0.061 (0.013) 3
smell bad Adjective -0.091 (0.006) 7 interesting/fun Adjective 0.057 (0.007) 2
with effort Adverb -0.091 (0.007) 3 squeeze Verb 0.057 (0.011) 4
serious/heavy Adjective -0.090 (0.012) 3 relatively Adverb 0.056 (0.008) 2
together/at the same time Adverb -0.090 (0.012) 2 quick Adjective 0.056 (0.014) 2
connect Verb -0.090 (0.017) 3 remember Verb 0.056 (0.016) 3
decrease Verb -0.087 (0.013) 2 equip/have Verb 0.055 (0.014) 2
thin/weak Adjective -0.084 (0.006) 3 unexpectedly Adverb 0.055 (0.008) 2
fall Verb -0.084 (0.012) 4 keep Verb 0.055 (0.011) 2
later Adverb -0.082 (0.018) 2 can get/have Verb 0.055 (0.006) 2
Positive
Marginal Effects Marginal Effects
Negative
 






Table 3.9: Illustrations of partial dependence functions and marginal effect for words 
0 4.082 (0.020) 0 4.082 (0.020)
1 3.886 (0.036) 0-1 -0.196 (0.029) 1 4.167 (0.023) 0-1 0.085 (0.013)
2 3.682 (0.064) 1-2 -0.205 (0.036) 2 4.223 (0.034) 1-2 0.055 (0.017)
3 3.541 (0.084) 2-3 -0.141 (0.028) 3 4.257 (0.046) 2-3 0.035 (0.016)
4 3.461 (0.094) 3-4 -0.081 (0.022) 4 4.279 (0.057) 3-4 0.022 (0.013)
5 3.415 (0.100) 4-5 -0.045 (0.017) 5 4.293 (0.066) 4-5 0.014 (0.010)
Unfavorable Light




Table 3.10: Illustrations of 2-dimensional partial dependence functions and marginal 
effects 
0 1
0 4.084 (0.020) 3.577 (0.034) 0 -0.507 (0.031)
1 3.888 (0.036) 3.463 (0.046) 1 -0.425 (0.036) 0-1 -0.197 (0.029) -0.115 (0.039)
2 3.683 (0.064) 3.402 (0.067) 2 -0.280 (0.056) 1-2 -0.205 (0.036) -0.060 (0.028)
3 3.542 (0.084) 3.372 (0.081) 3 -0.169 (0.065) 2-3 -0.141 (0.028) -0.030 (0.018)
4 3.461 (0.094) 3.357 (0.091) 4 -0.104 (0.064) 3-4 -0.081 (0.022) -0.016 (0.012)


















































Table 3.11: Details of each network 









Words (684) 3 7 8
9th Degree Polynomial

























attribute ratings (6) 70 100 30 40
Dummy
Variables (21)
Words (684) 3 7 8














Layer (unit or dimension)










Table 3.12: Descriptive statistics for each variable 
Overall 4.084 (4.076) 0.889 (0.894) 1 (1) 4 (4) 4 (4) 5 (5) 5 (5)
Location 4.193 (4.202) 0.720 (0.714) 1 (1) 4 (4) 4 (4) 5 (5) 5 (5)
Room 3.937 (3.935) 1.007 (1.016) 1 (1) 3 (3) 4 (4) 5 (5) 5 (5)
Meal 4.002 (3.933) 0.948 (0.961) 1 (1) 4 (3) 4 (4) 5 (5) 5 (5)
Bathroom 3.952 (3.937) 0.989 (0.997) 1 (1) 3 (3) 4 (4) 5 (5) 5 (5)
Service 3.970 (3.966) 0.987 (0.981) 1 (1) 3 (3) 4 (4) 5 (5) 5 (5)



































3.7. Ch.3 Appendix 
3.7.1. Details of ADAM 
Back propagation with ADAM (Kingma & Ba, 2015; Goodfellow et al., 2016) 
Require: L, Network depth  
Require: 𝐁(𝑙), 𝑙 ∈ {1,2, … , 𝐿}, The weight matrices, vectors, or scalars of the model.  
Require: 𝒄(𝒍), 𝑙 ∈ {1,2, … , 𝐿}, The bias (constant) parameters of the model.  
Require: 𝐱, Input variables.  
Require: 𝒚, Output variables.  
Require: 𝑛 ∈ {1,2, … ,  𝑁𝑑}, Mini-batch size.  
Require: 𝛼, Step size (𝛼 = 0.001).  
Require: 𝜖, Small constant (𝜖 = 10−8) used for numerical stabilization.  




𝑡 ← 0 (Initialize time step)  
for 𝑙 = {1,2, … , 𝐿} do  
𝐁0
(𝑙),  𝒄0







} (Combine weight and bias parameters as one matrix or 
vector.), 
 










← 𝟎 (Initialize 2st moment corresponding to the weight and bias 
parameters). 
 
end for  







 not converged do  
𝑡 ← 𝑡 + 1 (Iteration number).  
Forward computation：  
𝐙(0) ← 𝐱 (Set input variables).  
for 𝑙 = {1,2, … , 𝐿} do  
𝐔(𝑙) = 𝐁𝑡−1
(𝑙) 𝐙(𝑙−1) + 𝒄𝑡−1
(𝑙) 1𝑁, (E.1) 





} (Combine weight and bias parameters as one matrix or 
vector.). 
 
end for  
?̂? = 𝐙(𝑙) (Compute Predicted Outputs),  










(𝐿)← 𝛻?̂?𝐿(?̂?, 𝒚) = ?̂? − 𝒚. (E.3) 




















+ (1 − 𝜌1)𝜕𝜽𝑡
(𝑙)
 (Update biased first moment estimate),  
𝒉𝑡
(𝑙) ← 𝜌2𝒉𝑡−1
(𝑙) + (1 − 𝜌1)𝜕𝜽𝑡
(𝑙)⨀𝜕𝜽𝑡
(𝑙)





(𝑙) (1 − 𝜌1
𝑡)⁄  (Compute bias-corrected first moment estimate),  
?̂?𝑡
(𝑙) ← 𝒉𝑡
(𝑙) (1 − 𝜌2




















 (Obtain updated weights and biases).  














For equations (E.1) and (E.2), let 𝑝 be a number of unit in the 𝑙th layer, and let 𝑞 be a 
number of unit in 𝑙 − 1st layer, 𝐔(𝑙), defined as: 
 





U UU      (3.22) 
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for n = 1,…, N𝑑. g
(𝑙) is an activation function. 
In Eq. (E.3) & (E.4), for the top layer (𝑙 = 𝐿), let 𝐸𝑛 = 1 2⁄ (?̂?𝑛 − 𝑦𝑛)
2 be a loss function 
for sample 𝑛 , and put ?̂?𝑛 = 𝑧𝑛
(𝐿) = 𝑢𝑛
(𝐿)
  for a regression setting. Because 
𝑑 (𝑢𝑛
(𝐿) − 𝑦𝑛) 𝑑𝑢𝑛
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For PLNet and AMNet, consider adding some units or inputs independently in Eq. (E.1), 
divide 𝑝 = ?̅? + ?̃?, and 𝑞 = ?̅? + ?̃?, and define Eq. (E.1’) as follows:  













   
   





1 ,1 1 ,1
,,1



















p p q p q q
l














    
  
 
      
       














































     
     
     
     
      
     
     
     
           
 
(3.29) 
Hence, the above equation can be regarded as a restricted equation with fixed parameters, and the 
algorithm will not be changed while keeping the fixed parameters as 0. 
 
3.7.2. Simulation Result for AMNet 
We generated 500 (and 100 for test) samples from the following settings and estimated two-
layer (input layer + one hidden layer + output layer) AMNet model 100 times.  
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For each optimization, we set epochs = 200 and batch sizes = 50, meaning each epoch uses 50 
samples randomly. The probabilistic optimization repeats an optimization until the sum of mini-
batches achieves the same number as the sample size, such that it needs 500/50 = 10 times. This 
repeats 200 times for convergence of optimization. Before simulation, we generate data from Eq. 
(3.29) once and jointly search the degree of the polynomial and the units in the hidden layer. 
Figure 3.9 shows the learning history of the MSE. Table 3.13 indicates the 7th degree, and its unit 
is the best for testing data. However, the 9th degree unit is better for training data. According to 
test MSE, we adapt the two-layer AMNet with seven units and use the inputs transformed by the 
7th-degree polynomial (Figure 3.10). 
 
Table 3.13: MSE of training and test data 
 
 
degree & unit 2 3 4 5 6 7 8
train 1.2938 1.0858 1.0701 0.9805 1.0295 0.9701 1.0484
test 1.3497 1.0975 1.1488 1.0995 1.1529 1.0311 1.1533
degree & unit 9 10 11 12 13 14 15
train 0.9673 0.9979 0.9971 1.0560 1.0095 0.9831 1.0007
test 1.0608 1.0863 1.1426 1.1106 1.1397 1.1110 1.1308






Figure 3.9: Learning history of AMNet 
 
  
Figure 3.10: AMNet for simulation study 
 
Table 3.14 summarizes the result of this simulation study and shows bias and RMSE for betas 1 
and 2. A.RMS and A.Corr in Table 3.14 indicates the average RMS and the correlation coefficient 
between true and estimated functions. The results indicate that betas 1 and 2 are estimated 
unbiased, and the sin and cos functions are also estimated closely by each network. We visualize 
those results in Figure 3.11 and 3.12. 




Table 3.14: Results of simulation study 
beta1 beta2 sin cos
True 0.485 0.550
Bias -0.009 0.004 A.RMS 0.528 0.569




Figure 3.11: Histograms of estimated betas 1 and 2 
 
 






This thesis discusses an integrating approach to apply nonlinear measurement models and neural 
networks in traditional marketing and consumer behavior research. The discussion largely focuses 
on the mental process in customers’ evaluations and specifies a nonlinear processing measurement 
model. Finally, the main results and contributions of this study are summarized. 
Chapter 1 addresses the nonlinear and threshold extension of the measurement model using 
a traditional marketing scale. Estimating the threshold logistic model, it is possible to improve 
model fitting and categorize customers on the basis of three levels of latent perceptions. Therefore, 
the proposed model helps marketers to conduct a different approach to each segment with 
different characteristics. 
Chapter 2 proposes the construct validation method for nonlinear measurement models. The 
simulation studies indicate that the performance of new indexes is valid for nonlinear 
measurement models. When applying the nonlinear measurement model with this validation 
method, researchers can check the model validity similarly to the application of the linear 
measurement model. 
Chapter 3 discusses a neural network application related to a traditional measurement model 
in marketing and consumer behavior research. This is an attempt at measuring psychological 
constructs from the review texts with machine learning methods. Although there are several 
limitations, the empirical analysis highlights the overall rating associated with customer 
experiences and attribute performances. In particular, the nonlinear and asymmetric relationship 
between word frequencies and overall rating scores is identified. 
In summary, these studies suggest that it is important to investigate nonlinear psychological 
properties in consumer behaviors and find the interpretations from nonlinear models. The causal 
mechanism linking latent perceived service quality with difference score requires the nonlinear 




with the linear measurement model in previous studies, the results in Chapters 1 and 2 show that 
nonlinear SERVQUAL models are better than the linear model. In addition, neural networks help 
in estimating a complex mental processing model such that Chapter 3 explains the relationship of 
a neural network with the measurement model. The study also indicates that the marginal effect 
estimation is important for interpreting nonlinear models. 
However, given that consumer heterogeneity is also an important trend in recent marketing 
approaches, there are two possible remaining issues. First, with collecting additional data, such 
as customers’ demographics, the hierarchical model will be capable of estimating the personalized 
threshold parameters. Second, to identify the linear and nonlinear evaluation processes, it is 
necessary to examine the type of consumers who tend to follow more complex mental processing. 
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