In this paper the asymptotic behavior of penalized spline estimators is studied using bivariate splines over triangulations and an energy functional as the penalty. The rate of L2 convergence is derived, which achieves the optimal nonparametric convergence rate established by Stone (1982) . The asymptotic normality of the penalized spline estimators is established, which is shown to hold uniformly over the points where the regression function is estimated.
Introduction
Piecewise polynomial functions, or splines, have proven to be an extremely powerful tool on smoothing throughout the statistical literature. There are numerous important applications of nonparametric regression in higher dimensions; see Stone (1994) for the practicality of multivariate splines for statistical applications. Theoretical properties of the non-penalized spline smoother have been examined in many directions. For global rates of convergence, see Stone (1985 Stone ( , 1986 Stone ( , 1994 , Kooperberg, Stone and Truong (1995a, b) and Huang (1998a) .
For local asymptotic results; see Zhou, Shen and Wolfe (1998) and Huang (2003a,b) .
Many of the spline-based approaches to multivariate estimation problems involve tensor product spaces which are most useful when the data are observed on a regular grid in a rectangular domain. However, the structure of tensor products is undesirable since it may restrict the estimators from capturing important features in the data which are not oriented in the rectangular directions. Multivariate splines based on triangulations are invariant to affine transformations, as pointed out in Hansen, Kooperberg and Sardy (1998) , thus are more desirable when the given coordinate system of the data is arbitrary as is the case with special or compositional data. In particular, when the data locations are spread in a polygonal domain of arbitrary shape, a triangulation is the most convenient tool to partition the domain into pieces and thus bivariate splines, i.e. smooth piecewise polynomial functions over triangulations are naturally extensions of univariate spline functions over subintervals.
They are important tools in several application areas such as computer aided geometric design and numerical solution of partial differential equations. Bivariate splines can also be used for data regression just like the common B-splines. Recently, the theory and computation of bivariate splines become matured and are ready for various applications.
See the monograph by Lai and Schumaker (2007) for all basic theory of bivariate, trivariate and spherical splines and see Awanou, Lai and Wenston (2006) and Baramidze, Lai and Shum (2006) for numerical implementation of these multivariate splines for data fittings.
We refer to Lai (2008) for a survey of multivariate splines for scattered data fitting and several numerical examples. Guillas and Lai (2010) used these splines for prediction of ozone concentration based on the measurements from all EPA stations scattered around the U.S. continent. Their predictions are consistent for various learning periods. Ettinger and Lai (2010) applied these splines to hurricane path prediction based on the measurements from buoys over the Gulf of Mexico. In addition, approximation properties of discrete least squares splines and penalized least squares splines without noises are studied in papers by von Golitschek and Schumaker (2002a, b) . In the same time, Huang (2003a, b) studied the asymptotic behavior of discrete least spline over triangulations for noised data over random locations.
It is known that penalized regression splines include discrete least squares splines as a special case and provide a more convenient tool for data fitting than the discrete least squares splines due to its smoothing components. A small parameter dimension and a flexible choice of spline spaces and penalties make this smoothing technique very popular; see Ruppert et al. (2003) for some examples and applications. However, the theoretical properties of penalized splines remained less well explored and most of the work has been confined to the one-dimensional setting. In the univariate case, Wand (1999) In this paper, we emphasize on bivariate splines instead of multivariate splines mainly because we know that the lowest degree of splines for a given smoothness that the Condition A3 in Huang (2003b) holds for arbitrary triangulations. In addition, we have a complete knowledge on the approximation power of bivariate splines for any degree and any smoothness over arbitrary triangulation; see Chapter 10 in Lai and Schumaker (2007) . Our study can certainly be generalized to the setting of multivariate splines under the Condition A3 without explicating the degrees of spline functions. Our results extend the results from Huang (2003a, b) on discrete least splines over triangulations to the setting of penalized splines and hence more useful for data regression.
The rest of the paper is organized as follows. In Section 2, we describe the bivariate penalized estimator. In section 3, we present our main results. Section 3.1 provides the rate of convergence of the penalized spline estimator to the true mean function. Under some regular conditions, the rate is optimal. Section 3.2 explains the asymptotic normality of the estimator and we give the size and simple expressions for the asymptotic variance.
Applications to constructing asymptotic confidence intervals are also discussed. Section 4 reports findings from an extensive simulation study. The proofs of the main results are given in Appendix.
Penalized spline estimators
sample of size n from the distribution of (X, Y ), satisfying the following model
where
is the bivariate condition mean function and ǫ i 's are i.i.d random noises with E (ǫ i ) = 0 and Var (ǫ i ) = 1. Our primary interest is to estimate the unknown function m (x) based on the given data values Y i over X i , i = 1, · · · , n. We shall use bivariate splines on triangulations to do so.
We assume {X i } n i=1 ranges over a polygonal domain Ω. Let △ be a triangulation of Ω.
Denote |△| := max{|τ |, τ ∈ △} with |τ | being the diameter of the smallest circle containing τ and ρ △ := min{ρ τ , τ ∈ △} with ρ τ being the radius of the largest circle contained in τ .
For convenience, let β be a positive real number such that the triangulation △ satisfies
Here β is used to describe the shape of the triangulation. The small the β is, the better the triangulation is. That is, as the constant β will appear in the error estimates later, the smaller β is the smaller the errors are. Thus, we call a triangulation △ of Ω is β quasiuniform if △ satisfies (2) . This corresponds to Condition A2 in Huang (2003b) . Let N be the number of the triangles in the polygonal domain Ω. From (2), it is easy to see that
where A Ω denotes the area of Ω. In addition, for convenience, we shall assume that the data locations X i are inside triangles of △. That is, they are not on edges of triangles in △. Otherwise, we can simply count them twice or multiple times if any data location is located inside of an edge or at a vertex of △.
Next fix an integer r ≥ 0. Let C r (Ω) be the space of all r times continuously differentiable functions over Ω. Let S r d (△) = {s ∈ C r (Ω) : s| t ∈ P d , t ∈ △} be a spline space of degree d and smoothness r over triangulation △, where P d is the space of all polynomials of degree less than or equal to d. For convenience, let S := S r 3r+2 (△) over triangulation △ for a fixed smoothness r ≥ 1 as we know that such a spline space has the full approximation order as explained in Lai and Schumaker (1998, 2007) .
To describe our theory of the asymptotics of bivariate splines in the context of regression, let us introduce some inner products and norms as in Huang (2003a) . For any To define penalized spline method we let
be the energy functional, where λ > 0 is a fixed real number. We denote by m λ ∈ S the spline solving the following minimization problem:
for a fixed integer υ ≥ 1. For clarity in the remaining part of the paper, we choose υ = 2.
It is easy to see that m 0 := m is the standard least squares spline without of penalty. The tuning parameter λ controls the smoothness of the fitted spline function.
Let B := B(Ω) be the space of all bounded real-valued functions over Ω = ∪ τ ∈△ τ equipped with the inner product n f, g n,Ω + λ f, g Eυ and
Define a projection operator P λ : B → S by P λ Y = m λ . It is easy to see that P λ is a linear operator. Thus we have P λ Y = P λ m + P λ ǫ, where P λ m is the penalized spline of m (X i ) , i = 1, · · · , n and similar for P λ ǫ. Under the some conditions, see for example von
Golitchek and Schumaker (2002a) and Huang (2003b) , P 0 is a bounded operator on S in the maximum norm. Indeed, these conditions can be described as follows: for every s ∈ S and every τ ∈ △, there exist a positive constant F 1 , independent of s and τ , such that
Let F 2 be the largest number of data sites in a triangle τ ∈ △. That is, we have
where s ∞,τ denotes the maximum norm of s over domain τ . These constants F 1 and F 2 were used in von Golitchek and Schumaker (2002a) to describe one of the assumptions for the boundedness of P λ in the maximum norm. These are also associated with the
For convenience, we write s λ,m = P λ m and s λ,ǫ = P λ ǫ. Then for the penalized spline estimator m λ in (3), we have the following decomposition
where s λ,m (x) − m (x) and s λ,ǫ (x) are referred to as the bias and variance terms.
Main results
To measure the smoothness of a function, we use the standard Sobolev space W ℓ,∞ (Ω) = {f : |f | ℓ,∞ < ∞}. Given random variables T n for n ≥ 1, we write in the following
Before we state the main results, we make the following assumptions.
(A1) The bivariate function m ∈ W ℓ+1,∞ (Ω) for an integer ℓ ≥ 1.
(A2) The noise ǫ satisfies that lim η→∞ E ǫ 2 I(ǫ > η) = 0. The standard deviation function
(A3) The constants F 1 and F 2 defined in (4) and (5) satisfy
(A4) The number N of the triangles and the sample size n satisfies that N ≍ n 1/(ℓ+2) .
(A5) The penalized parameter λ satisfies λ = o(n ℓ/2(ℓ+2) ).
Remark 1. We note that (A1) and (A2) are standard conditions for nonparametric models.
Assumptions (A4) and (A5) give a sufficient condition for the bias term to be negligible compared with the variance term. Assumption (A3) is reasonable. Given n data points, we choose a triangulation with N triangles such that N ≍ n 1/(ℓ+2) log n. For example, when ℓ = 1, N is about n 1/3 . Since n ≤ N F 2 , it follows that F 2 ≥ n 2/3 and hence, F 1 should be around n 2/3 in order to have (A3) and a bounded constant in (A.7).
Convergence rate
According to the error decomposition in (6) , to derive the convergence rate of m λ to m, it is sufficient to evaluate the size of the bias and variance terms, which is given in Proportions 1 and 2, respectively. For convenience, we shall state convergence results first and give the proofs in Section 4. Proposition 1. Suppose that d ≥ 3r + 2 and suppose that △ is a β quasi-uniform triangulation. Under Assumptions (A1) and (A3),
Remark 2. It is easy to see that s λ,m − m 2,Ω has the same order as
e.g. (A4) and (A5), then the bias term s λ,m − m is of negligible magnitude compared with the variance term s λ,ǫ .
The following theorem provides the L 2 convergence rate of m λ to m.
Theorem 1. Suppose that d ≥ 3r+2 and suppose that △ is a β quasi-uniform triangulation.
Under Assumptions (A1) and (A2), we have
Remark 3. When λ = 0, if the number N of the triangles and the sample size n satisfies that N ≍ n 1/(ℓ+2) , then the unpenalized spline estimator m 0 has the following convergence
, which is the optimal convergence rate given in Stone (1982) . For the penalized estimator, m λ , the penalized parameter λ ≍ n ℓ/ 2(ℓ+2) and N ≍ n 1/(ℓ+2) , we still have the optimal convergence rate. For example, when ℓ = 1,
Asymptotic normality
Let X be the collections of all X i s, i = 1, ...n. The following theorem provides the upper and lower bound of the conditional variance of the noise term s λ,ǫ (x) for each x ∈ Ω.
Theorem 2. Fix x ∈ Ω. Under Assumptions (A1) and (A2), for λ = 0,
with probability approaching 1 for positive constants C 1 , C 2 dependent only on the shape parameter β. For λ = o(n/N 2 ), we have with probability approaching 1,
for positive constants C 1 and C 2 dependent only on β.
Remark 4. According to Theorem 1.1 of Lai and Schumaker (2007),
where A τ stands for the area of triangle τ and K β is a positive constant dependent on β.
This implies that H n := sup g∈S g ∞ / g 2,Ω ≤ K β / |△|. Thus for λ = 0, our result is comparable with Corollary 3.1 in Huang (2003a) , where the supreme conditional variance is of the order
The above asymptotic distribution result can be used to construct asymptotic confidence intervals. For example, if we estimate m(x) using piecewise-constant splines, Lemma A.4 in Section 4 gives the size of the pointwise variance
then an asymptotic 100(1 − α)% pointwise confidence envelop for m(x) over Ω is
where f stands for the density function of X.
The following corollary shows the uniform convergence rate of m λ (x) to m (x), which is a direct result of Theorems 2 and 3.
The asymptotic result in Theorem 3 can be strengthened. The following theorem shows that the asymptotic normality holds uniformly.
Theorem 4. Set
and Assumptions (A1)-(A5) hold, one has sup x∈Ω P (D n > η) = o(1), for any η > 0.
Consequently,
When λ = 0, the result recovers Theorem 4.1 in Huang (2003b) . This uniform asymptotic normality result can be used to construct asymptotic confidence envelops whose coverage probability converges uniformly to its nominal level.
Simulation
In this section we report some numerical results from our preliminary computational experiments. We write our codes in MATLAB based on the computational algorithms given in (Insert Figures 1 and 2 about here)
For each replication, we calculate the the root mean square errors of the fitting splineŝ m over 100 2 points
. Table 1 shows the average RMSE based on 100 replications. From Table 1 , we can see that
RMSEs are decreasing as the number of scattered data increases. We find that the penalized least squares splines are more versatile than the discrete least squares splines. If λ = 0, i.e., using the discrete least square splines, we are not able to determine the regression surface at all as shown in Table 1 . We also find that refining the triangulation and/or raising degree of splines reduces RMSEs.
(Insert Table 1 about here)
Note that in this study, the signal-to-noise ratio is around 20. We tried various large signal-to-noise ratios, with satisfying results not reported here. Further theoretical and applied studies of how the results of the estimation varies according to the signal-to-noise ratio are interesting. uniformly on the domain delimited by the U.S. frontiers. We choose sample sizes n from 1000 to 5000. We use a triangulation △ as shown in Figure 3 . There are 302 triangles and 174 vertices.
(Insert Figure 3 and Table 4 about here)
An example of the estimated surface is shown in Figure 4 , which is created based on sample size 2000 and penalty λ = 10. In Table 2 , we list the average of RMSEs of the fitting splines over the 100 2 points located inside the U.S. frontiers. Again one sees that the performance of the estimator gets better as the sample size increases.
(Insert Table 2 
about here)
.
APPENDIX
We start with some preliminary preparation and then present proofs of Theorems 1, 2 and 3 in subsequent subsections. In the proof below, we use c, C, c 1 , c 2 , C 1 , C 2 , etc. as generic constants which may be different even in the same line.
A.1 Preliminaries
Construction of locally supported basis spline functions like B-splines is given in detail in 
for all c ξ , ξ ∈ M.
With the above stability condition, we establish the following uniform rate at which the empirical inner product approximates the theoretical inner product.
Lemma A.2. Let g 1 = ξ∈M c ξ B ξ , g 2 = ζ∈Mc ζ B ζ be any spline functions in S. Then
Proof. It is easy to see
According to (A.1), we have
It follows that
With the above preparation, we have
Next we show that with probability 1,
Thus, there exists a constant
So the Cramer's condition is satisfied with
Cramer's constant c * = cn −1 . By Bernstein's inequality in Bosq (1998) , for δ > 0 large enough,
It is easy to see that the cardinality of M is less than (d + 1)(d + 2)N/2 which is the dimension of the discontinuous spline space S −1 d (△) as S is a proper subspace. Thus,
Thus, (A.4) has been obtained. The desired result follows from (A.3) and (A.4).
As a direct result of Lemma A.2, we can see that
A.2 Size of the bias and variance terms
This section gives the size of the bias and variance terms in Propositions 1 and 2. We first derive the size of the bias term. The following approximation property of the discrete least squares splines without penalty is known; see Lai (2008) .
Lemma A.3. Suppose that d ≥ 3r+2 and suppose that △ is a β quasi-uniform triangulation.
Then there exists a constant C depending on d and β such that for every function g in
where υ is an integer between 0 and d and (α 1 , α 2 ) is a bi-integer with 0 ≤ α 1 + α 2 ≤ υ.
Next, we provide a proof of Proposition 1.
Proof of Proposition 1: Define
where random variables V n and V n depend on X. It is clear that
By the definition of V n , we have
Note that the penalized spline s λ,m of m is characterized by the orthogonality relations 
Combining (A.9) and (A.13) yields that
By Lemma A.3, we have
where we have used the assumption υ = 2. It follows
Next we derive the order of V n and V n . By Markov's inequality, for any g ∈ S,
Equation (A.6) implies that sup g∈S g n,Ω g 2,Ω ≥ 1 − O P log n n/N . Thus we have
Plugging the order of V n and V n into (A.14) yields that
Hence by (A.8),
Therefore, Proposition 1 is established.
Proof of Proposition 2. It is known from Lai and Schumaker (2007) that there is a locally support basis B ξ , ξ ∈ M for S. We write m λ = ξ∈M c ξ B ξ for some coefficients c ξ . It is easy to see that the penalized spline s λ,ǫ satisfies n s λ,ǫ − ǫ, u n,Ω + λ s λ,ǫ , u Eυ = 0, for all u ∈ S. It implies that
for all ξ ∈ M. Multiplying c ξ both sides of the above equation and summing over ξ ∈ M yields
using Cauchy-Schwarz's inequality. Thus, we have
It follows from (A.6) that
,Ω .
Next we note that
Since N log n/n → 0, we have
for a constant C > 0. Observing that the two random variables ǫ i and X i are independent,
we have E
, where the expectation of
can be estimated as follows:
for positive constants c(β, σ) and C(β, σ) which are dependent only on β and σ. 
Combining (A.15), we obtain that s λ,ǫ 2,Ω ≤
A.3 The variance
In this section we evaluate the variance of the variance term in (6) . We first derive the size of the asymptotic conditional variance given in Theorem 2.
Proof of Theorem 2. We first write 17) whereĉ λ,ǫ is the coefficient vector for s λ,ǫ using basis functions B ξ , ξ ∈ M and Ψ(x) = [B ξ (x), ξ ∈ M] T is the vector of basis functions. Note that
. Let Γ λ be the symmetric positive definite
We have
The central conditional expectation term in the above line satisfies that
That is,
Let α min (λ) and α max (λ) be the smallest and largest eigenvalues of the positive definite matrix Γ λ . It follows easily that with probability approaching 1,
Note that Ψ(x) 2 = ξ∈M B 2 ξ (x) is bounded above by a constant C 2 < ∞ and below by C 1 > 0 for any point x ∈ Ω. Indeed, if C 1 = 0 for a point x, then B ξ (x) = 0 for all ξ ∈ M. That is, we have 0 = ξ∈M B ξ (x). It follows that these basis functions are linearly dependent which is a contradiction. On the other hand, for any fixed point X ∈ Ω, there is at most C 2 nonzero terms in the above summation, where C 2 is dependent on the smallest angle of the triangulation △. Note that B ξ is uniformly bounded for all ξ ∈ M, say bounded by 1. Thus, we know C 2 < ∞. We summarize the above discussion to get
with probability approaching 1.
We now spend some effort to estimate the largest and smallest eigenvalues of Γ λ . It is easy to see that for any vector a = [a ξ , ξ ∈ M] T ,
Let s = ξ∈M a ξ B ξ ∈ S be the spline associated with vector a = (a ξ , ξ ∈ M) T . By (A.6), we have
Here we have used the stability conditions in Lemma A.1. Furthermore, using Markov's inequality and using υ = 2, we have
Thus, the largest eigenvalue α max (λ) of the matrix Γ λ in (A.18) is less than or equal to
Thus we have with probability approaching 1
for positive constants C. On the other hand, we use Lemma A.1 and (A.6) to have
Therefore, the smallest eigenvalue α min (λ) of the matrix Γ λ in (A.18) is greater than
Summarizing the above discussions to conclude that for λ = 0, we have with probability approaching 1,
This establishes the result in the case for λ = 0. Similar for the case λ > 0. We have therefore completed the proof.
The above variance result can be more precise when spline space S
The next lemma provides the pointwise variance ofŝ λ,ǫ when using spline space S 
where A τ is the area of the triangle τ as defined before.
Proof. When using spline space S 
Hence, finding the asymptotic variance ofŝ λ,ǫ (x) is equivalent to finding the asymptotic variance ofs λ,ǫ (x). Next we calculate the pointwise variance ofs λ,ǫ (x). Note that
For any x ∈ Ω, let τ ξ(x) be the triangle that contains x. It is easy to see that
For any continuous function g, let ω(g, ρ) = sup x,x ′ ∈Ω, x−x ′ ≤ρ |g(x)−g(x ′ )| be the moduli of continuity of g on Ω. Then for any x ′ ∈ τ ξ(x) , we can write B ξ (1)).
Thus the desired result is obtained.
A.4 Proofs of Theorems 3 and 4
Lemma A. 
