Tipper Electromagnetic Technique (ZTEM) data are airborne electromagnetic data which record the vertical magnetic field that results from natural sources. The data are transfer functions that relate the local vertical field to orthogonal horizontal fields measured at a reference station on the ground. The transfer functions depend on frequency and provide information about the 3-D conductivity structure of the Earth. The practical frequency range is 30-720 Hz and hence it is possible to see structures at depths of a kilometre or more if the earth is of moderate conductivity. This depth of penetration is significantly greater than that obtained with controlled source EM techniques and, when coupled with rapid spatial acquisition with an airborne system, means that ZTEM data can be used to map large-scale structures that are difficult to survey with ground based surveys. We present some fundamentals about understanding the signatures obtained with ZTEM transfer functions and then develop a Gauss-Newton algorithm to invert ZTEM data. The algorithm is applied to synthetic examples and to a field data set from the Bingham Canyon region in Utah. The field data set requires a workflow procedure to estimate appropriate noise levels in individual frequency components. These noise levels can then be used to invert multiple frequencies simultaneously. ZTEM data are insensitive to a 1-D conductivity structures and hence the background can be difficult to estimate. We provide two methods to determine appropriate background models. Interestingly, topography, which is usually a hinderance in field data interpretation, provides a first-order signal in the ZTEM data and helps with this calibration.
I N T RO D U C T I O N
Natural source electromagnetics have an important role in understanding the electrical conductivity of upper regions of the earth. Their primary advantage, compared to controlled source methods, is the large depth of penetration that is a consequence of the plane wave excitation. The magnetotelluric (MT) method, uses ratios of electric and magnetic fields as data and it has played a significant role in crustal studies as well as in mining and hydrocarbon exploration. Its recognized importance, combined with increased computational abilities, has been the impetus for significant work in 3-D MT inversion (among others Mackie & Madden 1993; Newman & Alumbaugh 2000; Zhdanov et al. 2000; Farquharson et al. 2002; Sasaki 2004; Siripunvaraporn et al. 2005) . A practical limitation of the MT technique and other deep probing controlled source electromagnetic methods, is that surveys are costly and time consuming because they are extremely labour intensive. It would be preferable to collect MT data in an aircraft but this goal has not yet been achieved because of the difficulty in measuring the electric fields.
In an effort to continue to use the penetration advantage of natural sources, it has long been recognized that tipper data, the ratio of the local vertical magnetic field to the horizontal magnetic field, provide information about 3-D electrical conductivity structure. The underlying reason is that the inducing electromagnetic fields are vertically propagating plane waves and if the earth is 1-D then the vertical component of the magnetic field is zero. Non-zero values of the tipper data are thus directly related to anomalous currents. It was this understanding that prompted the development of Audio Frequency Magnetics (AFMAG) technique (Ward 1959) . The original airborne AFMAG technique used the amplitude outputs from two orthogonal coils towed behind an aircraft to determine the tilt of the plane of polarization of the natural magnetic field. The tilt angle is zero over a 1-D Earth and hence the technique was particularly effective when crossing conductors. However, because the direction and strength of the inducing field varied with time, AFMAG results were not always repeatable. Limitations of the AFMAG technique were outlined in Ward et al. (1966) .
Some of the AFMAG problems can be removed by using improved signal processing and data acquisition techniques. In particular, Labson et al. (1985) developed a technique that used ground based horizontal and vertical coils to measure the magnetic fields. They used MT processing techniques to show how tipper data could be obtained from the measured magnetic fields.
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A further improvement to the original AFMAG technique combines improved instrumentation and MT data processing techniques. This has resulted in the Z-Axis Tipper Electromagnetic Technique (ZTEM) (Lo & Zang 2008) . In ZTEM, the vertical component of the magnetic field is recorded above the entire survey area, while the horizontal fields are recorded at a ground-based reference station. MT processing techniques yield frequency domain transfer functions that relate the vertical fields over the survey area to the horizontal fields at the reference station. By taking ratios of the two fields (similar to taking ratios of the E and H fields in MT), the effect of the unknown source function is removed. Since new instrumentation exists to measure the vertical magnetic fields by helicopter, data over large survey areas can quickly be collected. The result is a cost effective procedure for collecting natural source EM data that provide information about the 3-D conductivity structure of the earth. Over the last several years industry has recognized the potential in this technique and the need to be able to invert these data.
In this paper, we present a 3-D inversion algorithm for ZTEM data. Forward modelling is fundamental to any inversion algorithm and we first show how to model the magnetic transfer functions. A simple example is used to illustrate the principles associated with ZTEM data. Next, we present our algorithm for inverting ZTEM data and apply it to a synthetic test problem. Finally, the technique is tested on a field data set from the Bingham Canyon region in Utah. We discuss practical issues of implementing the inversion and develop a workflow methodology to make the procedure more efficient.
ZTEM system and data acquisition
ZTEM instrumentation, developed by Geotech Inc, uses a helicopter to tow a coil which measures the vertical component of the magnetic field. Orthogonal coils from a single reference station measure the horizontal components of the magnetic field. The essential components of the system can be seen in Fig. 1 . Time-series of the magnetic fields are recorded with a fixed sampling rate and data are binned and processed to generate transfer functions in the frequency domain. The lowest frequency of the transfer function depends upon the speed of the helicopter, and the highest depends upon the sampling rate, signal strength and noise. Although frequencies up to 2800 Hz are potentially available, in practise the useable bandwidth is about 22-720 Hz. The lower frequency has a skin depth of 3300 m in a 1000 m background and 330 m for a 10 m background. These are depth limits that are extremely difficult to achieve with controlled source ground or airborne systems.
Magnetic transfer functions
ZTEM data are transfer functions that relate the vertical magnetic fields computed above the earth to the horizontal magnetic field at some fixed reference station. This relation is given by
where r is the location for the vertical field, r 0 is the location of the ground based reference station and T zx and T zy are the vertical field transfer functions. Solving for the transfer functions requires that the vertical fields are known for two independent polarizations. The fields for each polarization are given by
where the superscripts (1) and (2) refer to the source field polarization in the x and y directions, respectively. Solving eq. (3) yields the following expressions for the transfer functions,
To forward model the transfer functions, one must have the capability to solve the natural source field problem for different polarizations of the source field. A procedure to do this is presented next. 
Forward modelling
Our forward modelling procedure is essentially that outlined in Farquharson et al. (2002) , where the solution of Maxwell's equations is that of Haber et al. (2000) . In brief, Maxwell's equations in the quasi-static regime, when combined with the constitutive relations of charge conservation and Ohm's law, form the necessary equations for ZTEM modelling. These equations read,
where E is the electric field, H is the magnetic field, ω is the angular frequency, σ is the conductivity, and J is the current density.
We have assumed an e −iωt time-dependence and that the magnetic permeability μ is constant and equal to that of free space, μ 0 . To solve for the fields, the electric field is decomposed into vector and scalar potentials E = A + ∇φ and the Coulomb gauge condition ∇ · A = 0 is imposed for uniqueness. Using the decomposition and eliminating H yields the potential equations
For our modelling we discretize the earth into rectangular cells and, after applying a finite volume technique (Haber et al. 2000) to eqs (6) and (7), we obtain the system of equations to be solved. In this staggered discretization, the scalar potential is defined on the cell centres while the vector potential is defined by the normal components at the centre of the cell faces. To solve for the total fields we use a primary-secondary decomposition. The primary fields equations, which must only be solved once on the background conductivity model, are
A p are the primary vector potentials on the mesh and φ p are the primary scalar potentials. L represents the discretization of the Laplacian operator, S represents the harmonically averaged background cell conductivities, and G and D are the discretizations of the gradient and divergence operators. The normal component of J and the tangential component of ∇ × A are specified on the boundary by computing the appropriate one and 2-D boundary values. Once the background fields have been calculated, the source term is known for the secondary field calculation. The equations for the secondary field are
where S = S − S p is the difference between the averaged conductivities of the actual model and those of the background, and E p is the primary electric field. For the secondary formulation the secondary potentials are assumed to vanish on the mesh boundaries. For each source polarization (one for an x-directed H-field at the top of the mesh, and the other for a y-directed H-field) the resulting H fields are computed.
Currents and transfer functions
Since a 1-D earth produces no vertical magnetic fields, it is deviations from a 1-D conductivity structure that causes a ZTEM response. With the addition of two and 3-D structure, new anomalous currents will flow in the earth. It is these anomalous currents,
the give rise to vertical magnetic fields. We investigate the currents and associated vertical magnetic fields by considering the models in Fig. 2 of conductive and resistive prisms in a moderate conductivity host. Fig. 3 shows the anomalous current density, computed using the 3-D forward modelling code described in the previous section, for a vertical slice through the prisms. The anomalous current is fairly uniform and strongest inside the block. The magnetic field and transfer functions ( Three-dimensional inversion of ZTEM data 171 polarized in −ŷ, while the T zy response corresponds to the orthogonal polarization where the electric field is inx. The direction of the anomalous current determines the sign of the response while the distance between positive and negative maxima is related to the size of the block.
I N V E R S E P RO B L E M
For simple geometries the concepts of anomalous currents can help interpret ZTEM data. For instance, a linear filter can be applied to the vertical magnetic field (Karous & Hjelt 1983) to generate current pseudo-sections. An example of filtering the real components of the transfer functions produced from the conductive model in Fig. 2 is shown in Fig. 5 . These plots were generated using the Matlab code of Sundararajan et al. 2006 . For this simple block in a half-space example, the block geometry may be adequately interpreted from the current pseudo-sections. Nonetheless, in the case of complex 3-D models, 3-D inversions are necessary.
Our inversion algorithm is based on the MT inversion code of Farquharson et al. (2002) . By minimizing the objective function
we obtain our solution to the inverse problem. φ d is the data-misfit, φ m is amount of structure in the model and β is the trade-off or regularization parameter. We use the sum of squares as the measure of misfit
where d obs is the observation vector, d prd is the vector of predicted data and W d is a diagonal matrix whose elements are the reciprocals of the standard deviations of the data errors. The measure of model Three-dimensional inversion of ZTEM data 173 
where W s is a diagonal matrix and W x , W y and W z are the firstorder finite-difference matrices in the x, y and z directions, and m ref is a reference model. The α s are adjustable parameters. α s controls the closeness of the recovered model to the reference, while α x,y,z determine the smoothing in the x, y and z directions. For the minimization of the objective function at the (n + 1)th iteration, the Gauss-Newton method requires the solution of
where m n is the vector of model parameters from the previous iteration, J is the Jacobian matrix of sensitivities, W is such that
and δm is the model perturbation. Since ZTEM data are different than MT data, the Jacobian matrix must be modified accordingly. The implementation however follows that outlined in Farquharson et al. (2002) . Eq. (13) (13) . It is then reduced in a cooling schedule such that at each subsequent iteration β k+1 = γ β k , where γ is a constant. Efficient implementation of this inversion in application to field data sets requires a workflow procedure but we postpone details about that until Section 4.
S Y N T H E T I C I N V E R S I O N
We illustrate the inversion of ZTEM data using a synthetic example that was chosen to emulate a porphyry deposit. The model has a central resistive core, an outer region of high conductivity, and is buried in a moderate conductivity background. The conductivity structure is shown in Fig. 6 . The Earth was discretized into a mesh containing 42 × 42 × 57 cells in the x, y and z directions, respectively. The cell dimensions in the central core region were 250 × 250 × 100 m in the x, y and z directions, respectively. The vertical fields at 1, 3.2, 5.6, 10, 18 and 32 Hz were computed at a fixed height of 100 m over the surface. This frequency range is shifted somewhat from the traditional ZTEM survey but this is inconsequential for the purpose of testing the code. The data were computed at 10 m intervals and 50 m line-spacing over a 5 km × 5 km region. The horizontal field components were computed at a ground based reference station at a location r 0 of x = −3000 m, y = −3000 m. For each component of each frequency Gaussian noise, equal to 3.5 per cent of the difference between the 10th percentile and 90th percentile data, was added. The initial model and reference models were homogeneous half-spaces of 100 m. We first inverted different subsets of the data to determine their information content. The 1 Hz data were inverted with the real and imaginary components separately and then the 1Hz data were inverted with both the real and imaginary components. From the two sections of the model inversions in Fig. 7 , it is clear that both the real and imaginary components contain significant information and that both components of the data should be obtained in a ZTEM survey. Since 1 Hz is the lowest frequency used, it also resolves the deepest structure. Next all six frequencies were inverted simultaneously. The inversion was executed in parallel over 6 dual processors. The convergence curve for the inversion is shown in Fig. 8 . The recovered model fits the data well and select data are shown in Fig. 9 . The final model in Fig. 10 recovers both the conductivity and block dimensions in the x and y directions very well. There is significant improvement in the block resolution in the x and y directions over the single 1 Hz inversion. The inverted result shows that the top interface is well resolved, however, the base of the blocks are not. This is consistent with skin depth arguments of the lowest frequency.
Effect of the reference station
An important component of the ZTEM survey is the reference station that is used to compensate for the unknown source amplitude and polarization. The transfer functions are the ratio of the vertical fields to the horizontal field at the reference station. Ideally the fields at the reference station are those due to a 1-D conductivity structure; however this is not necessary for two reasons. First, the variation between the horizontal fields at the reference station and the observation point are generally small even if there are lateral changes in conductivity. Second, the location of the reference station is included in the modelling, and no assumptions have been made about the conductivity structure between the reference station and the observation point. To illustrate that the choice of reference for one source polarization on the synthetic inversion model using a reference station at x = −3000 m, y = −3000 m. As can be seen in Fig. 11 the variations in the horizontal fields are less than 9.5 per cent over the entire survey area.
The location of the maximum deviations of 9.5 per cent occurs at x = −900 m, y = 0 m. We now recompute the data using a new reference station located at this point of maximum deviation. We invert the new data keeping all other aspects of the inversion unchanged from the inversion using a reference station at x = −3000 m, y = −3000 m. The comparison between the two inversion results can be seen in Fig. 12 . As we would expect, when the reference location is correctly modelled, the inversion result is not strongly dependent upon the location of the reference station.
A more interesting example concerns the result of working with an incorrect location of the reference station. In some surveys, the model domain can be excessively large if the remote is far away from the survey area. It would be desirable to have an artificial location for the reference station inside the modelling domain. We simulate this by computing the data using the reference location outside the survey area (x = −3000 m, y = −3000 m), and then mislocating the reference location to x = −900 m, y = 0 m during the inversion. By misplacing the reference station, we are in essence scaling the data by a factor that depends on the difference in horizontal fields between the true location and the new reference location. The results from this inversion in Fig. 12 show that even if the reference station is misplaced to the worst location, we may still recover a reasonable model.
3 -D I N V E R S I O N O F Z T E M F I E L D DATA
In the winter of 2008, field data were acquired by Exploration Syndicate Inc. over a 15 km × 20 km area adjacent to the Bingham Canyon mine in Utah. The data were collected as time-series which were then stacked and processed into transfer functions using proprietary Geotech software. The results were filtered and attitude corrected. The terrain in the survey block is extremely rugged which makes it challenging to interpret the data. During the survey, 495.5 line kilometres of data (real and imaginary components) were acquired at five frequencies (30, 45, 90, 180 and 360 Hz) . To complicate the problem, a significant portion of the data was affected by cultural noise and needed to be removed before the data could be inverted.
The 3-D inversion of any geophysical field data set is a complex and time consuming process that requires a logical work flow in order to be completed accurately and efficiently. We present our workflow in (Fig. 13) . In this section of the paper, we invert the field data and at the same time illustrate some specific parts of this workflow.
Discretizing the earth
To solve the necessary differential equations, the Earth must be discretized into a mesh and the discrete system for Maxwell's equations formed. In this discretization step a compromise must be achieved between the numerical accuracy in the forward modelling and the computational resources required. As with MT discretization problems, the usual guidelines that cell sizes must not violate skin depth rules apply. Unique to the ZTEM problem is that the reference station may be located far from the region of interest. This may increase the number of cells in the model because it is necessary to keep the cells small in order to accurately model the fields at the reference station. Also, since ZTEM data are very sensitive to topography, it is important to finely discretize the topography. These requirements, when combined with the high frequency and large geographic areas covered in ZTEM surveys, can require large meshes and significant computational overhead.
Due to large survey areas and extremely rugged topography it was challenging to obtain an efficient discretization for the Bingham Canyon survey. The topography was obtained from the United States National Elevation Database (Fig. 14) . The Earth was discretized into a mesh containing 96 × 92 × 95 cells in the x, y and z directions. Over a single flight path the elevation could change by over 3000 ft and over the entire model the elevation changed by 4000 ft. The central region had 78 × 65 × 54 cells that were 250 m × 250 m × 50 m in the x, y and z directions. This 50 m vertical cell dimension allowed for the topography to be reasonably modelled. To keep the number of cells in the mesh as small as possible, during the inversion the location of the reference station was moved closer to the ZTEM lines.
Determining a background model
In the MT problem, where electric fields are measured, the background can be chosen either using the apparent resistivities or by choosing the half-space conductivity which minimizes the data misfit between the half-space data and the true data. These methods cannot be used for ZTEM since all 1-D conductivity models produce zero data. Nevertheless, the anomalous currents and data are affected by the background conductivity for 3-D models. Our experience shows that it is important to initialize the inversion with a good estimate of the background conductivity, especially if the anomalous bodies are deeply buried. If this is not done, then the inversion may recover a reasonable estimate of the relative conductivities, but fail to adequately reproduce the data and also be a poor approximation to the true model. We illustrate these principals by starting the 1 Hz inversion of the synthetic model with an initial background of 10 000 m instead of the 100 m true background. The model smallness parameter, α s , was set to be 0 so that the reference model does not affect the inversion. From the misfit curve in Fig. 15 we see that the inversion was initially able to significantly reduce the misfit. During the first part of the inversion, some
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Figure 12. Conductivity model (S m −1 ) from the inversion of the synthetic model data using different reference station locations. Figure (a) is a cross section at the centre of the model and a plan view section at a depth of 800 m that corresponds to a reference station located at x = −900 m, y = 0 m. For each inversion all of the parameters except the location of the reference station remain unchanged. Panel (a) corresponds to a reference station located at x = −3000 m, y = −3000 m. panel (b) corresponds to a reference station located at x = −900 m, y = 0 m. Panel (c) corresponds to data computed using a reference station at x = −3000 m, y = −3000 m, but during the inversion process the reference station is mislocated at x = −900 m, y = 0 m. estimate of the relative conductivity has been established, however, it becomes increasingly difficult to fit the data since the background conductivity is drastically incorrect. Eventually, the inversion algorithm terminates with the final model in Fig. 15 . Clearly, this is not a satisfactory result.
This inversion result motivated the following procedure. We used the inversion shown in Fig. 15 but selected a model just prior to the sharp change in slope on the misfit curve. We assumed that the relative conductivities on that model were correct. That conductivity was scaled by various constants and the data from the models were computed. The misfit between the true data and data produced from the scaled models is shown in Fig. 16 . The smallest data misfit occurred when the conductivity of the preliminary model was scaled by a factor of 10. The conductivity in the survey area of the scaled 178 E. Holtham and D. W. Oldenburg model was then averaged to obtain a background conductivity. This new conductivity was determined to be 169 m instead of the actual 100 m. This procedure of determining relative conductivities, scaling, and averaging, provides a method for determining appropriate starting models even if the starting background conductivity is incorrect by a few orders of magnitude. The final inversion result using the new 169 m background is shown in Fig. 17 . It is a significant improvement over the preliminary inversion in Fig. 15 .
With significant topography, even a uniform conductivity model will generate charge build up and anomalous currents. For these geometries it is possible to find the conductivity that best fits the given data. This method is illustrated using a synthetic model of a mountain with a resistor and conductor buried underneath. This model, shown in Fig. 18 , has a true background resistivity of 100 m. Data were computed at 960 locations above the mountain. Uniform background models (50, 75, 100, 150, 200 and 250 m) with the correct topography, were forward modelled to obtain data at the same 960 locations. The data misfits between the background and the true models were computed and are shown in Fig. 19 . The background that produces the smallest data misfit matches the true conductivity. This method thus allows background models to be created when topography exists and when little additional information is available.
Assigning uncertainties
Assigning uncertainties to data is a critical step in any geophysical inversion. Overestimating the noise will result in a loss of information which could have been extracted from the data. Similarly, underestimating the noise may create artefacts in the inverted model that are not present in the data. Assigning uncertainties for any geophysical field data set is difficult because there are many error sources, each of which is difficult, if not impossible to quantify. Survey errors such as instrument repeatability, human error, external noise, and misorientation of receivers are often thought to be the only sources of errors that need to be considered in an inversion. These sources are important, however, there are many additional sources of errors such as discretization, modelling approximations, and matrix solution errors. Ultimately, it is difficult to quantify the individual error sources, let alone their sum. Nevertheless it is essential that there is a robust and repeatable method to assign uncertainties to the data.
Unlike some electromagnetic surveys where the dynamic range of the data can vary by several orders of magnitude, ZTEM data generally have small dynamic ranges. Because of this, the standard deviations are assigned as a constant value for each data component. Nevertheless, for field inversions these levels are not known and hence we have used an iterative approach to estimate them. For individual frequencies, each datum is assigned an uncertainty which is a fraction of the dynamic range of the data. Each frequency is inverted separately and then the assigned uncertainties are scaled such that the achieved normalized misfit is unity. This balances the relative importance of each frequency when the simultaneous inversion is carried out. This iterative approach in which the errors on individual frequencies are examined first, before tackling the full inversion problem, ensures that assigning incorrect uncertainties on a few data points, or data associated with a certain frequency, does not ruin the entire inversion.
For the Bingham Canyon inversion, the quality of the data in each component of each frequency was examined. Some regions of the data were removed because they were suspect or because the data were acquired in a region of high power line noise. The dynamic range of each data component (real and imaginary components separately) was determined by sorting the absolute values of the data. The range was assigned to be the difference between the 10th percentile and 90th percentile data. For each frequency and data component, the errors were initially assigned as 12.5 per cent of the range. Inverting each frequency independently ensured the correct data weighting between each frequency. Fig. 20 shows the misfit curve for two frequency components inverted with the initial error estimates. It is clear that the two frequencies need to be scaled by different amounts.
Bingham Canyon inversion results
Both the real and imaginary components of five frequencies were inverted for the Bingham Canyon ZTEM survey. The inversion was completed without prior knowledge of the geology so no additional information was incorporated into the inversion. We did however impose respective upper and lower bounds of 2 S m −1 -3.33 × 10 −5 S m −1 on the allowed model conductivity for the inversion. The initial and reference models had a constant resistivity of 500 m, and the model smallness parameter, α s , was set to 10 −12 . The inversion was run on 5 Intel Xeon 2.33 Ghz dual quad core processors.
It took 76 hr to decrease the misfit to 1.59 × 10 6 (target misfit 1.52 × 10 6 ). After the inversion was completed, a basic geological model for the survey area was obtained. Some surface features in our conductivity model seem to correspond with the local geology. In particular, a well known conducting shale region in the southeast and another conductor to the west have expressions in the inverted model (Fig. 21) . Of more economic potential is a feature shown in Fig. 21 (b) which coincides with a porphyry outcrop.
D I S C U S S I O N A N D C O N C L U S I O N S
The ZTEM technique is a promising method to explore for large scale targets at depth because of easy data acquisition and deep penetration of natural source fields. The data are transfer functions that relate the vertical magnetic field at the observation point to the horizontal fields at a ground based reference station. The reference station is an important component of the system and is needed to compensate for the unknown source field amplitude and polarization. The reference station would ideally be located outside the survey block in a flat region with a 1-D conductivity structure. In practice this is often not possible. However, because the horizontal fields generally have small variations over the survey area and the location of the reference station is modelled in the data, the inversion of ZTEM data is fairly robust with respect to the placement of 180 E. Holtham and D. W. Oldenburg . Misfit curve for initial error estimates at 45 and 180 Hz. Even though the same initial error estimates were applied to both frequencies, the assigned errors on the two frequencies must be scaled by different amounts so that they have equal influence in the final inversion. Here α s = 10 −12 , α x = α y = α z = 1. the reference station. Also, we have shown here that mislocation of reference station may not be critical to a first pass interpretation.
Despite the above comments, there are possible developments with respect to the reference station that may improve ZTEM inversion results. One option would be to use multiple reference locations. A remote reference station (Goubau et al. 1978; Gamble et al. 1979a,b; Clarke et al. 1983) can be used to remove noise from measured magnetotelluric signals and this could be applied to further remove unwanted noise from ZTEM signals. Also, multiple reference stations could be used to obtain information about the horizontal fields in both the background region and the survey area. A natural extension of this idea would be to measure both the vertical and horizontal fields from the helicopter. In this configuration, the data would be the ratio of the vertical field and horizontal field measured at the same location. In addition, it may be possible to derive new useful data from horizontal transfer functions that relate the horizontal field recorded at the helicopter to the horizontal field at a reference station.
In summary, we have developed a 3-D inversion algorithm for ZTEM data using a Gauss-Newton approach. The inversion algorithm shows promising results on a synthetic test problem and illustrates the enhanced depth of penetration that can be obtained by using natural source fields. Because 3-D inversion of
