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Abstract 
A Stochastic Approach to Motorcycle Dynamics 
by 
Luis Alejandro Robledo Ricardo 
A study on the applicability of the Monte Carlo method in the analysis of the 
dynamical behavior of motorcycles subject to road excitation is presented. To this end, 
a time-domain numerical simulation of the response of a motorcycle modeled as a 
linear four-degree-of-freedom (4-DOF) system, and traveling at constant speed is 
carried out. To validate the accuracy of the solutions obtained, the linear 4-DOF 
model is also analyzed using the frequency domain approach. Although the Monte 
Carlo simulation can be computationally costly, it provides an excellent scheme of 
analyzing, as well, non-linear systems, in which case the frequency domain approach 
cannot be applied. In this context the applicability of auto-regressive (AR) and auto-
regressive-moving-average (ARMA) filters for efficient implementation of the Monte 
Carlo simulation is pointed out. Furthermore, a practical engineering approach is 
presented for improved road roughness power spectral density (PSD) representation, 
and statistical parameters of the excitation signals synthesized. 
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CHAPTER 1 
General Scope of Motorcycle Dynamics Research 
1.1 Introduction 
The origins of the motorcycle can be set in 1867 with the appearance of the 
first motorized bicycle constructed by Sylvester Howard Roper [1]. This "proto-
motorcycle" consisted of a wooden frame with two wheels powered by a charcoal-
fired, two-cylinder engine. This machine was far from looking like the modern 
motorcycle, especially because it was an external combustion engine, and lacked the 
many devices a modern motorcycle has. Nevertheless, it was the first successful 
attempt of motorizing a two-wheeled vehicle. Since that primitive model, the 
motorcycle has evolved to becoming a quite complex vehicle. Due to their versatility, 
motorcycles have achieved an important role in modern daily life. Each year the 
demand of different models of these vehicles increases as new applications and needs 
arise such as transportation, leisure, sports, and delivery. This increasing demand of 
better two-wheeled vehicles has led to very specialized models, and motivated the 
study of motorcycles. Safety and comfort concerns have played a key role in the 
design and construction of these machines. 
Despite the efforts for improving motorcycles, they still present, under certain 
conditions, behavioral problems that induce destabilizing effects, which, along with 
the adverse effects of limited comfort that produce fatigue to the rider and compromise 
its safety. The need of having a better understanding of the general motorcycle's 
dynamical behavior and its implications to areas such as stability, handling, and 
comfort has led to intense research effort for the past 35 years; however, there have 
been formal studies about bicycles and motorcycles for more than 100 years. The 
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results obtained from additional studying of motorcycle dynamics can lead to more 
reliable and affordable vehicles, by improving the design, testing, and development 
process without resorting to trial-and-error manufacturing methods. 
1.2 Bibliographical review 
Many studies have been carried out with regards to different aspects of 
motorcycles; some examples of the diverse topics investigated are the dynamic 
stability in straight running and steady cornering, optimum design of motorcycle's 
suspension, and rider's comfort and safety. 
The first attempts to mathematically describe a two-wheeled vehicle, seem to 
be the works that appeared in the 1890's due to Klein and Sommerfeld [10] who, set 
up the equations of motion of a bicycle; and the study of the stability of the motion of a 
Bicycle by Whipple [11]. The pneumatic tire was invented in 1888, thus the effect of 
tire on the bicycle dynamics was not considered in those analyses. Dohring and 
Braunschweig [12] based on the analysis of Klein and Sommerfeld, set up the 
linearized equations valid for a motorcycle, and by carrying out measurements on three 
vehicles obtained machine constants to solve the equations of motion. Other 
researchers, like Collins [13] and Singh [14], did a more detailed analysis investigating 
the effects of several motorcycle parameters on its stability and validating their results 
with experimental data, as well. 
One of the first significant contributions to motorcycle modeling was made by 
Sharp in 1971 [2]. This work contributed to understanding, through the use of a 
linearized model, the dynamic behavior of a motorcycle in straight-running, moving 
forward at constant speed with freedom to sideslip, to yaw, and to roll (under small 
perturbations). The model consists of two rigid frames joined at an inclined steering 
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axis, the rider being rigidly attached to the rear frame. This configuration is described 
by four degrees of freedom, namely lateral motion, yaw, roll and steer. The equations 
are obtained using a Lagrangian approach and linearized by assuming small 
perturbations during straight running at constant speed. The eigenvalues were 
obtained, and as a result of the analysis Sharp predicted the existence of three 
important modes which he called "weave", "wobble" and "capsize". The term Weave 
denotes an oscillation of the whole vehicle that involves yaw, roll, and steer motions. It 
is a low frequency (2-3 Hz) oscillation, highly damped at low speeds and less damped 
at higher speeds. Wobble becomes present in the range of 7-9 Hz, it is highly damped, 
thus stable, at low speeds, but turning lightly damped at high speeds. Wobble is a 
motion that involves primarily the front steering system rotating relative to the rear 
frame. Finally, capsize is a slow speed divergent instability of the whole vehicle 
falling onto its side. Another important improvement in motorcycle modeling achieved 
in this paper is the inclusion of a model for the tires, which were considered as sources 
of steady state forces and moments due to side-slip and camber angle. In a second 
contribution, Sharp [3] improves his previous model by taking into account the 
torsional flexibility of the rear wheel. The new results showed that, while the wobble 
and capsize modes were not significantly affected, the weave mode damping was 
lower at medium and high speeds. Sharp's model has been extensively used, in some 
cases with certain modifications, by himself and other researchers to investigate the 
acceleration and breaking in motorcycles [18], [19], and the effects of frame 
compliance on the straight running vibrational modes [20]-[24]. 
Jennings, [4] carried out experimental work with suspension dampers in order to 
investigate the effect of suspension damping on cornering weave and concluded that 
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the damping characteristics of the suspension greatly affected the motorcycle stability, 
and that the rear suspension damping is important in controlling cornering weave 
instability. 
Black and Taylor [5] made an in-plane dynamic analysis of a 4-degree-of-
freedom (4DOF) non linear model of an off-road motorcycle. The modes involved in 
the analysis are bounce, pitch, and movement of each wheel. The motorcycle moves at 
constant speed and the ground excitation is modeled as a sinusoidal ground profile. 
The study shows that the response is highly nonlinear and is due to wheel liftoff and 
limited suspension travel. The authors also concluded that the maximum acceleration 
experienced by the driver occurs when the vehicle is forced in a pitching motion. It 
was also found that the bounce and pitch modes are highly coupled in an off-road 
motorcycle. At the time they were not able to obtain experimental data to validate the 
results. 
Roe [15] and Thorpe [16], [17] investigated the oscillations of castor wheels 
specifically applied to the case of motorcycle wheels and tires; and concluded that the 
stiffness of the tire and wheel assembly have an important influence in the stability of 
the motorcycle. First they treated the case of an isolated castor wheel [16]. Later they 
expanded the analysis to consider a motorcycle as a system of two castors coupled at 
the steering head [17]. 
De Molina [6] applied the finite element method (FEM) for the simulation of 
the driving behavior of motorcycles, and compared the results obtained using the FEM 
and the results obtained with the more common multibody-system method. In this 
manner the advantage of this method in accurately defining the system's topology was 
pointed out vis a vis the great amount of computational time required by the 
multibody-system method. The results were compared with experimental data, 
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showing a lack of agreement between both sets of data. However, it was one, perhaps 
the first, pioneering dynamic analysis of a motorcycle in which the finite element 
method was used. 
The need of improving the stability of motorcycles at high speeds has also 
attracted the attention of researchers who have used in-plane models to analyze wobble 
and weave modes and their relation with stability [26]-[28]. 
To achieve a better description of the dynamical behavior of a motorcycle, such 
as in the case of cornering, or in the inclusion of nonlinearities, more complex models 
have been proposed. Cossalter and Lot [32] developed a 3D multi-body model that 
involves eleven degrees of freedom and takes into account the non-linear properties of 
tires and suspensions. The natural coordinates approach was applied in the derivation 
of the equations of motion. This model is used to study the vibrational modes of a 
motorcycle in straight running and on a curve [33]. The complexity involved in the 
description of a 3D model has led other researchers to opt for a computer assisted 
multi-body modeling approach [28], [31] and [29]. The availability of 3D models and 
multi-body codes has allowed the development of several motorcycle simulators [34]-
[36]. 
During the past ten years, increasing attention has been devoted by motorcycle 
researchers to the area of rider comfort [7]-[9] and [36]. This is not only because there 
exists a demand from riders of more comfortable motorcycles per se, but because there 
is a close connection between comfort and rider's handling capacity. The improvement 
of comfort in motorcycles implies an increase in rider's safety. 
Even though the publications related to motorcycle dynamics represents a great 
number, most of the studies in which the response of the motorcycle to ground 
excitation is studied involve a sinusoidal road roughness model in order to make a time 
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domain analysis. On the other hand, if the model used is linear, a frequency approach 
is used [36]. To the author's knowledge, at the present time there is no published 
reference that treats the case of the interaction between a motorcycle and the road 
using a time-domain approach in which the excitation be represented as a stochastic 
process. The purpose of the present work is to show an stochastic approach on the 
treatment of motorcycle dynamics in which the Monte Carlo method is applied. 
1.3 Thesis outline 
Chapter 2 presents mathematical background required to deal with stochastic 
processes. Concepts regarding spectral analysis and a brief discussion about Monte 
Carlo Method are also presented. An important part of this research corresponds to the 
synthesis of time histories compatible with a prescribed road profile power spectrum. 
This topic is discussed in Chapter 3, where specific analytic forms of road power 
spectra are presented, along with three methods (harmonic superposition, AR, and 
ARMA filters) to synthesize the time histories. In Chapter 4 a description of the basic 
concepts of linear theory, along with those required to analyze random vibrations is 
given. Chapter 5 presents a discussion of the main aspects of a motorcycle considered 
when it is modeled for in-plane motion. It is shown how the main parts of a motorcycle 
can be grouped in lumped masses in order to obtain the simplest model that is useful to 
analyze the behavior of the motorcycle. Also, the results of the dynamical analysis of a 
4-DOF motorcycle model excited by a road profile are presented, along with a 
discussion of the numerical implementation. Finally, in Chapter 6 the concluding 
remarks are made and possible future work is outlined. 
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CHAPTER 2 
Useful concepts of stochastic processes 
2.1 Stochastic processes 
In many engineering applications the description and analysis of mechanical 
systems can be done by considering the existence of an explicit mathematical 
relationship between the variables that input the system and its response. For instance, 
if a driving force is a deterministic function of time t, then f(t) is precisely known and 
the response of the system can be determined, as well. Yet, while this description is 
sufficient for the treatment of a set of engineering problems, others in which 
randomness plays a key role must be treated from a different perspective. By 
randomness it is meant that, under the same conditions, a series of experiments, all of 
them performed in the same fashion, will lead to different responses, which in some 
cases can show great complexity and irregularity, even though on the 'average', they 
have the same overall behavior. It turns out that one record or time history is not 
enough to describe the response of the system, but rather a collection, or an ensemble 
of possible time histories, also called realizations. In particular, the interest is focused 
on random vibrations which involve random or stochastic processes. A random 
process must be specified in terms of statistical parameters, such as its mean and 
variance, and functions such as the power spectrum. These concepts will be defined 
and discussed later in this chapter. The discussion of random processes is associated 
to the concept of a random variable (rv). In an experiment, every outcome C, from a 
sample space Q., is assigned a number x(Q, the random variable. Thus, a random 
variable is a rule of correspondence, or function, between the values of £ and x, where 
C, belongs to the domain of the function and x belongs to a subset of the real or 
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complex numbers. For example, if a fair coin is flipped two exclusive events are 
equally likely to result Heads or Tails, which can be described by the numbers 1, and -
1 respectively. A random variable JC can be characterized in terms of a probability 
assignment, or probability law, which operates on events in the sample space O. By 
means of this probability law a number, called the probability, is assigned to each 
event A in the sample space. For the previous example, based on the fact that the two 
possible outcomes are equally likely, the following probability assignment is made: 
Pr{*=l}=0.5 Heads; Pr{;t=-1} =0.5 Tails 
A valid probability assignment must satisfy the axioms: 
1. Pr(A) >0 for every event AG CI. 
2. Pr(Q) = 1 for the certain event £1. 
3. If Ai and A2 are any two mutually exclusive events, 
Pr(Aj UA2)= Pr(Ai) + Pr(A2) 
Sample space Q 0-1 -
Figure 2.1 Random variable mapping 
In the following discussion it will be assumed that the random variables are 
continuous, that is those that result from the measurement of continuous physical 
quantities. 
A probabilistic description for the random variable x can be established once a 
probability law is directly assigned to it, rather than to events in Q. This statistical 
characterization is the cumulative distribution Junction (cdf) defined as 
Fx(x)±Pr{x(0)<x (2.1) 
The cdf has the properties 
Fx(pc) -* Oasx -* — oo; Fx(x) -» 1 as x -* +00 (2.2) 
The probability density function (pdf), fx(x) is defined as 
A W ^ 
and has the following properties 
/*(*)> 0; J"/»(*)dx = l (2-4) 
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These properties allow the computation of probabilities of any interval on 
Prix! < x(0 ^ *2) = Fx(.x2) - Fx(xx) = J fx(x) dx 
(2.5) 
If the pdf of a random variable x is available certain statistical measures can be 
calculated, namely the mean, mean square, standard deviation, and variance. The 
mean value or expected value computes a statistical average of the rv JC by using its 
pdf as a weighing function, and is defined as 
/ •OO 
E{x} A fix = I xfx(x) dx 
J —CO 
(2.6) 
The mean can be interpreted as the 'center of gravity 'of the pdf associated to x. 
Based on the expected value operation a description of certain useful aspects of 
the pdf can be made. The moments of x are defined as follows 
/ •OO 
E{xm}= I xmfx{x)dx 
J — oa 
(2.7) 
According to this definition, the first moment (m=l) corresponds to the mean value \ix. 
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The second moment or mean-square value of x is then defined as 
/-QO 
E{x2} = I x2fx{x)dx 
J -co 
(2.8) 
The square root of Eq. (2.8) is called the root mean square value (rms). 
The variance of x, denoted by o2, is also called the second central moment of x 
and is defined as the average value of the square of the deviation of x from its mean 
value nx [41]. That is 
a
2
x £ E{(x - E{x})2} = E{x2} - (E{x})2 (2.9) 
The square root of a2 , also called the standard deviation of x, is a measure of 
the dispersion of the x values around its mean fix. 
It is a well observed fact that in nature many phenomena follow a symmetric 
bell-shaped pdf centered at \ix. This pdf is called the Gaussian or normal distribution, 
and is given by the equation 
1 (x-ttf (2.10) fx(x)=—-_e 2a* 
y/2n 
Due to this fact, in many practical engineering applications it is assumed that 
the random process is Gaussian. The mathematical justification for this assumption is 
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found in the Central Limit Theorem (CLT), which states that as a result of the 
summation of infinitely many independent random variables, having individual 
arbitrary distributions, a random process will tend to have a Gaussian probability 
distribution. 
It is worth noting that the Gaussian distribution is completely determined by its 
first two moments, the mean fix, and the variance o\, thus no additional information is 
obtained from its higher moments. One property of a Gaussian random variable that is 
of great importance in random vibrations is that any linear combination of Gaussian 
random variables is Gaussian. Hence, when analyzing linear systems one can expect 
that given a Gaussian input the output is Gaussian, as well. 
In engineering, the experiments carried out involve time and some others space 
as well. The general idea of a random variable as the numerical value related to an 
experiment's outcome is now extended to the concept of stochastic or random process, 
which can be conceived as an infinite set, or 'ensemble' off all possible time histories, 
or 'realizations' x1(t),x2(.t),x3(t), ...,etc. Together, these realizations make up the 
stochastic process. Each realization is the outcome of one experiment carried out under 
the same conditions as the others. The whole random process is denoted by {x(t)}. 
Even though in practice it is not possible to obtain an infinite set of realizations, it is 
feasible to obtain a large number of them, which allows a good approximation for the 
infinite ensemble of a random process. An ensemble from a stochastic process is 
illustrated in Fig 2.2. 
So far averaging along a single sample has been considered. Ensemble 
averaging is an alternative way of calculating averages, and consists in measuring the 
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averages across the ensemble, refer again to Fig.2.2. If enough sample functions are 
available, the first-order probability distribution for {x(t)} at ti can be calculated by 
Figure 2.2 Ensemble from a stochastic process and averaging 
detennining the value of each sample at time tj. Moreover, the second-order 
probability distribution for {x(t)} at ti and (x(t)} at t2 can be found by obtaining a 
second series of measurements at time ti. 
A stochastic process is called stationary if all the experiments are carried out 
under the same conditions. In particular, for an ensemble of time histories {x(t)}, the 
probability distribution obtained by taking as variables the values of the quantities 
Xi(ti), x2(.t1),... at any instant ti is independent of the choice of the instant ti [42]. As 
a consequence of this, the mean value \ix, and the standard deviation ax are constants 
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[39]. If, in addition the experimental conditions remain steady during each experiment 
the stochastic process is called ergodic, which statistically speaking means that, at any 
one time, the quantities x1(t1),x2(t1),..., have a distribution equal to the distribution 
with respect to time of any single member function of the random process [42]. An 
important consequence of regarding a stochastic process as stationary and ergodic is 
that once the statistical properties of a single time history x(t) are determined, the 
statistical properties of the ensemble {x(t)} can be defined. 
In the characterization of a stochastic process {x(t)} the autocorrelation 
function Rx of x(t) plays a preponderant role. Denoting T the time lag between two x 
values on the same time history, that is T = t2 — t1} Rx is defined as the expected 
value of the product x(t)x(t + T) , or E{x(t)x(t + T)} . With reference to Fig. 2.2, the 
computation of the autocorrelation function is made by sampling the process at instants 
t and t + T, and the expected value of the product x(t)x(t + T) computed for the 
ensemble. For a stationary process, Rx will be independent of absolute time t and will 
depend only on the time lag T, hence it can be written 
Rx(j-) = E{x(t)x(t + T)} (2.11) 
Some useful properties of Rx(r) can be mentioned. Based on the fact that for a 
stationary random process, the mean value fix, and the standard deviation ax are 
constants, it can be proved that the value of the autocorrelation function is bounded as 
follows [41] 
-ol + l£ < R*(T) < al + n2x = E{x2} (2.12) 
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If the time lag T is zero, the autocorrelation function equals the mean square 
value of the process 
Rx(r = 0) = E{x2} (2.13) 
As the time lag between the values x(t) and x(t + T) increases, the coherent 
relationship between these two values decreases, and as a result as t -» oo, the value of 
Rx becomes the mean value of {x(t)}, 
The last property of the autocorrelation function discussed in this section 
considers the fact that for a stationary process, Rx(j) depends only on the time lag T. 
This leads to the conclusion that Rx(r) is an even function 
Rx(*) = E{x(t)x(t + T)} = E{x(t)x(t - T)} = RX(-T) (2.15) 
E{x2}=*} + f4 
-^x + f4 
Fig. 2.3 Typical graph of Rx(j) and its properties for a stationary random process 
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The properties of the autocorrelation function discussed above are graphically 
summarized in Fig. 2.3. 
The autocorrelation function is useful in describing the manner of the 
fluctuation of a quantity, but this description is better achieved if, along with the 
concept of autocorrelation function, a harmonic analysis approach is adopted. The 
RX(T) next section presents a brief, discussion of the main concepts needed in the 
description of random processes in terms of frequency content, and it will be shown 
how they are applied in the study of the mechanical behavior of a linear system 
operating in a random environment. 
In order to obtain information about the frequency composition of a stationary 
stochastic process, (x(t)}, its autocorrelation function Rx(r) is analyzed by means of 
a Fourier transform approach. The spectral density Sx(a)), also known as the power 
spectrum, is defined as the Fourier transform of the autocorrelation function, /?X(T) 
Sxia))=:kl ^toe^dr (2.16) 
Its inverse is defined by 
RX(T)= ( Sx(<o)e-io)rda) 
J — 00 
(2.17) 
17 
by considering the limiting case of Eq. (2.17) in which T=0 
Rx(0) = E{x2(t)} = t Sx((o)da) 
J—oo 
(2.18) 
Therefore, the mean square value of a stationary random process equals the area under 
the power spectral density curve, as shown in Fig. 2.4. 
Fig. 2.4 The area enclosed by the power spectrum graph equals the mean square value of x(t) 
Both Rx(r) and 5x(o>) are even functions, hence they can be written as 
1 f°° 
Sx(o)) = — Rx(r) cos(COT) dx 
27T./-0O 
(2.19) 
and 
/•OO 
Rx(T) = I Sx((0) COs((i)T)d(i) 
J— 00 
(2.20) 
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It can be proved that spectral density 5^(o)) of the derivative process (x(t)}, 
can be obtained from the spectral density Sx((o) of (x(fc)} by means of the relation 
S*((u) = (o2Sx{(o) (2.21) 
Similarly, for the second derivative, 
Sx((o) = eo4Sx((o) = co2Sx(o)) (2.22) 
The dimensions of 5x(<u) are mean square per unit of circular frequency. 
The preceding definition of the power spectrum 5X(&)) is convenient in 
analytical investigations. However, for some practical purposes the experimental 
spectral density is used, and is denoted by W(f), where/ is the frequency in cycles 
per unit time. The relation between Sx((o) and W(f) is simply [41] 
Wif) = 4nSx(a>) (2.23) 
In place of Eq.(2.18) one has 
Rx(fl) = E{x2(t)} = f W(f)df (2.24) 
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2.1.1 Broad band processes 
The classification of stationary stochastic processes into broad and narrow 
processes does not correspond to precisely defined frequency intervals. A broad or 
wide process is characterized by a power spectrum whose frequency values lie within a 
band of frequencies, which is about the same order of magnitude as the center 
frequency of the band. The time history of a broad band process is a combination of 
the whole band of frequencies involved. Fig. 2.5 depicts a typical broad band process 
and its associated time history. 
Fig. 2.5 Broad band process. Power spectrum and time history 
A very common and useful idealization of a broad band process is the one 
called white noise. This process is the result of assuming a uniform power spectrum So 
which spans over the frequency interval (-<x>, oo), Fig. 2.6a. This definition of white 
noise implies that the mean square value of the process would be infinite making it not 
physically possible to obtain. However, in analyzing a process the frequency 
bandwidth can be extended enough to include all the frequencies of interest. This 
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band-limited or clipped white noise can be used to obtain good results that represent a 
close approximation to the actual process, provided the system being analyzed is not 
sensitive to the frequencies that lie beyond the chosen bandwidth limits. The power 
spectrum of band-limited white noise is shown in Fig. 2.6b. 
S(w) 
So 
to 
Fig. 2.6a Power spectrum of ideal white noise 
So 
-CO
 2 -Oil W l 
-
1
— > 
W 2 CO 
Fig. 2.6b Power spectrum of clipped white noise 
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2.2 The Monte Carlo Method 
The Monte Carlo Method [90, 91] is a numerical technique that allows the 
computation of the probability density function, the moments, and the spectral density 
of the response of a stochastic system. These statistical parameters are determined 
from an ensemble of deterministic solutions, which are created from realizations of the 
system's random parameters. The Monte Carlo analysis requires numerous 
computations of the response of the system that is studied. The accuracy of the results 
improves as the number of deterministic solutions is increased. The creation of time 
histories of random processes whose frequency content is compatible with a prescribed 
spectral density is essential in the Monte Carlo simulation of a stochastic system. For 
every simulation that is conducted, an excitation time history must be computed. Thus, 
an efficient method to create these time histories is critical in the minimization of the 
computational time of the simulation. In the case of the determination of the 
probability density function, a greater number of solution samples is required; in 
comparison with the number of samples needed to accurately estimate the mean value 
and mean square of the response. The major advantage of Monte Carlo method is that 
accurate solutions can be obtained for any problem whose deterministic solution 
(either analytical or numerical) is unknown. Monte Carlo method is particularly 
suitable in the analysis of nonlinear systems. 
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CHAPTER 3 
Road Profile Modeling and Synthetic Road Realization 
3.1 General Considerations 
To analyze in the time domain the dynamic response of a vehicle moving on an 
uneven road surface, the excitation due to the road profile must be modeled as a time 
series, or a realization of a stochastic process. The appropriate synthesis of road 
roughness profiles, compatible with certain power spectrum, is the basis for 
conducting out riding comfort studies, among others in which the dynamic behavior of 
the motorcycle must be understood. Thus, a reliable characterization of the road 
profiles is required. This need has motivated the study of road profile characterization 
by several researchers. Dodds and Robson [67] proposed a simple power formula that 
fits experimental data in most of the operational range of frequencies (0.5-20 Hz) 
required for motorcycle analysis, which make it widely used in dynamics studies. 
Other approaches and models have been proposed by Kropac and Mucka [72], Oijer 
and Edlund [74], Sprinc et.al. [77], Xu etal. [79], Yonglin and Jiafan [83], Bogsjo and 
Forsen [86]. When characterizing road irregularities it is commonly assumed that it is 
a zero-mean, stationary and ergodic Gaussian process [67]. These assumptions, by 
virtue of the Central Limit Theorem (Chapter 2), can be considered reasonably 
reliable. They allow researchers to completely characterize this kind of random 
processes in terms of their second-order moments; namely the mean and variance, 
which are obtained from the time histories of the excitations, as discussed in Chapter 2. 
In the frequency domain, under the same assumptions, road profiles can be sufficiently 
described by a power spectral density function. This approach is suitable to be applied 
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in the analysis of both linear and non-linear systems, and allows the analysis of the 
motorcycle response provided its traversal speed and its dynamical characteristics are 
known. 
Usually, the PSD is described as a function of frequency in either radians per 
second (rad/s) or cycles per second (Hz); or as a function of the wave number 
(cycle/m, or cycle/ft). In addition, there exist several ways of expressing the PSD of a 
road profile, see for example references [41], [68] and [87]; and no agreement among 
authors exists on what definition must be used. Moreover, in many publications it is 
not clearly stated which definition of PSD is considered, making it difficult to compare 
published data. This situation may also make cumbersome the use of some MATLAB 
commands like pwelch and psd intended to obtain the power spectrum of time 
histories, when the user is not aware of the possible definitions available for PSD's. 
Fortunately, this issue is also discussed in the help section of MATLAB. The problem 
of the variety of definitions for a PSD and the confusion aroused has been addressed 
by Davis and Thompson [68], who have summarized the different ways of defining a 
road profile PSD and given insight in the use of the units involved. In this work, the 
PSD and the Wiener-Khinchine relations presented in Chapter 2, are defined following 
the convention used by Newland [41]. The relation between the so called two-sided 
power spectrum Sx and the one-sided experimental power spectrum W is given by Eq. 
(2.23), reproduced here again for convenience 
W(f) = 4TTS*(<O) (2.23) 
It is important to point out that the two-sided power spectrum Sx is expressed as a 
function of the angular frequency GO while the one-sided experimental power spectrum 
W is expressed as a function of frequency in Hz. 
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3.2 Road Roughness Model 
In the first stage of this research the model presented in [67] known as the split-
power law, was adopted. This power spectrum gives the magnitude of the surface 
irregularities as a function of their wavelength A. It is described by the following 
equation 
k\~n(n = n, k<kn (3.1) Srr(k) = S0(Pl fn = ni k,^k° rr
 ° \k0J [n = n2 k>kQ 
where kQ = — is the cut-off wavenumber, nt and n2 are exponents and 50 is a 
constant that depends on the quality of the road, k is the wavenumber defined as 
2TT (3.2) 
which can be interpreted as the number of wavelengths A contained in a distance of 2n. 
Table 3.1 shows the values of these parameters for different road types as presented by 
Dodds and Robson [67]. 
Table 3.1 Road quality constants (Adapted from reference [67]) 
Road class 
deviation 
Motorways 
Principal roads 
Minor roads 
S0 [xlO^nrVcycle] 
Road Quality 
Very good 
Good 
Very good 
Good 
Average 
Poor 
Average 
Poor 
Very poor 
2-8 
8-32 
2-8 
8-32 
32-128 
128-512 
32-128 
128-512 
512-2048 
Ra 
« i 
Standard 
nge Mean 
1.945 
2.05 
2.28 
0.464 
0.487 
0.534 
« • > 
Standard 
deviation Mean 
1.360 
1.440 
1.428 
0.221 
0.266 
0.263 
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The experimental power spectrum of a typical road, along with two 
approximations is shown in Figure 3.1. The solid line corresponds to the split-power 
law approximation Eq. (3.1), and the dotted line depicts an integrated white noise 
approximation, the latter is explained in reference [88]. 
*jjQ* E 1 1 1—i—i i i i I 1 1 1—i—i i i i | 1 1 r—i—i—i i i i | 1 1 1—i—i i i id 
i n ~ ^ ' * * • • i • • • ' • • i i • * • • ' I i i i i »* • • i • > • • • i • • i 
10"3 10-2 1Q"1 10s 101 
Wave number (cycte/m) 
* data, — split power law, integrated white noise. 
Figure 3.1 Typical power spectrum of road profile and two approximations (Adapted from ref. [88]) 
Assuming that the motorcycle travels at constant speed V, the power spectrum 
given by Eq (3.1), which is expressed in terms of the wavenumber k can be rewritten in 
terms of time. To this end the following relations are useful [41] 
co = Vk (3.3) 
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Srr(u) = Vk)=-Srr(k) (3.4) 
Combining equations (3.1), (3.3) and (3.4) the following expression is obtained 
5n / o) \~n 
f 0) 
n = n1 - < k0 
(3.5) 
In this case, due to the transformation, k0 = 1. Now 5^(0), V) has units m2/Hz. 
Several PSD's for an average quality road profile were obtained using with Eq. 
(3.5). The curves, corresponding to different speeds are shown in Figure 3.2. The 
values used for generating these curves are ni=2, n2=1.5, S0=64 x 10" m /rad m" . 
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Figure 3.2 Power spectrums for an average quality road. 
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Although the split power formula gives a simple way to fit a road power 
spectrum, it cannot be generated by linear filters. This problem has been reported by 
Turkay and Akcay [88] . They discarded the split power formula and applied a 
subspace-based frequency-domain algorithm [89] to approximate an experimental 
spectrum. The author of this thesis also experienced the same problem when tried to 
generate time histories based on this PSD model. The problem observed is that, since 
the split power formula is unbounded at the zero frequency, the signals generated using 
AR and ARMA filters, contain low frequency components that are not part of the real 
signals. As it will be discussed later, depending on how the model is formulated, 
absolute coordinates or relative coordinates, the analysis of the response of a 
motorcycle, involve the use of the velocities and accelerations imposed by the road 
profile. The velocity and acceleration PSD's are computed by means of equations 
(2.21) and (2.22), which involve the road profile PSD. Hence, when these time 
histories are synthesized from Eq. (3.5) through Eqs. (2.21) and (2.22), the results 
obtained are far from representing the true signals. Therefore, this model is not suitable 
for simulating the response of the motorcycle. Yet, this model gives a very good 
approximation within the regions B and C shown in Figure 3.1. Thus, instead of 
discarding Eq. (3.5) a complimentary function was used to approximate the road PSD 
within region A of the same figure. The model used by Narayanan and Senthil [78] can 
be used to accomplish this goal. It provides a good approximation for the road PSD 
within the regions A and B, but fails in region C. The model has the form 
a
2
aV 
Sh(<0)
 ~ rr(a>2 + (avy) (3-6) 
where Sh((o) is the psd of the road surface, a2 denotes the variance of the road, Fis 
the vehicle velocity and a represents the quality of the road. A plot of a road PSD and 
its approximation is shown in Figure 3.3. 
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Figure 3.3 Power spectrum of road roughness and fitting (From reference [78]) 
The single values reported of a and a2 to approximate the PSD shown in Figure 3.3, 
were used to estimate the order of the constants needed for different values of speed 
and road quality; since these data are not provided by the authors. By trial and error the 
constants were determined. Thus, by using equations (3.5) and (3.6) the entire road 
profile PSD can be approximated. Figure 3.4 and 3.5 shows one PSD obtained 
applying this approach. 
Power Spectrum of Road Profile, Average Quality and V=33 m/s 
10 
10> 
I 
10-
1 0 > 
Narayanan's model 
Dodds' model 
10 10 
Frequency (Hz) 
10 
Figure 3.4 Overlapping of two PSD's obtained with two different models. 
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Combined PSD of Road Profile, Average Quality and V=33 m/s 
1 0 " 2 p — • — • — . — , • — — 
L ,
 L _ , _ ^ _ ^ j , , , , . , ^ ^ ^ ^ ^ 1 , ^ J 
10"1 10° 101 
Frequency (Hz) 
Figure 3.5 Combined PSD obtained with two different models. 
Time histories were generated from the new PSD's. It was observed a 
noticeable improvement in the quality of the signals generated and also in the response 
PSD's obtained. These results will be discussed later in detail. 
As mentioned in the previous section, the analysis of the response of the 
motorcycle model, expressed in terms of relative coordinates, requires the use of 
acceleration realizations as the excitation to the system. Equation (2.22), 
SxQca) = o)45x(w) (2.22) 
allows the computation of the necessary acceleration power spectrum in a very straight 
forward manner. For the road profile PSD of Figure 3.5, the corresponding 
acceleration PSD is shown in Fig.3.6. 
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PSD of Vertical Acceleration, RQ=average, V=33 m/s 
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Figure 3.6 Acceleration power spectrum . 
3.3 Synthesis of road realizations 
During the past 20 years a number of methods for simulating stationary random 
processes have been proposed. For the purposes of this research three of them are 
discussed: 
1) spectral representation [63] 
2) autoregressive (AR) filters [64-66], 
3) autoregressive-moving-average filters (ARMA) [64-66] 
3.3.1 The Spectral Representation Method 
The spectral representation method is also known as harmonic superposition 
method [63]. By means of this methodology the stationary-zero mean value-stochastic 
process fo(t), with power spectral density function So(co); can be simulated by the 
series/Y(A 
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J V - 1 
/ ( t) = V 2 ^ COS((Dnt + 0 n ) 
Jl=0 (3.7) 
in which accuracy increases as N -»oo . 
An, u)n, are defined as follows 
An = V250(aj0)Aft>, n = 0,1,2 JV - 1 (3-8) 
o)n = nAco (3.9) 
where 
Aco = o)co/N (3.10) 
coco is the cut-off frequency, a frequency value beyond which, for simulation purposes, 
the target power spectrum can be considered zero. <pn stands for an uniformly 
distributed random phase with values within the interval [0,27r]. 
To ensure that any time history obtained by means of (3.1) has identical 
statistical properties to the target process fo(t), the following condition must be set (if 
S(0) gt 0) 
4 0 = 0, or 50(co0 = 0) = 0 (3.11) 
The Nyquist condition [84,85] needs to be applied here, in order to avoid aliasing. 
This method was implemented in MATLAB. It was found that a large number 
of harmonics was required to obtain an acceptable signal, thus becoming 
computationally expensive. 
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3.3.2 The Autoregressive Approximation 
In an autoregressive (AR) approximation of order m, the «-th sample time 
history / (n) is computed as a linear combination of the m previous samples and a 
white noise process w(n) (with power spectrum equal to one), defined in the frequency 
band [—coco, o)co]. Thus, the w-th time history / (n) can be computed as follows 
in 
f(n) = - V akf(n - k) + Gw(n) 
k=l 
(3.12) 
where ak and G are parameters to be determined. 
The parameters ak can be obtained by minimizing the ratio between the areas 
of the target (known) power spectrum So(co) and the power spectrum SAR(co) of the 
synthesized time histories [64] 
r
-AR 
= r
a<» 50(o)) da) (3.13) 
leading to the Toeplitz matrix equation 
R0 
Ri 
R2 
Ri 
Ro 
Ri 
R2 
... 
Rm-l 
Rm-2 
R m - l Rm--2 Re 
\al] 
a2 
Lam . 
= -
r^ i 
R2 
-Rm-
(3.14) 
Each element RrfJr=Q,... ,m) can be computed usin Eq.(2.18). In this case 
Rkfr) = I S0(a)) cos(k<oT)d(o, 
J—tii 
(3-15) 
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Once the i?, elements are computed, the parameters ak can be obtained by 
solving the system given by Eq(3.8). 
The parameter G may be determined by equalizing the areas under the curves 
of the output spectrum SAR and the target power spectrum S0 
r <>>co r Uco 
I S0{oo)dco=\ SAR(oi)dco, 
(3.16) 
which leads to [64] 
T ( • v * \ ( 3 1 7 ) G2 =
 2^[R° + LakRk) 
k=l 
The Nyquist criterion defines the time step to be used in terms of the cut-off frequency 
(Or 
n 
At= — 
co, 
(3.18) 
CO 
The power spectrum SAR can be computed from the equation 
G2 
SAR(.O>) = |l + ZE.i«*«-'to,rr (3.19) 
The AR filter was implemented in MATLAB. In general, a good fitting of the 
target spectrum was found with an ensemble of 250 realizations. The cut-off frequency 
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was set in 40 Hz (= 251 rad/s), but it was just a reference value required, and to be 
adjusted, by an algorithm developed to match the time step between two consecutive 
realization values, the time step of integration of the equations of motion; and the time 
lag between the front wheel and rear wheel input, the latter depending on the ratio p/V. 
This algorithm will be explained in chapter 5 and applies also to the ARMA filter. The 
following images show the results obtained with the AR filter. Besides the visual 
verification of the good fitting of the target spectrum, an autocorrelation test is 
performed to the generated signal. The area under the target spectrum (supl), and the 
area under the 'AR spectram'(sup2), are computed and compared with the variance of 
the generated signal (vS). In order to get a 'third party opinion', the power spectrum of 
the generated signals is also obtained by means of the Welch's method [81],[84], and 
the area under this PSD (sup3) is computed, as well. As it can be seen from the results 
presented, very realistic signals are obtained. 
3.3.2.1 AR Fitting of a combined Dodds-Narayanan Road PSD 
V=15m/s road quality: average 
Filter used: AR(45) 
Number of time histories: nth=250 
supl = 2.6988e-004 sup2 = 2.635 le-004 sup3 =2.6342e-004 vS = 2.5697e-004 
x JQ-4 Auto-Regressive Algorithm 
. 
N. 
\ 
\ \ \ 
\ \ 
\ 
, 
. 
\ ! 
\j 
Frequency 
Figure 3.7a Power spectrum of road profile obtained Figure 3.7b Log-log of road profile obtained from 
from AR(45) filter and target PSD AR(45) filter and target spectrum 
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Autocorrelation of input time history 
10 12 14 16 18 20 
Figure 3.8a Sample time history of the excitation 
history 
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Figure 3.8b Autocorrelation of time 
3.3.2.2 Fitting of a Dodds induced acceleration PSD 
supl =1.4937e+003 sup2=1.4936e+003 sup3 = 1.4897e+003 vS= 1.4892e+003 
Power Spectrum of Road Induced Acceleration Power Spectrum of Road Induced Acceleration 
0 5 tO 15 20 25 30 
Frequency (Hz) 
Figure 3.9a PSD of induced acceleration and AR(45) 
power spectrum 
Figure 3.9b Log-log graph of PSD of induced 
acceleration and AR(45) power spectrum 
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Figure 3.10a Sample time history of acceleration. Figure 3.10b Autocorrelation of acceleration 
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3.3.3 The Autoregressive-Moving-Average Approximation 
An autoregressive-moving-average (ARMA) model is associated to a digital 
filter which has a transfer function of the form 
_ Zt=ibiz~l (3-2°) 
Zk=oakz k 
where ak and bx denote constants to be determined. 
The output time history / (n) generated by an ARMA(p,q) process is given by the 
equation 
/ (n) = - V akf(n - k) + Y bkw(n - l) 
k=i H (3-21) 
where w(n) is a white noise process with unit intensity power spectrum. Thus, 
according to Eq. (4.10) the power spectral density of the output signal can be 
expressed as 
Sf(fii) = \HARMA(a>)\2 (3-22) 
The constants ak and bt in Eq (3.6) are the solutions of the system of equations [44] 
V RAk - i)ak - } Rfw(i - l)bt = -Rf(Q, for i = l,...,p 
t i U (3.23) 
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r 
2^ Rfw(k -i)ak - 2o)cobt = -Rfw(-Q, for i = l,...,q (3.24) 
fc=i 
where the autocorrelation coefficients Rf can be computed using Eq.(3.15) for the 
AR process. Also 
b0 = G (3.25) 
The cross-correlation Rfw (I) between the input white noise w and the output time 
history / is defined as 
Rfw(l) = E{f(n)w(n + l)} (3.26) 
Rfw (0 = i 
or 
f 0, forl>0 
2(ocob0, for I = 0 
min (m,-I) (3.27) 
- ]T Rfw(l + k)ak, forKO 
The ARM A filter was implemented in MATLAB. Even though the results were 
good, in order to obtain a similar accuracy to the AR approximation the order of the 
ARMA filter was high. This is translated in a greater computer time required by the 
ARMA filter. Thus, the AR filter is used to generate the excitation time histories 
required for the motorcycle model. 
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ARMA(20,40) approximation ARMA(20,40) Time history, V=15m/s 
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Figure 3.11a Power spectrum of road profile obtained Figure 3.1 lb Sample time history 
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Elements of Linear Systems 
4.1 Introduction 
To understand the behavior of a physical system, to reduce the cost of 
experimentation, or to obtain relevant data when experiments are not feasible 
engineers have resorted to computer simulation, in which a mathematical model of the 
physical system is required. A mathematical model is a description of the physical 
system in terms of equations. These equations are obtained by applying the physical 
laws that the system elements and their interconnections are known to obey. By 
neglecting those elements that do not play a dominant role in the system, the 
complexity of the model can be reduced. It must be pointed out that a variety of 
mathematical models are possible for a system, and one has to decide what form and 
complexity are most consistent with the objectives to be achieved. A system is often 
represented in a black box fashion, as shown in Figure 4.1. The system may have 
several inputs and outputs, all of them vary with time. 
Figure 4.1 General schematic representation of a system 
Depending on the type of equations used, models are classified in several 
ways. A brief and clear classification is shown in table 4.1 [49]. 
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Table 4.1 Criteria for Classifying Systems (From reference [49]) 
Criterion 
Spatial characteristics 
Continuity of the time variable 
Quantization of the dependent variable 
Parameter variation 
Superposition property 
Classification 
Lumped/Distributed 
Continuous/Discrete-time/Hybrid 
NonquantizedVQuantized 
Fixed/Time-varying 
Linear/Nonlinear 
Once the mathematical model has been set up, it must be placed within a 
theoretical framework required to analyze and describe the behavior of the system 
under the action of the prescribed inputs. Within the context of the present work, 
namely a motorcycle subjected to road excitation, the theory of vibrations provides 
such a theoretical framework. 
4.2 Brief description of random vibrations theory 
4.2.1 Introduction 
The theory of mechanical vibrations is quite broad and many books are available 
nowadays, some examples are references [40], [45], [46], [48], [53], [54]. In this 
chapter the discussion is focused on the description of the behavior of linear systems 
subject to random vibrations. In order to achieve this goal some elements of 
deterministic vibration theory are presented. Through the use of a SDOF system, it is 
shown how they can be combined with the concepts of stochastic processes discussed 
in the previous chapter to set the appropriate theoretical background for studying 
random vibrations. An increasing number of authors have been written books on this 
41 
particular subject, as a sample the reader is referred to references [39]-[42], [54],[55], 
[61]. Further, the results discussed are extended to the case of multi-degree of freedom 
systems. 
4.2.2 General excitation-response relations 
Consider the single-degree of freedom linear model shown in Fig. 4.2. The 
system is characterized by its mass m, damping c, and stiffness k; which, are assumed 
to be constant, i.e., they are not changing with time. 
This common type of system is called linear time-invariant, or LTI system. It 
is also considered that the system is static, or has no memory, i.e., any system's 
response, depends only on the excitation at the time t=to, and not on the value of the 
excitation or response at any other time. 
If the system of Fig. 4.1 is subject to a time varying force F(t) then, according 
to Newton's second law, its equation of motion is expressed as 
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mx + cx + kx = F(t) (4.1) 
Eq. (4.1) exemplifies a mathematical characteristic of an LTI system; its 
associated equations of motion have the form of linear differential equations with 
constant coefficients. 
The system discussed can also be represented using a black-box diagram, 
similar to the one depicted in Fig. 4.1. In this case, there is only one prescribed input, 
the excitation force F(t); and, under given initial conditions, one output corresponding 
to the displacement x(t). The introduction of this pictorial representation is useful in 
describing the dynamic characteristics of a linear system based on the determination of 
the response to a sine wave input. 
For a deterministic excitation a deterministic response can be found by 
integrating the differential equations of motion, provided the initial conditions are 
specified. For this purpose, among the established methods available [45]-[48] a time-
domain approach and a frequency-domain are considered. 
When the system is subject to a random excitation, the response is also random. 
In this situation the system's response is characterized by various statistical parameters 
that are determined from the statistical parameters of the excitation, and the system's 
equations of motion. 
4.2.3 Complex Frequency Response 
For a steady state simple harmonic excitation x(t) acting on a LTI system the 
corresponding response y(t) is also a steady state simple harmonic motion, whose 
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amplitude and phase will be functions of the driving frequency co. Mathematically this 
can be expressed as 
x(t) = eiwt (4.2a) 
y(t) = H(co) ei0it (4.2b) 
The complex frequency response H(co) describes this dependence; for an 
arbitrary excitation, the response can be obtained provided H(co) is known. It can be 
obtained by substituting x(t) and y(t) as given by Eq. (4.2a) and Eq. (4.2b) into Eq. 
(4.1), and solving for H(co). 
For a linear system, the principle of superposition holds. This principle allows 
to deem a periodic excitation x(t) as built up of sinusoids (a Fourier series); the same 
reasoning applies for the periodic response y(t). In a similar fashion, if x(t) is not 
periodic but has a Fourier transform, the output y(t) can be expressed in the frequency 
domain as [40] 
Y(co) = H{o))X((o) (4.3) 
where 
/•CO pCO 
X(co) = I x(t)ei03tdt; Y(co) = y(t)eio)tdt 
J —CO J—00 (4.4) 
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4.2.4 Impulse Response 
The superposition principle can also be applied to express the response of a LTI 
system in the time domain [40]. 
The response y(t) is given by the superposition or convolution integral 
y(.t) = J x(r)/i(t - x)di (4.5) 
where h(t — T) is the impulse response function of the system described by Eq. (4.1). 
An alternative form of Eq.(4.5) is 
y(t) =\ x{t- e)h(6)de 
Jn 
(4.6) 
It can be shown [41] that h(t) is in fact the Fourier transform oiH(co) 
h(t)=^-[ H(a))ei<otda) 2n J_m 
(4.7) 
similarly 
tf(«/) = [ h(t)e-la>tdt 
J—oo 
(4.8) 
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Once the general input-output relations for linear time invariant systems have 
been discussed it is possible to extend the theory to the case where the excitation is a 
random process. 
When both x(t) and y(t) are stationary stochastic processes, a quite important 
connection, in the frequency domain, between the power spectrums (Eq (2.16)) of the 
input and the output is found to be 
Sy(.(o) = H(-a))H((o)Sx(a)) (4.9) 
or, since H{co) is a complex quantity 
Syi(o) = \H(a>)\2Sx(a>) (4-10) 
Eq. (4.10) plays a key role in random vibration theory. It shows how fast the response 
changes according to the change in the random driving force, that is, the response 
changes as rapidly as the driving force, but with modified amplitude. 
4.2.5 Mean square response 
Based on the result of Eq.(4.16) and Eq.(2.18), the mean square value of the 
response can be expressed as follows 
/-00 /.00 
£{y 2 ( t )}= j Sy(<o)du>=\ \H(a))\2Sx(a))da) 
J
-
m
 (4.11) 
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When dealing with stationary driving inputs, equations (4.10) and (4.11) are the 
main tools used in random vibration analysis. 
In many applications the description of the vibratory motion of a mechanical 
system can be done with a good degree of approximation by means of a single 
(independent) coordinate and a single second-order differential equation, which are 
associated to one single body. However, many mechanical devices and structures 
cannot be modeled as a single-degree-of-freedom (SDOF) system. Single-track 
vehicles, such as motorcycles, and machines with many moving parts have many 
degrees of freedom. These systems can be treated as lumped-parameter-models, in 
which the mass is 'lumped' into a finite number of rigid bodies [39]. This approach 
involves a greater, but finite number of degrees of freedom in the model, the reason 
why they are also called multi-degree-of-freedom systems (MDOF). For mechanical 
systems these models consist of dampers and springs, which serve as connectors, and 
permit the interaction between masses; or between masses and the system's 
surroundings. It is important to note that the number of degrees of freedom associated 
to a lumped-parameter model is equal to or greater than the number of lumped masses. 
For a linearized lumped-parameter n degree of freedom system the general 
form for the equations of motion associated to it can be expressed in matrix notation as 
Mq + Cq + K q = Q (4.12) 
where the nxn symmetric matrices M, C, and K stand for inertia, damping, and 
stiffness respectively. The nxl vector q contains the n generalized displacements of the 
system and the nxl vector Q contains the n generalized forces, corresponding to q. 
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Similarly, the excitation-response relations associated to this MDOF system in 
the frequency domain are 
Y(a)) = H(u))X(co) (4.13) 
where the frequency response function matrix H{oi) can be computed as follows 
H{cS) = [-o2M + id)C + K]-1, (4.14) 
and, in turn, it can be used to compute the spectral density matrix of the response 
5y(o)) in terms of the power spectral matrix of the excitation Sx(a>), which in the 
particular context of this work, is defined for a particular model of road roughness, as 
will be explained in chapter IV. Thus, 
Sy(&>) = H(u>)Sx(ai)H(a>)T*, (4.15) 
where the symbols T and * denote transposition and conjugation, respectively. 
The scalar relationship between the frequency response function H(to) and the 
impulse response function h(t), Eq. (4.7), can be adapted to the MDOF case to find 
the system's response in the time-domain 
2nJ_00 
(4.16) 
CO 
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4.3 Lagrange's Equations 
In order to derive the equations of motion of a multi-degree-of-freedom system, 
vector quantities such as force and acceleration, are required while applying Newton's 
laws. This procedure can become very tedious. The use of Lagrange's equations eases 
this task [39]. Instead of vector quantities, scalar quantities like work and kinetic 
energy are required. Lagrange's equations can be derived from the principle of virtual 
displacements [47] or from Hamilton's principle. Here, they are briefly presented. 
Every point within an n-DOF system is specified by a set of n independent quantities 
q, ( i=l,2,...,n) called generalized coordinates. For the n-DOF system the kinetic 
energy T, and the potential energy V, can be expressed in terms of the generalized 
coordinates and their first time derivatives. The virtual work of nonconservative forces 
SWnc, is expressed in terms of arbitrary variations in the generalized coordinates Sqt. 
Thus, 
T = T(q1,q2,...,qn, <fe» ...,<&) 
V = V(.q1,q2,...,qn, t) 
SWnc = Q18q1 + Q2Sq2+ - + QnSqn 
where Qlt Q2,..., Qn are called the generalized forces 
Lagrange's equations has the form 
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d (dT\ dT dV 
12 \T^)- T~ + T~ = Qi> i = l,2,...,n dtKdqJ dqt dqt 
Lagrange's equations are valid for both linear and non linear systems. 
4.4 State-Space Models 
If one is interested only in the input-output relationships of a linear n-DOF 
system, a mathematical model, as the one represented in matrix form by Equation 
(4.12), can be constructed. However in many cases, some important aspects of the 
system's behavior can be analyzed by taking into account the other variables that are 
internal to the system. This can be accomplished by means of a state-space model, 
which can be obtained by defining a set of independent variables, commonly known as 
state variables. In general, these state variables differ from the output variables, but 
may include one or more of them. The state variables must be chosen so that a 
knowledge of their values at any reference time to and a knowledge of the inputs for all 
t > t0 is sufficient to determine the outputs and state variables for all t > t0. This 
approach has found applications in diverse disciplines: filter design, automatic control, 
robotics, etc. The reader can find more details about the theory of state-space models 
in references [39], [46], [49], [51], [58]-[60]. 
The set of n coupled differential equations in Eq. (4.12) can be expressed in 
state-space form by defining die 2n state-vector z(t) 
m - U 
(4.18) 
which allows to obtain a first order matrix equation of the form 
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z = Az + f (4.19) 
where A is a 2n x 2n matrix so that 
A-\ ° ' 1 (4.20) 
and f is the 2n x 1 excitation vector 
f = 0 (4.21) 
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CHAPTER 5 
Motorcycle Modeling 
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Figure 5.1. Honda 2005 Interceptor ABS 
5.1 Introduction 
A motorcycle, as many ground vehicles, must comply with comfort and safety 
criteria. In order to accomplish these goals it is necessary to analyze the dynamical 
behavior of the motorcycle. Depending on the particular study, some assumptions can 
lead to a quite simplified model that can be used to obtain pertinent and accurate 
information about the motorcycle's behavior. To that end it is necessary, as a first step, 
to define the main elements and parameters used to model and analyze motorcycles; 
which of them influence certain type of motion and which do not. Once these elements 
and parameters are identified the model is derived. Several configurations are possible; 
for example, for the analysis of in-plane motion common examples include: the one 
degree of freedom (1-DOF) model, the 2-DOF model, and the 4-DOF model [43]. 
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In the present work a motorcycle is modeled as a 4-DOF system. This model is 
used to study the response of the motorcycle to road excitation when the motorcycle 
moves in a straight 2-dimensional path (in plane motion). 
The main purpose of this study is to describe the dynamical response of a 
motorcycle to road roughness as it moves at constant speed in a vertical plane, with 
respect to the ground. Therefore, only those geometrical parameters that are relevant to 
the description of the in-plane model are explained in detail. However, in order to give 
a general overview of the more complex and general case of out-of plane motion; some 
aspects of this topic are briefly discussed here. For a more complete description of out 
of plane motion the reader can consult references [12],[20],[23],[29]. 
5.2 General Description of a Motorcycle 
To simplify the description of a motorcycle it can be assumed to be composed of 
four main rigid bodies: 
I. the rear assembly, which includes the frame, saddle, tank, and motor-gear 
group; 
II. the rear wheel, 
III. the front assembly, comprised by the fork, the steering head and the handlebars, 
IV. the front wheel. 
Considering nondeformable tires and their pure rolling motion, each wheel can 
only rotate about: 
I. the contact point on the wheel plane (forward motion) 
II. the intersection axis of the motorcycle and road planes (roll motion), 
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III. the axis passing through the contact point and the center of the wheel (spin). 
Assuming the tires move without slippage the number of degrees of freedom 
required to describe the motion of a motorcycle is 3: 
I. forward motion of the motorcycle (represented by the rear wheel rotation); 
II. roll motion around the straight line which joins the tire contact points on the 
road plane; 
III. steering rotation. 
A more realistic motion can be considered if slippage is taken into account; due to 
the generation of longitudinal (driving and braking) and lateral forces a set of four 
degrees of freedom can be added to the previous set. That is 
I. longitudinal slippage of the front wheel (braking) 
II. longitudinal slippage of the rear wheel (thrust or braking) 
III. lateral slippage of the rear wheel. 
Thus, there are seven degrees of freedom to completely describe the motorcycle's 
motion. 
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5.3 Geometric Description of a Motorcycle 
Assuming the motorcycle is a rigid body with no suspension and 
nondeformable toroidal tires, the following parameters can be used to geometrically 
describe the motorcycle [43]: 
p wheelbase, 
d fork offset, 
£ caster angle, 
Rr radius of the rear wheel, 
Rf radius of the front wheel, 
tr radius of the rear tire cross section, 
tf radius of the front tire cross section. 
These parameters are shown in Fig. 5.2. 
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Figure 5.2. Geometry of a motorcycle (From reference [43]) 
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The wheelbase is the distance between the contact points of the tires on the road. 
The caster angle is the angle between the vertical axis and the rotation axis of the front 
section (the axis of the steering head). 
The fork offset is the distance between the axis of the steering head and the center of 
the front wheel. 
The trail is the distance between the contact point of the front wheel and the 
intersection point of the steering head axis with the road. It is considered positive if the 
contact point of the front wheel is behind the intersection point of the steering head 
axis and the road. 
The following parameters are expressed in terms of the previous ones: 
Normal trail a„, 
(5.1) 
an=Rfsme-d 
Mechanical trail. 
a = an/cose 
(5.2) 
The geometric parameters usually needed to describe the kinematic and dynamic 
behavior of a motorcycle are the wheelbase, the trail, and the caster angle. 
The wheelbase is important in this analysis because it has a great influence in 
the in plane modes of vibration of the motorcycle. The value of the wheelbase varies 
according to the type of motorcycle. It ranges from 1.20 m up to 1.6 m, and beyond. 
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The caster angle also varies according to the type of motorcycle: from 19° to 
33°. The value of the trail depends on the type of motorcycle and its wheelbase. It 
ranges from 75 mm to 120 mm or beyond. 
The trail plays an important role in the stability of the motorcycle, especially in 
rectilinear motion, when the effect of lateral forces is considered. 
From these parameters, only the wheelbase is used in the present study, the other two 
do not have a considerable effect in the description of in plane motion [33]. 
5.4 Simplifying Criteria for Obtaining a 4-DOF In-Plane Model 
For modeling purposes a motorcycle with suspension can be regarded as a rigid 
body {sprung mass) connected to the wheels with elastic systems (front and rear 
suspension). The masses attached to the wheels are called unsprung masses. The 
degrees of freedom involved in the 4-DOF model are associated with two vibrating 
modes and are characterized by their respective natural frequencies. 
5.4.1 In-plane Vibration modes of a motorcycle 
The in-plane modes are decoupled from the out-of-plane ones. The first mode, 
called the bounce mode, is a pure vertical translation, while the second mode, called 
the pitch mode, is a pure rotation around the center of gravity. These modes are shown 
in Fig. 5.3. For in-plane motion these two modes are uncoupled. Front hop mode, rear 
hop mode correspond to the vertical motion of each unsprung mass. 
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Figure 5.3. Typical modes of vibration of an in-plane motorcycle model (Taken from [43]) 
Even though the analysis of the cornering motion of a motorcycle is not 
considered in the present study, in order to give a more general view of motorcycle 
modeling it is worth describing the out-of-plane modes of a motorcycle. 
5.4.2 Out-of-plane Vibration modes of a motorcycle 
Wobble is an oscillation of the front assembly around the axis of the steering 
head Typical frequency values range from 4 HZ for heavy motorcycles to 10 Hz fro 
lightweight motorcycles. Wobble frequency is determined mainly by the stiffness and 
damping of the front tire. 
Chatter is an intermittent oscillation of the front fork. The front sprung mass 
determines the frequency of this type of vibration, which for sport bikes is about 12-18 
Hz, 
Capsize is a non-oscillating motion, which consists mainly of a roll motion combined 
with a lateral displacement. Capsize is affected by the speed of the motorcycle, wheel 
inertia and caster angle, between other factors. 
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Weave is and oscillation of the entire motorcycle, but mainly the rear end. The natural 
frequency of this side-to-side motion is zero when the forward speed is also zero and 
ranges from 2 to 4 Hz at high speed. 
5.4.3 Simplified model of motorcycle suspension 
Motorcycle suspension plays an important role in braking, shock absorption 
and rider comfort, by allowing the wheels to follow the profile of the road without 
transmitting excessive vibration to the rider. The suspension is also intended to provide 
wheel grip on the road plane in order to transmit the required driving and braking 
forces. Typical suspension configurations are shown in Figure 5.5. 
Rear suspension with swinging arm Classic telescopic fork 
Figure 5.4 Common types of motorcycle suspension (Adapted from [43]) 
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5.4.4 Reduced stiffness of the suspension 
For the in-plane dynamics study, it is appropriate to reduce the real suspension 
to an equivalent suspension, represented by two vertical spring-damper units that 
connect the unsprung masses to the sprung mass. Figure 5.5 depicts this abstraction. 
The parameters defining the equivalent suspension are the reduced stiffness, and the 
reduced damping. 
j-<d"jj,cJ tear siiit'tHr** 
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Figure 5.5. Reduced suspension model (Adapted from [43]) 
If k denotes the real stiffness of the front suspension, then the reduced stiffness kf 
can be computed by 
*/ = 
COS £ 
(5.3) 
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The value of the reduced stiffness of the front suspension varies according to 
the weight of the motorcycle and its use. Values range from about 10000 N/m for light 
motorcycles to values around 20000 N/m for heavy motorcycles. 
If the damping constant of the fork is denoted by c, the equivalent damping of 
the front suspension cf is 
C / = — T - ( 5 - 4 ) 
COS £ 
The reduced stiffness of the rear suspension involves the geometric parameters 
of the particular type of suspension, thus a general formula is 
K=KYC (5-5) 
where T^YC represents the ratio between the deformation velocity of the spring and the 
wheel vertical velocity. 
Values of the reduced stiffness of the rear suspension range from about 18000 N/m for 
light motorcycles to values around 30000 N/m for heavy motorcycles. 
The velocity ratio depends on the geometric characteristics of the rear suspension 
mechanism and varies with the vertical wheel travel. 
The reduced damping of the rear suspension is 
<V = c7m,rc (5-6) 
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5.5 Motorcyle Tires 
Tires are one of the most important elements in motorcycles. Due to their 
deformability, tires allow contact between the wheel and the road; improve adherence 
and the comfort of the ride, and influence the stability of the vehicle, as well. The 
modes of vibration of motorcycle tires can be classified in three types: in-plane modes, 
out-of-plane modes and mixed modes. 
5.5.1 In-Plane Vibration modes of the tires 
With regard to in-plane dynamics tires have a direct influence in shock 
absorption and braking. In-plane modes are characterized by radial and/or 
circumferential displacement of the points located in the symmetry plane of the wheel. 
In-plane modes occur in a range of 300-400 Hz. 
Figure 5.6. In-plane tire's mode of vibration (Adapted from [43]) 
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5.5.2 Motorcycle Tire's Out-of-plane modes of vibration 
Out-of-plane modes are dominated by lateral displacement of the points located 
in the symmetry plane of the wheel. Out-of-plane modes occur in the range 100-200 
Hz, along with stability and handling, which are related to out-of-plane-dynamics. 
Figure 5.7. Out-of-plane tire's mode of vibration (Adapted from [43]) 
5.6 The 4-DOF in-plane model 
5.6.1 General assumptions 
The motorcycle moves in a straight path in its plane of symmetry (In-plane 
motion) at constant speed. The driver is attached to the motorcycle with no possibility 
of getting separated from it. Then the driver's mass, the rear assembly of the 
motorcycle (frame, saddle, tank, and motor-gear group), and the front assembly (the 
fork, the steering head and the handlebars) are all simulated by a homogeneous, 
rectangular, prismatic bar, known as the sprung mass with its weight acting on its 
center of gravity (C.G.). Each tire with its corresponding brake system is represented 
by a single mass known as the unsprung mass. Then the whole motorcycle is 
represented by three rigid bodies: the sprung mass and the rear and front unsprung 
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masses whose vibrating motion is described by four independent coordinates: the 
vertical displacement of the sprung mass center (z), the pitching rotation of the sprung 
mass (//), and the vertical displacements of the two unsprung masses (zpf andzpr). 
The tire's stiffness and damping is represented by the pair of spring-dashpot attached 
to the ground. Drag forces are not considered. It is also assumed that the tires always 
keep contact with the road and that there is no slipping. 
h — b — H 
I* p > 
Figure 5.9. 4-DOF In Plane Model (Adapted from [43]) 
5.6.2 Motorcycle data 
The following motorcycle values were taken from ref. [43] 
Table 5.1 Motorcycle data sheet 
Motorcycle characteristics 
Wheelbase p [m] 
Distance from the center of gravity to the rear wheel b [m] 
Sprung mass (The masses of the chassis, engine and rider) m [kg] 
Pitch moment of inertia Iyc [kgm2] 
Reduced stiffness of the front suspension kf [N/m] 
Reduced stiffness of the rear suspension kr [N/m] 
Reduced damping of the front suspension cf [Ns/m] 
Reduced damping of the rear suspension cr [Ns/m] 
1.400 
0.70 
200 
38.0 
15,000 
24,000 
500 
750 
5.6.3 Derivation of the model in absolute coordinates 
Summing up forces in the Z-direction one obtains 
ml + (Cf +Cr)Z-CfZpf -CrZpr + [Cf {p-b)~Crb]fi + (kf + kr)z 
+ [kf(p-b)-krb\i-krzpr-kfZpf =0 (5 
Similarly summing up moments about the center of gravity yields 
IGfiflcf{p-b)-Crb\-Cf{p-b)zpf+Crbzp\crb2+Cf{p-b)2]p 
[kf(p-b)-krb}z-kf(p-b)zpf+krbzJkrb2+kf(p-b)2\i = 0 (5 
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Also considering the rear unsprung mass one obtains 
mr 
Zpr - Cr2 + (Cr + Cpr )2pr + Crbfi + (kr + kpr)zpr -krz + krbju = 0 (5.9) 
and considering the motion of the front sprung mass one derives 
m Zpf -Cf2 + (cf+ Cpf )Zpf +Cf(p- b)fi + (kf + kpf )Zpf-kfz + kf(p-b)ju = 0 (5.10 
) 
The preceding four equations can be grouped together in the form 
m 
0 
0 
0 
0 
la 
0 
0 
0 
0 
mr 
0 
0 " 
0 
0 
mf 
' Z ' 
P 
Zpr 
}pf. 
+ 
cf + cr Cf{p-b)-Crb -Cr -Cf 
Cf{p-b)-Crb Crb2 +Cf{p-bf C,b -Cf(p-b) 
-C, 
-C f 
-Crb Cr+Cp 
-Cf{p-b) 0 cf+cpf 
kf +kr kf\p-b)-krb -kr 
kf{p-b)-krb krb2+kf{p-b)2 krb 
-K -Kb K+kp 
-kf -kAp-b) 0 
-k, 
kf{p-b) 
kf+kPf 
z 
M 
Zpr 
-
ZPf. 
= 
"o" 
0 
0 
0 
(5.11) 
Or in a simplified notation 
Mq + Cq + Kq = 0 (5.12) 
where M is the mass matrix given by the equation 
M = 
m 0 0 0 
0 IG 0 0 
0 0 mr 0 
0 0 0 mt 
(5.13) 
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C corresponds to the damping matrix 
C = 
Cf + Cr C}{p-b)-Cj> -c„ - c , 
Cf{p-b)-Crb Crb2 + Cf{p-bf Crb -Cf{p-b) 
-Cr -Cjb C„ + C„ 0 r + Cfr 
-cf -Cf(p-b) Cf+C*f 
(5.14) 
and K denotes the stiffness matrix 
K = 
kf + kr kf{p-b)~ kjb -kr -kf 
kj{p-b)-krb kyb2 + kj(p-b) k^b -kj{p-b) 
- K 
-kt 
-kjb 
-kf{p-b) 
kr + k. • f r 
kf + kg 
(5.15) 
q is the vector of generalized displacements 
q = 
z 
M 
ZVt\ 
(5.16) 
5.6.3.1 Equations of motion in relative coordinates 
In many situations it is convenient to express the model in relative coordinates, 
as shown in Fig. 5.10. This is the case for example, of the dynamical analysis of a 
suspension, where forces in the spring elements need to be computed. 
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Figure 5.10. 4-DOF In Plane Model in relative coordinates. 
The following transformations relate the absolute and the relative systems 
zr = q-nb- qvr 
zf = q-na- qvf 
zpr ~ Qpr ~ wr 
ZVf = Ivf ~ Wf 
(5.17a) 
(5.17b) 
(5.17c) 
(5.17d) 
Applying Eq. (5.17a-d) to the system in Eq. (5.12) the equations of motion take the 
form < 
Mz + Cz + Kz = 0 (5.18) 
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where the mass, damping and stiffness matrices, in terms of relative coordinates are 
expressed as follows 
_ 1 
M = -
V 
aM bM aM bM 
~IG h ~~IG h 
0 0 pMr 0 
L 0 0 0 pMr 
(5.19) 
C = 
- cr 
—bcr 
-cr 
. 0 
cf 
acf 
0 
~
cf 
o o -
0 0 
cpr u 
0 cpf. 
(5.20) 
K = 
K 
-bkr 
-K 
0 
akf 
0 
0 
0 
kpr 
0 
0 
0 
0 
kPf 
(5.21) 
and 
z = 
zf 
Zpr 
Zpf. 
(5.22) 
5.6.4 Free vibration 
The natural vibration frequencies of the 4-DOF system described by Eq (5.12) 
were obtained, and have the following values : 
/„, = 2.03128 Hz /„2=3.41843Hz /n3=16.9824Hz /„^=18.1613Hz 
coni =12.763 rad/s con2 =21.479 rad/s con3 =106.704 rad/s cw„4=114.111 rad/s 
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5.6.5 Motorcycle response to road profile (Frequency domain approach) 
When the motorcycle moves at constant speed Fthe dynamic equilibrium is 
described by the set of second order differential equations in absolute coordinates 
Mq + Cq + K q = Cw + Kw (5.23) 
where w is the vector of road unevenness that excites the front and the rear wheels and 
is expressed as 
w = < 
(0 
0 
wr 
[Wf 
(5.24) 
C and K are the superimposed motion damping and stiffness matrices which take the 
form 
C = 
0 
0 
0 
0 
0 
0 
0 
0 
o o • 
0 0 
Cpr 0 
0 cpf\ 
_^ 
; K = 
0 
0 
0 
0 
0 
0 
0 
0 
0 0 
0 0 
V o 
0 kpf 
(5.25) 
and in relative coordinates 
M'z + Cz + Kz = -Mw (5.26) 
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Frequency response function matrix 
The vertical accelerations can be obtained by transforming the system of 
equations (5.8) into the frequency domain, which leads to [36], 
#(w) = [-a)2M + icoC + K]-x[io)C + K] (5.27) 
The two excitations at the wheels correspond to the same excitation, but with a time 
lagp/V. Thus the excitation vector Eq (5.9) can be expressed as 
w = < 
( 0 
0 
w(t - p/V) (5.28) 
which can be expressed in the frequency domain as 
W(o), V) = • 
( 0 
0 
e ™ 
V 1 
(£) \ W((o) = T(o), V)W((o) 
where 
T(o),V) = -
( 0 
0 
e-io>(p/V) 
\ 1 
(5.29) 
(5.30) 
Taking into consideration Eq. (5.27) the FRF given by Eq. (5.23) takes the form 
H(o),V) = [-(o2M + ioiC + KYx[iu>C + K\T(o>,V) (5.31a) 
In relative coordinates 
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H(a), V) = [-co2M + ia)C + /f]_1[&)M] T(a), V) (5.31b) 
Using the values given in Table 5.1 and Eq.(5.31b) the FRF's of the 4-DOF were 
computed for several values of forward speed. They are shown in Fig.5.10 to Fig.5.13 
Frequency response function of rear sprung mass (RC) Frequency response function of front sprung mass (RC) 
Fig. 5.10a 
Frequency 
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Frequency (rad/s) 
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Frequency (rad/s) 
• j 
! 1 \ 
1 \ 
V=5m/s • 
V=15m/s 
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V=45 m/s 
. 
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Frequency (rad/s) 
Fig. 5.10b 
Frequency response function of front unsprung mass (RC) 
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- - V=35m/s 
\ 
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Frequency (rad/s) 
Fig. 5.10c Fig. 5.10d 
Fig. 5.10 Frequency response functions of the 4-DOF linear model for several speeds. 
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5.7 Dynamical Analysis by Monte Carlo Simulation 
As it has been shown, the FRF's of the motorcycle depend on the speed V at 
which it is traveling. In order to show the applicability of the Monte Carlo method in 
the analysis of the dynamical response of vehicles to road unevenness, a numerical 
simulation is carried out considering the case of a motorcycle traveling at 15 m/s on a 
regular quality road. The motorcycle parameters are those specified in table 5.1. In 
order to validate the accuracy of the solutions obtained, a linear 4-DOF model is 
analyzed applying the frequency domain method. 
5.7.1 Validating Solution (Frequency domain method) 
Once the FRF's of the model are computed it is possible to compute the PSD of 
the response with the aid of Eq.(4.10). For relative coordinates, 
Szr((o) = \Hzr(a>)\2Sx{a>) 
% f a ) "= \Hzf((o)fsx(aji) 
Szpr(<*>) = \HZpr(.0))\ SX((0) 
Szpf (.<*>) = \Hzpf(o))\ Sx(a)) 
The power spectrum of the excitation is obtained as mentioned in Chapter 3, by 
superimposing the individual PSD's generated with Equations (3.5) and (3.6). The 
resulting input PSD's for the road profile and the accelerations induced on the 
motorcycle are shown in Fig. 5.11a, and Fig. 5.1 lb. 
(5.32a) 
(5.32b) 
(5.32c) 
(5.32d) 
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Power spectnjm of road profile PSD of input acceleration 
Frequency (Hz) 
Fig. 5.11a Power spectrum of road profile. Fig. 5.11b Power spectrum of accelerations 
The power spectrum of the road profile is used, in combination with Equations 
(5.32a-b) to determine the analytical (frequency domain) solution to the motorcycle 
response, while the power spectrum of the acceleration is used with an AR(45) filter to 
synthesize the input time histories required by the Monte Carlo simulation. The 
Frequency response functions of the 4-DOF model, for a constant velocity of V=15 
m/s are shown in figures 15.12a-d 
Frequency response function of sprung mass rear displacement (RC) Frequency response function of sprung mass front displacement (RC) 
0 20 40 100 120 140 
Frequency (rad/s) 
0 20 40 100 120 140 160 180 200 
Frequency (rad/s) 
Fig. 5.12a FRF of the Zr coordinate Fig. 5.12b FRF of the Zf coordinate 
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Frequency response function of rear unsprung mass (RC) Frequency response function of front unsprung mass (RC) 
20 40 60 80 100 120 140 160 180 200 
Frequency (rad/s) 
Fig. 5.12c FRF of the Zpr coordinate 
100 120 140 160 180 200 
Frequency (rad/s) 
Fig. 5.12d FRF of the Zpf coordinate 
The power spectra of the response are presented in figures 5.13a-d. These 
PSD's, along with those for the velocity and acceleration PSD's are those to be fitted 
by using the Monte Carlo simulation. 
PSD of the response (Analytical solution) PSD of the response (Analytical solution) 
0 20 40 80 100 120 140 160 180 200 100 120 140 160 180 200 
Frequency (rad/s) Frequency (rad/a) 
Fig. 5.13a PSD of Response for Zr coordinate Fig. 5.13b PSD of Response for Zf coordinate 
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PSD of the response {Analytical solution) PSD of the response 
20 40 60 80 100 120 140 160 180 200 
Frequency (rad/s) 
5.13c PSD of Response for Zpr coordinate 
0 20 40 80 100 120 140 160 180 200 
Frequency (rad/s) 
5.13d PSD of Response for Zpf coordinate 
The PSD of the velocities induced by the road is not shown, but it can be computed 
with the aid of Eq.(2.21). 
St((o) = co2Sx{o)) (2.21) 
The response PSD's for the velocities are shown in Fig.5.14a-d. 
Response PSD of velocities (Analytical sol) Response PSD of velocities (Analytical sol) 
100 120 140 160 180 200 
Frequency (raoVs) 
5.14a PSD of Response for Zr coordinate 
0 20 40 80 100 120 140 160 180 200 
Frequency (rad/s) 
5.14b PSD of Response for ^coordinate 
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Response PSD of velocities (Analytical sol) PSD of velocities (Analytical sol) 
100 120 140 160 1i 
Frequency (raoVs) 
100 120 140 160 180 200 
Frequency (rad/s) 
5.14c PSD of Response for Zpr coordinate 5.14d PSD of Response for Zpf 
coordinate 
Finally, the acceleration PSD's of the response are computed and presented in Figures 
5.15a-d. These PSD's were obtained by using Eq.(2.22) 
S*(w) = M4Sx(a)) = o)2Sx(<o) (2.22) 
Acceleration PSD of Response (Analytical sol) Acceleration PSD of Response (Analytical sol) 
0 20 40 60 80 100 120 140 160 180 200 
Frequency (rad/s) 
5.15a PSD of Response for Zr coordinate 
80 100 120 140 160 180 200 
Frequency (rad/s) 
5.15b PSD of Response for Zf coordinate 
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Acceleration PSD of Response (Analytical sol) 
20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140 160 180 200 
Frequency (rad/s) Frequency (raoVs) 
5.15c PSD of Response for Zpr coordinate 5.15d PSD of Response for Zpf coordinate 
5.7.2 Monte Carlo simulation of the response of the 4-DOF motorcycle model 
In order to compute the response of the motorcycle by Monte Carlo simulation it is 
necessary to synthesize many time histories (>250) compatible with the prescribed 
PSD. This step is carried out by using an AR(50) filter. Then, the input time histories 
are used to solve the system of equations (5.12). A fourth order Runge-Kutta method 
[52],[82]is used for this purpose. Once the time histories of the response are obtained, 
the periodogram of each time history is estimated applying the Bartlett's method [81], 
[84], in which an ensemble averaging is applied to the set of periodograms obtained. 
5.7.2.1 Computation of the time step of integration 
In particular, a problem that has to be addressed very carefully was the 
determination of the right time step of integration, which has to match the time step 
between two consecutive realization values, the time step of integration of the 
equations of motion; and the time lag between the front wheel and rear wheel input, 
the latter depending on the ratio p/V. It was found out that, in order to accomplish this 
goal, the following procedure to determine the time step of integration was required: 
Acceleration PSD of Response (Analytical sol) 
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I. Set arbitrary cut-off frequency; 
II. Determine the maximum natural frequency of the system Vmax ; 
III. Find corresponding period T = 
v
max 
1 
10v„ IV. Set maximum integration stepsize: dt = h = 
p 
V. Estimate time lag between tires: Atp = -; 
Atr, 
VI. Estimate "lag-stepsize" ratio: n = —r and round up to higher nearest integer; 
nV 
VII. Compute new cut-off frequency fco new =—', 
and 
1 
VIII. Compute new integration step-size: h = 
2/c, 
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5.7.2.2 PSD fitting and synthesis of excitation time histories 
An AR filter of order 50 was used to generate the time histories of the excitation. 
The number of frequency divisions of the excitation PSD was set to N=4,000. The 
number of time histories required to compute the response was varied from 250 to 800. 
The best approximations to the target spectrum were obtained with 800 time histories. 
Figures 5.16a to 5.16d shows the results obtained for a run with 300 time histories. 
Figures 5.18 to 5.20 present the results for a run with 800 hundred time histories. 
• AR(50) fitting of the excitation PSD (acceleration) 
PSD of input acceleration 
10 15 20 25 
Frequency (Hz) 
Fig. 5.14 Power spectrum of the excitation fitted with AR(50) filter 
Time history of excitation (acceleration) x iQ"3 Autocorrelation test for excitation time histories 
. J .:, , !l, ill ill! I, I!,...,. 
! - • > i J 
*
3
 Wk 
Fig. 5.15a Sample time history of the excitation Fig. 5.15b Autocorrelation of sample time hist. 
Displacement PSD's nth=250 
Comparative graphs for nth=250 
80 
Comparatta graphs for ntrt=250 
20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140 160 180 200 
Fig. 5.16a Approximation of PSD of response for Fig- 5 1 6 b Approximation of PSD of response 
Zr coordinate using 250 time hist. f ° r z f coordinate using 250 time hist. 
Comparative graphs tor nth=250 Comparative graphs for nth=250 
20 40 60 80 100 120 140 160 180 200 0 20 40 60 100 120 140 160 180 200 
Fig. 5.16c Approximation of PSD of response for Fig. 5.16d Approximation of PSD of response for 
Zpr coordinate using 250 time hist. Zpf coordinate using 250 time hist. 
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Response time histories for nth=800 
Sample lime history of the response Sample time history of the response 
0 2 4 
Fig. 5.17a Sample time history of the response Fig. 5.17b Sample time history of the response for 
for coordinate Zr coordinate Zf 
Sample time history of the response Sample time history of the response 
0 2 4 0 2 4 6 
Fig. 5.17c Sample time history of the response 
for coordinate Zpr 
Fig. 5.17d Sample time history of the response for 
coordinate Zpf 
Displacement PSD's nth=800 
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Response PSD of a coordinate (nth=800) Response PSD of 2 coordinate (nth=600) 
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Fig. 5.18a Approximation of PSD of Response Fig. 5.18b Approximation of PSD of Response 
for for 
Zr coordinate using 800 time hist. Zf coordinate using 800 time hist. 
Response PSD of 2pr coordinate {nth=800) Response PSD of 7p\ coordinate (nth=800) 
• 
• 
MC PSD 
'! 
1 
I,, 
• » y S 
MC PSD 
____ 
80 100 120 140 160 180 200 
Frequency (rad/s) 
80 100 120 140 160 180 200 
Frequency (rad/s) 
Fig. 5.18c Approximation of PSD of Response Fig. 5.18d Approximation of PSD of Response 
for for 
Zpr coordinate using 800 time hist. Zpf coordinate using 800 time hist. 
The rms values for the response displacements of the analytical solution and those 
obtained with the Monte Carlo simulation are shown in table 5.2. 
Table 5.2 rms values of responses (displacements) for the analytical and MC simulation 
rms value 
displacement 
Zr 
zr 
ZpT 
Zpf 
Analytical solution 
m 
0.0025 
0.0027 
0.0014 
0.0015 
Monte Carlo simulation 
m 
0.0024 
0.0027 
0.0014 
0.0015 
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Response Velocity PSD's from Monte Carlo simulation 
Response PSD of velocity for Zr coordinate (nth=800 ) Response PSD of velocity for 2 coordinate (nth=800) 
• / 
• / 
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MC PSD 
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Fig. 5.19a Approximation of PSD of response Fig. 5.19b Approximation of PSD of response for 
for Zr coordinate using 800 time hist. Zf coordinate using 800 time hist. 
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- MC PSD 
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Fig. 5.19c Approximation of PSD of response Fig. 5.19d Approximation of PSD of response for 
for Zpr coordinate using 800 time hist. Zpf coordinate using 800 time hist. 
The rms values for the response velocities of the analytical solution and those obtained 
with the Monte Carlo simulation are shown in table 5.3. 
Table 5.3 rms values of responses (velocities) for the analytical and MC simulation 
rms value 
velocity 
Zpf 
Analytical solution 
m/s 
0.0370 
0.0466 
0.0491 
0.0559 
Monte Carlo simulation 
m/ s 
0.0362 
0.0456 
0.0481 
0.0548 
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Response Acceleration PSD's from Monte Carlo simulation 
Response PSD of acceleration for Zr coordinate ( nth=800) Response PSD of acceleration for Zf coordinate (nth=800) 
W £ 1 0 ' 4 
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Fig. 5.20a Approximation of PSD of response for Fig. 5.20b Approximation of PSD of response 
Zr coordinate using 800 time hist. for Zf coordinate using 800 time hist. 
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Fig. 5.19c Approximation of PSD of response for Fig. 5.19d Approximation of PSD of response 
Zpr coordinate using 800 time hist. for Zvf coordinate using 800 time hist. 
The rms values for the response accelerations of the analytical solution and those 
obtained with the Monte Carlo simulation are shown in table 5.4. 
Table 5.4 rms values of responses (accelerations) for the analytical and MC simulation 
rms value 
acceleration 
Zr 
*/ 
Zpr 
zvf 
Analytical solution 
m/s2 
0.2998 
0.4141 
0.6172 
0.6937 
Monte Carlo simulation 
m/s2 
0.2924 
0.4030 
0.6087 
0.6830 
CHAPTER 6 
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Concluding Remarks 
Several studies regarding the analysis of different aspects of motorcycle 
dynamics have been published. The analysis of the response of a motorcycle to road 
excitation is a problem that has been addressed in some of these studies. Nevertheless, 
most of the simulations done in the time domain regarding the road excitation have to 
do with sinusoidal representations of the road profile with the aid of a deterministic 
model in order to obtain the response of the motorcycle. The frequency domain 
approach is commonly used when the system can be regarded as linear. Some other 
studies in which a stochastic approach is considered have included a white noise 
excitation, along with single or at most two-degrees of freedom models. 
In this work the use of AR and ARMA filters have been proposed as a suitable 
way of synthesizing time histories compatible with a road profile power spectrum. The 
advantages of using these methods in generating excitation realizations, namely the 
adequate fitting of the target road profile spectrum, and the generation of time series 
that give a real representation of the road profile have been shown in Chapter 3. Also 
the necessity of using an expression for the road profile power spectrum that allows the 
application of AR and ARMA filters has been pointed out. A practical solution has 
been proposed and showed how a combined spectrum that involves the use of two 
spectrums can be applied to derive a target PSD that can be accurately fitted within the 
entire range of required frequencies, which cannot be done using either one of these 
PSD expressions alone. 
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A motorcycle model consisting of three lumped masses and four degrees of 
freedom has been used to simulate the behavior of a motorcycle traveling in plane 
motion at constant speed The advantages of considering the speed of the motorcycle 
to be constant have also been pointed out. This allows considering the entire random 
process as stationary. In Chapter 2 the background theory required for dealing with 
random processes has been presented. The necessary theoretical background required 
to analyze the response of the motorcycle has been discussed in Chapter 4, where 
general aspects of the theory of linear systems are given. Chapter 5 summarizes the 
main ideas regarding the dynamics of the motorcycle in-plane motion. The derivation 
of the equations of motion, and its transformation from absolute coordinates to relative 
coordinates has been given. Also it has been shown how the frequency response 
function of each degree of freedom is dependent on the forward speed of the 
motorcycle. Finally, in this chapter the analysis of the motorcycle response by Monte 
Carlo simulation has been discussed. The main numerical problems that must be 
treated have been mentioned and how they fit in the implementation of the method. In 
particular, the implementation of the correct selection of the time step integration of 
the equations of motion has been discussed. The frequency domain approach has been 
proposed as a way to validate the results obtained with the Monte Carlo simulation. 
The Monte Carlo method has been used to compute the power spectrum density of the 
response of the 4-DOF motorcycle model, composed of a sprung mass and two 
unsprung masses. It has been found that using Monte Carlo simulation, a good fitting 
of the analytical PSD's is obtained. Although the Monte Carlo method has been 
applied to analyze the response of a linear system, the results obtained allow to 
consider the application of the Monte Carlo method in the analysis of the response of 
nonlinear models of a motorcycle. 
Future work may focus on a motorcycle model involving a greater number of 
degrees of freedom and even terms with damping and stiffness nonlinearities. 
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