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Abstract
We establish that, given a compact Abelian group G endowed with a continuous length
function l and a sequence (Hn)n∈N of closed subgroups of G converging to G for the Hausdorff
distance induced by l, then C∗
(
Ĝ,
)
is the quantum Gromov–Hausdorff limit of any sequence
C∗
(
Ĥn,n
)
n∈N for the natural quantum metric structures and when the lifts of n to Ĝ
converge pointwise to . This allows us in particular to approximate the quantum tori by
ﬁnite-dimensional C∗-algebras for the quantum Gromov–Hausdorff distance. Moreover, we also
establish that if the length function l is allowed to vary, we can collapse quantum metric spaces
to various quotient quantum metric spaces.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The quantum Gromov–Hausdorff distance deﬁnes a framework to investigate claims
found in the physics literature that classical or quantum spaces can be approximated
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by Matrix algebras, as in [4,17] for instance. These approximations are related to M-
theory [4,18,28] and may serve as tools to construct quantum ﬁeld theory over quantum
spaces, generalizing methods found in [9]. In this paper, we speciﬁcally investigate the
matter of approximating the quantum tori by matrix algebras generated by unitaries in
ﬁnite dimension, which is suggested for instance in [4, Section 3.3].
We start by recalling the foundations of the quantum Gromov–Hausdorff distance
theory. Rieffel introduced in [27] a notion of convergence for compact quantum metric
spaces [25], which generalizes to noncommutative geometry the Gromov–Hausdorff
distance [10, Chapter 3] between isometry classes of compact metric spaces. A compact
quantum metric space (A,L), as deﬁned in [25,27], is an order-unit space A endowed
with a seminorm L such that the dual distance dL, deﬁned for any two states ,  of
A by
dL(, ) = sup{|(a)− (a)| : a ∈ A,L(a)1}, (1.1)
induces the weak∗ topology on the state space S(A) of A. Such a seminorm is called a
Lip-norm. The classical examples of Lip-norms are the Lipschitz seminorms on C(X)
for any compact metric space (X, d) (see [7, Section 11.3, Theorem 11.3.3]). Rieffel’s
deﬁnition reﬁnes an idea in [2,3, Chapter VI].
Now, let (A,L) and (B,L′) be two compact quantum metric spaces with respective
state spaces S(A) and S(B). Let C(L,L′) be the set of Lip-norms on the order-unit
space A ⊕ B whose quotients on A (resp. B) are the Lip-norm L (resp. L′). Rieffel
proves in [27] that C(L,L′) is nonempty, and deﬁnes the quantum Gromov–Hausdorff
distance by setting:
distq((A,L), (B,L′)) = inf
{
H[dL′′ ] (S(A), S(B)) : L′′ ∈ C(L,L′)
}
,
where H[dL′′ ] is the Hausdorff distance induced by the distance dL′′ on the weak∗-
closed subsets of the state space S(A ⊕ B) of A ⊕ B, and where dL′′ is deﬁned by
(1.1).
We now turn to the problem resolved in this paper. Let G be a compact Abelian
group endowed with a continuous length function l, and denote by e the unit of G. The
length function l induced a metric dl on the group G by setting dl(g′, g) = l(g−1g′)
for all g, g′ ∈ G, and dl in turn generates a topology 2 on G. We denote by 1
the original (compact) topology of G, and we denote by H(l) the Hausdorff distance
deﬁned by dl on the closed subsets of G. We make the following simple observation:
Lemma 1.1. We have: 1 = 2. The group G is therefore separable. In particular, if
(Xn)n∈N is a sequence of closed subsets of G converging to G for H(l), then
∞∪
n=0 Xn
is dense in G.
Proof. Since l is continuous, it is immediate that 2 ⊆ 1. The other inclusion is from
a standard argument [29] which we include here for convenience. Let F be a closed
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set for 1. Since (G, 1) is compact, F is compact as well. Since 2 ⊆ 1, the set F is
compact for 2 as well. Since 2 is Hausdorff, the set F is closed in (G, 2). Hence
1 = 2. The topology 1 is compact and metrizable under our assumptions, hence G
is separable. Now, since (Xn)n∈N converges to G for H(l), we have by deﬁnition that
for any ε > 0 and g ∈ G there exists N ∈ N such that for all nN the 2-open
ball {x ∈ G : l(x−1g) < ε} intersects Xn. Hence all open balls in 2 intersect
∞∪
n=0 Xn,
which is therefore dense in 2, hence in 1. 
Remark 1.2. Lemma 1.1 shows that we do not lose any generality by working with a
group G endowed with a length function l which generates a compact topology on G,
or with a separable compact group G, which can always be endowed with a continuous
length function. Varying the length function on G is the subject of Theorem 4.4.
The Pontryagin topological dual group of G is denoted by Ĝ. Of course, Ĝ is
discrete. We denote the group of skew bicharacters of Ĝ by A(Ĝ), and endow it
with the topology of pointwise convergence over Ĝ. The group A(Ĝ) is compact by
Kleppner [14, Proposition 2.1 and Theorem 2.1]. Let ∞ be a skew-bicharacter of Ĝ.
Let now (Hn)n∈N be a sequence of closed subgroups of G, converging to G for H(l).
For each n ∈ N, we denote the dual group of Hn by Ĥn, which is a quotient group of
Ĝ and is discrete (again as the dual of a compact group). We denote by Jn the closed
subgroup of Ĝ such that Ĥn = Ĝ/Jn. Equivalently, Jn is the group of characters of G
which are identically 1 on Hn (the annihilator of Hn).
To ease notations, we will denote by H∞ = G, so that Ĥ∞ = Ĝ, and accordingly we
set J∞ = {1}, where 1 is the trivial character of G. We will denote by N = N ∪ {∞}
the one-point compactiﬁcation of N.
For each n ∈ N, we denote by n a skew-bicharacter on Ĥn. This bicharacter
naturally lifts to Ĝ to a skew bicharacter ′n on Ĝ. We assume that (′n)n∈N converges
to ∞ in A(Ĝ).
Let n ∈ N. The canonical dual action Hn of Hn on C∗
(
Ĥn,n
)
is an ergodic
strongly continuous action obtained by extending by continuity the map
gHn : f ∈ Cc
(
Ĥn
) −→ 〈g, .〉 f ∈ Cc (Ĥn)
for all g ∈ Hn, where Cc(X) is the space of compactly supported continuous functions
on any locally compact space X and 〈., .〉 is the dual pairing between Hn and Ĥn.
Observe that on Cc(Ĥn), the restriction of G to Hn is Hn . We denote by ‖.‖n the
C∗-norm of C∗
(
Ĥn,n
) (see [30]). By Rieffel [24], the seminorm deﬁned for all
a ∈ C∗ (Ĥn,∞) by
Ln(a) = sup
{
l(g)−1
∥∥∥a − gHn(a)∥∥∥n : g ∈ Hn\{e}}
is a Lip-norm on C∗
(
Ĥn,n
)sa
, where for any subset X of C∗
(
Ĥn,n
)
we denote by
Xsa the set of self-adjoint elements in X.
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We shall prove the following theorem under these assumptions:
Theorem 1.3. The sequence
(
C∗
(
Ĥn,n
)sa
, Ln
)
n∈N of compact quantum metric
spaces converges to
(
C∗
(
Ĝ,∞
)sa
, L∞
)
for the quantum Gromov–Hausdorff
distance.
Our result is parallel to the approximation by full matrix algebras of C(O) for any
coadjoint orbit O of any compact semi-simple Lie group G developed by Rieffel [26].
Note also that the problem solved in this paper was raised in [26].
We recall from [30] that if  and ′ are cohomologous 2-cocycles of our discrete
group Ĝ, then the C∗-algebras C∗(Ĝ, ) and C∗(Ĝ, ′) are *-isomorphic. Moreover, as
Ĝ is Abelian, discrete and separable, given any 2-cocycle  of Ĝ we can ﬁnd a skew
bicharacter  of Ĝ such that  is cohomologous to  by Kleppner [14, Theorem 7.1].
Up to *-isomorphism, all the C∗-algebras C∗(Ĝ, ), for  a 2-cocycle of Ĝ, are thus
of the form C∗(Ĝ,), where  is a skew bicharacter of Ĝ. It is easier to work with
convergence of bicharacters than the less intuitive notion of convergence of cocycles,
which justiﬁes our particular choice for representing 2-cocycles.
The fundamental example we have in mind for this situation is the following:
Example 1.4 (Quantum torus). Let G = Td be the d-dimensional torus for some
d ∈ {1, 2, . . .}. We suppose given a sequence (kn)n∈N of elements in Nd such that
limn→∞ kn = (∞, . . . ,∞). For any k ∈ Nd , written as k = (k(1), . . . , k(d)), we de-
ﬁne kZd =
d∏
j=1
k(j)Z and Zdk = Zd/kZd . Note that up to isomorphism, all quotient
groups of Zd are obtained this way. Now, we set Ĥn = Zdkn for all n ∈ N, and we
denote Hn by Udkn . Let S∞ be d × d antisymmetric matrix and for all n ∈ N let Sn =
((ai,j,n))1 i,jd be an antisymmetric matrix such that ai,j,n gcd(k(i), k(j)) ∈ Z, with
the convention that gcd(0,m) = gcd(m, 0) = m for any m ∈ N. Let · be the canonical
dot product on Rd . It is easy to check that
(
, ′
) ∈ Ĥn × Ĥn → exp(2iSn · ′) is
a skew bicharacter [Sn] of Ĥn for all n ∈ N when we embed Ĥn naturally in Rd .
Assume at last that (Sn)n∈N converges in operator norm to S∞. Our main result in
this paper implies that, for any continuous length function on Td , the “fuzzy’’ tori
C∗
(
Zdkn,[Sn]
)
n∈N converge to the quantum torus C
∗
(
Zd ,[S∞]
)
when n→∞.
To prove Theorem 3.13, we will ﬁrst prove that the family of C∗-algebras C∗(Ĥn,
n)n∈N admit a continuous ﬁeld structure using groupoid techniques. We then prove
our theorem with some harmonic analysis. In the last section of this paper, we address
the natural question of convergence when the length function l is allowed to vary. In
particular, we show that it is possible to prove that one can collapse a quantum torus
to a lower-dimensional quantum torus. The results of our last section hold for the more
general setting of a compact group G acting ergodically and strongly continuously on
any unital C∗-algebra.
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2. Continuous ﬁelds of twisted groupoids C∗-algebras
For each n ∈ N, The group An of skew-bicharacters of Ĥn is identiﬁed with the
closed subgroup of A(Ĝ) of the lifts to Ĝ of the elements in An. By Kleppner [14,
Proposition 2.2], the compact group A(Ĝ) is a metrizable space.
2.1. Construction of a groupoid
We will use the notations and terminology of [21]. Let us start by deﬁning a trivial
group bundle  = (0) × Ĝ with its natural groupoid structure [21], where the space
of units (0) is deﬁned by
(0) =
{
(n,) ∈ N× A (Ĝ) :  ∈ An}
and thus the multiplication of (n,, ) ∈  and (n′,′, ′) ∈  is deﬁned if and only
if n = n′ and  = ′ and is then given by (n,, ′).
The groupoid  is topologized simply as a subset of N × A(Ĝ) × Ĝ, thus it is a
metrizable locally compact space by construction. It is straightforward that the multi-
plication of the groupoid  is continuous on the sets of composable pairs by continuity
of the multiplication in Ĝ, and just as easily one checks that the inverse map of 
is continuous. Hence,  is a topological groupoid as deﬁned in [21, Deﬁnition 2.1, p.
16]. In addition, if  is the counting measure of Ĝ, then the constant function u ∈
(0) →  is obviously a (left) Haar system on . Yet, we will not use this Haar system
here.
Now, the groupoid  contains the following subgroupoid, which is itself a group
bundle over (0):
Lemma 2.1. ˜ = {(n,, ) ∈  :  ∈ Jn} is a closed subgroupoid of  and ˜(0) =
(0).
Proof. It is trivial that ˜ is a subgroupoid of  with the same unit space (0), so we
shall only show that ˜ is closed in . Since  is metrizable, it is enough to check that
˜ is sequentially closed in . Let (kn,n, n)n∈N be a sequence in ˜ which converges
in  to (k,, ). If k ∈ N, then there exists N ∈ N such that for all nN we have
kn = k, and therefore n ∈ Ak and n ∈ Jk . The group Jk is discrete and the group
Ak is closed in A(Ĝ), so (, ) ∈ Ak × Jk and thus (k,, ) ∈ ˜.
The alternative case is k = ∞. Since Ĝ is discrete, there exists N ∈ N such that
for all nN we have n = . Therefore, by deﬁnition of ˜, the character  of G is
1 on Hkn for all nN . Yet, by assumption, (Hkn)n∈N converges to G for H(l), since
(Hn)n∈N does and limn→∞ kn = ∞. Hence by Lemma 1.1, the subset ∪∞n=N Hkn of G
is dense in G. Since  is continuous on G and constant equal to 1 on a dense subset
of G, it is the trivial character 1. Hence (k,, ) = (∞,, 1) ∈ ˜. 
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Deﬁnition 2.2. Let  be the algebraic quotient space ˜\. Formally,  is the quotient
space of the equivalence relation ∼ on  deﬁned for all x, y ∈  by
x ∼ y if and only if (x, y) ∈ (2) and y−1x ∈ ˜.
Lemma 2.3. Endowed with the quotient topology and the quotient algebraic structure,
 is an amenable separable Hausdorff locally compact groupoid such that its space of
units is (0) = (0), and the canonical surjection q : →  is an open epimorphism.
Proof. By Renault [21, proposition (2.1), p. 75],  is a locally compact Hausdorff
space and q is open. Standard algebraic manipulations show that q deﬁnes a groupoid
structure on , which is again a trivial bundle of groups over (0). The ﬁber of range
(and source) (n,) ∈ (0)(= (0)) is just the discrete group Ĥn, hence the groupoid
 is r-discrete. The map (n,) ∈ (0) → n, where n is the counting measure on
Ĥn, deﬁnes a left Haar system on . We ﬁx this system in the rest of this paper. We
remark that this Haar system is not obtained as the image of the Haar system on 
by q. Last, since G is separable, so is Ĝ, so  is separable and so is . Since Ĥn is
Abelian for any n ∈ N, it is amenable and thus so is . 
More generally, groupoids of this type were used in [12] as sources of counter-
examples for the Baum–Connes conjecture, but this is not the direction we will follow
now.
In the case of the two-dimensional quantum tori, as well as some other special cases,
it is interesting to note that a different groupoid can be constructed and serve the same
purpose of obtaining continuous ﬁelds of C∗-algebras. In fact, we will provide here a
construction which is more general than what we really need for the purpose of this
paper, but is worthy of interest none the less.
We consider a sequence (Xn)n∈N of closed subsets of a compact metric space
(X∞, d), such that (Xn)n∈N converges to X∞ for the Hausdorff distance H[d] de-
ﬁned by d. For each n ∈ N, we assume given a continuous action n of the group Ĥn
on the space Xn. We assume that for any ε > 0, any g ∈ Ĝ and any y ∈ X∞, there
exists 	 > 0 such that for all n ∈ N, for all x ∈ Xn such that d(x, y) < 	 and for all
h ∈ Ĥn such that l(h−1g) < 	, we have d(hn(x), g∞(y))ε.
Now, the set  =
{
(n, x, ) : n ∈ N, x ∈ Xn,  ∈ Ĝ
}
is a groupoid for the multipli-
cation deﬁned for (n, x, ) ∈  and (n′, x′, ′) ∈  only when n = n′ and x′ = n(x)
by setting (n, x, )(n, n(x), ′) = (n, x, ′).
In particular, the unit space (0) of  is {(n, x, 1) : n ∈ N, x ∈ Xn}, the source map
is given by s(n, x, ) = (n, x, 1) and the range map by r(n, x, ) = (n, n(x), 1)
for all (n, x, ) ∈ . The inverse of (n, x, ) is (n, n(x), −1).
Now,  is topologized naturally as a subset of N × X × Ĝ. Our assumption on
the coherence of the actions n ensure that the multiplication in  and the inverse
map are continuous. Now, as before, we deﬁne two new groupoids ˜ and ˜ by ˜ =
{(n, x, ) ∈  :  ∈ Jn} and ˜ = ˜\. Again, the unit space of ˜ is (0). Let us
deﬁne the map p : ˜→ N simply by p(n, x, ) = n. It is immediate that p−1({n}) is
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the transformation groupoid Ĥn ×n Xn of the action n of Ĥn on Xn. This allows us
to construct a natural left Haar system on ˜, and we will now see how this structure
helps obtain a continuous ﬁeld of C∗-algebras.
Example 2.4 (Quantum tori of dimension 2). With the notations of Example 1.4, we
set Xn = U1n and X∞ = T. Let n ∈ U1n for all n ∈ N and  ∈ T. Then Ĥn = Z1n
acts on Xn by rotation by n, and Z acts on T by rotation by  as well. Of course
Z× C(T) is a quantum torus.
2.2. Continuous ﬁelds of twisted groupoid C∗-algebras
We recall the following deﬁnition from [20, Deﬁnition 2.1.1], also in [15, Deﬁnition
5.2]:
Deﬁnition 2.5. A continuous ﬁeld of groupoids (G, p, T ) is a locally compact groupoid
G together with a Hausdorff locally compact space T and a continuous open map p :
G → T such that p = p ◦ r = p ◦ s.
As a consequence of this deﬁnition, for any t ∈ T , the set p−1({t}) is a closed
subgroupoid of G, namely the reduction of G to the saturated closed subset p−1({t})∩
G(0), as deﬁned in [21, Deﬁnition 1.4, p. 8]. We shall denote this groupoid by G[t]. It
is locally compact, and it inherits by restriction a left Haar system from any left Haar
system on G. In our previous paragraph, we encountered two such continuous ﬁelds of
groupoids: (, r,(0)) and (˜, p,N).
Ramazan proves in [20, Theorem 2.4.6] (see also [15, Theorem 5.5]) that C∗(G) is
then an algebra of continuous sections for the family (C∗(G[t])t∈T . The proof of this
result essentially follows the layout proposed by Rieffel [23] to prove lower and upper
semicontinuity for ﬁelds of C∗-algebras. The key result used for both those steps in the
case of groupoids is the disintegration of representations of twisted groupoid crossed
products proven by Renault [22, Theorem 4.1].
We will need in our work a slightly more general result:
Theorem 2.6. Let (G, p, T ) be a continuous ﬁeld of groupoid, and assume G is sepa-
rable. Let  be a continuous 2-cocycle on G. Let f ∈ Cc(G), and for all t ∈ T denote
by f t the restriction of f to the subgroupoid G[t] := p−1({t}) and by t the restriction
of  to G[t]. For any C∗-algebra A, we denote the norm of A by ‖.‖A.
t −→ ∥∥f t∥∥
C∗(G[t],t ) is upper semicontinuous over T ,
t −→ ∥∥f t∥∥
C∗red(G[t],t ) is lower semicontinuous over T .
In particular, when G is amenable we conclude that t → ∥∥f t∥∥
C∗(G[t],t ) is continuous
over T, hence:
372 F. Latrémolière / Journal of Functional Analysis 223 (2005) 365–395
Corollary 2.7. C∗(G, ) provides a continuous structure for the ﬁeld of C∗-algebras
(C∗(G[t], t ))t∈T when G is an amenable locally compact groupoid.
The complete proof of these results can be found in [16], but since it follows
essentially well-known techniques already used in [20, Theorem 2.4.6], we shall omit
it here. The remark which allows us to generalize [20, Theorem 2.4.6] to our situation
is simply that, if U is a saturated subset of G(0), then the restricted groupoid GU
satisfy the property that if x ∈ GU and y ∈ G then (x, y) ∈ G(2) or (y, x) ∈ G(2) if,
and only if y ∈ GU and either (x, y) or (y, x) are in G(2)U . Therefore, the restriction
of the continuous 2-cocycle  to GU is a continuous 2-cocycle of GU . From this, the
argument in [20] works just as well in our setting to prove Theorem 2.6. The key
observation is the following exact sequence:
Proposition 2.8. Let G be a separable locally compact groupoid. Let U be a saturated
open subset of G(0) and let  be a continuous 2-cocycle of G. Let F be the complement
of U in G(0), and let GU (resp. GF ) be the reduced groupoid from G to U (resp. F).
Then the following sequence is exact:
0 −→ C∗(GU , U) −→ C∗(G, ) −→ C∗(GF , F ) −→ 0,
where U (resp. F ) is the 2-cocycle of GU (resp. GF ) obtained by restriction of .
This proposition was originally proven in [21] for r-discrete groupoids and then
mentioned in a more general setting in [13]. In [20], Proposition 2.8 was proven for
 = 1, and the proof carries along immediately to the twisted case by using the full
force of [22, Theorem 4.1] (see [16, Part 1]). The proof of the upper semicontinuity
in Theorem 2.6 follows from Proposition 2.8 by observing that p−1({t}) ∩ G(0) is
a saturated closed subset of G(0) for all t ∈ T . The lower semicontinuity relies on
explicitly writing a family of well chosen -representations of G, as detailed in [16,20]
(for  = 1).
Now, let us introduce the 2-cocycle 
 of  by setting:


(
(n,, ), (n,, ′)
) = (, ′),
for all
(
(n,, ), (n,, ′)
) ∈ (2). It is straightforward to check that 
 is a 2-cocycle on
. It remains to prove that 
 is continuous. Note that 
 lifts naturally to an (algebraic)
2-cocycle of , and 
 is continuous on  if and only if its lift to  is continuous
since the canonical surjection is open. Let us simply denote the lift of 
 to  by 

again. Since  is metrizable, it is enough to prove that 
 is sequentially continuous. Let
((nj ,j , j ), (nj ,j , 
′
j ))j∈N be a sequence in 
(2) converging to ((n,, ), (n,, ′))
in (2). Since Ĝ is discrete, there exists N ∈ N such that for all jN we have
(j , 
′
,j ) = (, ′). On the other hand, by deﬁnition of the topology on A
(
Ĝ
)
, we then
have limj→∞ j (, ′) = (, ′). Hence 
((nj ,j , j ), (nj ,j , ′j ))j∈N converges to

((n,, ), (n,, ′)) and 
 is continuous.
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We shall denote by ((At : t ∈ T ), B) the continuous ﬁeld of C∗-algebras with
parameter space T, where the continuous structure of the family (At )t∈T of C∗-algebras
is given by the C∗-algebra B of continuous sections of (At )t∈T , as deﬁned in [6,
Deﬁnition 10.3.1, p. 194]. Since  is amenable and separable by Lemma 2.3, and we
have proven that 
 is a continuous 2-cocycle of , we have by Corollary 2.7:
Corollary 2.9.
((
C∗
(
Ĥn,
) : (n,) ∈ (0)) , C∗(, 
)) is a continuous ﬁeld of C∗-
algebras.
Also, in exactly the same fashion, we can apply Corollary 2.7 to the bundle of
transformation groupoids ˜:
Corollary 2.10.
((
C∗
(
Ĥn ×n Xn
) : n ∈ N) , C∗ (˜)) is a continuous ﬁeld of C∗-
algebras.
3. Quantum Gromov–Hausdorff convergence
3.1. Finite-dimensional approximations
We denote by n the Haar probability measure on Hn for all n ∈ N, and we denote
by ‖.‖L1 the norm of L1(Hn, n). As a ﬁrst step toward Theorem 3.13, for each n ∈ N,
we shall prove that C∗(Ĥn,n) is the limit for distq of ﬁnite-dimensional order-unit
subspaces of C∗(Ĥn,n)sa. These order-unit spaces will be obtained, as in [27], as the
images of multiplication operators deﬁned on Cc(Ĥn) and extended to C∗(Ĥn,n). In
[27], these operators were constructed from an approximate unit for L1(Td), known as
the Fejer kernels. Yet, this construction requires that G is a Lie group. For our purpose,
we will use a slight modiﬁcation of Rieffel’s construction which works for arbitrary
compact groups but gives us a weaker approximation property:
Lemma 3.1. Let f ∈ C(G) such that f (e) = 0. Let ε > 0. There exists a ﬁnite
linear combination  ∈ C(G) of characters of G such that: 0, ∫
G
 d∞ = 1 and∫
G
(g) |f | (g) d∞(g)ε. In this Lemma, G can be any compact group.
Proof. Let spec(G) be the set of irreducible strongly continuous representations of G,
and let Ĝ = { :  ∈ spec(G)} where  is the character of the representation .
Note that when G is Abelian, Ĝ = spec(G) is the dual of G. Yet for Theorem 4.4 it
is useful to prove this lemma in full generality.
Let U = {g ∈ G : |f (g)|  12ε}, which is an open neighborhood of e by continuity
of f and since f (e) = 0. The family of open sets {g ∈ G : (g) < 12 } for  ∈ Ĝ
covers the compact subset G\U , so there exists a ﬁnite set F = {0, . . . , n} ⊆ Ĝ
such that for all g ∈ G there exists j ∈ F such that j (g) < 12 . We can assume
without loss of generality that the trivial representation is in F. For each j ∈ F let
j be the irreducible representation of G associated to j . Let  = ⊕nj=0j , and let
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˜ = ⊗ , where  is the contragradiant representation of . Let n be the character
of the representation ˜⊗n for all n ∈ N (in general, the representation ˜⊗n is not
irreducible so n /∈ Ĝ), and set n =
∥∥n∥∥−1L1 n. Just as in [27, Theorem 8.2], we
now claim for all n ∈ N that n0 and
∫
G
n d∞ = 1, and above all we have that∫
G\U n d∞ → 0 when n→∞. Therefore, there exists N such that for all nN we
have
∫
G\U n d∞ < ε(2 supG |f |)−1 and thus:
∫
G
|f |n d∞ =
∫
U
|f |n d∞ +
∫
G\U
|f |n d∞
ε
2
∫
G
n d∞ +
ε
2
ε.
On the other hand, by construction, 1 is the ﬁnite sum of the characters j and j
for j ∈ {0, . . . , n}, so n is itself a ﬁnite linear combination of elements in Ĝ and so
is n for all n ∈ N. Hence  = N satisﬁes the conclusion of our lemma. 
We wish to apply the following lemma to any of the groups (Hn)n∈N, so we ease
notations by working with a general compact Abelian group . We denote by  a
skew-bicharacter of ̂. We denote again by  the dual action of  on C∗
(
̂,
)
and
by  the Haar probability measure on . Given any function  ∈ L1(), we deﬁne
on Cc(̂) the operator:
 : f ∈ Cc(̂) −→
∫

(g)g
−1
 (f ) d(g) ∈ Cc(̂).
Since  acts by *-automorphisms, hence by isometries, on C∗(̂,), it is immediate
that for all f ∈ Cc(̂) we have
∥∥(f )∥∥C∗(̂,)  ‖‖L1 ‖f ‖C∗(̂,) where we denote∫ || d by ‖‖L1 . By abuse of notation, we also denote by  the unique contin-
uous extension of  to C
∗(̂,). We summarize in the following lemma some easy
properties of the operator  when  is a linear combination of characters of , in
view of an application of Lemma 3.2 and Lemma 3.1 together:
Lemma 3.2. Let  be a linear combination of characters of . The range of  is
the ﬁnite-dimensional space:
R() = {f ∈ Cc(̂) : supp f ⊆ supp(̂)} ,
where ̂ is the Fourier transform of . In particular, the dimension of R() is the
cardinal of supp(̂). Moreover, if  is real valued then the operator  is self-adjoint
and therefore 
(
C∗
(
̂,
)sa) is the ﬁnite-dimensional order-unit subspace V () =
R()sa of C∗(̂,)sa.
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Proof. By deﬁnition,  ∈ L1() and thus the operator  is well deﬁned and of norm∫
 || d. Let f ∈ Cc
(
̂,
) ⊆ C∗ (̂,). Let us compute  (Cc (̂)) for a character
 ∈ ̂. Let ′ ∈ ̂. Denote by 	 the Dirac measure at . We observe that
(f )(
′) =
∫

(g)′(g−1)f (′) d(g) = f (′)
∫

′ d,
so (f )(
′) = f (′)	(′), hence 
(
Cc(̂)
)
is the one-dimensional subspace R()
of C∗
(
̂,
)
.
By linearity of  → , we deduce that R() = 
(
Cc
(
̂
))
for any linear com-
bination  of characters of . Yet, since  is continuous and Cc
(
̂
)
is dense in
C∗
(
̂,
)
, the range of  is included in the closure of R(), which is R() since
R() is ﬁnite-dimensional.
Assume now that  is real valued. Since  is a skew bicharacter of ̂, so that
(, ) = 1 for all  ∈ , we check that
(f
∗)()=
∫

(g)(g−1)(, )f (−1) d(g) (3.1)
=
∫

(g)(g)f (−1) d(g) = (f )(−1) =
(
(f )
)∗
(). (3.2)
By continuity of  and density of Cc
(
̂,
)
in C∗
(
̂,
)
, Equality (3.1) extends to
C∗
(
̂,
)
, so  is self-adjoint on C∗
(
̂,
)
. The image of C∗
(
̂,
)sa is deduced
immediately from the self-adjointness of . 
We now return to our speciﬁc setting. Lemma 3.1 gives us, for any ε > 0, a ﬁnite
linear combination of characters ε of G which we can use to deﬁne the operator
εG which has the properties given in Lemma 3.2. Yet for all n ∈ N, we can also
deﬁne the operators εHn on C
∗ (Ĥn,n), by using the restriction of ε to Hn. Since
Hn is a closed subgroup of G, the restriction of ε to Hn is a linear combination
of characters of Hn. The operators 
ε
Hn
satisfy the properties of Lemma 3.2, and thus
their ranges are ﬁnite-dimensional. The following two lemmas are the key step which
will allow us to identify the ranges of all the operators εHn for n ∈ N and n large
enough.
Lemma 3.3. Let F be a ﬁnite subset of Ĝ\{1}. There exists N ∈ N such that for all
nN we have Jn ∩ F = ∅.
Proof. Assume that for all N ∈ N there exists nN such that Jn ∩ F = ∅. This
implies F intersects countably many of the groups Jn, and since F is ﬁnite, we deduce
that there exists an element  ∈ F such that, for some strictly increasing function
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f : N → N we have:  ∈ ⋂n∈N Jf (n). Yet, this implies that the character  of G is
1 on ∪n∈NHf(n). By Lemma 1.1, ∪n∈NHf(n) is dense in G since lim∞ f = ∞, so
 = 1. This contradicts the hypothesis that F is a subset of Ĝ\{1}. We have proven
our lemma by contradiction. 
Remark 3.4. If Ĝ admits is a proper space for some metric (for instance if Ĝ is
ﬁnitely generated), Lemma 3.3 proves that all balls in Jn around 1 ∈ Ĝ, which
are then ﬁnite, are in fact all equal to {1} for n large enough. This proves that
(Jn)n∈N converges to {1} for the Gromov–Hausdorff topology on locally compact
spaces [10, Deﬁnition 3.14], which is the expected dual statement to the convergence
of (Hn)n∈N.
Corollary 3.5. Let F be a ﬁnite subset of Ĝ. There exists N ∈ N such that for all
nN , the canonical surjection qn : Ĝ→ Ĥn is injective on F.
Proof. Let F ′ = {−1′ ∈ G : , ′ ∈ F }\{1}. Then F ′ is ﬁnite since F is. By Lemma
3.3, there exists N ∈ N such that for all nN we have Jn ∩F ′ = ∅. Let nN . Now,
if qn() = qn(′) then −1′ ∈ Jn, so −1′ /∈ F ′, so if , ′ ∈ F then −1′ = 1, and
our lemma is proved. 
The following lemma will also be useful to deal with matters of normalization of
some operators. We include our proof for the reader’s convenience. We wish to thank
the referee for providing the following references for this result: [1, Chapter 8, Section
5, no. 6]; [8, Theorem in Annex]
Lemma 3.6. Let f ∈ C(G), where C(G) is the C∗-algebra of continuous function on
G. Then
lim
n→∞
∫
Hn
f dn =
∫
G
f d∞.
Proof. We shall prove that every subsequence of (n)n∈N admits a subsequence weakly
converging to ∞, which will then prove our lemma. Let (m(n))n∈N be a subsequence
(n)n∈N. Since G is compact, (m(n))n∈N is uniformly tight [7, Deﬁnition, Theorem
11.5.4, p. 293] and so there exists a weakly convergent subsequence (k(n))n∈N of
(m(n))n∈N. Let I : f ∈ C(G) → limn→∞
∫
Hk(n)
f dk(n). The map I is obviously a
continuous linear functional on C(G), and I (1) = 1. To prove our lemma, it is enough
to show that I is also invariant by translation, as the conclusion will then follows from
the uniqueness of the Haar probability measure on G. Let f ∈ C(G) and let g ∈ G.
Let ε > 0. Since f is continuous on the compact G, it is uniformly continuous so
there exists 	 > 0 such that for all g′, g′′ ∈ G such that l(g′−1g′′) < 	 we have∣∣f (g′′)− f (g′)∣∣ < ε. Since (Hk(n))n∈N converges to G for H(l), there exists N ∈ N
such that for all nN there exists gn ∈ Hk(n) such that l(g−1n g) < 	. We now have
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for all nN and all x ∈ G:∣∣∣∣∣
∫
Hk(n)
(f (xg)− f (x)) dk(n)(x)
∣∣∣∣∣

∫
Hk(n)
|f (xgn)− f (xg)| dk(n)(x)+
∣∣∣∣∣
∫
Hk(n)
(f (xgn)− f (x)) dk(n)(x)
∣∣∣∣∣
ε +
∣∣∣∣∣
∫
Hk(n)
(f (xgn)− f (x)) dk(n)(x)
∣∣∣∣∣
using uniform continuity of f and l ((xgn)−1 xg) = l(g−1n g) < 	. Now, since k(n) is
translation invariant on Hk(n), we have
∫
Hk(n)
(f (xgn)−f (x)) dk(n)(x) = 0. Taking the
limit, we have proven that, if fg : x → f (xg), then for all ε > 0 and all g ∈ G we
have
∣∣I (fg)− I (f )∣∣ < ε, so I (fg) = I (f ) so our lemma is proven. 
We are now in a position to prove that for the quantum Gromov–Hausdorff distance,
for any n ∈ N, the quantum metric space C∗(Ĥn,) is the limit of spaces of the form
V (), with the notation of Lemma 3.2. We will use the following result from Rieffel,
which we quote without proof for convenience:
Lemma 3.7. Let (A,L) be a compact quantum metric space and B ⊆ A an or-
der unit subspace of A. Assume there exists a map P : A → B and 	 ∈]0,+∞)
such that for all a ∈ A we have L(P (a))L(a) and ‖a − P(a)‖ 	L(a). Then
distq((A,L), (B,L))	.
In our context, the map P is of the form  for a well-chosen . Now, we can
prove the following proposition:
Proposition 3.8. Let ε > 0. There exists Nε ∈ N and a ﬁnite-dimensional space Vε
such that, for all n ∈ N such that nNε, there exists a linear isomorphism n : Vε
−→ C∗ (Ĥn,n)sa such that n(V ) is an order-unit subspace of C∗ (Ĥn,n)sa and
distq
((
n(Vε), Ln
)
,
(
C∗
(
Ĥn,n
)
, Ln
))
 13ε.
Explicitly, we can choose ∞ = Id (so Vε ⊆ C∗(Ĝ,∞)) and for each n ∈ N, we can
set n to be the restriction to Vε of the integrated quotient map n deﬁned for all
f ∈ Cc(Ĝ) to be the map n(f ) : qn(h) ∈ Ĥn →∑j∈Jn f (hj).
Proof. By Lemma 3.1 applied with f as the length function l, there exists a ﬁnite linear
combination ε of characters of G such that∫
G
ε(g)l(g) d∞(g)
ε
3(1+ ε) .
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Let B = supp(̂ε) ⊆ Ĝ. Let Vε = V (ε) as in Lemma 3.1, which is the ﬁnite-
dimensional order-unit space
{
f ∈ Cc(Ĝ)sa : supp(f ) ⊆ B
}
, namely the self-adjoint
part of the range of εG (for the involution in C∗(Ĝ,∞)). Now, for any n ∈ N,
the restriction of ε to Hn is a linear combination of characters of Ĥn and therefore,
by Lemma 3.1, the self-adjoint part of the range of εHn is the order-unit subspace
V nε =
{
f ∈ Cc
(
Ĥn
)sa : supp(f ) ⊆ qn(B)} of C∗ (Ĥn,n).
We set ∞ to be the identity map on Vε. By construction in Lemma 3.1, B is a
ﬁnite set, so by Corollary 3.5 there exists N1 ∈ N such that, for all n ∈ N such that
nN1 the canonical surjection qn : Ĝ → Ĥn is injective on B. Therefore, the order-
unit subspace V nε is of the same dimension as Vε for nN1. This proves already the
existence of the linear isomorphism n. It is however useful for our argument to choose
a speciﬁc map n. Let n be the restriction to Vε of the map n. It is straightforward
that n is a well-deﬁned linear surjection, and that supp(n(f )) ⊆ qn(supp(f )). In
particular, n(Vε) = V nε and, since both Vε and V nε have the same ﬁnite dimension,
n is indeed a linear isomorphism from Vε onto V nε .
By Lemma 3.6, we have
∫
Hn
 dn −→
n→∞
∫
G
 d = 1, so there exists N2 ∈ N such
that for all nN2 we have
∫
Hn
ε dn (1+ ε)−1 > 0. Set Nε = max{N1, N2}. For
all n ∈ N such that nNε, we set
cn =
(∫
Hn
ε(h) dn(h)
)−1
=
∥∥∥Hn∥∥∥−1
and we note that cn1+ε. By Lemma 3.2 applied with  = Hn, the operator cnεHn is a
linear map of C∗
(
Ĥn,n
)
which maps C∗
(
Ĥn,n
)sa
onto the ﬁnite-dimensional order-
unit subspace V nε (ε) (since cn ∈ R). We wish to apply Lemma 3.7 with C∗
(
Ĥn,n
)
for A, the subspace V nε (ε) for B and the operator cn
ε
Hn
for the function P.
Let a ∈ C∗ (Ĥn,n). Since cn ∫Hn ε dn = 1, we have∥∥∥a − cnεHn(a)∥∥∥n =
∥∥∥∥∫
Hn
cnε(g)(a − g
−1
Hn
(a)) dn(g)
∥∥∥∥
n

∫
Hn
cnε(g)
∥∥∥a − g−1Hn (a)∥∥∥n dn(g)
 cn
(∫
Hn
ε(g)l(g) dn(g)
)
Ln(a)
εcnLn(a)
3(1+ ε) (3.3)
since by deﬁnition we have for all g ∈ Hn that Ln(a)l(g)
∥∥∥a − gHn(a)∥∥∥n. We also
observe that gHn and 
ε
Hn
commute for all g ∈ Hn, so∥∥∥gHn(cnεHn(a))− cnεHn(a)∥∥∥n  ∥∥∥gHn(a)− a∥∥∥n
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since cn
ε
Hn
is of norm 1. Hence
Ln(cn
ε
Hn
(a))Ln(a). (3.4)
Hence, with 	 = 13cnε, using (3.3) and (3.4) in Lemma 3.7, we get
distq
((
n(Vε), Ln
)
,
(
C∗
(
Ĥn,n
)
, Ln
))
 ε
3(ε + 1)cn
1
3
ε,
since nNεN2 we have cn1+ ε. Our proof is concluded. 
In what follows, we choose n to be the restriction of the map n to Vε for all
n ∈ N.
3.2. Continuous ﬁeld of Lip-norms
We ﬁx ε > 0. By Proposition 3.8, there exists Nε ∈ N and ε ∈ C(G) such that, if
Vε = V (ε), the spaces n(V (ε)) approximates C∗(Ĥn,n) within ε/3 for distq for
all Nεn∞. We now have reduced our problem to proving that the family of ﬁnite-
dimensional quantum metric spaces (n(Vε), Ln)n∈{Nε,Nε+1,...,∞} forms a continuous
ﬁeld of compact quantum metric spaces. The method is similar to the one in [27], yet
it is adapted to the fact we are dealing here with many groups rather than just one.
The ﬁrst observation is a direct consequence of the ﬁrst part of our paper:
Lemma 3.9. Let a ∈ Vε. The function n ∈ N →
∥∥n(a)∥∥n is continuous (at inﬁnity).
Proof. Let a ∈ Vε. We deﬁne f ∈ Cc() as follows. Let (n,, ) ∈ . If n < Nε we
set f (n,, ) = 0. Assume now that nNε. We denote by qn the canonical surjection
Ĝ → Ĥn. If  /∈ qn(supp(̂ε)) then we set f (n,, ) = 0. If  ∈ qn(supp(̂ε))
then there exists a unique ′ ∈ Ĝ such that qn(′) =  by Corollary 3.5. We set
f (n,, ) = a(′). The function f is continuous by construction.
The support of f is contained in the set (0) × supp(̂ε) which is compact as
supp(̂ε) is ﬁnite and (0) is compact by construction. Therefore, f deﬁnes an ele-
ment in C∗(, 
). By Corollary 2.9, n −→ ∥∥f (n,n)∥∥
n
is continuous on N (since we
assumed that limn→∞ n = ∞).
For nNε, by choosing in Proposition 3.8 the map n to be the restriction of the
map n, it is immediate that f (n,, ) = n(a)() for nNε. We therefore deduce
that f (n,n) = n(a) and our lemma is proven. 
Now, we turn to the continuity of the Lip-norms. For all a ∈ Vε and g ∈ G\{e}, we
set g(a) = l(g)−1
(
gG(a)− a
)
.
Observe that g(a) ∈ Vε as G restricts to an action on Vε, so Ln(n(a)) =
sup
{∥∥n(g(a))∥∥n : g ∈ Hn\{e}} since n(a) ∈ Cc(Ĥn), and so n(gG(a)) = gHn
(n(a)) for any g ∈ Hn for our choice of n = n on Vε.
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For a ∈ Vε, the function n ∈ N →
∥∥n(a)∥∥n is continuous on the compact
N\{0, 1, . . . , Nε − 1} by Lemma 3.9, so it is bounded and so we can deﬁne ‖a‖∗ =
sup
n∈N\{0,1,...,Nε−1}
∥∥n(a)∥∥n. It is straightforward to check that ‖.‖∗ is a norm on Vε.
Proposition 3.10. Let a ∈ Vε. The function n ∈ N → Ln(n(a)) is continuous (at
inﬁnity).
Proof. Let ε > 0 and a ∈ Vε. There exists gε ∈ G\{e} such that L∞(a) − ε∥∥gε (a)∥∥∞ L∞(a). Now, the function g → g(a) is continuous at gε ∈ G for the
norm ‖.‖∗. Indeed, the dual action G is continuous on (Vε, ‖.‖∞), and since Vε is
ﬁnite dimensional, all the norms on Vε are equivalent. Moreover, by assumption l is
continuous and l(g) = 0 only when g = e, so the function g ∈ G\{e} → l(g)−1
is continuous as well.
Therefore, we can ﬁnd 	 > 0 such that, for all g ∈ G such that l(gεg−1)	, we
have: ∥∥g(a)− gε (a)∥∥∗ ε
by continuity of g ∈ G\{e} → g(a) for ‖.‖∗ at gε.
Also, by Lemma 3.9, we can choose N ∈ N so that for all nN :∣∣∥∥n(gε (a))∥∥n − ∥∥gε (a)∥∥∞∣∣ ε.
On the other hand, since (Hn)n∈N converges for the Hausdorff distance H(l) to G,
there exists N ′ ∈ N such that for all nN ′, any point in G is within an 	-ball whose
center is in Hn. In particular, we can ﬁnd, for all nN ′, an element gn ∈ Hn such
that l(gεg−1n )	. We let N ′′ = max(N,N ′).
We can now compute, for all nN ′′:∣∣∥∥n(gn(a))∥∥n − ∥∥gε (a)∥∥∞∣∣  ∣∣∥∥n(gn(a))∥∥n − ∥∥n(gε (a))∥∥n∣∣
+ ∣∣∥∥n(gε (a))∥∥n − ∥∥gε (a)∥∥∞∣∣

∥∥n(gn(a)− gε (a))∥∥n + ε

∥∥gn(a)− gε (a)∥∥∗ + ε2ε,
where we used that n is a linear map of norm 1 as the restriction of n by Proposition
3.8. Now we can conclude that, for nN ′′:
Ln(n(a))
∥∥n(gn(a))∥∥n  ∥∥gε (a)∥∥∞ − 2εL∞(a)− 3ε.
Hence lim infn→∞ Ln(n(a))L∞(a).
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On the other hand, it is obvious that Ln(n(a))L′n(a) where L′n(a)
= sup{∥∥n(g(a))∥∥n : g ∈ G\{e}}. Yet, we are now in the setting of [27, Lemma
9.3]: we have a continuous ﬁeld of norms on a ﬁnite-dimensional vector space, and
we deﬁne the Lip-norms L′n as the supremum, for each of those norms, of the same
sets (because now we only deal with one group, G). We therefore omit this part and
we refer the reader to [27, Lemma 9.3] or [16] for the details. 
In fact, we have proven a little more. Let (H ′n)n∈N be a sequence of closed
subgroups of G such that Hn ⊆ H ′n for all n ∈ N. We can deﬁne a sequence of
Lip-norms
LH ′n : a ∈ Vε −→ sup
{∥∥n(g(a))∥∥n : g ∈ H ′n\{e}} . (3.5)
Of course, the sequence
(
H ′n
)
n∈N of closed subspaces of G converge to G for H(l),
so we set H ′∞ = G. We observe, with obvious notations, that LH ′∞ = L∞. Then the
simple observation LnLH ′nL′n lead to the following:
Corollary 3.11. For all a ∈ Vε we have limn→∞ LH ′n(a) = L∞(a).
We can now conclude this section, by using [27, Lemma 9.3]:
Corollary 3.12. We have
lim
n→∞ distq
((
n(Vε), Ln
)
, (Vε, L∞)
) = 0.
3.3. Main theorem
We can now conclude this section with our main theorem, which is now an immediate
consequence of Proposition 3.8 and Corollary 3.12:
Theorem 3.13. Let G be a compact Abelian group endowed with a continuous length
function l. Let H be the Hausdorff distance deﬁned by l on the closed subsets of G.
Let(Hn)n∈N be a sequence of closed subgroups of G converging to G for H. Let ∞
be a skew bicharacter on the discrete Pontryagin dual Ĝ of G, and let for each n ∈ N
a skew bicharacter n of Ĥn be given. We denote for all n ∈ N by ′n the lift of the
bicharacter n to Ĝ. We assume that the sequence (′n)n∈N converges to ∞ pointwise.
Then
lim
n→∞ distq
((
C∗
(
Ĥn,n
)
, Ln
)
,
(
C∗
(
Ĝ,∞
)
, L∞
)) = 0.
Proof. Let ε > 0. By Corollary 3.12, there exists N ∈ N such that distq
((
n(Vε), Ln
)
,
(Vε, L∞))  13ε for all nN . By the triangle inequality property of distq and by
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Proposition 3.8, we conclude that for all n max{N,Nε} we have
distq
((
C∗
(
Ĥn,n
)
, Ln
)
,
(
C∗
(
Ĝ,∞
)
, L∞
))
ε.
This concludes our proof. 
Note that, using Corollary 3.11, Theorem 3.13 remains true if we replace the Lip-
norms Ln by the Lip-norms L′n.
We shall apply Theorem 3.13 to obtain ﬁnite-dimensional approximations of the
quantum tori.
3.4. Finite-dimensional approximations for the quantum tori
Our Fundamental Example 1.4 satisﬁes Theorem 3.13 and thus the conclusion an-
nounced in the introduction holds. We wish to give a more speciﬁc application of
Theorem 3.13 where we approximate some quantum tori by full matrix algebras. We
use the notations of Example 1.4:
Proposition 3.14. We assume d is even. Suppose that S∞ is a block diagonal matrix
whose diagonal blocks are of the form j for j = 1, . . . , d/2 where j ∈ [0, 1[ and
 is the matrix
[
0 −1
1 0
]
.
Let (pn)n∈N be the increasing sequence of prime numbers in N\{0, 1, 2}. There exists
a sequence (Sn)n∈N of d × d antisymmetric matrices converging to S∞ in operator
norm, such that for all n ∈ N the bicharacter [Sn] of Zd is also a bicharacter of
Zd(pn,...,pn) and C
∗
(
Zd(pn,...,pn),[Sn]
)
is a full matrix algebra. By Theorem 3.13, it
follows that
(
C∗
(
Zdkn,[Sn]
)
, Ln
) distq−→
n→∞
(
C∗
(
Zd ,[S∞]
)
, L∞
)
.
Proof. We only sketch this easy argument (see [16] for details). Let n ∈ N. Let
j ∈ {1, . . . , d/2}. We deﬁne j,n by
j,n = inf
{
m : m = 1, . . . , pn − 1 and j
m
pn
}
.
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Since
∣∣∣j − 1pnj,n∣∣∣  1pn we conclude that limn→∞ 1pnj,n = j . Let us deﬁne the
matrix
Sn = 1
pn

1,n 0 · · · 0
0 2,n
. . .
...
...
. . .
. . . 0
0 · · · 0 d/2,n
 .
We observe that [Sn] deﬁnes a skew bicharacter on Zd(pn,...,pn). Now, the ﬁnite-
dimensional vector space C∗
(
Zd(pn,...,pn),[Sn]
)
is spanned by the unitaries 	z for
z ∈ Zd(pn,...,pn) and 	z the Dirac function at z. Moreover 	z	z′ = [Sn](z, z′)2	z′	z,
and the center of C∗
(
Zd(pn,...,pn),[Sn]
)
is spanned by those 	y which commute with
{	z : z ∈ Zd(pn,...,pn)}—in other words, the center of C∗
(
Zd(pn,...,pn),[Sn]
)
is spanned
by {	y : [Sn](y, .)2 = 1}. Yet [Sn](y, .)2 = 1 if and only if 2j/2 yj /pn ∈ Z for
all j = 1, . . . , d, where y = (y1, . . . , yj ) and j/2 is max{j/2, (j + 1)/2}. Since 0 <
j/2 < pn, and pn is a prime number strictly greater than 2, we conclude that yj must
be divisible by pn in Z, or more precisely yj = 0[pn] for all j = 1, . . . , d. Thus with
our choice of Sn, the center of the ﬁnite-dimensional C∗-algebra C∗
(
Zd(pn,...,pn),[Sn]
)
is reduced to C1 and therefore C∗
(
Zd(pn,...,pn),[Sn]
)
is a full matrix algebra. 
As an immediate application, we get the following two corollaries:
Corollary 3.15. Let d be even and d2. There exists a sequence
(An, Ln)n∈N of compact quantum metric spaces such that for all n ∈ N we have
An is a full matrix algebra, and
lim
n→0 distq
(
(An, Ln) ,
(
C(Td), L∞
))
= 0.
Proof. Set 0 = . . . = d/2−1 = 0 in Proposition 3.14. 
Corollary 3.16. Let d=2. Then for any  ∈ A(Z2), there exists a sequence
(An, Ln)n∈N of compact quantum metric spaces such that for all n ∈ N we have
An is a full matrix algebra, and
lim
n→0 distq
(
(An, Ln) ,
(
C(Z2,), L∞
))
= 0.
Proof. All skew bicharacters of Z2 are of the form [] for some  ∈ [0, 1[. We
conclude by applying Proposition 3.14. 
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We invite the interested reader to compare our construction in Corollary 3.16 and
Proposition 3.14 to the construction in [19], where a sequence of direct sums of two
full matrix algebras has an inductive limit which is an AF algebra in which C∗(Z2,)
embeds. This construction can also be found in [5, Sections VI.3–VI.5, pp. 172–180].
The reader may check that each summand in these ﬁnite-dimensional algebras converge
to C∗(Z2,) for distq by Theorem 3.13. We will return to the problem of approximating
the tori of odd dimension by full matrix algebras in the next section.
4. Varying length functions and dimensional collapse
We adopt a different framework in this section. We let G be a compact group with
unit e, and A be a unital C∗-algebra whose norm is denoted by ‖.‖A. We assume given
a strongly continuous ergodic action  of G on A. The group G is not necessarily
Abelian, nor a Lie group.
We let (ln)n∈N be a sequence of continuous length functions on G. We wish to deal
with the more general case when the limit of a sequence of length functions is not
a length function on G, but factors into a continuous length function on a quotient
of G. Let H be a normal subgroup of G and K = G\H . By Hewitt and Ross [11,
Theorem 5.26, p. 40], the space K is a topological group, and the canonical surjection
g ∈ G → [g] ∈ K is continuous, so K is compact.
Now, we suppose that the sequence (ln)n∈N converges uniformly on G to a function
l˜∞ such that {
l˜∞(g) = 0 for g ∈ H,
l˜∞(g) > 0 for g /∈ H. (4.1)
Lemma 4.1. If the sequence (ln)n∈N satisﬁes conditions (4.1), then there exists a con-
tinuous length function l∞ on K such that ln(g) −→
n→∞ l∞ ([g]) for all g ∈ G.
Proof. Since ln is a length function on G for all n ∈ N, we have that l˜∞(gg′) l˜∞(g)+
l˜∞(g′) and l˜∞(g−1) = l˜∞(g) for all g, g′ ∈ G by taking the pointwise limit. Let g ∈ G
and g′ ∈ H . We observe that
l˜∞(g)  l˜∞(gg′)+ l˜∞
((
g′
)−1) = l˜∞(gg′)
 l˜∞(g)+ l˜∞(g′) = l˜∞(g)
since l˜∞(g′) = l˜∞
((
g′
)−1) = 0 because g′ ∈ H and (4.1) holds by assumption. We
thus have shown that l˜∞(g) = l˜∞(gg′) for all g′ ∈ H . We can thus deﬁne a function
l∞ on K by setting l∞([g]) = l˜∞(g), and by construction limn→∞ ln(g) = l∞ ([g]).
We have, for all g, g′ ∈ G:
l∞([g][g]′) = l˜∞(gg′) l˜∞(g)+ l˜∞(g′) = l∞([g])+ l∞([g′]),
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and similarly l∞
([g]−1) = l∞([g]). Moreover, l∞([g]) = 0 if and only if l˜∞(g) = 0,
which is equivalent by (4.1) to g ∈ H . Hence l∞ ([g]) = 0 if and only if [g] is the
identity [e] of K. Therefore l∞ is a length function on K. It remains to prove that l∞ is
continuous. Now, the canonical surjection g ∈ G → [g] ∈ K is continuous and open by
Hewitt and Ross [11, Theorem 5.17, p. 37]. Therefore, l∞ is continuous on K = [G]
if and only if g → l∞ ◦ [g] is continuous on G. Yet by construction g → l∞ ◦ [g] is
l˜∞, which is continuous on G, since it is the uniform limit of the sequence (ln)n∈N of
continuous (length) functions. This concludes our lemma. 
Remark 4.2. We observe that, without assuming (4.1), the zero set of the pointwise
limit l˜∞ of the sequence (ln)n∈N of continuous length functions on G is always a
group. It is also straightforward that this group is normal if there exists some N ∈ N
such that for all nN , the length functions ln are invariant by the inner automorphisms
of G. If moreover the sequence (ln)n∈N converges uniformly, we can set H to be this
normal subgroup of G and by construction the hypotheses of Lemma 4.1 are then
satisﬁed.
For each n ∈ N, we deﬁne on K the quotient length functions lKn by setting for all
g ∈ G:
lKn ([g]) = inf
{
ln(g
′) : g′ ∈ G, [g] = [g′]} .
The following lemma will be useful:
Lemma 4.3. For each n ∈ N, the length function lKn is continuous on K. Moreover,
the sequence (lKn )n∈N converges uniformly on K to l∞.
Proof. Let n ∈ N. By deﬁnition, we have for all [g] ∈ K:
lKn ([g]) = inf {ln(gh) : h ∈ H } .
Now, since ln is a length function, we have for all h ∈ H and g′ ∈ G:
∣∣ln(gh)− ln(g′h)∣∣  ln(g−1g′)
and so the family of functions (g → ln(gh))h∈H is equicontinuous on the compact G.
Their inﬁmum is therefore continuous as well, so g ∈ G → lKn ([g]) is continuous. Since
g ∈ G → [g] ∈ K is a continuous open surjection, we deduce that lKn is continuous
on K.
Now let us ﬁx g ∈ G. Since H is compact and h → ln(gh) is continuous on
H, there exists hn ∈ H such that inf {ln(gh) : h ∈ H } = ln(ghn). We then have∣∣lKn ([g])− l∞([g])∣∣ = ∣∣ln(ghn)− l˜∞(ghn)∣∣ since we have shown in Lemma 4.1
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that l˜∞ is constant on the coset gH in G. Therefore
sup
[g]∈K
∣∣∣lKn ([g])− l∞([g])∣∣∣  sup
g∈G
∣∣ln(g)− l˜∞(g)∣∣ . (4.2)
By deﬁnition, l˜∞ is the uniform limit on G of the sequence (ln)n∈N so (lKn )n∈N
converges uniformly on K to l∞ by (4.2). 
We recall that, given an ergodic strongly continuous action  of any compact group
 of unit e with a length function  on a unital C∗-algebra A of norm ‖.‖A, Rieffel
proved in [24] that the seminorm deﬁned for all a ∈ A by
L(a) = sup
{
(g)−1
∥∥a − g(a)∥∥ : g ∈ \{e}} (4.3)
is a Lip-norm on A.
We are now ready to prove the main result of this section:
Theorem 4.4. Let AK be the ﬁxed-point C∗-algebra of the action  restricted to H.
Let (ln)n∈N be a sequence of continuous length functions on G satisfying conditions
(4.1). Moreover, we assume that
lim
n→∞ sup[g]∈K\{[e]}
∣∣∣∣ l∞([g])lKn ([g]) − 1
∣∣∣∣ = 0 (4.4)
and that for all n ∈ N we have ln(g−1g′g) = l(g′) for all g, g′ ∈ G.
For all n ∈ N we deﬁne on A the Lip-norm L[n] from  and ln as in (4.3). Now,
let K be the quotient action of K on AK induced by . The action K is strongly
continuous and ergodic. We can therefore deﬁne the Lip norm L[∞] on AK obtained
from the action K of K on AK and the continuous length function l∞ of Lemma 4.1.
We have
lim
n→∞ distq ((A,L[n]) , (AK,L[∞])) = 0.
Proof. We start by remarking that  is a strongly continuous ergodic action on AK
which coincides with an action K of K on AK . Indeed, let a ∈ AK , g ∈ G and h ∈ H .
Then gh(a) = g(h(a)) but by deﬁnition of AK we have h(a) = a. Hence we can
deﬁne K[g](a) by g(a) for any g ∈ G and for all a ∈ AK , where as usual [g] is the
class of g in K. Moreover we have
h(K[g](a))= hg(a) = g
(
g−1hg(a)
)
= g(a) = K[g](a),
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since h ∈ H and so g−1hg ∈ H since H is a normal subgroup of G. Therefore, since
h ∈ H was chosen arbitrarily, K[g](a) ∈ AK by deﬁnition. Hence, K is an action of
K on AK . Since  is ergodic, so is K . Since g ∈ G → [g] ∈ K is a continuous open
surjection of G onto K, the strong continuity of  on G implies the strong continuity
of K on K.
Thus, the action K and the continuous length function l∞ indeed deﬁne a Lip-norm
L[∞] on AK by setting, for all a ∈ AK ,
L[∞](a) = sup

∥∥∥a − K[g](a)∥∥∥
A
l∞([g]) : [g] ∈ K\{[e]}
 .
Now we also observe that for all n ∈ N, and most importantly for all a ∈ AK ,
L[n](a)= sup
{∥∥a − g(a)∥∥A
ln(g)
: g ∈ G\{e}
}
= sup

∥∥∥a − K[g](a)∥∥∥
A
lKn ([g])
: [g] ∈ K\{[e]}
 . (4.5)
In other words, for each n ∈ N, the restriction of L[n] to AK agrees with the Lip-
norm LK [n] obtained from the action K of K and the continuous length function lKn
of K. We shall only use the notation L[n]. Also, we observe that for any n ∈ N, the
Lip-norm L[n] is the supremum of a family of continuous functions on A, so it is
lower semicontinuous on A. Similarly, L[∞] is lower semicontinuous on AK .
We now turn to the main argument of our theorem. We deﬁne the conditional ex-
pectation E on A by setting for all a ∈ A,
E(a) =
∫
h∈H
h(a) dH (h),
where H is the Haar probability measure on H. A standard argument shows that E is
indeed a conditional expectation whose range is the ﬁxed point C∗-algebra AK of the
action  restricted to H. Now, we can compute
‖a − E(a)‖A =
∥∥∥∥∫
H
(a − h(a)) dH (h)
∥∥∥∥
A

∫
H
‖a − h(a)‖A dH (h)

∫
H
L[n](a)ln(h) dH (h) = L[n](a)
∫
H
ln(h) dH (h) (4.6)
for all n ∈ N. We used in the ﬁrst equality the fact that H is a probability measure.
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Let ε > 0 be given. Now, by assumption, (ln)n∈N converges uniformly to 0 on H,
hence limn→∞
∫
H
ln(h) dH (h) = 0. Therefore there exists N0 ∈ N such that for all
nN0 we have
∫
H
ln(h) dH (h) 14ε. Hence by (4.6) we have
‖a − E(a)‖A  14εL[n](a). (4.7)
Since L[n] is a lower semicontinuous seminorm, we have that
L[n]
(∫
H
h(a) dH (h)
)

∫
H
L[n](h(a)) dH (h).
Now we have that L[n](h(a)) = L[n](a) since the inner automorphisms of G preserve
ln. Hence we have
L[n]
(∫
H
h(a) dH (h)
)

(∫
H
dH
)
L[n](a) = L[n](a)
as H is a probability measure on H. In other words, for all a ∈ A we have
L[n](E(a))L[n](a). (4.8)
Hence, using [27, Proposition 8.5] with (4.7) and (4.8), we have, for all nN0:
distq ((A,L[n]) , (AK,L[n]))  14ε. (4.9)
We now use a similar method to that of the proof of Proposition 3.8. Let us endow K
with its unique probability Haar measure K . For any p ∈ N\{0}, we denote by p
the function given by Lemma 3.1 such that
∫
G
l∞p d < p−1. Let p ∈ N\{0} such
that ∫
K
l∞(g)p(g) dK(g)
1
8
ε. (4.10)
We deﬁne the operator Kp on AK by setting, for all a ∈ AK ,
Kp (a) =
∫
K
p(g)
K
g−1(a) dK(g).
We denote by Vp the image by Kp of the self-adjoint part of AK . It is an easy corollary
of [27, Section 8, pp. 37–39] that Vp is an ﬁnite-dimensional order-unit subspace of
AK such that L[∞](a) < ∞ for all a ∈ Vp (speciﬁcally, AK is the direct sum of the
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isotopic components of A for the irreducible representations whose characters appear
in p). Now, as in the proof of Proposition 3.8, we have, for all n ∈ N:
∥∥∥a − Kp (a)∥∥∥A 
(∫
K
lKn (g)p(g) dK(g)
)
L[n](a), (4.11)
where we denoted l∞ by lK∞ to ease notations. Now, by Lemma 4.3, the sequence(
lKn
)
n∈N converges uniformly to l∞ on K. Therefore, there exists N1 ∈ N such that,
for all nN1 we have
∫
K
lKn (g)p(g) dK(g)
1
4
ε (4.12)
using (4.10). We conclude from (4.11) and (4.12) that for all a ∈ AK and all n ∈ N
such that nN1 we have
∥∥∥a − Kp (a)∥∥∥A  14εL[n](a). (4.13)
Of course, with the same argument as used in the proof of Proposition 3.8 and also
used to deduce (4.8), we have, for all n ∈ N such that nN1 and for all a ∈ AK ,
L[n](Kp (a))L[n](a). (4.14)
By construction, the range of Kp restricted to the self-adjoint part of AK is the order-
unit subspace Vp of AK . Therefore, by Rieffel [27, Proposition 8.5] applied to (4.13)
and (4.14), we have that for all n ∈ N such that nN1:
distq
(
((AK,L[n])) ,
(
Vp,L[n]
))
 ε
4
. (4.15)
Our situation is simpler than the setting of Proposition 3.8 in which Vp was viewed
as a subspace of many different C∗-algebras.
Now, let a ∈ Vp ⊆ AK. Let g ∈ K\{[e]}. We have
∥∥∥Kg (a)− a∥∥∥
A
∣∣∣∣ 1lKn (g) − 1l∞(g)
∣∣∣∣  L[∞](a)l∞(g) ∣∣∣∣ 1lKn (g) − 1l∞(g)
∣∣∣∣
= L[∞](a)
∣∣∣∣ l∞(g)lKn (g) − 1
∣∣∣∣ .
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Let ε′ > 0 be given. By assumption we have L[∞](a) <∞ and
lim
n→∞ supg∈K\{[e]}
∣∣∣∣ l∞(g)lKn (g) − 1
∣∣∣∣ = 0.
Therefore there exists N2 ∈ N such that for all nN2 and for all g ∈ K\{[e]} we
have
∣∣∣ l∞(g)
lKn (g)
− 1
∣∣∣ ε′ and thus
∥∥∥Kg (a)− a∥∥∥
A
∣∣∣∣ 1lKn (g) − 1l∞(g)
∣∣∣∣ ε′L[∞](a),
which implies that |L[n](a)− L[∞](a)| ε′ (L[∞](a)), using our observation (4.5).
Hence limn→∞ L[n](a) = L[∞](a).
Summarizing, on the ﬁnite-dimensional order-unit space Vp we have a continuous
ﬁeld of Lip-norms (L[n])
n∈N, and so by Rieffel [27, Theorem 11.2] we conclude there
exists N3 ∈ N such that for all nN3 we have
distq
((
Vp,L[n]
)
, (Vp, L[∞])
)
 14ε. (4.16)
Hence by the triangle inequality, using (4.15) and (4.16), we have for all n max{N1,
N3},
distq (((AK,L[n])) , ((AK,L[∞])))  34ε. (4.17)
By the triangle inequality, using (4.17) and (4.9), we conclude that for all nN4 where
N4 = max{N0, N1,N3}:
distq (((A,L[n])) , ((AK,L[∞]))) ε.
This concludes the proof of this theorem. 
Remark 4.5. By Lemma 4.3, for each n ∈ N the length function lKn is continuous on
K, so it can be used to deﬁne a Lip-norm LK [n] on AK via the strongly continuous
ergodic action K . The proof of Theorem 4.4 shows in particular that the ﬁeld of
Lip-norms n ∈ N → LK [n] (where LK [∞] = L[∞]) is continuous on AK .
We obtain in particular the following corollary, when H = {e}:
Corollary 4.6. Let (ln)n∈N be a sequence of continuous length functions on G uni-
formly converging on G to a function l∞, such that
lim
n→∞ supg∈G\{e}
∣∣∣∣ l∞(g)ln(g) − 1
∣∣∣∣ = 0
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and l∞(g) = 0 only if g = e. Then l∞ is a continuous length function on G. If we
denote by L[n] the Lip-norm deﬁned on A by  and ln for all n ∈ N then
lim
n→∞ distq ((A,L[n]) , (A,L[∞])) = 0.
Proof. Setting H = {e}, we can ﬁrst use Lemma 4.1 to conclude that l∞ is indeed a
continuous length function on K = G. Then we simply apply Theorem 4.4 to complete
the proof of our corollary. 
Theorem 4.4 is not vacuous, as there exists sequences of continuous length func-
tions satisfying its hypotheses. We now focus on our Fundamental Example 1.4. The
following easy lemma proposes a construction of such sequences when G = Udk and
H = {1} × Ud−	
k′′ for any k ∈ Nd , any 	 ∈ {0, . . . , d}, and where k′′ ∈ Nd−	 and
k′ ∈ N	 are uniquely deﬁned by k = (k′, k′′). With these notations, K = U	k′ . Observe
that we can also write Udk = U	k′ ×Ud−	k′′ . We have:
Lemma 4.7. Let l be a continuous length function on Udk . We set, for n ∈ N,
ln(1,2) = 1
n+ 1 l(1,2)+
(
1− 1
n+ 1
)
l(1, 1),
where 1 ∈ U	k′ and 2 ∈ Ud−	k′′ . Then the sequence (ln)n∈N satisﬁes the hypothesis of
Theorem 4.4, namely (4.1) and (4.4). Moreover the length function l∞ on U	k′ is given
by  ∈ U	k′ −→ l(, 1).
Proof. This proof is straightforward. We refer to [16]. 
An interesting remark is that we can use Theorem 4.4 together with Lemma 4.7 to
prove that there exist sequences of quantum tori converging for distq to a circle (	 = 1)
or even a point (	 = 0).
Now, we have the following obvious corollary from Theorem 4.4 and Proposition
3.14:
Corollary 4.8. Let d ∈ 2N + 1. There exists a sequence (An, LAn)n∈N of compact
quantum metric spaces, where An is a full matrix algebra for each n ∈ N, such that
(An, LAn)n∈N converges to the ordinary torus
(
C(Td), L∞
)
=
(
C∗(Zd), L∞
)
for
distq .
Proof. This is a simple diagonal argument. Let n ∈ N. Let lm be given as in Lemma 4.7
for any m ∈ N. By Proposition 3.14 there exists a prime number qn,m and a skew
bicharacter n,m of Zd+1(qn,m,...,qn,m) such that An,m = C∗
(
Zd+1(qn,m,...,qn,m),n,m
)
is a full
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matrix algebra and
distq
(
(An,m, LAn,m), (C(T
d+1), L[lm])
)
(2n)−1,
where LAn,m is the lip-norm deﬁned on C∗
(
Zd+1(qn,m,...,qn,m),n,m
)
by the dual action of
Ud+1(qn,m,...,qn,m) and the length lm. Now, using Theorem 4.4, we can pick m large enough
so that
distq
(
(C(Td), L[l]), (C(Td+1), L[lm])
)
(2n)−1.
Hence for this m we have distq
(
(An,m, LAn,m), (C(T), L[l])
)
n−1. 
Appendix. Any compact metric space can be approximated in Gromov–Hausdorff
distance by matrix algebras
One could be tempted to ask the question: when is any compact metric space the
limit of full matrix algebras for distq? Surprisingly, the answer is all of them. However,
the construction we will propose is blind to any symmetry of the limit space, and in
particular, it does not prove our Theorem 3.13 even when the limit is C∗(Zd) =
C(Td), as the Lip-norms on the matrix algebras are not coming from any action of
a product of cyclic groups. Of course, the following result does not tell us anything
about approximations of the quantum tori in general.
Let (X = {x1, . . . , xn}, d) be a metric space of cardinality n ∈ N whose distance d
induces a Lipschitz seminorm L on C(X). Let ε > 0. Also, deﬁne the following maps:
Dn : f ∈ C(X) −→

f (x1) 0 · · · 0
0 f (x2)
. . .
...
...
. . .
. . . 0
0 · · · 0 f (xn)
 ,
Pn : A ∈ Mn −→
(
xi → Ai,i
)
,
where for any matrix A, the complex number Ai,j is the (i, j)th entry of A. We set
the seminorm
Lo,n(A) = sup
i =j
∣∣Aij ∣∣ .
With these notations introduced, we can state our result:
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Proposition A.1. Let ε > 0 be given. Set, for n1,
Lε = max
{
L ◦ Pn, n
2 − n
2ε
Lo,n
}
.
Then Lε is a Lip-norm on Mn, and moreover
distq((C(X), L), (Mn,Lε))ε.
Proof. Proving that a seminorm such as Lε is a Lip-norm for a ﬁnite-dimensional
algebra is a triviality, as all that is needed is that Lε(A) = 0 if, and only if A = 1
for some  ∈ C. Now, if Lε(A) = 0 then Lo,n(A) = 0 so A is diagonal, and since
L(P (A)) = 0, P(A) is a constant function, hence Lε is a Lip-norm.
We now set, for f ∈ C(X) and A ∈ Mn:
N(f,A) = 2
ε
‖f − Pn(A)‖C(X) ,
LN(f,A) = max{L(f ), Lε(A),N(f,A)}.
N is trivially a continuous seminorm over C(X)⊕Mn, and we check
N(1, 0) = N(0, 1) = 2
ε
and yet N(1, 1) = 0 and, obviously,
N(f,Dn(f )) = 0 = N(Pn(A),A).
Now, this implies that N is a bridge for L and Lε as deﬁned in [26], as indeed we
check: {
L(Pn(A))Lε(A),
Lε(Dn(f )) = L(f ).
In other words, LN is a Lip-norm compatible with (C(X), L) and (Mn,Lε). It is
therefore now sufﬁcient to prove that the Hausdorff distance between the state spaces
of C(X) and Mn in the state space of C(X)⊕Mn are ε-close. Let (, ) ∈ S(C(X))×
S(Mn), and let (f,A) ∈ C(X)⊕Mn be such that LN(f,A)1. Then by deﬁnition of
N, we have ‖f − Pn(A)‖  12ε, so, deﬁning the linear functional ◦Pn on Mn, we see
that
|(f )− (Pn(A))|  12ε.
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Since Pn is a positive map and Pn maps the unit of Mn to the unit of C(X), the
linear map  ◦ Pn is a state of Mn. Thus S(C(X)) is in an ε-neighborhood of S(Mn)
in Hausdorff distance for the dual metric of LN .
On the other hand, D being trivially a positive unit-preserving map, the map  ◦D
is a state of C(X), and
|(D(f ))− (A)|  |(A−D ◦ P(A))| + |(D(f )−D ◦ P(A))|
 ‖A−D ◦ P(A)‖ + ‖f − P(A)‖
 (n2 − n)Lo,n(A)+ 12εε. 
Corollary A.2. Any compact metric space (X, d) is a limit point of the space of
full matrix algebras with Lip-norms, topologized by the quantum Gromov–Hausdorff
distance.
Proof. Let ε > 0. Since X is compact, there exists a ﬁnite subset Xε of X such that
X ⊆ ∪x∈Xn B(x, ε) where B(x, ε) is the open ball in X of center x and radius ε.
Thus, in particular, we have that distq(C(X), C(Xε))ε. Let n = #Xε. There exists,
by Proposition A.1, a Lip-norm Ln on Mn such that distq(C(Xε),Mn)ε. By the
triangle inequality, we conclude the proof our proposition. 
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