Abstract-Maximization of the weighted sum-rate of secondary users (SUs) possibly equipped with multi-antenna transmitters and receivers is considered in the context of cognitive radio (CR) networks with coexisting primary user(s) (PU). Total interference power received at the primary receiver is constrained to maintain reliable communication for the PU. An interference channel configuration is considered for ad hoc networking, where the receivers treat the interference from undesired transmitters as noise. Without the CR constraint, a distributed algorithm is developed to obtain (at least) a locally optimal solution. With the CR constraint, a semi-distributed algorithm is also introduced along with an alternative centralized algorithm based on geometric programming and network duality.
I. PROBLEM STATEMENT
Consider a cognitive radio (CR) network, where I secondary users (SUs) share the spectrum with a primary user (PU). The SUs form a MIMO ad hoc network where the wireless any-to-any MIMO links interfere with each other. The transmitter of the i-th link, where i ∈ {1, 2, · · · , I}, is equipped with M i transmit antennas, while the receiver of the same link with N i receive antennas. At the receiver of the i-th link, the received complex baseband-equivalent signal vector can be represented as y i = H i,i x i + j =i H i,j x j + z i , i = 1, . . . , I
where H i,j ∈ C Ni×Mj is the complex quasi-static flat fading channel matrix from the transmitter of the j-th link to the receiver of the i-th link, x i ∈ C Mi denotes the transmitted signal vector of the i-th link, and z i ∈ C Ni is the circularly symmetric complex Gaussian noise vector with covariance matrix I.
In the co-existence CR model considered, SUs must be capable of preserving the performance of the incumbent PUs by dynamically adapting the transmission parameters to the channel conditions; see e.g., [1] . Here, we specifically adopt the spectrum underlay architecture, where the interference power at the PU is regulated [2] . Aiming at reducedcomplexity receivers, we further suppose that joint decoding of the interfering signals is not an option. The problem of interest is thus to maximize over the transmit-covariance matrices {Q i } I i=1 the weighted total achievable rate; i.e., (P1) max
subject to tr{Q i } ≤P i , ∀i
where {λ i } denote non-negative weights, Q i E{x i x H i }, P i is the maximum power constraint of the i-th link, R i is the noise-plus-interference covariance matrix at the receiver of link i given by
and H 0,i ∈ C N0×Mi is the flat fading channel matrix from the transmitter of the i-th SU link to the receiver of the PU link. Constraint (4) captures the condition that the total interference from the secondary transmitters summed over all N 0 antennas at the receiver of the primary link be capped to a certain maximum tolerable levelP 0 .
Although the focus in this paper is on any-to-any CR networks, problems similar to (P1) arise naturally when applying dual decomposition to a cross-layer network optimization problem, where the weights {λ i } play the role of Lagrange multipliers associated with the physical layer link capacity constraints; see e.g., [3] .
Problem (P1) is non-convex in {Q i } due to the interference present. Therefore, finding the global optimum is generally challenging. In this paper, an algorithm that yields (at least) a locally optimum solution is developed. Moreover, a distributed algorithm that neither requires a central unit nor central collection of channel state information of the network is pursued.
II. DISTRIBUTED SOLUTION
For ease of exposition, consider first the counterpart of (P1) without the CR constraint (to be revisited in Sec. III):
To isolate the interference which renders (P2) non-convex, define the weighted sum-rate of the links other than i
Retaining only the linear term in the Taylor's expansion of f i (·) aroundQ i , it is possible to approximate (P2) on a per link basis as [cf. (7) and (10)]
Unlike (P2), (P3) is convex in Q i and can be efficiently solved by numerical iterative algorithms (Q i needed for A i is thus available from the previous iteration). Note that (P3) essentially maximizes the same objective function as (P2) with respect to Q i , except that the weighted sum-rate of the other links is approximated to the first order at the pointQ i . This is in the spirit of [4] , [5] , where a similar problem with single-antenna transceivers was considered. The MIMO extension requires identifying the optimal transmit-covariance matrices as well as power allocation over multiple streams within each link. In the special case where the channel matrices have circulant structure, iterative water-filling-type approaches have been widely studied [6] , [7] . A reference closely related to the present formulation is [8] , where a non-cooperative game is studied for MIMO interference channel (IC). However, since each link selfishly maximizes its own rate in [8] (that is, A i = 0 in (11)), the attained Nash equilibrium may not be socially efficient. Moreover, it is not clear how a weighted sum-rate maximization problem should be tackled using [8] when the individual link rates are not equally weighted.
Remark 1.
For each link i to solve (P3), it has to compute the matrix A i . As can be seen from (10), computing A i requires feedback from all links j = i of the Hermitian matrices B j
, as well as the channels H j,i . In a time division duplex (TDD) system, the channels may be estimated at the transmitter of link i thanks to reciprocity. Furthermore, if N j = 1, then B j becomes a scalar.
A. Solution of (P3)
Leaving the positivity constraint in (12) implicit, the partial Lagrangian of (P3) is given by
where μ i is the Lagrange multiplier corresponding to the power constraint. The dual function is given by
Then the optimal solution can be found by solving the dual problem: min
By writing Q i = G i G H i , the maximization problem in (14) can be re-written as
The proof follows arguments similar to those in [9] . The Cholesky decomposition of the matrix (17) can be expressed as max
By Hadamard's inequality, it can be seen that the optimal
which proves the result.
Proposition 1 specifies the directions of the optimal precoders (beamformers) G i , but not the optimal power allocated in each direction, since right-multiplying an eigenmatrix by a diagonal matrix again yields an eigen-matrix. Along the lines of [9] , one can obtain the optimal power allocation as follows. Define the normalized precoding matrix G i such that G i =Ḡ i P 1 2 i , where each column ofḠ i has norm equal to unity, and P 
Compute the generalized eigenmatrix G i and eigenvalues 
The solution of (21) is given by (see also [11, p. 252] )
where (·) + max{·, 0} and the remaining elements of P i are zero.
To solve (P3), one needs to find the optimal Lagrange multiplier μ i by solving (15) . This can be accomplished using a simple bisection search.
B. Overall Algorithm
The overall algorithm essentially allows each link to perform the optimization in (P3) autonomously until the whole system converges. The Gauss-Seidel iteration, the Jacobi iteration, or an entirely asynchronous iteration can be considered [12] . Table I lists a Gauss-Seidel version of the iterative algorithm. The ensuing proposition links the solution of the original problem (P2) with that of its firstorder approximation (P3).
Proposition 2. The fixed point of the algorithm in Table I exists and it is a KKT point of (P2). Thus, if the algorithm converges, it converges to a KKT point of (P2).
Although we have not formally established the convergence of the algorithm, the numerical tests we performed always showed convergence.
III. APPLICATION TO COGNITIVE RADIO NETWORKS
The constraint in (4) couples all SU transmitters in the network. To decouple them so as to develop a distributed solution, one may consider the dual decomposition technique to relax the CR constraint. However, as we aim at an online algorithm that iteratively attains the optimal solution as the network actually transmits and receives signals, the dual decomposition may not be appropriate because the primal variables become feasible only at convergence. While yet converging, the CR constraint (4) may well be violated. Moreover, the algorithm may never converge to a feasible point of the underlying overall non-convex problem.
A. Primal Decomposition Approach
An alternative is to use the primal decomposition, which in a different context has been also adopted in [12] . In this approach, a master problem determines the allocation of the shared resource, thus preventing violation of the constraint. In our setup, this amounts to introducing a set of auxiliary variables {P o,i } such thatP 0,i ≥ 0 and
The master problem is thus formulated as
subject to
B. Semi-Distributed Solution
Now, taking the same approach as in Section II, one can find at least a local optimum of (P4) in a distributed fashion by solving the per-link problems for each i = 1, 2, . . . , I; i.e., (P6) max
The partial Lagrangian of (P6) is given by [cf. (13) ]
where μ 0,i is the Lagrange multiplier associated with the CR constraint in (32). Note that (34) has essentially the same form as (13), except that (A i + μ i I) is replaced by
, and that there are two Lagrange multipliers rather than one. Thus, an algorithm analogous WeA2.2 to that in Table I can be developed to solve (P4). The bisection search in Table I can be substituted by the ellipsoid algorithm [13] .
To solve (P5), we rely on the subgradient algorithm. The subgradient of g(·) with respect toP 0,i is given by the optimal μ 0,i obtained from the solution of (P6). Thus, the update for {P 0,i } is P 0,i (n + 1) = P P 0,i (n) + α n μ 0,i (n) , ∀i = 1, 2, . . . , I
(35) where n denotes the iteration index, α n the step size, and P{·} the projection onto the region defined by (28)-(29). An efficient algorithm to compute such a projection is described in [14] .
Remark 2. Clearly, the projection operation needs to be performed in a centralized fashion. This can be done either by a "head" node elected among the secondary transceivers, or, by a specialized controller. The controller needs to collect the optimal dual prices {μ 0,i } from the SU transmitters, and feed the allowed interference contributions {P 0,i } back to them. The numerical tests in Sec. V demonstrate that optimizing over {P 0,i } often results in negligible increase in the objective, especially when the number of antennas is large. Therefore, one may just set P 0,i =P 0 /I for all i to obtain a fully (as opposed to semi-) distributed algorithm without much degradation in performance when the number of antennas is large.
IV. GEOMETRIC PROGRAMMING AND NETWORK DUALITY In this section, an alternative algorithm is developed to find a local optimum of (P2) in a centralized manner. The algorithm consists mainly of two components: i) power control via geometric programming (GP) given the transmitprecoders {G i }; and ii) network duality-based precoder updates; see also [15] . The motivation is that the GP-based power control algorithm, in spite of inherent non-convexity of the underlying optimization problem, has been reported to achieve the global optimum quite frequently [16] . An approach related to this section has been taken in [17] , [18] for a MIMO cellular downlink setup without formal claims of optimality. However, it will be shown that the developed algorithm does not ensure local optimality, which underlines the merits of the distributed solution developed in Sec. III.
In order to exploit network duality, one needs to reformulate the problem in terms of linear transmit-and receive-precoders. By factorizing Q i = G i G H i for all i, (P1) can be equivalently written as
The following result adapted from [19] allows us to express (P7) in terms of linear precoders.
Proposition 3. For any given {G
that yields the same objective as in (36) while maintainingG iG Note that R i,mi is related to R i as
, R i,mi contains the terms from the inter-stream interference. The proposition essentially states that the inter-stream interference can be completely eliminated at every link in the network by linear transmit-and receive-beamforming.
Based on Proposition 3, (P8) below can achieve the same optimal objective as (P7).
With g i,mi g i,mi /||g i,mi ||, letg i,mi = g i,mi P i,mi , where P i,mi denotes the associated transmit-power. Consider the following iterative procedure. S1) Given the normalized transmit-beamformers {g i,mi }, determine the optimal receive-beamformers {w i,mi } as the normalized MVDR beamformers:
S2) Given {w i,mi } and {g i,mi }, determine the optimal transmit-powers {P i,mi } and the per-stream
WeA2.2
Initialize E −1 = diag
, and μ = h μ i,max
Repeat until convergence:
Perform the ellipsoid update:
Perform the ellipsoid update. Output: {g i,m i } and {P i,m i }.
TABLE II AN ALGORITHM TO SOLVE (P10).
SINRs {γ i,mi } by solving
S3) Given {w i,mi } and {γ i,mi }, update the transmitbeamformers {g i,mi } by solving
subject to:
where α is an auxiliary variable.
S4)
Repeat until convergence.
Proposition 4. Iterative application of S1)-S4) converges. However, it does not converge to a local optimum of (P8).
Proposition 4 reveals a negative but useful result. Albeit reasonable and claimed efficient in the literature, S1)-S4) do not attain even local optimality.
In fact, (P9) falls in the class of truly non-convex problems, called signomial programs. It cannot be transformed to a convex program unless γ i,mi 1, ∀i, m i , which is not the case here. However, a local optimum of (P9) can be obtained by solving a series of GPs as suggested in [16] .
Although (P10) is non-convex in its present form, it can be transformed to a convex problem and thus be solved efficiently [20] . To this end, the alternative approach developed next relies on the network duality concept. Reference [15] showed via Lagrangian duality that optimal solution of the MIMO cellular downlink problem with per-antenna transmitpower constraints can be obtained by solving an uplink problem with the worst case noise covariance matrix. It is emphasized here that a similar derivation is possible as in Sec. IV-A for: i) the MISO IC with ii) the CR constraints added. The key observation is that the per-antenna power constraints in [15] become analogous to the per-link power constraints (51), or, the CR power constraints (52). 
A. Solution of (P10)
subject to |ĝ
The optimal g i,mi is given bŷ g i,mi /||ĝ i,mi || for each i and m i , and the powers {P i,mi } are obtained by solving the system of equations
The proof is omitted because it is rather lengthy, and similar to the one in [15] .
For given {μ i }, the minimization in (P11) can be solved by an iterative algorithm. To update {μ i }, one can employ the ellipsoid method, where the fact that 0 ≤ μ i ≤ μ i,max I j=1P j /P i , ∀i, can be used to determine the initial ellipsoid, and the subgradient of the optimal value of the minimization w.r.t.
WeA2.2
The overall algorithm to solve (P10) is summarized in Table II , where (·) † denotes matrix pseudoinverse.
V. NUMERICAL RESULTS
The configuration depicted in Fig. 1 is a representative scenario. In this setup, there are five links that operate over the same frequency band, while transmitters and receivers are equipped with N i = M i = 3 antennas each. The pathloss exponent is assumed to be 2, and the thermal noise power spectral density is set to 2 × 10 −6 W/Hz. The maximum transmit-powerP i is equal to 10 W for all i = 1, 2, . . . , 5. The flat fading channel per node pair was generated to have a line-of-sight (LOS) path as well as two reflected paths with angles ±30
• w.r.t. the LOS. The reflected paths have power gain half that of the LOS path. Fig. 2 shows the evolution of the weighted sum-rate when (P2) is solved via the algorithm in Table I with Jacobi iteration. Two sets of weights λ = Fig. 1 shows the optimized beampatterns for this case. It is seen that one link uses two streams while the others use only a single stream. The beams are steered so as to balance between transmitting more power toward the desired receivers while avoiding interference imposed to others. Fig. 3 pertains to the case when the rightmost link in Fig. 1 becomes a PU, and the rest four links are constrained to generate total interference at the PU of no more than P 0 = 1 W. Equal weights of λ = The maximum transmit-power at each link is againP i = 10 for all i. The top panel of Fig. 3 depicts the evolution of the sum-rate each time the maximum interference powers {P 0,i } are updated following (35) with α n = 1 for all n. The bottom panel shows the evolution of {P 0,i } starting from the equal assignment ofP 0,i =P 0 /I for all i. It can be seen that although the convergence is observed within 10 iterations, the sum-rate is increased by less than 3% by updating {P 0,i }. This is due to the fact that enough degrees of freedom become available in the spatial domain to avoid interference to the PU such that the additional degrees of freedom to play with the powers add little value. Thus, the centralized operation of adjusting {P 0,i } can be removed without much sacrifice to performance when the system has sufficient capability to steer away the beams from the PUs. In this case, the central controller is no longer necessary.
The performance of the centralized algorithm in Table II is illustrated in Fig. 4 for the same scenario used in Fig. 3 . Although the algorithm does not converge to a local optimum of the original problem, the centralized algorithm yields a sum-rate higher than the distributed algorithm, as can be verified from the top panel of the figure. However, its computational complexity is considerably higher than that of the distributed algorithm. The bottom panel depicts the transmit-power at each link, which is constrained to be less than or equal to 10 W.
