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Introduction
The rapid increase of information available on the Internet, much of it textual, calls for computational methods that
efficiently organise and classify natural language documents and allow for automatic language acquisition. The last
years have seen an increase in conferences, workshops, research degree programs and commercial activities in this
area. While the application of neural networks and machine learning techniques to natural language processing is
not a recent development, the renewed interest is driven by the need the to manage the information explosion of
the Internet. A number of new fields, such as Web- and text mining, audio mining and topic detection and tracking
(TDT) have emerged and long established areas such as information retrieval and extraction are more relevant than
ever.
While many new approaches are driven by application requirements, neural networks and machine learning
techniques continue to play an important role in cognitive science. In fact, at the core of several disciplines is the
question of natural language processing, and its relationship, mediated by language acquisition, to innate linguistic
knowledge. Studies in neurophysiology, as well as recent connectionist natural language processing models, have
challenged the “poverty of the stimulus” argument and the existence of “Universal Grammar” as an innate grammati-
cal structure. Classical generative linguistic theory assumes a modular, encapsulated and autonomous representation
of grammatical knowledge which is independent of other representations. This assumption is consistent with the
view that grammatical knowledge is genetically programmed and pre-wired in the brain and implies at the level of
evolution a possible sudden emergence of linguistic competence, a capacity which is not shared by other species.
Related to the issues of innateness and acquisition is the issue of language universals. As described above,
“Universal Grammar” is characterised in terms of innate and modular structures. The relationship between this
notion of universal and the empiricist concept of language universal, in terms of properties all languages share, has
also been the object of hypothesis and study, and both must be accounted for in any model of the innate aspects of
language competence. Moreover, any theory that addresses the neurobiological basis of language acquisition must
address the question of how the brain can realise the computation required for language processing.
This special issue includes articles which address a number of core questions, including the investigation of the
underlying theoretical foundations of machine learning, the implementation and evaluation of methods for learning
natural language with neural networks or other machine learning approaches, and applications of such learning
systems in various domains.
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