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Abstract
A 2-dimensional point-line framework is a collection of points and
lines in the plane which are linked by pairwise constraints that fix
some angles between pairs of lines and also some point-line and point-
point distances. It is rigid if every continuous motion of the points and
lines which preserves the constraints results in a point-line framework
which can be obtained from the initial framework by a translation or
a rotation. We characterise when a generic point-line framework is
rigid. Our characterisation gives rise to a polynomial algorithm for
solving this decision problem.
Keywords: point-line framework, combinatorial rigidity, count matroid, sub-
modular function, matroid union, Dilworth truncation, polynomial algo-
rithm.
1 Introduction
A point-line framework is a collection of points and lines in d-dimensional
Euclidean space which are linked by pairwise constraints that fix the angles
between some pairs of lines, the distances between some pairs of points and
the distances between some pairs of points and lines. The placing of the
pairwise constraints is represented by a point-line graph where the vertices
∗School of Mathematical Sciences, Queen Mary University of London, Mile End Road,
London E1 4NS, United Kingdom. E-mail: b.jackson@qmul.ac.uk
†Siemens, Francis House, 112 Hills Road, Cambridge CB2 1PH, United Kingdom. E-
mail: owen.john.ext@siemens.com
1
in the graph correspond to the points and lines, and an edge in the graph
corresponds to the existence of a pairwise constraint. A point-line framework
is obtained from a point-line graph by assigning coordinates to the points and
lines, see Figure 1.
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Figure 1: A point-line framework in R2 and its associated point-line graph.
A point-line framework is rigid if every continuous motion of the points
and lines which preserves the constraints results in a point-line framework
which can be obtained from the initial framework by an isometry of the whole
space.
The constraints of a point-line framework determine its rigidity matrix, in
which rows are indexed by the edges of its point-line graph G. The rigidity
matroid of the framework is the matroid on the edge set of G defined by
the linear independence of the rows of the rigidity matrix. Since this linear
independence will be the same for all generic frameworks with the same
point-line graph, the rigidity matroid of a generic framework is completely
determined by the dimension and the point-line graph. We will denote the
2-dimensional point-line rigidity matroid of a point-line graph G byMPL(G)
(or simply MPL where the graph is implied).
Point-line frameworks with no lines correspond to the much studied bar-
joint frameworks. Such frameworks provide a model for a variety of physical
systems such as bar and joint structures [29] (where points correspond to
universal joints and bars correspond to distance constraints) or molecular
structures [14] (where points correspond to atoms and distance constraints
correspond to bonds).
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Laman [20] obtained the following characterisation of independence in the
generic 2-dimensional bar-joint rigidity matroid. Given a graph G = (V,E),
let ν : 2E → Z by taking ν(S) to be the number of vertices incident to S
for all S ⊆ E. Then S is independent in the generic 2-dimensional bar-
joint rigidity matroid of G if and only if |S ′| ≤ 2ν(S ′) − 3 for all ∅ 6= S ′ ⊆
S. The analogous condition that |S ′| ≤ dν(S ′) − d(d + 1)/2 is a necessary
condition for independence in the d-dimensional bar-joint rigidity matroid
but it is not sufficient when d ≥ 3. Characterising independence in the d-
dimensional bar-joint rigidity matroid is an important open problem. We
refer the reader to the survey article of Whiteley [29] for more information
on bar-joint frameworks.
The point-line graph on the right of Figure 1 can be used to illustrate
the difference between point-line and bar-joint frameworks. We can use
Laman’s theorem to deduce that every generic realisation of this graph as a
2-dimensional bar-joint framework (with all vertices as points and all edges
as distance constraints) is rigid. In contrast we will see below that no generic
realisation as a 2-dimensional point-line framework is rigid.
Point-line graphs have been used extensively in computer aided design
[23, 24, 3] and computer aided geometry [30, 13]. The rigidity of the corre-
sponding point-line framework determines when a geometric design is well-
dimensioned and is useful in determining the decomposition of a geometric
design into rigid components.
Our main result characterises independence in the 2-dimensional point-
line rigidity matroid MPL. Our characterisation uses two count matroids
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M(νL) andM(2νP +νL−2) which are defined as follows. Given a point-line
graph G = (V,E), let νP , νL : 2
E → Z by taking νP (S) and νL(S) to be
the number of point-vertices, respectively line-vertices, incident to S for all
S ⊆ E. Then S is independent in M(νL), respectively M(2νP + νL − 2),
if and only if |S ′| ≤ νL(S
′), respectively |S ′| ≤ 2νP (S
′) + νL(S
′) − 2, for all
∅ 6= S ′ ⊆ S. We will show thatMPL is a Dilworth truncation of the matroid
union of M(νL) and M(2νP + νL − 2). Our characterisation of MPL leads
immediately to a polynomial time algorithm to determine a maximal set of
independent edges in MPL.
We can consider a line as a one dimensional affine subspace of the usual
1The term count matroid refers to a matroid on the edge set of a graph G = (V,E), in
which the independence of a set S ⊆ E is determined by counting the number of vertices
incident to each subset of S, see the Appendix of [31] for more details.
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two dimensional Euclidean space. An alternative approach, which we use
here, is to consider a line as an oriented hyperplane with codimension one.
When d = 2, the essential difference in the second approach is that the dis-
tance from a point to a line becomes a signed quantity which passes linearly
through zero as the point crosses the line. This corresponds to the coordi-
natisation of a line which is commonly used in computer aided design [24]
and is used by Yang [32] in his extension of Cayley-Menger determinants and
distance geometry to include lines when d = 2. It is straightforward to show
that these two formulations lead to the same generic rigidity matroid when
d = 2. However for d ≥ 3 a line and an oriented hyperplane have different
dimensions and hence give rise to different rigidity matrices and matroids.
It remains an open problem to characterise the generic rigidity matroid in
either case when d ≥ 3.
We have so far considered only the infinitesimal rigidity of point-line
frameworks. It may also be of interest to consider global rigidity. (Generic
global rigidity for the special case of 2-dimensional bar-joint frameworks was
characterised in [5, 17].) Note that it may be significant whether we view a
line as a one dimensional subspace or as an oriented hyperplane for global
rigidity even when d = 2.
The remainder of this paper is organised as follows. In Section 2 we
give formal definitions for a point-line graph G, a 2-dimensional point-line
framework (G, p), its rigidity matrix R(G, p) and the generic rigidity matroid
MPL(G). We also obtain two necessary conditions for a rigidity matrix to
have linearly independent rows by considering its null space.
In Section 3 we use these two necessary conditions to define a matroidM♯
on the edge set of a point-line graph with the property that every independent
set ofMPL is independent inM♯. The derivation of this necessary condition
for independence in MPL is purely combinatorial (and should extend to
d > 2). We investigate the properties ofM♯ and show that it can be described
as a Dilworth truncation of the matroid union ofM(νL) andM(2νP+νL−2).
We complete our characterisation of MPL in Section 4 by showing that
every independent set of M♯ is also independent in MPL. Our result gen-
eralises Laman’s Theorem (which corresponds to the case when there are
no line-vertices). Our proof technique differs from that of Laman, however.
Laman’s proof is based on a recursive construction of the family of graphs
whose edge set is independent in the generic bar-joint rigidity matroid. We
have not been able to obtain a similar recursive construction for point-line
graphs. Instead we adapt an alternative proof technique for Laman’s The-
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orem due to Whiteley [27], and give a direct construction for a point-line
framework (G, p) with the property that E is independent in MPL(G, p)
whenever E is independent in M♯.
In order to make this construction as simple as possible, we restrict our
attention to ‘naturally bipartite’ point-line graphs, i.e. point-line graphs in
which every edge is incident with both a point-vertex and a line-vertex. We
then complete the proof by using the fact that any point-line graph can be
made naturally bipartite by replacing every edge between a pair of points or
a pair of lines with a copy of the naturally bipartite graph K3,3.
We close Section 4 by deriving a formula for the rank function of MPL.
When there are no points, this reduces to the formula for the rank function
of the cycle matroid of a graph. When there are no lines it reduces to the
formula for the rank function of the 2-dimensional bar-joint rigidity matroid
given by Lova´sz and Yemini in [22].
In Section 5 we consider the algorithmic implications of our characterisa-
tion ofMPL. We give a brief description of Edmonds’ algorithm [8] for con-
structing a maximum independent set in the union of two matroids. We then
adapt the graph orientation approach used by Berg and Jorda´n [2] to give
algorithms for augmenting independent sets inM(νL) andM(2νP +νL−2).
Finally we describe how these algorithms can be combined to determine the
rank of any generic set of point-line constraints.
2 Definitions and preliminary results
A point-line graph is a graph G = (V,E) without loops together with an
ordered pair (VP , VL) of, possibly empty, disjoint sets whose union is V . We
refer to vertices in VP and VL as point-vertices and line-vertices, respectively.
We label the vertices as VP = {u1, . . . , us} and VL = {v1, . . . , vt}, and the
edges as E = {e1, e2, . . . , em}. We use EPP , EPL and ELL to denote the sets
of edges incident to two point-verices, to a point-vertex and a line-vertex and
to two line-vertices respectively. For e ∈ E, we write e = xy to mean that
the end-vertices of e are x and y. We will assume that graphs are simple
(without parallel edges) unless they are explicitly described as multigraphs.
We supplement the above notation when it is not obvious which graph we
are referring to by using V (G), E(G), etc. We say that the point-line graph
G is naturally bipartite if G is a bipartite graph with bipartition {VP , VL}.
In this case EPP = ELL = ∅ and E = EPL.
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A point-line framework is a pair (G, p) where G is a point-line graph and
p : V → R2. We put p(ui) = (xi, yi) for each ui ∈ VP and p(vi) = (ai, bi) for
each vi ∈ VL. This gives rise to a geometric representation of (G, p) by taking
the point corresponding to ui to have cartesian coordinates (xi, yi), and the
equation of the line corresponding to vi to be x = aiy+bi. We say that (G, p)
is degenerate if either VL = ∅ and p(ui) = p(uj) for all ui, uj ∈ VP , or VP = ∅
and ai = aj for all vi, vj ∈ VL, and otherwise that (G, p) is non-degenerate.
Given a point-line graph G = (V,E), the rigidity map fG : R
2|V | → R|E|
is defined as follows. For each p ∈ R2|V | we consider the point-line framework
(G, p) and take fG(p) = (f1(p), f2(p), . . . , fm(p)) where
fi(p) =


(xj − xk)
2 + (yj − yk)
2 if ei = ujuk ∈ EPP
(xj − yjak − bk)(1 + a
2
k)
− 1
2 if ei = ujvk ∈ EPL
tan−1 aj − tan
−1 ak if ei = vjvk ∈ ELL and j < k
The expressions for fi(p) are: the squared distance between the points rep-
resented by uj , uk when ei = ujuk ∈ EPP ; the signed distance between the
point represented by uj and the line represented by vk when ei = ujvk ∈ EPL;
the angle between the lines represented by vj , vk when ei = vjvk ∈ ELL.
A point-line framework (G, p) is rigid if there exists an ǫ > 0 such that
every point-line framework (G, q) which satisfies fG(q) = fG(p) and ‖p(w)−
q(w)‖ < ǫ for all w ∈ V can be obtained from (G, p) by a rotation or
translation of R2.
Let J(G, p) be the Jacobian matrix of fG evaluated at some point p ∈
R2|V |. Then J(G, p) is a |E|×2|V |-matrix with rows indexed by E and pairs
of columns by V . We label the two columns indexed by a vertex ui ∈ VP as
ui,x and ui,y, respectively, and the two columns indexed by a vertex vi ∈ VL
as vi,a and vi,b, respectively.
• A row in J(G, p) indexed by an edge ei = ujuk ∈ EPP has entries
2(xj − xk), 2(yj − yk), 2(xk − xj), 2(yk − yj)
in the columns indexed by uj,x, uj,y, uk,x and uk,y, respectively, and
zeros elsewhere.
• A row in J(G, p) indexed by an edge ei = ujvk ∈ EPL has entries
(1+a2k)
− 1
2 , −ak(1+a
2
k)
− 1
2 , (−xjak−yj+akbk)(1+a
2
k)
− 3
2 , −(1+a2k)
− 1
2
in the columns indexed by uj,x, uj,y, vk,a and vk,b, respectively, and
zeros elsewhere.
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• A row in J(G, p) indexed by an edge ei = vjvk ∈ ELL with j < k has
entries
(1 + a2j )
− 1
2 , −(1 + a2k)
− 1
2
in the columns indexed by vj,a and vk,a, respectively, and zeros else-
where.
The point p is a regular point of fG if the rank of J(G, p) has its maximum
value at p. Asimow and Roth [1] used methods from differential geometry to
show that the rigidity of a bar-joint framework (G, p) is determined by the
rank of J(G, p) when p is a regular point of fG. Similar arguments, based on
the facts that the rotations and translations of R2 generate a 3-dimensional
subspace of the null space of J(G, p) when (G, p) is non-degenerate, and that
there exists an open neighbourhood U of p such that {q ∈ U : fG(q) = fG(p)}
is a manifold of dimension 2|V | − rank J(G, p) when p is a regular point of
fG, can be used to show:
Lemma 2.1 Let (G, p) be a non-degenerate point-line framework. Then
(a) rank J(G, p) ≤ 2|V | − 3.
(b) If rank J(G, p) = 2|V | − 3 then (G, p) is rigid.
(c) If p is a regular point of fG and rank J(G, p) < 2|V | − 3 then (G, p) is
not rigid.
It is straightforward to determine when a degenerate point-line framework
is rigid. We will determine when a given point-line graph G can be realised as
a non-degenerate point-line framework (G, p) with rank J(G, p) = 2|V | − 3.
To this end it will be helpful to apply row and column operations to J(G, p)
to obtain the following simpler |E| × 2|V |-matrix R(G, p).
• A row in R(G, p) indexed by an edge ei = ujuk ∈ EPP has entries
xj − xk, yj − yk, xk − xj , yk − yj
in the columns indexed by uj,x, uj,y, uk,x and uk,y, respectively, and
zeros elsewhere.
• A row in R(G, p) indexed by an edge ei = ujvk ∈ EPL has entries
1, −ak, −xjak − yj, −1
in the columns indexed by uj,x, uj,y, vk,a and vk,b, respectively, and
zeros elsewhere.
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• A row in R(G, p) indexed by an edge ei = vjvk ∈ ELL with j < k has
entries
1, −1
in the columns indexed by vj,a and vk,a, respectively, and zeros else-
where.
The Jacobian matrix J(G, p) can be constructed from R(G, p) using the
following operations. For each vi ∈ VL, we multiply the column of R(G, p)
indexed by vi,b by aibi and subtract it from the column indexed by vi,a, then
divide the resulting column by (1 + a2i ). For each e ∈ EPP , we multiply the
row indexed by e by 2. For each e = ujvk ∈ EPL, we divide the row indexed
by e by (1 + a2k)
1
2 . This construction immediately implies
Lemma 2.2 Let (G, p) be a point-line framework. Then rank J(G, p) =
rank R(G, p).
We say that a point-line framework (G, p) is: independent if rank R(G, p) =
|E|; infinitesimally rigid if it is non-degenerate and rank R(G, p) = 2|V |−3;
isostatic if it is both independent and infinitesimally rigid; generic if the set
of coordinates {xi, yi, aj : ui ∈ VP , vj ∈ VL} are algebraically independent
over Q.
Note that the infinitesimal rigidity of (G, p) is equivalent to the condition
that rank J(G, p) = 2|V | − 3 whenever (G, p) is non-degenerate. Since the
entries of R(G, p) are polynomial functions of the coordinates xi, yi, aj , the
rank of R(G, p) will be maximised whenever (G, p) is generic. We say that the
point-line graph G is rigid if some, or equivalently every, generic realisation
(G, p) of G is infinitesimally rigid. Lemmas 2.1 and 2.2 tell us that G is rigid
if and only if some, or equivalently every, generic realisation (G, p) of G is
rigid.
The rigidity matroid M(G, p) of a point-line framework (G, p) is the row
matroid of its rigidity matrix R(G, p). Its ground set is E and a set S ⊆ E
is independent if the rows of R(G, p) indexed by S are linearly independent.
The matroid M(G, p) will be the same for all generic (G, p). In this case
we refer to M(G, p) as the rigidity matroid of G and denote it by MPL(G),
or simply MPL when it is obvious which graph we are referring to. We
denote the rank of MPL(G) by rPL(G). Thus G is independent if and only
if rPL(G) = |E| and is rigid if and only if rPL(G) = 2|V | − 3.
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When (G, p) is a point-line framework with no point-vertices, R(G, p)
is the {0, 1,−1} edge/vertex incidence matrix of an orientation of G. This
immediately implies
Lemma 2.3 Let (G, p) be a point-line framework with VP = ∅. ThenMPL(G, p)
is the cycle matroid of G. In particular (G, p) is independent if and only if
G is a forest.
We can use this result to obtain the following necessary conditions for
(G, p) to be independent.
Lemma 2.4 Suppose (G, p) is an independent point-line framework and H
is a subgraph of G with |E(H)| > 0. Then |E(H)| ≤ 2|V (H)| − 3. In
addition, if VP (H) = ∅, then |E(H)| ≤ |V (H)| − 1.
Proof. Since the rank of the rigidity matrix is maximised for generic realisa-
tions of G, we may assume that (G, p) is generic. The hypothesis that (G, p)
is independent implies that (H, p|H) is independent. We can now use Lemmas
2.1(a) and 2.2 to deduce that |E(H)| = rank R(H, p|H) = rank J(H, p|H) ≤
2|V (H)|−3. When VP (H) = ∅, Lemma 2.3 gives |E(H)| = rank R(H, p|H) ≤
|V (H)| − 1. •
3 A count matroid for point-line graphs
Given a point-line graph G = (V,E), the necessary conditions for indepen-
dence in MPL(G) given by Lemma 2.4 are not sufficient - we shall see that
the point-line graph in Figure 1 is a counterexample. Indeed the family F
of sets satisfying these conditions need not even define a matroid on E. On
the other hand, we will show that MPL(G) is equal to the matroid M♯(G)
on E whose family of independent sets is the maximum subset of F which
satisfies the matroid axioms.
We construct M♯(G) from two simpler count matroids using the opera-
tions of matroid union and Dilworth truncation. We then use Lemma 2.4 to
prove the partial result that every independent set inMPL(G) is an indepen-
dent set in M♯(G). (More precisely we will show that if I is an independent
set in some matroid on E whose independent sets satisfy Lemma 2.4, then
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I is independent in M♯(G).) The reverse implication will be proved in the
next section.
We first recall some results from matroid theory. We refer a reader unfa-
miliar with submodular functions and matroids to [10].
Let E be a set. A subpartition of E is a (possibly empty) collection
of pairwise disjoint nonempty subsets of E. A function f : 2E → R is
nondecreasing if f(A) ≤ f(B) for all A ⊆ B ⊆ E, submodular if f(A) +
f(B) ≥ f(A ∪ B) + f(A ∩ B) for all A,B ⊆ E, and intersecting submodular
if f(A)+ f(B) ≥ f(A∪B) + f(A∩B) for all A,B ⊆ E with A∩B 6= ∅. We
will need the following result of Dunstan [6], see [10, Theorem 12.1.1].
Theorem 3.1 Suppose E is a set and f : 2E → Z is intersecting submodular.
Let g : 2E → Z be defined by putting g(∅) = 0 and, for ∅ 6= A ⊆ E,
g(A) = min
{
s∑
i=1
f(Ai)
}
where the minimum is taken over all partitions {A1, . . . , As} of A. Then g
is submodular.
The following result of Edmonds [8], see [10, Theorem 13.4.2], tells us
how an intersecting submodular function can be used to define a matroid on
E.
Theorem 3.2 Suppose E is a set and f : 2E → Z is nondecreasing, inter-
secting submodular and nonnegative on 2E \ {∅}. Let
I = {I ⊆ E : |J | ≤ f(J) for all ∅ 6= J ⊆ I}.
Then I is the family of independent sets of a matroid M(f) = (E, I). The
rank of any A ⊆ E in M(f) is given by
r(A) = min
{∣∣∣∣∣A \
s⋃
i=1
Ai
∣∣∣∣∣+
s∑
i=1
f(Ai)
}
where the minimum is taken over all subpartitions {A1, . . . , As} of A. In
addition we have:
(a) if f(e) ≤ 1 for all e ∈ E, then r(A) = min {
∑s
i=1 f(Ai)} where the
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minimum is taken over all partitions {A1, . . . , As} of A;
(b) if f is submodular and f(∅) = 0, then r(A) = minB⊆A {|A \B|+ f(B)};
(c) if f is submodular, f(∅) = 0 and f(e) ≤ 1 for all e ∈ E, then r(A) =
f(A).
The matroidM(f) given in Theorem 3.2 is referred to as the matroid induced
by f . The function f − 1 will also satisfy the hypotheses of Theorem 3.2
whenever f has f(e) ≥ 1 for all e ∈ E. In this case we will refer toM(f −1)
as the Dilworth truncation of M(f).
The next result describes a method to combine two matroids on the same
ground set to obtain a new matroid.
Theorem 3.3 [9] Suppose that M1 = (E, I1) and M2 = (E, I2) are two
matroids with the same ground set E. Let
I = {I1 ∪ I2 : I1 ∈ I1, I2 ∈ I2}.
Then I is the family of independent sets of a matroid M1 ∨M2. The rank
of any A ⊆ E in M1 ∨M2 is given by
r(A) = min
B⊆A
{r1(B) + r2(B) + |A \B|}
where r1, r2 are the rank functions of M1,M2, respectively.
The matroid M1 ∨M2 is the matroid union of M1 and M2.
The expressions for the rank functions in Theorems 3.2(b) and 3.3 im-
mediately give the following relationship between matroids induced by sub-
modular functions and their matroid union.
Lemma 3.4 [25] Suppose E is a set and f, g : 2E → Z are nondecreasing,
nonnegative submodular functions. Then f + g is a nondecreasing, nonneg-
ative submodular function and M(f + g) =M(f) ∨M(g).
Note that the conclusion of Lemma 3.4 may not hold if the functions f, g are
allowed to take negative values on the empty set.
Let G = (V,E) be a point-line graph. Recall that, for each A ⊆ E, νP (A)
and νL(A) denote the numbers of point-vertices and line-vertices, respectively
which are incident to edges in A. It is easy to see that νP (A) and νL(A) are
both nondecreasing, nonnegative, submodular functions on 2E.
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Lemma 3.5 Let G = (V,E) be a point-line graph. Let ρ : 2E → Z be defined
by putting
ρ(A) = min
{
s∑
i=1
(2νP (Ai) + νL(Ai)− 2)
}
for all A ⊆ E, where the minimum is taken over all partitions {A1, . . . , As}
of A. Then ρ and ρ + νL are nondecreasing, submodular and nonnegative,
and ρ+ νL − 1 is nondecreasing, submodular and nonnegative on 2
E \ {∅}.
Proof. The function 2νP +νL−2 is nondecreasing and submodular because
νP and νL are both nondecreasing and submodular. This, and Theorem 3.1,
imply that ρ is nondecreasing and submodular. The facts that 2νP +νL−2 is
nonnegative on 2E \{∅} and ρ(∅) = 0 imply that ρ is nonnegative. The asser-
tion that ρ+ νL is nondecreasing, submodular and nonnegative now follows
since νL is nondecreasing, submodular and nonnegative. This immediately
implies that ρ+ νL−1 is nondecreasing and submodular. The assertion that
ρ + νL − 1 is nonnegative on 2
E \ {∅} follows since it is nondecreasing and
ρ(e) + νL(e)− 1 = 2νP (e) + 2νL(e)− 3 = 1 for all e ∈ E. •
We can now define our promised matroid M♯(G) by putting M♯(G) =
M(ρ+νL−1). SinceM♯(G) is the Dilworth truncation ofM(ρ+νL), it will
aid our understanding of M♯(G) to express M(ρ + νL) as a matroid union
of two simpler matroids.
Lemma 3.6 Suppose G = (V,E) is a point-line graph. Then
M(ρ+ νL) =M(2νP + νL − 2) ∨M(νL).
Proof. Since ρ and νL are both nondecreasing and submodular with ρ(∅) =
0 = νL(∅), we have M(ρ+ νL) =M(ρ) ∨M(νL) by Lemma 3.4. It remains
to show that M(ρ) = M(2νP + νL − 2). Let r1, r2 be the rank functions of
M(ρ) and M(2νP + νL − 2), respectively. We can use Theorem 3.2(b) and
the definition of ρ to deduce that
r1(A) = min
B⊆A
{|A \B|+ ρ(B)}
= min
B⊆A
min
PB
{
|A \B|+
∑
Bi∈PB
(2νP (Bi) + νL(Bi)− 2)
}
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for all A ⊆ E, where the second minimum runs over all partitions PB of B.
On the other hand Theorem 3.2 gives
r2(A) = min
QA
{∣∣∣∣∣A \
⋃
Bi∈QA
Bi
∣∣∣∣∣+
∑
Bi∈QA
(2νP (Bi) + νL(Bi)− 2)
}
where the minimum runs over all subpartitions QA of A. We can now deduce
that r1(A) = r2(A) by putting B =
⋃
Bi∈QA
Bi. •
We will use Lemma 3.6 in Section 5 to give an algorithm for constructing
a maximal independent set inM(ρ+ νL). Our next two results will allow us
to use this to find a maximal independent set in M(ρ+ νL − 1).
Given a graph G = (V,E) and w1, w2 ∈ V we denote the (multi)graph
obtained by adding a new edge w1w2 to G by G+w1w2. Note that if e = w1w2
already exists as an edge in G then we add a new edge e′ parallel to e in
G+ w1w2.
Lemma 3.7 Suppose G = (V,E) is a point-line graph. Then the following
statements are equivalent.
(a) G is M(ρ+ νL − 1)-independent.
(b) G+ w1w2 is M(ρ+ νL)-independent for all w1, w2 ∈ V .
(c) G+ w1w2 is M(ρ+ νL)-independent for all w1w2 ∈ E.
Proof. (a)⇒(b). Suppose G isM(ρ+ νL− 1)-independent and let w1, w2 ∈
V . Choose A ⊆ E. Then |A| ≤ ρ(A)+νL(A)−1 and |A+w1w2| = |A|+1 ≤
ρ(A)+νL(A) ≤ ρ(A+w1w2)+νL(A+w1w2). Hence G+w1w2 isM(ρ+νL)-
independent.
(b)⇒(c) is immediate.
(c)⇒(a). We prove the contrapositive. Suppose G is M(ρ + νL − 1)-
dependent. Then there exists a ∅ 6= B ⊆ E such that |B| > ρ(B)+νL(B)−1.
Choose a partition {B1, B2, . . .Bt} of B such that ρ(B) =
∑t
i=1(2νP (Bi) +
νL(Bi) − 2). Choose e = w1w2 ∈ B1 and put B
′
1 = B1 + w1w2 and B
′
i = Bi
for all 2 ≤ i ≤ t. Then {B′1, B
′
2, . . . B
′
t} is a partition of B + w1w2, so
ρ(B+w1w2) ≤
t∑
i=1
(2νP (B
′
i)+νL(B
′
i)−2) =
t∑
i=1
(2νP (Bi)+νL(Bi)−2) = ρ(B).
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We also have νL(B + w1w2) = νL(B). Hence |B + w1w2| = |B| + 1 >
ρ(B) + νL(B) ≥ ρ(B + w1w2) + νL(B + w1w2) so G + w1w2 is M(ρ + νL)-
dependent. •
Corollary 3.8 Suppose G = (V,E) is a point-line graph, S ⊂ E is M(ρ +
νL−1)-independent and e ∈ E \S. Then S+e is M(ρ+νL−1)-independent
if and only if S + e+ e′ is M(ρ+ νL)-independent, where e
′ is a copy of e.
Proof. If S + e isM(ρ+ νL− 1)-independent then S + e+ e
′ isM(ρ+ νL)-
independent by the equivalence of (a) and (c) in Lemma 3.7. Hence suppose
S+e isM(ρ+νL−1)-dependent. Then there exists a ∅ 6= B ⊆ S+e such that
|B| > ρ(B)+νL(B)−1. We have e ∈ B since S isM(ρ+νL−1)-dependent.
We can now show, as in the (c)⇒(a) part of the proof of Lemma 3.7, that
ρ(B + e′) ≤ ρ(B) and νL(B + e
′) = νL(B). This gives |B + e
′| = |B| + 1 >
ρ(B)+ νL(B) ≥ ρ(B+ e
′)+ νL(B+ e
′) so S+ e+ e′ isM(ρ+ νL)-dependent.
•
The remainder of this section is devoted to showing that every indepen-
dent set in MPL(G) is independent in M♯(G). The converse statement will
be proved in the next section. Let rPL(G) denote the rank of MPL(G).
We will need the following result from matroid theory. Given a matroid
M = (E, r) and F ⊆ E the closure of F is cl(F ) = {e ∈ E : r(F + e) =
r(F )}.
Lemma 3.9 Let I1, I2, I3 be independent sets in a matroid M with I1∩I3 = ∅
and I2 ⊆cl(I3). If I1 ∪ I3 is independent then I1 ∪ I2 is independent.
Proof. We prove the contrapositive. Assume that I1 ∪ I2 is dependent. Let
C be a circuit in I1 ∪ I2 ∪ I3 chosen such that C ∩ (I1 \ I2) 6= ∅ and, subject
to this condition, such that C ∩ (I2 \ I3) is minimal. (The circuit C exists
since I1 ∪ I2 is dependent and I2 is independent.) Choose f ∈ C ∩ (I1 \ I2).
Suppose there exists e ∈ C ∩ (I2 \ I3). Since I2 ⊂cl(I3), e is also contained in
a circuit C ′ ⊆ I3 + e. Then f 6∈ C
′ since f ∈ I1 \ I2, e ∈ I2, and I1 ∩ I3 = ∅.
By the matroid strong circuit exchange axiom, there exists a circuit C ′′ with
f ∈ C ′′ ⊆ (C ∪C ′)− e ⊂ I1 ∪ I2 ∪ I3. Then C
′′ contradicts the minimality of
C ∩ (I2 \ I3). Hence C ⊆ I1 ∪ I3 and so I1 ∪ I3 is dependent. •
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Lemma 3.10 Let G = (V,E) be a point-line graph and F = {E1, E2, . . . , Et}
be a partition of E. Then
rPL(G) ≤
t∑
i=1
(2νP (Ei) + νL(Ei)− 2) + |VL| − cL(F) (1)
where cL(F) is the number of components in the graph with vertex set F , in
which two vertices Ei, Ej are adjacent if VL(Ei) ∩ VL(Ej) 6= ∅.
Proof. Let Hi be the subgraph of G induced by Ei. We may assume that
eachHi is a complete graph since adding an edge between two vertices ofHi to
G will not change the right hand side of (1) and cannot decrease the left hand
side of (1). Let I be a maximal set of edges in ELL which are independent
in MPL(G), B be a base of MPL(G) which contains I, Bi = B ∩ Ei and
Ii = Bi ∩ I. Then
rPL(G) = |B| =
t∑
i=1
|Bi| =
t∑
i=1
|Bi \ Ii|+ |I| . (2)
Lemma 2.4 implies that |I| ≤ |VL| − cL(F
′) where F ′ = {Ei ∈ F :
νL(Ei) 6= 0}. Since cL(F)− cL(F
′) = |F \ F ′| inequality (1) will follow from
(2) if we can show that |Bi \ Ii| ≤ 2νP (Ei)+ νL(Ei)− 2−αi for all 1 ≤ i ≤ t,
where αi = 1 if νL(Ei) = 0 and otherwise αi = 0. This last inequality follows
immediately from Lemma 2.4 when νL(Ei) = 0. Hence we may suppose that
νL(Ei) 6= 0 and αi = 0.
Let I∗i be a maximal set of edges in Ei ∩ ELL which are independent in
MPL(Hi). Since Hi is complete, I
∗
i will induce a spanning tree on the line-
vertices of Hi, by Lemma 2.3, and hence |I
∗
i | = νL(Ei)− 1. The maximality
of I implies that I∗i ⊆cl(I). Lemma 3.9 (with I1 = Bi \ Ii, I2 = I
∗
i , I3 = I)
implies that (Bi \ Ii) ∪ I
∗
i is independent in MPL(G).
Lemma 2.4 now gives |(Bi \ Ii) ∪ I
∗
i | ≤ 2νp(Ei) + 2νL(Ei) − 3. Since
|I∗i | = νL(Ei)− 1 we have |Bi \ Ii| ≤ 2νp(Ei) + νL(Ei)− 2, as required. •
Example Consider the point-line graph G = (V,E) on the right hand side
of Figure 1. Let E1, E2, E3 be the sets of edges in the three copies of K4− e.
Then F = {E1, E2, E3} is a partition of E. We have νL(E) = 3, cL(F) = 1
and 2νP (Ei) + νL(Ei) − 2 = 4 for all 1 ≤ i ≤ 3. Lemma 3.10 now gives
rPL(G) ≤ 3 + 3× 4− 1 = 14 < 2|V | − 3 so G is not rigid.
Lemma 3.10 and the definition of ρ immediately give:
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Corollary 3.11 Let G = (V,E) be a point-line graph. Then
rPL(G) ≤ ρ(E) + |VL| − 1.
Lemma 3.12 Let G = (V,E) be a point-line graph and F ⊆ E be indepen-
dent in MPL(G). Then F is independent in M♯(G).
Proof. Since M♯(G) = M(ρ + νL − 1), it will suffice to show that |F
′| ≤
ρ(F ′) + νL(F
′)− 1 for all F ′ ⊆ F . Let H = G[F ′]. Since F ′ ⊆ F , F ′ is inde-
pendent in MPL(G) and hence rPL(H) = |F
′|. We can now apply Corollary
3.11 to H to deduce that |F ′| = rPL(H) ≤ ρ(F
′) + νL(F
′)− 1. •
4 A characterisation of the generic point-line
rigidity matroid
We now complete the proof thatMPL(G) =M♯(G). Our approach is to first
construct a linear representation forM♯(G) when G is naturally bipartite i.e.
G is a bipartite graph with bipartition (VP , VL). We use this to construct a
point-line framework (G, p) such that the rows of the rigidity matrix R(G, p)
are linearly independent whenever G isM♯-independent and naturally bipar-
tite. Together with Lemma 3.12, this will imply MPL(G) = M♯(G) when
G is naturally bipartite. We then deduce that this equality holds for an
arbitrary point-line graph by reducing to the bipartite case.
4.1 Linear representations of point-line frames
We will need the following result on linear representations of matroid unions.
We include a proof for the sake of completeness.
Lemma 4.1 [4, Lemma 7.6.14(1)] Suppose that M1 and M2 are two ma-
troids with the same ground set and that Mi is the row matroid of an
m × ni real matrix Mi for i = 1, 2. Let X be the m × m diagonal matrix
diag(x1, x2, . . . , xm) where x1, x2, . . . , xm are algebraically independent over
Q[M1]. Then M1 ∨M2 is the row matroid of M = (M1, XM2).
Proof. Choose F ⊆ E. We show that F is independent in M1 ∨M2 if and
only if the rows of M labelled by F are linearly independent.
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We first suppose that F is independent in M1 ∨M2. Then there exists
Ii ∈ Mi such that I1 ∩ I2 = ∅ and I1 ∪ I2 = F . Let x
′
i = 0 for i ∈ I1, x
′
i = 1
for i ∈ E \ I1, and put M
′ = (M1, X
′M2), where X
′ = diag(x′1, x
′
2, . . . , x
′
m).
Reordering the rows of M ′ if necessary, we have
M ′[F ] =
(
M1[I1] 0
M1[I2] M2[I2]
)
.
Since the rows of M1[I1],M2[I2] are linearly independent, the rows of M
′[F ]
are linearly independent. Since x1, x2, . . . , xm are algebraically independent
over Q[M1], the rows of M [F ] are also linearly independent.
We next suppose that F is dependent in M1 ∨M2. Then there exists
K ⊆ F such that |F | > r(F ) = r1(K) + r2(K) + |F \ K| by Theorem 3.3.
Reordering the rows of M if necessary we have
M [F ] =
(
M1[K] XM2[K]
M1[F \K] XM2[F \K]
)
.
Since rank XM2[K] = rank M2[K], this implies that
rank M [F ] ≤ rank M1[K]+rank M2[K]+|F\K| = r1(K)+r2(K)+|F\K| < |F |
and hence the rows of M [F ] are linearly dependent. •
A point-line frame is a triple (G, t, c) where G = (V,E) is a bipartite
multigraph with bipartition V = VP ∪ VL, t : VL → R and c : E → R. We
label the vertices in VP and VL as u1, u2, ..., um and v1, v2, ..., vn, respectively.
We denote t(vj) by tj and c(e) by ce. We associate the following three
matrices with (G, t, c).
• The A-matrix, A(G, t, c), is the |E| × 2|V | matrix in which the entries
in the row indexed by an edge e = uivj ∈ E are: (1, tj) in the columns
indexed by ui; (ce,−1) in the columns indexed by vj; and zeros else-
where.
• The B-matrix, B(G, c), is the |E| × (2|VP | + |VL|) matrix in which
the entries in the row indexed by an edge e = uivj ∈ E are: (1, ce)
in the columns indexed by ui; −1 in the column indexed by vj ; zeros
elsewhere.
17
• The C-matrix, C(G, t), is the |E| × (2|VP |+ |VL|) matrix in which the
entries in the row indexed by an edge e = uivj ∈ E are: (1, tj) in
the columns indexed by ui; −1 in the column indexed by vj ; zeros
elsewhere.
The point-line frame (G, t, c) is generic if the set {tj , ce : vj ∈ VL, e ∈
E} is algebraically independent over Q. We shall show that the matrices
B(G, c), C(G, t) and A(G, t, c) provide linear representations for the matroids
M(2νP+νL−1),M(2νP+νL−2) andM(2νP+νL−2)∨M(νL), respectively,
when (G, t, c) is generic. We first need to express M(2νP + νL − 1) as the
matroid union M(ν − 1)∨M(νP ), where ν = νP + νL (and hence M(ν − 1)
is the well known cycle matroid of G). Note that this does not follow from
Lemma 3.4 because ν(∅)− 1 = −1.
Lemma 4.2 Suppose G = (V,E) is a naturally bipartite multigraph. Then
MG(2νP + νL − 1) =MG(ν − 1) ∨MG(νP ).
Proof. Let r1 and r2 be the rank functions of the matroids MG(ν − 1)
and MG(νP ), respectively. For K ⊂ E, let Π(K) be the partition of K in-
duced by the connected components of G[K]. It is well known that r1(K) =∑
Ki∈Π(K)
(ν(Ki) − 1) for all F ⊆ E, and it is not difficult to check that
we also have r2(K) =
∑
Ki∈Π(K)
νP (Ki). We can now apply [19, Lemma 2.2]
to deduce thatMG(ν−1)∨MG(νP ) =MG(ν+νP−1) =MG(2νP+νL−1). •
Lemma 4.3 Suppose (G, t, c) is a generic point-line frame. Then:
(a) the row matroid of B(G, c) is MG(2νP + νL − 1);
(b) the row matroid of C(G, t) is MG(2νP + νL − 2);
(c) the row matroid of A(G, t, c) is MG(2νP + νL − 2) ∨MG(νL).
Proof. (a) Let ~G be the directed graph obtained by directing all edges of
G from VL to VP . Then the matroid MG(ν − 1) is the row matroid of the
|E|×|V | matrixM1 which is the {0, 1,−1}, edge/vertex incidence matrix for
~G. Similarly, the matroidMG(νP ) is the row matroid of the |E|×|VP | matrix
M2, which is the {0, 1}, edge/point-vertex incidence matrix for G. Lemma
4.1 now implies that MG(ν − 1) ∨MG(νP ) is the row matroid of B(G, c),
after a suitable reordering of its columns, and (a) follows from Lemma 4.2.
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(b) It will suffice to show that the rows of C(G, t) are independent if and
only if E is independent in MG(2νP + νL − 2).
Suppose that the rows of C(G, t) are independent. Choose F ⊆ E and let
H be the subgraph of G induced by the edges in F . Then the rows of C(H, t)
are independent, since the entries in the rows of C(G, t) indexed by F and
columns indexed by vertices not incident to F are all zero. We can express
the vectors in Null C(H, t) in the form (q, b) where q : VP (H) → R
2 and
b : VL(H)→ R. Then the two vectors (q, b) and (q
′, b′) defined by qi = (1, 0)
and q′i = (0, 1) for all ui ∈ VP (H), and bj = 1 and b
′
j = tj for all vj ∈ VL(H),
are linearly independent and belong to Null C(H, t). This implies that
|F | = rank C(H, t) ≤ |VL(H)|+ 2|VP (H)| − 2 = νL(F ) + 2νP (F )− 2.
Since this holds for all F ⊆ E, E is independent in MG(2νP + νL − 2).
We next suppose that E is independent in MG(2νP + νL − 2). We may
assume further that each vertex in VP is incident with an edge of G since,
if this is not the case, then we may add an edge incident to an isolated
vertex of VP in G and preserve independence in MG(2νP + νL − 2). Choose
e = uivj ∈ E and let G+e
′ = (V,E+e′) be the bipartite multigraph obtained
by adding a new edge e′ parallel to e in G. Let (G+e′, t˜, c˜) be a generic frame
for G+ e′ and B(G+ e′, c˜) be its B-matrix. The fact that E is independent
inMG(2νP +νL−2) implies that E+ e
′ is independent inMG(2νP +νL−1)
and hence, by (a), the rows of B(G+ e′, c˜) are linearly independent. We can
represent each vector in the null space of B(G+e′, c˜) as (q, b) where q : VP →
R2 and b : VL → R. Let q(uk) = (qk,1, qk,2) for all uk ∈ VP , and b(vk) = bk
for all vk ∈ VL. Since e = uivj and rank B(G, c˜) = rank B(G+ e
′, c˜)− 1, we
can find a (q, b) ∈ Null B(G, c˜) such that qi,2 6= 0.
Repeating the above argument for each e ∈ E and taking a suitable linear
combination of the vectors we obtain, we can construct a (q, b) ∈ Null B(G, c˜)
such that qi,2 6= 0 for all ui ∈ VP . The fact that (q, b) ∈ Null B(G, c˜) gives
− bj + qi,1 + c˜e qi,2 = 0 for all e = uivj ∈ E. (3)
Equation (3) enables us to transform the matrix C(G, b) to the matrixB(G, c˜)
by subtracting qi,1 times column ui,1 from column ui,2 and then dividing
column ui,2 by qi,2, for all ui ∈ VP . This implies that rank C(G, b) =
rank B(G, c˜) = |E|. Since t is generic we have rank C(G, t) ≥ rank C(G, b).
Hence the rows of C(G, t) are linearly independent.
(c) This follows from (b), Lemma 4.1 and the fact that the matroidMG(νL)
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is the row matroid of the {0, 1}, edge/line-vertex incidence matrix for G. •
We could also have deduced Lemma 4.3(b) from a result of Whiteley [28,
Theorem 4.1] or from the general theory of Dilworth truncations given in [4].
Lemma 4.4 Let G = (V,E) be a naturally bipartite point-line graph. Sup-
pose that E is independent in M♯(G). Then E is independent in MPL(G).
Proof. Recall thatM♯(G) =M(ρ+νL−1) where ρ is as defined in Lemma
3.5. We may assume that each vertex in VL is incident with an edge of G
since, if this is not the case, then we may add an edge incident to an isolated
vertex of VL in G and preserve independence in MG(ρ + νL − 1). Choose
e = uivj ∈ E and let G+e
′ = (V,E+e′) be the bipartite multigraph obtained
by adding a new edge e′ parallel to e in G. Let (G+e′, t, c) be a generic frame
for G + e′. Since E is independent in MG(ρ + νL − 1), Lemma 3.7 implies
that E + e′ is independent in MG(ρ + νL) and hence, by Lemmas 3.6 and
4.3(c), the rows of A(G+ e′, t, c) are linearly independent. We can represent
each vector in the null space of A(G+e′, t, c) as (q, h) where q : VP → R
2 and
h : VL → R
2. Let q(uk) = (qk,1, qk,2) for all uk ∈ VP and h(vk) = (hk,1, hk,2)
for all vk ∈ VL. Since e = uivj and rank A(G, t, c) = rank A(G+ e
′, t, c)− 1,
we can find a (q, h) ∈ Null A(G, t, c) such that hj,1 6= 0.
Repeating this argument for each e ∈ E and taking a suitable linear com-
bination of the vectors we obtain, we can construct a (q, h) ∈ Null A(G, t, c)
such that hj,1 6= 0 for all vj ∈ VL. The fact that (q, h) ∈ Null A(G, t, c) gives
qi,1 + tj qi,2 + ce hj,1 − hj,2 = 0 for all e = uivj ∈ E. (4)
Construct a point-line framework (G, p) by putting p(ui) = (−qi,2, qi,1) for
all ui ∈ VP and p(vj) = (−tj , 0) for all vj ∈ VL. Equation (4) enables us to
transform the rigidity matrix R(G, p) to the A-matrix A(G, t, c) by subtract-
ing hj,2 times column vj,2 from column vj,1 for all vj ∈ VL, and then dividing
column vj,1 by hj,1. This implies that rank R(G, p) = rank A(G, t, c) = |E|.
It follows that the rows of the rigidity matrix of any generic realisation of G
as a point-line framework will be linearly independent. Hence E is indepen-
dent in MPL(G). •
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4.2 The non-bipartite case
We reduce the general case to the naturally bipartite case by replacing each
‘non-bipartite edge’ by a copy of a naturally bipartite K3,3. We need the
following lemma to show that this operation preserves independence in M♯.
Lemma 4.5 Let G1 = (V1, E1) and G2 = (V2, E2) be point-line graphs. Sup-
pose that G1 and G2 are M♯-independent, e = z1z2 ∈ E1, and V (G1) ∩
V (G2) = {z1, z2} ∈ {VP (G1) ∩ VP (G2), VL(G1) ∩ VL(G2)}. Then G = (G1 −
e) ∪G2 is M♯-independent.
Proof. Suppose G = (V,E) is not M(ρ+ νL − 1)-independent. Then there
exists a nonempty A ⊆ E such that ρ(A)+νL(A)−1 ≤ |A|−1. Since G1, G2
areM(ρ+νL−1)-independent, we have A∩E1 6= ∅ 6= A∩E2. The definition
of ρ implies that there exists a partition F = {A1, A2, . . . , At} of A such that
t∑
i=1
(2νP (Ai) + νL(Ai)− 2) + νL(A)− 1 ≤ |A| − 1. (5)
We consider two cases.
Case 1: z1, z2 ∈ VL. We may assume that F has been chosen amongst
all partitions satisfying (5) to make |F| as large as possible. This choice
ensures that Ai ⊆ Ej for each 1 ≤ i ≤ t and some 1 ≤ j ≤ 2, since if
Ai∩E1 6= ∅ 6= Ai∩E2 then the partition F
′ = F \{Ai})∪{Ai∩E1, Ai∩E2}
would still satisfy (5).
For 1 ≤ j ≤ 2, let Fj = {Ai ∈ F : Ai ⊆ Ej}. Then Fj is a partition of
A′j = A ∩ Ej . Since V (A
′
1) ∩ V (A
′
2) ⊆ {z1, z2} ⊆ VL, we have
|A′1|+ |A
′
2| = |A| ≥
t∑
i=1
(2νP (Ai) + νL(Ai)− 2) + νL(A)
≥
∑
Ai∈F1
(2νP (Ai) + νL(Ai)− 2) + νL(A
′
1)− 1 +
∑
Ai∈F2
(2νP (Ai) + νL(Ai)− 2) + νL(A
′
2)− 1.
SinceGj isM(ρ+νL−1)-independent we must have |A
′
j| =
∑
Ai∈Fj
(2νP (Ai)+
νL(Ai)− 2) + νL(A
′
j)− 1 and z1, z2 ∈ VL(A
′
j) for both j = 1, 2. We can now
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put F ′1 = F1 + {e}. Then F
′
1 is a partition of A
′′
1 = A
′
1 + e which satisfies∑
Bi∈F ′1
(2νP (Bi) + νL(Bi)− 2) + νL(A
′′
1)− 1 =
∑
Ai∈F1
(2νP (Ai) + νL(Ai)− 2) + νL(A
′
1)− 1 = |A
′
1| = |A
′′
1| − 1.
This contradicts the hypothesis that G1 isM(ρ+ νL− 1)-independent, since
A′′1 ⊆ E1.
Case 2: z1, z2 ∈ VP . We may assume that F has been chosen amongst all
partitions satisfying (5) to make |F| as small as possible. This choice ensures
that Ai∩Aj ∩VP = ∅ for all 1 ≤ i < j ≤ t, since if Ai∩Aj ∩VP 6= ∅ then the
partition F ′ = F \ {Ai, Aj})∪ {Ai ∪Aj} would still satisfy (5). It follows, in
particular that z1, z2 each belong to at most one set Ai ∈ F .
For 1 ≤ j ≤ 2, let Fj = {Ai ∩Ej : Ai ∈ F and Ai ∩Ej 6= ∅}. Then Fj is
a partition of A′j = A∩Ej for j = 1, 2. Since V (A
′
1)∩V (A
′
2) ⊆ {z1, z2} ⊆ VP ,
we have
|A′1|+ |A
′
2| = |A| ≥
t∑
i=1
(2νP (Ai) + νL(Ai)− 2) + νL(A)
≥
∑
Bi∈F1
(2νP (Bi) + νL(Bi)− 2) + νL(A
′
1) +
∑
Bi∈F2
(2νP (Bi) + νL(Bi)− 2) + νL(A
′
2)− 2s
where s = 1 if there exists Ai ∈ F with z1, z2 ∈ Ai and Ai∩E1 6= ∅ 6= Ai∩E2,
and s = 0 otherwise. Since Gj is M(ρ+ νL − 1)-independent we must have
|A′j| =
∑
Bi∈Fj
(2νP (Bi) + νL(Bi) − 2) + νL(A
′
j) − 1 for both j = 1, 2, and
s = 1. The construction of F1 now implies that z1, z2 ∈ VP (Bk) for some
Bk ∈ F1. We can now put F
′
1 = F1 \{Bk}∪{Bk+e}. Then F
′
1 is a partition
of A′′1 = A
′
1 + e which satisfies∑
Ci∈F ′1
(2νP (Ci) + νL(Ci)− 2) + νL(A
′′
1)− 1 =
∑
Bi∈F1
(2νP (Bi) + νL(Bi)− 2) + νL(A
′
1)− 1 = |A
′
1| = |A
′′
1| − 1.
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This contradicts the hypothesis that G1 isM(ρ+ νL− 1)-independent, since
A′′1 ⊆ E1. •
Lemma 4.6 Let G = (V,E) be a naturally bipartite point-line graph which
is isomorphic to K3,3. Then G is M♯-independent.
Proof. Choose e = uv ∈ E. Let B be a perfect matching of G + uv which
contains uv and put A = E(G + uv) \ B. Then E(G + uv) = A ∪ B, A is
M(2νP + νL− 2)-independent and B isM(νL)-independent. Symmetry and
Lemmas 3.6 and 3.7 now imply that G is M♯-independent. •
Lemma 4.7 Let G = (V,E) be a point-line graph which is M♯-independent.
Then G is MPL-independent.
Proof. We use induction on |EPP ∪ ELL|. The lemma follows from Lemma
4.4 when EPP ∪ ELL = ∅. Hence we may suppose that we have an edge e =
w1w2 ∈ EPP ∪ELL. Let H be a naturally bipartite point-line graph which is
isomorphic to K3,3 and label its vertices such that {w1, w2} = VP (G)∩VP (H)
or {w1, w2} = VL(G) ∩ VL(H). Let G
+ = (G − e) ∪ H . Then Lemmas 4.5
and 4.6 imply that G+ isM♯-independent. We can now use induction to de-
duce that G+ isMPL-independent. This implies that G isMPL-independent
(since if G wereMPL-dependent then the matroid circuit axiom and the fact
that H + e is MPL-dependent would imply that G
+ = (G ∪ (H + e)) − e
contains an MPL-circuit). •
Theorem 4.8 Let G = (V,E) be a point-line graph. Then MPL(G) =
M♯(G).
Proof. Choose F ⊆ E. If F is independent in MPL(G) then F is indepen-
dent in M♯(G) by Lemma 3.12. On the other hand, if F is independent in
M♯(G) then we may apply Lemma 4.7 to G[F ] to deduce that F is indepen-
dent in MPL(G). •
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4.3 The rank function
Theorem 4.8 tells us thatMPL(G) is the matroid induced by ρ+ νL− 1 and
we can now use Theorem 3.2(a) to deduce that its rank function is given by
rPL(A) = min
F
{∑
Ai∈F
(ρ(Ai) + νL(Ai)− 1)
}
(6)
for all A ⊆ E, where the minimum is taken over all partitions F of A. We
close this section by obtaining an expression for rPL(A) in terms of νP , νL
and the function cL defined in the statement of Lemma 3.10.
Theorem 4.9 Let G = (V,E) be a point-line graph and A ⊆ E. Then
rPL(A) = νL(A) + min
F
{∑
Ai∈F
(2νP (Ai) + νL(Ai)− 2)− cL(F)
}
(7)
where the minimum is taken over all partitions F of A.
Proof. The fact that the right hand side gives an upper bound on rPL(A)
follows from Lemma 3.10. Hence it will suffice to show that there exists a
partition of A which gives equality in (7).
By (6), we may choose a partition P of A such that
rPL(A) =
∑
Bi∈P
(ρ(Bi) + νL(Bi)− 1) (8)
and, subject to this condition, |P| is as small as possible. We claim that
VL(Bi) ∩ VL(Bj) = ∅ for all distinct Bi, Bj ∈ P.
Suppose to the contrary that VL(Bi)∩VL(Bj) 6= ∅. Let Q = P\{Bi, Bj}∪
{Bi ∪ Bj}. Then∑
Bk∈P
(ρ(Bk) + νL(Bk)− 1)−
∑
Ck∈Q
(ρ(Ck) + νL(Ck)− 1) =
ρ(Bi) + ρ(Bj)− ρ(Bi ∪ Bj) + νL(Bi) + νL(Bj)− νL(Bi ∪ Bj)− 1 ≥ 0
since ρ, νL are submodular and nonnegative, and νL(Bi∩Bj) ≥ 1. Equations
(6) and (8) now imply that rPL(A) =
∑
Ck∈Q
(ρ(Ck) + νL(Ck)− 1) and hence
Q contradicts the choice of P.
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The fact that the sets in P are line-vertex disjoint now gives
rPL(A) =
∑
Bi∈P
(ρ(Bi) + νL(Bi)− 1) = νL(A) +
(∑
Bi∈P
ρ(Bi)
)
− |P| . (9)
For each Bi ∈ P we have
ρ(Bi) = min
Pi


∑
Ai,j∈Pi
(2νP (Ai,j) + νL(Ai,j)− 2)

 ,
where the minimum is taken over all partitions Pi of Bi. Choose a partition
Fi of Bi such that ρ(Bi) =
∑
Ai,j∈Fi
(2νP (Ai,j)+ νL(Ai,j)− 2) and, subject to
this condition, such that |Fi| is as small as possible. This choice ensures that
Ai,j ∩Ai,k ∩VP = ∅ for all distinct Ai,j, Ai,k ∈ Fi, since if Ai,j ∩Ai,k ∩VP 6= ∅
then the partition F ′i = F \ {Ai,j, Ai,k}) ∪ {Ai,j ∪Ai,k} would contradict the
minimality of |Fi|.
Let F =
⋃
Bi∈P
Fi. Then F is a partition of A and we may use (9) to
obtain
rPL(A) = νL(A) +
∑
Ai,j∈F
(2νP (Ai,j) + νL(Ai,j)− 2)− |P|.
It remains to show that |P| = cL(F), or equivalently, that cL(Fi) = 1 for all
Bi ∈ P.
Suppose to the contrary that cL(Fi) ≥ 2 for some Bi ∈ P. Then there ex-
ists a partition of Fi into two sets F
′
i ,F
′′
i such that VL(Ai,j)∩VL(Ai,k) = ∅ for
all Ai,j ∈ F
′
i and Ai,k ∈ F
′′
i . Let B
′
i =
⋃
Ai,j∈F ′i
Ai,j and B
′′
i =
⋃
Ai,k∈F
′′
i
Ai,k.
Then
ρ(Bi) =
∑
Ai,j∈Fi
(2νP (Ai,j) + νL(Ai,j)− 2)
=
∑
Ai,j∈F ′i
(2νP (Ai,j) + νL(Ai,j)− 2) +
∑
Ai,k∈F
′′
i
(2νP (Ai,k) + νL(Ai,k)− 2)
≥ ρ(B′i) + ρ(B
′′
i ). (10)
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Let R = (P \ {Bi}) ∪ {B
′
i, B
′′
i }. Then R is a partition of A into line-vertex
disjoint sets and∑
Bj∈P
(ρ(Bj) + νL(Bj)− 1)−
∑
Cj∈R
(ρ(Cj) + νL(Cj)− 1)
= νL(A) +

∑
Bj∈P
ρ(Bj)

− |P| − νL(A)−

∑
Cj∈R
ρ(Cj)

+ |R|
= ρ(Bi)− ρ(B
′
i)− ρ(B
′′
i ) + 1 ≥ 1
by (10). This contradicts the minimality of
∑
Bj∈P
(ρ(Bj) + νL(Bj) − 1).
Hence cL(Fi) = 1. •
Note that the expression for rPL(A) in Theorem 4.9 reduces to the Lova´sz-
Yemini rank formula for the bar-joint rigidity matroid [22] when VL = ∅ since
we have νL(A) = 0 = vL(Ai) and cL(F) = |F|.
5 Algorithmic Implications
We will describe an efficient (i.e. polynomial) algorithm to determine the
rank rPL(G) of a point-line graph G = (V,E). By basic facts from matroid
theory, rPL(G) is the size of any maximal independent set I ⊆ E. Hence,
by Theorem 4.8, we will have an efficient algorithm to determine rPL(G)
provided we can efficiently determine if I + e is M♯-independent when I is
M♯-independent and e ∈ E \ I. By definition M♯ = M(ρ + νL − 1), and
Corollary 3.8 implies that I + e is M(ρ + νL − 1)-independent if and only
if I + e + e′ is M(ρ + νL)-independent, where e
′ is a copy of e. Hence we
require an efficient algorithm to test if I + e+ e′ is M(ρ+ νL)-independent.
Lemma 3.6 tells us that M(ρ + νL) = M(2νP + νL − 2) ∨M(νL). This
implies that we may use Edmonds’ algorithm for matroid union [7], see also
Gabow and Westermann [12], to efficiently test for independence in M(ρ +
νL), as long as we can efficiently test for independence in bothM(2νP+νL−2)
andM(νL). The latter can be accomplished by using existing algorithms for
count matroids based on network flows [15, 26], graph orientations [2, 10] or
the pebble game [16, 21].
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5.1 Matroid union and Augmenting Paths
We now give a brief description of Edmonds’ algorithm for matroid union.
We refer the reader to [12] for more details. We are given matroids M1,M2
with the same groundset E, an independent set I of M1 ∨M2, a partition
(I1, I2) of I with Iq independent inMq for q ∈ {1, 2}. For any e ∈ E \Iq such
that Iq + e is not independent in Mq let C(Iq, e,Mq) be the unique circuit
of Mq contained in Iq + e. We determine whether I + e is independent in
M1∨M2 by searching for an augmenting path. This is a sequence of elements
e = e0, e1, . . . , es of I + e with the following properties (where subscripts j
on Ij and Mj are to be read modulo two).
For some q ∈ {1, 2}
• ei+1 ∈ Iq+i for all 0 ≤ i ≤ s− 1.
• For all 0 ≤ i ≤ s − 1, Iq+i + ei is dependent in Mq+i and ei+1 ∈
C(Iq+i, ei,Mq+i)− ei.
• For all 1 ≤ i+ 1 < j ≤ s, ej 6∈ C(Iq+i, ei,Mq+i).
• Iq+s + es is independent in Mq+s.
If we find an augmenting path then we conclude that I+e is independent
in M1 ∨M2. We output I + e together with the partition (I
′
q, I
′
q+1) of I + e
where I ′q = Iq△{e0, e1, . . . , es} is independent inMq, I
′
q+1 = Iq+1△{e1, . . . , es}
is independent in inMq+1, and△ denotes symmetric difference. The require-
ment that the augmenting path has no short cuts (third bullet point above)
ensures that I ′q is independent in Mq for q ∈ {1, 2}. If no augmenting path
exists then we conclude that I + e is dependent in M1 ∨M2.
To implement this algorithm we need subroutines which determine whether
Iq + e is independent in Mq, and determine the unique circuit of Mq con-
tained in Iq + e when it is dependent. We will adapt the algorithms for
count matroids given by Berg and Jorda´n [2] to obtain these subroutines for
M1 =M(2νP + νL − 2) and M2 =M(νL).
5.2 Graph orientations
Let G = (V,E) be a graph. An orientation of G is a directed graph D
obtained by replacing each edge wz ∈ E by a directed edge (directed from w
to z or from z to w). For w ∈ V , let d−D(w) be the number of edges entering
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w in D. Given a map g : V → Z+ = {n ∈ Z : n ≥ 0}, an orientation D of
G is said to be a g-orientation if d−D(w) ≤ g(w) for all w ∈ V . For X ⊆ V ,
let g(X) =
∑
v∈X g(v) and let iG(X) be the number of edges induced by X .
The following result of Frank and Gya´rfa´s [11] characterises when a graph
has a g-orientation.
Theorem 5.1 Let G = (V,E) be a graph and g : V → Z+. Then G has a
g-orientation if and only if iG(X) ≤ g(X) for all X ⊆ V.
Given a point-line graph G = (V,E) and i, j ∈ Z+, let gi,j : V → Z
+
be defined by gi,j(x) = i if x ∈ VP and gi,j(x) = j if x ∈ VL. We will be
interested in (special kinds of) g2,1- and g0,1-orientations but it will be more
efficient to consider general gi,j-orientations. Given w, z ∈ V and k ∈ Z
+, a
gwzi,j,k-orientation of G is a gi,j-orientation D such that
d−D(w) + d
−
D(z) ≤ gi,j(w) + gi,j(z)− k.
We will assume henceforth that k ≤ min{2i, 2j}. In this case, the nonde-
creasing submodular function iνP + jνL − k is nonnegative on 2
E \ {∅} and
hence induces a matroid on E by Theorem 3.2. Let M(i, j, k) = M(iνP +
jνL − k). The following results give relationships between M(i, j, k) and
gi,j-orientations.
Lemma 5.2 Suppose G = (V,E) is a point-line graph. Then G isM(i, j, k)-
independent if and only if G has a gwzi,j,k-orientation for all w, z ∈ V .
Proof. Suppose that G has no gwzi,j,k-orientation for some w, z ∈ V . Let
h : V → Z+ be such that h(w) + h(z) = gi,j(w) + gi,j(z) − k, h(x) ≤ gi,j(x)
for all x ∈ {w, z}, and h(x) = gi,j(x) for all x ∈ V \ {w, z}. Then G has
no h-orientation because any h-orientation would be a gwzi,j,k-orientation. By
Lemma 5.1 there is a set X ⊆ V with iG(X) > h(X). Let A ⊆ E be the set
of edges of G induced by X . We have |A| = iG(X) > h(X) ≥ gi,j(X)− k =
iνP (A) + iνL(A)− k. Hence G is not M(i, j, k)-independent.
Conversely suppose that G is not M(i, j, k)-independent. Then |A| >
iνP (A) + jνL(A) − k for some nonempty A ⊆ E. Let X = V (A). Then
iG(X) ≥ |A| > iνP (A) + jνL(A) − k and Lemma 5.1 implies that G has no
gwzi,j,k-orientation for any distinct w, z ∈ V (A). •
For I ⊆ E let G(I) denote the spanning subgraph of G with edge set I.
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Lemma 5.3 Let G = (V,E) be a point-line graph, I ⊂ E be independent in
M(i, j, k) and e = wz ∈ E \ I. Then I + e is independent in M(i, j, k) if
and only if G(I) has a gwzi,j,k+1-orientation.
Proof. Suppose that I+e is not independent inM(i, j, k). Then there exists
an A ⊆ I + e such that |A| > iνP (A) + jνL(A)− k. Since I is independent
in M(i, j, k), we must have e ∈ A, and |A− e| = iνP (A) + jνL(A)− k. Let
X = V (A). Then w, z ∈ X and iG(A−e)(X) ≥ |A− e| = iνP (A)+ jνL(A)−k.
Lemma 5.1 now implies that G(I) has no gwzi,j,k+1-orientation.
Conversely, suppose that G(I) has no gwzi,j,k+1-orientation. Then G(I + e)
has no gwzi,j,k-orientation. Lemma 5.2 now implies that I + e is dependent in
M(i, j, k). •
SupposeM is a matroid, I is an independent set inM and e is an element
ofM such that I+ e is dependent. Constructing the circuit C(I, e,M) is an
important step in the algorithm for matroid union outlined in Section 5.1.
Our next lemma tells us how to do this when M =M(i, j, k).
Lemma 5.4 Let G = (V,E) be a point-line graph, I ⊂ E be independent in
M(i, j, k) and I + e be dependent for some e = wz ∈ E \ I. Then G(I) has
a gwzi,j,k-orientation D. Furthermore, if Y is the set of all vertices which are
connected to {w, z} by directed paths in D, and F is the set of all edges of I
which are induced by Y , then C(I, e) = F + e.
Proof. The fact that G(I) has a gwzi,j,k-orientation follows from Lemma 5.2.
By definition, C = C(I, e) is the minimalM(i, j, k)-dependent subset of I+e.
Hence |C| = iνP (C)+jνL(C)−k+1 and |C−e| = iνP (C−e)+jνL(C−e)−k.
Let Y ′ = V (C). Since I is independent, e ∈ C and hence w, z ∈ Y ′. Let
G′ = (Y ′, C − e) and D′ be the restriction of D to G′. The facts that D′ is a
gwzi,j,k-orientation of G
′ and |C − e| = iνP (C − e) + jνL(C − e)− k imply that
d−D′(y) = gi,j(y) for all y ∈ Y \{w, z} and d
−
D′(w)+d
−
D′(z) = gi,j(w)+gi,j(z)−k.
Since D is a gwzi,j,k-orientation of G, this gives d
−
D′(y) = d
−
D(y) for all y ∈ Y
′.
Thus there are no directed edges in D from V \ Y ′ to Y ′ and hence Y ⊆ Y ′.
On the other hand, the definition of Y implies that there are no directed
edges in D from V \ Y to Y . Thus, if F is the set of edges of I induced by
Y and D′′ is the restriction of D to (Y, F ), we will have d−D′′(y) = d
−
D′(y) for
all y ∈ Y . This gives
|F | =
∑
y∈Y
d−D′′(y) =
∑
y∈Y
d−D′(y) = iνP (F ) + jνL(F )− k.
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This implies that F + e is dependent in M(i, j, k) and the minimality of C
now gives C = F + e (and Y ′ = Y ). •
Lemmas 5.2, 5.3 and 5.4 give rise to the following linear time algorithm
which either increases the size of an independent set I inM(i, j, k) by adding
a new element e to it, or finds the fundamental circuit C(I, e) when I + e is
dependent.
Suppose that we are given I together with a gi,j-orientation D of G(I)
and an edge e = wz ∈ E \ I. If D is a gwzi,j,k+1-orientation of G(I) then we
conclude that I + e is independent. We orient e so that D + e is a gwzi,j,k-
orientation of G(I + e) and output (I + e,D + e). Otherwise we construct
the set Y of all vertices which are connected to {w, z} by directed paths in
D. If some vertex y ∈ Y \{w, z} has d−D(y) < gi,j(y) then we construct a new
orientation by reversing the direction of all edges on a directed path from
y to {w, z} in D and then iterate. (Note that the reorientation will reduce
d−D(w) + d
−
D(z) by one.) After at most k iterations, we will arrive at either a
gwzi,j,k+1-orientation of G(I), or a g
wz
i,j,k-orientation with d
−
D(y) = gi,j(y) for all
y ∈ Y \ {w, z}. In the latter case we conclude that I + e is dependent and
output C(I, e) = F + e, where F is the set of all edges of I induced by Y .
We may combine this algorithm for M(2, 1, 2) and M(0, 1, 0) with the
augmenting path algorithm of Section 5.1 to give an O(|V |2)-algorithm which
determines whether I + e is independent in MPL and hence obtain an
O(|V |2|E|)-algorithm for constructing a maximum independent set in MPL.
A more detailed description of this algorithm as a pebble game is given in
the arxiv version of this paper [18].
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