Abstract. A structured backward error analysis for an approximate eigenpair of structured nonlinear matrix equations with T -palindromic, H-palindromic, T -anti-palindromic, and H-anti-palindromic structures is conducted. We construct a minimal structured perturbation in the Frobenius norm such that an approximate eigenpair becomes an exact eigenpair of an appropriately perturbed nonlinear matrix equation. The present work shows that our general framework extends existing results in the literature on the perturbation theory of matrix polynomials.
1. Introduction. We consider the perturbation analysis of eigenvalue problems of the form The components f j (c, s) are rational functions, where (c, s) is defined on the Riemann sphere R := {(c, s) ∈ C 2 \ {(0, 0)} : |c| 2 + |s| 2 = 1}. Even though the perturbation theory for a non-homogeneous setup for matrix polynomials is well investigated [2] , no literature is available for nonlinear eigenvalue problems of the form (1.2). However, in recent years nonlinear eigenvalue problems, more specifically palindromic eigenvalue problems, have found application in various areas of science and engineering [16] . An illustrative example is the vibration of fast trains [16] .
The vibration of fast trains leads to a palindromic quadratic eigenvalue problem which is given as (λ 2 A T + λC + A)x = 0, where A, C = C T ∈ C n×n . In general most of the eigenvalues of the quadratic eigenvalue problems are of the form
where M 0 (ω), M 1 (ω) are large and sparse complex matrices depending on ω such that M 1 (ω) is highly rank deficient and M 0 (ω) is complex symmetric; see [6, 16] . The scarcity of work ETNA Kent State University and Johann Radon Institute (RICAM) 152 S. S. AHMAD on the nonlinear eigenvalue problem has motivated us to take up this study on the perturbation analysis for nonlinear matrix equations.
The present work deals with the palindromic rational eigenvalue problem in the homogeneous framework. The homogeneous framework helps to study the problem (1.2) in the presence of the eigenvalues 0 and ∞ in linear/nonlinear palindromic rational eigenvalue problems. Our framework can be applied as long as there is no pole of the rational functions f j (c, s) in equation (1.2) . A nonlinear eigenvalue problem of the form (1.2) can be converted into a linear eigenvalue problem by the usual linearization approaches; see, e.g., [9, 10, 11, 16, 17] . However, we have not adopted this approach due to the presence of rounding errors. Bounds for the structured backward errors are given by Li et al. in [15] for non-homogeneous palindromic matrix polynomials. In this article, efforts have been made to introduce the exact formula for the backward error such that an approximate eigenpair becomes an exact eigenpair of an appropriately perturbed nonlinear matrix equation of the form (1.2).
In this paper, we study the perturbation analysis for the eigenvalues and eigenvectors of matrix polynomials of degree m. A backward error analysis for perturbed nonlinear eigenvalue problems has been developed in [6, 7, 8, 15] and the references therein. We discuss the homogeneous framework for the construction of the nearest perturbed palindromic nonlinear matrix equation such that an approximate eigenpair becomes an exact eigenpair of an appropriately perturbed palindromic problem with rational coefficients. This study extends the previous work on nonlinear eigenvalue problems with symmetric, skew-symmetric, Hermitian, and skew-Hermitian coefficients; see [6] . Due to the presence of the eigenvalues 0 and ∞ in palindromic nonlinear eigenvalue problems, we deal with the problem in a homogeneous framework of the form (1.2), which may contains both 0 and ∞ as eigenvalues. In contrast to the previous work [3, 2] , here we consider the homogeneous form (1.2), where eigenvalues are represented as pairs (c, s) ∈ R, and c = 0 corresponds to finite eigenvalues λ = s/c, while (0, 1) corresponds to the eigenvalue at ∞. This leads to the delay differential equation that generates a nonlinear matrix equation, which is further converted into palindromic/antipalindromic nonlinear eigenvalue problems depending on the coefficient matrices; see [16] . See [12, 13, 14] for a nonlinear eigenvalue problem that occurs in the investigation of a delay differential equation that is converted into a quadratic matrix equation. However, due to rounding errors we avoid this transformation, so we find the results for the case of nonlinear eigenvalue problems and then treat the polynomial eigenvalue problem as a special case. The present results are compared with available results. The highlights of this work are as follows:
1. Formulae are developed for the nearest perturbations of nonlinear matrix equations of T -palindromic/T -anti-palindromic-type such that an approximate eigenpair becomes an exact eigenpair of appropriately perturbed T -palindromic/T -anti-palindromic nonlinear matrix equations. The above construction is also valid for the case of T -palindromic/T -anti-palindromic matrix polynomials. 2. Formulae are developed for the nearest perturbations of nonlinear matrix equations of type (1.2) having H-palindromic/H-anti-palindromic structure such that an approximate eigenpair becomes an exact eigenpair of appropriately perturbed H-palindromic/H-anti-palindromic-structured nonlinear eigenvalue problems of type (1.2). The above construction is also valid for the case of H-palindromic/Hanti-palindromic polynomials. If (λ, µ) = (−1, 1), (1, −1) for the H-palindromic case and (λ, µ) = (1, 1), (−1, −1) for the H-anti-palindromic case, then the structured backward error with respect to the 2-norm is equal to √ 2 times the unstructured backward error for the case of the Frobenius norm of matrices. Also note that this is the same for the T -palindromic/T -anti-palindromic matrix polynomial case. Moreover, we often use the product notation as described in [6] in the following way:
respectively, with tuples of matrices M :
, respectively. The smallest perturbations ∆M with respect to the 2-norm and the Frobenius norm such that
leads to the backward errors, which are defined as follows:
Then the backward error of the matrix equation (1.1) is given by
The backward error for the unstructured M ∈ M m+1 (C n×n ) is given by
For a given approximate eigenpair
m+1 with respect to the Frobenius norm can be determined such that it becomes an exact eigenpair of (M + ∆M ) ⊗ f. This follows from the following proposition.
. Let f j be sufficiently smooth functions. For a given approximate eigenvalue (λ, µ) or (γ), set
Then the backward error, i.e., the size of the smallest perturbation that makes (λ, µ) or (γ) an eigenvalue of the perturbed problem satisfies
. Consider a nonlinear matrix equation of the form (1.2). Then the structured and unstructured -pseudospectrum with respect to the Frobenius norm are given by
, and
respectively.
2.1. Some properties of partial gradients. In this section, some properties of the functions H w,2 and G w,2 are derived which are required for the subsequent development in our theory. First, we provide the following proposition from [4, 5, 8] :
PROPOSITION 2.4. Consider the following map H w,2 : 
1/2 , and let
Similar to Proposition 2.4, the following function G w,2 , is needed for the perturbation theory of palindromic structures. Define
where y := (y 0 , y 1 , . . . , y m ) ∈ C m+1 and the y j are defined in equation (2.1). Now we state the following result with the above setup. PROPOSITION 2.5. Let
where
Then G w,2 is differentiable and
Proof. The proof follows from Proposition 2.4.
has no poles, and
Case I(a): let m be even and = +1. Then we have following identity: 
Case II: For m odd with y j = (f j + f m−j )/2, f j ∈ C, we have the following expressions: Case II(a): Let m be odd and = +1:
Case II(b): Let m be odd and = −1:
3. Backward errors for the palindromic rational eigenvalue problem. In this section we discuss the perturbation analysis of T -palindromic/T -anti-palindromic and H-palindromic/ H-anti-palindromic problems. In our construction, we find a lots of similarities in the perturbation analysis when we move from palindromic problems to anti-palindromic structures. We use the function G w,2 (y ) as defined in equation (2.2), where y := (y 0 , y 1 , . . . , y m ) ∈ C m+1 .
For = 1, we derive the perturbation for the symmetric case, and when = −1 we derive the perturbation for the anti-palindromic case. Throughout the paper we use Z Mj defined as follows:
where G w,2 (y )) = (w 0 y 0 , w 1 y 1 , . . . , w m y m ) w,2 , y = (y 0 , y 1 , . . . , y m ) ∈ C m+1 , and
. With this result, we now derive the perturbation formula for the case of T -palindromic and T -anti-palindromic problems. Our derivation gives a perturbation of the T -palindromic problem when = 1 and a perturbation of T -anti-palindromic problem for = −1. For a perturbation for homogeneous structures, we use the notation ((λ, µ), x), and similarly, for non-homogeneous structures we use (γ, x). Here ((λ, µ), x) is an approximate eigenpair of equation (1.2), and (γ, x) is an approximate eigenpair of equation (1.2) for s = 1.
THEOREM 3.1. Let M ∈ M (C n×n ) be a T -palindromic/T -anti-palindromic rational eigenvalue problem of the form (1.2). Let ((λ, µ), x) or (γ, x) be an approximate eigenpair of (1.2). 
is not a pole of f j .
Introduce the perturbation matrices, for j = 1, 2, . . . , m,
, where U = x U 1 is a unitary matrix. Since ((M + ∆M ) ⊗ τ )x = 0, it follows that (M ⊗ τ + ∆M ⊗ τ )x = 0, and hence k = (∆M ⊗ τ )x. Now we construct a unitary matrix U which has x as its first column, i.e.,
Then we have
From the previous equation we may conclude the following equality:
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Using the least-squares method, the minimum-norm solutions are given by
Since we have b j = a m−j , it follows that
Choosing D jj = 0 we obtain
Thus, the backward error is given by
Similar to the previous theorem we derive formulae for the H-palindromic and H-antipalindromic cases. With the approximate eigenpairs we construct τ ∈ C m+1 . THEOREM 3.2. Let M ∈ M m+1 (C n×n ) be a H-palindromic/H-anti-palindromic structure of the form (1.2). Let ((λ, µ), x) or (γ, x) be an approximate eigenpair of (1.2). Construct .1), and P x = I − xx H . Introduce the perturbation matrices
and if τ j ∈ C, introduce
where β j = w 
In this theorem, t j is a component of a vector t, where
Proof. Case I: Let τ j ∈ R, then the proof follows from the previous Theorem 3.1.
Hence, the identity
where y j = (τ j + τ m−j )/2. This implies
Combining equation (3.3) and equation (3.4), we get 
Thus, we have
Since a jj = a m−j,m−j , it follows that ∆M m−j = ∆M H j , where β j = w j w m−j and β
Now we can show that the above perturbation ∆M j satisfy the following equation:
Now this ∆M j yields the perturbation for the backward error which is given by
. REMARK 3.3. Note that t j = t m−j for an H-anti-palindromic structure. Thus, we have ∆M j = ∆M H m−j . Also it should be noted that when β j = 0, then β −1 j = 0, and this implies w j = w m−j = 0. Hence there is no perturbation in the coefficient matrices A j and A m−j when β j = 0. For * -palindromic and * -anti-palindromic matrix equations of the form (1.1), this gives rise to a relation between the structured backward error and the unstructured backward error under certain condition which are stated in the next corollaries. 
S
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4. Backward errors for palindromic polynomial eigenvalue problems. Now we derive the formulae for the case of homogeneous matrix polynomials. For this we consider f j = c m−j s j , j = 0, 1, . . . , m, in equation (1.2) and obtain
Now we discuss the simpler case. Consider the matrix polynomial of the form (4.1). A special case of Theorem 3.1 can be derived for homogeneous matrix polynomials. We get the following results. THEOREM 4.1. Let M ∈ M m+1 (C n×n ) be a T -palindromic/ T -anti-palindromic matrix polynomials of the form (4.1). Let k = −M (λ, µ)x, Z Mj as in (3.1), and P x = I − xx H . Then we have
Introduce the perturbation matrices
Then there exists ∆M such that (M (λ, µ) + ∆M (λ, µ))x = 0. Proof. The first part of the proof follows from the previous theorem. When m is odd, we have the following two cases: 
x kx H , and the backward error is given by
COROLLARY 4.2. For a T -palindromic/T -anti-palindromic matrix pencil we have the following relations
Consider the matrix polynomial of the form M ⊗ f (λ) = m j=0 λ j M j . A special case of Theorem 4.1 can be derived for non-homogeneous matrix polynomials. We get the following results: THEOREM 4.3. Let M ∈ M m+1 (C n×n ) be a T -palindromic/ T -anti-palindromic matrix polynomial of the form (4.1) with λ = 1. Let k = −M (µ)x, Z Mj given in equation (3.1), and let P x = I − xx H . Then we have Proof. The proof follows from the previous theorem. Now we can discuss a simpler case. Consider the matrix polynomial of the form (4.1). We derive results similar to Theorem 3.2. 
